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Abstract
We obtain Krickeberg mixing for a class of Z-extensions of Gibbs Markov
semiflows with roof function and displacement function not in L2, where previ-
ous methods have not been employed. This is done via a ‘smooth tail’ estimate
for the isomorphic suspension flow.
1 Introduction and main results
It is known that Z-extensions of suspension flows over Markov maps (Young towers)
are used to model, for instance, tubular Lorentz flows. To simplify the dynamical
system setting and get across the analysis , here we focus on Z-extensions of suspen-
sion flows over Gibbs Markov maps. Roughly, a Gibbs Markov map is a uniformly
expanding Markov map with big images and good distortion properties; we refer
to [A97, Ch. 4] for a complete definition. Let (Y, F, α, µ) be an ergodic measure
preserving Gibbs Markov map. Let r : Y → R+ be an L1(µ) roof function (called
step time in [Th16]) and φ : Y → Z a displacement function (called step function
in [Th16]). Throughout we assume that r is Lipschitz on each a ∈ α, and that φ is
α-measurable with
∫
φ dµ = 0. The Z-extension of the suspension flow over (Y, F ) is
a flow ψt : Ω→ Ω is defined by ψt(y, q, u) = (y, q, u+ t) on the space
Ω := {(y, q, u) ∈ Y ×Z×R+ : 0 ≤ u ≤ r(y)}/ ∼ (y, q, r(y)) ∼ (F (y), q+φ(y), 0).
This flow preserves the measure µψ = µ × LebZ × LebR where LebZ and LebR are
counting measure and one-dimensional Lebesgue measure respectively. Moreover, µψ
is ergodic because µ is ergodic, r is finite µ-a.e. and
∫
φ dµ = 0.
The Z components implies that the ψt-invariant measure is infinite, and the form
of mixing we use in this context is due to Krickeberg [Kr67]. The Z-extension of the
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suspension flow has been treated recently in [DN18a], but their assumptions require
that r and φ are L2-functions. This is the first paper gives Krickeberg mixing for r, φ
not necessarily in L2, and we obtain this result without proving a local limit theorem
(LLT) first. In fact, it is conceivable that there are systems that are Krickeberg
mixing, but the LLT fails.
The present Theorem 1.3 gives Krickeberg mixing [Kr67] for a class of Z-extensions
of Gibbs Markov semiflows with r, φ /∈ L2(µ), satisfying assumptions (H0) and (H1)
below. This is done via the present Theorem 1.1, which provides ‘a smooth tail’ es-
timate for the isomorphic semiflow (Ψt)t≥0 described below. The present arguments
used in the proof of Theorem 1.1 build upon [Th16]. Given Theorem 1.1, the ar-
guments required for the proof of Theorem 1.3 are essentially a ’translation’ of the
arguments in [G11] in the set up of [MT18].
For the purpose of obtaining the scaling rate in Krickeberg mixing, it suffices to
recall that (Ω, ψt, µψ) can be modelled as a suspension flow (Y
τ ,Ψt, µ
τ ) over (Y, F˜ , µ)
where the roof function τ : Y → R+ is the first return time to Y × {0} × {0},
Y τ := {(y, u) ∈ Y × R+ : 0 ≤ u ≤ τ(y)}/ ∼ (y, τ(y)) ∼ (F˜ (y), 0),
and F˜ is such that ψτ(y)(y, 0, 0) = (F˜ (y), 0, 0). The flow Ψt : Y
τ → Y τ is then
defined as Ψt(y, u) = (y, u + t) modulo identifications. Let N be the iterate of
(y, q) 7→ (F (y), q + φ(q)) needed to return to Y × {0}, then τ =
∑N−1
j=0 r ◦ F
j .
Throughout, we let α˜ =
∨N−1
j=0 F
−j(α) be the partition associated with F˜ . Since
(Y, F, α, µ) is a probability measure preserving Gibbs Markov map, (Y, F˜ , α˜, µ) is also
a probability measure preserving Gibbs Markov map.
As shown in [Th16], under certain assumptions on r and φ, the tail 1/µ(τ > t) is
regularly varying with index less or equal to 1/2. To formulate our assumptions,
for functions v that are Lipschitz on each a ∈ α, let |1av|ϑ = supx 6=y∈a |v(x) −
v(y)|/dϑ(x, y), where dϑ(x, y) = ϑs(x,y) for some ϑ ∈ (0, 1) and s(x, y) = min{n :
F˜ n(x) and F˜ n(y) are in different elements of α} is the separation time. To focus no-
tation and restrict the number of cases1, throughout we assume
(H0) (i) The roof function r is bounded from below, say inf r ≥ 1, and it is Lipschitz
on every a ∈ α with
∑
a µ(a)|1ar|
ǫ0
ϑ <∞, for some ǫ0 > 0. Also, we require
that φ : Y → Z is α-measurable with
∫
φ dµ = 0.
(ii) The observable (r, φ) : Y → ([0,∞),Z) is aperiodic.
In (H0)(ii), we mean that (r, φ) is aperiodic if there exists no non-trivial solution to
the equation eibr+iθφv ◦F = v, for (b, θ) ∈ [−K,K]× [−π, π)\{(0, 0)} for K ∈ (0,∞).
1We believe that the arguments in this paper can be adjusted to work for Z2 extensions of
Gibbs Markov semiflows, with suitable assumptions on r and φ as in [Th16], but here we restrict to
Z-extensions.
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(H1) Let p ∈ (1, 2]. We assume that as t→∞,
µ(φ < −t) = µ(φ > t) = ℓ(t)t−p, µ(r > t) = ℓ(t)t−p +O(t−γ), γ > 2,
for some slowly varying2 function ℓ. In the case p = 2, we do not require that
r, φ ∈ L2.
Under (H1), throughout we let ℓ∗ be a slowly varying function such that ℓ∗(t)t−1/p is
the asymptotic inverse of ℓp(t)t
−p, where, given ℓ as in (H1), we define: i) ℓp = ℓ if
p ∈ (1, 2) and ii) ℓp(y) = 2
∫ y
1
ℓ(x)
x
dx, when p = 2.
Let us write r∗ =
∫
Y
r dµ throughout the paper. Under (H0)(i) and (H1) [Th16,
Proposition 1.3 and Proposition 2.7] (in fact, the assumption on r there is relaxed to
r ∈ L1 and not necessarily bounded from below) shows that
µ(τ > t) =
p sin(π/p)(r∗)1−1/p
Γ(1/p)
1
t1−1/p ℓ∗(t)
. (1.1)
Here the index of regular variation for 1/µ(τ > t) is 1− 1/p ≤ 1/2. Improving on the
tail estimate of (1.1), we obtain the following ‘smooth tail’ result, for which we need
to go beyond Karamata-like estimates, but instead use arguments resembling those
used in [Eri70] and [MT18]:
Theorem 1.1 Assume (H0) and (H1). Then there exists a constant dp > 0 that
depends only on p and r∗ such that
µ(t < τ < t+ 1) = dpt
−(2−1/p)ℓ∗(t)−1(1 + o(1)).
Remark 1.2 In the special case r ∈ L2, we do not require any special tail assumption
and several steps in the proof of Theorem 1.1 can be considerably simplified.
We recall that: a) [MT18] obtained mixing under mild abstract assumptions for,
not necessarily Markov, suspension flows with regularly varying tails of roof functions
of index in (1/2, 1]; b)[DN18b] obtained mixing for a class of Markov suspension flows
with regular variation of index (0, 1).
The present mixing result on Z-extensions reads as
Theorem 1.3 Assume (H0) and (H1). Let A,B ⊂ Y , with A ∈ α˜, such that A1 =
A×[a1, a2], B1 = B×[b1, b2] are measurable subsets of Y τ . Let m(t) =
∫ t
0
µ(τ > x) dx.
Set dβ =
sinπβ
π
. Then
lim
t→∞
m(t)µτ (A1 ∩Ψ
−1
t B1) = dβµ
τ (A1)µ
τ(B1).
2We recall that a measurable function ℓ : (0,∞→ (0,∞) is slowly varying if limx→∞ ℓ(λx)/ℓ(x) =
1 for all λ > 0.
3
Proof Given the smooth tail estimate in Theorem 1.1, Krickeberg mixing for (Ψt)t ∈
R (and thus, for (ψt)t∈R) follows from the abstract Theorem 7.1 and Corollary 7.2.
As we show in Section 7, Theorem 7.1 is derived via an adequate translation/rewrite
of the argument in [G11] developed to obtain mixing for a large class of discrete
time systems with regularly varying tails of first returns of index less or equal 1/2 in
combination with Corollary 7.2 (which is [MT18, Corollary 3.1]). Finally, Section B
verifies the abstract assumptions of Theorem 7.1, requiring, in particular, a slightly
weaker form of Theorem 1.1.
We finish this introduction with some remarks on potential extensions. We believe
that the method can be applied to the infinite horizon tuber Lorentz flow which can
be viewed as a Z-extension of a suspension flow over a Young tower with exponential
tails (see [SV04] for the treatment of the Z extension over the map). To reduce
the dynamical implications involved, we restrict ourselves to the Z-extension of the
suspension flow over Gibbs Markov maps.
The ‘tail behaviour assumption’ (H1) on r and φ seems natural in the context of
the tubular Lorentz flow with infinite horizon. However, checking the precise form of
(H1) for this type of flow is a different matter, which we do not address here. Also,
to treat this type of example, one needs to go beyond the Gibbs Markov scenario,
which requires further work.
We do not address the more difficult question of local limit theorems (LLT) for the
flow (ψt)t≥0. The Gaussian LLT for large classes of group extensions of suspension
flows over Young towers are covered by [DN18a, Theorem 3.7]. In particular, [DN18a,
Theorem 3.7] provides the Gaussian LLT and mixing for Lorentz flows with finite
horizon; among other ingredients this result requires the use of the Gaussian LLT
with rates [P09, Proposition 4] for the underlying map, a refined version of the LLT
in [SV04].
Notation: We write an ∼ bn if an/bn → 1,. We use “big O” and ≪ interchange-
ably, writing an = O(bn) or an ≪ bn as n→∞ if there is a constant C > 0 such that
an ≤ Cbn for all n ≥ 1. Similarly, an = o(bn) means that limn→∞ an/bn = 0.
2 Strategy and proof of Theorem 1.1
By definition, (Y, F˜ , α˜, µ) is a probability measure preserving Gibbs Markov map. As
clarified in Section 4, the transfer operator R defined by
∫
Y
Rv1v2 dµ =
∫
Y
v1v2◦ F˜ dµ,
v1 ∈ L1(µ), v2 ∈ L∞(µ), and its perturbed version Rˆ(s)v := R(e−sτv), s ∈ C, have
good spectral properties in the Banach space Bϑ with norm ‖.‖ϑ. We recall that Bϑ
is the space of bounded piecewise Ho¨lder functions compactly embedded in L∞(µ).
The norm on B is defined by ‖v‖B = |v|ϑ+ |v|∞, where |v|ϑ = supa∈α˜ supx 6=y∈a |v(x)−
v(y)|/dϑ(x, y), where dϑ(x, y) = ϑs(x,y) for some ϑ ∈ (0, 1), and s(x, y) = min{n :
F˜ n(x) and F˜ n(y) are in different elements of α˜} is the separation time.
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First, we collect some identities. Denote by 1 the function 1 on Bϑ and let G(t) =
µ(τ ≤ t). We start with the basic observation3 that for s = u − ib, u ≥ 0 and
b ∈ R \ {0},∫ ∞
0
µ(τ > t)e−st dt =
1
s
∫ ∞
0
(1− e−st) dG(t) =
1
s
∫
Y
(I − Rˆ(s))1 dµ. (2.1)
In what follows we exploit an analogue of (2.1)(namely, (2.4)). More precisely, for
u ≥ 0, we define the measures νu on the positive real line such that
dνu
dµ◦τ (x) = xe
−ux;
in particular, dν0
dµ◦τ (x) = x. With these defined we see that
tµ(t < τ < t+ 1) ≤ ν0([t, t+ 1]) ≤ (t+ 1)µ(t < τ < t+ 1). (2.2)
Hence,
tµ(t < τ < t + 1) = ν0([t, t + 1]) + e(t), (2.3)
where e(t) = O(µ(t < τ < t+ 1)).
Recall s = u− ib, u ≥ 0 and b ∈ R\{0}. By (2.1),
∫∞
0
e−sx dµ◦τ(x) =
∫
Y
Rˆ(s)1dµ
and differentiating in b gives
∫∞
0
xe−sx dµ ◦ τ(x) = i d
db
( ∫
Y
Rˆ(s)1dµ
)
. This together
with the definition of νu implies that∫ ∞
0
e−sx dν0(x) =
∫ ∞
0
eibx dνu(x) = i
d
db
(∫
Y
Rˆ(s)1dµ
)
=: A(s). (2.4)
We note that (2.2) together with (1.1) implies that
∫∞
0
ν0([t, t+1])dt ≥
∫∞
0
tµ(t <
τ < t + 1) dt ≥ limL→∞
∫ L
0
µ(τ > t) dt = ∞. So, ν0 is an infinite measure. In
particular, this implies that the Fourier transform of ν0 is not well defined. However,
obtaining an analogue of [Eri70, Inversion formula, Section 4] (also exploited in a
different set up in [MT18]), below we obtain the asymptotics of ν0([t, t + 1]), as
t→∞.
We start with an analogue [Eri70, Inversion formula, Section 4] (with proof in
Section 4). Given V (x) := V ([0, x]) = 1
2
(ν0([0, x])+ ν0(−[0, x]) (with ν0(−I) = ν({x :
−x ∈ I})) we have
Proposition 2.1 Analogue of [Eri70, Inversion formula, Section 4]. Let g :
C→ C be a continuous compactly supported function with Fourier transform gˆ(x) =∫∞
−∞
eixbg(ib) db satisfying |gˆ(x)| = O(x−2) as x→ ±∞. Then for all λ, t ∈ R,∫ ∞
−∞
e−iλ(x−t)gˆ(x− t) dV (x) = lim
u→0
∫ ∞
−∞
e−itbg(i(b+ λ)) ReA(u− ib) db
=
∫ ∞
−∞
e−itbg(i(b+ λ)) ReA(−ib) db.
3This is also the basic observation in [Th16] used for obtaining µ(τ > t), except that for this part
of the calculation the author uses the real Laplace transform of G(t) as opposed to complex Laplace
transforms used here.
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The following result required in the proof of Theorem 1.1 comes directly
from [Eri70] and does not require any modification in our set up. To state this
result, for each a > 0 we let gˆa(0) = 1 and for x 6= 0, define
gˆa(x) =
2(1− cos ax)
a2x2
. (2.5)
Proposition 2.2 [Eri70, Lemma 8] Let {µt, t > 0} be a family of measures such
that µt(I) <∞ for every compact set I and all t. Suppose that for some constant C,
lim
t→∞
∫ ∞
−∞
e−iλxgˆa(x) dµt(x) = C
∫ ∞
−∞
e−iλxgˆa(x) dx,
for all a > 0, λ ∈ R. Then µt(I) → C|I| for every bounded interval I, where |I|
denotes the length of I.
We note that gˆa is the Fourier transform of
ga(ib) =
{
a−1(1− |b|/a), |ib| ≤ a
0, |ib| > a
. (2.6)
The next result is required in the proof of Theorem 1.1; its proof is postponed to
Section 4.
Proposition 2.3 Let m(t) = t1−1/pℓ∗(t)−1. For all a > 0 and λ ∈ R,
lim
t→∞
m(t)
∫ ∞
−∞
e−itbga(i(b+ λ))A(−ib) db = lim
t→∞
m(t)
∫ ∞
−∞
e−itbga(i(b+ λ)) ReA(−ib) db
= πdpga(iλ) ∈ R,
where dp is a positive constant that depends only on p and r
∗ =
∫
Y
r dµ.
Proof of Theorem 1.1 With the convention I + t = {x : x− t ∈ I}, let
µt(I) = 2m(t)V (I + t) = m(t)(ν0(I + t) + ν0(−I − t))
and note that
m(t)ν([t, t + 1]) = µt([0, 1]).
Now,
m(t)
∫ ∞
−∞
e−iλ(x−t)gˆa(x− t) dV (x) = m(t)
∫ ∞
−∞
e−iλxgˆa(x) dV (x+ t)
=
1
2
∫ ∞
−∞
e−iλxgˆa(x) dµt(x).
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Since gˆa satisfies the assumptions of Proposition 2.1,∫ ∞
−∞
e−iλxgˆa(x) dµt(x) = 2m(t)
∫ ∞
−∞
e−itbga(b+ λ) ReA(−ib) db.
By Proposition 2.3 together with the Fourier inversion formula
∫∞
−∞ e
−iλxgˆa(x) dx =
2πga(iλ),
lim
t→∞
∫ ∞
−∞
e−iλxgˆa(x) dµt(x) = 2πdpga(iλ) = dp
∫ ∞
−∞
e−iλxgˆa(x) dx.
Hence, we have shown that the hypothesis of Proposition 2.2 holds with C = dp. It
now follows from Proposition 2.2 with I = [0, 1] that
m(t)ν([t, t + 1]) = µt([0, 1])→ dp,
as t → ∞. The conclusion follows from this together with (2.3) and the fact that
m(t) = t1−1/pℓ∗(t)−1.
3 Proof of Proposition 2.1
Recall dνu
dµ◦τ (x) = xe
−ux with dν0
dµ◦τ (x) = x. Since s = u − ib, an equivalent way of
writing equation (2.4) is∫ ∞
0
eibx dνu(x) =
∫ ∞
0
νu([t, t+ 1])e
−ibt dt = A(u− ib). (3.1)
Define Vu(I) =
1
2
(νu(I) + νu(−I)) and Vu(x) = Vu([0, x]), and note that∫ ∞
−∞
eibx dVu(x) = Re
∫ ∞
0
eibx dνu(x) = ReA(u− ib).
Let gˆ and g as in the statement of Proposition 2.1. Note that dVu is a finite measure,
so by the definition of g, eibxg(ib) is L1(dVu×db). By Fubini’s theorem for any u > 0,∫ ∞
−∞
gˆ(x) dVu(x) =
∫ ∞
−∞
g(ib) ReA(u− ib) db.
Note that e−ibtg(i(b+ λ)) =
∫∞
−∞
eibx g(ib) db = e−iλ(x−t)gˆ(x− t). Therefore∫ ∞
−∞
e−iλ(x−t)gˆ(x− t) dVu(x) =
∫ ∞
−∞
e−ibtg(i(b+ λ)) ReA(u− ib) db. (3.2)
To complete the proof of Proposition 2.1, we just need to justify passing to the limit
as u→ 0 on both sides of (3.2).
We first deal with the LHS.
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Lemma 3.1
lim
u→0
∫ ∞
−∞
e−iλ(x−t)gˆ(x− t) dVu(x) =
∫ ∞
−∞
e−iλ(x−t)gˆ(x− t) dV (x)
Proof By definition, limu→0 Vu(I) = V (I), for every measurable set I. Thus, for
any integrable (with respect to dV ) function f , the dominated convergence theorem
gives
lim
u→0
∫ ∞
−∞
f(x) dVu(x) =
∫ ∞
−∞
f(x) dV (x).
We claim that
∫∞
−∞
|gˆ(x − t)| dV (x) < ∞ for all t ∈ R. It follows that f(x) =
e−iλ(x−t)gˆ(x− t) is integrable for all t ∈ R and the result follows.
It remains to prove the claim. Clearly,∫ 1
−1
|gˆ(x− t)| dV (x)≪
∫ 1
0
dν0(x) <∞.
Since, for all t ∈ R, |gˆ(x− t)| = O(x−2),
∫∞
1
x−2 dν(x) <∞, as desired. To see this,
compute that∫ ∞
1
x−2 dν(x)− µ(τ ∈ [0, 1])≪
∫ ∞
1
x−1µ(τ ∈ [x, x+ 1]) dx
=
∫ ∞
1
x−1µ(τ > x) dx−
∫ ∞
1
x−1µ(τ > x+ 1) dx
=
∫ ∞
2
(x(x− 1))−1µ(τ > x) dx+
∫ 2
1
µ(τ > x) dx <∞.
Next, we deal with the RHS using the following analogue of [Eri70, Lemma 7]:
Lemma 3.2 For any continuous function h with compact support,
lim
u→0
∫ ∞
−∞
h(b) ReA(u− ib) db =
∫ ∞
−∞
h(b) ReA(−ib) db.
Proof By (4.2) below (a consequence of Lemma 4.1), A(u−ib)≪ |u−ib|−1/pℓ˜(1/|u−
ib|), for all u ≥ 0, as b→ 0, for some slowly varying function ℓ˜. Hence, |A(u− ib)| ≪
|b|−(1/p−δ), for any δ > 0 and thus, A(u−ib) is bounded by an integrable (in b) function
for all b ≤ L for any L < ∞. The result follows from the dominated convergence
theorem.
With these clarified we can complete
Proof of Proposition 2.1 The conclusion follows by taking the limit u → 0 in
(3.2) using Lemmas 3.1 and 3.2 (with h(b) = e−ibtg(i(b+ λ)) in Lemmas 3.2).
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4 Asymptotics of A(u− ib) as u, b→ 0 and proof of
Proposition 2.3
An essential ingredient for the proof of Proposition 2.3 is Lemma 4.1 below, which
gives the asymptotic behaviour of A(u − ib) as u, b → 0 along paths so that u =
o(b). Before its statement, we briefly explain the strategy in [Th16] for obtaining the
asymptotic of µ(τ > t) (such as (1.1)) and provide the main ingredients required in
the statement and proof of Lemma 4.1. The key observation in [Th16] (also to be
exploited here) is that the perturbed transfer operator Rˆ(u− ib) (associated with F˜ )
can be understood via a double perturbation of the transfer operator for T , which we
denote by L, perturbed with r and φ, respectively. For u, b ≥ 0 and θ ∈ [−π, π), let
Lˆ(u− ib, iθ)v = L(e−(u−ib)reiθφv).
As clarified in Subsection 5, by (H0), when viewed as an operator on Bϑ, Lˆ(u− ib, iθ)
has the property that its spectral radius of is strictly less than 1 for all u ≥ 0 and for
all (b, θ) ∈ [−K,K]× [−π, π) \ {(0, 0)}. Thus, (I − Lˆ(u− ib, iθ))−1 is well defined for
all u ≥ 0 and for all (b, θ) ∈ [−K,K]× [−π, π) \ {(0, 0)}. By the argument of [Th16,
Proof of Lemma 1.8], for all v ∈ Bϑ and for all u ≥ 0 and b ∈ [−K,K] \ {0},
(I − Rˆ(u− ib))−1v =
1
2π
∫ π
−π
(I − Lˆ(u− ib, iθ))−1v dθ. (4.1)
In particular, for all u ≥ 0 and b ∈ [−K,K] \ {0}, the LHS of (4.1) is well defined
and the spectral radius of Rˆ(u− ib) is strictly less than 1. Define
S(u− ib) :=
∫ π
−π
(I − Lˆ(u− ib, iθ))−1 dθ.
Controlling the asymptotics as u, b→ 0 of S(u−ib)−11 along paths such that u = o(b),
is the main step in estimating µ(τ > t), when combined with (2.1). In fact, as
in [Th16], to estimate µ(τ > t) it suffices to work with real Laplace transforms,
that is work with b = 0 throughout. For the purpose of estimating the ’small tail’
µ(t < τ < t+1), here we shall use (4.1) to estimate the derivative d
db
∫
Y
Rˆ(u− ib)1 dµ,
as u, b → 0, u = o(b), and thus, the asymptotics of A(u − ib), b → 0 as u, b → 0,
u = o(b) (via (2.4)).
We state the precise result on the asymptotics of A(u − ib) below and defer its
proof to Subsection 5. Before its statement we recall the following notation: we write
B(x) ∼ c(x)P for bounded operators B(x), P acting on some Banach space B with
norm ‖ ‖B if ‖B(x)− c(x)P‖B = o(c(x)).
Lemma 4.1 Assume (H0) and (H1). Let ℓ∗ be as in (H1). Then there exist positive
constants C, C˜ so that C ≤ |u− ib|1/pℓ∗(1/|u− ib|)‖ d
db
S(u− ib)−1‖ϑ ≤ C˜
Considering u, b→ 0 in a manner so that u = o(b), we further obtain
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i) d
db
S(u− ib)−1 ∼ iCp|u− ib|−1/pℓ∗(1/|u− ib|)−1P , where Cp is a complex constant
that depends only on p and r∗ with ReCp > 0 and P is an operator defined by
Pv =
∫
Y
v dµ. Also, the same holds for u = 0, as b→ 0 (with |u− ib| replaced
by |b|).
ii) For any ǫ > 0,
‖
d2
db2
S(u− ib)−1‖ϑ ≪ |u− ib|
−1/p−ǫup−2−ǫ + |u− ib|−1/p−1−ǫ.
Using (4.1), we have
d
db
∫
Y
Rˆ(u− ib)1 dµ =
d
db
(∫
Y
S(u− ib)−11 dµ
)
.
Using the definition of A(s) in (2.4) with s = u− ib,
A(u− ib) =
1
i
d
db
(∫
Y
S(u− ib)−11 dµ
)
.
This together with the first part of Lemma 4.1 implies that as u, b→ 0,
|A(u− ib)| ≪ |u− ib|−1/pℓ∗(1/|u− ib|)−1. (4.2)
Also, by Lemma 4.1 i), the following holds under (H0) and (H1), as u, b→ 0 along
paths such that u = o(b),
A(u− ib) = Cp|u− ib|
−1/pℓ∗(1/|u− ib|)−1(1 + o(1)). (4.3)
Also, (4.3) holds for u = 0, as b→ 0 (with |u− ib| replaced by |b|) and limu→0A(u−
ib) = A(−ib) for all |b| <∞.
Moreover, by Lemma 4.1 ii),
|
d
db
A(u− ib)| ≪ |u− ib|−1/p−ǫup−2−ǫ + |u− ib|−1/p−1−ǫ. (4.4)
We now provide the
Proof of Proposition 2.3 Given the definition of ga(ib) in (2.6), it follows that
g+a (s) :=
1
a
(
1 + is
a
)
is the analytic extension of ga|(0,a)i to C. Similarly, g
−
a (s) :=
1
a
(
1− is
a
)
is the analytic extension of ga|(−a,0)i to C. With this notation, and recalling
that ga(ib) = 0 for |b| > a, we have∫ ∞
−∞
ga(i(b+ λ))A(−ib)e
−ibt db (4.5)
=
∫ a−λ
−λ
g+a (i(b+ λ))A(−ib)e
−ibt db+
∫ −λ
−a−λ
g−a (i(b+ λ))A(−ib)e
−ibt db = I+ + I−.
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By Cauchy’s theorem,
I+ =
∫ a−λ
−λ
g+a (
1
t
+ i(b+ λ))A(
1
t
− ib)e−ibt db
+
∫ 1
t
0
g+a (u)A(u+ iλ)e
(u+iλ)t du−
∫ 1
t
0
g+a (u+ ia)A(u − i(a− λ))e
(u−i(a−λ))t du,
and the analogous formula for I−. The last terms on the RHS for I+ and I− are
O(t−1) because the integrand is bounded (and the integration path has length t−1),
and the middle terms in the RHS cancel when taking the sum I+ + I−. Therefore∫ ∞
−∞
ga(i(b+ λ))A(−ib)e
−ibt db =
∫ a−λ
−λ
g+a (
1
t
+ i(b+ λ))A(
1
t
− ib)e
1
t
−ibt db
+
∫ −λ
−a−λ
g−a (
1
t
+ i(b+ λ))A(
1
t
− ib)e
1
t
−ibt +O(t−1).
By (2.5), gˆa(t) =
2(1−cos(at))
a2t2
=
sin2(at
2
)
(at
2
)2
and we define gˆ±a (t) = ±
2(1−cos(at))
a2t2
. For u ≥ 0,
s = u− ib, it can be computed that
g±a (u+ ib) =
∫ ∞
−∞
gˆ±a (t)e
−(u+ib)t dt.
Using this definition of g±a (u+ ib), we obtain that the following holds as u→ 0:
|g±a (u+ ib)− g
±
a (ib)| ≤ 2
∫ ∞
0
(1− e−ut)
sin2(at
2
)
(at
2
)2
dt
≪
∫ u
0
(1− e−ut) dt+ u
∫ 1
u
t−1 dt+ uγ
∫ ∞
1
t−(2−γ) dt≪ uγ. (4.6)
Here γ can be any nmber in (0, 1); we will need γ > 1− 1/p.
Therefore∣∣∣∣
∫ a−λ
−λ
g+a (
1
t
+ i(b+ λ))A(
1
t
− ib)e(
1
t
−ib)t db −
∫ a−λ
−λ
g+a (i(b+ λ))A(
1
t
− ib)e(
1
t
−ib)t db
∣∣∣∣
≪t−γ
∫ a−λ
−λ
|A(
1
t
− ib)| db
≪t−γ
∫ a−λ
−λ
|
1
t
− ib|−
1
p ℓ∗(1/|
1
t
− ib|)−1 db≪ t−γ,
and a similar estimate holds for the integral over g−a . Therefore∫ ∞
−∞
ga(i(b+ λ))A(−ib)e
−ibt db =
∫ a−λ
−λ
g+a (i(b+ λ))A(
1
t
− ib)e
1
t
−ibt db
+
∫ −λ
−a−λ
g−a (i(b+ λ))A(
1
t
− ib)e
1
t
−ibt +O(t−γ).
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At this moment, the argument of g±a are all on the imaginary axis again, with imagi-
nary part ≤ a, so we can switch back from g±a to ga:∫ ∞
−∞
ga(i(b+ λ))A(−ib)e
−ibt db =
∫ a−λ
−a−λ
ga(i(b+ λ))A(
1
t
− ib)e
1
t
−ibt db+O(t−γ)
and therefore
m(t)
∫ ∞
−∞
ga(i(b+λ))A(−ib)e
−ibt db = m(t)I1(t,M)+m(t)I2(t,M)+O(t
1−γ−1/pℓ∗(1/t)−1),
for
I1(t,M) =
∫
|b|<M/t
ga(i(b+ λ))A(
1
t
− ib)e
1
t
−ibt db
(which is in fact zero for large t if 0 /∈ [−a− λ, a− λ]) and
I2(t,M) =
∫
−a−λ≤b≤a−λ,|b|>M/t
ga(i(b+ λ))A(
1
t
− ib)e
1
t
−ibt db
The conclusion of Proposition 2.3 follows from the estimates for I1(t,M) and
I2(t,M) below. More precisely, Lemma 4.2 below gives the exact term show-
ing also that limt→∞m(t)I1(t,M) = limt→∞m(t)
∫M/t
−M/t
ga(i(b + λ) ReA(ib)e
−ibt db.
Taking M = t1/2, we have limt→∞m(t)I1(t,M) = limt→∞m(t)
∫∞
−∞ ga(i(b +
λ) ReA(ib)e−ibt db, which gives the first equality in the statement.
Lemma 4.3 with M = t1/2 and ǫ < 1
8p
(p − 1)2 shows that |m(t)I2(t,M)| → 0 as
t→∞.
Lemma 4.2 For any M > 1,
lim
t→∞
m(t)I1(t,M) = lim
t→∞
m(t)
∫ M/t
−M/t
ga(i(b+ λ) ReA(ib)e
−ibt db = πdpga(iλ) + q(M),
where dp is a positive constant independent of M and q(M) ≤ CM−1/p, for some
C > 0.
Proof Throughout this proof we use the same notation as in the proof of Propo-
sition 2.3. It follows from the definition of ga that |ga(ib1) − ga(ib2)| ≤ a−2|b1 − b2|.
Hence
∣∣∣I1(t,M)− ga(iλ)I±1 (t,M)∣∣∣ ≤
∫ M/t
−M/t
|ga(i(b+ λ))− ga(iλ)| |A(1/t− ib)| db
≤ 2a−2Mt−1
∫ M/t
0
|A(1/t− ib)| db. (4.7)
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By (4.3), there exists δ > 0 such that for all t > M/δ,
∫ M/t
0
|A(1/t− ib)| db ≤
∫ M/t
0
b−1/pℓ∗(1/b) db ≤ 1 (4.8)
Also using (4.3) (and the first two lines of the text under (4.3)), we have that A(−ib) =
Cp|b|−1/pℓ∗(1/|b|)−1(1 + o(1)), where Cp is a complex constant. Hence, there exists a
function E so that E(b)→ 1 E(b)−1 → 1 and as b→ 0 so that
lim
t→∞
m(t)I1(t,M) = ga(iλ) lim
t→∞
m(t)
∫ M/t
−M/t
A(−ib)e−ibt db
= ga(iλ) lim
t→∞
m(t)
∫ M/t
−M/t
Cp|b|
−1/pℓ∗(1/|b|)−1e−ibt db
+ ga(iλ) lim
t→∞
m(t)
∫ M/t
−M/t
Cp|b|
−1/pℓ∗(1/|b|)−1(E(b)− 1)e−ibt db
:= ga(iλ) lim
t→∞
m(t)L1(M, t) + ga(iλ) lim
t→∞
m(t)L2(M, t). (4.9)
Now,
L1(t,M) =
∫ M/t
−M/t
Re(A(ib)E(b)−1)e−itb db = 2ga(iλ) Re(Cp)
∫ M/t
0
b−1/pℓ∗(1/b)−1 cos tb db.
(4.10)
By Lemma 4.1, Re(Cp) > 0. Set d0 := 2Re(Cp). With a change of variables,
2 Re(Cp)
∫ M/t
0
b−1/pℓ∗(1/b)−1e(b) cos tb db = d0t
−(1−1/p)
∫ M
0
b−1/pℓ∗(t/b)−1 cos b db.
Thus,
lim
t→∞
m(t)L1(M, t) = d0 lim
t→∞
∫ M
0
b−1/p
ℓ∗(t)
ℓ∗(t/b)
cos b db.
= d0
∫ M
0
b−1/p cos b db, (4.11)
where in the last equality we have used that ℓ∗ is slowly varying (see, for instance,
[BGT87]) together with the dominated convergence theorem. By a similar argument,
lim
t→∞
m(t)L2(t,M) db = 2ga(iλ)Cp lim
t→∞
m(t)
∫ M/t
−M/t
b−1/pℓ∗(1/b)−1(E(b)− 1)e−ibt db
= 2ga(iλ)Cp
∫ M
−M
b−1/p
ℓ∗(t)
ℓ∗(t/b)
(E(b/t)− 1)e−ib db. (4.12)
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The integrand is bounded by b−1/p, which is integrable and convergences pointwise to
0 (since E(b/t)−1 does). Thus, limt→∞m(t)L2(t,M) db = 0. This together with (4.9)
and (4.10) gives that
lim
t→∞
m(t)I1(t,M) = lim
t→∞
m(t)
∫ M/t
−M/t
Re(A(ib)E(b)−1)e−ibt db
= lim
t→∞
m(t)
∫ M/t
−M/t
ReA(ib)e−ibt db+ lim
t→∞
m(t)
∫ M/t
−M/t
Re(A(ib)(E(b)−1 − 1))e−ibt db.
By the argument used in obtaining (4.10), limt→∞m(t)
∫M/t
−M/t
Re(A(ib)(E(b)−1 −
1))e−ibt db = 0. Hence,
lim
t→∞
m(t)I1(t,M) = ga(iλ) lim
t→∞
m(t)
∫ M/t
−M/t
ReA(ib)e−ibt db
= lim
t→∞
m(t)
∫ M/t
−M/t
ga(i(b+ λ) ReA(ib)e
−ibt db+ lim
t→∞
m(t)
∫ M/t
−M/t
(ga(i(b+ λ)− ga(iλ)) ReA(ib)e
−ibt db
= lim
t→∞
m(t)
∫ M/t
−M/t
ga(i(b+ λ) ReA(ib)e
−ibt db,
where in the last equality we have used equations (4.7) and (4.8). This gives the first
equality in the statement.
To conclude we just need to estimate
∫M
0
b−1/p cos b db in (4.11). Write
∫ M
0
b−1/p cos b db =
∫ ∞
0
b−1/p cos b db−
∫ ∞
M
b−1/p cos b db
and compute that |
∫∞
M
b−1/p cos b db| = |
∫∞
M
b−1/p(sin b)′ db| ≤ CM−1/p. Thus,
ga(iλ) lim
t→∞
m(t)L1(M, t) = ga(iλ)
d0
π
∫ ∞
0
b−1/p cos b db := dp,
as desired.
Lemma 4.3 For any 1 < M and M/t < a, there exists C,C ′, C ′′ > 0 such that for
any ǫ < (p− 1)/2,
|m(t)I2(t,M)| ≤ Ct
− 1
p
(p−1)2+ǫ + C ′t−1/pℓ∗(t)−1 + 2C ′′tǫM−1/p+ǫℓ∗(t)−1.
Proof Compute that
I2(t,M) =
1
it
∫
−a−λ≤b≤−λ, |b|>M/t
(e−itb)′g±a (i(b+ λ))A(1/t− ib) db.
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Integration by parts gives four constant terms and two integrals
J1(t,M) =
∫
−a−λ≤b≤a−λ, |b|>M/t
e−itb
d
db
(g±a (i(b+ λ))A(1/t− ib) db
and
J2(t,M) =
∫
−a−λ≤b≤a−λ, |b|>M/t
e−itbg±a (i(b+ λ))
d
db
A(1/t− ib) db.
Of the four constant terms it suffices to look at b =M/t, because the other three are
not larger in absolute value. It follows from the boundedness of ga and (4.3) that for
all M/t ≤ a and some C > 0,
m(t)t−1|(g±a (i(M/t + λ))A(1/t− iM/t)| ≪ m(t)t
−1|A(1/t− iM/t)|
≪ t1−1/pℓ∗(t)−1t−1(t/M)1/pℓ∗(t/M)−1
≤ C ′′tǫM−1/p.
Next, since g±a has a bounded derivative on [−a, a], there is some C
′ > 0 such that
m(t)t−1|J1(t,M)| ≪ t
1/pℓ∗(t)−1
∫
−a−λ≤b≤a−λ, |b|>M/t
|A(1/t− ib)| db ≤ C ′t−1/pℓ∗(t)−1.
Finally, using (4.4), for any ǫ > 0,
|J2(t,M)| ≪
∫
−a−λ≤b≤a−λ, |b|>M/t
b−(1+1/p+ǫ) db
+ t2−p+ǫ
∫
−a−λ≤b≤a−λ, |b|>M/t
b−(1/p+ǫ) db
=J12 (t,M) + J
2
2 (t,M).
For the first term, compute that
m(t)t−1|J12 (t,M)| ≪ m(t)t
−1+1/p+ǫ
∫
−t(a+λ)≤σ≤t(a−λ), |σ|>M
σ−(1+1/p−ǫ) dσ
≤ C ′′tǫM−
1
p
+ǫℓ∗(t)−1.
For the second term, there exist C > 0 such that
m(t)t−1|J22 (t,M)| ≪ t
2−p+ǫ−1/p
∫
−a−λ≤b≤a−λ, |b|>M/t
b−(1/p−ǫ) db ≤ Ct−
1
p
(p−1)2+ǫ,
which ends the proof.
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5 Asymptotics of Lˆ(ib, iθ)
Under (H0)(i) and (H1), an argument similar to the one used in [Th16, Lemma 2.6]
verifies that when viewed as an operator on the Banach space Bϑ(Y ), the spectral
radius of Lˆ(u−ib, iθ) is strictly less than 1 for all u ≥ 0 and for all (b, θ) ∈ Bδ(0, 0) for
some δ > 0. By (H0)(ii), the same holds for all (b, θ) ∈ [−K,K]× [−π, π) \ {(0, 0)}.
We recall the main steps and estimates to be used later (in Section 6 below). For
u ≥ 0 and v ∈ L1(µ), let
Lˆ(u− ib)v = L(e−(u−ib)rv), Lˆ(iθ)v = L(eiθφv).
We first consider the continuity properties of Lˆ(ib, iθ). Under the assumption that F
is Gibbs Markov and r satisfies (H0) and (H1), the argument of [MT17, Proposition
12.1] shows that for all u ≥ 0,
‖
d
db
Lˆ(u− ib)‖ϑ <∞. (5.1)
Moreover, the argument for derivatives used in [MT17, Proof of Proposition 12.1]
shows that for all u > 0,
‖
d2
db2
Lˆ(u− ib)‖ϑ ≪
∫
Y
r2e−ur dµ.
Here we note that the argument of [MT17, Proof of Proposition 12.1] immediately
applies since under (H0), r is bounded below and trivially satisfies [MT17, Assumption
(A1)] crucially used in [MT17, Proof of Proposition 12.1].
Further, (H1) and Potter’s bounds (see [BGT87]) implies that for any ǫ > 0,∫
Y
r2e−ur dµ≪ u
∫ ∞
0
e−uxx2−pℓ(x) dx≪ u
∫ ∞
0
e−uxx2−p+ǫ dx≪ up−2−ǫ.
Hence,
‖
d2
db2
Lˆ(u− ib)‖ϑ ≪
∫
Y
r2e−ur dµ≪ up−2−ǫ. (5.2)
By (5.1), for all u ≥ 0, Lˆ(u− ib) is continuous as a function of b. That is, for all
h > 0,
‖Lˆ(u− i(b+ h))− Lˆ(u− ib)‖ϑ ≪ h, ‖Lˆ(u− ib)− Lˆ(0)‖ϑ ≪ |u− ib|.
By a similar argument to the one above (working with the perturbation eiθφ instead
of eibr and exploiting φ ∈ L1) or by the argument used in [Th16, Proof of Lemma 2.2,
item 3], we have that for all h > 0,
‖Lˆ(i(θ + h))− Lˆ(iθ)‖ϑ ≪ h.
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Putting the above continuity estimates together, we have that for all u ≥ 0 and for
all h1, h2 > 0,
‖Lˆ(u− i(b+ h1), i(θ + h2))− Lˆ(u− ib, iθ)‖ϑ ≪ h1 + h2,
‖Lˆ(u− ib, iθ)− Lˆ(0, 0)‖ϑ ≪ |u− ib|+ |θ|.
(5.3)
We already know that L has a simple isolated eigenvalue at 1 (as an operator
on Bϑ). This together with above continuity properties for Lˆ(u− ib, iθ) implies that
that there exists δ > 0 and a continuous family of simple eigenvalues λ(u− ib, iθ) for
0 ≤ u ≤ δ and (b, θ) ∈ Bδ(0, 0) with λ(0, 0) = 1. Moreover, as clarified in Sublemma 2
below (an extension of [Th16, Proof of Lemma 2.4]) we have that as b, u → 0 and
θ → 0,
1− λ(u− ib, iθ) = (u− ib)r∗ + cpℓp(1/|θ|)|θ|
p + o(|ibE(r)|) + o(ℓ(1/|θ|)|θ|p), (5.4)
where: i) when p ∈ (1, 2), by [AD01, Theorem 5.1], ℓp = ℓ with ℓ as in (H1) and
cp = 2Γ(1 − p) cos(πp/2), which is positive since both factors are negative; ii) when
p = 2, by [AD01b, Theorem 3.1], cp = 1/2 and ℓp(y) = 2
∫ y
1
ℓ(x)
x
dx.
Finally, the arguments in [Th16, Proof of Lemma 2.6] carry over, ensuring that
the spectral radius of Lˆ(ib, iθ) viewed as an operator on Bϑ is strictly less than 1 for
all u ≥ 0 and all (b, θ) ∈ [−K,K]× [π, π) \ {(0, 0)}.
Remark 5.1 With these specified we note that the estimates in (5.1)-(5.3) also hold
for the family of eigenprojections P (u − ib, θ), u ≥ 0, b ∈ R, θ ∈ [−π, π) associated
with the family of eigenvalues λ(u− ib, iθ).
6 Proof of Lemma 4.1
In this section we prove Lemma 4.1 via three sublemmas.
Sublemma 1 Assume (H0) and (H1). Then for all u ≥ 0, b ∈ R and θ ∈ [−π, π),
and for any ǫ > 0,
‖
d
db
Lˆ(u− ib, iθ)‖ϑ ≪ 1 and ‖
d2
db2
Lˆ(u− ib, iθ)‖ϑ ≪ u
p−2−ǫ.
Moreover, the same estimates hold for the family of eigenprojections P (u−ib, θ), with
u ≥ 0, b ∈ R and and θ ∈ [−π, π).
Proof Since eiθφ is constant on partition elements, the conclusion follows by the
argument recalled (namely [MT17, Proposition 12.1]) in obtaining (5.1) and (5.2).
Recall that λ(u − ib, iθ) is well defined for 0 ≤ u ≤ δ and (b, θ) ∈ Bδ(0, 0). The
next result gives the asymptotics of its first two derivatives in b; inside the proof we
also give another verification of (5.4).
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Sublemma 2 Assume (H0) and (H1). Then equation (5.4) holds and
limb,u→0 limθ→0
d
db
λ(u − ib, iθ) = −ir∗. Moreover, for all u > 0 and (b, θ) ∈ Bδ(0, 0)
and any ǫ > 0, | d
2
db2
λ(u− ib, iθ)| ≪ up−2−ǫ.
Proof Let v(u− ib, iθ) be the eigenfunction associated with λ(u− ib, iθ), normalised
such that µ(v(u− ib, iθ)) = 1. As in [Th16, Proof of Lemma 2.4], write
1− λ(u− ib, iθ) =
∫
Y
(1− e−(u−ib)r) dµ+
∫
Y
(1− eiθφ) dµ (6.1)
+
∫
Y
(1− e−(u−ib)r)(1− eiθφ) dµ+ V (u− ib, iθ)
where V (u− ib, iθ) =
∫
Y
(Lˆ(u− ib, iθ)− Lˆ(0, 0))(v(u− ib, iθ)− v(0, 0)) dµ.
Put Ψ(ib) =
∫
Y
(1− e−(u−ib)r) dµ and compute that for m = 1, 2,
dm
dbm
λ(u− ib, iθ) = −
dm
dbm
Ψ((u− ib) +
dm
dbm
∫
Y
(1− e−(u−ib)r)(1− eiθφ) dµ (6.2)
+O(|
dm
dbm
V (u− ib, iθ)|).
By the fact that φ is symmetric (as in (H1)) together with [AD01, Theorem 5.1],
when p ∈ (1, 2), ∫
Y
(1− eiθφ) dµ = cpℓp(1/|θ|)|θ|
p(1 + o(1)).
When p ∈ (1, 2), ℓp = ℓ with ℓ as in (H1) and cp = 2Γ(1− p) cos(πp/2) > 0 and there
no exact term containing just θ because φ is symmetric; in the notation of [AD01,
Theorem 5.1], the symmetry of φ gives c1 = c2, β = 0, γ = 0, which in turn implies
the previous displayed formula. When p = 2, ℓp = 2
∫ y
1
ℓ(x)
x
dx with ℓ as in (H1) and
cp = 1/2 by [AD01b, Theorem 3.1].
By (H1) and either by the argument used inside [MT13, Proof of Lemma 2.4]
(working with β ∈ (1, 2] there, and for p ∈ (1, 2) one can also work with the argument
used inside [GM12, Proof of Lemma A1] with t there replaced by u − ib) we obtain
that as u, b→ 0,
Ψ(u− ib) = (u− ib)r∗ + ℓ(u− ib)(u− ib)p(1 + o(1)).
Also, |
∫
Y
(1− e−(u−ib)r)(1− eiθφ) dµ| ≪ |u− ib|1/2|θ|1/2 and by (5.3), |V (u− ib, iθ)| ≪
(|u − ib| + |θ|)2. This together with the previous two displayed equations and (6.1)
implies (5.4).
Next, by (H1) and the argument used inside [Te16, Proof of Proposition 4.1]
(working with with β ∈ (1, 2] there), we obtain that as u, b→ 0,
d
db
Ψ(u− ib) = −ir∗ + ℓ(u− ib)(u− ib)p−1(1 + o(1)).
18
Next, by the calculation used for deriving (5.2), for u > 0 and for any ǫ > 0,
|
d2
db2
Ψ(u− ib)| ≪
∫
Y
r2e−ur dµ≪ up−2−ǫ. (6.3)
Further, note that
∣∣∣ dmdbm( ∫Y (1−e−(u−ib)r)(1−eiθφ) dµ)∣∣∣ ≤ ∫Y rme−ur|1−eiθφ| dµ. Recall
that |1− eix| ≤ xγ for all x ≥ 0 and γ ∈ (0, 1]. Note that under (H1), |φ|, r ∈ Lp
′
, for
any 1 < p′ < p. Hence, for q = (1− 1/p′)−1, p′ < p,∣∣∣ d
db
(∫
Y
(1− e−(u−ib)r)(1− eiθφ) dµ
)∣∣∣≪ θ1/q ∫
Y
r|φ|1/q dµ≪ θ1/q.
Thus,
lim
b,u→0
lim
θ→0
(
−
d
db
Ψ(u− ib) +
d
db
(∫
Y
(1− e−(u−ib)r)(1− eiθφ) dµ
))
= −ir∗(1 + o(1)).
For the second derivative we note that similarly to (6.3),∣∣∣ d2
db2
(∫
Y
(1− e−(u−ib)r)(1− eiθφ) dµ
)∣∣∣≪ up−2−ǫ.
So far, we estimated the first two terms in the RHS of (6.2). To complete the proof
that d
db
λ(u− ib, iθ)→ −ir∗, as u, b→ 0, we estimate the third term. Compute
d
db
V (u− ib, iθ) =
∫
Y
(
d
db
Lˆ(u− ib, iθ))(v(u− ib, iθ)− v(0, 0)) dµ
+
∫
Y
(Lˆ(u− ib, iθ)− Lˆ(0, 0))
d
db
v(u− ib, iθ)) dµ.
By standard perturbation theory, the estimates for Lˆ(u−ib, iθ) carry over to the family
of eigenfunctions v(u − ib, iθ). By Sublemma 1 (estimates on the first derivative)
and (5.3)
|
d
db
V (u− ib, iθ)| ≪ ‖
d
db
Lˆ(u− ib, iθ))‖∞‖Lˆ(u− ib, iθ)− Lˆ(0, 0)‖∞
≪ ‖
d
db
Lˆ(u− ib, iθ))‖ϑ‖Lˆ(u− ib, iθ)− Lˆ(0, 0)‖ϑ ≪ |u− ib| + |θ|.
To complete the argument for the second derivative, using Sublemma 1 (which
estimates on the second derivatives) compute that
|
d2
db2
V (u− ib, iθ)| ≪
(
‖
d
db
Lˆ(u− ib, iθ))‖ϑ
)2
+ ‖
d2
db2
Lˆ(u− ib, iθ))‖ϑ ≪ u
p−2−ǫ.
The statement on the derivatives of λ follow by putting all the above estimates to-
gether and using (6.2).
The final required estimate is
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Sublemma 3 There exist positive constants C, C˜ so that as u, b→ 0,
C ≤ |u− ib|1−
1
p (ℓ∗(1/|u− ib|))−1‖S(u− ib)‖ϑ ≤ C˜.
Also, there exist complex constants C0 > 0 and C1 ∈ C with ReC1 > 0 that depend
only on p and r∗, such that following hold as u, b→ 0 in a manner that u = o(b):
i) S(u− ib) ∼ iC0|u− ib|
1
p
−1ℓ∗(1/|u− ib|)P .
ii) d
db
S(u− ib) ∼ iC1|u− ib|
1
p
−2ℓ∗(1/|u− ib|)P .
iii) For any ǫ > 0, ‖ d
2
db2
S(u− ib)‖ϑ ≪ |u− ib|
1
p
−2−ǫup−2−ǫ + |u− ib|
1
p
−3−ǫ.
Moreover, items i)–ii) also hold for u = 0, as b→ 0 (with (u− ib) replaced by −ib).
Proof Throughout this proof we let Pv := P (0, 0)v =
∫
Y
v dµ be the spectral pro-
jection associated with the eigenvalue λ(0, 0) = 1.
Although item i) follows by the argument in [Th16, Proof of Proposition 2.7], we
sketch the argument partly to fix the notation required for the proof of ii), partly
because [Th16, Proof of Proposition 2.7] works with s ∈ R as opposed to u− ib ∈ C
here. As explained in Subsection 5, Lˆ(u − ib, iθ) : Bϑ → Bϑ has good spectral
properties. In particular, there exists δ > 0 such that for all u ∈ [0, δ) and for all
(b, θ) ∈ Bδ(0, 0) we can write
(I − Lˆ(u− ib, iθ))−1 = (1− λ(u− ib, iθ))−1P
+ (1− λ(u− ib, iθ))−1(P (u− ib, iθ)− P )
+ (I − Lˆ(u− ib, iθ))−1Q(u− ib, iθ), (6.4)
where P (u − ib, iθ) is the family of spectral projections associated with the family
of simple eigenvalues λ(u − ib, iθ) and Q = I − P . Using (5.4) and Remark 5.1, as
u, b, θ→ 0,
(I − Lˆ(u− ib, iθ))−1 =
(
(u− ib)r∗ + cpℓp(1/|θ|)|θ|
p
)−1
P (1 + o(1)),
where cp is a positive constant and ℓp is a slowly varying function. Fix δ such that (6.4)
holds. Proceeding as in [Th16, Proof of Proposition 2.7], we note that
S(u− ib) =
∫ δ
−δ
(I − Lˆ(u− ib, iθ))−1 dθ(1 + o(1)).
Set I(θ) = cp ℓ(1/|θ|)|θ|
p and let I∗(θ) = ℓ∗((1/|θ|)|θ|1/p be the asymptotic (as θ → 0)
inverse of I; in particular, we recall that ℓ∗ is slowly varying. Putting the above
together,
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S(u− ib) =
∫ δ
−δ
(
(u− ib)r∗ + I(θ)
)−1
P (1 + o(1)) dθ
=
1
(u− ib)r∗
∫ δ
−δ
(
1 +
I(θ)
(u− ib)r∗
)−1
dθP (1 + o(1)).
With the change of variables θ = σI∗(|u− ib|),
S(u− ib) =
I∗(|u− ib|)
(u− ib)r∗
∫ δ
I∗(|u−ib|)
− δ
I∗(|u−ib|)
(
1 +
sign(σ) I(I∗(|u− ib|)σ)
(u− ib)r∗
)−1
dσP (1 + o(1)).
(6.5)
Using Potter’s bounds (see [BGT87]) to estimate the integrand, we have for any δ0 > 0
|1 +
I(I∗(|u− ib|)σ)
(u− ib)
| =
∣∣∣1 + 1
r∗
|u− ib|
u− ib
σp(ℓ∗(1/|u− ib|)pℓ(1/I∗(|u− ib|)σ))|
∣∣∣
≥
∣∣∣1 + 1
r∗
|u− ib|
u− ib
min(σp+δ0, σp−δ0)
∣∣∣.
Since |u−ib|
u−ib
has modulus 1 for u− ib 6= 0, we have
|1 +
I(I∗(|u− ib|)σ)
(u− ib)
| > 1−
1
r∗
min(σp+δ0 , σp−δ0).
The first part of the statement follows from this together with (6.5).
Next, we continue with the proof of item i). Note that |u−ib|
u−ib → i as u, b→ 0 in a
manner such that u = o(b). Thus, the integrand in (6.5) is bounded by an absolutely
integrable function and converges pointwise to (1+ i
r∗
σp)−1. Since we also know that
δ
I∗(|u−ib|)
→∞ as b, u→ 0, it follows from the dominated convergence theorem that
lim
u,b→0
u=o(b)
∫ δ
I∗(|u−ib|)
− δ
I∗(|u−ib|)
(
1 +
I(I∗(|u− ib|)σ)
(u− ib)r∗
)−1
dσ
=
∫ ∞
−∞
(1 +
i
r∗
sign(σ) |σ|p)−1 dσ =
∫ ∞
−∞
1− i
r∗
sign(σ)|σ|p
|1 + 1
(r∗)2
|σ|2p|
=: Kp, (6.6)
where Kp is a positive constant that depends only on p and r
∗. Finally,
I∗(|u− ib|)
(u− ib)r∗
∼
c
1/p
p |u− ib|1/p
(u− ib)r∗
ℓ∗(1/|u− ib|) ∼
ic
1/p
p
r∗
|u− ib|
1
p
−1ℓ∗(1/|u− ib|).
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as u, b→ 0 such that u = o(b). Item i) follows with C0 =
c
1/p
p
r∗
Kp > 0.
We continue with the proof of ii). Differentiating (6.4) in b,
d
db
(I − Lˆ(u− ib, iθ))−1 =
−i d
db
λ(u− ib, iθ)
(1− λ(u− ib, iθ))2
P +
−i d
db
λ(u− ib, iθ)
(1− λ(u− ib, iθ))2
(P (u− ib, iθ)− P )
+ (1− λ(u− ib, iθ))−1
d
db
P (u− ib, iθ) +
d
db
(I − Lˆ(u− ib, iθ))−1Q(u− ib, iθ).
Using Sublemma 1 (which gives the same estimates for d
db
P (u− ib, iθ)) and (5.3),
d
db
(I − Lˆ(u− ib, iθ))−1 =
−i d
db
λ(u− ib, iθ)
(1− λ(u− ib, iθ))2
P (1 + o(1)).
Using Sublemma 2 (the estimate on the first derivative) and proceeding as in the
proof of item i), as u, b→ 0, u = o(b)
d
db
S(u− ib) ∼
−i I∗(|u− ib|)
((u− ib)r∗)2
r∗
∫ δ
I∗(|u−ib|)
− δ
I∗(|u−ib|)
(
1 +
sign(σ) I(I∗(|u− ib|)σ)
(u− ib)r∗
)−2
dσ P.
By an argument similar to the one used in obtaining (6.6),
lim
u,b→0
u=o(b)
∫ δ
I∗(|u−ib|)
− δ
I∗(|u−ib|)
(
1+
sign(σ) I(I∗(|u− ib|)σ)
(u− ib)r∗
)−2
dσ =
∫ ∞
−∞
(1+
i sign(σ)
r∗
σp)−2 dσ =: K ′p,
where K ′p is a complex constant. The real part of the integrand(
1− |σ|
2p
(r∗)2
)(
1 + |σ|
2p
(r∗)2
)−2
is increasing resp. decreasing in p if |σ| < (r∗)1/p resp.
|σ| > (r∗)1/p. Since we also know that∫ ∞
−∞
(
1−
σ2
(r∗)2
)(
1 +
σ2
(r∗)2
)−2
dσ = 2
[
σ
(
1 +
σ2
(r∗)2
)−1]∞
0
= 0,
ReK ′p is positive for p > 1. Thus,
d
db
S(u− ib) =
−i K ′p
(r∗)2
|u− ib|1/p
(u− ib)2
P (1 + o(1)) =
i K ′p
(r∗)2
|u− ib|
1
p
−2P (1 + o(1))
as u, b→ 0 such that u = o(b), and item ii) follows.
For item iii), differentiating once more and using Sublemma 1 for the estimates
of the first and second derivatives of the involved operators in b together with (5.3)
and Sublemma 2 (for both, first and second derivatives)
‖
d2
db2
(I−Lˆ(u− ib, iθ))−1‖ϑ ≪
∣∣∣ ( ddbλ(u− ib, iθ))2
(1− λ(u− ib, iθ))3
∣∣∣+ ∣∣∣ d2db2λ(u− ib, iθ)
(1− λ(u− ib, iθ))2
∣∣∣
≪ up−2−ǫ(|u− ib|+ cpθ
pℓ(1/|θ|))−2 + (|u− ib| + cpθ
pℓ(1/|θ|))−3.
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The conclusion follows from the previous displayed equation together with arguments
similar to the ones used at the end of proof of item i), somewhat simplified by the
fact we only study upper bounds.
We can now complete the
Proof of Lemma 4.1 First, compute that d
db
S(u − ib)−1 = −S(u − ib)−1 d
db
S(u −
ib)S(u− ib)−1. By Sublemma 3 i), S(u− ib)−1 = iC0|u− ib|
1
p
−1(ℓ∗(1/|u− ib|))−1P (1+
o(1)). Together with Sublemma 3 ii), this gives
d
db
S(u− ib)−1 = i
C1
C20
|u− ib|−
1
p ℓ∗(1/|u− ib|)−1P (1 + o(1)).
The first estimate of the lemma follows with Cp = C1C
−2
0 .
Take one more derivative:
d2
db2
S(u− ib)−1 =
(
− S(u− ib)−1
d2
db2
S(u− ib)S(u− ib)−1
+ 2
(
S(u− ib)−1
d
db
S(u− ib)
)2
S(u− ib)−1
)
.
Using the upper bounds provided by Sublemma 3 i), ii) and iii) as u, b→ 0 such that
u = o(b), together with a standard calculation using further Sublemma 3 ii) and iii)
gives the second estimate of the lemma.
7 Krickeberg mixing in an abstract set-up
Generalizing (and correcting a mistake in the proof) a result of [D97] to operator
renewal sequences, [G11] obtains the scaling rate and thus mixing for infinite measure
preserving systems with regularly varying first return tail sequences of index β ∈
(0, 1). In Subsections 7.1–7.4 we translate the argument in [G11] to the abstract class
of suspensions flows described below.
Let (Y, µ) be a probability space and assume that (Y, F, µ) is ergodic measure
preserving transformation. Let τ : Y → R+ be a measurable nonintegrable function
bounded away from zero. Throughout, we assume that ess inf τ ≥ 1. Define the
suspension Y τ = {(y, u) ∈ Y × R : 0 ≤ u ≤ τ(y)}/ ∼ where (y, τ(y)) ∼ (Fy, 0).
The semiflow Ft : Y
τ → Y τ is defined by Ft(y, u) = (y, u + t) computed modulo
identifications. The measure µτ = µ×Leb is ergodic, Ft-invariant and σ-finite. Since
τ is nonintegrable, µτ(Y τ ) =∞.
Given A,B ⊂ Y , define the renewal measure
UA,B(I) =
∞∑
n=0
µ(y ∈ Y : τn(y) ∈ I, y ∈ A, F
ny ∈ B),
for any interval I ⊂ R. We write UA,B(x) = UA,B([0, x]) for x > 0.
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Under the assumption µ(y ∈ Y : τ(y) > t) = ℓ(t)t−β where β ∈ (1
2
, 1], [MT18,
Theorem 2.3] shows that limt→∞ ℓ(t)t
1−β(UA,B(t + h) − UA,B(t)) = dβµ(A)µ(B)h
where dβ =
1
π
sin βπ. As shown in [MT18, Corollary 3.1] (see also Corollary 7.2
below), such a result translates into mixing for the semiflow Ft. The argument used
in [MT18, Theorem 2.3] adapts and generalizes [Eri70, Theorem 1] to the set up
of (non iid) continuous time dynamical systems. The main steps were essentially
recalled in Section 2, but the definition of the measure U there is different and the
steps in [Eri70, Proof of Theorem 1] are used for a different purpose.
As clarified in [MT18], the quantity UA,B(t + h) − UA,B(t) for h > 0 can be
understood in terms of twisted transfer operator for the map F (with τ being the
twist), as we explain in what follows. Define the symmetric measure VA,B(I) =
1
2
(UA,B(I) + UA,B(−I)). Here, U(−I) = U({x : −x ∈ I}). Taking I = [0, h],
VA,B(I) =
1
2
(UA,B(t+ h)− UA,B(t)).
Let H = {Re s > 0} and H = {Re s ≥ 0}. For s ∈ H, define
Rˆ(s)v = R(e−sτv).
Under suitable spectral assumptions on the map F (namely, (H)(i)-(ii) below),
Tˆ (s) = (I − Rˆ(s))−1
is well defined on H \ {0}. Here we clarify that the results in [G11] can be used
to obtain mixing for suspension flows over maps with good spectral properties and
tail for the roof function satisfying: i) µ(τ > t) = ℓ(t)t−β where β ∈ (0, 1); ii)
µ(t < τ < t+ 1) = O(ℓ(t)t−(β+1)).
To spell out the analogy between assumption (H) below and the assumptions
in [G11], we recall briefly the terminology of operator renewal sequences introduced
in [S02] to obtain lower bounds for subexponentially decaying (finite) measure pre-
serving systems. Let (X, µ) be a measure space (finite or infinite), and f : X → X
a conservative measure preserving map. Fix Y ⊂ X with µ(Y ) ∈ (0,∞). Let
ϕ : Y → Z+ be the first return time ϕ(y) = inf{n ≥ 1 : f
n(y) ∈ Y } (finite almost
everywhere by conservativity). Let L : L1(X)→ L1(X) denote the transfer operator
for f and
Tnv = 1Y L
n(1Y v), n ≥ 0, Rnv = 1Y L
n(1{ϕ=n}v), n ≥ 1.
Thus Tn corresponds to general returns to Y and Rn corresponds to first returns to Y .
The relationship Tn =
∑n
j=1 Tn−jRj =
∑∞
k=0
∑
j1+j2+...+jk=n
Rj1Rj2 . . . Rjk generalizes
the notion of scalar renewal sequences (see [F66, BGT87] and references therein). Let
R(z)v =
∑
nRnz
n, z ∈ D¯. It easy to check that R(1) := R, R : L1(Y )→ L1(Y ), is the
transfer operator associated with the induced map F = fϕ and that R(z)v = R(zϕv).
The mixing result [G11, Theorem 1.1] requires that i) µ(ϕ > n) = ℓ(n)n−β ,
β ∈ (0, 1); ii) µ(ϕ = n) = O(ℓ(n)n−(β+1)); iii) there exists a Banach space B with
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norm ‖ ‖ such that the operator R(z) has the spectral gap property and that ‖Rn‖ =
O(µ(ϕ = n)). Assumptions i) and ii) are also used in [D97] to obtain a strong
renewal theorem for scalar renewal sequences with infinite mean. There is no direct
analogue of ‖Rn‖ = O(µ(ϕ = n)) in the continuous time dynamical systems set up; as
pointed out in [MT17], in the continuous time set up, the inverse Laplace transform
of the twisted transfer operator Rˆ(s)v = R(e−sτv), s ∈ H, is just a delta function.
However, as noticed in [BMT], Rˆ(s) can be related to a proper Laplace transform.
More precisely, by [BMT, Proposition 4.1], a general proposition on twisted transfer
operators that holds independently of the specific properties of F (see also Section 1.1
for a very short proof), for s ∈ H,
Rˆ(s) = g0(s)
∫ ∞
0
R(ω(t− τ))e−st dt =: g0(s)
∫ ∞
0
M(t) e−st dt (7.1)
where ω : R→ [0, 1] is an integrable function with suppω ⊂ [−1, 1] and g0 is analytic
on H, C∞ on any compact subset of {ib : b ∈ R} such that g0(0) = 1.
Recall that H = {Re s ≥ 0} and for δ, L > 0 set Hδ,L = (H∩Bδ(0))∪{ib : |b| ≤ L}.
We assume that there exists a Banach space B = B(Y ) ⊂ L∞(Y ) containing constant
functions, with norm ‖ ‖B, such that the following assumption holds for any L ∈ (0,∞)
and some δ > 0:
(H) (i) The operator Rˆ : B → B has a simple eigenvalue at 1 and the rest of the
spectrum is contained in a disk of radius less than 1.
(ii) The spectral radius of Rˆ(s) : B → B is less than 1 for s ∈ Hδ,L \ {0}.
(iii) There exists an ω satisfying (7.1) such that ‖M(t)‖B = O(t−(β+1)).
The assumption B ⊂ L∞(Y ) can be relaxed, it is only used for simplicity.
Assumption (H)(iii) is a natural analogue of the assumption ‖Rn‖ = O(n−(β+1))
considered in [G11]. The present result reads as
Theorem 7.1 Assume µ(τ > t) = ℓ(t)t−β where β ∈ (0, 1) with ess inf τ ≥ 1. Sup-
pose that (H) holds. Let A,B ⊂ Y be measurable and suppose that 1A ∈ B. Then for
any h > 0,
lim
t→∞
ℓ(t)t1−β(UA,B(t+ h)− UA,B(t)) = dβµ(A)µ(B)h,
where dβ =
1
π
sin βπ.
Corollary 7.2 [MT18, Corollary 1] Assume the conclusion of Theorem 7.1. Let
A1 = A× [a1, a2], B1 = B× [b1, b2] be measurable subsets of {(y, u) ∈ Y ×R : 0 ≤ u ≤
τ(y)} (so 0 ≤ a1 < a2 ≤ ess infA τ , 0 ≤ b1 < b2 ≤ ess infB τ). Suppose that 1A ∈ B.
Then limt→∞ ℓ(t)t
1−βµτ (A1 ∩ F
−1
t B1) = dβµ
τ (A1)µ
τ (B1).
The proof of Corollary 7.2 goes word for word as [MT18, Proof of Corollary 3.1] with
Theorem 7.1 replacing [MT18, Theorem 2.3].
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7.1 Main estimates and Proof of Theorem 7.1
As shown in [MT18, Proposition 2.1], under (H) (in fact, a much weaker form of
(H)(iii) here is required there), the following inversion formula for the measure VA,B
(a generalization of [Eri70, Inversion formula, Section 4] to the non iid set up) holds
all λ, t ∈ R,∫ ∞
−∞
e−iλ(x−t)gˆ(x− t) dVA,B(x) =
∫ ∞
−∞
e−itbg(b+ λ) Re
∫
B
Tˆ (ib)1A dµ db, (7.2)
where g : R→ R is a continuous compactly supported function with Fourier transform
gˆ(x) =
∫∞
−∞
eixbg(b) db satisfying |gˆ(x)| = O(x−2) as x→∞.
Under (H), Tˆ (s) = (I − Rˆ(s))−1 is well defined for all s ∈ Hδ,L, δ > 0, L ∈ (0,∞).
Continuing from (7.2) we write∫ ∞
−∞
e−iλ(x−t)gˆ(x− t) dVA,B(x) =
∫ ∞
−∞
e−itbg(b+ λ)
∑
k:t<Kak
Re
∫
B
Rˆ(ib)k1A dµ db
+
∫ ∞
−∞
e−itbg(b+ λ)
∑
k:t≥Kak
Re
∫
B
Rˆ(ib)k1A dµ db =: u1(t) + u2(t), (7.3)
where the sequence ak is such that τk/ak satisfies the local limit theorem and K ≥ 1
is some fixed number to be specified at the end of the present section. Under the
assumptions of Theorem 7.1 (for the map F and observable τ), such a local limit
theorem is known to hold, with ak such that a
β
k = kℓ(ak)(1 + o(1)) (see [AD01]).
The splitting in the sum above follows the analogue pattern in the discrete time
scenario outlined in [D97, G11]. In fact, the computation for the term u1(t) defined
in (7.3) goes word for word (with obvious differences in notation) as in [G11, Proof
of Proposition 1.5] (see also [G11, Remark 2.1]). Defining A(x) = xβℓ(x) such that
A(k) = k(1 + o(1)) we write
u1(t) =
∫ ∞
−∞
e−itbg(b+ λ)
∑
k:k>A(t/k)
Re
∫
B
Rˆ(ib)k1A dµ db
=
∫ ∞
−∞
e−itbg(b+ λ) Re
∫
B
Rˆ(ib)A(t/k)Tˆ (ib)1A dµ db.
Arguing as [MT18, Proof of Theorem 1](see also [G11, Remark 2.1]), for any K ≥ 1,
lim
t→∞
ℓ(t)t1−β
∫ 1/t
−1/t
e−itbg(b+ λ) Re
∫
B
Rˆ(ib)A(t/k)Tˆ (ib)1A dµ db
= lim
t→∞
ℓ(t)t1−β
∫ 1
−1
e−iσg(σ/t+ λ) Re
∫
B
Rˆ(iσ/t)A(σ/(kt))Tˆ (iσ/t)1A dµ dσ = dβµ(A)µ(B).
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Under (H)(i)–(iii), ‖Rˆ(ib)A(t/k)‖B decays exponentially fast for b outside a neighbor-
hood of 0 (see, for instance, [G11, Proof of Proposition 1.5] and [AD01]), which
enables us to conclude that
lim
t→∞
ℓ(t)t1−βu1(t) = dβµ(A)µ(B). (7.4)
It remains to estimate the term u2(t) defined in (7.3). In [D97, G11], the estimate
for the analogue of this term in the discrete time set up is the hard part of their
argument. Here, we translate their argument in the notation of the present setting.
As already mentioned, in the discrete time scenario the renewal sequence Tn can
be written as Tn =
∑∞
k=0
∑
j1+j2+...+jk=n
Rj1Rj2 . . . Rjk . An analogue of this formula
in the continuous time set up can be obtained from (7.2) using (H)(iii). Here we write
Mˆ(ib) =
∫∞
0
M(t)eibt dt and vectors s = (t1, . . . , tk) to abbreviate multiple integrals.
∫ ∞
−∞
e−iλ(x−t)γ(x− t) dVA,B(x) =
∫ ∞
−∞
e−itbg(b+ λ)
∑
k≥0
Re
∫
B
Rˆ(ib)k1A dµ db
=
∫ ∞
−∞
e−itbg(b+ λ) Re
(∑
k≥0
g0(ib)
k
∫
B
Mˆ(ib)k1A dµ
)
db
=
∫ ∞
−∞
e−itbg(b+ λ)
× Re
(∑
k≥0
g0(ib)
k
(∫ ∞
0
∫
B
(∫
t1+...+tk=t
M(t1) . . .M(tk) ds
)
1A dµ
)
eibt dt
)
db.
Hence, we can write
u2(t) =
∫ ∞
−∞
e−itbg(b+ λ)
× Re
( ∑
k:t≥Kak
g0(ib)
k
(∫ ∞
0
∫
B
( ∫
t1+...+tk=t
M(t1) . . .M(tk) ds
)
1A dµ
)
eibt dt
)
db.
The results below gives the main estimate for handling u2(t); the proof is deferred
to Subsection 7.2.
Proposition 7.3 For t ≥ ak, define
u2(t, k) =
∫ ∞
−∞
e−itbg(b+ λ)
× Re
(
g0(ib)
k
∫ ∞
0
(∫
B
(∫
t1+...+tk=t
M(t1) . . .M(tk) ds
)
1A dµ
)
eibt dt
)
db.
Then for every t ≥ ak, |u2(t, k)| ≪ kt−(1+β)ℓ(t).
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It follows from Proposition 7.3 that for any δ > 0,
|u2(t)| ≪ t
−(1+β)ℓ(t)
∑
k:t≥Kak
k ≪ t−(1+β)ℓ(t)A(t/K)2 ≪ t−(1−β)ℓ(t)K−2β
ℓ(t)
ℓ(t/K)
≪ t−(1−β)ℓ(t)K−(2β−δ),
where the last estimate was obtained using Potter’s bounds (see, for in-
stance, [BGT87]). Since K−(2β−δ) = o(1) as K →∞, we obtain
|u2(t)| = o(t
−(1−β)ℓ(t)),
which together with (7.4) concludes the proof of Theorem 7.1.
7.2 Proof of Proposition 7.3
Translating the strategy and estimates in [G11], in what follows we consider separately
the contributions of different (t1 . . . tk) to u2(t, k) depending on the size the indices
t1 . . . tk, when compared to a truncation level tη defined as follows. Write t = wak
for some w ≥ 1 and let tη = wγak/2 ∈ [ak/2, t/2] for some γ ∈ (0, 1) (to be specified
below). Let T = {(t1, . . . , tk) : t1 + . . . + tk = t} be a set which is partitioned into
four disjoint sets Tj , j ∈ {0, 1, 2, 3} as follows
T3 = {s ∈ T : ∃p, tp ≥ t/2}
T2 = {s ∈ T : ∀p, tp < t/2 and ∃u < v such that tu, tv ≥ tη}
T1 = {s ∈ T : ∀p, tp < t/2 and ∃! u such that tu ≥ tη}
T0 = {s ∈ T : ∀p, tp < tη}.
Recall (from text after (7.2)) that g : R→ R is a continuous compactly supported
function and let [−a, a] = supp g. Let χ : R → [0, 1] be a C∞ function supported in
[−a− 3, a+ 3] such that χ ≡ 1 on [−a− 2, a+ 2].
Under (H)(iii), let g0(ib) be as defined in (7.1) and set
mg(ib) =
{
χ(b)g0(ib), b ∈ [−a− 3, a+ 3]
0, else
. (7.5)
Because mg(ib) is C
∞ (since g0(ib) is C
∞ on any compact interval), a quick computa-
tion using integration by parts shows the inverse Laplace transform of mg(ib), which
we denote by mg(t) satisfies |mg(t)| = O(t−2). Moreover, by the same argument, for
any k ≥ 1, the inverse Fourier transform mg(t, k) of mg(ib)k is O(t−2).
Using (7.5), define
Mˆg(ib) =
{
mg(ib)Mˆ(ib), b ∈ supp g
0, else
. (7.6)
The proof of the result below is deferred to Subsection 7.3 and it allows us to
complete the proof of Proposition 7.3.
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Proposition 7.4 For any t ≥ ak and every j ∈ {0, 1, 2, 3}, the integrals
Ij(t) =
∫
t1+...+tk=t; s∈Tj
Mg(t1) . . .Mg(tk) ds
satisfy ‖Ij(t)‖B ≪ kt
−(1+β)ℓ(t).
We can now complete
Proof of Proposition 7.3 Note that k ≥ 1, u2(t, k) defined in the statement of
Proposition 7.3 can be written as
u2(t, k) =
∫ ∞
−∞
e−itbg(b+ λ)
× Re
(∫ ∞
0
(∫
B
( ∫
t1+...+tk=t
Mg(t1) . . .Mg(tk) ds
)
1A dµ
)
eibt dt
)
db.
By Proposition 7.4, for every j ∈ {0, 1, 2, 3} and all t ≥ ak, we have ‖Ij(t)‖B =
‖
∫
t1+...+tk=t
Mg(t1) . . .Mg(tk) ds‖B = O(kt−(1+β)ℓ(t)). Since B ⊂ L∞(Y ), the in-
verse Fourier transform of
∫
B
( ∫∞
0
( ∫
t1+...+tk=t
Mg(t1) . . .Mg(tk) ds
)
1A dµ
)
eibt dt is
O(kt−(1+β)ℓ(t)).
Recall (from text after (7.2)) that gˆ(t) =
∫∞
−∞ e
itbg(b) db satisfies gˆ(t) = O(t−2).
Convolving, we obtain that for all t ≥ ak, the inverse Fourier transform of g(b +
λ)
( ∫
B
( ∫
t1+...+tk=t
Mg(t1) . . .Mg(tk) ds
)
1A dµ
)
is O(kt−(1+β)ℓ(t)). Thus, for every
t ≥ ak, |u2(t, k)| = O(kt−(1+β)ℓ(t)), as required.
7.3 Proof of Proposition 7.4
In this section we state two lemmas, which are the key estimates required in the
proof of Proposition 7.4 and are the direct analogues of [G11, Lemmas 3.1 and 3.2].
Throughout, Mˆ
(z)
g (s) =
∫ z
0
Mg(t)e
−stdt will denote a truncated version of the Laplace
transform Mˆg(s) with truncation level z.
Let G : R → B be an operator-valued function, where B is a Banach space with
norm ‖ ‖B. In what follows, we let Rˆ be the non-commutative Banach algebra of
continuous functions G : R → B such that their Fourier transform Gˆ : R → B lies
in L1(R), with norm ‖G‖Rˆ =
∫∞
−∞ ‖Gˆ(ξ)‖B dξ. Using this, we further let Rˆβ+1 =
{G ∈ Rˆ : supξ∈R |ξ|
β+1‖Gˆ(ξ)‖B < ∞} be the non-commutative Banach algebra of
continuous functions with norm ‖G‖Rˆβ+1 =
∫∞
−∞
‖Gˆ(ξ)‖B dξ + supξ∈R |ξ|
β+1‖Gˆ(ξ)‖B.
Lemma 7.6 below guarantees that the Fourier transform Mˆ
(z)
g (ib)k, for k ≥ 1 and
z large enough, lies in the Banach algebra Rˆβ+1; this is an analogue of [G11, Lemma
3.1], which the hardest estimate in the overall argument. The proof of Lemma 7.5 is
provided in Section 7.4.
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Lemma 7.5 There exists a constant C > 0 such that ‖Mˆ (z)g (ib)k‖Rˆβ+1 ≤ C, for all
k ≥ 1 and for all z ∈ [ak/2,∞].
The result below provides an estimate for the inverse Laplace transform M
(z)
g (t)k
of Mˆ
(z)
g (s)k, s ∈ H for k ≥ 1 and z large enough.
Lemma 7.6 There exists a constant C > 0 such that for all k ≥ 1, all z ∈ [ak/2,∞]
and t > 0,
‖M (z)g (t)
k‖B ≤ Ce
−t/za−1k .
Proof Starting from assumption (H) and using the continuity Lemma 7.7 below,
the conclusion follows arguing word for word as in [G11, Proof of Lemma 3.2].
Proof of Proposition 7.4 The arguments for estimating Ij(t), j ∈ {0, 1, 2, 3}
go word for word as the arguments used in [G11] in estimating
∑
j , j ∈ {0, 1, 2, 3}
there with Lemma 7.5 replacing [G11, Lemmas 3.1] and Lemma 7.6 replacing [G11,
Lemma 3.2].
7.4 Proof of Lemma 7.5
Based on (H)(iii) we have the following continuity property for Rˆ:
Lemma 7.7 There exists C > 0, such that for all s1, s2 ∈ H ∩ {ib : |b| ≤ L} with
L <∞,
‖Rˆ(s1)− Rˆ(s2)‖B ≤ C |s1 − s2|
β.
Proof By (H)(iii), Rˆ(s) = g0(s)Mˆ(s) where Mˆ(s) =
∫∞
0
M(t)e−stdt with ‖M(t)‖B =
O(t−(β+1)). Let N = |s1 − s2|. Clearly , for all s1, s2 ∈ H,
‖Mˆ(s1)− Mˆ(s2)‖B ≤ |s1 − s2|
∫ N
0
t‖M(t)‖B dt+ 2
∫ ∞
N
‖M(t)‖B dt
≤ |s1 − s2|N
1−β + 2N−β ≤ C|s1 − s2|
β,
for some C > 0. Now restrict to s ∈ H with |s| ≤ L. By equation (7.1), |g0(s)| ≪ 1
and |g0(s1)− g0(s2)| ≪ |s1 − s2|. The result follows.
By Lemma 7.7, the map s 7→ Rˆ(s) is continuous. By (H), Rˆ(0) has 1 as a simple
eigenvalue, so there exists δ > 0 and a continuous family λ(s) of simple eigenvalues
of Rˆ(s) for s ∈ H ∩ Bδ(0) \ {0} with λ(0) = 1. Let P (s) denote the corresponding
family of spectral projections, given by
P (s) =
∫
|ξ−1|=δ
(ξ − Rˆ(s))−1 dξ. (7.7)
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For s ∈ H∩Bδ(0)\{0}, write Rˆ(s) = λ(s)P (s)+Q(s), where Q(s) = I−P (s). Recall
that Rˆ(s) = g0(s)Mˆ(s), where g0 is a scalar function. Hence, for k ≥ 1,
Mˆ(s)k = g0(s)
−kλ(s)kP (s) + g0(s)
−kQ(s)k.
Recalling the definition of Mˆg(ib) in (7.6) and restricting to b ∈ (−δ, δ),
Mˆg(ib)
k = λ(ib)kmg(ib)
kP (ib) +mg(ib)
kQ(ib)k. (7.8)
Lemma 7.8 below is a version of Lemma 7.5 for the non-truncated Fourier trans-
form; this is the analogue of [G11, Lemma 4.2]. Given Lemma 7.8 below, the proof
of Lemma 7.5 for estimating the truncated Fourier transform follows goes word for
word as in [G11, Proof of Lemmas 3.1].
Lemma 7.8 There exists a constant C > 0 such that for all k ≥ 1,
‖Mˆg(ib)
k‖Rˆβ+1 ≤ C.
Proof We first assume that λ(ib) is defined for b ∈ R, vanishing outside the support
of the function g, namely outside [−a, a], a > 0. Under this assumption, P (ib), Q(ib)
are also defined for b ∈ R, vanishing outside outside [−a, a]. This is an analogue of
the initial assumption in [G11, Proof of Lemma 4.2] that the eigenvalue λ(ib) is well
defined on the whole unit circle. The general case can be dealt with as in [G11,
Proof of Lemma 4.2], by constructing a function R˜(ib) that coincides with Rˆ(ib) in
a neighborhood of 0 and it is close to Rˆ(0), elsewhere. The existence of such R˜ is
ensured by Proposition A.1 below.
Assuming that λ(ib) is well defined on [−a, a], we clarify that each quantity ap-
pearing in (7.8) lies in the Banach algebra Rˆβ+1.
From the text below (7.5), we know that the inverse Fourier transform of mg(ib)
is O(t−2). Next, using (7.7), assumption (H)(iii) and Wiener’s Lemma A.2, P (ib) ∈
Rˆβ+1. Also, recall that Q(ib) is an operator acting on B well defined on [−a, a] with
spectrum contained in a ball of radius strictly less than 1. Thus, the spectrum of
Q(ib)k is contained in a ball of radius strictly less than ρk, for some ρ < 1. Hence,
Q(ib) ∈ Rˆβ+1.
It remains to show that λ ∈ Rβ+1. The lack of the hat in Rβ+1 means that we
look at a commutative Banach algebra (similar to Rˆβ+1; see Section 1.3 for precise
definition), since λ(ib) is a scalar. Under the extra assumption that the operator Rˆ,
and thus λ, is a 2π-periodic continuous function supported on (−π, π], this follows
as in [G11, Proof of Lemma 4.2] with the algebra Rβ+1 replaced by Aβ+1 recalled in
Appendix 1.3).
To reduce to the situation of [G11, Lemma 4.2] let R∗ denote the 2π periodic
version of Rˆ and let λ∗ be its corresponding eigenvalue. Note that λ|[−π,π] = λ
∗. As
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in [G11, Proof of Lemma 4.2], λ∗ ∈ Aβ+1 and that for any k ≥ 1, |(λ∗)k|Aβ+1 ≤ C, for
some C > 0 (independent of k). Since we also know that (λ∗)k = λk|[−π,π], a version
of Wiener’s lemma for functions with compact support, namely Lemma A.3 below,
ensures that |λ(ib)k|Rβ+1 ≤ C, for some C > 0, as required.
A Some previous established results used in Sec-
tion 7
1.1 Proof of Equation (7.1)
Since it is short, for the reader’s convenience we include the proof of (7.1) (as in the
proof of [BMT, Proposition 2.1])
Let ω be an integrable function supported on [−1, 1] such that
∫ 1
−1
ω(t) dt = 1
and for s ∈ H¯ , set ωˆ(s) =
∫ 1
−1 e
−stω(t) dt. Note that ωˆ(s) is analytic on H, C∞
on any compact of {ib : b ∈ R} and ωˆ(0) = 1. Since τ ≥ 1 and suppω ⊂ [−1, 1],∫∞
0
ω(t− τ)e−st dt = e−sτ
∫∞
−τ
ω(t) e−st dt = e−sτ ωˆ(s). Hence,∫ ∞
0
R(ω(t− τ)v)e−st dt = R(
∫ ∞
0
ω(t− τ)ve−st dt) = ωˆ(s)Rˆ(s)v.
Formula (7.1) follows with g0(s) = 1/ωˆ(s), so g0(0) = 1, g0 is analytic on H and C
∞
on any compact of {ib : b ∈ R}.
1.2 A result used in the proof of Lemma 7.8
The result below was established in [MT17] and it holds in the present set up due to
Lemma 7.7. Although, [MT17, Proposition 13.4] is stated and proved using B = Bϑ,
the proof goes word for word the same, with a general Banach space B provided that
(H)(i)-(iii) and Lemma 7.7 hold.
Proposition A.1 [MT17, Proposition 13.4] Assume (H)(i)-(iii) and recall β ∈
(0, 1). Let p < β, let ǫ > 0 and let δ > 0. For all r > 0 sufficiently small, there exists
a Cp−ǫ family b 7→ R˜(b) with a Cp−ǫ family of simple eigenvalues λ˜(b) ∈ {s ∈ C :
|s− 1| < δ} such that
(a) R˜(b) ≡ Rˆ(ib) for |b| ≤ r.
(b) R˜(b) ≡ Rˆ(0) and λ˜(b) ≡ 1 for |b| ≥ 2.
(c) ‖R˜(b)− Rˆ(0)‖B < δ for all b ∈ R.
(d) For all b ∈ R, the spectrum of R˜(b) consists of λ˜(b) together with a subset of
{s : |s− 1| ≥ 3δ}.
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1.3 Wiener’s Lemma for continuous (not necessarily peri-
odic) functions
Let G : R → B be operator valued functions, where B is a Banach space with norm
‖ ‖B. Let Aˆ be the (non-commutative) Banach algebra of 2π-periodic continuous
functions G : R→ B such that their Fourier coefficients Gˆn are absolutely summable,
with norm ‖G‖
Aˆ
=
∑
n∈Z ‖Gˆn‖B. Let Aˆβ+1 = {G ∈ Aˆ : supn∈Z |n|
β+1|Gˆn| < ∞}
be the Banach algebra with norm ‖G‖
Aˆβ+1
=
∑
n∈Z |Gˆn| + supn∈Z |n|
β+1|Gˆn|. Recall
that Rˆ is the non-commutative Banach algebra of continuous functions G : R → B
such that their Fourier transform Gˆ : R → B lies in L1(R), with norm ‖G‖Rˆ =∫∞
−∞ ‖Gˆ(ξ)‖B dξ an that Rˆβ+1 = {G ∈ Rˆ : supξ∈R |ξ|
β+1‖Gˆ(ξ)‖B < ∞} is a Banach
algebra with norm ‖G‖Rˆβ+1 =
∫∞
−∞
‖Gˆ(ξ)‖B dξ + supξ∈R |ξ|
β+1‖Gˆ(ξ)‖B.
Similar definitions apply to the commutative Banach algebras A,Aβ+1,R,Rβ+1
starting from complex valued functions G : R→ C.
Lemma A.2 [BP42, Lemma 8] Let β > 0 and let G0, G1 ∈ Rˆβ+1. Suppose G1 is
compactly supported and that G0 is bounded away from zero on the support of G1.
Then there exists G2 ∈ Rˆβ+1 such that G1 = G0G2.
The original [BP42, Lemma 8] is stated for a Banach algebra Rˆ of 2π periodic func-
tions. However, given Lemma A.3 below (a version of [BP42, Lemma 7]) Lemma A.2
follows by the argument used in [BP42, Proof of Lemma 8], which requires [BP42,
Lemma 6] (which holds with R′ there replaced by Aˆ defined here) and Lemma A.3
below.
Lemma A.3 Let ǫ > 0. Suppose that G : R → B is a continuous function with
suppG ⊂ [−π + ǫ, π − ǫ]. Let H : R→ B denote the 2π-periodic continuous function
such that H|[−π,π] = G|[−π,π]. Then G ∈ Rˆ if and only if H ∈ Aˆ. Moreover, f ∈ Rˆβ+1
if and only if H ∈ Aˆβ+1.
Proof The first part on Rˆ, Aˆ is known: see [BP42, Lemma 7] (see also [Ka76,
Theorem 6.2, Ch. VIII, p. 242] for the standard version with commutative Banach
algebras). The second part on Rˆβ+1, Aˆβ+1, follows by, for instance, the argument
of [MT17, Lemma A.3]; the statement and proof of [MT17, Lemma A.3] is in terms
of the commutative Banach algebras Rβ+1,Aβ+1, but everything in [MT17, Proof of
Lemma A.3] holds with Rˆβ+1, Aˆβ+1 instead of Rβ+1,Aβ+1.
B Verifying (H) for the flow (Ψt)t∈R
First, it is easy to see that assumptions (H0)(i)–(ii) on (r, φ) implies (H)(i)-(ii) for
the twisted transfer operator R(e−sτ ), s ∈ H. In particular, the joint aperiodicity of
(r, φ) implies that τ is aperiodic, checking (H)(ii).
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2.1 Verification of (H)(iii) via Theorem 1.1 and argument
in [BMT]
Assumption (H)(iii) is verified by Proposition B.1 below and Theorem 1.1. Proposi-
tion B.1 follows by the argument used in [BMT, Proposition 6.3](phrased under much
weaker assumptions on the roof function of suspension flows). I thank Ian Melbourne
for the choice of ω below, the key ingredient in the proof of Proposition B.1 below,
and for allowing me to use it.
Recall from Section 2 that (Y, F˜ , α˜, µ) is Gibbs Markov and that the transfer R
associated with F˜ has good spectral properties in Bϑ with norm ‖ ‖ϑ. Recall that as
in equation (7.1), ω : [1, 1]→ [0, 1] satisfies
∫ 1
−1
ω(t)dt = 1. We choose
ω(t− x) =


1− (x− t), t− 1 < x ≤ t,
1 + (x− t), t ≤ x < t+ 1,
0, otherwise.
Note that ω is uniformly Lipschitz, with Lipschitz constant 1.
Proposition B.1 Assumption (H)(iii) holds with B = Bϑ, namely ‖R(ω(t− τ)‖ϑ ≤
Cµ(t− 1 < τ < t+ 1).
Proof By (H0), r is Lipschitz and F is Gibbs Markov and in particular, uniformly
expanding. Therefore τ is Lipschitz as well, say |τ(y) − τ(y′)| ≤ CLdϑ(y, y′) for all
a ∈ α˜ and y, y′ ∈ a. As a consequence, y 7→ ω(t−τ(y)) is also Lipschitz with Lipschitz
constant CL and clearly ω(t− τ) ∈ [0, 1] is supported on {t− 1 ≤ τ ≤ t + 1}.
Since F˜ is Gibbs Markov as well, there are constants C1, C2 > 0 such that the
Jacobian ep˜(y) satisfies ep˜(y) ≤ C1µ(a) and |ep˜(y) − ep˜(y
′)| ≤ C2µ(a) for all a ∈ α˜ and
y, y′ ∈ a. Thus,
‖R(ω(t− τ))v‖ϑ ≤
∑
a∈α˜
a∩{t−1≤τ≤t+1}6=∅
(C2|v|∞ + C1CL|v|∞ + C1‖v‖ϑ + C1|v|∞)µ(a).
Because τ is Lipschitz (whence supa τ − infa τ ≤ CL), a ∩ {t − 1 ≤ τ ≤ t + 1} 6= ∅
implies that a ⊂ {t − 1 − CL ≤ τ ≤ t + 1 + CL}. Therefore ‖R(ω(t − τ))v‖ϑ ≪
µ({t− 1− CL ≤ τ ≤ t+ 1 + CL})‖v‖ϑ as required.
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