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Introduction
Noise and vibration in the environment have drawn increasing attentions due to the use of various equipments that also serve as noise sources, such as motors, fans, transformers, etc. As reported by the World Health Organization [1, 2] , noise and vibration cause a sensation of discomfort and harm to human health. Thus, the issue of noise control has been the focus of many researchers in the past decades. In general, there are two methods of noise control schemes, e.g. passive noise control (PNC) [3] and active noise control (ANC) [4] . The passive methods are effective for controlling the broadband noise and have been successfully used in the high-frequency noise circumstances. However, for narrowband noise and low-frequency noise, PNC is inefficient because of its bulky structure. Hence, ANC technology [5] was developed to handle more complex noise.
In general, ANC systems are designed based on the principle that a secondary noise source is generated to cancel the aggregate noise in the noise control area, which has a same amplitude but opposite phase compared to the primary noise.
Recently, with advanced digital signal processing techniques, it is possible to obtain better acoustic performance by employing appropriate control approaches [6] . For this purpose, various ANC methods have been used in practical applications [5] [6] [7] [8] [9] , e.g. vehicle transportation, aircraft engineers, heating, air conditioning duct systems, etc. These available control methods are briefly classified into two categories: feedforward control [10] and feedback control [11] .
Feedforward ANC systems must anticipate the reference signal input (noise source). Therefore, feedforward ANC approaches may not be feasible for the cases, where the noise source cannot be measured in the specific environments (e.g. high temperature, corrosive chemicals). To solve this problem, feedback ANC system (FANC) was developed, which uses only an error signal in the summing junction. Thus, feedback ANC strategies can address the unforeseen noise sources [12, 13] . Some available results show that feedback ANC systems based on adaptive finite impulse response (FIR) filter and filtered-x least-mean-square (FxLMS) algorithm work well for the cases with linear paths [14, 15] . However, in practical applications, the nonlinearities in the primary path and secondary path may degrade the control performance [16] . Thus, the development of nonlinear controllers/filters is necessary. In this respect, functional link neural networks (FLNN) were used in [13, 17] as feedback adaptive filters to cope with nonlinear systems.
Adaptive bilinear filter [18] [35] and adaptive recursive second-order Volterra (RSOV) filter [19] have been introduced for active control of nonlinear noise processes. Moreover, multilayer neural networks [20] were also used to control nonlinear plants. One notable issue in the neural network (NN) based ANC is the lack of appropriate fast learning algorithm and the rigorous proof of closed-loop stability.
Historically, the least mean square (LMS) algorithm has been used for ANC systems [21] [22] [23] [24] due to their simplicity in the design and implementation. However, the convergence rate of conventional FXLMS algorithms may be unsatisfactory because the adopted constant learning gains (or step-size) may not be able to handle the wider operation regimes. To improve the convergence speed, several modifications have been introduced in [25] [26] [27] [28] . The adjustment of the step-size parameter in [25] is implemented by minimizing the square of the control error. The simplicity of this algorithm allows us to implement it in practical ANC systems. However, the convergence of the time-varying step-size (VSS) parameter was not studied, and specific bounds of those learning gains should be selected in a priori manner to avoid the windup of the step-size, in particular when there are measurement noise. Thus, an extra time average of the error variables was further incorporated in [26] to retain its performance in the presence of measurement noise. In the recent work [27, 28] , novel leakage terms have been imposed on the gradient-based algorithms to update the step-size parameters [27] and to adjust the tap length [28] . Although better performance can be obtained in comparison to [25] , the increased computational costs and more stringent assumptions (e.g. independence condition) are required.
Nevertheless, only linear feedforward ANC systems are studied via the FXLMS algorithm.
Based on the above observations, this paper presents a nonlinear neural network NN filter for ANC feedback systems, where an improved LMS algorithm with time-varying learning gains (or step-size parameter) is proposed to eliminate noise passing through the nonlinear path. This scheme can ensure the reliability and reduce the complexity of nonlinear feedback ANC systems. To online determine the NN weights with fast convergence, we suggest a new variable stepsize least mean square (VSS-LMS) algorithm for varying step-size, where the idea initially proposed in [25] is modified to update the NN weights. The convergence of these step-size parameters are proved, where the Lyapunov function is used. In this sense, this paper introduces a new theoretical framework to prove the closed-loop stability and the convergence of the suggested adaptive laws without using the maximum and minimum bounds [26] . Finally, extensive comparisons and simulations are investigated to validate the suggested algorithms in terms of the computational complexity and the control performance. This paper is organized as follows. Section 2 introduces the basis of FANC system, and the design of nonlinear FANC using a new VSS-LMS algorithm. In Section 3, appropriate comparisons to available results are studied to addressthe computational complexities. Simulations are shown in Section 4 and conclusions are summarized in Section 5.
Adaptive neural network feedback ANC system

Basis of feedback ANC system
The schematic of a feedback ANC system with adaptive control is presented in Figure 1 [29, 30] , where ( ) d n is the noise generated by the noise source ( ) s n and propagated through the primary path ( ) P z , which should be eliminated.
The filter ( ) W z is used as the controller that generates the driving signal for the secondary noise source ( ) y n propagating through the secondary path ( ) S z to provide the canceling signal ( ) v n in the control noise area. A microphone is placed in this region to measure the residual noise ( ) e n . The control ( ) W z is online updated adaptively such that the residual noise ( ) e n can be minimized. To address this problem, the control parameters should be updated adaptively based on the reference ˆ( ) d n and the error ( ) e n because the exact noise ( ) d n cannot be measured.
In this system, the secondary path ( ) S z includes the dynamics of the digital-analog converter, analog-digital converter, reconstruction filter, power amplifier, loudspeaker, error microphone, preamplifier, acoustic path from the loudspeaker to the summing junction and the acoustic path from the summing junction to the error microphone, etc. In this paper, we assume that the secondary path ( ) S z is known. In fact, ( ) S z can be modeled by using a FIR filter (or NN) ˆ( ) S z , where its coefficients can be obtained in terms of off-line system identification methods. In particular, the modelling uncertainties will be addressed via the suggested nonlinear neural control. For the purpose of control design, various control schemes can be adopted as ( ) W z , e.g. FIR filter. However, in those linear controls (e.g. FIR filter), the model uncertainties of ( ) S z and the induced nonlinearities cannot be handled effectively. In this paper, a nonlinear control scheme with neural network will be introduced.
Feedback ANC System Design with LMS algorithm
This subsection will first present the idea for incorporating neural network into the ANC synthesis, and specifically, the closed-loop stability will be theoretically proved. The idea for using neural network is mainly motivated by the fact that neural network can be used to approximate unknown nonlinear smooth functions [31, 32] . The block diagram of the proposed nonlinear ANC system is shown in Figure 2 . 
Nonlinear Primary
Path Model
The major difference between Figure 1 and Figure 2 lies in that a neural network is used as the nonlinear control ( ) W z . From Figure 2 , the residual noise is given by
where j s are the coefficients of the FIR filter ( ) S z , which define the dynamics of the secondary path dynamics, ˆ( ) d n is the reference signal serving as the input of ANC control, and ˆj s is the estimation of j s . Here, we assume ˆj j s s = because the model of the secondary path is assumed to be known. However, we do not need to measure the source noise.
The objective of this paper is to design a neural controller ( ) W z such that the residual noise ( ) e n can be regulated as small as possible. The detailed topology of neural network is shown in Figure 3 , where w are the NN weights. Several neural networks, e.g. multi-layer perceptions, radial basis function networks, and recurrent neural networks (RNN), can be used. In this paper, a NN with three-layers is designed as a non-linear filter, where two adaptive algorithms are presented for determining the weights of the input hidden layer and the output layer, respectively. In Figure 3 , the layer 1 is the input layer that directly transmits the input signal to the hidden layer, the layer 2 is the hidden function layer, where activation functions tanh( )  are used, the layer 3 is the output layer to create the output. The dynamics of the used neural controller can be presented as Input Layer 1:
( ) ( ) a n d n  (4) Hidden Layer 2:
(2) ( ) ( ( )) a n f g n  (5) with 
Output Layer 3:
The remaining problem is to design appropriate adaptive laws such that the NN weights
( ), ( ) w n w n of the controller (4)- (8) can be online updated to minimize the residual error ( ) e n . For this purpose, we define a mean square cost function as
 , then the weights
( ), ( ) w n w n will be tuned to minimize the instantaneous error
according to the following descent gradient based adaptive law
where 0 i   is the learning gain (step-size) of the proposed adaptation,  is the differential operator defined by
Assume ( ) d n is independent of ( ) w n as [18] , then by applying the chain rule to (10) based on (1)- (8), we have
n n e n v n y n j f n j g n j e n v n y n j f n j g n j w n w n
where
e e e e f n j f n j g n j e e
From (11), (12) and (13), we have
Thus, substituting (14) into (9)- (10), the weights of the hidden layer (1) ( ) w n are updated by
Consider the fact that
Then we get the adaptive law for updating the coefficients (1) ( ) w n as
Similarly, the updating law of the output layer weights (2) ( ) w n can be deduced as (2) (2) 0 ( )
n n e n v n y n j e n v n y n j w n w n 
n e n v n y n j e n s f n e n v n y n j w n
According to (9)- (10), the weights of (2) ( ) w n are computed as
Considering the fact ˆj j s s  , then the input to (2) ( ) w n filter is derived by filtering the reference signal ( ) f n through
By substituting (21) into (20), we get the adaptive law for updating the coefficients (2) ( ) w n as
The above adaptive laws (17) and (22) are derived based on the gradient descent method, thus the stability of the adaptive neural network feedback ANC system should be studied.
Theorem 1:
For ANC system shown in Figure 2 with neural controller shown in Figure 3 and adaptive laws (17) and (22), if the learning gains fulfill
then the closed-loop ANC system is stable.
Proof:
The proof of Theorem 1 can be found in Appendix 1.
Remark 1:
As shown in the proof of Theorem 1 (e.g. (48)and (49)), it can be concluded that the adaptive learning gains cannot be set arbitrarily large to retain the system stability. Moreover, the convergence performance of adaptive laws (17) and (22) depends on the step-size parameter i  . In general, a large i  may increase the convergence speed, while too large i  can trigger instability of the overall system. Thus, constant learning gains may not be the best option to achieve satisfactory control performance.
Feedback ANC System Design with VSS-LMS algorithm
In the following, a variable step-size LMS algorithm will be presented for the NN control (4)- (8) . The essential difference to the control shown in Section 2.2 is that the adaptive algorithm of NN output layer weights, i.e.
(2) ( ) w n , is replaced by the following scheme with time varying step-size parameters
where ( ) n  is a variable step-size parameter given as
where ax m  is the maximum allowable bound of the learning gain (this can be easily set as shown in Theorem 1), and
is the time-varying step-size parameter depending on the residual error ( ) e n , which will be updated by
where the constant  is a forgetting factor set as 0 1    , and the constant 0   is the learning gain for the adaptation of '  , and the initial condition is set as '(0) 0   .
A similar VSS-LMS algorithm can be derived for the weights (1) ( ) w n for the hidden layer of NN control (4)- (8) . However, to simplify the practical implementation and seek a trade-off between the performance and the computational costs, the LMS algorithm (17) with a constant gain 1 ( ) n const   is used.
Remark 2:
As shown in (25) , one can verify that '( ) 0 n   holds for all 1, , n    with any initial condition '( ) 0 n   , i.e. the step-size is always positive. Moreover, '( ) n  is updated based on the control error ( ) e n . From (25) , it can be found that the step-size will increase for a large control error ( ) e n , which can provide faster convergence of (2) ( ) w n and thus enhance the control performance. On contrary, when the control error ( ) e n is small, the step-size (2) ( ) w n can be retained as constant to avoid the mis-adjustment. Moreover, the constant 0 1    is used as a forgetting factor to guarantee the boundedness of the learning gain '
 . In fact, we can prove that for sufficiently small 0   , the step-size '  will converge to a positive constant 0
Remark 3:
According to the property of NN approximation, for any given noise d , there exists an ideal optimal value (2) w  of the NN weight (2) w in (8) so that (2) ( ) ( ) d n w y n   holds, where ( ) ( ) ( ) y n s n y n   is the signal generated by passing the reference signal through the secondary path, and the operator  denotes the linear convolution. It is worth noting that the ideal constants (2) w  and gain   are used for the analysis only, thus they can be unknown because we do not use them in the control implementation. Finally, we will also prove that the NN weights (2) w updated based on (23) will converge to the optimal value (2) w  .
The above two claims will be summarized and proved in the following Theorem 2. To facilitate further analysis, we define the parameter estimation errors of the proposed adaptive laws (23) and (25) as
( ) ( ) w n w n w
, respectively. Then, by subtracting (2) w  and   from both sides of (23) and (25), then it follows
On the other hand, considering (1), (2), (8) and above Remark 3, one may obtain that
Then substituting (28) into (26) will yield
where ( ) ( ) ( ) T R n y n y n  is a positive variable denoting the input vector correlations [33] .
Theorem 2:
For ANC system given in Figure 3 , the controller (8) is applied with adaptive laws (17), (23) and (25) , then for any 0 1    and sufficiently small 0   , the NN weights (2) w and the variable step-size '  converge to their ideal values w  and   . Moreover, the closed-loop ANC system is stable.
Proof. The proof will be proposed in two steps.
1)
In the first step, we prove (2) w converges to w  . Select a Lyapunov function as
Then similar to (44) ~ (47) (as shown in Appendix), one can obtain the difference of 1 ( ) V n as
Moreover, we can calculate the difference of 2 ( ) V n based on (26) and (28) as
w n e n y n w n e n y n w n w n e n w n y n e n R n R n w n w n e n R n
Thus, the difference of ( ) V n can be obtained as
If we set
, which can be fulfilled by selecting the maximum allowable bound in (24) as
V n  for n   . Moreover, the fact ( ) 0 V n  further implies ( ) 0 e n  and ( ) 0 w n   for n   , such that (2) w w   holds for n   .
2) In the second part, the convergence of the learning gain '  to its ideal value   will be studied. In general ANC systems, there may be unavoidable modeling errors in the primary and secondary path models, so that the control error ( ) e n may only converge into a small bounded set around zero rather than converge to zero [34] . Without loss of generality, we assume that the control error is bounded as ( ) e n   for a small positive constant 0   . In this case, one can easily obtain from the adaptive law (25) with any initial condition '(0) 0 
One can recall the property of geometric series 
We can easily conclude from (35) 
be fulfilled for all 0,1, n    , and then based on Theorem 1, we can claim that the closed-loop system is stable.
Remark 4:
The main contribution of this paper is to propose a new theoretical framework to study the stability of ANC system with variable step-size and to prove the convergence of these time-varying coefficients (e.g. w and '  ) to their ideal values. It is noted that in available variable step-size LMS algorithms (e.g. [25] [26] [27] [28] ), the convergence property of such adaptive parameters have rarely been addressed, and the ANC system stability with variable step-size is still not fully solved in the literature. Thus, the results of this paper may fill in this gap.
Comparisons
In order to show the efficiency of the proposed methods, this section will compare them with the classical linear ANC with the FXLMS algorithm (e.g. ( ) W z is a FIR filter as [11, 12] ), and analyze the computational complexities of 1) a linear FIR filter control with FxLMS scheme (will be presented in Section 3.1); 2) nonlinear NN control (8) with the LMS algorithm (17) and (22) (as Section 2.2); 3) nonlinear NN control (8) with the VSS-LMS algorithm (17) , (23) and (25) (as Section 2.3). [11, 12] In this case, an adaptive filter is used as the control, where the output of adaptive control ( ) W z can be written as
Linear FIR control with FXLMS algorithm
where N is the order of the filter, ( ) w n are the coefficients of the filter ( ) W z , which can be tuned to minimize the instantaneous error 2 ( ) ( ) n e n   according to the following gradient descent method
where 0   is a constant. By applying mathematical manipulations similar to Section 2, one can get the adaptive law The proof of Theorem 3 is similar to that of Theorem 1, and thus will not be repeated again.
Computational complexity analysis
In this subsection, the practical implementation of the proposed three controllers will be presented, and their computational complexities will be compared.
1) Linear FIR filter control with FXLMS algorithm
The implementation of the FIR filter control (36) with FxLMS algorithm (40) can be given as: 
2) Nonlinear neural network control with LMS algorithm
For fair comparison, we choose the dimension of the NN weights (1) ( ) w n in the neural control (8) are the same as that in the FIR filter as N . Then, the computational complexity of neural control (8) with the LMS algorithm (17) and (22) is calculated as:
(1) Calculating the NN hidden layer output as (6) , which requires N multiplications and 1 N  additions.
(2) Calculating the NN output as (7), which uses 1 subtraction, 1 addition, 1 division and 4 exponentiations. 
3) Nonlinear neural network control with VSS-LMS algorithm
The implementation of the nonlinear neural control (8) with the VSS-LMS algorithm (17) , (23) and (25) is similar to that of the above neural control with the LMS algorithm, while extra operations are required to calculate the variable step size '  based on (25) . To update the variable step size by The computational costs of the above three control methods are summarized in Table 1 . Here, we can see that their computational costs are mainly proportional to N and J (i.e. the order of control and secondary path). Moreover, the computational cost of the proposed method is almost the same as that of neural control with the LMS algorithm.
However, the computational costs of the proposed nonlinear controls with neural network are more demanding compared to the linear FIR filter control. This is reasonable because a nonlinear NN is introduced as the controller to eliminate nonlinear noise signals and to accommodate the modelling uncertainties. 
NN with VSS-LMS 2
Simulations
In this section, extensive simulation results are presented to compare the performances of different FANC systems with a nonlinear primary path. In the simulations, the sampling frequency is chosen to be 8 kHz, and a non-minimum phase secondary path is used, whose model is given as
We compare the performances of three different control approaches:
(1) FANC system using linear filter control (36) with FXLMS method (40);
(2) Neural network FANC (8) with LMS algorithm (17) and (22); (3) Neural network FANC (8) with VSS-LMS algorithm (17), (23) and (25) .
Case 1):
In this case, the primary path is selected a second-order nonlinear polynomial . These parameters can be selected by applying a trial-and-error method and should be chosen as a trade-off between the stability and control performance.
As pointed out in Theorem 1 and Theorem 3, to retain the closed-loop ANC system stability, the step-size of the above (22) is the output of sigmoidal function (7), and thus its amplitude is small, which in turn allows for a larger step size), we choose 2 0.001 µ = for NN control (22) , which is the same as 0.001 µ = used in the FxLMS algorithm. Figure 4 shows the profile of the original noise and the residual noise signals with different control methods in the time-domain. From Figure 4 , we can find that the linear FIR filter control is inefficient when the system has nonlinearities (e.g. primary and second paths). Nonlinear NN control with the LMS algorithm performs slightly better than linear FIR filter method, and the proposed NN control with VSS-LMS algorithm obtains best performance in terms of convergence performance. Figure 5 provides the simulation results of the canceling noise in the frequency domain.
The residual power spectrums of linear FIR filter control with FxLMS, NN control with LMS and the proposed NN control with VSS-LMS are depicted in dot, dash and dash-dot lines, respectively, and the solid line shows the power spectrum of the residual noise signals, when the ANC scheme is turned off. From Figure 4 and Figure 5 , we can conclude that the proposed nonlinear NN control with time-varying learning gain in this paper can provide improved control performance compared to other methods in both time-domain and frequency-domain. This is reasonable because the adopted NN can handle nonlinearities effectively, and the proposed time-varying learning gain for the NN weights can achieve faster convergence response. To show this fact, Figure 6 indicates the profile of '  with the proposed VSS-LMS method (25) , which illustrates that this step-size converges to a constant as proved in Theorem 2. Moreover, the evolutions of the NN coefficient (2) w with VSS-LMS are shown Figure 7 , where the response of (2) w with the VSS-LMS algorithm is shown in solid line, and with the LMS algorithm is given in the dash line. It can be clearly seen that faster adaptation of the VSS-LMS algorithm is achieved than LMS method.  . Figure 7 . Profiles of (2) w in NN control.
Case 2):
To further show the ability of the proposed method to handle nonlinearities, the primary path is set as a thirdorder nonlinear polynomial as
and other system configurations are selected the same as Case 1. However, since both the primary and secondary paths are nonlinear, the order of linear FIR filter and the neural network are increased to 64 N  . Figure 8 depicts the noise source signal and the noise cancellation performance with three different control methods in the time-domain. Similar to Case 1), it is also shown that the proposed NN control with the VSS-LMS algorithm can obtain best performance among the aforementioned three methods in terms of convergence speed and residual error. Figure 9 gives the simulation results in the frequency-domain, where the power spectrums of the residual error are provided. Figure 8 and Figure 9 also illustrate that the proposed FANC system can effectively attenuate the narrowband noises for highly nonlinear systems. It is also found that more neurons in this case are needed because both primary and secondary paths are nonlinear in contrast to Case 1). This needs more computational costs as shown in Section 3.2.
Thus, a trade-off can be made between the performance and complexity in this case. Figure 10 indicates the response of '  for the proposed VSS-LMS method, and Figure 11 shows the NN coefficient (2) w of two NN control methods, where the proposed VSS-LMS algorithm can achieve faster convergence rate, which in turn contributes to the improved control performance.  . Figure 11 . Profiles of (2) w in NN control.
Case 3):
In this case, we will show the control performance for more complex noise. Thus, we simulate the source noise as a multi-sinusoidal signal with two frequency components: 100Hz and 200Hz. The same primary and seconday paths are used as Case 1). Simulations parameters of the ANC methods are selected as those used in the Case 2).
Simulation results are shown in Figure 12 - Figure 15 . Figure 12 depicts the noise signal and the noise cancellation performance of different control methods in the time-domain. This figure verifies that the FANC system using linear FIR control is not able to attenuate mutli-frequency noise, and the proposed nonlinear NN control with VSS-LMS algorithm performs better than the NN control with constant learning gains (e.g. LMS). This is reasonable because we use a varying step-size parameter to increase the convergence rate of the LMS algorithm. Figure 13 gives the simulation results in the frequency-domain, which also validates the observations in the time-domain. Thus, one can find that the performance of linear FIR control is worse than the proposed nonlinear NN control methods. Figure 14 depicts the convergence response of '  with the suggested updating law (25) , which converges to a constant as claimed in Theorem 2. The profiles of NN weights (2) w with constant and time-varying learning gains are shown in Figure 15 , where faster convergence can be achieved by using the VSS-LMS algorithm.  . Figure 15 . Adaptation of coefficient (2) w in NN control.
All of above simulations indicate that how the time-varying learning gains can improve the convergence response of the adaptive parameters used in the control, which also help to achieve better noise attenuation. Moreover, neural network can handle nonlinearities encountered in the control system, so that the proposed nonlinear controls with neural network can obtain better control response than linear control with FIR filter and constant step-size.
Conclusions
In this paper, we introduce a nonlinear neural controller for feedback ANC system, wherea neural network is employed as the control to handle complex noise signals and nonlinear dynamics in the primary path and secondary path of ANC systems. In comparison to widely used linear FIR control, this nonlinear control approach can achieve better control performance although it needs increased computational costs. Moreover, a new algorithm is suggested to online update the learning gain (step-size) used in the adaptive laws. This modified adaptive law with a variable step-size is used to estimate the unknown control parameters (e.g. NN weights), which achieves faster convergence response. Specifically, we provide a new theoretical framework to analyze the stability of feedback ANC systems, and also rigorously prove that the online updated step-size and the NN weights can converge to their ideal values. Finally, extensive comparisons to standard linear FIR control with constant step-size are conducted to address the computational complexities and the convergence performance. The effectiveness and the improved performance of the proposed approach are validated by means of numerical simulations.
Appendix 1-the proof of Theorem 1
Proof: We choose a Lyapunov function as
Then the difference V n e n e n e n e n e n e n e n e n e n
The error ( ) e n  used to update the coefficients (1) w is calculated as
(1) 0 Lyapunov theorem, the error convergence condition of (1) ( ) w n can be given as 
