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Abstract
Let E/Q be an elliptic curve, and let p be a rational prime of good reduction. Let ap(E)
denote the trace of the Frobenius endomorphism of E at the prime p, and let #E(Fp) be the number
of Fp-rational points on E. In this dissertation we investigate two different questions regarding the
statistical distribution of these two quantities.
We say p is a champion prime of E if ap(E) = −
[∣∣2√p∣∣], which occurs precisely when the
group of Fp-rational points is as large as possible in accordance with the Hasse bound. In a similar
vein, we say p is a trailing prime of E if ap(E) = +
[∣∣2√p∣∣], which occurs precisely when the group of
Fp-rational points is as small as possible in accordance with the Hasse bound. Together, we say that
these primes constitute the extremal primes of E. The first result of this dissertation establishes
that the number of elliptic curve champion primes that are less than X is asymptotically equal to
8
3pi · X1/4/ logX in an average sense. As an immediate corollary, we also gain asymptotics on the
average number of trailing primes less than X and the average number of extremal primes less than
X.
In 1988, Koblitz conjectured that for any real number X
#{p < X : p prime and #E(Fp) prime} ∼ CE · X
log2X
,
where CE is an explicit constant depending on E. Balog, Cojocaru, and David have proved that
Koblitz’s conjecture is true on average for rational elliptic curves. The second result of this disser-
tation generalizes their average result to elliptic curves over certain higher number fields.
ii
Acknowledgments
Throughout my life as a student I’ve been blessed with a number of excellent educators who
inspired me along the way. First and foremost, I’d like to thank Kevin James for his guidance and
advice throughout my entire graduate career. At the beginning he led me along the way of becoming
a researcher, and at the end he encouraged me to follow my own research directions. As such his
influence on me as a professional mathematician cannot be overstated. I’m also grateful for the
members of my committee – for Jim Brown, whose teaching style resonated with me like none before;
for Hui Xue, whose in-class tangents led to some of the most memorable mathematical discussions;
and for Michael Burr, whose care for his students’ well-being goes above and beyond what I’ve seen
in my education. Lastly I’d like to thank my middle-school math teacher Wade Zwingler, who surely
laid the seeds of this dissertation fifteen years ago; my calculus teacher Jon Barker, who instilled
confidence in my mathematical abilities; my undergraduate advisor Joe Wagner, who never had an
opportunity to teach me math but certainly taught me life; my algebra professor Dena Morton,
whose enthusiasm for math is unparalleled; and finally my senior project advisor Bernd Rossa, who
had little interest in chess engines but plenty of interest in helping me forge my own path.
I’d like to thank my family, who supported me with steadfast patience and emotional reas-
surance throughout this journey. In particular, I appreciate Mom and Dad, Wujek and Thea, Alan,
and Cindy – though your names won’t be found in any of this work, none of this would have been
possible without your encouragement and belief in me. Lastly I’d like to thank my life-long friends
Brian, Kevin, and Jaime, as well as all my co-workers and peers I met and with whom I worked
throughout my career.
iii
Table of Contents
Title Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Extremal Primes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Koblitz’s Conjecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Tools from Number Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 Multiplicative Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Analytic Results on Primes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Dirichlet L-Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Quadratic Forms and Class Numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Algebraic Number Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6 Elliptic Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.7 A Curve-Counting Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Extremal Primes of Elliptic Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Reducing to an Average of Special L-Values . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Outlining the Proof of Theorem 3.1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Counting Primes with a Strange Weight . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Averaging a Character Sum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Summing a Multiplicative Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4 Koblitz’s Conjecture over Abelian Number Fields . . . . . . . . . . . . . . . . . . 46
4.1 Reducing to a Sum on Rational Primes . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Outlining the Proof of Theorem 4.1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Evaluating a Character Sum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4 Exploiting the Multiplicative Structure of Drv . . . . . . . . . . . . . . . . . . . . . . 65
4.5 Summing Euler Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Symbolic Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
iv
Chapter 1
Introduction
This dissertation is the culmination of three years of graduate research in a subfield of an-
alytic number theory and arithmetic geometry known as Frobenius distributions. In this chapter,
we discuss the motivation and results of this work and subsequently discuss future extensions and
generalizations. In the second chapter we state a variety of known number-theoretic results and con-
clude with an important lemma bridging the gap between arithmetic geometry and analytic number
theory. The third and fourth chapters are proofs of the two main theorems of this dissertation.
Most notation will be developed as we go, however there are a few conventions we establish
here that hold throughout the paper. All logarithms are assumed to be natural. The variables p and
` are reserved for prime numbers; summations or products over these variables are always assumed
to be over the set of primes. Summations over d | n are sums over all positive divisors of the integer
n; summations over m ≤M are assumed to begin at m = 1. Summations over a (mod q) run over a
complete set of residues modulo q, while summations over a (mod q)
×
run over only those invertible
residues modulo q.
For two functions f(t) and g(t), we write f(t) = O(g(t)) or f(t) g(t) to mean that there
is an absolute constant C such that |f(t)| ≤ C · g(t) for all t sufficiently large. In such a case, we say
that f is asymptotically less than or equal to g. On the other hand we write f(t) ∼ g(t) whenever
the ratio f(t)/g(t) tends to 1 as t grows without bound. In this case we say that f is asymptotic to
g.
This preliminary chapter serves as an overview of the results found in this dissertation in an
attempt to clearly display the main theorems proved herein. Therefore in order to fully understand
1
this chapter, the reader may need to consult the second chapter for definitions of objects with which
he or she is unfamiliar.
1.1 Motivation
In a big picture sense, a rational elliptic curve E can be reduced modulo all but finitely
many primes to yield a sequence of elliptic curves over finite fields. Each of these curves yields
two important integer-valued quantities: the number of Fp-rational points on the curve, denoted
#E(Fp), and the trace of the Frobenius endomorphism, denoted ap(E). Therefore for every rational
elliptic curve we get the arithmetic sequences {#E(Fp)} and {ap(E)}, both indexed by the primes.
Of interest is to determine the distributional and statistical information about these se-
quences. For example, the Sato-Tate conjecture was recently proven by Taylor in conjunction with
Clozel, Harris, and Shepherd-Barron in [Tay08, CHT08, HSBT10, BLGHT11]. If we normalize the
trace of Frobenius by setting bp(E) := ap(E)/2
√
p, then it is appropriate to count the number of
primes such that bp(E) ∈ [a, b] for a fixed subinterval [a, b] ⊂ [−1, 1]. These authors showed that
for a rational elliptic curve E without complex multiplication the asymptotic density of such primes
amongst all primes is
#{p < X : bp(E) ∈ [a, b]}
#{p < X} ∼
2
pi
·
∫ b
a
√
1− t2 dt, (1.1.1)
as X grows without bound. Other questions remain open, such as a conjecture of Lang and Trotter
in [LT76] regarding how often ap(E) = r for a fixed integer r.
In this dissertation, we examine two different topics in Frobenius distributions: one on the
number of extremal primes of an elliptic curve and one on an open conjecture of Koblitz on the
primality of #E(Fp). Both results provide evidence for unproven conjectures by showing that the
conjectures are true “on average” over a collection of elliptic curves. In this way both results are
very similar in spirit and technique not only to one another but also to established results in the
literature such as in [FM96, DP99, BCD11].
2
1.2 Extremal Primes
For a rational elliptic curve E, the Hasse bound gives the inequality |ap(E)| ≤ 2√p for
any trace of Frobenius ap(E) at a prime of good reduction p. The first result of this dissertation
investigates the frequency at which the trace of Frobenius ap(E) is maximal or minimal inside the
Hasse interval. We make the following definitions:
1. p is a champion prime of E if ap(E) = −
[∣∣2√p∣∣],
2. p is a trailing prime of E if ap(E) = +
[∣∣2√p∣∣],
3. p is an extremal prime of E if ap(E) = ±
[∣∣2√p∣∣],
where [|a|] denotes the integer floor function.
The study of extremal primes was initiated by Hedetniemi, James, and Xue in [HJX14].
They proved the following theorem, which establishes that “almost all” rational elliptic curves have
at least one champion prime (and hence at least one extremal prime). In fact, the same method also
establishes that “almost all” rational elliptic curves have at least one trailing prime.
Theorem 1.2.1 ([HJX14]). Let X be a positive real number, and let A := A(X) and B := B(X)
be positive parameters depending only on X. For any  > 0, take
A,B ≥ exp((1/4 + )X),
AB ≥ exp((5/4 + )X).
For any a, b ∈ Z such that 4a3 + 27b2 6= 0, let Ea,b be the elliptic curve given by the affine equation
y2 = x3 + ax+ b. Define sets
E(A,B) = {Ea,b : |a| ≤ A, |b| ≤ B}
E−(A,B) = {Ea,b ∈ E(A,B) : Ea,b has a champion prime}.
Then #E−(A,B) ∼ #E(A,B) as X →∞.
In [JTT+16], the authors established an asymptotic on the number of champion primes up
to X for a elliptic curve E/Q with complex multiplication (CM), but this result was conditional on
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the assumption of the Riemann Hypothesis for certain Hecke L-functions. A recent paper of James
and Pollack has removed this assumption.
Theorem 1.2.2 ([JP17, Theorem 1]). Let E/Q be an elliptic curve with complex multiplication.
The number of champion primes p < X is asymptotically 2X
3/4
3pi logX . The number of trailing primes
p < X has an identical asymptotic.
For an elliptic curve E/Q and a positive real number X, we define
piChampE (X) = #{p < X : E of good reduction of p and ap(E) = −[|2
√
p|]}.
Apart from Theorem 1.2.1 nothing is known about extremal primes on non-CM curves. Because
the Sato-Tate distribution (see (1.1.1)) is much different in the CM versus the non-CM case, the
predicted asymptotic for the non-CM case is much smaller than the asymptotic obtained by James
and Pollack in Theorem 1.2.2. For a non-CM elliptic curve E, we can interpret the “probability”
that ap(E) = −
[∣∣2√p∣∣] as the likelihood that the normalized trace bp(E) lies in the real interval[
−1,−1 + {2
√
p}
2
√
p
]
, where {x} denotes the fractional part of a real number x. Seeing as {2
√
p}
2
√
p =
O
(
1√
p
)
, arguing heuristically with the Sato-Tate theorem gives that the ”probability” that p is a
champion prime of E is approximately
2
pi
−1+O
(
1√
p
)∫
−1
√
1− t2 dt = 2
pi
−1+O
(
1√
p
)∫
−1
(√
2(1− t)1/2 + O((1− t)3/2))
)
dt
=
2
pi
(
2
√
2
3
(
1
2
√
p
)3/2)
+ O(p−5/4)
=
2
3pi
p−3/4 + O(p−5/4).
Assuming independence and summing over all primes while ignoring error terms gives the expectation
that
piChampE (X) ∼
2
3pi
∑
p<X
p−3/4 ∼ 8X
1/4
3pi logX
.
The first result of this dissertation indicates that this heuristic is correct on average.
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Theorem 1.2.3. For all positive real numbers X and Z := Z(X), we have
1
4Z2
∑
|a|≤Z
|b|≤Z
piChampEa,b (X) =
8X1/4
3pi logX
+ O
(
X3/2 logX
Z
+
X1/4
log2X
)
.
The same result holds when counting trailing primes on average. Since extremal primes are the
disjoint union of champion primes and trailing primes, when counting extremal primes on average
we get a constant of 16/3pi in the asymptotic.
Corollary 1.2.4. Taking Z > X5/4 log3X in Theorem 1.2.3 and letting X →∞ gives
1
4Z2
∑
|a|≤Z
|b|≤Z
piChampE(a,b) (X) ∼
8X1/4
3pi logX
.
The same result holds when counting trailing primes on average. Since extremal primes are the
disjoint union of champion primes and trailing primes, when counting extremal primes on average
we get a constant of 16/3pi in the asymptotic.
1.3 Koblitz’s Conjecture
Let E/Q be an elliptic curve. Motivated by interest in elliptic curve cryptosystems, in 1988
Koblitz conjectured in [Kob88] that
#{p < X : p prime of good reduction of E and #E(Fp) prime} ∼ CE · X
log2X
, (1.3.1)
for an explicit constant CE .
From the theory of elliptic curves we know that #E(Fp) = p+1−ap(E), and in particular in
conjunction with the Hasse bound |ap(E)| ≤ 2√p, this implies that #E(Fp) = p+O(√p). Therefore
Koblitz’s conjecture (which asks how often both p and p + 1 + ap(E) are simultaneously prime) is
similar in spirit to the classical twin primes conjecture (which asks how often both p and p+ 2 are
simultaneously prime). For this reason Koblitz’s conjecture is sometimes referred to as the twin
prime conjecture for elliptic curves.
Partial progress towards Koblitz’s conjecture for a single curve has typically used sieve-
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theoretic methods (see [MM01, SW05, DW12] for example), typically attaining results on how often
#E(Fp) has no more than k distinct prime divisors. Let
AE(X) := {#E(Fp) : p < X of good reduction of E}.
When E/Q has complex multiplication, Cojocaru showed in [Coj05] that #(AE(X)∩P4) X/ log2X,
where Pk is the set of integers with at most k distinct prime factors. The most accurate asymptotic
lower bound is due to Iwaniec and Jime´nez Urroz who showed in [IJU10] that #(AE(X) ∩ P2) 
X/ log2X for the particular CM-curve E : y2 = x3 − x. With respect to upper bounds, Cojo-
caru showed in [Coj05] that unconditionally for E/Q without complex multiplication that we have
#(AE(X)∩ P1) X/(logX · log log logX). In the same paper she showed that for E/Q with com-
plex multiplication we have #(AE(X)∩P1) X/ log2X conditionally on an assumption similar to
the Generalized Riemann Hypothesis.
All of this is to say that there is only partial progress towards Koblitz’s conjecture, and
in fact the asymptotic conjectured in (1.3.1) has not been shown for even a single rational elliptic
curve. For a family of rational elliptic curves C that grows with the parameter X, Balog, Cojocaru,
and David prove in [BCD11] that Koblitz’s conjecture is true “on average”, that is
1
#C
∑
E∈C
#{p < X : p prime of good reduction of E and #E(Fp) prime} ∼ C · X
log2X
,
where
C :=
2
3
∏
` 6=2
`4 − 2`3 − `2 + 3`
(`− 1)3(`+ 1) . (1.3.2)
Jones showed in [Jon09] that conditional on a question of Serre, the average of the conjectured
constants CE from (1.3.1) across the curves appearing in the family C is indeed the average constant
C seen above. It is in this way that such a result lends credence to the truth of Koblitz’s conjecture.
In this dissertation we work towards a generalization of the above result to Koblitz’s conjec-
ture for elliptic curves defined over abelian number fields with square-free conductor. Such gen-
eralizations to curves over number fields have been seen in the literature for similar problems
in Frobenius distributions, for instance beginning in [DP99] and then subsequently continuing in
[DP04, FJKP11, JS11, JS13].
Fix an abelian number field K of degree d := [K : Q] with square-free conductor Q and ideal
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norm N(·). Let OK be the ring of integers of K with a fixed integral basis B = {e1, . . . , ed} ⊂ OK .
For each element a ∈ OK we can write a =
∑
j≤d cjej , where each cj is a rational integer. Therefore
the supremum norm
||a|| := max
1≤i≤d
{|ci|}, (1.3.3)
is well-defined with respect to the fixed basis B. For a real number X and an elliptic curve E/K
with discriminant ∆(E) we define a counting function
pitwinE (X) := #{p prime in OK : N(p) < X; p - ∆(E); #E(Fp) is prime},
where #E(Fp) denotes the number of points on the reduction of E modulo p. The following theorem
is the other major result in this dissertation.
Theorem 1.3.1. Let X and Z := Z(X) be positive real numbers. Let CZ denote the set of models
of elliptic curves
Ea,b : y
2 = x3 + ax+ b
with ||a||, ||b|| ≤ Z. We have
1
#CZ
∑
E∈CZ
pitwinE (X) = dBKC ·
X
log2X
+ O
(
X
log3X
+
X2 logX
Z
)
,
where C is defined as in (1.3.2) and BK is a constant depending only on the number field K. In
particular, if V is the set of residues modulo Q such that a rational prime p splits completely in K
if and only if p ≡ v (mod Q) for some v ∈ V, then the constant BK is
BK =
∑
v∈V
∏
` 6=2
`|Q
(
`2 − `−
[
1 +
(
(v−1)2
`
)])
`3 − 2`2 − `+ 3 ,
where
( ·
`
)
is the Legendre symbol.
Corollary 1.3.2. Upon taking Z ≥ X log4X in Theorem 1.3.1, we obtain
1
#CZ
∑
E∈CZ
pitwinE (X) ∼ dBKC ·
X
log2X
.
It is worth giving at least one explicit example of the previous theorem. For a prime p > 2,
7
suppose K/Q is the pth cyclotomic field, that is, K = Q(ζp) for some primitive pth root-of-unity ζp.
Cyclotomic fields are the quintessential examples of abelian number fields – in particular the Galois
group of K/Q is the multiplicative group of integers modulo p and K has conductor p. The minimal
polynomial for ζp is the p
th cyclotomic polynomial, which has degree φ(p) = p− 1, so the extension
K/Q has degree d = p − 1. From [Was97, Theorem 2.13], we know that the rational primes that
split completely in K are precisely the primes that are 1 modulo p. As a result the asymptotic in
this case is
1
#CZ
∑
E∈CZ
pitwinE (X) ∼ C ·
p3 − 2p2 + 1
p3 − 2p2 − p+ 3 ·
X
log2X
.
1.4 Future Work
A glaring issue in both results is the rather large size of the averaging family CZ ; in particular
we are forced to take Z  X in both theorems. These results can be improved by using more
precise character sum approximations and therefore more precise curve-counting arguments as in
[Bai07, JS11]. In the future publication of this work we will use the state-of-the-art estimates in
that realm and significantly reduce the size of the family CZ .
With respect to extremal primes, there are several interesting directions to pursue in order
to further the results presented here. Almost all rational elliptic curves are torsion-free, however
the presence of torsion on a curve inflicts a divisibility condition on the trace of Frobenius through
the underlying Galois representations. This is to say that restricting the averaging family to only
curves with say, m-torsion, should affect the constant in the resulting asymptotic. This type of work
has been done in other problems, such as in [Jam04] and [BBIJ05], so it would be interesting to
see a similar analysis for extremal primes. Alternatively, one could pursue counting primes that are
“almost” extremal, for instance primes such that ap(E) = −
[∣∣2√p∣∣]+f(p) for a small function f(p).
On the side of Koblitz’s conjecture, the most obvious generalizations are to abelian number
fields of arbitrary conductor (not just squarefree) or even a general finite Galois number field as in
[JS11]. One could also attempt to prove a similar theorem for only the primes of some fixed degree
as in [DP04] or [JS13]; this would be a notable improvement from the work here as this result only
notices the contribution of the primes of degree one.
The final generalization comes from Zywina, who has generalized Koblitz’s conjecture to
the setting of elliptic curves over number fields in [Zyw11]. His work corrects the initial constant
8
predicted by Koblitz, extends the conjecture to curves over an arbitrary number field, and allows
for an additional divisibility condition on #E(Fp). Let E be an elliptic curve defined over a number
field K, and let t be a fixed integer. There is an explicit constant CE,t ≥ 0 so that
#{p prime in OK : N(p) < X; p - ∆(E); #Ep(Fp)/t is prime} ∼ CE,t · X
log2X
.
The constant CE,t arises from the Galois representations associated to the curve E and is explicitly
defined in [Zyw11]. Following the work in [Jon09], it would be interesting to see if the average of
the constants CE,t over the family of elliptic curves coming from CZ is indeed the average constant
discovered in Theorem 1.3.1.
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Chapter 2
Tools from Number Theory
In this chapter, we discuss some pertinent objects and results from number theory that
will be especially useful in the main theorems of this dissertation. For the elementary results we
give explicit proofs; for deeper results we give references. We invite the interested reader to consult
[Mur01, Chapters 1-2], [IR90, Chapters 5, 12-13, 16], [Coh08, Chapters 2-3], [Dav00], and [Apo76]
for more detailed information.
2.1 Multiplicative Functions
Any function from the positive integers to the complex numbers is called an arithmetic
function. Some arithmetic functions inherently carry more structure than others; it is possible
for such a function to preserve some portion of the multiplicative structure of the integers. We
say an arithmetic function f is multiplicative if for any pair of coprime integers m and n we have
f(mn) = f(m) · f(n). The primary advantage of a multiplicative function is that its evaluation is
dependent only on its evaluation on prime powers due to the fundamental theorem of arithmetic.
Example 2.1.1. Upon fixing one of its arguments, the greatest common divisor function (a, b) :=
gcd(a, b) is multiplicative in the other variable. Using multiplicativity and the fundamental theorem
of arithmetic, for any integers a, b, c we have
(a, bc) = (a, b) ·
∏
`|c
(a, bc)`
(a, b)`
, (2.1.1)
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where (a, b)` is the largest prime power `
e that divides (a, b). We also know from elementary number
theory that there is a relationship between the greatest common divisor and the least common
multiple of a pair of numbers, namely
(a, b) =
ab
[a, b]
, (2.1.2)
where [a, b] denotes the least common multiple between a and b.
Example 2.1.2. Let p be a prime, e be a positive integer, and a, b, and c be arbitrary positive
integers. The Euler totient function, denoted φ(·), is the multiplicative function generated by
φ(pe) := (p− 1) · pe−1 = pe(1− 1/p).
Equivalently, φ(n) counts the number of positive integers less than n that are coprime to n, that is
it is precisely the order of the multiplicative group (Z/nZ)×. Immediately from the definition we
obtain the Euler product formula
φ(n) = n
∏
`|n
(1− 1/`) .
The Euler product expression for φ(n) is the key ingredient in obtaining the identity
φ(ab) = φ(a) · φ(b) · (a, b)
φ((a, b))
. (2.1.3)
Finally, the combination of (2.1.2) and (2.1.3) yields
φ([a, bc]) =
φ(ab) · φ(c) · (ab, c)
(a, bc) · φ((ab, c)) . (2.1.4)
Example 2.1.3. Let p be a prime and e be a positive integer. The Mo¨bius function, denoted µ(·),
is the multiplicative function generated by
µ(pe) :=

−1 if e = 1,
0 if e ≥ 2.
Since the Mo¨bius function vanishes on any integer that is not square-free, it can be used as a
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square-free indicator function, namely
µ2(n) =

1 if n is square-free,
0 otherwise.
(2.1.5)
Example 2.1.4. Perhaps the most important example of multiplicative functions in this paper are
the Legendre symbol, the Jacobi symbol, and the Kronecker symbol. These objects are ordered in
order of increasing generalization, and so we methodically build up from the former to the latter.
Let p be an odd prime and let a be an integer. The Legendre symbol, denoted (a|p) or as below, is
defined by
(
a
p
)
:=

1 if a is a non-zero quadratic residue modulo p,
0 if a ≡ 0 (mod p),
−1 if a is not a non-zero quadratic residue modulo p.
The Jacobi symbol is the natural multiplicative extension of the Legendre symbol. For any integer
a and any odd positive integer n = pe11 p
e2
2 . . . p
ek
k , we generalize the Legendre symbol by defining
(a|1) := 1, (1|n) := 1, and (a
n
)
:=
(
a
p1
)e1 ( a
p2
)e2
. . .
(
a
pk
)ek
.
If we additionally define
(a
2
)
:=

1 if a ≡ ±1 (mod 8),
0 if a ≡ 0 (mod 2),
−1 if a ≡ ±3 (mod 8),
then the multiplicative extension of the Legendre symbol applies to (a|n) where n is now any non-zero
integer – this is the Kronecker symbol.
These three symbols have tremendous importance in number theory. Not only do they
encode the law of quadratic reciprocity, but they are more generally in the ubiquitous family of
Dirichlet characters. The results below are stated precisely for their use in this paper and make no
attempt at being as general as possible.
Fact 2.1.5. Upon fixing one of the arguments in the Kronecker symbol, we say the symbol has
conductor N if and only if N is smallest positive integer such that the Kronecker symbol has period
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N in its free variable.
1. Upon fixing a positive integer n, the Kronecker symbol (·|n) has conductor n.
2. Upon fixing an integer a, the Kronecker symbol (a|·) has conductor either |a| or 4|a|.
Proof. See [IK04, p.52].
Lemma 2.1.6. Let q be an odd prime. The Legendre symbol (a|q) satisfies the orthogonality relation
∑
a (mod q)
(
a
q
)
= 0.
Proof. From the theory of quadratic residues, we know that inside the residue classes modulo q
we have precisely (q − 1)/2 quadratic non-residues and (q − 1)/2 non-zero quadratic residues; the
contributions from these two groups negate themselves. Since additionally (0|q) = 0, this sum
completely vanishes.
Lemma 2.1.7. Let q be an odd prime, and let f(z) = z2 + bz + c have integer coefficients. Set
∆ = b2 − 4c. Then
S :=
∑
a (mod q)
(
f(a)
q
)
=

−1 if q - ∆,
q − 1 if q | ∆.
Proof. Since the character (4|q) = 1 for all odd primes q, we have
S =
∑
a (mod q)
(
4
q
)(
f(a)
q
)
=
∑
a (mod q)
(
(2a+ b)
2 −∆
q
)
=
∑
a (mod q)
(
a2 −∆
q
)
,
where the final equality holds because the map a 7→ 2a+b is an automorphism of the ring of integers
modulo q. Obviously we have |S| ≤ q. On the other hand using Euler’s criterion we can reduce
modulo q to obtain
S ≡
∑
a (mod q)
(a2 −∆)(q−1)/2 ≡:
∑
a (mod q)
q−1∑
j=0
bja
j ≡
q−1∑
j=0
bj
∑
a (mod q)
aj (mod q) , (2.1.6)
for the appropriate coefficients bj depending on ∆. The only coefficient that will matter for our
purposes is bq−1 ≡ 1 (mod q).
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To proceed, we require an understanding of the quantity
Sn :≡
∑
a (mod q)
an (mod q)
for n ≥ 1. Suppose a0 is a non-zero element modulo q such that an0 6= 1. This implies an0Sn = Sn,
since multiplication by an0 is an automorphism of the ring of integers modulo q. As a
n
0 6= 1, it must
be that Sn ≡ 0 (mod q). On the other hand no such element a0 exists if and only if q − 1 | n. In
such a case we have Sn = 0 + (q − 1) ≡ −1 (mod q) by Fermat’s little theorem.
We can now complete the proof of the lemma. Continuing modulo q from (2.1.6) with the
help of the observations on Sn above we have
S ≡
q−1∑
j=0
bjSj ≡ −bq−1 ≡ −1 (mod q) .
Now |S| ≤ q and S ≡ −1 (mod q) allows only the possibilities that S = −1 or S = q− 1. The latter
case occurs if and only if all but one term in the sum S is 1 and precisely one term is 0. The summand
that vanishes corresponds to a particular residue a0 modulo q such that a
2
0−∆ ≡ 0 (mod q). However
if this is the case for a0 it is also the case for −a0. Since only one residue modulo q can satisfy such
an equality, it must be that a0 ≡ 0 (mod q) and so q | ∆. Hence we have shown S = q − 1 if and
only if q | ∆, which completes the proof.
As is evident from the previous two lemmas, summing character values is a recurring theme
in analytic number theory. For a fixed integer a, consider the character sum
∑
n≤N
(
a
n
)
. From
Fact 2.1.5, the function
(
a
·
)
is 4|a|-periodic. Since | ( an) | ≤ 1, we have a trivial upper bound of∑
n≤N
(
a
n
)  |a|. In taking absolute values of the summands we immediately lose any potential
cancellation in the sum, so the following theorem improves significantly on this na¨ıve result.
Theorem 2.1.8 (Polya-Vinogradov). Let q be an integer, and let χ(n) := (q|n). We have the
uniform bound
max
M,N∈Z
∣∣∣∣∣ ∑
M<a<M+N
χ(a)
∣∣∣∣∣ √q log q.
Proof. See [Dav00, Section 23].
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2.2 Analytic Results on Primes
We begin this section by stating the crown jewel of analytic number theory: the prime
number theorem. We have known since Euclid that there are infinitely many primes, but a rigorous
result describing how the prime-counting function grows eluded mathematicians until 1896. As the
asymptotic answer to the question “how many primes are there less than X?”, it is of fundamental
importance throughout this paper. For technical reasons related to how primes interact with the
Riemann zeta function, it is more convenient to count primes with a logarithmic weight.
Theorem 2.2.1 (Hadamard, de la Valle´e-Poussin). For a positive real number X, define
ψ(X) :=
∑
p<X
log p.
As X grows without bound we have ψ(X) ∼ X.
Proof. See [Apo76, Chapter 13].
Among the many generalizations of the prime number theorem, one of the most significant
for this paper is the adaptation of the prime number theorem to the distribution of primes across
arithmetic progressions. It is possible to show using elementary means, for example, that there are
infinitely many primes of the form 4k + 1. To generalize this, let a and q be integers and consider
counting primes of the form p = kq + a for some integer k. Obviously if (a, q) > 1 there is at most
one prime of this form. In 1837, Dirichlet showed that this coprimality condition is the only obstacle
to finding an infinite number of primes in an arithmetic progression. Although he died in 1859, the
advent of the prime number theorem in 1896 extends Dirichlet’s result to a statement about the
equidistribution of primes among residue classes. For this reason, the following theorem is typically
attributed to Dirichlet himself.
Theorem 2.2.2 (Dirichlet). For a positive real number X and coprime integers a and q, define
ψ(X; q, a) :=
∑
p<X
p≡a (mod q)
log p.
As X grows without bound we have ψ(X; q, a) ∼ X/φ(q).
Proof. See [Apo76, Chapter 7].
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The other generalization of the prime number theorem that will be significant in this work
is the study of generalized twin primes. Although some recent work (see [Zha14, Pol14, May15],
[Pol14]) has made outstanding progress in this area, the conjecture is still unresolved. For our
purposes it is of interest to study the distribution of generalized twin primes across arithmetic
progressions, for which Hardy and Littlewood made the following hypothesis.
Conjecture 2.2.3 ([HL23, Conjecture B]). For a positive real number X and integers a, q, and r,
define
ψr(X; q, a) :=
∑
p<X
p≡a (mod q)
p−r prime
log p · log (p− r).
It is believed that as X grows without bound we have
ψr(X; q, a) ∼ S(r; q, a)X,
where
S(r; q, a) :=

2C2
φ(q)
·
∏
6`=2
`|r
`− 1
`− 2 if r is even and (a, q) = (a− r, q) = 1,
0 otherwise,
and C2 :=
∏
` 6=2
`(`−2)
(`−1)2 is the classical twin prime constant.
Asymptotic equivalence says nothing about absolute error, and so in general we should never
expect, for example, that X/φ(q) is an accurate approximation for ψ(X; q, a). However in this paper
we will indeed approximate certain prime counting functions using the asymptotics above and then
control the resulting error term in making such an approximation. In particular for real numbers X
and h and integers a and q we define
E(X,h; q, a) := [ψ(X + h, q, a)− ψ(X, q, a)]− h
φ(q)
,
E(X,h; q) := max
(a,q)=1
|E(X,h; q, a)|,
Er(X,h; q, a) := [ψr(X + h; q, a)− ψr(X; q, a)]−S(r; q, a)h.
Obtaining the best possible estimates of these error terms on their own is akin to proving an ap-
propriate version of the Generalized Riemann Hypothesis (GRH), which is of course a significant
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obstacle to cross. In this work we require bounds on these terms of strength comparable to that
gained by assuming GRH, so it appears we have arrived at an impasse.
It is a general principle in analytic number theory that an estimate that seems to be unob-
tainable point-wise is almost certainly more accessible on average. For instance, there is little to no
chance of obtaining an asymptotic on the Mo¨bius function µ(n) on its own, however an asymptotic
on
∑
n≤X
µ(n) is equivalent to the prime number theorem. In this dissertation we will be averaging
such error terms over many moduli q or over many intervals of the form [X,X + h] for fixed h. As
a result we are able to achieve GRH-like bounds unconditionally. The following two results are of
utmost importance for this work; without them we would need to assume GRH.
Theorem 2.2.4 ([Kou15, Theorem 1.1]). Fix A ≥ 1 and  > 0. Let 2 ≤ h ≤ X be real numbers.
For any real number Q satisfying 1 ≤ Q2 ≤ h/X1/6+, we have
∫ 2X
X
∑
q≤Q
E(y;h, q) dy  hX
logAX
.
Theorem 2.2.5 ([BCD11, Theorem 3]). Fix A ≥ 1 and  > 0. Let X be a positive real number, and
let x, y be real numbers such that 2 ≤ x+y ≤ X. Let R be a real number such that X1/3+ ≤ R ≤ X.
Provided Q ≤ X log−(A+3)X, we have
∑
0<|r|≤R
∑
q≤Q
∑
a (mod q)
|Er(X,h; q, a)|2  RX
2
logAX
.
2.3 Dirichlet L-Series
Fix an integer q and let χ(n) := (q|n) denote the Kronecker symbol. The Dirichlet L-series
associated to χ is the function
L(s, χ) :=
∑
n≥1
χ(n)
ns
=
∏
`
(
1− χ(`)
`s
)−1
, (2.3.1)
where s is a complex variable with Re(s) > 1. In this paper we will encounter the special values
L(1, χ) for various symbols χ. It is not immediately clear that such a value is even well-defined,
however the non-vanishing of L(s, χ) when s = 1 is the fundamental lemma in proving Dirichlet’s
theorem on primes in arithmetic progressions (see Theorem 2.2.2).
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Even though these special values arise in both main theorems, the ways in which they are
handled are vastly different in each argument. The proof of Theorem 1.2.3 uses the Polya-Vinogradov
inequality (see Theorem 2.1.8) to truncate each special value uniformly while incurring an error.
Lemma 2.3.1. Let χ(n) := (q|n) denote the Kronecker symbol. For any real number N we have
L(1, χ) =
∑
n<N
χ(n)
n
+ O
(√
q log q
N
)
.
In particular, upon taking N =
√
q we obtain the bound L(1, χ) log q.
Proof. Let N ′ ≥ N , and set A(M) = ∑
m≤M
χ(m)  √q log q by Theorem 2.1.8. Using partial
summation on the function f(t) = 1/t yields
∑
N≤n≤N ′
χ(n)
n
=
A(N ′)
N ′
− A(N)
N
+
∫ N ′
N
A(t) dt
t2

√
q log q
N ′
+
√
q log q
N
,
which approaches
√
q log q
N as N
′ increases without bound.
The proof of Theorem 1.3.1 also involves truncating the special L-values, however the uni-
form estimate obtained by using the Polya-Vinogradov inequality is not tight enough to adequately
control resulting error terms. Instead we truncate “most” special L-values in an even more powerful
way than Lemma 2.3.1 and argue that the L-values we cannot control are rather sporadic. To make
all this rigorous, we let P+(n) denote the largest prime dividing n and define the truncated Euler
product
L(s, χ;w) =
∏
`≤w
(
1− χ(`)
`s
)−1
.
The following theorem is a specialization of one due to a combination of Elliott, Granville, Soundarara-
jan, and the authors in [CDKS16].
Theorem 2.3.2 ([GS03, Proposition 2.2] and [CDKS16, Lemmas 2.3 and 2.4]).
Let α ≥ 1 and H ≥ 3. For convenience in notation set z := logH. There is a set of integers
Eα(H) ⊂ [1, H] of size at most H2/α such that if χ(n) := (a|n) is a Kronecker symbol of conductor
q ≤ H with q 6∈ Eα(H), then
L(1, χ) = L(1, χ; z8α
2
)
[
1 + O
(
1
zα
)]
.
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Moreover, for any u ≥ 1 and w ≥ 10 the evaluation of L(1, χ;w) for such symbols is
L(1, χ;w) =
∑
n≤wu
P+(n)≤w
χ(n)
n
+ O
(
logw
eu
)
.
Lemma 2.3.3. Let χ(n) := (q|n) denote the Kronecker symbol. For any real number w we have
L(1, χ;w) logw.
Proof. We first observe that a Taylor expansion of − log (1− t) yields the bound
−
∑
`≤w
log
(
1− χ(`)
`
)

∑
`≤w
1
`
 log logw,
where the final inequality follows from Mertens’ second theorem (see [Mer74]). As a result we have
L(1, χ;w) = exp
−∑
`≤w
log
(
1− χ(`)
`
) logw.
2.4 Quadratic Forms and Class Numbers
For a fixed positive integer D, let
QprimD := {Q(x, y) = ax2 + bxy + cy2 : a, b, c ∈ Z; a > 0; b2 − 4ac = −D; (a, b, c) = 1}
denote the set of positive-definite integral binary quadratic forms that are primitive and have dis-
criminant −D. Notice that this set is empty unless −D ≡ 0, 1 (mod 4). The group Γ := SL2(Z)
acts on QprimD in its classical way; for γ = ( γ11 γ12γ21 γ22 ) ∈ Γ and Q(x, y) ∈ QprimD , we define
γ ·Q(x, y) := Q( γ11x+ γ12y , γ21x+ γ22y ). (2.4.1)
To see that this is a valid group action, we first show that the resulting form on the right-
hand side of the equality in (2.4.1) actually lives in QprimD . Writing Q(x, y) = ax2 + bxy + cy2, we
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compute
Q( γ11x+ γ12y , γ21x+ γ22y ) = dx
2 + exy + fy2, (2.4.2)
where
d := aγ211 + bγ11γ21 + cγ
2
21
e := 2aγ11γ12 + b(γ11γ22 + γ12γ21) + 2cγ21γ22
f := aγ212 + bγ12γ22 + cγ
2
22
Obviously the coefficients d, e, and f are all integers. Completing the square in the coefficient d
gives
d = a
(
γ11 +
b
2a
γ21
)2
− (b2 − 4ac)
(γ21
2a
)2
,
which is necessarily positive because a > 0 and b2− 4ac = −D < 0. A direct (but incredibly messy)
computation on e2 − 4df using the facts that det γ = 1 and b2 − 4ac = −D leads immediately to
e2 − 4df = −D. Lastly to see that (d, e, f) = 1, notice from (2.4.2) that (d, e, f) divides γ ·Q(x, y)
for any choice of integers x and y. Therefore using the fact that det γ = 1 we can compute
a = Q(1, 0) = γ ·Q(γ22,−γ21),
c = Q(0, 1) = γ ·Q(−γ12, γ11),
b = Q(1, 1)− a− c = γ ·Q(γ22 + γ12, γ21 + γ11)− a− c.
Since (d, e, f) divides the right-hand side of each equation above, it also divides the left-hand side
of each equation above. As a result, we have deduced that (d, e, f) | (a, b, c) = 1. Therefore we have
shown (d, e, f) = 1, which completes the proof that the form γ ·Q(x, y) lives in QprimD .
It remains to be shown that the binary operation defined in (2.4.2) is an action which respects
the group structure of SL2(Z). First note that immediately from the definition the identity matrix
I2 ∈ Γ fixes each Q ∈ QprimD . Furthermore for any two matrices A = ( a11 a12a21 a22 ), B = ( b11 b12b21 b22 ) ∈ Γ setγ11 γ12
γ21 γ22
 := AB
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For an arbitrary form Q(x, y) ∈ QprimD we have
[AB] ·Q(x, y) = Q( γ11x+ γ12y , γ21x+ γ22y ).
Expanding the coefficients γij according to the aij and bij while regrouping gives the quantity above
as
Q( a11(b11x+ b12y) + a12(b21x+ b22y) , a21(b11x+ b12y) + a22(b21x+ b22y) ),
which is
A ·Q( b11x+ b12y , b21x+ b22y ) = A · [B ·Q(x, y)].
Having shown that the operation defined in (2.4.2) is a valid group action, the number of
orbits of this action is known as the form class number and is denoted h(−D). It’s important to note
that the form class number is finite (see [Cox89, Theorem 2.13]). In fact we know h(−3) = h(−4) = 1,
and for −D < −4 we have the explicit formula (see [IK04, p. 38])
h(−D) =
√
D · L(1, χ)
pi
, (2.4.3)
where χ := (−D|·) is the Kronecker symbol.
Although the action in (2.4.2) is defined only for primitive forms, it is straightforward to
extend the action to the non-primitive forms as well. Let QD denote the space of all integral positive-
definite binary quadratic forms of discriminant −D. The number of orbits in the action of Γ on
QD is denoted H(−D) and called the Kronecker class number. Our goal is to relate the form class
number and the Kronecker class number.
Let Q be an orbit of the action of Γ onQD. Choose a representative Q(x, y) = ax2+bxy+cy2
from the orbit Q. We can factor Q = (a, b, c)Q0, where Q0(x, y) is a primitive integral positive-
definite binary quadratic form of discriminant −D/(a, b, c)2. In this way, every orbit of the action of
Γ on QD corresponds to an orbit of the action of Γ on QprimD/f2 for some divisor f2 of D with f > 0.
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Therefore we have
H(−D) =
∑
Γ/Q∈QD/Γ
1 =
∑
f2|D
 ∑
Q0∈QprimD /Γ
1
 = ∑
f2|D
h(−D/f2) =
∑
f2|D
−D
f2
≡0,1 (mod 4)
h(−D/f2),
where the final equality holds because QprimD/f2 is empty if and only if −D/f2 6≡ 0, 1 (mod 4). For
all but two divisors f2 | D, we can apply the class number formula in (2.4.3) to h(−D/f2). If
they exist, divisors f2 such that −D/f2 ∈ {3, 4} contribute h(−3) = h(−4) = 1. Therefore upon
applying (2.4.3) we have the useful analytic expression
H(−D) = 1
pi
∑
f2|D
−D
f2
≡0,1 (mod 4)
√
D · L(1, χ)
f
+ O(1), (2.4.4)
where the error term has no dependence on D and χ := (−D|·) is the Kronecker symbol. Using the
bound L(1, χ) logD from Lemma 2.3.1, we conclude the section by recording the na¨ıve asymptotic
upper-bound
H(−D)
√
D log2D.
In particular for any integers r and f satisfying −D = r2 − 4pf < −1, we have
H(r2 − 4pf ) pf/2 log2 p. (2.4.5)
2.5 Algebraic Number Theory
A number field is a finite algebraic extension over the field of rational numbers. Let F/Q be
a number field, and let Aut(F/Q) be the group of automorphisms of the field F that fix each rational
number point-wise. If there is a one-to-one and order-reversing correspondence between subfields of
F/Q and subgroups of Aut(F/Q), we say the number field F/Q is Galois over Q (or simply Galois
if the base field is understood). If F/Q is Galois, then the group Aut(F/Q) is subsequently denoted
Gal(F/Q) and called the Galois group of F over Q.
Let F/Q be a number field. The ring of integers of F , denoted OF , is the ring of all
elements of F that are solutions to some monic polynomial with rational integer coefficients. Since
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every number field is a finite extension over the field of rational numbers, it is not difficult to show
that OF is finitely-generated as a Z-module. Such a set of generators for OF over the integers is
known as an integral basis of OF . Furthermore OF is a Dedekind domain, which among other things
means that OF has Krull dimension one and every ideal of OF factors uniquely into prime ideals.
Let p be a rational prime, and consider the ideal pOF ⊂ OF . Since OF is a Dedekind
domain we can factor this ideal uniquely as
pOF = pe11 pe22 . . . pegg ,
where each pj is a distinct prime ideal of OF and each ej is a positive integer. We say the prime
ideal p lies above the rational prime p if p ∩ Z = (p); similarly the rational prime p lies below any
ideal p appearing in the ideal factorization of pOF .
Let p be a prime ideal of OF lying above the rational prime p; say pe occurs in the factor-
ization of the ideal pOF . We say the exponent e is the ramification index of p over p. Since OF is
one-dimensional every prime ideal is maximal; therefore the quotient Fp := OF /p is known as the
residue field of p. In fact such a field is finite and contains Z/pZ, so it is isomorphic to the field with
pf elements for some integer f ≥ 1 known as the (inertia) degree of p. The norm of the ideal p is
N(p) := pf . Lastly we note the relationship [F : Q] =
g∑
j=1
ejfj .
For a general number field F/Q, the ramification indices and inertia degrees can vary con-
siderably upon looking through all prime ideals lying above a fixed rational prime. However if F/Q
is Galois, the situation simplifies considerably. In this case the group Gal(F/Q) acts transitively on
the set of prime ideals lying above a fixed rational prime p (see [ME06, 11.3.1]), leading to the fact
that the factorization of the ideal pOF is simply
pOF = pe1pe2 . . . peg,
for a unique integer e depending only on the rational prime p. Furthermore the inertia degrees are
identical as well – for each prime ideal pj lying above p the residue field Fpj is isomorphic to the
field with pf elements for a unique integer f depending only on the rational prime p. As a result we
have the very simple relationship [F : Q] = efg.
Let F/Q be a Galois number field of degree d := [F : Q], and let p be a fixed rational
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prime with ramification index e and inertia degree f . Since [F : Q] = efg, the rational prime p lies
below precisely g = d/ef distinct prime ideals of OK , each with ramification index e and inertia
degree f . If g = d, then we say the prime p splits completely in F . The typical way to determine
the splitting behavior of a prime p in a Galois number field is to study the factorization of the
polynomial that defines the algebraic number field modulo the prime p. In certain cases, however,
the splitting behavior of a prime can be made more explicit.
An abelian number field is a Galois number field with an abelian Galois group. For example,
the cyclotomic field Q(ζm) where ζm is a primitive mth root of unity is an abelian number field with
Galois group (Z/mZ)×. In a way this is the quintessential example of abelian number fields; the
Kronecker-Weber theorem (see [Rib01, Chapter 15] for a proof) states that every abelian number
field can be realized as the subfield of a cyclotomic field. The conductor of an abelian number field
K/Q is the smallest integer Q such that K is a subfield of the Qth cyclotomic field Q(ζQ). The
following theorem from class field theory is the tool that allows us to explicitly characterize the
splitting of rational primes in an abelian number field.
Theorem 2.5.1. Let K be an abelian number field of conductor Q. There is a unique set V of
residues modulo Q such that the rational prime p splits completely in K if and only if p ≡ v (mod Q)
for some v ∈ V.
Proof. See [Was97, Theorem 3.7].
2.6 Elliptic Curves
In this section we study elliptic curves just enough so as to gather their arithmetic infor-
mation and then to pass to the techniques of analytic number theory. As such, we state and define
only what we need to prove the main theorems of this dissertation; for a more general treatment or
for further detail, the reader is invited to consult [Sil86, Kna92, ST94] as well as [Kob12, Ch.1-2].
Let K be a field with char(K) 6= 2, 3. An elliptic curve is a pair (E,O), where E is a smooth
projective variety over K of genus one and O is a distinguished base point on E. We will also use the
notation E/K when the base point O is understood or irrelevant. Using the Riemann-Roch theorem
(see [Sil86, II.5]), every elliptic curve over K can be modeled by an affine Weierstrass equation
Ea,b : y
2 = x3 + ax+ b, (2.6.1)
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where a, b ∈ K. The distinguished point O corresponds to the projective point [0:1:0] upon ho-
mogenizing the equation Ea,b. Associated to such an equation is the discriminant ∆(Ea,b) =
−16(4a3 + 27b2), which encodes the smoothness of the curve. For any u ∈ K× the change of
variables
x = u2x
y = u3y,
(2.6.2)
leads to the new Weierstrass equation
E a
u4
, b
u6
: y2 = x3 +
a
u4
x+
b
u6
for the same elliptic curve. These are said to be isomorphic models of the same curve, however note
that the respective discriminants differ by a factor of 1/u12.
Let E/K be an elliptic curve with Weierstrass equation Ea,b and discriminant ∆ := ∆(Ea,b).
Upon applying the changes of variables as described in (2.6.2) we may always assume that Ea,b and
∆ are defined over the ring of integers OK . Let p be a prime from OK . We say that this Weierstrass
equation is minimal at p if the order of divisibility of p in the ideal ∆OK is minimal amongst all
isomorphic models of E arising from the admissible changes of variables described in (2.6.2). If the
Weierstrass equation Ea,b is indeed a minimal model for E with respect to the prime p, we define
the reduction of E modulo p as the elliptic curve Ep/Fp modeled by the Weierstrass equation
Epa,b : y
2 = x3 + ax+ b (mod p) , (2.6.3)
where a and b are now interpreted as elements of Fp. For this reduction to yield an elliptic curve
over this finite field we insist p - ∆OK so that the reduced curve Ep/Fp is nonsingular.
Lemma 2.6.1. Let Ea,b be a model for an elliptic curve E/Fpf . The number of models Ea′,b′
isomorphic to Ea,b over the field Fpf is
#I(Ea,b) :=

pf − 1
6
if a ≡ 0 (mod pf) and pf ≡ 1 (mod 3),
pf − 1
4
if b ≡ 0 (mod pf) and pf ≡ 1 (mod 4),
pf − 1
2
otherwise.
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Proof. Recall from (2.6.2) that the model Ea,b is Fpf -isomorphic to a model Ea′,b′ if and only if there
is a non-zero element u ∈ F×
pf
such that a ≡ u4a′ and b ≡ u6b′ both modulo pf . Note that if such
an element u indeed satisfies both congruences above then −u will satisfy both as well. Therefore to
prove this lemma it suffices to understand how much we “overcount” as we run through the elements
of F×
pf
based on how many roots of unity we see in F×
pf
. We use the fact from finite group theory
that the group F×
pf
contains 4th roots of unity (denoted Z4) if and only if p
f ≡ 1 (mod 4) and F×
pf
contains 3rd roots of unity (denoted Z3) if and only if p
f ≡ 1 (mod 3).
First assume b ≡ 0 (mod pf). Any model that is Fpf -isomorphic to Ea,0 must be of the
form Eau4,0. For ζ ∈ Z4 and u ∈ F×pf , the elements u and ζu will yield identical Weierstrass models
because au4 ≡ a(ζu)4 (mod pf). Therefore since #Z4 = 4 when pf ≡ 1 (mod 4) and #Z4 = 2
otherwise, in the case that b ≡ 0 (mod pf) we have
#I(Ea,b) =
∑
u∈F×
pf
1
#Z4
=

pf − 1
2
if pf 6≡ 1 (mod 4),
pf − 1
4
if pf ≡ 1 (mod 4).
Next assume a ≡ 0 (mod pf). Any model that is Fpf -isomorphic to E0,b must be of the
form E0,bu6 . Let Z6 denote the sixth roots of unity in F×pf . Note that −1 is a sixth root of unity
which always exists in F×
pf
, so #Z6 = 2 or #Z6 = 6 depending on whether or not F×pf contains Z3 or
not. For ζ ∈ Z6 and u ∈ F×pf , the elements u and ζu will yield identical Weierstrass models because
bu6 ≡ b(ζu)6 (mod pf). Therefore in the case that a ≡ 0 (mod pf) we have
#I(Ea,b) =
∑
u∈F×
pf
1
#Z6
=

pf − 1
2
if pf 6≡ 1 (mod 3),
pf − 1
6
if pf ≡ 1 (mod 3).
In the case that both a and b are non-zero in Fpf , the only time that Eau4,bu6 is the same
model as Eav4,bv6 is if u ≡ −v
(
mod pf
)
. Therefore in the generic case we have
#I(Ea,b) =
∑
u∈F×
pf
1
#Z2
=
pf − 1
2
,
which completes the proof.
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Let Ep/Fp be an elliptic curve with base point O and Weierstrass equation Epa,b. The
Fp-rational points of E is the locus of points
E(Fp) := {(x, y) ∈ F2p : (x, y) ∈ Epa,b} ∪ {O}.
Since Fp is a finite field (in particular it is isomorphic to the finite field FN(p)), the number of
Fp-rational points is finite. From the theory of quadratic residues, it is reasonable to expect that
#E(Fp) ≈ N(p) + 1, and so we define the integer-valued quantity ap(E) known as the trace of
Frobenius of E at p such that
#E(Fp) = N(p) + 1− ap(E),
which satisfies the Hasse bound |ap(E)| ≤ 2
√
N(p) (see [Sil86, V.1]).
2.7 A Curve-Counting Lemma
In this section, we prove an important lemma which allows us to pass from elliptic curves
to analytic number theory. Given a family of elliptic curves F defined over a Galois number field
K, of interest is to reduce these curves modulo many primes p from OK and count how often the
trace of Frobenius at that prime p is precisely equal to some fixed integer r. Since these traces are
preserved by isomorphism class over Fp, we will rely heavily on the following classical theorem of
Waterhouse and Deuring.
Theorem 2.7.1 ([Deu41] or [Wat69, Section 4]). Let p be a rational prime, and let f be a positive
integer. For any integer r coprime to p which satisfies r2 ≤ 4pf , there are precisely H(r2 − 4pf )
isomorphism classes of elliptic curves over Fpf with pf +1−r points, where H(−D) is the Kronecker
class number associated to the discriminant −D.
Let K be a number field of degree d with ring of integers OK . Fix an integral basis B =
{e1, e2, . . . , ed} for OK and the supremum norm || · || on OK described in (1.3.3) with respect to this
basis. For any positive real number Z, let CZ be the set of models of elliptic curves Ea,b defined over
K such that ||a||, ||b|| ≤ Z. For a fixed prime p of degree f in OK and a fixed integer r, of interest
is to study
#{Ea,b ∈ CZ : ap(E) = r}.
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There are approximately (2Z)2d models in the family CZ , however if we find a model Ea,b
that satisfies ap(E) = r then we can find several more. More explicitly, two distinct models Ea,b
and Ea′,b′ are identical modulo p if and only if both a ≡ a′ (mod p) and b ≡ b′ (mod p). Since the
residue field OK/p has size pf , as a′ and b′ run through OK we expect Ea′,b′ and Ea,b to be identical
modulo p once out of every (pf )2 = p2f models we see. From this we see that it suffices to only
count models of elliptic curves over Fp such that ap(E) = r. From Lemma (2.6.1) the number of
models over Fp isomorphic to a fixed model is typically about pf/2; from Theorem 2.7.1 the number
of isomorphism classes of elliptic curves over Fp with trace r is H(r2 − 4pf ). Making this argument
rigorous leads to the following lemma.
Lemma 2.7.2. For a fixed integer r and a fixed prime p of OK of degree f over a rational prime
p > 5 satisfying both r2 − 4pf ≤ −1 and p - r, we have
#{Ea,b ∈ CZ : ap(E) = r} = (2Z)2d · H(r
2 − 4pf )
2pf
+ O
(
Z2d
pf
+ log2 p ·
[
Z2d−1
pf/2−1
+
Z2d
p17f/2
])
.
Proof. Let Np,r(Z) denote the quantity in question. Since ap(E) is preserved by Fp-isomorphisms,
we can count the number of models Ea,b ∈ CZ with the particular trace ap(E) = r by partitioning the
curves into isomorphism classes. Regrouping according to all models Ea,b ∈ CZ that are isomorphic
to a fixed model E′a′,b′/Fp, we obtain
Np,r(Z) =
∑
E′
a′,b′/Fp
ap(E
′)=r
∑
Ea,b∈CZ
E∼=pE′
1. (2.7.1)
Fix a model E′a′,b′/Fp, and consider only the inner-most sum of (2.7.1). Since reduction
modulo p is only defined on minimal models with respect to the prime p, we have
∑
Ea,b∈CZ
E∼=pE′
1 =
∑
a,b∈OK
||a||,||b||≤Z
a≡a′ (mod p)
b≡b′ (mod p)
1 + O(#{models in CZ that are not minimal at p}). (2.7.2)
Since pOK ⊂ p ⊂ OK , we may partition the elements of p into the left cosets of pOK in p. In
doing so we will pass from the modulo p condition to the easier-to-handle modulo p condition. Since
[OK : p] = pf and [OK : pOK ] = pd, we know that there are pd−f such cosets. Therefore we can
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choose coset representatives r1, r2, . . . , rpd−f ⊂ pOK such that
a ≡ a′ (mod p) if and only if a ≡ a′ + ri (mod pOK) for some ri,
b ≡ b′ (mod p) if and only if b ≡ b′ + rj (mod pOK) for some rj .
Using the integral basis B = {e1, e2, . . . , ed} for OK , we can uniquely write
a′ + ri =:
d∑
j=1
ci,jej ,
b′ + ri =:
d∑
j=1
di,jej ,
for appropriate rational integers ci,j and di,j . With this characterization we can now express
a ≡ a′ (mod p) if and only if a ≡
d∑
j=1
ci,jej (mod pOK) ,
b ≡ b′ (mod p) if and only if b ≡
d∑
j=1
di,jej (mod pOK) .
Therefore the main term of (2.7.2) is
∑
a,b∈OK
||a||,||b||≤Z
a≡a′ (mod p)
b≡b′ (mod p)
1 =
∑
i≤pd−f

∑
a∈OK
||a||≤Z
a≡∑dj=1 ci,jej (mod pOK)
1

∑
i≤pd−f

∑
b∈OK
||b||≤Z
b≡∑dj=1 di,jej (mod pOK)
1

=
∑
i≤pd−f

∑
v∈Zd
||v||∞≤Z
vj≡ci,j (mod p) for all j ≤ d
1

∑
i≤pd−f

∑
w∈Zd
||w||∞≤Z
wj≡di,j (mod p) for all j ≤ d
1

=
∑
i≤pd−f
(
2Z + 1
p
+ O(1)
)d
·
∑
i≤pd−f
(
2Z + 1
p
+ O(1)
)d
which is
(2Z)2d
p2f
+ O
(
Z2d−1
p2f−1
)
.
With respect to the error term of (2.7.2), we know from [Sil86, p.172] that for a prime p
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lying above a rational prime p > 5 the model Ea,b is minimal at p if and only if a 6∈ p4 or b 6∈ p6.
Using an identical argument as above on the ideals p4 and p6, the error term in (2.7.2) is bounded
above by
∑
a,b∈OK
||a||,||b||≤Z
a≡0 (mod p4)
b≡0 (mod p6)
1 =
∑
i≤pd−f
(
2Z + 1
p4f
+ O(1)
)d ∑
i≤pd−f
(
2Z + 1
p6f
+ O(1)
)d
 Z
2d
p10f
.
Having evaluated both terms in (2.7.2), we can now express the quantity in (2.7.1) as
Np,r(Z) =
[
(2Z)2d
p2f
+ O
(
Z2d−1
p2f−1
+
Z2d
p10f
)] ∑
Ea,b/Fp
ap(E)=r
1. (2.7.3)
We now turn our attention to the inner-most sum of (2.7.3), which counts the number of
models of elliptic curves over a finite field with fixed trace. Since the trace of Frobenius at p is
preserved by Fp-isomorphism, for each Fp-isomorphism class E˜/Fp we may choose a representative
model Ea,b. Note that from Lemma (2.6.1) there are at most 10 = O(1) isomorphism classes that
have a representative model Ea,b with either a ≡ 0 (mod p) or b ≡ 0 (mod p). As a result, letting
I(Ea,b) represent the set of all models isomorphic to Ea,b, we can sum over all isomorphism classes
to yield ∑
Ea,b/Fp
ap(E)=r
1 =
∑
E˜/Fp
ap(E)=r
#I(Ea,b) =
∑
E˜/Fp
ap(E)=r
pf − 1
2
+ O
(
10pf
)
,
Recalling that we are assuming r2 − 4pf < −1 and (p, r) = 1, Theorem 2.7.1 gives that the number
of Fp-isomorphism classes of elliptic curves over Fp with precisely pf + 1− r points is H(r2 − 4pf ),
where H(−D) is the Kronecker class number associated to the discriminant −D. As a result the
inner-most sum of (2.7.3) is
pf − 1
2
H(r2 − 4pf ) + O (pf) .
Upon applying this substitution into (2.7.3) and simplifying the resulting error terms using the
bound in (2.4.5) we obtain the desired result.
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Chapter 3
Extremal Primes of Elliptic Curves
In this chapter, we study the number of extremal primes of an elliptic curve on average and
prove Theorem 1.2.3. For a positive real number X and a parameter Z := Z(X), the quantity of
interest is
1
4Z2
∑
|a|≤Z
|b|≤Z
piChampEa,b (X).
In Section 3.1 we pass from a sum on elliptic curves to a sum on rational primes. In Section
3.2, we prove the main theorem conditional on technical lemmas proved in Sections 3.3, 3.4, and 3.5.
3.1 Reducing to an Average of Special L-Values
We begin by switching the sums and writing
1
4Z2
∑
|a|≤Z
|b|≤Z
piChampEa,b (X) =
1
4Z2
∑
3<p<X
#{Ea,b : |a|, |b| ≤ Z and ap(E) = [| − 2√p|]}.
For convenience, set ∆p =
[∣∣2√p∣∣]2− 4p. The quantity inside the sum above was studied in Lemma
2.7.2; applying that result here gives
1
4Z2
∑
|a|≤Z
|b|≤Z
piChampE(a,b) (X) =
∑
3<p<X
H(∆p)
2p
+ O
(
log logX +
X3/2 logX
Z
)
,
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where the estimates on the error terms are obtained using partial summation in conjunction with the
prime number theorem. It is worth noting that studying the trailing primes of elliptic curves (those
primes such that ap(E) = [|2√p|]) would lead to an identical expression because we are squaring
the trace in each case. In this way, studying champion primes and trailing primes will each lead to
an identical asymptotic. In cooperation with the analytic expression of the Kronecker class number
seen in (2.4.4), in total we have
1
4Z2
∑
|a|≤Z
|b|≤Z
piChampE(a,b) (X) =
1
2pi
∑
3<p<X
√|∆p|
p
∑
f2|∆p
∆p
f2
≡0,1 (mod 4)
L(1, χp;f )
f
+ O
(
log logX +
X3/2 logX
Z
)
,
(3.1.1)
where χp;f := (∆p/f
2|·) is the Kronecker symbol.
For the time-being we focus only on the main term of (3.1.1). As a function of a positive
real variable t, the function |∆t| = 4t− [|2
√
t|]2 is sawtooth; it has zeros whenever t or t/4 is a square
and is linear with slope 4 between these zeros. With this in mind we define intervals
Ik :=
(
k2
4
,
(k + 1)2
4
]
,
where we note that for t ∈ Ik we have |∆t| = |∆t,k| := |k2 − 4t| and also
|∆t,k| ≤ 2k + 1 for all t ∈ Ik, (3.1.2)
which we will use repeatedly. Furthermore, since we are only concerned with the primes in the real
interval (3, X), it suffices to look at the union of intervals Ik from k = 4 to k = [|2
√
X|]. Partitioning
in this manner allows us to write the main term in (3.1.1) as
1
2pi
∑
3<k<2X1/2
∑
p∈Ik
√|∆p,k|
p
∑
f2|∆p,k
∆p,k
f2
≡0,1 (mod 4)
L(1, χp,k;f )
f
+ O(log2X),
where χp,k;f := (∆p,k/f
2|·) is the same Kronecker symbol as above. The error term arises from
potential overcounting in the interval I[|2√X|] since the parameter 2
√
X may not be an integer; it
was bounded using Lemma 2.3.1 and (3.1.2). Switching the order of summation gives the quantity
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above as
1
2pi
∑
3<k<2X1/2
∑
f≤√2k+1
1
f
∑
p∈Sf (Ik)
√|∆p,k|
p
L (1, χp,k;f ) + O(log
2X), (3.1.3)
where we have defined
Sf (Ik) :=
{
p ∈ Ik : ∆p,k ≡ 0
(
mod f2
)
;
∆p,k
f2
≡ 0, 1 (mod 4)
}
.
The upper bound of f ≤ √2k + 1 arises because if f > √2k + 1 then the set Sf (Ik) is empty due to
the condition that f2 | ∆p,k and (3.1.2).
Theorem 3.1.1. For any real number U ≥ 4 and with the notation as established in this section,
set
D(U) :=
∑
U≤k<2U
∑
f≤√2k+1
1
f
∑
p∈Sf (Ik)
√|∆p,k|
p
L (1, χp,k;f ) .
We have that
D(U) =
2
√
2
3
∫ 2U
U
dt
t1/2 log t
+ O
(
U1/2
log2 U
)
.
Theorem 1.2.3 now follows from the result stated above. To see this, substituting (3.1.3)
back into the main term of (3.1.1) and using the notation D(U) gives
1
4Z2
∑
|a|≤Z
|b|≤Z
piChampE(a,b) (X) =
1
2pi
∑
j≤log (X1/2)
(U=2j)
D(U) + O
(
log2X +
X3/2 logX
Z
)
,
the main term of which, in conjunction with Theorem 3.1.1 and standard integration, is
2
√
2
3pi
∫ 2X1/2
4
dt
t1/2 log t
+ O
(
X1/4
log2X
)
=
8X1/4
3pi logX
+ O
(
X1/4
log2X
)
,
as desired. It is for this reason the remainder of this chapter is a proof of Theorem 3.1.1.
3.2 Outlining the Proof of Theorem 3.1.1
For simplicity in notation, we let χ := χp,k;f = (∆p,k/f
2|·). We begin our study of D(U) by
noting that for any real number p ∈ Ik, we can write p = k2/4 + O(k) and therefore a Taylor series
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approximation gives
1
p log p
=
1
k2
4 log
k2
4
+ O
(
1
k3 log k
)
.
Using this estimate gives
D(U) =
∑
U≤k<2U
1
k2
4 log
k2
4
∑
f≤√2k+1
1
f
∑
p∈Sf (Ik)
√
|∆p,k| log p · L (1, χ) + O(log2 U), (3.2.1)
where the error term was obtained using Lemma 2.3.1 and (3.1.2).
We truncate the sum over integers f ≤ √2k + 1 ≤ 3√U at a parameter F := F (U) to be
determined later. Using Lemma 2.3.1, (3.1.2), and the naive bound #Sf (Ik) k/f2 to bound the
tail, the inner sums over f ≤ √2k + 1 and p ∈ Sf (Ik) of (3.2.1) contribute
∑
f≤F
1
f
∑
p∈Sf (Ik)
√
|∆p,k| log p · L(1, χ) + O
(
k3/2 log2 k
F 2
)
.
Therefore, we have
D(U) =
∑
U≤k<2U
1
k2
4 log
k2
4
∑
f≤F
1
f
∑
p∈Sf (Ik)
√
|∆p,k| log p · L (1, χ) + O
(
log2 U +
U1/2 log2 U
F 2
)
,
(3.2.2)
whereupon taking F ≥ log2 U gives this error as O(U1/2/ log2 U).
Next, we aim to replace the special L-value L(1, χ) with an appropriate truncated L-value
L(1, χ;w) for most Kronecker symbols χ. We recall from Fact 2.1.5 that the conductor of χ =
(∆p,k/f
2|·), denoted here as Nχ, is at most 4|∆p,k/f2|; therefore using (3.1.2) we see that Nχ ≤ 17U .
Set H := 17U and α := 4, and let E4(H) be the set of exceptional conductors as guaranteed by
Theorem 2.3.2. For convenience, set z := logH. For a prime p ∈ Sf (Ik), if Nχ ∈ E4(H) then by
Lemma 2.3.1 we have
L(1, χ)− L(1, χ; z128) log p logU.
On the other hand, if Nχ 6∈ E4(H) then by the second claim in Theorem 2.3.2 and the estimate in
Lemma 2.3.3 we have
L(1, χ)− L(1, χ, z128) L(1, χ; z
128)
z4
 log z
z4
 1
log3 U
.
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Lastly, we note that as p runs through Sf (Ik), we never see the same conductor Nχ more than twice.
To see this, note from Fact 2.1.5 that the conductor of the character (a|·) is either |a| or 4|a|. So as
a result we have ∑
p∈Sf (Ik)
Nχ=e
1 ≤
∑
m∈Ik
(4m−k2)/f2=e
1 +
∑
m∈Ik
4(4m−k2)/f2=e
1 ≤ 2.
Therefore, for a fixed integer k satisfying U ≤ k < 2U and a fixed integer f < F we have
∑
p∈Sf (Ik)
√
|∆p,k| log p ·
[
L (1, χ)− L (1, χ; z128)]

√
U logU
 ∑
p∈Sf (Ik)
Nχ∈E4(H)
logU +
∑
p∈Sf (Ik)
Nχ 6∈E4(H)
1
log3 U


√
U logU
[
H1/2 logU +
U
log3 U
]
,
where we rely on the bound #E4(H)  H1/2 coming from Theorem 2.3.2. Recalling that H  U
gives the entire error above is O(U3/2/ log2 U). Therefore we have shown
D(U) =
∑
U≤k<2U
1
k2
4 log
k2
4
∑
f≤F
1
f
∑
p∈Sf (Ik)
√
|∆p,k| log p · L
(
1, χ; z128
)
+ O
(
U1/2
log2 U
)
. (3.2.3)
With z = log (17U), one can check that z128 ≥ 10 for any U ≥ 1. Therefore, by Theorem
2.3.2 with a parameter v := v(U) ≥ 4 log logU , we have
L
(
1, χ; z128
)
=
∑
n≤z128v
P+(n)≤z128
χ(n)
n
+ O
(
1
log3 U
)
.
As a result we obtain
D(U) =
∑
U≤k<2U
1
k2
4 log
k2
4
∑
f≤F
n≤z128v
P+(n)≤z128
1
nf
∑
p∈Sf (Ik)
√
|∆p,k| log p · χ(n) + O
(
U1/2
log2 U
)
. (3.2.4)
For now we solely investigate the main term of (3.2.4). From Fact 2.1.5, for fixed n the
Kronecker symbol χ(n) = (·|n) is 4n-periodic in the top argument. Furthermore, the conditions
p ∈ Sf (Ik) and ∆p,k/f2 ≡ a (mod 4n) are equivalent to p ∈ Ik, 4p ≡ (k2 − af2)
(
mod 4nf2
)
, and
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a ≡ 0, 1 (mod 4). In this way, the main term of (3.2.4) is
∑
U≤k<2U
1
k2
4 log
k2
4
∑
f≤F
n≤z128v
P+(n)≤z128
1
nf
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
(a
n
) ∑
p∈Ik
p≡ k2−af24 (mod nf2)
√
|∆p,k| log p, (3.2.5)
where the condition (k2 − af2, 4nf2) = 4 is a necessary condition when the inner sum over primes
is non-zero.
The innermost sum counts primes in a short arithmetic progressions with an awkward
weighting function. For p ∈ Ik, the function
√|∆p,k| grows to be about (2k + 1)1/2 and the length
of the interval Ik is essentially 2k + 1. Since such primes are expected to be equally distributed
amongst the φ(nf2) primitive residue classes modulo nf2, we expect the innermost sum in (3.2.5)
to be about (2k + 1)3/2/φ(nf2). Inspired by this intuition, the following result is proved in Section
3.3.
Lemma 3.2.1. Let b and q be coprime integers, and fix an integer k satisfying U ≤ k < 2U . For
any integer h with q ≤ h ≤ U/4, we have
∑
p∈Ik
p≡b (mod q)
√
|∆p,k| · log p = (2k + 1)
3/2
6φ(q)
+ O
(
U1/2
h
∫
Ik
E(y, h; q, b) dy +
hU1/2 logU
q
)
.
Applying the result of Lemma 3.2.1 and (3.2.5) in the context of (3.2.4) while also rearrang-
ing some finite sums gives the expression
D(U) =
1
6
∑
U≤k<2U
(2k + 1)3/2
k2
4 log
k2
4

∑
f≤F
n≤z128v
P+(n)≤z128
1
nfφ(nf2)
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
(a
n
)
+ E1 + E2 + E3, (3.2.6)
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where
E1  U
1/2
h
∑
U≤k<2U
1
k2 log k
∑
f≤F
n≤z128v
P+(n)≤z128
1
nf
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
∫
Ik
E
(
y, h;nf2,
k2 − af2
4
)
dy,
E2  hU1/2 logU
∑
U≤k<2U
1
k2 log k
∑
f≤F
n≤z128v
P+(n)≤z128
1
n2f3
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
1,
E3  U
1/2
log2 U
.
Since v ≥ 4 log logU , the E2 term can be immediately bounded above by
h
U1/2
∑
n≤z128v
P+(n)≤z128
1
n
∑
f<F
1
f3
 hv log z
U1/2
 h(log logU)
2
U1/2
,
so if we take h ≤ U/ log4 U then this error is O(U1/2/ log2 U).
The E1 term can be bounded using Theorem 2.2.4. Since for U ≤ k < 2U the function
1/(k2 log k) = O(1/(U2 logU)), we have
E1  1
hU3/2 logU
∑
U≤k<2U
∑
f<F
n≤z128v
P+(n)≤z128
1
nf
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
∫
Ik
E
(
y, h;nf2,
k2 − af2
4
)
dy.
Since E(y, h; q, b) ≤ max
(a,q)=1
|E(y, h; q, a)| =: E(y, h; q), we subsequently obtain
E1  1
hU3/2 logU
∑
U≤k<2U
∑
f<F
n≤z128v
P+(n)≤z128
1
f
∫
Ik
E
(
y, h;nf2
)
dy,
where now as all summands are positive we may relax the conditions on the sum over integers n to
give
E1  1
hU3/2 logU
∑
U≤k<2U
∑
f<F
n≤z128v
1
f
∫
Ik
E
(
y, h;nf2
)
dy.
Switching sums and integrals is valid as these are all finite quantities. Furthermore, we recall that
the intervals IU , IU+1, . . . , I2U−1 partition the real interval [U2/4, U2]. Lastly, upon fixing an f as
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n runs in the interval n ≤ z128v we see moduli of the form nf2 ≤ z128vf2. Since all summands are
positive we may extend the sum to all moduli q ≤ z128vf2. With all these observations, we continue
with
E1  1
hU3/2 logU
∑
f<F
1
f
U2∫
U2/4
∑
q<z128vf2
E (y, h; q) dy.
We recall that our current error bounds rely on the parameters h ≤ U/ log4 U , F ≥ log2 U , z =
log (17U), and v ≥ 4 log logU . As such, (z128vf2)2  U δ for any δ > 0, and therefore the necessary
condition (z128vf2)2 ≤ h/U1/6+ for some  > 0 in Theorem 2.2.4 holds comfortably upon taking
F and v as small as possible and h as large as possible in accordance with this necessary condition.
Therefore applying Theorem 2.2.4 with A = 2 to this quantity gives the desired bound
E1  1
hU3/2 logU
· hU
2
log2 U
∑
f<F
1
f
 U
1/2
log2 U
.
Returning to (3.2.6) with our updated error bounds gives
D(U) =
1
6
∑
U≤k<2U
(2k + 1)3/2
k2
4 log
k2
4

∑
f≤F
n≤z128v
P+(n)≤z128
1
nfφ(nf2)
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
(a
n
)
+ O
(
U1/2
log2 U
)
. (3.2.7)
The quantity in square brackets in (3.2.7) has significant multiplicative structure and can be trans-
formed into an Euler product. The proof of the following lemma is quite short as this expression is
very similar to one studied in [DP99]; its proof can be found in Section 3.4.
Lemma 3.2.2. Let U ≤ k < 2U . For any parameters F , z, and v, we have that
∑
f≤F
n≤z128v
P+(n)≤z128
1
nfφ(nf2)
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
(a
n
)
= C · C(k) + O
(
1
F 2
+
1
z64v
+
1
z64
)
,
where
C · C(k) :=
∏
`
`(`2 − `− 1)
(`− 1)(`2 − 1) ·
∏
`|k
`(`− 1)
`2 − `− 1 .
Note that our choice of F = log2 U , v = 4 log logU , and z = log 17U implies the entire error
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of Lemma 3.2.2 is O(1/ log4 U). As a result, we apply Lemma 3.2.2 to (3.2.7) to obtain
D(U) =
C
6
∑
U≤k<2U
(2k + 1)3/2
k2
4 log
k2
4
· C(k) + O
(
U1/2
log2 U
)
.
Taylor series approximations allow us to write
(2k + 1)3/2 = 2
√
2k3/2 + O(k1/2),
1
log k
2
4
=
1
2 log k
+ O
(
1
k log k
)
.
Therefore we have
D(U) =
2
√
2C
3
∑
U≤k<2U
C(k)
k1/2 log k
+ O
(
U1/2
log2 U
)
. (3.2.8)
It remains to study the partial sums of the multiplicative function C(k). The function C(k)
is a product of several factors just slightly larger than 1, and therefore we expect C(k) ≈ 1. This is
the intuition for the final technical lemma of this section; a proof can be found in Section 3.5.
Lemma 3.2.3. Let U be a real number, and let K be any real number satisfying U ≤ K < 2U . We
have
S(U,K) :=
∑
U≤k<K
C(k) = C−1(K − U) + O(logK),
where
C−1 :=
∏
`
(
1 +
1
`3 − `2 − 1
)
.
Since CC−1 = 1, applying partial summation and then Lemma 3.2.3 to the main term of
(3.2.8) gives
2
√
2C
3
[
S(1, 2U)
(2U)1/2 log 2U
− S(1, U)
(U)1/2 logU
−
∫ 2U
U
d
dt
(
1
t1/2 log t
)
S(1, t) dt
]
=
2
√
2
3
[
2U
(2U)1/2 log 2U
− U
(U)1/2 logU
−
∫ 2U
U
d
dt
(
1
t1/2 log t
)
t dt
]
with a negligible error of O(1/U1/2). Integration by parts implies the quantity above is
2
√
2
3
∫ 2U
U
dt
t1/2 log t
,
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which completes the proof of Theorem 3.1.1 conditional on the lemmas used in the proof.
3.3 Counting Primes with a Strange Weight
In this section we prove Lemma 3.2.1, which examines the quantity
Λ(k; q, b) :=
∑
p∈Ik
p≡b (mod q)
√
|∆p,k| · log p,
where U ≤ k < 2U and the integers b and q are coprime. We define the notation
`k :=
2k + 1
4
, I+k :=
(k + 1)2
4
, I−k :=
k2
4
,
which represent the length, upper endpoint, and lower endpoints (respectively) of the interval Ik.
The proof in this section is inspired by that in [CDKS16, Lemma 7.1]. We begin by peeling
off a small amount from each end of the interval Ik. Let q ≤ h ≤ U/4. Since U ≤ k < 2U , we know
that I−k + 2h ≤ I−k +U/2 < `k. Using the naive bound #{p ∈ (y, y+ z) : p ≡ b (mod q)}  z/q, we
have
Λ(k; q, b) =
∑
I−k +h<p≤I+k −h
p≡b (mod q)
√
|∆p,k| · log p+ O(F1), (3.3.1)
where
F1  h
√
k log k
q
 h
√
U logU
q
. (3.3.2)
For any prime p satisfying I−k + h < p ≤ I+k − h, we can write p = I−k + p0 · `k for some real
number p0 satisfying
h
`k
< p0 ≤ 1− h`k . Therefore, for such primes we have
√
|∆p,k| =
√
2k + 1 · √p0.
Set η := h/`k. For any t = t0 + O(η), a Taylor series approximation gives
∫ t0
t0−η
√
t dt = η
√
t0 + O
(
η2√
t0
)
.
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Therefore for the primes described above, we have
√
|∆p,k| = (2k + 1)
3/2
4h
∫ p−I−k
`k
p−I−
k
−h
`k
√
t dt+ O
 η√
p−I−k
`k
 .
In this way, we have replaced the awkward prime-weight of
√
∆p,k with a smooth integral
weight. Upon putting this work into (3.3.1), we obtain
Λ(k; q, b) =
(2k + 1)3/2
4h
∑
I−k +h<p≤I+k −h
p≡b (mod q)
log p
∫ p−I−k`k
p−I−
k
−h
`k
√
t dt
+ O(F1 + F2),
where
F2  h log k√
k
∑
I−k +h<p≤I+k −h
p≡b (mod q)
1√
p− I−k

√
hU logU
q
. (3.3.3)
In comparison to F1 we see that F2  F1, and so we omit F2 going forward. Switching the sum and
integral in the previous expression of Λ(k; q, b) gives
Λ(k; q, b) =
(2k + 1)3/2
4h
∫ 1−η
0
√
t

∑
I−k +h<p≤I+k −h
I−k +t`k<p<I
−
k +t`k+h
p≡b (mod q)
log p
 dt+ O(F1). (3.3.4)
We aim to extend the limits of the integration to the full interval [0, 1]. For t satisfying
η < t < 1 − 2η, the first condition in the summation is implied by the second condition. For
t ∈ [0, 1]\(η, 1− 2η), we have
√
t

∑
I−k +h<p≤I+k −h
I−k +t`k<p<I
−
k +t`k+h
p≡b (mod q)
log p
 ≤
∑
I−k +t`k<p<I
−
k +t`k+h
p≡b (mod q)
log p  h log k
q
,
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and so the full contribution for t ∈ [0, 1]\(η, 1− 2η) is
(2k + 1)3/2
4h
∫
[0,1]\(η,1−2η)
h log k
q
dt k
1/2h log k
q
 U
1/2h logU
q
,
which is the same size as F1. Returning to (3.3.4), we now have the expression
Λ(k; q, b) =
(2k + 1)3/2
4h
∫ 1
0
√
t
 ∑
I−k +t`k<p<I
−
k +t`k+h
p≡b (mod q)
log p
 dt+ O(F1). (3.3.5)
The sum in square brackets above counts log-weighted primes in a short arithmetic progres-
sion. Using the notation defined in Section 2.2, we have
Λ(k; q, b) =
(2k + 1)3/2
4h
∫ 1
0
√
t
[
h
φ(q)
+ E(I−k + t`k, h; q, b)
]
dt+ O(F2),
which is
(2k + 1)3/2
6φ(q)
+
(2k + 1)3/2
4h
∫ 1
0
√
t · E(I−k + t`k, h; q, b) dt+ O(F1).
Upon applying the change of variables y := I−k + t`k, the absolute value of the second term is no
larger than
k3/2
h
∫ 1
0
E(I−k + t`k, h; q, b) dt
U1/2
h
∫
Ik
E(y, h; q, b) dy,
which completes the proof.
3.4 Averaging a Character Sum
In this section we prove Lemma 3.2.2 by fixing U ≤ k < 2U and studying the quantity
D(k) :=
∑
f≤F
n≤z128v
P+(n)≤z128
1
nfφ(nf2)
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
(a
n
)
.
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We will use the notation introduced in [DP99] by defining
ckf (n) :=
∑
a∈Z/4nZ
a≡0,1 (mod 4)
(k2−af2,4nf2)=4
(a
n
)
,
and we also define a multiplicative function κ(n) generated on prime powers by
κ(`α) =

` α is odd,
1 α is even.
The analysis of D(k) is almost identical to a similar quantity investigated in [DP99, Section
3]. The only difference in the two terms is our additional constraint of P+(n) ≤ z128. As such,
we will state facts proven in [DP99] without proof and give full credit to the authors of that paper
for this slightly modified proof. In particular, the following theorem is a conglomeration of results
found in [DP99, Lemma 3.3, Lemma 3.4, Equation 22, Lemma 4.1].
Theorem 3.4.1.
1. For every n, we have the bound |ckf (n)| ≤ n/κ(n).
2. For any parameter T , we have ∑
n>T
1
κ(n)φ(n)
 1√
T
.
3. For any parameters T and F , we have
∑
n<T
f<F
ckf (n)
nfφ(nf2)
= C · C(k) + O
(
1
F 2
+
1√
T
)
,
where
C · C(k) :=
∏
`
`(`2 − `− 1)
(`− 1)(`2 − 1) ·
∏
`|k
`(`− 1)
`2 − `− 1 .
We begin by writing D(k) as
D(k) =
∑
f≤F
n≤z128v
ckf (n)
nfφ(nf2)
−
∑
f≤F
n≤z128v
P+(n)>z128
ckf (n)
nfφ(nf2)
.
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Since φ(nf2) ≥ φ(n) · φ(f2) and the constraint P+(n) > z128 means that n > z128, we can use (1)
and (2) from Theorem 3.4.1 to show that the second term above is bounded above by
∑
f≤F
1
fφ(f2)
∑
z128<n≤z128v
1
κ(n)φ(n)
 1
z64
.
Therefore, we have
D(k) =
∑
f≤F
n≤z128v
ckf (n)
nfφ(nf2)
+ O
(
1
z64
)
.
Applying (3) from Theorem 3.4.1 gives
D(k) = C · C(k) + O
(
1
F 2
+
1
z64v
+
1
z64
)
,
which is the desired result.
3.5 Summing a Multiplicative Function
In this section we study the quantity
S(U,K) :=
∑
U≤k<K
C(k) =
∑
U≤k<K
∏
`|k
`(`− 1)
`2 − `− 1
 ,
however to prove Lemma 3.2.2 it suffices to prove
S(K) :=
∑
k<K
C(k) = C−1K + O(logK), (3.5.1)
where C−1 is defined in the statement of the lemma, as then S(U,K) = S(K) − S(U) gives the
desired result.
We begin by noting that C(k) is not just multiplicative but also prime-power-invariant, and
so the identity
C(k) =
∑
d|k
µ2(d)
∏
`|d
1
`2 − `− 1
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can be checked by computing on prime powers. With this in tow, we sum over all k < K to obtain
S(K) =
∑
k<K
C(k)
=
∑
k<K
∑
d|k
µ2(d)
∏
`|d
1
`2 − `− 1
=
∑
de<K
µ2(d)
∏
`|d
1
`2 − `− 1
=
∑
d<K
µ2(d)
∏
`|d
1
`2 − `− 1
 ∑
e<K/d
1

= K
∑
d<K
µ2(d)
d3
∏
`|d
`2
`2 − `− 1 −
∑
d<K
{
K
d
}
µ2(d)
d2
∏
`|d
`2
`2 − `− 1 ,
where {a} denotes the fractional part of a real number a.
Let ν(m) count the number of prime divisors of m without multiplicity. We remark that
since 1 < `2/(`2−`−1) ≤ 9/5 for any odd prime `, the fractional part {K/d} ≤ 1, and the arithmetic
function ν(d) ≤ log d, the second term above can be bounded above by
∑
d<K
µ2(d)
d2
[
4 ·
(
9
5
)ν(d)]

∑
d<K
µ2(d)
d2
·
(
9
5
)log d

∑
d<K
1
d2
· d logK.
For the main term, we extend the sum over all integers d ≥ 1 and estimate the tail similarly as
K
∑
d≥K
µ2(d)
d3
∏
`|d
`2
`2 − `− 1  K
∑
d≥K
µ2(d)
d3
(
9
5
)ν(d)
 K
∑
d≥K
1
d2
 1.
As a result, in full we have
S(K) = K
∞∑
d=1
µ2(d)
d3
∏
`|d
`2
`2 − `− 1 + O(logK)
= K
∏
l
∞∑
α=0
µ2(`α)
`3α
∏
p|`α
p2
p2 − p− 1 + O(logK)
= K
∏
`
(
1 +
1
`3
· `
2
`2 − `− 1
)
+ O(logK)
= C−1K + O(logK),
which completes the proof of (3.5.1).
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Chapter 4
Koblitz’s Conjecture over Abelian
Number Fields
The focus of this chapter is Theorem 1.3.1, which states that Koblitz’s conjecture holds
on average for elliptic curves defined over an abelian number field with square-free conductor. In
particular, the quantity of interest is ∑
E∈CZ
pitwinE (X),
for positive real numbers X and Z and the family of curves CZ .
Throughout this portion of the paper, K/Q is an abelian number field of degree d and Q is
the square-free conductor of K/Q. We begin by reducing Theorem 1.3.1 to Theorem 4.1.1, which is
a statement about rational primes. Section 4.2 is a sketch of the proof of this reduction, conditional
on various lemmas proved in Sections 4.3, 4.4, and 4.5.
4.1 Reducing to a Sum on Rational Primes
Since K/Q is Galois, every rational prime p of degree f has precisely g(p) := d/f distinct
primes in OK which lie above p. Therefore we begin by rewriting the sum over primes of OK as a
46
sum over rational primes; in particular we have
∑
E∈CZ
pitwinE (X) :=
∑
E∈CZ

d∑
f=1
∑
N(p)<X
degK(p)=f
p-∆(E)
#E(Fp) prime
1 + O(1)

=
d∑
f=1
∑
5<p<X1/f
g(p)=d/f
|r|≤2pf/2
pf+1−r prime
d
f
∑
E∈CZ
ap(E)=r
1 + O(Z2), (4.1.1)
where the error term arises from the finite number of primes lying above the rational primes 2, 3,
and 5, in addition to the finite number of primes of bad reduction for each curve. We note that for
p > 5, it is necessary that r is odd if we are to have pf + 1 − r prime. The inner-most sum over
models of elliptic curves was studied in Lemma 2.7.2; applying its result here and then switching
the order of the finite sums allows us to write the main term of (4.1.1) as
d(2Z)2d
2
d∑
f=1
1
f
∑
5<p<X1/f
g(p)=d/f
|r|≤2pf/2; r odd
pf+1−r prime
H(r2 − 4pf )
pf
+ O
(
Z2d
[
X1/2 +
X2 logX
Z
+ log2X
])
.
As a result, upon averaging across the family CZ of size CZ = (2Z)2d + O(Z2d−1) we obtain
1
#CZ
∑
E∈CZ
pitwinE (X) =
d
2
d∑
f=1
1
f
∑
5<p<X1/f
g(p)=d/f
|r|≤2pf/2; r odd
pf+1−r prime
H(r2 − 4pf )
pf
+ O
(
X1/2 +
X2 logX
Z
+ log2X
)
. (4.1.2)
In inspecting (4.1.2), we notice that the contribution from the high-degree primes is negligi-
ble in comparison to the contribution from the primes that split completely in OK . Indeed, consider
only the portion of (4.1.2) with f > 1. Using (2.4.5) this quantity is asymptotically-bounded above
by
d∑
f=2
1
f
∑
p<X1/f
|r|≤2pf/2
H(r2 − 4pf )
pf

d∑
f=2
∑
p<X1/f
|r|≤2pf/2
log2 p
pf/2
 d · log2X
∑
p<X1/2
1 X1/2 logX,
which, though larger than the existing error terms in (4.1.2), is significantly smaller than the expected
main term. Having now seen that the high degree primes have no significant effect on the quantity
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in question, we return to (4.1.2) to simplify
1
#CZ
∑
E∈CZ
pitwinE (X) =
d
2
∑
5<p<X
g(p)=d
|r|≤2√p; r odd
p+1−r prime
H(∆p,r)
p
+ O
(
X2 logX
Z
+X1/2 log2X
)
, (4.1.3)
where as in Chapter 3 we use the notation ∆p,r := r
2 − 4p.
Rather than look at all primes up to the parameter X simultaneously, it will be helpful to
partition the primes in the interval (5, X) into J(X) + 1 := [| log8X|] + 1 subintervals of length
Y (X) := X/ log8X. Set Xj := jY . In this way, we can write the main term in (4.1.3) as
d
2
J∑
j=1
∑
Xj<p≤Xj+Y
g(p)=d
|r|≤2√p; r odd
p+1−r prime
H(∆p,r)
p
+ O
(
X
log6X
)
,
where the error term comes from potential overcounting in the top interval and the contribution
from the first interval (0, Y ]. For each 1 ≤ j ≤ J , the contribution from values of r satisfying
2X
1/2
j ≤ |r| ≤ 2
√
p in the quantity above is also negligible. Using (2.4.5) and the convexity bound
√
a+ b − √a ≤ √b for positive real numbers a and b, indeed the contribution from such r is
asymptotically less than
J∑
j=1
∑
Xj<p≤Xj+Y
2X
1/2
j ≤|r|≤2
√
p
p1/2 log2 p
p

J∑
j=1
∑
Xj<p≤Xj+Y
log2 p
p1/2
·
√
Y 
√
Y X logX  X
log3X
.
Returning to (4.1.3), the previous two lines have allowed us to write
1
#CZ
∑
E∈CZ
pitwinE (X) =
d
2
J∑
j=1
∑
|r|<2X1/2j
r odd

∑
Xj<p≤Xj+Y
g(p)=d
p+1−r prime
H(∆p,r)
p
+ O
(
X
log3X
+
X2 logX
Z
)
. (4.1.4)
For the time-being we will focus solely on the quantity in square brackets (4.1.4) above. To
this end fix an interval (Xj , Xj + Y ] and an odd integer |r| < 2X1/2j . With the analytic expression
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of the Hurwitz class number in (2.4.4), this term is
1
pi
∑
Xj<p≤Xj+Y
g(p)=d
p+1−r prime
1
p
∑
f2|∆p,r
∆p,r
f2
≡0,1 (mod 4)
√
∆p,r
f
L(1, χp,r;f ),
where as we saw in Chapter 3, χp,r;f is the Kronecker symbol (∆p,r/f
2|·). Note that as p ≤ X,
the constraint f2 | ∆p,r is satisfied only if f ≤ 2
√
X. Furthermore since r is odd, f2 | ∆p,r is only
possible for odd f . Hence, we must have ∆p,r/f
2 ≡ 1 (mod 4). With these observations in mind,
switching the order of summation gives the quantity above as
1
pi
∑
f≤2√X
1
f
∑
p∈Sf (Xj ,Y ;r)
√
∆p,r
p
L(1, χp,r;f ), (4.1.5)
where we have defined the set
Sf (Xj , Y ; r) =

Xj < p ≤ Xj + Y :
g(p) = d,
p+ 1− r prime,
f2 | ∆p,r,
∆p,r
f2 ≡ 1 (mod 4)

.
We now work to change the weighting function on the sum over primes in (4.1.5). Since
we are attempting to identify not just when p is prime but also when p + 1 − r is prime, we are
aiming for a prime weight of log p · log (p+ 1− r). Since |r| < 2X1/2j  Y , Taylor approximations
for Xj < p ≤ Xj + Y give
1
p
=
1
Xj
+ O
(
Y
X2j
)
,
√
4p− r2 =
√
4Xj − r2 + O
(
Y√
4Xj − r2
)
,
log (p+ O(r)) = logXj + O
(
Y
Xj
)
.
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Therefore since Y ≤ Xj and 4Xj − r2  Xj we have
√
4p− r2
p
=
√
4Xj − r2
Xj
+ O
(
Y
Xj
√
4Xj − r2
)
,
log p log (p+ 1− r)
log2Xj
= 1 + O
(
Y
Xj logXj
)
,
and so subsequently
√
4p− r2
p
=
√
4Xj − r2
Xj log
2Xj
· log p log (p+ 1− r) + O
(
Y
Xj
√
4Xj − r2
)
. (4.1.6)
Inputting the new weighting function derived in (4.1.6) back into (4.1.5) and simplifying the resulting
error term using Lemma 2.3.1 and the trivial bound #Sf (Xj , Y ; r) Y gives
√
4Xj − r2
piXj log
2Xj
∑
f≤2√X
1
f
∑
p∈Sf (Xj ,Y ;r)
log p · log (p+ 1− r) ·L(1, χp,r;f ) + O
(
Y 2 log2X
Xj
√
4Xj − r2
)
. (4.1.7)
Recall that the quantity above is an alternative expression of the term surrounded by square
brackets in (4.1.4). When we make the substitution, the contribution of the error term can be
bounded above by
Y log2X
J∑
j=1
Y
Xj
∫ 2X1/2j
0
dr√
4Xj − r2
 Y log2X
J∑
j=1
1
j
 X
log6X
· log J  X
log5X
,
which is smaller than the pre-existing error term in (4.1.4). Therefore upon making the full substi-
tution of (4.1.7) into (4.1.4) we obtain
1
#CZ
∑
E∈CZ
pitwinE (X) =
d
2pi
J∑
j=1
1
Xj log
2Xj
∑
|r|<2X1/2j
r odd
√
4Xj − r2 ·D(Xj , Y ; r)
+O
(
X
log3X
+
X2 logX
Z
)
, (4.1.8)
where we have defined the new notation
D(Xj , Y ; r) :=
∑
f≤2√X
1
f
∑
p∈Sf (Xj ,Y ;r)
log p · log (p+ 1− r) · L(1, χp,r;f ).
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The expression in (4.1.8) lends itself to summation by parts on the integers |r| < 2X1/2j
with the function f(r) =
√
4Xj − r2. Notice in particular that
√
4Xj − [|2X1/2j |]2  X1/4j and
D(Xj , Y ; r)  Y log4X, so one term in the partial summation will be negligible. For a fixed
1 ≤ j ≤ J , abelian summation yields
∑
|r|<2X1/2j
r odd
√
4Xj − r2 ·D(Xj , Y ; r) =
2X
1/2
j∫
0
R dR√
4Xj −R2
∑
|r|<R
r odd
D(Xj , Y ; r) + O
(
Y X
3/4
j log
4X
)
.
Putting the expression above back into (4.1.8) gives
1
#CZ
∑
E∈CZ
pitwinE (X) =
d
2pi
J∑
j=1
1
Xj log
2Xj
2X
1/2
j∫
0
R dR√
4Xj −R2
∑
|r|<R
r odd
D(Xj , Y ; r)
+O
(
X
log3X
+
X2 logX
Z
)
,
where the resulting error of O(X3/4 log3X) from this substitution has been swallowed into the
existing error term. Lastly we remark that contribution of the integral over [0, 2X
2/5
j ] is negligible.
To see this we use the bound D(Xj , Y ; r) Y log4X and compute
2X
2/5
j∫
0
R dR√
4Xj −R2
·RY log4X  X2/5j Y log4X
4Xj∫
4Xj−X4/5j
du√
u
 X7/10j Y log4X. (4.1.9)
As a result, we have
1
#CZ
∑
E∈CZ
pitwinE (X) =
d
2pi
J∑
j=1
1
Xj log
2Xj
2X
1/2
j∫
2X
2/5
j
R dR√
4Xj −R2
∑
|r|<R
r odd
D(Xj , Y ; r)
+O
(
X
log3X
+
X2 logX
Z
+X7/10 log5X
)
. (4.1.10)
It is now clear that in order to move forward we need to understand the partial sums
Λ(Xj , Y ;R) :=
∑
|r|<R
r odd
D(Xj , Y ; r) =
∑
|r|<R
r odd
∑
f≤2√X
1
f
∑
p∈Sf (Xj ,Y ;r)
log p · log (p+ 1− r) · L(1, χp,r;f ).
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The remainder of the chapter is aimed at proving the following asymptotic, after which Theorem
1.3.1 follows immediately.
Theorem 4.1.1. For a positive real number X, let x and y be such that x + y ≤ X with y =
X/ log8X, and let R be a real number such that 2x2/5 ≤ |R| < 2x1/2. Under these conditions we
have
Λ(x, y;R) = 2C ·BK ·Ry + O
(
Ry
logX
)
,
where C and BK are defined in Theorem 1.3.1.
Before proving the theorem above, we explain how Theorem 1.3.1 follows from the theorem
above. With this simpler expression of Λ(Xj , Y ;R) in hand, the main term of (4.1.10) can be written
dBKC
2pi
J∑
j=1
Y
Xj log
2Xj
2X
1/2
j∫
2X
2/5
j
2R dR√
4Xj −R2
[R+ O (R/ logX)] .
From (4.1.9) we see that upon reintroducing the contribution of 0 ≤ R ≤ 2X2/5j we get
2X
1/2
j∫
2X
2/5
j
2R dR√
4Xj −R2
·R =
2X
1/2
j∫
0
2R dR√
4Xj −R2
·R + O(X7/10j ),
whereupon applying standard integration techniques we obtain
2X
1/2
j∫
0
2R dR√
4Xj −R2
· [R+ O(R/ logX)] = 2piXj + O(Xj/ logX).
Therefore the main term of (4.1.10) is
dBKC
J∑
j=1
Y
log2Xj
+ O
 1
logX
J∑
j=1
Y
log2Xj
 .
All that remains is to use the definitions of Y and J and substitute the quantity above back into
(4.1.10) which subsequently yields the desired result of
1
#CZ
∑
E∈CZ
pitwinE (X) = dBKC ·
X
log2X
+ O
(
X
log3X
+
X2 logX
Z
)
.
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4.2 Outlining the Proof of Theorem 4.1.1
Consider truncating the outer sum of Λ(x, y;R) over integers f ≤ 2√X at a parameter
F ≤ 2√X to be determined later. Using (2.3.1) and the naive bound #{x < m ≤ x + y : f2 |
4m− r2}  y/f2, the tail of this sum in Λ(x, y;R) is asymptotically bounded above by
log3X
∑
|r|≤R
∑
f≥F
1
f
∑
p∈Sf (x,y;r)
1  Ry log
3X
F 2
.
The special L-value occurring in Λ(Xj , Y ;R) can be treated using the Polya-Vinogradov inequality
as we did in Lemma 2.3.1. Applying this result for an unspecified parameter N in conjunction with
the truncation of the sum over integers f < F allows us to write
Λ(x, y;R) =
∑
|r|<R
r odd
∑
n<N
f<F
1
nf
∑
p∈Sf (x,y;r)
log p · log (p+ 1− r) · χp,r;f (n) + O
(
Ry log3X
[
1
F 2
+
X1/2
N
])
,
where the error in truncating the special L-value contributes no more than
log2X
∑
|r|<R
∑
f<F
1
f
∑
p∈Sf (x,y;r)
p1/2 log p
N
 RyX
1/2 log3X
N
.
Notice by taking F ≥ log2X and N ≥ X1/2 log4X the total error above becomes O(Ry/ logX);
we will assume we choose our parameters to satisfy these bounds. Lastly, as in Chapter 3 we
exploit the 4n-periodicity of the character χp,r;f (n) = (∆p,r/f
2|n). In this case, the conditions
∆p,r/f
2 ≡ 1 (mod 4) and a ≡ ∆p,r/f2 (mod 4n) are equivalent to a ≡ 1 (mod 4) and 4p ≡
r2 − af2 (mod 4nf2). As a result we have
Λ(x, y;R) =
∑
|r|<R
r odd
n<N
f<F
1
nf
∑
a (mod 4n)
a≡1 (mod 4)
(r2−af2,4nf2)=4
((r−2)2−af2,4nf2)=4
(a
n
) ∑
x<p≤x+y
g(p)=d
p+1−r prime
4p≡r2−af2 (mod 4nf2)
log p · log (p+ 1− r) + O
(
Ry
logX
)
, (4.2.1)
where the condition (r2 − af2, 4nf2) = 4 is a necessary condition in order to have a non-negligible
number of primes in the arithmetic progression p ≡ (r2−af2)/4 (mod nf2), and where the condition
((r − 2)2 − af2, 4nf2) = 4 is a necessary condition in order to have p ≡ (r2 − af2)/4 (mod nf2)
and p+ 1− r prime.
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By assumption, K/Q is abelian with square-free conductor Q, we can apply Lemma 2.5.1
to obtain a set V of residues modulo Q such that a rational prime p splits completely in K if and
only if p ≡ v (mod Q) for some v ∈ V. In order for this to happen for a prime p, it must be that
(Q, v) = 1 for all v ∈ V. Furthermore, if both p ≡ v (mod Q) and p+ 1− r is prime, then it must be
that (v + 1− r,Q) = 1 as well. Also we remark that given r is necessarily odd and a ≡ 1 (mod 4),
the condition 4 | r2 − af2 holds only if f is odd. With these observations in place, we can write
Λ(x, y;R) as
Λ(x, y;R) =
∑
v∈V
|r|<R
r odd; r 6=1
n<N
f<F ; f odd
(v+1−r,Q)=1
1
nf
∑
a (mod 4n)
a≡1 (mod 4)
(r2−af2,4nf2)=4
((r−2)2−af2,4nf2)=4
(a
n
) ∑
x<p≤x+y
p≡v (mod Q)
p+1−r prime
4p≡r2−af2 (mod 4nf2)
log p · log (p+ 1− r) + O
(
Ry
logX
)
,
where we have omitted the contribution from r = 1 of O(y log3X) since it is swamped by the existing
error term.
By the Chinese Remainder Theorem, the two congruence conditions on the primes in the
inner-most sum simultaneously hold if and only if 4v ≡ r2 − af2 (mod 4(v, nf2)), in which case
p falls into the unique residue class b modulo [Q,nf2] such that both b ≡ v (mod Q) and 4b ≡
r2 − af2 (mod 4nf2). In this way, we have
Λ(x, y;R) =
∑
v∈V
|r|<R
r odd; r 6=1
n<N
f<F ; f odd
(v+1−r,Q)=1
1
nf
∑
a (mod 4n)
a≡1 (mod 4)
4v≡r2−af2 (mod 4(Q,nf2))
(r2−af2,4nf2)=4
((r−2)2−af2,4nf2)=4
(a
n
) ∑
x<p≤x+y
p+1−r prime
p≡b (mod [Q,nf2])
(r2−af2,4nf2)=4
((r−2)2−af2,4nf2)=4
log p·log (p− (r − 1))+O
(
Ry
logX
)
.
(4.2.2)
The sum on primes in (4.2.2) concerns how primes spaced precisely r−1 apart are distributed
in arithmetic progressions. Recalling the discussion and notation in and after Conjecture 2.2.3
regarding the functions S(w, q, a), C2, and Er(x, h; q, a), we will replace the sum on primes in
(4.2.2) with an approximation and control the resulting error term. First note that since the quantity
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S(w, q, a) is q-periodic as a function of a, we see that
S(r − 1, [Q,nf2], b) =

2C2
φ([Q,nf2])
∏
6`=2
`|(r−1)[Q,nf2]
`− 1
`− 2
if r is odd,
and (r2 − af2, 4nf2) = 4,
and ((r − 2)2 − af2, 4nf2) = 4,
0 otherwise.
Therefore upon making the approximation discussed in Conjecture 2.2.3, the main term in (4.2.2) is
Λ(x, y;R) = 2C2y
∑
v∈V
|r|<R
r odd; r 6=1
n<N
f<F ; f odd
(v+1−r,Q)=1
1
nfφ([Q,nf2])
 ∏
6`=2
`|(r−1)[Q,nf2]
`− 1
`− 2
 ∑
a (mod 4n)
a≡1 (mod 4)
4v≡r2−af2 (mod 4(Q,nf2))
(r2−af2,4nf2)=4
((r−2)2−af2,4nf2)=4
(a
n
)
+
∑
v∈V
|r|<R
r odd; r 6=1
n<N
f<F ; f odd
(v+1−r,Q)=1
1
nf
∑
a (mod 4n)
a≡1 (mod 4)
4v≡r2−af2 (mod 4(Q,nf2))
(a
n
)
Er−1(x, y; [Q,nf2], b) (4.2.3)
+ O
(
Ry
logX
)
.
The entire proof of this result rests on the fact that we can control the second term occurring
in (4.2.3). As we will see we can indeed control it using Theorem 2.2.5. Taking absolute values,
weakening constraints, and applying Cauchy-Schwarz to this quantity gives an upper of

∑
|r|<R
v∈V
n<N
f<F
a (mod 4n)
1
n2f2

1/2
∑
|r|<R; r 6=1
v∈V
n<N
f<F
a (mod 4n)
E2r−1(x, y; [Q,nf
2], b)

1/2
(4.2.4)
Since #V  Q 1, the first factor in (4.2.4) is simply O(R1/2 log1/2N).
To understand the second factor in (4.2.4), recall that b is the unique residue modulo [Q,nf2]
that satisfies both b ≡ v (mod Q) and 4b ≡ r2 − af2 (mod 4nf2). As a cycles through the residue
classes modulo 4n, we see b ≡ (r2− af2)/4 (mod nf2) at most once. Therefore since all summands
are positive we can in fact sum over all residues classes c modulo [Q,nf2] and then make the change
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of variables w = r − 1 to bound this term asymptotically above by
∑
0<|w|<R−1
n<N
f<F
c (mod [Q,nf2])
E2w(x, y; [Q,nf
2], c) 
∑
f<F
∑
0<|w|<R−1
q<[Q,Nf2]
c (mod q)
E2w(x, y; q, c)
Considering only the inner sum above, we now invoke Theorem 2.2.5 which gives that for
any A > 0 this inner sum is asymptotically bounded above by RX2/ logAX provided we choose
N and F to satisfy X/ logAX ≤ Nf2 ≤ X for any f < F . In particular, taking F := log2X and
N = X/ log41X satisfies the prior constraints on N and F and satisfies the hypotheses in Theorem
2.2.5. As a result the entire second term of (4.2.3) is asymptotically bounded above by
R1/2 log1/2N · R
1/2XF
log39/2X
 RX
log17X
 Ry
logX
.
Upon returning to (4.2.3) we have shown
Λ(x, y;R) = 2C2y
∑
v∈V
|r|<R
r odd; r 6=1
n<N
f<F ; f odd
(v+1−r,Q)=1
crf,v(n)
nfφ([Q,nf2])
 ∏
` 6=2
`|(r−1)[Q,nf2]
`− 1
`− 2
+ O( RylogX
)
, (4.2.5)
where we have defined the notation
crf,v(n) :=
∑
a (mod 4n)
a≡1 (mod 4)
4v≡r2−af2 (mod 4(Q,nf2))
(r2−af2,4nf2)=4
((r−2)2−af2,4nf2)=4
(a
n
)
.
The character sum crf,v(n) is very familiar not only to the work in [BCD11] but also in
similar problems in Frobenius distributions such as in [DP99] and [Jam05]. The key idea is that this
sum is multiplicative in the variable n, which means we need only evaluate it on prime powers. The
techniques which establish the following lemma are standard; we spend all of Section 4.3 proving it.
Lemma 4.2.1. Let r and f be odd positive integers, and let v be coprime to an integer Q with
(v + 1− r,Q) = 1. We have that crf,v(n) = 0 if either (r, f) 6= 1, (r − 2, f) 6= 1, or (Q, f2) - ∆v,r. If
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we assume (r, f) = (r − 2, f) = 1, and (Q, f2) | ∆v,r, then all of the following are true:
1. For odd n, we have
crf,v(n) =
∑
a (mod n)
(r2−af2,n)=1
((r−2)2−af2,n)=1
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod
(
Q
(Q,f2)
,n
))
(a
n
)
.
2. The function crf,v(n) is multiplicative in n.
3. Let e be a positive integer. Then crf,v(2
e) = (−1)e · 2e−1.
4. Let e be a positive integer, and let q be an odd prime dividing f . Then we have
crf,v(q
e) =

φ(qe) if e is even,
0 if e is odd.
5. Let e be a positive integer, and let q be an odd prime that does not divide f . Then we have
crf,v(q
e) =

(
∆v,r
q
)e
qe−1 if q | Q,
qe−1(q − 2) if q - Q, e even, and q | r(r − 1)(r − 2),
qe−1(q − 3) if q - Q, e even, and q - r(r − 1)(r − 2),
−qe−1 if q - Q, e odd, and q | r(r − 1)(r − 2),
−2qe−1 if q - Q, e odd, and q - r(r − 1)(r − 2).
In Lemma 4.2.1 we gained some non-vanishing conditions of crf,v(n), and so for completeness
we include them in rewriting the main term of (4.2.5) as
2C2y
∑
|r|<R
r odd; r 6=1
v∈V
(v+1−r,Q)=1
∑
n<N
f<F
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
crf,v(n)
φ([Q,nf2])nf
 ∏
` 6=2
`|(r−1)[Q,nf2]
`− 1
`− 2
 . (4.2.6)
Since crf,v(n) is multiplicative in n, we work towards exploiting this characteristic. In particular,
we no longer need to keep the sums over integers n ≤ N and f ≤ F truncated. Using a technique
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identical to [DP99, Lemma 3.4] we can extend the sums above to sums over all integers n ≥ 1 and
f ≥ 1 and incur a small error. In particular the quantity in (4.2.6) is
2C2y
∑
|r|<R
r odd; r 6=1
v∈V
(v+1−r,Q)=1
∑
n≥1
f≥1
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
crf,v(n)
φ([Q,nf2])nf
 ∏
6`=2
`|(r−1)[Q,nf2]
`− 1
`− 2
+ O(RyF 2 + Ry√N
)
. (4.2.7)
Recalling that we have set F = log2X and N = X/ log41X, the contribution of the error term above
is certainly O(Ry/ logX). For simplicity going forward set
Drv :=
∑
n≥1
f≥1
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
crf,v(n)
φ([Q,nf2])nf
 ∏
` 6=2
`|(r−1)[Q,nf2]
`− 1
`− 2
 ,
so that we have
Λ(x, y;R) = 2C2y
∑
|r|<R
r odd; r 6=1
v∈V
(v+1−r,Q)=1
Drv + O
(
Ry
logX
)
. (4.2.8)
As we see from the following lemma, the quantity Drv is filled with multiplicative structure. The
proof of the next result is relegated to Section 4.4.
Lemma 4.2.2. Let r be an odd integer, and fix v ∈ V coprime to Q with (v + 1− r,Q) = 1. Then
we have
Drv =
2
3φ(Q)
∏
` 6=2
`|Q
`− 1
`− 2
∏
`-2Q
`(`2 − 2`− 2)
(`− 2)(`2 − 1)
∏
6`=2
(1 + erv(`)) ,
where
erv(`) =

`+ 1
`2 − 2`− 2 if ` - Q and ` | r − 1,
1
`2 − 2`− 2 if ` - Q and ` | r(r − 2),
`
(
∆v,r
`
)
+ 1
`2 − 1 if ` | Q,
0 otherwise.
58
Upon applying the result of Lemma 4.2.2 into the quantity in (4.2.8) we obtain
Λ(x, y;R) =
4C2y
3φ(Q)
∏
` 6=2
`|Q
`− 1
`− 2
∏
`-2Q
`(`2 − 2`− 2)
(`− 2)(`2 − 1)
∑
|r|<R
r odd; r 6=1
v∈V
(v+1−r,Q)=1
∏
6`=2
(1 + erv(`)) + O
(
Ry
logX
)
. (4.2.9)
All that remains is to sum the Euler products appearing in (4.2.9). In Section 4.5 we prove the final
technical lemma of this chapter.
Lemma 4.2.3. Let v be coprime to Q. We have
∑
|r|<R
r odd; r 6=1
(v+1−r,Q)=1
∏
` 6=2
(1 + erv(`)) = R
∏
`-2Q
`3 − 2`2 − `+ 3
`(`2 − 2`− 2)
∏
` 6=2
`|Q
kv(`) + O
(
log2R
)
,
where
kv(`) :=
`2 − `−
[
1 +
(
(v−1)2
`
)]
`2 − 1 .
So using the definition C2 =
∏
6`=2
`(`−2)
(`−1)2 , we may apply the previous lemma to the expression
of Λ(x, y;R) given in (4.2.9). Upon doing so we obtain
Λ(x, y;R) =
4Ry
3
∏
6`=2
`(`3 − 2`2 − `+ 3)
(`+ 1)(`− 1)3
∑
v∈V
∏
` 6=2
`|Q
(
`2 − `−
[
1 +
(
(v−1)2
`
)])
`3 − 2`2 − `+ 3 + O
(
Ry
logX
)
.
This completes the proof of Theorem 4.1.1 conditional on the lemmas proven in Sections 4.3, 4.4,
and 4.5.
4.3 Evaluating a Character Sum
In this section we consider properties of the character sum
crf,v(n) :=
∑
a (mod 4n)
a≡1 (mod 4)
4v≡r2−af2 (mod 4(Q,nf2))
(r2−af2,4nf2)=4
((r−2)2−af2,4nf2)=4
(a
n
)
, (4.3.1)
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and we prove Lemma 4.2.1. Throughout this section we fix r and f as odd positive integers, and
v ∈ V coprime to Q satisfying (Q, v + 1− r) = 1.
We begin by establishing some necessary conditions for the non-vanishing of this character
sum. Since r and f are both odd, the condition that (r2 − af2, 4nf2) = 4 holds only if (r, f) = 1.
That is, if (r, f) 6= 1, then the sum necessarily vanishes. So assuming (r, f) = 1, multiplicativity
establishes the equivalence
(r2 − af2, 4nf2) = 4⇐⇒ (r2 − af2, 4n) = 4.
A similar analysis on the condition ((r−2)2−af2), 4nf2) = 4 leads to the necessity for non-vanishing
that (r − 2, f) = 1 and the equivalence of conditions
((r − 2)2 − af2, 4nf2) = 4⇐⇒ ((r − 2)2 − af2, 4n) = 4.
Lastly, we remark that the congruence condition in crf,v(n) holds only if (Q, f
2) | ∆v,r. Assuming
this divisibility requirement, the final equivalence relation in the character sum holds if and only if
∆v,r
(Q, f2)
≡ af
2
(Q, f2)
(
mod 4
(
Q
(Q, f2)
, n
))
.
Therefore
crf,v(n) =

∑
a (mod 4n)×
a≡1 (mod 4)
(r2−af2,4n)=4
((r−2)2−af2,4n)=4
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod 4
(
Q
(Q,f2)
,n
))
(a
n
)
if (r, f) = (r − 2, f) = 1 and (Q, f2) | ∆v,r
0 otherwise.
(4.3.2)
We are now ready to prove Lemma 4.2.1. In what follows, we assume that r, f,Q, v satisfy
the non-vanishing conditions above.
Proof.
(1) Let n be an odd integer. Since the greatest common divisor is multiplicative, we have
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an equivalence of conditions
(r2 − af2, 4n) = 4⇐⇒ (r2 − af2, n) = 1,
because r2− af2 is necessarily divisible by 4 as r and f are both odd and a ≡ 1 (mod 4). A similar
argument gives an equivalence of conditions
((r − 2)2 − af2, 4n) = 4⇐⇒ ((r − 2)2 − af2, n) = 1.
Regarding the congruence condition coming from (4.3.2), since n is odd the Chinese Remainder
Theorem allows us to write this congruence condition as equivalent to the simultaneous conditions
∆v,r
(Q, f2)
≡ af
2
(Q, f2)
(mod 4)
∆v,r
(Q, f2)
≡ af
2
(Q, f2)
(
mod
(
Q
(Q, f2)
, n
))
The first of these holds automatically because r2 − af2 is necessarily divisible by 4 for the reasons
discussed earlier. Therefore, so far we have
crf,v(n) =
∑
a (mod 4n)
a≡1 (mod 4)
(r2−af2,f)=1
((r−2)2−af2,n)=1
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod Q
(Q,f2)
,n)
)
(a
n
)
Finally we remark that there is a bijection using the Chinese Remainder Theorem between residues
modulo 4n that are congruent to 1 (mod 4) and residues modulo n. Since the Kronecker character
(·|n) is n-periodic for odd n, we immediately obtain the result that for odd n we have
crf,v(n) =
∑
a (mod n)
(r2−af2,n)=1
((r−2)2−af2,n)=1
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod
(
Q
(Q,f2)
,n
))
(a
n
)
. (4.3.3)
(2) The fact that crf,v(1) = 1 is verified by inspection of (4.3.3). Let m1,m2 be coprime
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integers, and without losing generality, assume m1 is odd. Using (4.3.2) and (4.3.3), we have
crf,v(m1) · crf,v(m2) =
∑
a (mod m1)
(r2−af2,m1)=1
((r−2)2−af2,m1)=1
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod 4
(
Q
(Q,f2)
,m1
))
(
a
m1
)
·
∑
a (mod 4m2)
a≡1 (mod 4)
(r2−af2,4m2)=4
((r−2)2−af2,4m2)=4
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod
(
Q
(Q,f2)
,m2
))
(
a
m2
)
.
Piecing together these two sums using the Chinese Remainder Theorem and then finally invoking
the multiplicativity of the Kronecker symbol, we have
crf,v(m1) · crf,v(m2) =
∑
a (mod 4m1m2)
a≡1 (mod 4)
(r2−af2,4m1m2)=4
((r−2)2−af2,4m1m2)=4
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod
(
Q
(Q,k2)
,m1m2
))
(
a
m1
)(
a
m2
)
= crf,v(m1m2).
(3) Let e be a positive integer, and consider the expression for crf,v(2
e) given in (4.3.2):
crf,v(2
e) =
∑
a (mod 2e+2)
a≡1 (mod 4)
(r2−af2,2e+2)=4
((r−2)2−af2,2e+2)=4
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod
(
Q
(Q,f2)
,2e
))
( a
2e
)
Fix a
(
mod 2e+2
)
satisfying a ≡ 1 (mod 4). As we have seen, r2 − af2 is necessarily divisible by 4.
So the condition (r2 − af2, 2e+2) = 4 holds if and only if r2 − af2 ≡ 4 (mod 8). Write r = 2c + 1
and f = 2d+ 1 for appropriate integers c and d. Working modulo 8, we have
r2 − af2 ≡ 4c(c+ 1) + 1− 4ad(d+ 1)− a ≡ 1− a.
So for r2−af2 ≡ 4 (mod 8) and a ≡ 1 (mod 4), it is necessary and sufficient that a ≡ 5 (mod 8). A
similar argument as the one presented above applied to the condition ((r− 2)2− af2, 2e+2) = 4 also
ends in the necessary and sufficient condition that a ≡ 5 (mod 8). We note that for a ≡ 5 (mod 8)
we have (a|2e) = (a|2)e = (−1)e for all e ≥ 1.
Lastly we investigate the congruence condition in the expression of crf,v(2
e). If Q is odd this
congruence condition is modulo 1 and therefore holds automatically. On the other hand, if Q is even
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then the congruence condition is modulo 2. Since r is odd, the left-hand side of ∆v,r = r
2 − 4v is
odd. If we assume a ≡ 5 (mod 8) then the right-hand side of af2 is also odd. Therefore assuming
a ≡ 5 (mod 8) implies the congruence condition holds automatically. So regardless of the parity of
Q we have
crf,v(2
e) = (−1)e
∑
a (mod 2e+2)
×
a≡5 (mod 8)
1 = (−1)e · 2e−1.
(4) Let e be a positive integer, and let q be an odd prime dividing f . We use the expression
from (4.3.3), that is
crf,v(q
e) =
∑
a (mod qe)
(r2−af2,q)=1
((r−2)2−af2,q)=1
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod
(
Q
(Q,f2)
,qe
))
(
a
qe
)
.
Since by assumption (r, f) = (r− 2, f) = 1, we also have (r, q) = (r− 2, q) = 1. Therefore since q | f
the conditions (r2 − af2, q) = 1 and ((r − 2)2 − af2, q) = 1 hold for all invertible a (mod qe).
Regardless of whether or not q divides Q, the modulus of the congruence condition in crf,v(q
e)
is necessarily 1, and so the condition holds trivially by our assumptions. Therefore the orthogonality
relations from Lemma 2.1.6 give us
crf,v(q
e) =
∑
a (mod qe)
(
a
q
)e
=

φ(qe) if e is even,
0 if e is odd.
(5) Let q be an odd prime, and let e be a positive integer. We assume (q, f) = 1, and use
the expression from (4.3.3):
crf,v(q
e) =
∑
a (mod qe)
(r2−af2,q)=1
((r−2)2−af2,q)=1
∆v,r
(Q,f2)
≡ af2
(Q,f2)
(
mod
(
Q
(Q,f2)
,qe
))
(
a
qe
)
.
Note that the modulus of the congruence condition is q when q | Q and 1 otherwise. Letting q∗
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denote this function we have
crf,v(q
e) =
∑
a (mod qe)
(r2−af2,q)=1
((r−2)2−af2,q)=1
a≡∆v,r
f2
(mod q∗)
(
a
qe
)
=
∑
a (mod qe)
a≡∆v,r
f2
(mod q∗)
(
a
q
)e
−
∑
a (mod qe)
q|r2−af2 or q|(r−2)2−af2
a≡∆v,r
f2
(mod q∗)
(
a
q
)e
, (4.3.4)
where we have used the fact that (q, f) = 1 implies that (Q, f2) is invertible modulo q∗. The first
sum on the right-hand side of (4.3.4) is
∑
a (mod qe)
a≡∆v,r
f2
(mod q∗)
(
a
q
)e
=

(
∆v,r
q
)e
· qe−1 if q | Q,
qe−1 if q - Q and e is even,
0 if q - Q and e is odd,
(4.3.5)
where we have invoked the multiplicativity of the Kronecker symbol in the case that q | Q and
character orthogonality in the case that q - Q.
The second sum in (4.3.4) will be evaluated using the principle of inclusion-exclusion. First
we note that if q | r2 − af2 or q | (r − 2)2 − af2 then a is a non-zero square modulo q. So the
character value appearing in this sum is always +1. Therefore, the second sum in (4.3.4) can be
written as
X + Y − Z :=
∑
a (mod qe)
a≡r2/f2 (mod q)
a≡∆v,r/f2 (mod q∗)
1 +
∑
a (mod qe)
a≡(r−2)2/f2 (mod q)
a≡∆v,r/f2 (mod q∗)
1 −
∑
a (mod qe)
a≡r2/f2 (mod q)
a≡(r−2)2/f2 (mod q)
a≡∆v,r/f2 (mod q∗)
1. (4.3.6)
First consider the X term of (4.3.6). If q | Q then the two congruence conditions are
compatible if and only if r2 ≡ ∆v,r ≡ r2 − 4v (mod q). However q is odd and (v, q) ≤ (v,Q) = 1
by assumption. Therefore when q | Q these conditions are not compatible. When q - Q the final
congruence condition has modulus 1, so it holds trivially. Therefore we have
X =
∑
a (mod qe)
a≡r2/f2 (mod q)
a≡∆v,r/f2 (mod q∗)
1 =

qe−1 if q - Qr,
0 otherwise.
(4.3.7)
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An almost identical argument shows that
Y =
∑
a (mod qe)
a≡(r−2)2/f2 (mod q)
a≡∆v,r/f2 (mod q∗)
1 =

qe−1 if q - Q(r − 2),
0 otherwise.
(4.3.8)
Finally we consider the Z term from (4.3.6). For the first two congruence conditions to be
compatible, we require r ≡ 1 (mod q). For the first and third conditions to be compatible the same
argument as in the evaluation of the X term gives that q - Q. So we compute
Z =
∑
a (mod qe)
a≡r2/f2 (mod q)
a≡(r−2)2/f2 (mod q)
a≡∆v,r/f2 (mod q∗)
1 =

qe−1 if q - Q and q | r − 1,
0 otherwise.
(4.3.9)
Taking (4.3.7), (4.3.8), and (4.3.9) and putting the results back into (4.3.6) gives
X + Y − Z =

qe−1 if q - Q and q | r(r − 1)(r − 2),
2qe−1 if q - Qr(r − 1)(r − 2),
0 if q | Q.
(4.3.10)
Putting (4.3.10) and (4.3.5) back into (4.3.4) completes the proof.
4.4 Exploiting the Multiplicative Structure of Drv
For a fixed odd integer r and a fixed v ∈ V satisfying (Q, v+1−r) = 1, the object of interest
in this section is
Drv :=
∑
n≥1
f≥1
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
crf,v(n)
φ([Q,nf2])nf
 ∏
`|(r−1)[Q,nf2]
` 6=2
`− 1
`− 2
 .
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We begin by noticing that a prime ` | (r− 1)[Q,nf2] if and only if ` | (r− 1)Qnf2. We can
group such primes into divisors of (r − 1)Qf and divisors of n and then remove the double-counted
primes that divide ((r − 1)Qf, n). Set
P (w) :=
∏
` 6=2
`|w
`− 1
`− 2 ,
which we note is multiplicative in w so that
P ( (r − 1)[Q,nf2] ) = P ((r − 1)Qf
2)P (n)
P ( ( (r − 1)Qf2 , n ) ) .
With the notation and identities in (2.1.1) and (2.1.4), we have
1
φ([Q,nf2])
=
(Q, f2)φ((Qf2, n))
φ(Qf2)φ(n)(Qf2, n)
∏
`|n
(Q,nf2)`
(Q, f2)`
.
So with these observations we can rewrite Drv to obtain
Drv =
∑
f≥1
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
(Q, f2)
fφ(Qf2)
· P ((r − 1)Qf2)
∑
n≥1
Erf,v(n), (4.4.1)
where
Erf,v(n) :=
φ((Qf2, n))crf,v(n)
nφ(n)(Qf2, n)
· P (n)
P ( ( (r − 1)Qf2 , n ) ) ·
∏
`|n
(Q,nf2)`
(Q, f2)`
.
The function Erf,v(n) is a product of multiplicative functions in n and therefore is multi-
plicative in n itself. The evaluation of this function at prime powers `e depends on certain divisibility
conditions involving r, f , Q, and v. We write
∑
n≥1
Erf,v(n) =:
∏
`-f
∑
e≥0
brf,v(`
e) ·
∏
`|f
∑
e≥0
drf,v(`
e) =
∏
`
∑
e≥0
brf,v(`
e)
∏
`|f
∑
e≥0 d
r
f,v(`
e)∑
e≥0 b
r
f,v(`
e)
 ,
where drf,v(1) = b
r
f,v(1) = 1, and where we use Lemma 4.2.1 and the definition of E
r
f,v(n) above to
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explicitly compute for odd primes ` and integers e ≥ 1:
drf,v(`
e) =

(`− 1)/`e+1 if e is even,
0 if e is odd;
(4.4.2)
brf,v(`
e) =

1
`e
if ` - Q, ` | r(r − 2), and e even;
`− 2
`e(`− 1) if ` - Q, ` | r − 1, and e even;
`− 3
`e(`− 2) if ` - Q, ` - r(r − 1)(r − 2), and e even;
− 1
`e(`− 2) if ` - Q, ` | r(r − 2), and e odd;
− 1
`e(`− 1) if ` - Q, ` | r − 1, and e odd;
− 2
`e(`− 2) if ` - Q, ` - r(r − 1)(r − 2), and e odd;(
∆v,r
`
)e
`e
if ` | Q.
(4.4.3)
It is also worth noting that brf,v(2
e) = (−1)e/2e.
Note that the evaluation of brf,v(`
e) has no dependence on f , and as such we change notation
to brv(n) := b
r
f,v(n). Similarly the evaluation of d
r
f,v(n) does not depend on any of the parameters r,
f or v, and so we set d(n) := drf,v(n). Keeping these calculations in mind, returning to (4.4.1) yields
Drv =
1
φ(Q)
∏
`
∑
e≥0
brv(`
e)
 ∑
f≥1
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
φ((Q, f2))
fφ(f2)
· P ((r − 1)Qf2)
∏
`|f
∑
e≥0 d(`
e)∑
e≥0 brv(`e)
 ,
where we’ve used the fact that φ(Qf2) = φ(Q) · φ(f2) · (Q, f2)/φ((Q, f2)) from (2.1.3). Using the
same prime-counting technique as earlier, we can use the similar identity
P ((r − 1)Qf2) = P (Q(r − 1)) · P (f
2)
P ( (Q(r − 1) , f2) ) ,
and obtain
Drv =
P (Q(r − 1))
φ(Q)
∏
`
∑
e≥0
brv(`
e)
 ∑
f≥1
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
grv(f), (4.4.4)
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where
grv(f) :=
φ((Q, f2))
fφ(f2)
· P (f
2)
P ( (Q(r − 1) , f2) )
∏
`|f
∑
e≥0 d(`
e)∑
e≥0 brv(`e)
 .
From its expression above we see that the function grv(k) is a product of multiplicative
functions in f and therefore itself is multiplicative in f . In summing over integers f ≥ 1 subject to
the conditions in (4.4.4) we only see primes ` - 2r(r−2) and prime powers `e such that (Q, `2e) | ∆v,r,
and so we can write
∑
f≥1
f odd
(f,r)=(f,r−2)=1
(Q,f2)|∆v,r
grv(f) =
∏
`-2r(r−2)
1 + ∑
e≥1
(Q,`2e)|∆v,r
grv(`
e)
 ,
where for ` - 2r(r − 2), e ≥ 1, and (Q, `2e) | ∆v,r we calculate
grv(`
e) =

1
`3e−1(`− 2) if ` - Q and ` - r − 1,
1
`3e−1(`− 1) if ` - Q and ` | r − 1,
1
`3e−1
if ` | Q.

·
( ∑
a≥0 d(`
a)∑
a≥0 brv(`a)
)
. (4.4.5)
Having identified the multiplicativity in the sum over integers f ≥ 1 we return to (4.4.4) to express
Drv =
P (Q(r − 1))
φ(Q)
∏
`
∑
e≥0
brv(`
e)
 ∏
`-2r(r−2)
1 + ∑
e≥1
(Q,`2e)|∆v,r
grv(`
e)
 . (4.4.6)
We now make explicit calculations of the sums appearing above, which are immediate upon
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using (4.4.2), (4.4.3), (4.4.5) and geometric series arguments. For ` an odd prime, we have
∑
a≥0
brv(`
a) =

`(`2 − 2`− 1)
(`− 2)(`2 − 1) if ` - Q and ` | r(r − 2),
`3 − `2 − `− 1
(`+ 1)(`− 1)2 if ` - Q and ` | r − 1,
`3 − 2`2 − 2`− 1
(`− 2)(`2 − 1) if ` - Q and ` - r(r − 1)(r − 2),
`
[
`+
(
∆rγ
`
)]
`2 − 1 if ` | Q and ` - ∆
r
γ ,
1 if ` | Q and ` | ∆rγ .
(4.4.7)
∑
a≥0
d(`a) =
`2 + `+ 1
`(`+ 1)
(4.4.8)
It is also worth noting that
∑
a≥0 b
r
v(2
a) = 2/3. For ` - 2r(r − 2), we use the results above and
(4.4.5) to compute
1 +
∑
e≥1
(Q,`2e)|∆v,r
grv(`
e) =

`(`2 − 2`− 2)
`3 − 2`2 − 2`− 1 if ` - Q and ` - r − 1,
`(`2 − `− 1)
`3 − `2 − `− 1 if ` - Q and ` | r − 1,
1 if ` | Q and ` - ∆v,r,
`2
`2 − 1 if ` | Q and ` | ∆v,r.
(4.4.9)
Set Brv(`) :=
∑
e≥0 b
r
v(`
e) and Grv(`) := 1 +
∑
e≥1 g
r
v(`). Returning to (4.4.6), we will
partition the primes according to the conditions established in the above computations. Recalling
the definition of P (Q(r − 1)) and noting that Brv(2) = 2/3, we have
Drv =
2P (Q)
3φ(Q)
·
 ∏
`-2Q
`|r−1
`− 1
`− 2
 ·
∏
` 6=2
Brv(`)
 ·
 ∏
`-2r(r−2)
Grv(`)
 . (4.4.10)
For convenience, set
B(`) :=
`3 − 2`2 − 2`− 1
(`− 2)(`2 − 1) ,
G(`) :=
`3 − 2`2 − 2`
`3 − 2`3 − 2`− 1 ,
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which correspond to the functions that Brv(`) and G
r
v(`) take for all but finitely many primes `.
We first write
∏
6`=2
Brv(`) =
∏
` 6=2
`|Q
Brv(`) ·
∏
`-2Q
Brv(`) (4.4.11)
∏
`-2r(r−2)
Grv(`) =
∏
`-2r(r−2)
`|Q
Grv(`) ·
∏
`-2Qr(r−2)
Grv(`). (4.4.12)
Since the function B(`) and G(`) are the values that Brv(`) and G
r
v(`) take (respectively) when `
does not divide 2Qr(r − 1)(r − 2), we can express the second factors of (4.4.11) and (4.4.12) as
∏
`-2Q
Brv(`) =
∏
`-2Q
B(`) ·
∏
`-2Q
`|r−1
Brv(`)
B(`)
·
∏
`-2Q
`|r(r−2)
Brv(`)
B(`)
(4.4.13)
∏
`-2Qr(r−2)
Grv(`) =
∏
`-2Q
G(`) ·
∏
`-2Q
`|r−1
Grv(`)
G(`)
·
∏
`-2Q
`|r(r−2)
1
G(`)
. (4.4.14)
Multiplying (4.4.13) and (4.4.14) together and applying the calculations from the cases where l - Q
in (4.4.7) and (4.4.9), we get
∏
`-2Q
Brv(`))
 ∏
`-2Qr(r−2)
Grv(`)

=
∏
`-2Q
B(`)G(`) ·
∏
`-2Q
`|r−1
Brv(`)G
r
v(`)
B(`)G(`)
·
∏
`-2Q
`|r(r−2)
Brv(`)
B(`)G(`)
=
∏
`-2Q
`(`2 − 2`− 2)
(`− 2)(`2 − 1)
∏
`-2Q
`|r−1
(
1 +
`+ 1
`2 − 2`− 2
)
· `− 2
`− 1
∏
`-2Q
`|r(r−2)
(
1 +
1
`2 − 2`− 2
)
.
Putting this work back into (4.4.10), we obtain
Drv = C
r
v ·
2P (Q)
3φ(Q)
∏
`-2Q
`(`2 − 2`− 2)
(`− 2)(`2 − 1)
∏
`-2Q
`|r−1
(
1 +
`+ 1
`2 − 2`− 2
) ∏
`-2Q
`|r(r−2)
(
1 +
1
`2 − 2`− 2
)
,
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where we use the calculations in (4.4.7) and (4.4.9) to express
Crv :=
∏
` 6=2
l|Q
Brv(`)
 ·
 ∏
`-2r(r−2)
`|Q
Grv(`)
 = ∏
6`=2
`|Q
1 + `
(
∆v,r
`
)
+ 1
`2 − 1
 .
This completes the proof of Lemma 4.2.2.
4.5 Summing Euler Products
In this section we assume (Q, v) = 1 and study the quantity
Jv(R) :=
∑
|r|<R
r odd; r 6=1
(v+1−r,Q)=1
∏
` 6=2
(1 + erv(`)) , (4.5.1)
where
erv(`) =

e¯rv(`) :=
`
(
∆v,r
`
)
+ 1
`2 − 1 if ` | Q,
e(1)(`) :=
`+ 1
`2 − 2`− 2 if ` - Q and ` | r − 1,
e(2)(`) :=
1
`2 − 2`− 2 if ` - Q and ` | r(r − 2).
We begin by noting that as r runs through the integers |r| < R, we see each primitive
residue class v+1−r modulo Q several times. Grouping these contributions together and observing
that e¯rv(`) = e¯
s
v(`) for r ≡ s (mod Q), we obtain
Jv(R) =
∑
a (mod Q)×
∏
` 6=2
`|Q
(
1 + e¯v+1−av (`)
)Kv,a(R), (4.5.2)
where
Kv,a(R) :=
∑
|r|<R
r odd; r 6=1
r≡v+1−a (mod Q)
 ∏
`-2Q
`|r−1
(
1 + e(1)(`)
)
·
∏
`-2Q
`|r(r−2)
(
1 + e(2)(`)
) . (4.5.3)
The quantity Kv,a(R) is almost identical to a quantity studied in [BCD11, Lemma 18]; the
difference is that in this work we are summing over an additional congruence condition. As such we
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will follow the same technique and notation established in that paper.
For a fixed r the internal product in (4.5.3) is a product over the odd primes in the number
r(r − 1)(r − 2), discounting those primes in Q. Expanding the product leads to the motivation for
the following definitions.
P(r) := {` odd prime : ` - Q, ` | r(r − 1)(r − 2)}
F(r) := {q odd, positive and square-free integer : ` | q ⇒ ` ∈ P(r)}
D(R) :=
⋃
|r|<R
r odd; r 6=1
r≡v+1−a (mod Q)
F(r),
erv(q) :=
∏
`|q
erv(`), and also e
r
v(1) := 1.
Expanding the product in (4.5.3) and using the notation above gives
Kv,a(R) =
∑
|r|<R
r odd; r 6=1
r≡v+1−a (mod Q)
∑
q∈F(r)
erv(q),
For a fixed q ∈ F(r), the function erv(q) =
∏
`|q e
(w`)(`) for some map of sets w : {` | q} →
{1, 2}. Upon grouping the contributions of all such q ∈ F(r) with the same value of erv(q), we obtain
Kv,a(R) =
∑
q∈D(R)
∑
maps w
{`|q}→{1,2}
∏
`|q
e(w`)(`)
Nq,wv,a (R), (4.5.4)
where
Nq,wv,a (R) := #
|r| < R :
r odd, r 6= 1
r ≡ v + 1− a (mod Q)
erv(`) = e
(w`)(`) for all ` | q

= #

|r| < R :
r ≡ 1 (mod 2)
r ≡ v + 1− a (mod Q)
r ≡ 1 (mod `) for all ` | q with w` = 1
r ≡ 0, 2 (mod `) for all ` | q with w` = 2

+ O(1).
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This system of congruences is well-suited for the Chinese Remainder Theorem. Recall that
q is comprised of odd primes distinct from the primes in Q, so the only potential obstruction to
this system is if Q is even. When Q is even, we require both r and v + 1 − a to odd, however this
holds automatically based on the assumption that (v,Q) = 1 and a is invertible modulo Q. As
a result there is no obstruction to the system of congruences above – we can study its solutions
modulo 2qQ/(2, Q). In particular there are
∏`
|q
2w`−1 unique solutions modulo 2qQ/(2, Q). Therefore
we have
Nq,wv,a (R) =
(
2R(2, Q)
2Qq
+ O(1)
)
·
∏
`|q
2w`−1 =
R(2, Q)
Qq
∏
`|q
2w`−1 + O(2ν(q)),
where ν(q) is the multiplicative function that counts the number of distinct prime factors of q. Using
this estimate we can write Kv,a(R) as
R(2, Q)
Q
∑
q∈D(R)
1
q
∑
maps w
{`|q}→{1,2}
∏
`|q
e(w`)(`) · 2w`−1
+O
 ∑
q∈D(R)
2ν(q) ∑
maps w
{`|q}→{1,2}
∏
`|q
e(w`)(`)

 . (4.5.5)
Both quantities in square brackets above are multiplicative functions in the variable q.
Furthermore, since the q ∈ D(R) are square-free it suffices to only evaluate these functions at the
prime power p1 = p. Doing so to both simultaneously gives
1
p
∑
maps w
{`|p}→{1,2}
∏
`|p
e(w`)(`) · 2w`−1 = e
(1)(p) + 2e(1)(p)
p
,
2ν(p)
∑
maps w
{`|p}→{1,2}
∏
`|p
e(w`)(`) = 2[e(1)(p) + e(2)(p)].
Recalling that q ∈ D(R) is built from the odd primes distinct from those in Q but dividing r(r −
1)(r−2) for some |r| < R, we conclude that we see no primes that are larger than R in the expression
of Kv,a(R) in (4.5.5). Exploiting the multiplicativity in q therefore gives
Kv,a(R) =
R(2, Q)
Q
∏
`-2Q
`<R
(
1 +
e(1)(`) + 2e(2)(`)
`
)
+ O
∏
`-2Q
`<R
(
1 + 2e(1)(`) + 2e(2)(`)
) .
Using Mertens’ second theorem and a Taylor expansion for log(1 + t), the error term is
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asymptotically bounded above by
∏
`<R
(
1 +
2(`2 + `− 1)
`(`2 − 2`− 2)
)
 exp
(∑
`<R
log
(
1 +
2
`
))
 log2R.
A similar estimate gives the product in the main term as
∏
`-2Q
`<R
(
1 +
`+ 3
`(`2 − 2`− 2)
)
=
∏
`-2Q
(
1 +
`+ 3
`(`2 − 2`− 2)
)
+ O(1).
Therefore upon rewriting the factor occurring in the product we have shown
Kv,a(R) =
R(2, Q)
Q
∏
`-2Q
`3 − 2`2 − `+ 3
`(`2 − 2`− 2) + O(log
2R).
Substituting this expression for Kv,a(R) back into (4.5.2) gives
Jv(R) =
R(2, Q)
Q
∏
`-2Q
`3 − 2`2 − `+ 3
`(`2 − 2`− 2) ·Kv(Q) + O
(
log2R ·Kv(Q)
)
, (4.5.6)
where
Kv(Q) :=
∑
a (mod Q)×
∏
` 6=2
`|Q
(
1 + ev+1−av (`)
) .
The term Kv(Q) is multiplicative in Q. To see this, let q1 and q2 be coprime integers and
consider the product
Kv(q1)Kv(q2) =
∑
a1 (mod q1)
×
∏
`1 6=2
`1|q1
(
1 + ev+1−a1v (`1)
) ∑
a2 (mod q2)
×
∏
`2 6=2
`2|q2
(
1 + ev+1−a2v (`2)
)
.
By the Chinese Remainder Theorem there is a unique invertible residue c modulo q1q2 such that
c ≡ a1 (mod q1) and c ≡ a2 (mod q2). For both j = 1 and j = 2 we have
∆v,v+1−c = (v + 1− c)2 − 4v ≡ (v + 1− aj)2 − 4v (mod qj) ≡ ∆v,v+1−aj .
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and so in particular (
∆v,v+1−c
`
)
=

(
∆v,v+1−a1
`1
)
if `1 | q1,(
∆v,v+1−a2
`2
)
if `2 | q2.
As the characters agree on the appropriate primes, we also have ev+1−cv (`j) = e
v+1−aj
v (`j) for both
j = 1 and j = 2. Therefore we conclude
Kv(q1)Kv(q2) =
∑
a1 (mod q1)
×
a2 (mod q2)
×
∏
` 6=2
`|q1q2
(
1 + ev+1−cv (`)
)
,
after which the bijection (Z/q1Z)××(Z/q2Z)× ↔ (Z/q1q2Z)× completes the proof of multiplicativity.
Since Kv(Q) is multiplicative in Q, it suffices to evaluate it at prime powers dividing Q. As
Q is square-free we simply obtain
Kv(Q) =
∏
` 6=2
`|Q
 ∑
a (mod `)×
(1 + ev+1−av (`))
 = ∏
` 6=2
`|Q
φ(`) + ∑
a (mod `)×
`
(
∆v,v+a−1
`
)
+ 1
`2 − 1
 .
As ∆v,v+a−1 = a2 − 2(v + 1)a+ (v − 1)2 and (Q, v) = 1, we may use Lemma 2.1.7 to conclude
∑
a (mod `)×
(
∆v,v+a−1
`
)
= −
(
(v − 1)2
`
)
+
∑
a (mod `)
(
∆v,v+a−1
`
)
= −
(
(v − 1)2
`
)
− 1.
Therefore
Kv(Q) =
∏
` 6=2
`|Q
φ(`)− `
[(
(v−1)2
`
)
+ 1
]
`2 − 1 +
φ(`)
`2 − 1
 = Q
(2, Q)
∏
` 6=2
`|Q
`2 − `−
[
1 +
(
(v−1)2
`
)]
`2 − 1 .
Putting this result back into (4.5.6) gives the main result of this section:
Jv(R) = R
∏
`-2Q
`3 − 2`2 − `+ 3
`(`2 − 2`− 2) ·
∏
6`=2
`|Q
`2 − `−
[
1 +
(
(v−1)2
`
)]
`2 − 1 + O
(
log2R
)
.
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