Abstract. We indicate how to construct a family of modulation function spaces that have a scaling symmetry. We also illustrate the behavior of the Schrödinger multiplier on such function spaces.
Reconciling the modulation and dilation scalings
The Besov spaces and the modulation spaces are both examples of so-called decomposition spaces that stem from either a dyadic covering or uniform covering of the underlying frequency space. Roughly speaking, both of these classes of function spaces are defined by imposing appropriate decay conditions on a sequence of the form
, where {ψ k } k∈Z is a dyadic partition of unity in the Besov case, while {ψ k } k∈Z d is a uniform partition of unity in the case of the modulation spaces. Moreover, one can connect the two classes of spaces via the so-called α-modulation spaces of Gröbner [8] for α ∈ [0, 1]; the modulation spaces (and the Besov spaces, respectively) are obtained at the end-point: α = 0 (and α = 1, respectively). The α-modulation spaces are still decomposition spaces obtained via a "geometric interpolation" method that now asks for a covering {Q α k } k∈I of the frequency space in which the sets satisfy a condition of the form |Q α k | ∼ ξ α for all ξ ∈ Q α k ; see [6] . In this paper, however, we are interested in a different connection between the two classes of function spaces than that alluded to above. It is clear from their definitions that the Besov spaces enjoy the dilation symmetry: f (x) → f (2 k x), k ∈ Z, while the modulation spaces enjoy the modulation symmetry: f (x) → e 2πik·x f (x), k ∈ Z d . A natural question then is if there exists a class of function spaces that is sufficiently rich that would enjoy both such symmetries. In many respects, such a class of function spaces would be more enticing to consider from the perspective of someone working in PDEs. Our note stems from this natural question.
Definition of the M
p,q,r w w w -spaces and their scaling property 2.1. The M p,q,r w w w -spaces. Let p, q, r ∈ [1, ∞) be fixed. We denote by w w w a vector weight {w j } j∈Z with w j ≥ 0. Generally speaking, we aim to define a space which captures the modulations of all scales, while the choice of the weight w w w is made according to the task for which the space is needed.
Let us first recall next the definition of modulation spaces M p,q ; see [4, 5] 
Then, the modulation space M p,q is defined as the collection of all tempered distributions f ∈ S ′ (R d ) such that f M p,q < ∞, where the M p,q -norm is defined by
Here,
Clearly, the support of ψ renders the domain of the integration of the previous integral to be ξ ∈ Q 0 + k, and in particular we have
In what follows, for ease of notation and unless specifically stated otherwise, we assume that the underlying space is R d . Now, for a (fixed) dyadic scale j ∈ Z, we define the scaled modulation space M p,q
[j] by the norm:
Namely, while the usual modulation spaces M p,q are adapted to the modulation symmetry of the unit scale, the M p,q
[j] -spaces are adapted to the modulation symmetry of scale 2 j . When j = 0, we have M p,q
for all j ∈ Z. Now, in view of the decompositions (2.3) and (2.5), we have
for any vector weight w w w = {w j } j∈Z with w w w ℓ 1 = 1. This motivates the following definition of the modulation spaces with scaling symmetry. 
Note that the definition of the space M p,q,r w w w heavily depends on the choice of the weight w w w and we need to make sure that smooth functions belong to M p,q,r w w w for suitable weights w w w. We first claim that the Schwartz class S(R d ) is contained in M p,q,r w w w , provided that w w w = {w j } j∈Z is a "good" vector weight, that is, for some ε > 0 we have
Note that we allow some growth for j < 0, when q > p ′ . For j ≥ 0, it suffices to impose summability of {w j } j≥0 .
Let us first prove this claim. Let ψ j,k denote the multiplier of ψ j,k (D) defined in (2.4), corresponding to the smoothed version of 1
. Now, for j < 0, it follows from Young's inequality that
where the implicit constant is independent of k ∈ Z d . By computing the ℓ q k -norm, we have
Here, x = (1 + |x| 2 ) 1 2 and we used the Riemann sum approximation in the last step. Then, from (2.8) and (2.9), the contribution to the M p,q,r w w w -norm for j < 0 is estimated by
When j ≥ 0, proceeding as above, we have We point out that the condition (2.8) is sharp. Let j < 0. Suppose that there exists
for all ξ ∈ 2 −N (Q 0 +k 0 ) and f essentially behaves like a constant on the cube 2 −N (Q 0 +k 0 ). This in particular implies that
for any j ≤ −N and k ∈ Z d such that
Then, it is easy to see that f M p,q,r w w w = ∞ by simply computing the contribution from j < 0 and k ∈ Z d satisfying (2.11). The condition (2.8) for j ≥ 0 can also be seen to be essentially sharp by noting that
for all sufficiently large j ≥ 0.
Lastly, observe that, under the condition (2.8), the space M 
See also Section 3.
Scaling property. Let us now investigate the scaling property of the new modulation spaces M
p,q,r w w w . Define a translation operator τ on a vector weight w w w = {w j } j∈Z by setting (τw w w) j = w j+1 . For k ∈ N, write τ k (and τ −k , respectively) for τ composed with itself k times (and τ −1 composed with itself k times, respectively). Let us fix a dyadic scale λ = 2 j 0 for some j 0 ∈ Z and set f λ (x) = f (λx). First, note that
Hence, we have
Therefore, we obtain
Note that the vector weight on the right-hand side is now given by τ j 0 w w w. Namely, in the general case, the scaling has an effect of translating the weight by log 2 λ.
Let us now assume further that the vector weight w w w is multiplicative; that is, w i+j = w i w j for all i, j ∈ Z, or, equivalently that w j = w j 1 , j ∈ Z. Under this extra assumption, we claim that the new modulation spaces M p,q,r w w w in Definition 1 enjoy a scaling symmetry. Indeed, by repeating the computation above, we obtain with scaling are generated by modulations of all dyadic scales, that is, by translations of all dyadic scales on the Fourier side. Recalling that a wavelet basis is generated by all dyadic dilations and translations of a given (nice) function on the physical side, it is natural that the family ψ j,k (·) = ψ(2 −j · −k) j∈Z,k∈Z d , which is essentially a wavelet basis but on the Fourier side, appears in Definition 1.
(ii) As it is well known, the modulation spaces M p,q have an equivalent characterization via the short-time (or windowed) Fourier transform (STFT). Given a non-zero window function φ ∈ S(R d ), we define the STFT V φ f of a tempered distribution f ∈ S ′ (R d ) with respect to φ by
Then, we have the equivalence of norms:
1 This is essentially the Wigner transform of f and φ.
where the implicit constants depend on the window function φ. Given j ∈ Z, let δ j f (x) = 2 −jd f (2 −j x) and φ j (x) = φ(2 j x). Then, a direction computation (see (4.4) below) shows that
(2.13)
Moreover, a straightforward calculation shows that
Then, from (2.13) and (2.14), we obtain
Based on these considerations, if one prefers to use the ||| · ||| M p,q -norm via the STFT to define the new modulation spaces M p,q,r w w w with scaling, the only difference will be in exchanging the vector weight w w w = {w j } j∈Z with the vector weight σ σ σ = {2
then we obtain the following equivalence of norms:
.
(iii) The boundedness property of the dilation operator: f (x) → f λ (x) = f (λx) was studied in [10] . In particular, it was shown in [10, Theorem 1.1] that there exist c 1 , c 2 > 0, depending only on d, p, and q, such that
for all λ ≥ 1. When 0 < λ < 1, the estimate (2.15) holds after switching the exponents c 1 and c 2 . The point of our construction is that the modulation spaces M p,q,r w w w are not biased toward any particular scale. Moreover, when the vector weight is multiplicative, the M p,q,r w w w -spaces enjoy the exact dyadic scaling (2.12), which is relevant, for example, in the analysis of the nonlinear Schrödinger equation; see also Sections 3 and 4.
A "good" weight and L 2 -embedding
In the discussion below, we restrict our attention to the case q = r and we simply write M p,q,q w w w as M p,q w w w . We will show that, for a particular good vector weight w w w and p, q > 2, the space M p,q w w w is sufficiently large. Given p > 2, fix a vector weight w w w(p) = {w j } j∈Z with
We see that w w w(p) is a multiplicative vector weight and is a "good" weight in the sense of the conditions (2.8), provided that q > 2. Before proceeding further, let us recall the space X p,q defined in [2, p. 5260] via the norm: 
for all f ∈ L 2 (R d ). Namely, we have the following embedding:
w w w(p) (R d ).
