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Abstract
The weather dynamics are significantly determined by the motion of the atmosphere and
the ocean. This motion is often turbulent, characterized by fluctuations of the flow velocity
over wide spatial and temporal scales. This fact, besides limited observability and inaccurate
models, impedes the predictability of quantities such as the velocity of winds, which are
relevant for the everyday life. One is always interested in improving such predictions - by
employing better models or obtaining more information about the system.
The Crooks fluctuation theorem is a relation from nonequilibrium thermodynamics, which
has its typical applications in nanoscale systems. It quantifies the distribution of imposed
work in a process, where the system is pushed out of thermal equilibrium. This distribution
is broadened due to the fluctuations of the microscopic degrees of freedom in the system.
The fluctuations of the velocity field in turbulent flow suggest the derivation of an analogy
of Crooks’ theorem for this macroscopic system. The knowledge about the validity of such
a relation is additional information, which one in reverse could use to improve predictions
about the system. In this thesis both issues are addressed: the derivation of the theorem,
and the improvement of predictions.
We illustrate the application of Crooks’ theorem to hydrodynamic flow within a model
of a two-dimensional inviscid and incompressible fluid field, when pushed out of dynamical
equilibrium. The flow on a rectangular domain is approximated by the two-dimensional
vorticity equation with spectral truncation. In this setting, the equilibrium statistics of the
flow can be described through a canonical ensemble with two conserved quantities, kinetic
energy and enstrophy. To perturb the system out of equilibrium, we change the shape of the
domain according to a protocol, which changes the kinetic energy but leaves the enstrophy
constant. This is interpreted as doing work to the system. Evolving along a forward and
its corresponding backward process, we find that the distributions of the work performed
in these processes satisfy the Crooks relation with parameters derived from the canonical
ensembles.
We address the issue of prediction in this thesis in a concrete setting: There are examples
where the distributions of a variable in the forward and the backward process collapse into
one, hence Crooks’ theorem relates the distribution of one variable with itself. For a finite
data set drawn from such a distribution, we are interested in an estimate of this variable to
exceed a certain threshold. We demonstrate that, using the knowledge about Crooks’ relation,
forecast schemes can be proposed which improve compared to a pure frequency estimate on
the data set. The findings are illustrated in three examples, studies of parameters such as
exceedance threshold and data set size are presented.
Zusammenfassung
Die Dynamik des Wetters ist maßgeblich bestimmt durch atmosphärische und ozeanische
Strömungen. Letztere sind oft turbulent, charakterisiert durch Fluktuationen der Strömungs-
geschwindigkeit über weite zeitliche und räumliche Skalen hinweg. Diese Tatsache erschwert,
neben der endlichen Beobachtbarkeit der Atmosphäre und der groben Approximation durch
Modelle, die Vorhersagbarkeit von Größen, wie zum Beispiel die Windgeschwindigkeit, welche
für den Alltag von Interesse sind. Man ist also immer daran interessiert, solche Vorhersagen
- durch bessere Modelle oder weitere Informationen über das System - zu verbessern.
Das Crookssche Fluktuationstheorem ist eine Gleichung aus der Nichtgleichgewichtsther-
modynamik, und hat seine typische Anwendung in nanoskaligen Systemen. Es beschreibt die
Verteilung der geleisteten Arbeit in einem Nichtgleichgewichtsprozess. Diese Verteilung ist
verbreitert auf Grund der Fluktuationen der mikroskopischen Freiheitsgrade im System.
Die Fluktuationen des Geschwindigkeitsfeldes turbulenter Strömungen legen die Herleitung
einer Analogie des Crooksschen Fluktuationstheorems für dieses makroskopische System na-
he. Die Kenntnis über die Gültigkeit einer solchen Relation bedeuted einen Mehrwert an
Information, den man im Umkehrschluss für die Verbesserung von Vorhersagen über das
System verwenden könnte. In dieser Arbeit werden beide Gesichtspunkte angesprochen: die
Anwendung des Theorems, und die Verbesserung der Vorhersage.
Wir illustrieren die Anwendbarkeit des Crooks-Theorems in einem Modell einer zwei-
dimensionalen idealen Flüssigkeit. Die Flüssigkeit auf einem rechteckigen Gebiet wird ap-
proximiert durch die Vorticity-Gleichung mit spektraler Trunkierung, und im Gleichgewicht
beschrieben durch ein kanonisches Ensemble mit zwei Erhaltungsgrößen: kinetischer Energie
und Enstrophie. Die Deformation des Gebiets bringt das System aus dem Gleichgewicht und
ändert die Energie, was wir als Arbeit interpretieren. Für die Deformation im Rahmen eines
Vorwärtsprozesses und jene im Rahmen des entsprechenden Rückwärtsprozesses findet man
Verteilungen für die Arbeit, welche das Crooks-Theorem erfüllen.
Wir demonstrieren die Anwendbarkeit des Crooks-Theorems zur Verbesserung von Vor-
hersagen im Rahmen einer konkreten Fragestellung. Angenommen, man hat eine Stichprobe
von Messwerten, von der wir wissen, dass die zu Grunde liegende Verteilung das Crookssche
Theorem erfüllt. Wir illustrieren, inwieweit man dieses Wissen nutzen kann, um eine Vorher-
sage der Wahrscheinlichkeit, dass der nächste Wert oberhalb eines bestimmten Schwellwerts
liegt, zu verbessern gegenüber einer Schätzung, die gegeben ist durch die relative Häufigkeit
dieses Ereignisses in der Stichprobe selbst.
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1. Introduction
1.1. Fluctuations in microscopic and macroscopic systems
As can be read from the title already, the central equation of this thesis is the Crooks fluc-
tuation theorem [1, 2]. It is a relation stemming from nonequilibrium thermodynamics - a
research field, which deals with descriptions beyond the original framework of thermostatic
systems or reversible thermodynamic processes. In general, systems are neither in thermal
equilibrium nor undergo reversible processes. Lacking these conditions to apply classical
thermodynamic theories, one seeks for new descriptions [3]. Among other things, these differ
in whether they are theories on a macroscopic or a microscopic level [3–5]. The microscopic
framework is summarized under the term nonequilibrium statistical mechanics. Within this
framework there have been derived a number of fluctuation relations, characterizing the dis-
tribution of thermodynamic variables, such as the ratio of entropy producing and destroying
trajectories, in a nonequilibrium process [6, 7]. The term fluctuation depicts the random de-
viations of a system from its average (equilibrium) state. Especially for small systems, these
fluctuations, such as those of the kinetic energy of all particles in a system, are considerably
large.
One of the fluctuation relations is Crooks’ theorem [1,2]. It relates the probability to impose
a certain amount of work to a system undergoing a nonequilibrium process to the probability
of extracting it in the reverse process. It is the fluctuations addressed above, which broaden
the distribution of the work in such a process. These fluctuations become more relevant for
small systems with few degrees of freedom. The examples, where fluctuation theorems are
applied, are typically of nanoscale size, e.g. RNA folding experiments [8], or a particle in an
optical trap [9].
An example which has fluctuations inherent to it at macroscopic scales is turbulence.
Turbulence is a ubiquitous phenomenon observed in hydrodynamic flow. It determines at-
mospheric processes, and the weather activity. A turbulent flow involves many temporal and
spatial scales, on which it fluctuates and changes its behaviour abruptly. Talking about fluc-
tuations in this context, one refers to the fact that quantities of interest of the system, such
as the velocity at a point or the energy in a length scale, vary strongly around their average
value. Like for thermodynamic systems, there exist approaches to describe turbulent flow in
statistical terms [10]. The most famous example is the Kolmogorov 1941 theory [11,12] char-
acterizing inertial cascades of three-dimensional turbulence, and its two-dimensional counter-
part from Kraichnan 1974 [13, 14]. The difference to “thermodynamic” fluctuations is that
the fluctuations in turbulent flow are a phenomenon of macroscopic systems.
Speaking about fluctuations in both contexts, on might ask whether they are comparable
by an analogy, which suggests the application of fluctuation relations from thermodynamics
to the macroscopic system of fluid flow. In this thesis a model project addressing this con-
nection is examined: the verification of the Crooks relation for a model of two-dimensional
hydrodynamic flow. We considered two dimensions, since large scale atmospheric motion can
be approximated well by dynamics in horizontal direction. Within our model the velocity of
an inviscid and divergence-free two-dimensional fluid in a restricted domain is approximated
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by a truncated Fourier series. The fluid field conserves its energy as long as it is not disturbed.
Moving the boundaries changes the energy, depending on the exact fluid field in the domain.
Considering the proper choice of initial conditions, for this change in energy the Crooks rela-
tion is shown to hold. Although being a rather idealised framework, this example illustrates
the applicability of fluctuation relations defined for microscopic fluctuations to macroscopic
ones.
1.2. Fluctuation relations and prediction
As a typical example for turbulent flow we named above the dynamics in the atmosphere, or
the weather activity. The description of weather phenomena goes beyond fluid dynamics, and
involves the description of the earth’s interaction with the sun, the atmosphere’s interaction
with the ocean, the inclusion of water as vapour and precipitation, and much more [15, 16].
It is a highly complex system with many degrees of freedom, and chaotic dynamics [17].
Furthermore, observations and measurements of quantities (such as temperature, or wind
speeds) in this system are limited and object to measurement error. We are faced with these
difficulties when we try to understand and model the weather or climate, which we do in order
to predict it. For different reasons we are interested in weather forecast predicting values for
temperature, precipitation, and wind speeds, but also in warnings of extreme events such
as frosts, floods, or thunderstorms. Besides for weather phenomena, predictions are also of
interest in other fields, such as the financial market [18,19], sports [20], or politics [21]. The
similarity these different types of prediction share is that they inherit an uncertainty, which
is caused by insufficient data basis, or inaccurate underlying models.
Returning to the example of turbulent flow, we motivated above that there are quantities
which fluctuate quite strongly, but which on the other hand can be shown to fulfil a fluctuation
relation in a certain context of analogy. This is knowledge about the distribution of a variable
that goes beyond the information obtained by pure measurement data. Taking such a relation
simply as constraint on the distribution, one can ask how the knowledge about this constraint
can be used to improve predictions on that quantity. This is what motivates the application
of fluctuation theorems to macroscopic systems. We address it in an example which examines
the calculation of exceedance probabilities in a situation, where only the knowledge about
Crooks’ relation and a set of data values are given.
1.3. This thesis
This thesis is structured as follows. Chapter 2 gives a short introduction to thermodynamics.
We start at a phenomenological level, with the example of isothermal processes. After that
we step into the details of statistical thermodynamics introducing a derivation of the Gibbs’
ensembles. We close the chapter with a section about nonequilibrium work relations, where
the central equation of this thesis, the Crooks fluctuation theorem, is introduced.
Chapter 3 gives an introduction to two-dimensional fluid flow. We derive the equations
governing the dynamics, and present theories describing its statistical behaviour.
These two chapters on basic concepts essentially report on textbook knowledge and the
content of recent research articles, where the presentation has been adapted to lay out the
background needed for the scientific work presented within the frame of this thesis.
In Chapter 4 the application of Crooks’ relation to two-dimensional fluid flow is examined.
We introduce a nonequilibrium process involving the modification of the evolution equations
of the flow. Besides other results supporting the analogy to typical thermodynamic systems,
2
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the Crooks’ relation is verified numerically for a (canonical) ensemble of fields. The numer-
ical results are supported by a rigorous proof. We close the chapter with some examples
illustrating the scope of the proof.
In Chapter 5 the analysis of using the Crooks relation in order to improve predictions
is presented. The prediction target is to forecast the probability of exceeding a threshold.
Predictions are obtained on the basis of a small data set. With a little calculation the
“Crooks forecast” using the knowledge about Crooks’ relation, is introduced. We show that
this forecast is superior to a frequency estimate of the data. This finding is illustrated on
three examples.
Parts of the results presented in Chapters 4 and 5 are published in [22] and [23].
The thesis is finished with a conclusion and an outlook.
3

2. Fluctuation Theorems, Thermodynamics
and Statistics
This chapter is about selected topics of thermodynamics and statistics. It starts with a
phenomenological introduction using the example of isothermal processes, where we explain
terms like equilibrium and nonequilibrium, present the second law of thermodynamics, and
the thermodynamic entropy. In the second section we derive a microscopic description of
thermodynamic systems at equilibrium employing a statistical definition of entropy. We
return to the processes, which push the system out of equilibrium, in the third section,
where we motivate that for nanoscale systems the second law holds only on average over
many repetitions of a process. Two fluctuation theorems are introduced, which quantify the
distribution of work performed in a nonequilibrium process, further. One of them is the
Crooks fluctuation theorem, which we will encounter again throughout the whole thesis.
This introduction restricts to concepts and equations needed in this thesis. Especially in the
first two sections, the content can be found in a similar manner in standard thermodynamics
textbooks (e.g., [24–26]), to which we refer the interested reader for further information.
2.1. The thermodynamics of isothermal processes
Consider a thermodynamic system, e.g., a cylinder filled with gas, which is surrounded by
an (ideal) heat bath. See Fig. 2.1 for an illustration. The heat bath is much larger than the
system, and exchanges heat with it, hence the name. It has a given temperature T . If there
is no net exchange of heat between the system and the heat bath, the system is in thermal
equilibrium with the heat bath. Its state can be described by state functions, which do not
change over time. There are two types of state functions: intensive and extensive quantities.
Intensive quantities, such as temperature or pressure, have the same value, if one considers
two systems of the same type, while extensive quantities, such as volume or internal energy,
double their value when considering two systems.
λ control
parameter
heat δQwork δW
heat bath
temperature Tsystem
internal
energy E
Figure 2.1.: Schematic illustration of a thermodynamic system, coupled to a heat bath. Both can
exchange heat with each other. Work can be imposed to the system, controlled by an external
parameter λ.
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Suppose there exists an external parameter λ, which could be for example the position of
the piston in the cylinder filled with gas. Now, this parameter is changed according to a
protocol from one value, λ0, to another, λ1. This can be done infinitely slowly, which will
give the system enough time to relax and stay in thermodynamic equilibrium all along the
process. Changing this parameter within finite time will bring the system out of equilibrium,
or better, into a nonequilibrium state. If it is coupled to the heat bath during the process,
per change δλ an amount of heat δQ is entering or leaving the system. For convention, we
will consider quantities to be positive, whenever they are entering the system, and negative,
whenever they are leaving the system.
As we think of the heat bath as an ideal one, its temperature will not change in this process,
so the heat is entering the system reversibly. The change −δQ of the heat bath can be related
to the change in its (thermodynamic) entropy S0, which is given by
dS0 =
−δQ
T
.
The thermodynamic entropy is, like the internal energy, a state function.
The second law of thermodynamics, which is a postulate, states that the entropy of an
isolated system can only increase. The isolated system here is the system and the heat bath
together. Thus, the total change in entropy - of the system and its surroundings - must be
positive, i.e.
dS = dS0 + dSS ≥ 0.
This implies
dSS ≥
δQ
T
for the change in the system’s entropy SS .
The first law of thermodynamics, which is the energy conservation law, states that a
system’s internal energy E can only change due to work δW , done to or performed by the
system, and heat δQ, entering or leaving the system,
dE = δW + δQ.
Using the first law, we find
δW = dE − δQ ≥ dE − TdSS.
If the temperature T is constant, this can be rewritten as
δW ≥ d(E − TSS) = dF,
where the latter is the free energy F , a state function obtained from the internal energy E
by a Legendre transform,
F = E − TS. (2.1)
While the internal energy E(V, S) depends on the volume of the cylinder and the entropy,
the free energy F (V, T ) depends on the volume and the temperature.
Summing up all the contributions δW and dF along the whole protocol, we find:
W ≥ ∆F, (2.2)
6
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where ∆F is the difference of free energy between final and initial (equilibrium) state, ∆F =
F (λ1) − F (λ0).
In any isothermal process the difference in free energy is a lower bound to the amount of
work that has to be imposed. This lower bound will only be reached in the reversible limit.
Similar inequalities can be derived for other types of processes.
2.2. Statistical thermodynamics: the entropy, and the ensembles
In this section we want to contrast the phenomenological thermodynamics, which we used in
the previous section, to a statistical approach. The statistical entropy is introduced, which is
a quantity measuring the number of possible microstates of a system given some macroscopic
quantities. After that the microcanonical and the canonical ensemble are presented.
2.2.1. The statistical entropy
Statistical mechanics is an approach which is used to derive the phenomenological behaviour
of thermodynamic systems from its behaviour guided by mechanical laws at microscopic
scales. It is a statistical method, since it assesses the microscopic behaviour in terms of
probabilities to find the system in a certain microscopic state.
Consider a volume V filled with N particles, having 2 × 3N degrees of freedom {xi, vi},
which are the positions and velocities (or momenta) of the particles (In principle, this could be
any system with a given number of degrees of freedom). We name a microstate a fixed set of
values {xi, vi}, which is an element of the phase space Γ. As time goes by, the particles move,
and the system evolves through the phase space. In contrast, a macrostate is a state of the
system which is determined by some macroscopic state variables, e.g. pressure p, temperature
T , and/or energy E. There exists a set of microstates belonging to the same macrostate. This
set is called an ensemble [27].
We now want to derive expressions for the statistical entropy, a quantity measuring the
number of possible microstates given a macrostate.
As a start we assume that a system of constant volume V and energy E at equilibrium is
in each of its possible microstates with equal probability. This is a reasonable assumption,
but it has to be postulated. This postulate is called the equal a priori probability postulate,
see, e.g., [28–30]. Attempts to prove it can be found in, e.g., [31].
We denote with Ω the number of microstates given a macrostate. The higher Ω is, the less
we can tell about the system. In an equilibrium state the number of microstates is maximal.
This leads to a definition of the (statistical) entropy. We demand that the statistical entropy
shall only be a function of the number of microstates. The number of microstates of two
systems is the product of their respective number of microstates. Thus, the statistical entropy
can only be proportional to the logarithm of the number of microstates,
S = k ln Ω.
The proportionality factor k gives the relation between thermodynamic and statistical en-
tropy. Setting k equal to the Boltzmann factor kB = 1.38 × 10−23J/K, we obtain the
Boltzmann entropy: S = kB ln Ω.
Considering a number of macrostates, each consisting of a number of microstates, this
expression can be generalized to
S = −kB
∑
i
pi ln pi, (2.3)
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where pi is the system’s probability to be in the ith macrostate. Assuming equiprobable
states with pi =
1
Ω
, we return to the Boltzmann entropy.
It could be shown by Jaynes that the Gibbs entropy is equal to the thermodynamic entropy
introduced above [32].
Further, there exists an information theoretic approach, defining the Shannon entropy [33].
The formula calculating the latter is the same as for the Gibbs entropy (2.3), besides the fact
that the prefactor is not necessarily the Boltzmann constant. The Shannon entropy quantifies
the ignorance or lack of knowledge about a system. Less information about the system leads
to less restrictions on the possible distribution of microstates, and thus to a higher Shannon
entropy.
In the following, we will derive two of the thermodynamic ensembles by maximizing the
Shannon entropy under different constraints. (The prefactor k is set equal to kB .) We
know that the Shannon entropy and the Gibbs entropy are the same, and the Gibbs entropy
is equivalent to the thermodynamic entropy. Thus, from the results (i.e., the probability
distribution of the microstates) obtained in this statistical approach, it is possible to calculate
quantities relevant for the thermodynamic equilibria, for example, the free energy.
We will use the differential version of the entropy containing a probability density, i.e. not
necessarily consider only discrete states,
S = −kB
∫
dΓρ ln ρ,
which we maximize to calculate the phase space probability density ρ({xi, vi}).
The motivation for such a statistical description is the assumption that the time average
of a quantity of the system is the same as the ensemble averages. Usually, the systems
are assumed to be Hamiltonian, i.e. conservative and with degrees of freedom obeying a
canonical structure∗. This provides that the measure, and thus the density, is dynamically
invariant and hence a meaningful quantity. We will assume this dynamical invariance, but
not use this canonical structure here explicitly. Our motivation for this is that we will
introduce the equilibrium statistics of truncated Euler flow in the next chapter, for which
such a canonical structure does not exist. Nonetheless, it can be shown that the density is
dynamically invariant for this system (see Sec. 3.3.2).
2.2.2. The microcanonical ensemble
The first ensemble we consider is a set of microstates that all have the same energy E0. We
assume a fixed number of particles N in a given volume V . Imagine that neither the number
of particles in the volume changes, nor do they exchange energy with the surroundings (but
for sure they can exchange energy between each other in collisions). To obtain the equilibrium
density we have to maximize the Shannon entropy for microstates that have a certain energy
E0 under the constraint of normalized density,
S = −kB
∫
mc
dΓρ ln ρ entropy,
∫
mc
dΓρ = 1 normalization,
∗The degrees of freedom are (q, p) = {qi, pi}. The Hamilton function is given by H(q, p, t). The canonical
equations describe the motion of the systems. They are
q̇i =
∂H
∂pi
, ṗi = −
∂H
∂qi
.
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where the integrals run over all systems with N particles within a volume V that have energy
E({xi, vi}) in the interval E0 < E < E0 + ∆E, ∆E → 0. We indicated this in the subscript
“mc”. We use the method of Lagrangian multipliers to satisfy the normalization constraint,
and maximize
L = S + γ
(∫
mc
dΓρ− 1
)
,
with the Lagrangian multiplier γ. This leads us to the microcanonical equilibrium density,
ρmc =



1
Z
if E0 < E < E0 + ∆E,
0 else.
(2.4)
The prefactor Z is the partition function, obtained through the normalization, giving the
number of microstates, which we denoted by Ω above.
Depending on the system considered, different prefactors have to be included into Z. For a
system of classical particles one can derive from quantum mechanics a prefactor of 1
h3N
, with
h being Planck’s constant, and another prefactor 1N ! for indistinguishable particles.
If we consider the limit ∆E → 0, the density can be written using a delta distribution,
ρmc ∼ δ(E({xi, vi}) − E0).
2.2.3. The canonical ensemble
We now replace the restriction of microstates with a certain energy E0 by the claim of having
the energy E0 as the average over all given microstates. The variation in energy comes
through the interaction of the particles with the surroundings, which are included in this
ensemble. We maximize the Shannon entropy under the constraints of normalized density
and of mean energy E0. As before, we assume a fixed volume V and particle number N . Our
maximization problem then is given by
S = −kB
∫
c
dΓρ ln ρ entropy, (2.5a)
∫
c
dΓρ = 1 normalization, (2.5b)
∫
c
dΓρE({xi, vi}) = E0 mean energy, (2.5c)
where the integrals, indicated with subscript “c”, run over all possible systems for N particles
within a volume V . With the help of Lagrangian multipliers we maximize
L = S + γ
(∫
c
dΓρ− 1
)
+
β
kB
(∫
c
dΓρE({xi, vi}) − E0
)
,
and find
ρc =
e−βE
Z
(2.6)
as the equilibrium density of the canonical ensemble, where
Z =
∫
c
dΓe−βE
is the partition function of the canonical ensemble and provides a normalized density.
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The canonical ensemble can be considered as a small system coupled with a much larger
heat bath, as we introduced it in Sec. 2.1. The system and the heat bath can exchange energy,
but not particles. Both together can be described by a microcanonical ensemble with a given
energy E, which is much larger than the average energy in the small system. Via this energy
the whole system (i.e., basically the heat bath, as it is much larger) defines a temperature T ,
and one can find that this temperature is related with the Lagrangian multiplier β through
β =
1
kBT
, (2.7)
thus the parameter β is proportional to the inverse temperature. With this in mind, we can
rewrite the partition function with the help of the free energy F . Consider the Legendre
transform of the internal energy E to the free energy F as given by Eq. (2.1). Inserting the
canonical entropy and average energy, as given by Eqs. (2.5a) and (2.5c), using the canonical
equilibrium density, Eq. (2.6), we obtain a relation between the free energy and the partition
function, namely
Z = e−βF .
The free energy is the best suited thermodynamic potential to describe the canonical ensem-
ble, it is a function of temperature T , volume V (and particle number N), quantities which
are constant for a given ensemble.
2.3. Nonequilibrium work relations
With the statistical results we derived in the previous section at hand, one can describe
the microscopic behaviour of a thermodynamic system - but only at equilibrium. We now
want to give more information about its behaviour when pushed out of equilibrium. There
such descriptions by ensembles are in general not available and one has to find alternative
approaches.
In Sec. 2.1 we introduced the second law, and noted down its formulation for isothermal
processes. Here, we replace Eq. (2.2) by
〈W 〉 ≥ ∆F, (2.8)
where 〈·〉 denotes the average over the ensemble, i.e., over all possible microstates, with which
the process is started. In fact, it can be shown that the second law holds only on average over
the ensemble, or as an average over many repetitions of the same process. For macroscopic
systems, like the ones we usually have in mind or do experiments with, this would not make
a difference. We would have to repeat the experiment extremely often to find one of the
rare events where the work is smaller than the free energy difference. The probability to find
such events decreases exponentially fast with increasing system size (i.e. increasing particle
number N [34]). Spoken the way round, if the system is small, we will indeed find these
trajectories, which will violate the non-averaged version of the second law. However, they
are not unphysical. Equation 2.2 holds only for the average.
In the following we will present two equations, which give more details about these ap-
parent violations of the second law. They can be put into a group of nonequilibrium work
relations [34], in a greater context they belong to the so-called fluctuation theorems. The
latter are equations quantifying the distribution of work, heat, entropy production (or others)
in a system which is driven out of equilibrium, further. This thesis will not review on all
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of those, the interested reader is referred to [35], which contains a general classification of
fluctuation theorems and further references.
Here, we refer to fluctuations as the deviations of the work production from its statistical
average, which become significant for small systems. Fluctuation theorems give insight into
systems which would not have been obtained by simply extrapolating macroscopic thermody-
namics to small scales. “Rather, they reveal genuinely new, nanoscale features of the second
law.” [36].
2.3.1. The Jarzynski fluctuation theorem
The Jarzynski fluctuation theorem [37,38] states that
〈e−βW 〉 = e−β∆F . (2.9)
Several derivations of this equation are available, by Jarzynski himself considering Hamilto-
nian systems weakly coupled to a heat bath [37], or by a master equation approach [38]; as
well as by Crooks considering microscopically reversible systems obeying Markovian dynam-
ics [1] or as a special case of a more general theorem derived from forward and backward
path averages [39].
Repeating the experiment described in Sec. 2.1, the Jarzynski relation implies that if there
are trajectories where the imposed work is larger than the free energy difference, there must
be those as well with the work smaller than ∆F . However, the latter are a lot rarer, but
they are weighted more strongly, as their weight e−βW grows fast for negative W (assumed,
that β is positive). In general, or statistically speaking, the work W for a realization of the
process is drawn from a distribution p(W ), which is broader the faster the process and the
smaller the system is.
2.3.2. The Crooks fluctuation theorem
The Jarzynski fluctuation theorem is complemented by the Crooks relation [2],
pf (W )
pb(−W )
= eβ(W −∆F ). (2.10)
For this equation a backward process is considered. Backward means to change the parameter
λ from λ1 to λ0 under the same, but time-inverted protocol. This leads, like in the forward
process, to a distribution of work, which is denoted with pb(W ) (and the distribution in the
forward process with pf (W )). Depending on the system or model and the nonequilibrium
process, there exist different formulations of this theorem, e.g. a relation for the entropy
production rate, or a formulation that relates the trajectories in the forward process to
those of the backward process [1]. We refer the interested reader to the literature on these
derivations [1, 2, 39–43]. A derivation of Crooks’ relation for the system of truncated Euler
equations under deformation can be found in Chapter 4.
Thinking about the example of the cylinder filled with gas, the forward and backward
processes are pushing or pulling the piston, respectively.
Equation (2.10) holds for any process, independent of how far the system is pushed out of
equilibrium and whether the system is coupled to the heat bath or not during the process. It is
only important that both the forward and the backward process start in thermal equilibrium.
These thermal equilibria provide the parameters β and ∆F as the inverse temperature of the
heat bath, and the free energy difference of the equilibrium states.
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In general, the derivation of the fluctuation theorems have notably advanced the knowledge
in nonequlibrium thermodynamics. Investigation into these relations and refinements is still
ongoing, see e.g. [44, 45]. Fluctuation theorems have also been object to tests in different
numerical or laboratory experiments. Numerical or experimental examples, where either
one or both of the Jarzynski and Crooks fluctuation theorems have been verified, are given
in [46–49], or [50, 51], respectively. The most prominent example is their application in
single-molecule experiments, see e.g. [52–54], where they can be used to estimate the free
energy difference [8,55,56]. This list is not complete, for further literature see, e.g., [36], and
references therein.
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This chapter is dedicated to two-dimensional hydrodynamic flow. After introducing notation
and some quantities, we will derive the equations describing the flow in different formulations.
In the second part of the chapter we address the equilibrium properties of this flow. We
are interested in approaches describing the flow statistically. We report about different of
those approaches, and will illustrate one of them, the description by a generalized canonical
ensemble, in more detail. This equilibrium description is needed in Chapter 4.
3.1. Introduction and notation
3.1.1. The Eulerian decomposition
Before we introduce the forces acting on fluid elements (or particles in a fluid), we will clarify
and define some notations here. In the following we will derive an equation for a whole fluid
field that has a velocity ~v(x, y, z, t) at a point (x, y, z) in space and time t. We, as an external
observer, observe this fluid field, where the velocity at each point changes with time. The
change in any quantity q(x, y, z, t), such as pressure or temperature or the velocity itself, as
measured by a comoving particle is given by dqdt . It is called the material (or convective)
derivative, and can be decomposed in the following way,
dq
dt
=
∂q
∂t
+
∂q
∂x
∂x
∂t
+
∂q
∂y
∂y
∂t
+
∂q
∂z
∂z
∂t
=
∂q
∂t
+ ~v · ∇q. (3.1)
Equation (3.1) is called the Eulerian decomposition of the derivative. The change in any
quantity that a comoving particle is “observing” is the change of this quantity because of its
inherent time dependence, ∂q∂t , plus the change the particle sees because it is moving through
the field with velocity ~v. This latter term is called the advection term. The external observer
measures ∂q∂t . The mathematical terms of a total and partial derivative are used as well.
We will later derive an equation for a particle’s acceleration and rewrite this as an equation
for the field ~v(x, y, z, t) using Eq. (3.1).
3.1.2. The vorticity and the stream function
The velocity field, like any vector field, can be written as the sum of a vector field which
has no divergence and another one with vanishing curl. Up to a constant vector field, this
decomposition is unique,
~v = ~c+ ~d, with ∇ · ~d = 0, ∇ × ~c = 0.
The vector fields ~c and ~d can be written as the gradient of a scalar potential and the curl of
a vector potential, respectively,
~c = ∇Φ, ~d = ∇ × ~A. (3.2)
The same holds for the vector field ~v, if either its divergence or curl vanishes.
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ψmax
ψ1 > ψ2 >
ψ3
~v~v
~v
~v
Figure 3.1.: Sketch of the stream function ψ and the corresponding velocity ~v in two-dimensional flow.
The black curves are equipotential lines of the stream function. The velocity ~v, indicated by arrows,
is always tangential to these lines, with increasing stream function to their right. Its absolute value
|~v| is higher in regions, where the equipotential lines are close to each other.
We call the curl of the velocity field the vorticity, ~ω := ∇ × ~v. This is a pseudovector
field. It measures the local rotation in a fluid. This quantity can sometimes be misleading, as
examples can be constructed of fluid blobs with velocity ~v = ar2~ez × ~r that have no vorticity.
On the other hand, parallel streamlines with the velocity increasing perpendicularly to the
direction of flow lead to a nonzero vorticity.
Later in this chapter, we will restrain to two-dimensional motion, i.e. the velocity lies in
the horizontal x-y-plane. Then the vorticity has only one, namely the vertical, component,
i.e. it is a scalar quantity. We will denote it with ω and still name it vorticity,
ω = ∂xv
y − ∂yvx. (3.3)
In two dimensions, the divergence-free part of the velocity field can be written as the
antigradient of a scalar function ψ,
~dh = ∇⊥ψ =
(
−∂yψ
∂xψ
)
. (3.4)
This is equivalent to define the vector potential ~A in the decomposition of the velocity field
(cf. Eq. (3.2)) to be ~A = (0, 0,−ψ)T (The minus sign is by convention).
If the velocity is two-dimensional, and divergence-free, ψ is called the stream function and
contains all information about the fluid. The particles (or the fluid) flow tangentially to the
level curves of the stream function having the increasing direction of the stream function to
their right. Figure 3.1 sketches this.
3.2. Equations of motion for fluid flow
In this section we would like to derive the equations governing fluid flow. We will start in
three dimensions, and with a small number of assumptions derive the Navier-Stokes equation.
Later we simplify this equation by making further specifications of the fluid, and restricting
to two dimensions. This will lead us to the Euler equation.
Historically, this development was the other way round. Leonhard Euler derived the equa-
tions governing inviscid fluids in 1755. Claude Louis Marie Henri Navier and George Gabriel
Stokes both formulated expressions for forces acting on viscous fluids in the first half of the
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19th century. The name Navier-Stokes equation is now customary, though there was also
Barré de Saint-Venant, who wrote down a correct derivation of this equation in 1843 (two
years before Stokes).
We make two assumptions about the fluid. We require it to be incompressible, and Newto-
nian. The first condition is equivalent to demanding a constant density ρ, or that the velocity
field has a vanishing divergence at any point,
∇ · ~v = 0. (3.5)
The second condition means that the fluid fulfils Newton’s law of viscosity, which says that
its stress tensor is proportional to the spatial change of the velocity vector.
The following derivations follow those of [15,57].
3.2.1. The Navier Stokes equation for an incompressible Newtonian fluid
To derive the equations for two-dimensional fluid flow, we start with Newton’s 2nd law and
set the acceleration of a fluid blob (of mass m) equal to the forces acting on it,
d~v
dt
=
1
m
~F . (3.6)
Here, we use the material derivative as introduced in the previous section, since the forces
are acting on the fluid element. We will later rewrite this material derivative using Eq. (3.1)
to obtain the equations for the velocity field.
The forces acting on the fluid element we will consider here are surface forces. We take
into account the pressure force and viscous forces. The pressure force can be derived from
the force on a surface, on which a pressure p(x, y, z, t) acts, d~F = pd ~A, where d ~A is the
vector orthogonal to the surface element and with absolute value equal to the area of the
surface. Now, we think about the fluid element as a small cube of size dx dy dz. We sum up
the forces acting on each surface, approximating pressure-terms like p(x + dx, y, z, t) with a
Taylor expansion up to first order about (x, y, z) (and similarly for y and z). We obtain
~Fp = −dx dy dz∇p = −
m
ρ
∇p
as the pressure force. It acts perpendicularly to surfaces of equal pressure, pointing towards
decreasing pressure.
If the fluid is viscous, there are stresses acting on each fluid element. We will denote these
stresses with τ , a tensor of second order. The component τ ij is the stress in direction j on
the surface with the normal pointing in direction i. There are two types: normal stress τ ii,
where both directions/indices are equal, and shear stress τ i,j 6=i, where they are not. The
tensor τ is symmetric, because no torque acts on the volume element. The imbalances of the
stresses acting on the surface elements of the cube impose the viscous force. Summing up
these stresses, with linear approximation of the stress tensor (like for the pressure before),
we find, for the ith component of the viscous force,
F is = dx dy dz
∂τ ik
∂xk
,
where we used Einstein summation convention. The pressure gradient, which is a surface
force, would normally enter into τ ii. As we have already considered it explicitly above, we
exclude it in the stress tensor.
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To connect the viscous force with Newton’s law, Eq. (3.6), we have to relate the stresses
and the velocity with each other. We provide this by assuming the fluid to be Newtonian.
Then the relation between the stress tensor and the velocity is defined by
τ ij = µ
{
∂vi
∂xj
+
∂vj
∂xi
}
.
Here, µ is the absolute viscosity, which is a property of the material and can depend on the
temperature or pressure. Especially for incompressible fluids, it is more convenient to use
the kinematic viscosity, ν = µρ . If the fluid is incompressible, the viscous force is given by
~Fs = mν∆~v.
Further forces acting on the fluid can be due to gravitation, ~Fg = −m∇Φ, and, depending
on the coordinate system, fictitious forces like the Coriolis force,
~Fc = −2 m ~Ω × ~v, (3.7)
acting on the fluid in a reference frame rotating with angular velocity Ω = |~Ω|. These forces
become relevant, for example, if one wants to describe the motion of the atmosphere.
Considering now only the surface forces and rewriting the material derivative with the
Eulerian decomposition, Eq. (3.1), leads us straightaway to the Navier-Stokes equation for
an incompressible Newtonian fluid,
∂~v
∂t
+ (~v · ∇)~v = −1
ρ
∇p+ ν∆~v. (3.8)
Together with the incompressibility condition, Eq. (3.5), and subject to given initial and
boundary conditions for the velocity field ~v, it provides a complete description of the flow.
By calculating the divergence of Eq. (3.8), one can derive a Poisson equation for the pressure,
the inhomogeneity of which is given by derivative of the velocity field,
∆p = −ρ(∂ivj)(∂jvi), (3.9)
which shows that the pressure is a non-local function of the velocity ~v. This non-locality
enters the evolution equation via the pressure gradient. Thus, even if there is only a small
area of nonzero velocity at an instant, this connection will change the velocity in the whole
domain.
3.2.2. The Euler equation describing inviscid flow
The Euler equation follows from the Navier-Stokes equation, (3.8), by assuming the fluid to
be inviscid. That means, the viscosity ν is set equal to zero. With this we will describe what
is named an ideal fluid (e.g. in [58]). The property of zero viscosity implies that the force
acting on a fluid element is at any point orthogonal to its surface. There is no tangential
force. The only force acting on the ideal fluid is imposed by the pressure. Thus, the Euler
equation reads:
∂~v
∂t
+ (~v · ∇)~v = −1
ρ
∇p. (3.10)
In the wording “ideal” we can already read that in reality there is no such fluid. Real fluids
have viscosity, and are compressible. However, there are examples where compressibility can
be neglected, e.g., if one thinks about air: it is a highly compressible gas, but if its flow
velocity is much lower than the speed of sound, it behaves like an incompressible fluid.
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3.2.3. The two-dimensional Euler equation in vorticity formulation
We now want to restrict the dynamics to two dimensions. From now on we are in the x-
y-plane, the velocity has only two components. We derive the Euler equation for vx with
respect to y and vice versa, and subtract the resulting equations from each other. (This
derivation can be found, for example, in [15].) This leads to an evolution equation for the
(scalar) vorticity field as defined in Eq. (3.3),
∂ω
∂t
+ (~v · ∇)ω = 0. (3.11)
Here, the incompressibility condition, Eq. (3.5), has been used. The pressure term has
vanished, but the pressure can still be calculated via Eq. (3.9). To fulfil the incompressibility
condition automatically, we will use the stream function, which was introduced in Eq. (3.4).
This way we can rewrite the advection term,
(~v · ∇)ω = −(∂yψ)(∂xω) + (∂xψ)(∂yω) =: J(ψ,ω), (3.12)
and name it the Jacobian. The connection between vorticity and stream function can be
found by inserting definitions,
ω = ∂xv
y − ∂yvx = ∂x∂xψ − ∂y(−∂y)ψ = ∆ψ.
We can rewrite Eq. (3.11) and the above relation, and obtain a new set of equations:
∂ω
∂t
+ J(ψ,ω) = 0, (3.13a)
∆ψ = ω. (3.13b)
We will name Eq. (3.13a) vorticity equation in the following, mentioning that in the literature
one often refers to its three-dimensional version by this name.
The initial conditions of the velocity field define initial conditions for the stream function
up to a constant, which can be set equal to zero. The fluid field is uniquely defined by the
stream function, its velocity or vorticity can be calculated at any instant via Eqs. (3.4) and
(3.13b), respectively. Numerically, Eq. (3.13a) is solved for the vorticity, and the stream
function is updated via Eq. (3.13b).
There are a number of examples, where the flow is or can be considered as two-dimensional.
The flow in soap films is well approximated in two dimensions [59], as well as in thin layers on
top of thick layers of denser fluid [60,61]. Further, fluids can be forced into two dimensions by
external fields, such as by a strong magnetic field acting on a metal liquid [62]. Large-scale
atmospheric flows can be considered quasi-two-dimensional. Including the Coriolis force,
Eq. (3.7), the evolution of the vorticity obeys the so-called barotropic vorticity equation,
which is used and elaborated in the field of geophysical fluid dynamics [63]. First weather
simulations approximated the weather above North America by a numerical integration of
the barotropic vorticity equation [64].
We have not yet defined the domain D on which the fluid evolves, nor the boundary
conditions for the system. In this thesis, we will restrict to rectangular domains of size
L × M . In our considerations, we will not care about effects imposed by boundaries at all,
and take into account periodic or Dirichlet boundaries. Using periodic conditions implies
that the flow out through one boundary enters on the opposite side,
a(x, 0) = a(x,M), a(0, y) = a(L, y) ∀x ∈ [0, L], y ∈ [0,M ],
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for quantities ~v, ψ, ω. By Dirichlet conditions we mean that the stream function is zero at
any boundary. This forces the flow to be only tangential to the boundaries. (Any nonzero
constant ψ would work as well.) This condition is also referred to as the slip-condition, which
emphasizes that the boundary has no effect on the flow. This stands in contrast to the no-
slip-condition, where viscosity is present. There, a boundary layer is approximated, in which
the velocity decreases towards zero at the boundary.
The flow obeying the vorticity equation conserves an infinite number of quantities. For
the derivation of their conservation we assume the domain D to be the L×M rectangle, but
the same results can be derived if one considers the whole R2 with a solution ω sufficiently
smooth and vanishing sufficiently fast as |(x, y)t| → ∞. (See, e.g., [65] or [10] for details.)
One of these conserved quantities is the kinetic energy
E =
ρ
2
∫
D
dxdy |~v|2 = −ρ
2
∫
D
dxdy ωψ, (3.14)
where we will set the constant density ρ equal to one in the following. Actually, the quantity
written here is an energy per unit length z. Nevertheless, we will refer to it as the energy. Fur-
ther, the integral over the domain of the vorticity to the power of any integer n is conserved,
Γn =
∫
D
dxdy ωn. (3.15)
The integral with n = 1 is often referred to as the circulation, the quantity Γ2 is named the
enstrophy,
Γ2 =
∫
D
dxdy ω2. (3.16)
We will show the proof of this conservation for the rectangular domain with periodic or
Dirichlet boundaries here. To do so, we calculate the integral of the Jacobian (introduced in
Eq. (3.12)) of two quantities a and b subject to these boundary conditions, which we find to
be zero.
L∫
0
dx
M∫
0
dy J(a, b) =
L∫
0
dx
M∫
0
dy (∂xa∂yb− ∂ya∂xb)
=


M∫
0
dy a∂yb
∣
∣
∣
x=L
x=0
−
L∫
0
dx
M∫
0
dy a∂x∂yb

−


L∫
0
dx a∂xb
∣
∣
∣
y=M
y=0
−
L∫
0
dx
M∫
0
dy a∂y∂xb


= 0,
where the first and third term in the second line vanish due to the boundary conditions, and
the other two cancel each other. The integral over the Jacobian of a and b times the nth
power of a vanishes, too, because
anJ(a, b) =
1
n+ 1
J(an+1, b). (3.17)
The time derivative of Eq. (3.15) can be rewritten, using the vorticity equation, Eq. (3.13a),
as a decreased power of vorticity times the Jacobian of vorticity and stream function,
∂tΓ
n =
L∫
0
dx
M∫
0
dy nωn−1∂tω = −
L∫
0
dx
M∫
0
dy nωn−1J(ψ,ω) = 0, (3.18)
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and is zero.
The time derivative of the kinetic energy, Eq. (3.14), acts on the vorticity as well as the
stream function. To involve only time derivatives of the vorticity, we have to integrate by
parts twice and use Eq. (3.13b). The boundary terms will vanish. Using Eqs. (3.13a) and
(3.17), we find the time derivative of the energy to be zero,
∂tE = −
1
2
L∫
0
dx
M∫
0
dy (∂tψ ω + ψ∂tω) = −
L∫
0
dx
M∫
0
dy ψ∂tω =
L∫
0
dx
M∫
0
dy ψJ(ψ,ω) = 0.
Two-dimensional flow can show turbulent behaviour. There is no unique definition of
turbulence, but in the literature the general notion of turbulent flow is one of chaotic motion
involving many degrees of freedom, and a wide range of scales in space and time. (See,
e.g., [57,66] for details.). Turbulence can be driven by the insertion of energy to the flow (at
an integral length scale), it involves the transport of energy within different scales, and its
dissipation at a smallest scale (dissipation length), where viscosity smooths out the dynamics.
The properties of turbulent flow in two and three dimensions are, however, quite different.
Due to its conserved quantities, two-dimensional flow imposes a transfer of energy towards
largest scales, where it accumulates and thus the flow is dominated by large scale structures,
which in general are called vortices. The upward energy transfer is accompanied by a transfer
of enstrophy towards smallest scales, where it is dissipated out for any non-ideal fluid with
nonzero viscosity.
These phenomena, the conserved quantities and the upward energy and downward enstro-
phy transfer, cannot be found in three-dimensional flow. In the latter there is a cascade of
energy downwards, with big eddies breaking up into smaller ones which break up into even
smaller ones and so on. Probably the most noted contribution to the understanding of three-
dimensional turbulence was the Kolmogorov 1941 theory [11,12], but there is a lot more and
still ongoing research. We emphasize the fact that two-dimensional and three-dimensional
flow have quite different characteristics, and refer the interested reader to current literature
or textbooks for an overview (or deeper insight) into the topic (e.g., [10,57]).
3.3. Statistical equilibrium
Theories trying to describe two-dimensional (turbulent) flow aim at understanding its sta-
tistical properties. In the following we will devote ourselves to the statistical properties of
equilibrated two-dimensional flow, i.e. to averaged characteristics apparent after initial tran-
sients. This idea to understand the flow by a statistical description is quite successful in
two dimensions, but not in three. As mentioned in the section above, in the latter there
exists an energy-flux towards the smallest scales, which characterizes the system as far from
equilibrium and makes any equilibrium statistical mechanics ansatz fail.
In this section, we start with an overview over different approaches to describe the equi-
librium statistics of two-dimensional flow. We present three different methods, which differ
in their level of complexity. Increasing the latter leads to an improved representation of the
equilibrium statistics of two-dimensional flow, but on the other hand it turns out that the
most complex approach is impractical for concrete calculations. Therefore, we will employ
an approach of intermediate complexity for the calculation of equilibrium statistics later in
this thesis. This approach, named the generalized canonical ensemble, is presented in more
detail in Sec. 3.3.2.
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3.3.1. Literature overview
Here, we introduce three approaches of considerable impact, which describe equilibrium statis-
tics of two-dimensional flow. In the following, we quickly present results from theories by
Onsager in 1949 [67], Kraichnan in 1975 [14,68] and Robert, Sommeria and Miller [69,70] in
the nineties. All of these theories are able to explain properties of two-dimensional flow, with
regard to observations or numerical experiments. This list is not exhaustive, see, e.g., [10]
for further references.
The Onsager approach [67] approximates the two-dimensional fluid flow by a set of discrete
point vortices of strength (i.e. circulation) ki. This system of point vortices is Hamiltonian
and its conjugated variables are the real coordinates xi and yi of the vortices. The latter build
up the phase space. The Hamiltonian function of these vortices in an unbounded domain is
given by
H = − 1
2Π
∑
i>j
kikj log rij , (3.19)
where rij is the distance between vortices i and j, rij = [(xi − xj)2 + (yi − yj)2]1/2. For a
finite domain this Hamiltonian can be modified using image forces. See [71] for details.
The bounded domain restricts the total phase space volume Φ to a finite value. The phase
space volume per energy, dΦ/dE, is the volume in phase space spanned by the conjugated
variables whose energy, as given by Eq. (3.19), has the value E. It is a monotonically
increasing function. However, due to the finiteness of the complete phase space volume, the
added phase space volume per energy is decreasing above a certain energy, d2Φ/dE2 < 0. This
is equivalent to say that the system has a negative temperature, i.e. the entropy of a system
decreases as one adds energy to the system. Negative temperatures imply the clustering of
vortices of equal sign together. This phenomenon, i.e. the appearance of long-living coherent
structures, is indeed encountered in real two-dimensional turbulence. In this regard the
Onsager approach can already cover an important characteristic of the flow. However, it is
not clear, how continuous vorticity distributions can be tackled.
In the approach of Kraichnan [14,68] the vorticity field is decomposed into eigenfunctions
of the Laplacian for the domain considered and truncated at a maximum wavenumber. The
degrees of freedom are the time dependent amplitudes associated with the eigenfunctions.
Their statistics is approximated by a generalized canonical ensemble, in which the energy
and enstrophy are, on average over all microstates, conserved. Details of this approach are
explained in the next section, it is the one used to parametrize the equilibrium distribution
in Chapter 4.
The third approach we want to briefly illustrate was developed by Robert, Sommeria
and Miller [69, 70], sometimes referred to as Robert-Sommeria-Miller theory (RSM). The
statistical description of the vorticity field in this theory takes into account all the quantities,
which are conserved under the flow in the vorticity equation (cf. Eqs. (3.14) and (3.15)). We
want to outline a simplified heuristical derivation of this theory, for the mathematically exact
case we refer to [69]. In this approach the (bounded) domain is divided into I patches, where
points belonging to one patch have the same vorticity level ai, i = 1, .., I, and each patch
has the size fi. The area of these patches is conserved by the flow. However, they will mix
and become intricate. To each point ~x a probability distribution e(~x) = (e1(~x), . . . , eI(~x)) is
assigned, where ei(~x) is the probability of finding the value ai at point ~x. The probability
field e(~x) is called a macrostate, while a certain configuration of the patches over the domain
is called a microstate. To introduce the entropy of the macrostate e(~x) at point ~x, a small
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area around ~x is divided into N cells, and the probability distribution is approximated by
(e1, . . . , eI), where ei = Ni/N with Ni being the number of cells with level ai. Counting
the number of possible re-configurations of these values, and increasing the number of cells
(N → ∞), one ends up with the Shannon entropy,
−
I∑
i=1
ei(~x) log ei(~x).
Integrated over the whole domain we find Boltzmann’s mixing entropy,
S(e) = −
∫
D
dxdy
I∑
i=1
ei(~x) log ei(~x), (3.20)
as a measure for the number of microstates. This quantity is maximized under the constraints
of conserved probability,
I∑
i=1
ei = 1,
conserved area of each vorticity patch,
∫
D
dxdy ei(~x, t) =
∫
D
dxdy ei(~x, 0) =: fi ∀i = 1, .., I
and constant energy,
E
(
ω̄(~x, t) =
I∑
i=1
aiei(~x, t)
)
= E(ω(~x, 0)),
where the argument in the energy can be seen as the averaged (i.e. mean) vorticity field.
Thanks to the large deviation property the majority of states will be in vicinity of the maxi-
mized density [72], thus a “most probable” vorticity distribution can be approximated. Equa-
tion (3.20) was derived for a set of discrete vorticity levels, but with a bit more effort a similar
equation for a continuous vorticity distribution can be derived,
S(e) = −
∫
D
dxdy
∞∫
−∞
dωe(ω, ~x) log e(ω, ~x). (3.21)
In their original articles, Robert & Sommeria and Miller used Lagrangian multipliers to
answer the question for the maximum entropy distribution. Other solutions by simplifying
the variational problem (3.21) are possible, see [10] for an overview. There are examples,
where the RSM-theory has been investigated in numerical experiments [73] or compared to
the point vortex approach [74]. It is the most general description and includes the first two
theories. However, due to its complex structure it is hard to calculate the vorticity field
maximizing the entropy in a general manner.
3.3.2. The generalized canonical ensemble in detail
In this section the generalized canonical ensemble approach ascribed to Kraichnan [68], but
also derived by Fox and Orszag [75], is presented in detail. It will be the theory used to
construct equilibrium fluid fields in Chapter 4.
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Fourier transform of the vorticity and stream function
For this approach it is helpful to rewrite the vorticity field ω(x, y), as well as the stream
function ψ(x, y), in Eigenfunctions of the Laplacian. Remember that we consider a rectan-
gular domain of size L×M . Then the Eigenfunctions of the Laplacian are the trigonometric
functions,
φkl = exp
{
i2π
(
k
x
L
+ l
y
M
)}
, (3.22)
where the indices k and l are the wavenumbers in horizontal and vertical direction, and are
integer values. The corresponding Eigenvalues are given by
λkl = 4π
2
(
k2
L2
+
l2
M2
)
. (3.23)
The Fourier series of vorticity and stream function are then
ω(x, y, t) =
1
N2
∑
k,l
Ωkl(t)φkl(x, y), and (3.24a)
ψ(x, y, t) =
1
N2
∑
k,l
Ψkl(t)φkl(x, y). (3.24b)
All the time dependence of the field is given by the Fourier amplitudes Ωkl and Ψkl. We
consider the sums in these decompositions to be truncated, i.e. we include only those pairs
of {k, l}, which lie between two radii r2min < k2 + l2 < r2max. Here, we set rmin = 0, i.e.
only exclude the constant field. For an arbitrary vorticity field, this decomposition does only
give the exact field on a fixed number of points (x, y), in general those N2 ones which lie on
a grid (xn, ym) =
(
n
NL,
m
NM
)
; {n,m} ∈ {0, 1, ..., N − 1}2, where the number of grid points
per dimension N and the maximal wavenumber are related by N = 2rmax + 1. The Fourier
amplitudes can be calculated from the field in physical space via
Ωkl =
N2
LM
∫
D
dxdy φ∗kl(x, y)ω(x, y) =
∑
n,m
φ∗kl(xn, ym)ω(xn, ym), (3.25)
and for the stream function accordingly. For a real-valued fluid field the amplitudes are
complex and fulfil the following constraint,
Ω−k −l = Ω
∗
k l, Ψ−k −l = Ψ
∗
k l. (3.26)
With no further restrictions the fields automatically fulfil periodic boundary conditions. To
impose Dirichlet boundary conditions in either one or both directions the vorticity and stream
function are reflected at the corresponding boundary, and only one half or one quarter of the
domain is considered. This corresponds to another reduction of free amplitudes of the vortic-
ity and stream function, e.g., Ωk l = −Ω−k l for a Dirichlet condition in horizontal direction.
In the following we will only consider periodic boundary conditions. For Dirichlet conditions,
quantities such as energy or enstrophy have to by modified accordingly by prefactors taking
into account the reduced number of independent Fourier amplitudes. Besides these prefactors
the statistics of the generalized canonical ensemble is the same. Since the numerical results
presented in this thesis base on simulations with periodic boundaries only, we omit further
details about the Dirichlet boundaries.
22
3.3. Statistical equilibrium
The Fourier decomposition of vorticity and stream function transforms Eq. (3.13) into a
coupled set of equations for the amplitudes Ωkl and a set of algebraic relations for Ψkl,
∂tΩkl =
∑
J(φk‘l‘, φk“l‘)Ψk‘l‘Ωk“l“, (3.27a)
Ψkl =
−Ωkl
4π2
(
k2
L2
+ l
2
M2
) , (3.27b)
where the sum in Eq. (3.27a) runs over all combinations {k‘, l‘} + {k“, l“} = {k, l}. One can
replace the stream function in Eq. (3.27a), which makes Eq. (3.27b) dispensable. Consider-
ing Eqs. (3.27) with truncated sums means to evolve a different system than the infinitely
dimensional system described by Eq. (3.13). Due to the transfer of enstrophy to smaller and
smaller scales, even higher wavenumbers will be excited in the system if it is not truncated.
Thus, if it is truncated, the behaviour will change. Nonetheless, for a deliberate choice of
initial conditions one can enhance the approximation of ”more realistic“ fluid fields.
The conserved quantities of Eq. (3.13) are not all conserved for Eq. (3.27), but only the
energy, the enstrophy, and the circulation. See [14] for a derivation of this fact. Energy and
enstrophy in terms of Fourier amplitudes are written as
E = −LM
2N4
∑
k,l
ΨklΩ
∗
kl
(3.27b)
=
LM
2N4
∑
k,l
|Ωkl|2
4π2
(
k2
L2 +
l2
M2
) , (3.28)
Γ2 =
LM
N4
∑
kl
|Ωkl|2. (3.29)
Since we choose rmin ≥ 0, i.e. exclude the constant vorticity Ω00, the circulation Γ1 is zero.
Derivation of the generalized canonical ensemble
For each Fourier amplitude Ωkl and its derivative Ω̇kl := ∂tΩkl as given by Eq. (3.27a) the
following equation can be shown to hold,
∂Ωkl
(
Ω̇kl
)
= 0 ∀ k, l. (3.30)
For a derivation see Supplementary B. The sum over all wavenumbers of Eq. (3.30) is called
the Liouville equation. Here, we find this relation for each of the amplitudes independently.
This is called a ”detailed“ Liouville equation.
If we define a phase space probability density ρ ({Ωkl}) for the complex Fourier amplitudes
Ωkl = akl + ibkl, this density is preserved under the motion of the flow, i.e.
d
dt
ρ = ρ
∑
kl
∂Ωkl
(
Ω̇kl
)
(3.30)
= 0.
Actually, for the conservation of the phase space probability density it is sufficient that the
Liouville equation holds for the sum over all wavenumbers. Due to the detailed Liouville
property of the Fourier amplitudes, any truncated version of the two-dimensional vortic-
ity equation verifies the Liouville equation, and thus conserves the phase space probability
density. We have already calculated phase space densities, when we introduced two of the
thermodynamic ensembles in Secs. 2.2.2 and 2.2.3. Given the two conserved quantities energy
and enstrophy in the two-dimensional truncated vorticity equation, the most natural choice
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to describe the system would be a generalized microcanonical ensemble (for comparison, see
Sec. 2.2.2), i.e.
ρ ({Ωkl}) ∼ δ
(
E ({Ωkl}) − E0
)
δ
(
Γ2 ({Ωkl}) − Γ20
)
, (3.31)
where all the degrees of freedom are summed up in {Ωkl}. On closer examination of Eqs. (3.28)
and (3.29) one finds that calculating this density would mean to integrate over the cut
of an high-dimensional sphere with an high-dimensional ellipsoid, which turns out to be
complicated, if not impossible.
This is why in [68] and [75] a generalized canonical ensemble was considered. The con-
struction of this ensemble is by a formal analogy to the canonical ensemble (see Sec. 2.2.3).
Since there are two conserved quantities, there are two Lagrangian multipliers.
The probability density,
ρ ({Ωkl}) =
1
Z
exp
{
−αΓ2 ({Ωkl}) − βE ({Ωkl})
}
, (3.32)
splits into a product of probability densities for each of the complex Fourier amplitudes
Ωkl = akl + ibkl. It can be integrated, giving the partition function
Z =
∏
k,l
Zkl, Zkl = π
N4
LM

α+
β
8π2
(
k2
L2 +
l2
M2
)


−1
. (3.33)
The probability densities of the real and imaginary part of a Fourier amplitude are Gaussian
distributions with mean 0 and standard deviation
σkl =
√
Zkl
2π
. (3.34)
The standard deviation is given by the square-root of the partition function, because there
are two degrees of freedom in one pair {k, l}, namely the real and the imaginary part of
the amplitude Ωkl. On the other hand, by the constraint of having a real-valued field (see
Eq. (3.26)) only half of the pairs {k, l} can be chosen freely. For Dirichlet conditions the
number of degrees of freedom reduces further, see above.
We did not fix the range of allowed values of the Lagrangian multipliers, yet. The density,
Eq. (3.32), can be integrated, if both are positive, but also in cases, when either one or
the other, but not both at the same time, is negative. In concrete, if α < 0, then β >
8π2r2max(−α), and if β < 0, then α > −β8π2r2
min
. The parameter β is considered as an inverse
temperature. Like in the Onsager approach, for negative β large coherent structures can also
be found in the generalized canonical ensemble. The interpretation of the parameter α is left
open, however, it is possible to reduce the characteristics of the ensemble to one quantity,
which is the ratio of both parameters, and shall be examined later (see paragraph ”Parameter
studies“).
We will name the quantity
F = − 1
β
logZ (3.35)
the free energy, so far just by analogy. In Chapter 4 we will find a justification for this
analogy.
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Parameter studies
It is possible to calculate the expectation values of the energy and enstrophy per wavenumber
in the ensemble as the derivative of the partition function with respect to the Lagrangian
multipliers α and β,
〈E〉 = −∂β logZ =
∑
k,l
1
8π2
(
k2
L2 +
l2
M2
)
α+ β
, (3.36a)
〈Γ2〉 = −∂α logZ =
∑
k,l
8π2
(
k2
L2 +
l2
M2
)
8π2
(
k2
L2 +
l2
M2
)
α+ β
. (3.36b)
Rewriting these equations,
〈E〉 = 1
8π2α
∑
k,l
1
(
k2
L2 +
l2
M2
)
+ β8π2α
=
1
8π2α
∑
k,l
1
(
k2
L2 +
l2
M2
)
+ γ
,
〈Γ2〉 = 1
α
∑
k,l
(
k2
L2
+ l
2
M2
)
(
k2
L2 +
l2
M2
)
+ β8π2α
=
1
α
∑
k,l
(
k2
L2
+ l
2
M2
)
(
k2
L2 +
l2
M2
)
+ γ
,
we see that both expectation values do, up to a scaling (by α), only depend on one parameter,
γ :=
β
8π2α
. (3.37)
This parameter is, however, not very handy. That is why we consider
K2∗ :=
〈Γ2〉
2〈E〉
1
(2π)2
(3.38)
to characterize the statistics of the ensemble. The unit of K2∗ is (given ρ = 1) that of an inverse
area. Roughly speaking, it characterizes a typical size of structures in the field. The larger
K2∗ , the finer are the structures. With one value K
2
∗ (and fixed truncations of wavenumbers,
see below) the whole characteristics of the ensemble can be derived, such as the spectra of
energy and enstrophy per wavenumber. A derivation of the spectra, depending on the value
of K2∗ (or the Lagrangian multipliers), can be found in Supplementary A. A distribution with
negative temperature (i.e. β < 0) corresponds to a field, in which the energy is condensed
into few but large scale structures. The higher the wavenumber, the less it is excited. In such
an ensemble the K2∗ is low, i.e. there is a lot of energy compared to little enstrophy in the
field.
We now want to illustrate the relation between a choice of Lagrangian multipliers and
K2∗ . There is a bijective, but not monotonic function relating the value K
2
∗ to the ratio of
multipliers γ. Consider Fig. 3.2. Values of constant K2∗ lie on straight lines (γ = const.)
through the origin. Forbidden regions for γ are the grey-shaded regions in the II., III., and
IV. quadrant. The domains of neg./pos., pos./pos. or pos./neg. Lagrangian multipliers,
into which K2∗ falls, differ depending on the number of wavenumbers {k, l} included, i.e. on
rmax. A given K
2
∗ , i.e. a given ratio of enstrophy and energy, is wandering towards the regime
of negative β if more and more wavenumbers are included. This inclusion of smaller scales
helps approximating realistic fluid fields; it is another argument to put more emphasis on the
regime of negative temperature.
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α
β
−8π2r2minα
−8π2r2maxα
K2
∗
increasing
{
K2
∗
= const.
γ = const.
Figure 3.2.: Schematic plot of the value of K2
∗
depending on the Lagrangian multipliers β/α. La-
grangian multipliers from the shaded region lead to an unnormalizable phase space probability density
(Eq. (3.32)) and are therefore not considered. Values of constant K2
∗
lie on lines through the origin,
which are lines of constant ratio of the Lagrangian multipliers γ. K2
∗
increases following the blue
arrow. As the continuations of the boundary curves lie within the shaded region, for a given γ < 0 it
is clear whether α or β must be negative.
Energy and enstrophy momenta approximated from the dynamics
In this section we want to examine how well the truncated fluid flow, which exactly con-
serves energy and enstrophy, is approximated by the generalized canonical ensemble. In
detail, we compare the momenta of energy and enstrophy per wavenumber which we obtain
from the ensemble statistics with those we obtain as time-averaged means from the dynam-
ics. This comparison targets the ergodic properties of the flow, a characteristic which was
already addressed in [76] and [77]. Therein, the authors calculated time-averaged (2nd -
8th) momenta and auto-correlation functions for four different models, which differed in the
included wavenumbers or were restricted to whether or not the Fourier amplitudes were real-
valued. For complex-valued amplitudes and sufficiently many degrees of freedom (i.e. rmax
should be larger than 5 according to [76]), they could show that the momenta of the fluid
field approached the predicted value of the canonical ensemble, and that the autocorrelation
decreased to zero.∗
Here, these findings shall be underlined by studies with our own simulations. In the scope
of this thesis numerical results obtained via the integration with a spectral method will be
used. This method relies on the Fourier decomposition of the fluid field. Details about the
numerical integration are given in Supplementary C. Since for further investigations only
fields with wavenumbers r2min = 0 < k
2 + l2 < r2max = 26
2 are used, we test the long-term
behaviour of fields with those wavenumbers included.
We are interested in the momenta of the distribution of the Fourier amplitudes mnkl = 〈ankl〉
resp. 〈bnkl〉, (n = 1, .., 8) in the simulated data. As according to Kells and Orszag [76] the
autocorrelation of all Fourier amplitudes decreases to zero, we obtain the momenta as averages
over time from data provided by long simulations starting with a field with a certain energy
and enstrophy. We consider two combinations (energy/enstrophy) - for the exact values see
Fig. 3.3. To guarantee a higher level of accuracy, we run 40 simulations, from each of which
we save 500 fields. The fields are chosen such that the time interval between to consecutive
fields is large enough to consider the amplitudes as independent. This is not the case for all
of the wavenumbers, details are discussed below.
∗Basdevant, Sadourny [77]: ”The ergodic hypothesis seems to be well verified in all cases investigated here.“
Kells and Orszag [76]: ”We are merely demonstrating evidence with respect to quantities which are of
practical interest.“
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Figure 3.3.: Comparison of time averaged momenta of the simulation of a truncated fluid field accord-
ing to Eqs. (3.27), with expectation values obtained from the generalized canonical ensemble. The left
and right column present two different examples, with energy and enstrophy as written at their top.
Further parameters of the initialized fields: rmin = 0, rmax = 26, L = 1.2 =
1
M
.
a) Second momenta calculated from the real part of the Fourier amplitude plotted versus their
wavenumber rkl (in blue). The error bars indicate the 95% confidence interval due to the variance of
the data. These averages over time are compared with expectation values from the generalized canon-
ical ensemble (in red), where the Fourier amplitudes are Gaussian, and the second moment equals the
variance of the Gaussian σ2kl. The Lagrangian multipliers calculated from the parameters are written
at the top of the top of the figure.
b) Autocorrelation functions of the real part of selected Fourier amplitudes.
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Exemplarily, the second momenta obtained from the numerical averages of the real part of
the Fourier amplitudes are shown in Fig. 3.3(a). The values are represented by blue points
with error bars. These error bars indicate the 95% confidence interval, which is calculated
by twice the standard deviation of the values divided by the square root of the number of
sample values n = 20000.
The red points are the expectation values of enstrophy per wavenumber, as deduced from
the generalized canonical ensemble considering the same degrees of freedom and Lagrangian
multipliers calculated from inverting Eqs. (3.36a) and (3.36b) (numerically). The examples
are chosen such that one has a negative parameter β and the other a positive. While for the
example with β = 104 (left plot in Fig. 3.3(a)) the values fit very well with the numerical
averages, this in only the case for large wavenumbers in the example with β = −60 (right
plot). The logarithmically scaled abscissa in the right plot of Fig. 3.3(a) eases the comparison
of the numerical averages to the ensemble expectation values for low wavenumbers and reveals
seemingly strong deviations in both directions.
To proof whether these deviations are significant, we have a look on the autocorrelation
of the data. In Fig. 3.3(b) the autocorrelation function calculated for one of the 40 time
series (for each example) is plotted, exemplarily for the real part of the Fourier amplitude
of three different wavenumbers. While for large wavenumbers (k = l = 14) the amplitudes
of two consecutive fields are completely uncorrelated, this is not the case for the amplitudes
with small wavenumbers. This correlation implies an increased error due to a reduction of
the effective sample size, as consecutive fields can no longer be considered as independent.
The average of the autocorrelation function over the 40 time series has approximately an
exponential decay ∼ e−τ/λ. Thus, the effective sample size has to be decreased by twice
the decay time, neff = n/2λ [78], which multiplies the standard deviation by a factor of√
2λ. For the amplitude with the lowest wavenumber a1,0 the decay time λ is approximately
21, thus we have to enlarge the error bars to six times their size. With this increase, the
expectation values given by the generalized canonical ensemble lie within the error bars, and
the deviation can not be proven significant with the given data. The same analysis leads to
an increase of the error bars for larger wavenumbers, too.
For higher momenta the results are similar, thus we refrained from showing them here. For
each of the (even) momenta there is a strong deviation in the range of low wavenumbers for
the example with negative β, which cannot be proven significant due to the slow decay in the
autocorrelation function for the respective amplitudes. In summary, this analysis shows that
for the field sizes we consider here (rmax = 26) the generalized canonical ensemble provides
a good approximation of the fluid field. This is reasonable, as we have approximately 2500
degrees of freedom, thus a single degree of freedom is only very weakly coupled to all others
through the enstrophy- and energy-constraint.
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Theorem for a Process on a
Two-Dimensional Fluid Field
In the second chapter we gave an overview over thermodynamic concepts and dedicated the
last part to nonequilibrium work relations, which provide more information about systems
undergoing a process which pushes them out of equilibrium. By equilibrium we mean that the
system is in a stationary state and can be understood within a certain statistical description,
which could, for example, be given by the canonical ensemble. The third chapter introduced
the reader into hydrodynamic flow, with special consideration of the motion of inviscid two-
dimensional fluids. Concepts to describe the equilibrium behaviour, i.e. statistics of the flow,
were presented. The generalized canonical ensemble was illustrated in more detail. It serves
as the equilibrium description of the flow in the following chapter.
In this chapter the analogy of the truncated two-dimensional fluid flow to a “real” ther-
modynamic system is addressed: a nonequilibrium process is presented, which will lead to
microstate-dependent changes of kinetic energy in the system. The distribution of energy
change, i.e. of work, is shown to fulfil the Crooks fluctuation theorem with parameters de-
rived from the canonical ensemble analogy.
The chapter is structured as follows: In the first section we will introduce the process,
in which we push the flow out of equilibrium, and derive the Euler equation in this setting
employing variational calculus. Such a transformation changes the energy of the flow depend-
ing on the microstate. This is illustrated for a generalized canonical ensemble in the second
section. There we also consider the reverse process, and finally give numerical evidence that
Crooks’ relation can be proven. This evidence is supported by a rigorous proof in the third
section. Besides showing the proof that Crooks’ relation holds for the system and process
chosen, we present examples, which address the implications given by the assumptions of the
proof. In the last section, numerical data from running the nonequilibrium experiment with
fields from a microcanonical ensemble are presented. Even though this choice of ensemble
violates an assumption in the proof in section three, for some choices of parameters the data
from the numerical simulations indicate that Crooks’ relation holds approximately. Parts of
the results presented in this chapter have been published in [22].
4.1. The nonequilibrium process: changing the shape of the
domain
The nonequilibrium process we consider here will be the deformation of the domain in which
the fluid evolves. In order to obtain a description of the field in which the domain size enters
only as a parameter (but not as interval ranges of possible position of a fluid element), we
transform all quantities of a rectangular domain into those on a unit square.
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physical domain D
g̃ij =
(
1 0
0 1
)
unit square U
gij =
(
L2 0
0 M2
)
x̃
ỹ
ξ
η
L
M
1
1ω̃
ω
Figure 4.1.: Sketch of the transformation from the physical domain to the unit square, which has the
domain width and height in its metric. This faciliates the variation of the domain width and height,
which we will need later in this chapter.
4.1.1. Transformation of the fluid flow on an arbitrary rectangular domain onto
a unit square
In this section we derive the transformation equations, which relate the physical quantities
of the rectangular domain of size L× M to their complements on the unit square. For this
transformation we assume L and M to be constant. In the next section we ask about the
evolution of the fluid, if the domain size is made time dependent.
Figure 4.1 illustrates the transformation. To make the distinction easy to read, we mark all
physical quantities with a tilde, e.g. ω̃, and all quantities on the unit square without. The
space in the physical domain is flat and Euclidean, thus its metric is diagonal,
g̃ij =
(
1 0
0 1
)
.
By the transformation onto the unit square we pack the width and height of the domain as
parameters into the metric,
gij =
(
L2 0
0 M2
)
. (4.1)
Vector and covector components transform in the following way:
vi = Aij ṽ
j, (4.2)
vi = B
j
i ṽj , (4.3)
with
Aij =
(
1
L 0
0 1M
)
, B ji =
(
L 0
0 M
)
.
An example for a vector is the fluid velocity, the covector transformation applies to partial
derivatives (which are equal to covariant derivatives, as the curvature is zero). The pressure
p and density ρ are scalar fields, even more, they are tensors of zeroth order, and transform
without any prefactors, e.g. ρ̃(x̃, ỹ) = ρ(ξ, η).
We consider the vorticity and stream function as scalar fields, too,
ω̃ = ω, ψ̃ = ψ. (4.4)
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However, with this definition they are in general no tensor quantities.∗
The velocity and the stream function on the physical domain are related by (cf. Eq. (3.4))
(
ṽx
ṽy
)
=
(
−∂̃yψ̃
∂̃xψ̃
)
.
Inserting the transformation equations for ṽx, ∂̃y, and ψ̃ as given by Eqs. (4.2),(4.3), and
(4.4), respectively, we obtain
vξ = −∂ηψ
LM
, and vη =
∂ξψ
LM
,
analogously. The expression of the vorticity in terms of the velocity can be rewritten as
ω =
M
L
∂ξv
η − L
M
∂ηv
ξ, (4.5)
and its relation to the stream function, i.e. the Poisson equation (cf. Eq. (3.13b)), is
(
∂2ξ
L2
+
∂2η
M2
)
ψ =: ∆LMψ = ω, (4.6)
where we indicated the Laplacian with LM to denote the dependency on L and M in the
derivatives. The spectral decompositions of vorticity and stream function (cf. Eqs. (3.24))
stay in the form introduced in Sec. 3.3.2, since the width and height of the domain are already
noted in the Eigenfunctions (3.22) (then ξ = xL , η =
y
M ).
As long as the domain size is kept constant the evolution equation for the velocity field,
Eq. (3.10), keeps the same form, since it is a tensor equation. This is not the case for
the vorticity equation (3.13a), as vorticity and stream functions are no tensors, see above.
Varying the domain size will alter the form of both; we employ variational calculus to find
the new equations.
4.1.2. The evolution equations for a time dependent domain size
Introduction of a time dependent metric
In this section we want to derive the Euler equation (cf. Sec. 3.2.2) again, but this time with
a time dependent metric, i.e. we consider time dependent width L(t)and height M(t). In
general, we will consider area-preserving transformations, i.e.
L(t)M(t) = const. = 1,
which implies that the Riemannian volume, i.e. the square-root of the determinant of the
metric tensor (Eq. (4.1)) is one,
√
g = 1. Nonetheless, we do not replace one of the quantities
(width or height), but keep them to make the interpretation of the terms easier.† Figure 4.2
shows an exemplary realisation of such a time dependent domain.
∗This is due to the fact, that both quantities were initially defined as z-components of vector fields in a three
dimensional space.
†In the illustrations in Sec. 4.3.2 we will consider an example, where the area of the domain is not conserved
in the transformation. By assuming the domain to be pseudo-3D, we introduce a height of the domain,
which is inversely proportional to its size, thus, the Riemannian volume is still 1.
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L = 1.5
M
=
1
/
1
.5
L = 1
M
=
1 L(t) = 1 + gt
M(t) =
1
L(t)
Figure 4.2.: Example of a time dependent domain: a process starting in a square and ending up in
a rectangle by linearly increasing the width of the domain and decreasing its height in order to keep
the area constant. The speed of the transformation is g.
Derivation of the evolution equation using variational calculus
We deduce the evolution equation from variational calculus. The derivation of the equation
governing fluid flow in a more general fashion can be found in [79]. Here we restrict to
two-dimensional dynamics of an inviscid fluid under area-preserving transformations.
We introduce the flow maps X and Y as the forward evolved coordinates of a fluid element,
i.e. they mark the trajectory of a comoving particle. At time t = 0 the flow maps give the
initial position of the element, (ξ, η), and at every time t the time-derivatives are equal to
the velocity of the fluid element:
X(t, ξ, η) : X(0, ξ, η) = ξ, ∂tX(t, ξ, η) = v
ξ(t,X,Y), (4.7a)
Y(t, ξ, η) : Y(0, ξ, η) = η, ∂tY(t, ξ, η) = v
η(t,X,Y). (4.7b)
We remark that in the following whenever we write ∂tX, the arguments are t, ξ, and η. For
the velocity vξ the arguments are t, X, and Y. Further, if we refer to both coordinates or the
transformation of both, we denote them together as ~ξ and ~X, respectively.
To use the principle of least action we would need to note down the kinetic and potential
energy, their difference is the Lagrangian, which we have to integrate over time to calculate
the action. Finding the path of minimal action we obtain the equations of motion. The
kinetic energy was given in the previous chapter, Eq. (3.14), we rewrite it here in the new
coordinates,
E(t) =
∫
U
dξdη
√
g
ρ
2
gijv
ivj
=
ρ
2
∫
U
dξdη
{
g11(t) [∂tX(t, ξ, η)]
2 + g22(t) [∂tY(t, ξ, η)]
2
}
. (4.8)
There is no potential energy in the two-dimensional fluid field, since we do not consider any
gravitational field. The only force in the system is the pressure force. The pressure force
is a gradient force, thus a potential exists and the pressure can be interpreted as an energy
density, which we could integrate and denote as the potential energy U ,
U(t) =
∫
U
dξdη p(t,X,Y). (4.9)
This ansatz seems rather artificial; it will lead to success, specifically to the same results we
obtain by choosing a different approach.
Instead of defining the pressure as a potential energy, we demand that the fluid conserves
the area of any subset A of the domain,
∫
A
dξdη
!
=
∫
~X(A)
dξdη
~ξ=~X(~ξ′)
=
∫
A
dξ′dη′
∣
∣
∣∂j~X
i
∣
∣
∣ .
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We denoted with ~X(A) the set of all points ∈ [0, 1]2 to which the set of points in A is evolved
in time t, ~X(A) =
{(
X(ξ, η, t),Y(ξ, η, t)
)
:
(
ξ, η
)
∈ A
}
. The term
∣
∣
∣∂j~X
i
∣
∣
∣ is the determinant of
the Jacobian of the transformation. Since this has to hold for any subset A, and for any time
t, we can read the condition:
∣
∣
∣∂j~X
i
∣
∣
∣ = ∂ξX∂ηY − ∂ηX∂ξY != 1 ∀t, ξ, η. (4.10)
More exactly, this implies not only one constraint, but infinitely many, one for each point
(ξ, η). We will include the constraints of area conservation in the calculations by using
Lagrangian multipliers λ(ξ, η). In the following we consider and vary the kinetic energy,
Eq. (4.8), integrated over time, under these constraints, i.e.
S :=
∫
dt

E(t) +
∫
U
dξdη
(∣
∣
∣∂j~X
i
∣
∣
∣− 1
)
λ(ξ, η)

 . (4.11)
To ease calculations, we rewrite the domain-integral of the second term. We use the forward
evolved variables X and Y in the Lagrangian multipliers, as this will not change the condition,
∫
U
dξdη
(∣
∣
∣∂j~X
i
∣
∣
∣− 1
)
λ(ξ, η) =
∫
U
dξdη
(∣
∣
∣∂j~X
i
∣
∣
∣− 1
)
λ(X,Y) = (∗).
Further we transform variables ~X = ~X(~ξ) in the first summand, for which the determinant of
the Jacobian is inverse to
∣
∣
∣∂j~X
i
∣
∣
∣, thus the whole term becomes
(∗) =
∫
U
dXdYλ(X,Y) −
∫
U
dξdη λ(X,Y).
We relabel them to ξ and η, and obtain
(∗) =
∫
U
dξdη {λ(ξ, η) − λ(X,Y)} .
Inserting this into Eq. (4.11), we obtain the action
S =
∫
dt
∫
U
dξdη
[
ρ
2
{
g11(∂tX)
2 + g22(∂tY)
2
}
+ {λ− λ(X,Y)}
]
, (4.12)
where we only noted the fields and their derivatives, which are the quantities to vary in the
following. To do so, one writes down the fields varied by some δ, i.e. X → X + δX, ∂tX →
∂tX + δ∂tX,.., collects the terms without variation as the action itself, neglects all terms
including quadratic orders of δ, partially integrates terms including derivatives of the field
(such as ∂tδX) to obtain only a variation in X, and derives the equation of motion by setting
the sum of the terms linear in δX equal to zero. One does the same for Y. We refer for the
general derivation of this part to theoretical mechanics textbooks, and just write the final
equations here, first for X,
0 =
∂
∂X
λ+ ρ
∂
∂t
{g11(t)∂tX} = ∂Xλ+ ρ {∂tg11(t)∂tX + g11∂tX(t, ξ, η)} . (4.13)
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With g11 = L
2 we get ∂tg11 = 2L̇L. The last term ∂tX(t, ξ, η) is the convective derivative
of the fluid element (see Eq. (3.1)), which started at time zero at (ξ, η). It can be rewritten
using the definition of the flow map, Eq. (4.7a),
∂tX(t, ξ, η) = ∂tv
ξ(t,X,Y) + ∂Xv
ξ(t,X,Y) ∂tX + ∂Yv
ξ(t,X,Y) ∂tY. (4.14)
Dividing Eq. (4.13) by ρg11, using Eq. (4.14), and realigning, we obtain,
∂tv
ξ + vi∂iv
ξ + 2
L̇
L
vξ = −1
ρ
∂ξλ, (4.15)
where we replaced all (X,Y) by (ξ, η), as they are related by a diffeomorphism, and raised the
index of the partial derivative ∂ξ on the right hand side, with the element of the (diagonal)
metric tensor, 1g11 ∂ξ = g
11∂ξ = ∂
ξ. Comparing with Eq. (3.10), we can identify the Lagrangian
multiplier λ with the pressure p.
We obtain in the same way the equation for the velocity in vertical direction, and end up
with
∂tv
ξ + vi∂iv
ξ + 2
L̇
L
vξ = −1
ρ
∂ξp, (4.16a)
∂tv
η + vi∂iv
η + 2
Ṁ
M
vη = −1
ρ
∂ηp. (4.16b)
Equation (4.16) is similar to the original Euler equation (3.10), but contains an additional
term, which depends on the variation of the domain width or height with time, thus van-
ishes for constant domains. If we, for example, considered laminar flow in the x-direction,
Eq. (4.16a) reveals that the velocity decreases when we increase the domain size, vξ ∼ 1/L2.
In the physical domain we would measure ṽx ∼ 1/L.
Transformation to vorticity formulation
Aiming to calculate the form of the new vorticity equation, we insert the relation of vorticity
and velocity, Eq. (4.5), into the newly derived Euler equations, (4.16a) and (4.16b). Doing
so, one has to keep in mind the time dependency of the metric tensor, i.e. the quantities L
and M in the time derivative of the vorticity. The new vorticity equation reads
∂tω +
(
L̇
L
+
Ṁ
M
)
ω + vi∂iω = 0, (4.17)
or
∂tω +
(
L̇
L
+
Ṁ
M
)
ω +
1
LM
J(ψ,ω) = 0, (4.18)
where we used the Jacobian as defined in Eq. (3.12), but with derivatives with respect to ξ
and η. Like the Euler equation it has an additional term, which vanishes for constant domain
width and height. In fact, it also vanishes for a time dependent domain size, if the area is
preserved, LM = const., which is the case generally considered here (LM = 1).
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4.1.3. Change of energy and enstrophy in a transformation
Time dependent domain sizes will affect the velocity of the flow, thus the vorticity. Even if
the domain area is preserved, i.e. LM = 1, the evolution of the flow does alter. The effect of
the domain width and height enters via the Poisson equation (4.6). The question is, how the
alteration of the flow will change its energy or enstrophy - will they still be conserved, and if
not, how will they change? The definition of enstrophy and energy was given in Eqs. (3.14)
and (3.16). These equations were defined on the physical domain. The transformation onto
the unit square is straightforward, and leaves the Riemannian volume
√
g = LM(= 1) as a
prefactor. In terms of vorticity and stream function, energy and enstrophy are given by
E = −ρ
2
∫
U
dξdη LM ψω, and (4.19)
Γ2 =
∫
U
dξdη LMω2. (4.20)
The time derivative of the enstrophy acts once on the Riemannian volume
√
g and once
on the vorticity. The latter can be replaced using Eq. (4.18). The integral over the vorticity
times the Jacobian vanishes (cf. Eq. (3.18)), but the integral over the part dependent on the
domain variations does not. Together with the time derivative of
√
g, one obtains
∂tΓ
2 = −
(
L̇
L
+
Ṁ
M
)
Γ2, (4.21)
i.e. the enstrophy does only change proportionally to its value, and also only, if the transfor-
mation is not area-preserving.
The time derivative of the energy has a contribution due to the time dependency of the
Riemannian volume, and one due to the time dependency of the integrand. The latter can be
treated like for the original Euler equation. The derivative acts once on the vorticity and once
on the stream function. The two relate via Eq. (4.6). To obtain only time derivatives of the
vorticity, which we know, we have to integrate by parts twice to make the space derivatives
act on the stream function. This partial integration generates a term ∆LM∂t(ψ). To pull the
time derivative in front of the Laplacian, ∂t(∆LMψ) = ∂tω, we have to correct for the time
derivative of the Laplace operator (see Eq. (4.6), where it is defined.) Thus,
∂tE =
(
L̇
L
+
Ṁ
M
)
E − ρ
2
∫
U
dξdη LM
{
ψ∂tω + ψ∂tω − ψ∂t
(
∂2ξ
L2
+
∂2η
M2
)
ψ
}
= −
(
L̇
L
+
Ṁ
M
)
E − ρ
∫
U
dξdη LMψ
(
L̇
L
∂2ξ
L2
+
Ṁ
M
∂2η
M2
)
ψ. (4.22)
Integrating once by parts, inserting the definition of the velocity, and rearranging, we obtain
∂tE =
(
L̇
L
+
Ṁ
M
)
E − ρ
∫
U
dξdη LM
(
L̇
L
vξv
ξ +
Ṁ
M
vηv
η
)
. (4.23)
One can check that this result is correct by making the same derivation using Eq. (4.16). Like
the enstrophy, the energy has a summand in its time derivative which is only proportional to
the energy itself. For area-preserving transformations, e.g. where L = 1M , this term vanishes.
From the second summand we can read that the energy will change dependent on the exact
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Figure 4.3.: Kinetic energy of fluid fields plotted over time for six different fields. All fields have
the same initial energy (and enstrophy), but are in different microstates, i.e. the exact vorticity and
velocity fields differ. The fields are initiated in a domain of size L × M = 65 × 56 and evolve obeying
Eq. (4.18) (and (4.6)) with a time dependent domain size, L(t) = 65 − t15 = 1M(t) , t ∈ [0, 112 ].
composition of the field (what we call its microstate), thus will be different for fields with
the same energy, but different distributions of this energy within the velocity (or vorticity)
field. Figure 4.3 illustrates this effect. This result implies that the change in energy found
for a single vorticity field can not be used to draw general conclusions. It is necessary to do
some statistics, more specific, to sample a set of fields and to run the same protocol with all
of them in order to obtain a distribution of energy change, i.e. of work.
The sets of fields we will consider in the following stem from two different ways of sampling:
1. We choose fields with the same energy and enstrophy. This would correspond to a
generalized microcanonical ensemble with a phase space probability density as given in
Eq. (3.31) and seems to be the favourable choice. However, as already mentioned in
Sec. 3.3.2, the calculation of this ensemble is not possible, thus a probability density
for the degrees of freedom is not available. The only way to generate such an ensemble
is by making snapshots of one field evolving along a very long trajectory obeying the
evolution equations with constant domain size. We address the microcanonical ensemble
and related nonequilibrium distributions in Sec. 4.4.
2. We choose fields from a generalized canonical ensemble, which is presented in Sec. 3.3.2
and whose phase space probability density is given by Eq. (3.32). We specify the
mean values of energy and enstrophy or the corresponding Lagrangian multipliers (see
Eq. (3.36)) and sample fields with complex Fourier amplitudes, which are Gaussian
distributed. This choice of ensemble is motivated by two reasons: It can be calculated;
and it serves as the initial ensemble when proving Crooks’ relation. This choice of
initial ensemble is an important ingredient for the latter, as can be seen in the proof
presented in Sec. 4.3. Before showing the proof, we present numerical results involving
the generalized canonical ensemble in the next section.
4.2. Numerical results employing a generalized canonical ensemble
We saw in the previous section that the energy of a field changes depending on its microstate
during a deformation of the domain size. We motivated the application of a statistical
approach and the use of ensembles. In this section, we strive for a numerical verification of
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L = 1.5
M
=
1
/
1
.5
L = 1
M
=
1 L(t) = 1 + gt
L(t) = 1.5− gt
Figure 4.4.: Transformation of a quadratic domain into a rectangle in the forward process. The
backward process, indicated in red, runs in the opposite direction.
Crooks’ relation using a generalized canonical ensemble, as introduced in Sec. 3.3.2. On the
way there we show a row of interesting results supporting the analogy of the system considered
here to a real thermodynamic one. Finally, we will find that the numerical results show strong
evidence that Crooks’ relation holds for the system and process considered. This investigation
is complemented with a proof in the next section, confirming our numerical findings. The
proof does not make the numerical results dispensable, as they provide insights, such as the
exact distributions of the work, which do not lie in the scope of the proof.
4.2.1. Illustration for an example with “negative temperature”
In the previous chapter, Sec. 3.3.2, we motivated that a statistical description of the trun-
cated two-dimensional fluid flow with negative parameter β approximates best a real two-
dimensional fluid field, since it provides the a concentration of the energy to the large scales.
By analogy this parameter β was named a negative temperature. We will start with an
ensemble of fields with negative temperature here.
Setup
The protocol we apply in the (forward) process is the deformation of a quadratic domain of
size L = M = 1 to a rectangle by linearly increasing its width up to L = 1.5 = 1M . The speed
of increase is left as a parameter, g. See Fig. 4.4 for an illustration.
The ensemble we employ here is the generalized canonical ensemble. Each field of this
sample is constructed by drawing its degrees of freedom, namely its complex Fourier ampli-
tudes Ωkl, from a Gaussian distribution with mean zero and standard deviation as given by
Eq. (3.34). Further parameters are: rmax = 26, L = M = 1, α = 3 and β = −60.
With each field the process illustrated in Fig. 4.4 is run. Details of the numerical integration
scheme can be found in Supplementary C. The vorticity field, i.e. the complex Fourier ampli-
tudes evolve according to Eq. (3.27). (To be accurate one would have to consider Eq. (4.18),
but as the second term in there vanishes for area-preserving transformations, we can use the
spectral formulation of the equations we have already introduced in the last section.) The
simulation runs from time t = 0 to te =
0.5
g .
At this point, we want to add the following remark: during the transformation of the
domain we stay within the truncated model and keep the number of modes in horizontal
and vertical direction constant. This leads to different spatial resolutions in both directions.
For the low number of wavenumbers considered, and without dissipation in the equation,
the highest wavenumbers will in general not be zero, and especially for highly assymetric
domains the interpretation of the numerical simulations regarding the behaviour of real two-
dimensional flow should be treated with care. Varying the number of included modes during
the transformation could cure this inacurracy, but then one is faced with questions of how to
treat the enstrophy (and energy) of scales which become unresolved during the transforma-
tion, or how to initialize Fourier amplitudes which become resolved at some time. It is easier
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Figure 4.5.: Scatter plots of fields’ kinetic energy at the end of the process versus their initial energy.
Left: forward process, transformation from square to rectangle. Right: backward process, transfor-
mation from rectangle to square. The process was run according to a slow protocol (in blue) with
g = 0.05 and a fast protocol (in orange) with g = 0.5. The red line indicates equality of initial and
final energy. For details about the underlying ensemble, see text.
to address this issue by increasing the resolution in both directions, and adding a very low
viscosity to damp out the smallest scales. Since we want to do statistical considerations, for
which we need a high number of simulations, this is not an option, here.
The change in kinetic energy
We calculate the energy of each field at the beginning and the end of the process using
Eq. (3.28), or its spectral counterpart, Eq. (4.19). It would also be possible to integrate the
energy along the trajectory using Eq. (4.22). See Fig. 4.5, left graph, which contains the data
from the forward process. It shows a scatter plot of the energy of fields at the end of the
process versus their initial energy, for a slow (blue) and a fast (orange) process. The red line
has been added to reference the equality of initial and final energy. In the graph one can find
the reproduction of the result illustrated in Fig. 4.3. Fields having the same initial energy (i.e.
lying on the same vertical line) differ in their energy at the end of the process. Furthermore,
this spread is smaller, if the process speed is slower, since the blue dots lie nearly fully within
the orange dots. This is a result which is usually expected in real thermodynamic systems.
For a slow variation of the domain shape the system stays closer to its equilibrium state,
and hence the effect due to the process should be weaker. One can also see that for the
majority of the fields the energy is increasing. This seems plausible as it would cost more
energy to “produce” a field which is less symmetric (as given in the rectangular domain). It
is supported by the fact that the system’s free energy (or the quantity we constructed by
analogy, see Eq. (3.35)) is lower in the quadratic domain, as we shall see later.
To prove Crooks’ relation, we introduce the backward process, which is the transformation
of the fluid field from the rectangular shape of L = 1.5 = 1M by linearly decreasing its width,
and increasing its height, in order to keep the area constant. See, again, Fig. 4.4, where
the backward process is indicated by the red arrow. As before, we sample fields from a
generalized canonical ensemble, with the same parameters N = 53, α = 3 and β = −60, but
now L = 1.5 = 1M . We want to emphasize that we construct new fields for the backward
process, and do not use the evolved fields from the forward process. Using this equilibrium
ensemble is a necessary ingredient for the verification of Crooks’ relation. Speaking in the
thermodynamic analogy, one could think of fields prepared in two heat baths (of inverse
temperatures α and β, for enstrophy and energy, respectively), which are taken out of the
heat baths and then subject to the forward process. In this process the change in kinetic
38
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energy is measured. After that the fields are equilibrated in the heat baths again (but now
with different domain size), taken out, and evolved subject to the backward process. As
before, the change in kinetic energy is measured. The equilibration in the heat baths is not
simulated. We discard the old fields, and choose new ones.
Figure 4.5, right graph, shows the corresponding scatter plot of each field’s final energy
versus its initial energy. Like for the forward process, there is a spread in the final energy for
fields with the same initial energy. This spread is smaller if the process is slower (blue dots
lie within orange dots). In the backward process most of the fields loose kinetic energy. This
can, again, be explained by the less symmetric rectangular state, which to produce needs
more (free) energy.
We now want to give this vague notion of (free) energy a number and use Eq. (3.35) to
calculate the free energy difference of the quadratic and rectangular fields, which is given by
∆F =
1
β
log
(
Z1
Z1.5
)
, (4.24)
where we wrote the width of the domain as a subscript to indicate the partition functions
Z (cf. Eq. (3.33)) of the two equilibrium ensembles. Using the parameters from above,
N = 53(= 2rmax + 1), α = 3 and β = −60, and L = 1 = M or L = 1.5 = 1M , respectively, we
find
∆F = 5.70 · 10−3. (4.25)
The second law
In a thermodynamic process the change of a system’s energy in a process is used to overcome
the free energy difference. If the process is not infinitely slow, some extra amount of work has
to be imposed to the system, which is then dissipated to the heat bath. For small systems,
trajectories apparently violating the second law become notably many. The inequality holds
only on average over the ensemble,
〈W 〉 ≥ ∆F. (4.26)
We introduced this inequality already in Chapter 2.
In the example we consider here, we have to be careful, since we have a negative (inverse
temperature) β. The inequality, Eq. (4.26), seems to be violated, as we will find that the
work imposed is on average smaller than the free energy difference. We solve this paradox
by re-deriving the second law from the Jarzynski equality (cf. Eq. (2.9)),
〈e−βW 〉 = e−β∆F .
As the exponential function is convex, we can use Jensen’s inequality, and obtain
〈βW 〉 ≥ β∆F.
This more general version of the second law shows the dependency of the relation on the sign
of the inverse temperature β. Hence, we expect to find
〈Wdiss〉 = 〈W − ∆F 〉 ≤ 0
for negative β, where we introduced the dissipated work, Wdiss. Figure 4.6 shows the average
dissipated work in the forward and backward process (in the latter, the free energy difference
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Figure 4.6.: Average dissipated work 〈Wdiss〉 = 〈W − ∆F 〉 in the forward (black) and backward (red)
process, for different protocol durations te. Averages are obtained on the basis of 2 · 104 values. The
formerly used protocols with speed g = 0.05 (blue) and g = 0.5 (orange) are marked by crosses.
∆F has to be added to the work in order to obtain Wdiss) for different process durations. It
is negative, as expected, for the seven durations considered. Furthermore, the values seem to
approach zero when slowing down the process. This supports the analogy to “ordinary” ther-
modynamic systems, where the absolute value of the mean of the dissipated work decreases
when slowing down the protocol in order to reach the reversible limit (〈Wdiss〉 = 0) for an
infinitely slow process.
Crooks’ relation
We now want to give the numerical evidence that Crooks’ relation holds for the example
considered. In Fig. 4.7(a) we plotted histograms of the work done to the system during
different processes. These histograms base on 2 · 104 data points each, and approximate the
probability distributions of the work. We show the distribution of the forward process for the
fast (g = 0.5, left graph) and the slow (g = 0.05, right graph) protocol, and the distribution
of the backward process as dotted lines. For the backward processes, we swapped the sign
of the work, i.e. plotted pb(−W ) to have corresponding bins for the ratio needed in Crooks’
relation, Eq. (2.10), in the same position. All of the four distributions are far from being
Gaussian, they are highly asymmetric, with long tails towards the end of high values of the
work (which is the end of low values for pb(W )). For most experiments and simulations
that have been reported in the literature, the maxima of these distributions are somewhat
separated, with the graphs intersecting at a point in between (see [8,47–50]). Here, however,
the maxima are very close to each other, with the point of intersection further away to the
right of both. Notice that this point of intersection is given by the free energy difference
calculated through Eq. (4.24) - if pf (W ) = pb(−W ), it follows that W = ∆F .
Despite these distributions being highly asymmetric, we find good numerical agreement
with the prediction given by Crooks’ relation. In Fig. 4.7(b) we plotted the ratio of the bin
heights of the forward and backward distributions, pf (W ) and pb(−W ), as dots, logarithmi-
cally over the work. These dots, both the blue for the slow process and the orange for the
fast process, are approximated well by the solid black line. This line is the theoretical pre-
diction of the Crooks’ relation, i.e. β(W − ∆F ), with parameters given from the equilibrium
ensembles, i.e. it is not a fit to the dots.
Especially in the ends of the curves the deviations seem to be rather strong. This is a finite
sample effect. The probabilities are estimated by relative frequencies. Hence, the smallest
nonzero estimate for a very small probability is 1/N , when N is the number of data points
(i.e., 2 · 104). Especially, if the true probability p(W ) is smaller than (2 · 104)−1, its numerical
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(a) Probability densities. Left: Fast process. Right: Slow process.
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(b) Crooks’ relation. Left: Fast process. Right: Slow process.
Figure 4.7.: Numerical verification of Crooks’ relation for truncated two-dimensional flow in a nonequi-
librium process. For details see text. In the left and right column results based on two different protocol
speeds are presented: Left: g = 0.5 (orange), Right: g = 0.005 (blue).
(a) Probability densities of work approximated by histograms based on 2 · 104 data points each. Work
done to the system in the forward process (solid lines), and extracted from the system (i.e. the negative
work) in the backward process (dotted lines). The inversion of the distribution helps understanding
the construction of the lower plots.
(b) Here the ratio of the bin heights of the histograms belonging to the same protocol speed (i.e. blue
or orange) are divided by each other and plotted logarithmically. The black lines are no fits but the
theoretical prediction given by Crooks’ relation, Eq. (2.10), with parameters obtained from the initial
ensembles of the system, i.e. β = −60, ∆F = 5.60 · 10−3.
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estimate is either zero or k/(2 · 104) with k being some small positive integer. Since log(0)
and log(1/0) are ±∞, for small and large values of W , where either pf (W ) or pb(−W ) is very
small, only fluctuations to one side can be plotted, the fluctuations to the other side would
give a log of ±∞. Thus, in the example in Fig. 4.7(b) one systematically overestimates the
ratio of probabilities for high W , and underestimates the ratio for low W . To assess this
effect, we fitted the data with a linear function. (The following can be found for each of
the data sets obtained with a certain protocol speed, here we note down the results for the
protocol speed g = 0.5.) Including all points, the absolute value of the slope is smaller than
60, which is |β| in our case. Using only those points, where both bin heights were higher than
or equal to 9, the linear fit of the data points has both β and ∆F within the 95% confidence
interval of its slope, respectively offset. The justification to take only bin heights of 9 or more
is that in those bins the error of the height is less than 30% (one can estimate this by taking
the height of each bin as a random variable given by a binomial distribution).
4.2.2. Two further examples with positive temperature
In this section we want to complete the numerical investigation on Crooks’ relation for two-
dimensional truncated fluid flow starting with a generalized canonical ensemble. In the pre-
vious chapter, Sec. 3.3.2, where this ensemble was introduced, we found that the Lagrangian
multipliers α and β characterizing it can be divided into three regions: negative β and positive
α, both positive α and β, and negative α and positive β. We investigated the first case in the
previous section. We do not expect any difference in the results, when analysing the latter
two, as the transition between the regimes is smooth. However, especially as the distributions
of work in these processes do look different, we added two graphs in which we numerically
probe the Crooks’ relation for these two settings. Figure 4.8 shows the distributions of the
work in the processes, as well as their ratios to compare with Crooks’ relation. The distribu-
tions are not as highly asymmetric as for the case with negative β, and fall steeper in their
tails. Thus, the ratios shown in Figs. 4.8(b) and (d) deviate less in the region of very high and
very low work. Again, the effect of systematic overestimation of denominators or numerators
(see text above for details) is evident.
4.3. Proving Crooks’ relation for a generalized canonical ensemble
In this section we want to complement the numerical findings with a rigorous proof that
Crooks’ relation must hold for the type of equations, the initial ensemble and the process
chosen. We present a general proof under a set of given assumptions, and demonstrate its
applicability to the truncated Euler equation. After that two examples are shown, which
illustrate the dependency on the assumptions.
4.3.1. The proof‡
The differential equation and the flow map
We start with a differential equation for a vector field x on a vector space M ,
∂tx(t) = v(t, λ(t),x), (4.27)
‡All content of Sec 4.3.1 up to the beginning of the paragraph “Generalisation of the proof” is due to Jochen
Bröcker, University of Reading, United Kingdom, and was submitted in a joint publication [22].
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Figure 4.8.: Numerical verification of Crooks’ relation for truncated two-dimensional flow in a nonequi-
librium process. The two examples presented here stem from different regimes of the generalized canon-
ical equilibrium ensemble. Left column: α = 3 > 0, β = 104 > 0. Right column: α = −10−2 < 0,
β = 106 > 0. For details about the statistics of the fluid in the equilibrium see Sec. 3.3.2, or Supple-
mentary A. For details about the numerical integration see Supplementary C. The (forward) protocol
applied in the nonequilibrium processes is the linear increase of the width L(t) = 1 + gt. The height
M is decreased accordingly to conserve the area of the domain, M = 1
L
.
Left column: the protocol is run up to L = 1.5. Two protocol speeds are applied: g = 0.05 (in
blue) and g = 0.1 (in green). Free energy difference (with parameters from the initial ensemblse,
cf. Eq. (4.24)): ∆F = −9.71 · 10−3.
Right column: the protocol is run up to L = 1.1 with protocol speed g = 0.05. (According to the struc-
ture of the fields having much energy in the small scales (cf. Figure A.1, right column), the simulation
is very time-consuming and was not run up to L = 1.5.) Free energy difference: ∆F = −9.59 · 10−6.
In (a) and (c): Probability densities of work approximated by histograms based on 104 data points
each. Work done to the system in the forward process (solid lines), and extracted from the system
(i.e. the negative work) in the backward process (dotted lines ). In (b) and (d): Ratios of the bin
heights of the histograms belonging to the same protocol speed (i.e. blue or green) are divided by
each other and plotted logarithmically. The black line is the theoretical prediction given by Crooks’
relation Eq. (2.10) with parameters obtained from the initial ensembles of the system, see above.
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defined by a vector field v, which can be dependent on the time t, an external parameter λ,
which is in general a time dependent function, and the vector field x itself. Given an initial
value of x: x(t = s) = xs, if there exists a unique solution for x all time, we can define a flow
map
Φ(t, s,xs),
which is a solution to Eq. (4.27) that passes through xs at time s, i.e. Φ(s, s,xs) = xs. (For
the definition of the flow map we omit to write the parameter λ(t), but contain its time
dependency in the explicit time dependency of the flow.) The derivative of the flow is
∂tΦ(t, s,xs) = v(t, λ(t),Φ(t, s,xs)).
The flow map Φ is a diffeomorphism, i.e. it can be inverted and both Φ and its inverse are
differentiable.
Nondivergence
We assume the vector field (or the flow) to be nondivergent. This can be expressed as
∂xv =
∑
i
∂xiv
i = 0. (4.28)
For clarification, by this equation we mean that the sum is run over all components i of the
vector field. It is equivalent to say that the Jacobi determinant of the flow is one,
∣
∣
∣
∣
∂Φ(t, s,x)
∂x
∣
∣
∣
∣ = 1, (4.29)
which implies that the integral of any real function ϕ on M stays constant under the flow,
∫
M
dxϕ(x) =
∫
M
dxϕ(Φ(t, s,x)) = const. ∀t.
Conservative flows, energy, and work
We introduce a real function dependent on the external parameter λ(t) and the vector field,
which we will name the energy: E(λ(t),x). The time derivative of the energy with the
forward evolved field Φ(t, s,xs) as its second argument is given by
d
dt
E(λ(t),Φ(t, s,xs)) = ∂λE(λ,Φ)∂tλ(t) + ∂xE(λ,x)|x=Φ ∂tΦ(t, s,xs)
= ∂λE(λ,Φ)∂tλ+ ∂xE(λ,x)|x=Φ v(t, λ,Φ), (4.30)
where we omitted the arguments of the flow in the last line. The first term contains the
explicit time dependency of the energy, whereas the second is only nonzero, if the vector field
v causes the flow to cross energy levels. If the vector field is parallel to lines of equal energy,
this term vanishes. We assume this property here, and call the flow conservative, in the sense
that the energy stays constant for a constant parameter λ.
We name the change in energy over a certain time span the work,
W (t, s,x) := E(λ(t),Φ(t, s,x)) − E(λ(s),x) (4.31)
is the work produced in the time span [s, t]. If the flow was not conservative, a change in
energy would not only be due to the work done on the system, but also due to heat exchange,
which corresponds to the second term in Eq. (4.30).
We will now, without loss of generality, restrict to time spans [ts, tf ], for which the param-
eter λ runs between 0 and 1, and neglect the time arguments in the work and the flow.
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Forward and backward flow
We name the flow map Φ the forward flow, and introduce the backward flow as the function
defined by the inversion of the forward flow. It describes the reversed dynamics. We define
the backward flow as
Φ̄(x) := ι ◦ (Φ)−1 ◦ ι(x)
with the help of a function ι, which is linear and involutive, i.e. ι ◦ ι(x) = x. The map ι
generally swaps signs, such as of velocities, to make the backward flow “physical”. Such as
the forward and the backward flow we define a forward and backward work as
Wf (x) := E(1,Φ(x)) − E(0,x), (4.32)
Wb(x) := E(0, Φ̄(x)) − E(1,x). (4.33)
We assume the energy function to be invariant under the involution ι, i.e. E ◦ ι(x) = E(x).
Then
Wb ◦ ι ◦ Φ(x) = E(0, ι ◦ (Φ)−1 ◦ ι ◦ ι ◦ Φ(x)) − E(1, ι ◦ Φ(x)) = −Wf (x). (4.34)
This property will be needed later.
Canonical probability distributions
Finally, we introduce two probability distributions, which are motivated by the canonical
ensemble. They are
ρk(x) = e
Sk(x), Sk(x) = β(Fk − E(k,x)), k = 0, 1, (4.35)
with constants β and F0 or F1. Then we can show that for any function ϕ,
E0[ϕ(Wf )] = E1[ϕ(−Wb) e−β(Wb+∆F )], (4.36)
where E0 and E1 are the expectation values with respect to the ensembles ρ0 and ρ1, and
∆F = F1 − F0. The proof is as follows,
E0 [ϕ(Wf )] =
∫
M
dx eS0(x) ϕ(Wf (x))
=
∫
M
dx eS1◦Φ(x) e−S1◦Φ(x)+S0(x) ϕ(Wf (x))
=
∫
M
dx eS1◦Φ(x) eβWf (x)−β∆F ϕ(Wf (x))
(4.34)
=
∫
M
dx eS1◦Φ(x) e−βWb◦ι◦Φ(x)−β∆F ϕ(−Wb ◦ ι ◦ Φ(x))
(4.29)
=
∫
M
dx eS1(x) e−βWb(x)−β∆F ϕ(−Wb(x))
= E1
[
ϕ(−Wb) e−β(Wb+∆F )
]
.
(4.37)
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The fluctuation relation
Assume that for any function ϕ and two variables X, Y the following relation holds,
E0[ϕ(X)] = E1[ϕ(Y ) e
Y +A], (4.38)
with E0, E1 being expectation values under two different ensembles, and A a constant. Then
these expectation values can be expressed in terms of the variables X and Y ,
∫
dz pX(z)ϕ(z) =
∫
dz pY (z)ϕ(z)e
z+A,
where pX(z) and pY (z) are the distributions of X and Y . Since this holds for any function
ϕ, it implies
pX(z) = pY (z) e
z+A.
Inserting X = βWf , Y = −βWb, A = −β∆F , scaling the constant prefactor β out of the
distributions, replacing p−Wb(z) = pWb(−z), and rearranging, we obtain
pWf (z)
pWb(−z)
= eβ(z−∆F ). (4.39)
This relation is familiar to us as the Crooks fluctuation theorem.
Generalisation of the proof
The proof contained, so far, only the quantities energy and work. Throughout this and the
previous chapter we were considering a flow which conserved two quantities: the energy, and
the enstrophy. The enstrophy also enters the (generalized) canonical ensemble characterizing
the equilibrium of the system. For that reason we show the extension of this proof to obtain a
form of Crooks’ relation relevant for us. We do this by introducing the following modifications.
• We introduce another function, which we name deliberately the enstrophy Γ2(λ,x), and
for which we assume the same properties as for the energy to hold. Without further
interpretation we name the change in enstrophy over a certain time span the enstrophy
work,
G(t, s,x) := Γ2(λ(t),Φ(t, s,x)) − Γ2(λ(s),x). (4.40)
Like for the energy we define the concrete terms forward and backward enstrophy work,
and assume that the enstrophy is invariant under the involution ι:
Gf (x) := Γ
2(1,Φ(x)) − Γ2(0,x), (4.41)
Gb(x) := Γ
2(0, Φ̄(x)) − Γ2(1,x), (4.42)
⇒ Gb ◦ ι ◦ (x) = −Gf (x). (4.43)
• We modify the probability distributions, generalizing the canonical distribution. They
become
ρk(x) = e
Sk(x), Sk(x) = βFk − βE(k,x) − αΓ2(k,x), k = 0, 1, (4.44)
where α is another constant.
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For the proof we will consider the modified sum of energy- and enstrophy-work,
V := βW + αG.
It is straightforward to show that for the new choice of ensembles the following relation
holds (for any function ϕ):
E0[ϕ(Vf )] = E1[ϕ(−Vb) e−Vb−β∆F ]. (4.45)
From this, we obtain the Crooks relation in a more general form:
pVf (z)
pVb(−z)
= ez−β∆F . (4.46)
Application to the two-dimensional truncated vorticity equation
We want to quickly check whether the two-dimensional truncated vorticity equation matches
the assumptions. The set of Fourier amplitudes Ωkl representing the vorticity field corre-
sponds to the vector field x in the proof. This vector field is defined on the vector space
M = CN
2
, its differential equation (cf. Eq. (4.27)) is given by
∂tΩkl =
∑ J(φk‘l‘, φk“l‘)
4π
(
k‘2
L2 +
l‘2
M2
)Ωk‘l‘Ωk“l“ −
(
L̇
L
+
Ṁ
M
)
Ωkl. (4.47)
The external parameter λ is the domain length L (and its width M). If we set the width
M equal to 1L , we obtain the set of equations independent of the variation of the domain, as
given by Eq. (3.27a). For this set of equations we can define a flow, and it can be shown that
it is nondivergent, but only, if L = 1M . (See Supplementary B). The energy and enstrophy
are given by Eq. (3.28), and Eq. (3.29), respectively. In the reversed dynamics, i.e. under the
backward flow any fluid element would move with the same velocity in the opposite direction
compared to the forward flow. The deformation of the domain shape would happen in the
opposite direction.
Further remarks
Crooks’ relation, as derived for the generalized canonical ensemble, and given by Eq. (4.46),
does only hold for a combination of energy and enstrophy work, V = αG+ βW . The reason
for this lies in the choice of the ensemble, which is a crucial ingredient in this derivation. In
the previous section, we gave numerical evidence for the original form of Crooks’ relation,
Eq. (4.39), involving only an energy change, i.e. work. This held only, because we considered
a transformation that held the enstrophy constant. In the following paragraph, we will show
that if both energy and enstrophy change, we find Crooks’ relation only for the combination
V , but neither for G nor W itself.
A further assumption we made is the exclusion of energy change due to heat, i.e. the flow
(for constant parameter λ) does not cross energy levels (cf. Eq. (4.30)). Indeed, loosing this
assumption would not make the proof fail, it just needs some reinterpretation. Given that the
change in the energy was not only due to the parameter λ but also due to the system itself
exchanging heat with its surroundings, then the energy difference introduced in Eq. (4.31)
can no longer be named the work, because it contains contributions of energy change via heat
exchange. However, if all the other assumptions still apply, i.e. the flow is still divergence-free,
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the energy is invariant under the involution, and we assume a generalized canonical ensemble,
we find relation (4.39) still valid, no longer for the work, but for the net energy change due
to work and heat. At this point we do not want to go into details about for what type of
equations this would hold.
We assumed the differential equation to be nondivergent in this proof. This property is
used in the derivation of Eq. (4.37), since it involves a change of integration variable from line
four to five. In such a transformation the integrand has to be multiplied by the determinant
of the Jacobian, which is, if the flow does not fulfil Eq. (4.29), different from 1. In such a
case, Eq. (4.46) has to be modified. We address this in a second example in the following
paragraph.
4.3.2. Illustration
In this paragraph two examples are shown illustrating two aspects imposed by the choice of
assumptions in the proof: the dependency of the variable for which Crooks’ relation holds on
the definition of the canonical ensemble, and the impact of the nondivergence property.
Example 1: The quantity for which Crooks’ relation holds, is determined by the choice
of variables entering the canonical ensemble.
The relation we derived in the previous section, Eq. (4.46), is based on a generalized canonical
ensemble, and holds by construction for the sum of energy and enstrophy change during the
process, which we denoted by V . In the examples in Sec. 4.2 we considered only an area-
preserving transformation, which did not change the enstrophy. Hence, we found that Crooks’
relation was valid for the work W in the process. Here we want to demonstrate that in a
process in which both the enstrophy and the energy change we find Crooks’ relation only for
their sum V , but not for G or W themselves.
For tranformations which are not area-preserving the enstrophy of a field is not conserved
(cf. Eq. (4.21)). However, the evolution equations (4.47) are divergent for such a transfor-
mation. To avoid violating the assumption of nondivergence in the proof, we consider an
infinitely fast process, that means simply a switching between two area sizes. This switching
leaves the field as ist is, i.e. the forward mapping is the identity, Φ(x) = x. It is the param-
eters in the energy and enstrophy, i.e. L and M , which change their values. We consider an
expansion in both directions, i.e. L = M . This transforms energy and enstrophy of a field by
(cf. Eqs. (3.28) and (3.29))
E1 =
(
L1
L0
)4
E0; Γ
2
1 =
(
L1
L0
)2
Γ20,
where we indexed the initial and final state by 0 and 1, respectively.
Figure 4.9 shows numerical results for an expansion with L = M = 1 → 1.05 for a
generalized canonical ensemble with negative β. It provides the distributions for the enstrophy
change G, the work W , and their sum V in the forward and in the backward process (i.e.
switching). The logarithmic ratios of the distributions are given in the lower row of graphs.
We expect the ratios belonging to the sum V to fit a line with slope 1 and offset −β∆F ,
since this is predicted by Crooks’ relation, Eq. (4.46). The numerical data confirm this
expectation. In accordance with the derivation of the proof, we find no numerical evidence
that the work W does fulfil Crooks’ relation. Like for the area-preserving transformation,
cf. Fig. 4.7, the distributions are highly asymmetric, which need not be an indicator. But,
as we can see in the lower right plot, the ratios of the distributions do not fit a line, here.
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Figure 4.9.: Numerical probe of Crooks’ relation in an expansion. Data obtained from 105 fields.
Top row shows distributions of the sum V , the enstrophy work G and the work W . Solid lines:
distributions in the forward process pf (V/G/W ). Dotted lines: distribution of the negative variable
in the backward process pb(−V/ − G/ − W ). Bottom row shows the ratio of top row’s distributions,
plotted logarithmically. The logarithmic ratio of the distributions of V , shown in the left lower plot,
should fulfil the generalized version of Crooks’ relation, Eq. (4.46). The black line is the theoretical
prediction, V − β∆F . For more details, see text. Further parameters of the expansion: α = 3, β =
−60, L = M = 1 → 1.05, ⇒ β∆F = 101.36.
The distributions of the enstrophy change G, as shown in the middle column, indeed seem
to fulfil a relation like Eq. (4.46). This can be explained by the form of the distributions. It
is straightforward to show, that the logarithmic ratio of two Gaussian distributions with the
same standard deviation fits a line. For the two distributions pf (G) and pb(G) considered
here the hypothesis that they are Gaussian distributed cannot be rejected using a χ2-test
at the 5% significance level. Further, their standard deviations, as estimated from the data,
are similar: σf = 1.11, σb = 1.00. This leads to a logarithmic ratio, which is approximately
linear in G.
Example 2: The Crooks relation has to be modified, if the underlying flow is divergent.
This second example illustrates how the Crooks’ relation has to be modified if the flow is
divergent. Here, we consider the same set of equations as given by Eq. (4.47), but for constant
height M = 1. We vary only its width L, in the forward process by L = 1 + 0.05t → 1.1,
and reversely in the backward process. We run the processes for ensembles with familiar
Lagrangian multipliers, α = 3 and β = −60. For these ensembles the free energy difference is
∆F = −1.65. Figure 4.10(a) shows distributions of the sum V of work and enstrophy work
in both processes, as obtained from the numerical data. In the example before (cf. Fig. 4.9)
the Crooks’ relation, Eq. (4.46), held for the quantity V . In Fig. 4.10(b) the logarithmic
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probability ratios of V seem to lie on a line again, yet the linear function given by the
logarithm of Eq. (4.46), V − β∆F = V − 99.0 does not even lie within the ranges shown in
this graph (please note the sign of the offset).
However, the derivation of Eq. (4.37) for a divergent flow can be adjusted. From line four
to five in this derivation we transformed variables y = Φ(x) (and renamed y again with x).
Doing so we used Eq. (4.29), which holds only for a nondivergent flow. If the flow is divergent
the determinant of the flow is not equal to 1, thus instead of the lines five and six in Eq. (4.37)
one obtains
E0 [ϕ(Wf )] =
∫
M
dym−1 eS1(y) e−βWb(y)−β∆F ϕ(−Wb(y))
= E1
[
ϕ(−Wb) e−β(Wb+∆F )m−1
]
,
(4.48)
where we denoted the determinant of the Jacobian with m,
m :=
∣
∣
∣
∣
∂Φ
∂x
∣
∣
∣
∣ .
The rest of the proof is derived analogously, considering a generalized canonical ensemble
we obtain, instead of Eq. (4.46), the following relation,
pf (z)
pb(−z)
= ez−β∆F m−1,
where we omitted the V in the subscript of the distributions. To calculate m we use Liouville’s
formula [80], which reads
∂tm = ∂xvm, (4.49)
where ∂xv =
∑
i ∂xiv
i. For the truncated fluid flow obeying Eq. (4.47) the derivatives
∂Ωkl(∂tΩkl) are derived in Supplementary B. They are given by
∂Ωkl (∂tΩkl) = −
(
L̇
L
+
Ṁ
M
)
.
Inserting the sum over all independent components into Eq. (4.49), and taking into account
that only L is changed during the process, and initiated with L = 1, one obtains
∂tm
m
= −nL̇
L
→ m = L−n.
Here n is the number of independent components. It is smaller than N2 = 532, since only
those wavenumbers for which 0 < k2 + l2 < [(N − 1)/2]2 holds are nonzero in the simulation.
Hence, n = 2048. The adjusted version of Crooks’ relation which should hold for V in this
transformation is
pf (z)
pb(−z)
= ez−β∆F Ln → log pf (V )
pb(−V )
= V − β∆F + n logL(te) = V + 99.6. (4.50)
We compare this with a linear fit y = aV +b of the logarithmic probability ratios of pf (V ) and
pb(−V ) as approximated by the data. We only include those ratios where each bin height
is ≥ 9, which excludes the systematic deviations in the tails (cf. Sec. 4.2, last paragraph
for a detailed explanation). The fitted values of slope a and offset b are given by a =
0.9702 (0.914, 1.026), b = 96.61 (91.02, 102.2) where the terms in the brackets denote the
95% confidence interval. This is in agreement with the result derived above. Consider
Fig. 4.10(b), where both are plotted.
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pb(−V )
pf(V )
V = αG+ βW
∼
p
(V
)d
V
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Figure 4.10.: Numerical probe of Crooks’ relation in a deformation of the domain, for which the
corresponding differential equation is divergent. (a) Probability distributions of the sum V of work
and enstrophy work in the forward and backward process, approximated by histograms of 105 data
points. (b) Logarithmic ratios of the bin heights, plotted over V . The proof in Sec. 4.3.1 has to be
adjusted to obtain a modified Crooks’ relation, which takes the effect of the divergence into account.
The modified relation, given by Eq. (4.50), is plotted as a black line. The green line is a fit of the
empirical ratios. The two blue dots were excluded from the fit to avoid a systematic error. For details
about the fit, see text.
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4.4. Numerical results employing a microcanonical ensemble
We want to finish this chapter with another example. We could have put this illustration
into the row of the other two in the last section, but as we think that this example is of an
interest exceeding the simple violation of assumptions in the proof, we put it in this extra
section. One important ingredient for the proof was the choice of the initial ensemble, which
was generalized canonical. Here we will show results employing a generalized microcanonical
ensemble. As we found in Section 3.3.2, a microcanonical ensemble would be suited best to
describe the statistics of truncated two-dimensional fluid flow in equilibrium. However, as it
cannot be calculated analytically, one gets by with the canonical ensemble, and indeed finds
that this ensemble describes the equilibrium statistics of the flow reasonably well, in terms
of the momenta of the degrees of freedom. These degrees of freedom are the complex Fourier
amplitudes Ωkl presenting the fluid field. On the other hand, the property that the flow in
equilibrium conserves the energy and enstrophy is not covered by the generalized canonical
ensemble. We now want to turn back to the microcanonical ensemble, and ask whether an
equation like Crooks’ relation can be found for it. Within the scope of the proof in the
previous section the answer cannot be given. That is why we address it here.
Asking this question, we are faced with two issues: One is the provision of the initial
ensemble. The second concerns the definition of the corresponding ensemble, with which the
backward process is initiated.
We will solve the first issue by sampling fields from a long simulation of one field with
constant energy and enstrophy. Details are given below. For the second issue, i.e. the correct
definition of the initial ensemble for the backward process consider the following: The forward
evolved ensemble of the forward process is an ineligible choice. In the setting of Crooks’
relation the ensemble with which the backward process is started has to be in equilibrium,
which here means, all fields have to have equal energy. Sampling a microcanonical ensemble
with the same energy (and enstrophy), but different domain parameters L and M , does not
seem universal, either. As the energy of the field is a function dependent on the width and
height of the domain, it is not clear, why two ensembles with the same energy but different
domain size should be related. A solution avoiding this discussion is a clever choice of the
process. We consider a transformation from a lying rectangle to a standing one, which has
width and height exchanged,
(L,M) =
(
1.2,
1
1.2
)
→
(
1
1.2
, 1.2
)
. (4.51)
For such a choice the forward process and the backward process collapse into one, and the
initial ensembles do as well.
In the following, we consider five ensembles, which differ in their initial energy and en-
strophy. We provide the set of field by long simulations, from which we take snapshots of
the field separated by time intervals ∆t such that two consecutive fields can be considered
as uncorrelated. We addressed this numerical collection of fields already in Sec. 3.3.2, cf.
page 26. There we compared the momenta of the Fourier amplitudes of the microcanonical
ensemble as approximated by long term simulations, to the momenta as predicted by the
canonical ensemble. We were faced with the issue that for some of the amplitudes the time
interval ∆t for two consecutive fields was too short, such that the values were correlated. We
are faced with this issue here as well, as we rely on the same data basis. In the following
analysis, two consecutive fields can be considered as uncorrelated, if this holds for their en-
ergy at the end of the process (we cannot use the energy at the beginning of the process,
since it is the same for all fields by construction). Here, we anticipate the result that we will
52
4.4. Numerical results employing a microcanonical ensemble
find an exponentially decaying autocorrelation for some of the distributions, which reduces
the number of independent fields by a factor of four. Since the qualitative behaviour in the
figures, and the conclusions we draw are the same, if all or a reduced number of fields are
considered, we will show the results for all fields, only.
Our studies base on sets of 2 · 104 fields each. The initial energy and enstrophy of these
fields are given in Table 4.1, in the first two columns. Their ratio K2∗ (cf. Eq. (3.38)) is written
down in the third column. It increases, as one reads through the table. This ratio relates the
amount of energy to the amount of enstrophy in the field, and further the distribution of both
among the different wavelengths. For more details about the latter see Supplementary A.
Further parameters are L = 1.2 = 11.2 , rmax = 26, and we use periodic boundary conditions.
energy E(×10−2) enstrophy Γ2(×102) K2∗ α β γ
5.42 3.48 81.4 3 −60 −0.253
4.89 3.47 89.9 3 0 0
4.43 3.46 98.7 3 102 0.422
3.29 3.36 130 3 103 4.22
1.84 2.86 196 3 104 42.2
Table 4.1.: List of parameters of the generalized microcanonical ensembles considered in Sec. 4.4. The
ratio of energy E and enstrophy Γ2 is given by K2
∗
(×8π2). The parameters α, β, and γ are obtained,
if one takes the energy and enstrophy of the microcanonical ensemble as the expectation values of
these quantities in a generalized canonical ensemble.
In the examples considered here, we will switch from the initial state to the final one,
without really simulating. This process is valid as the limit of an infinitely fast transformation
velocity. This switching simply changes the denominators in the energy, see Eq. (3.28), and
the difference between final and initial state provides the work W .
We plot the distributions of the work obtained for these five ensembles in Fig. 4.11, as
red curves in the upper row. From these distribution it is hard to read differences between
the ensembles. The distributions for lower K2∗ tend to be more asymmetric. The differences
become evident in the lower row of plots in Fig. 4.11. There the logarithmic ratio of the
distribution with itself, p(W )p(−W ) , is plotted as red dots. While these dots seem to fit a line for
high K2∗ (i.e. for the plots at the right end of the figure), they are far from this appearance
for low K2∗ (left end).
We compare the results of each microcanonical ensemble with results of a corresponding
canonical ensemble. By corresponding we mean that we calculate the latter such that its
average energy and enstrophy are equal to the energy and enstrophy of the microcanonical
version. The Lagrangian multipliers of these ensembles, α and β, as well as their ratio γ (cf.
Eq. (3.37)), are given in Table 4.1. From the numbers one can read that we actually prepared
the ensembles the way round, first fixed the values of the Lagrangian multipliers, and then
calculated the corresponding canonical and microcanonical ensembles.
Let us have another look at Fig. 4.11. The blue curves in the upper row are the distribu-
tions of the corresponding canonical ensembles, in the lower row the blue dots indicate the
logarithmic probability ratios. The latter fulfil Crooks’ relation, thus they lie on a line with
slope β (and offset ∆F = 0). This line is plotted in black, the slope β of each line is written
at the top of the corresponding column. In the two cases (K2∗ = 130, and K
2
∗ = 196), where
the logarithmic probability ratios of the microcanonical ensemble seem to lie on a line, this
line is given by the Crooks relation for the corresponding canonical ensemble. That means
it has offset 0 (this is reasonable, as we calculate the ratio of a distribution with itself), and
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Figure 4.11.: Numerical probe of Crooks’ relation for a microcanonical ensemble with different parameters. The underlying process considered is the
transformation from a lying rectangle to a standing one, as given by Eq. (4.51). For this transformation the forward and the backward process are
identical under a rotation by 90◦. The top row shows the probability distributions of the work (approximated by histograms) for the microcanonical
ensemble (in red), and a comparable canonical one (for details see text, in blue). The bottom row shows logarithmic ratios of bin heights of the
histograms above. As known from the previous parts of this chapter, for the canonical ensemble this ratio (blue dots) fits a line, whose slope is given
by β. This line is drawn in black. For the microcanonical ensemble (red dots), this is in general not the case.
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slope β.
For the interpretation of this finding the following has to be taken into account: from the
leftmost column to the rightmost column the distributions of the work of the canonical and
the microcanonical ensemble become more similar, which could be an indicator for the same
behaviour, when calculating the ratios. However, for increasing K2∗ the overlap between p(W )
and p(−W ) (i.e. the data range of the lower plot) decreases compared to the width of the
distribution. Thus, we refrain to reason the approximate fulfilment of Crooks’ relation by
the similarity of the distributions.
Finally, having found that the numerical results show that Crooks’ theorem does not hold
in general for a microcanonical ensemble, a proof like for the canonical ensemble cannot exist.
On the other hand this seemingly approximate fulfilment of Crooks’ relation for some of the
fields could motivate the investigation to develop a statistical test or other methods which
can verify such an hypothesis for a given data set. In the next chapter, we will again end up
with this conclusion, which motivates the usefulness of further investigation towards testing
a distribution for being ”Crooksian“.
4.5. Summary and Conclusions
In this chapter we applied the Crooks fluctuation theorem to a model approximating two-
dimensional, inviscid, and divergence-free hydrodynamic flow.
The dynamics of the fluid field are described by the two-dimensional vorticity equation
(cf. Eq. (3.13a)). We were interested in the evolution of the fluid in a rectangular domain.
In order to solve the vorticity equation numerically, we considered a spectral method, and
approximated the vorticity field as a truncated Fourier series in space whose time dependency
is covered by the complex Fourier amplitudes. The dynamics of both the exact solution of
Eq. (3.13a) as well as the truncated solution of Eq. (3.27a) conserve the kinetic energy and
the enstrophy. The distribution of the complex Fourier amplitudes in the truncated system is
best described by a generalized microcanonical ensemble. This ensemble can, in terms of the
distribution of the Fourier amplitudes, be approximated by a generalized canonical ensemble
containing two Lagrangian multipliers α and β, which provide the average values of energy
and enstrophy. For an appropriate choice of the Lagrangian multipliers, these average values
are the same as the fields energy and enstrophy.
We pushed the system out of equilibrium by changing the width and height of the domain.
For an area-preserving transformation, the vorticity equation keeps its original form. How-
ever, the kinetic energy of the fluid field is no longer conserved, but changes depending on
the exact vorticity composition in the field (i.e. the microstate). To prove Crooks’ relation,
we had to specify a forward and a backward process, which we defined to be the transfor-
mation of the domain from a square to a rectangle and the reverse of this transformation,
respectively. We initialized the processes with fields drawn from two generalized canonical
ensembles, which had the same Lagrangian multipliers α and β, but different domain width
and height. We found that with these ingredients Crooks’ relation (cf. (4.39)) holds for the
work, i.e. the change in energy during the processes. The parameters β and ∆F were derived
from the ensembles by an analogy to the original canonical ensemble, in which they define
an inverse temperature, and the difference in free energy.
We complemented the numerical results by a rigorous proof. This proof revealed the crucial
choice of the initial ensemble, which defines the parameter β and ∆F for the Crooks’ relation.
In the attempt to find a similar relation starting with a microcanonical ensemble, no universal
result could be derived.
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With regard to the behaviour of two-dimensional fluid flow these results should be treated
with care. The statistics base on simulations with fluid fields, which were truncated at a
considerably low wavenumber. This truncation, and the fact that we did not include any
dissipative term in the equations, led to the result that the highest resolved wavenumbers
were in general nonzero. Furthermore, the number of modes in the horizontal and vertical
direction was kept constant during the transformation, which leads to a different spatial
resolution - an effect, which is not negligible if the amplitudes of the highest wavenumbers
are nonzero. We deliberately decided to completely exclude dissipation to keep the energy
constant (in equilibrium), which eased the assessment of the nonequilibrium effects. Including
higher wavenumbers, and considering a very low viscosity, which damps the amplitudes of
the smallest scales, but keeps the energy approximately constant, should help in this regard.
Further, the approximation of the flow by the generalized canonical ensemble regarding the
deviations in the energy around its mean becomes better for higher resolution, since the
relative deviations decrease to zero.
Eventually, we have learned from these investigations that the reaction of the fluid field
to the externally controlled deformation of the domain is highly sensitive to the microstate,
i.e. the exact composition of the vorticity (or velocity) field. This result is noted down in
Eq. (4.23), which defines the change of the kinetic energy of the field. It is independent of
the numerical model. The application of the derivation of Crooks’ relation to a more general
model of the fluid, which goes beyond a pure increase of the truncation wavenumber in the
model above, remains to be done.
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Fluctuation Theorem
In the previous chapter we applied the Crooks’ fluctuation theorem to a hydrodynamic model.
We were motivated by the idea that the distribution of fluctuations in hydrodynamic flow
can be quantified further by utilizing an analogy to fluctuation relations from nonequilibrium
thermodynamics. If this is the case, and one can derive a fluctuation relation for a certain
system, one could exploit this knowledge, in order to improve predictions about it. In this
chapter we address exactly this question: what is the value added of the information that
the Crooks’ relation holds for a variable, if one wants to make predictions on this variable?
5.1. Introduction and Motivation
In this chapter we want to combine fluctuation theorems with forecasting issues. For this
we consider the fluctuation relation merely as a constraint on the distribution of a random
variable.
One typical forecasting problem, and the one considered here, is the prediction of the return
level or return time of events of a certain amplitude. Typical predictive targets are weather
and environmental variables, such as temperature, water levels, winds speeds or earthquakes;
an event can be, for example, a water level above a certain threshold. By the term return
level one refers to the inverse of the probability that this event will happen. The accuracy of
such a prediction becomes even more essential, if the target is considered to be an extreme
event, such as heat waves, floods or tornadoes. In general, the notion of extreme implies
consequences such as damages on the ecosystem, infrastructure or human society. Assessing
the probability of a certain type of event to happen is crucial in order to prepare and apply
protection measures cost efficiently and appropriately.
Typically, in such predictive questions, one faces two issues: first, the data sets used to
make a prediction can be small. This could be simply the case if not many observations were
recorded. Or if, to prove a time dependence in a certain variable, a time series is split into
intervals, in which the distribution is assumed to be stationary. Second, if the event to be
forecast is rare, it lies in the tail of the underlying distribution, which is hard to estimate
from finite (and maybe also small) data sets.
Consider for example a set of data values of a variable with an unknown probability distri-
bution. We ask for the probability that the next drawn value will exceed a certain threshold
τ . The simplest estimate of this probability, using only the data set itself, is the relative
frequency kN , where k is the number of values greater than τ out of the N values the data
set contains. This prediction is rather coarse. Especially for thresholds far in the tail of the
distribution - if the numerator k is nonzero, it will highly overestimate the actual probability.
However, forecasting zero simply ignores the occurrence of an exceedance event. If risk as-
sessment is built on such a prediction, this can lead to high damage and compensation costs,
if the event does happen.
In most cases, one has more information available than the bare data set. Here, we are
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interested in the prediction of variables which we know to belong to a distribution p(W ),
which fulfils Crooks’ relation with itself, i.e.
p(W )
p(−W ) = e
βW . (5.1)
This relation is merely a constraint on the distribution. In this analysis we ask, how much
this information about the distribution of the variable can be exploited to improve predictions
on it.
Equation (5.1) is a version of Crooks’ relation, Eq. (2.10), in which the distribution of the
forward and the backward process are identical. This occurs, if the initial and final value of the
control parameter are equal, and the protocol is symmetric under time reversal, which is for
example the case in a time-symmetric cycle process. It can also be the case, if the final state is
symmetric to the initial state within some symmetry regarding the equilibrium distribution.
For example, the particle-filled volume can be deformed from an upright standing box to a
lying box with the same, but interchanged side lengths. This leads to a distribution of work
which is the same in the forward and backward process. We construct such an example for
the two-dimensional fluid field presented in the previous chapter, and consider it in Sec. 5.4.2.
In this chapter we will exploit how the information contained in Eq. (5.1) can be used
to improve predictions of return levels. Our prediction target is the exact probability of
exceeding a threshold. In other words, this is the weight of the tail of a distribution. That
is why we can also speak about an estimator instead of a forecast. In the following we will
use the terms interchangeably. We will pay attention to the verification of forecasts in terms
of scores, but also shortly address the evaluation of estimators in terms of consistency, bias,
and variance.
The chapter is structured as follows. In the next section, we present the main idea moti-
vating this analysis, and define a Crooks forecast, which we will argue to be superior to a
simple frequency count on a data set (which we call the Basis forecast). After that criteria
are defined, with which we prove and measure this superiority - we introduce the Brier score,
and quantities such as reliability and Brier skill score related to it. In Sec. 5.4 we show
two examples, where we apply the forecast onto a Gaussian distributed variable, and onto a
data set obtained from a fluid flow transformation experiment as described in the previous
chapter. We introduce composites of the Crooks and the Basis forecast, and optimize these
composites in terms of maximal Brier skill score. In Sec. 5.5 we address the question, how
general densities which fulfil Crooks’ relation with themselves are. We show that they can be
related to symmetric densities and motivate with this equivalency the abundance of “Crook-
sian” densities that can be found or derived. We employ this equivalency and construct a
third example, a density on a bounded domain, to which we apply the forecast method. The
chapter is closed by a summary and conclusions. Parts of the results presented in this chapter
have been published in [23].
5.2. Exploiting Crooks’ Relation for Predictions - the Idea
Given a set of data (i.e. N independent observations of W ) and the knowledge that they are
drawn from a distribution which satisfies the Crooks relation, Eq. (5.1), with a known β, we
want to estimate the probability of observing a value W < τ .
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We can predict this by using two different forecasts:
1. We count the number k of how often in the sample we find Wi < τ . We call this
approach, which is easy to implement and needs no further information, the Basis
forecast. Its prediction is:
fB :=
k
N
. (5.2)
2. We use the knowledge that p(W ) satisfies Eq. (5.1). One can show analytically:
P (W < τ) =
τ∫
−∞
dWp(W )
(5.1)
=
τ∫
−∞
dWp(−W )eβW =
∞∫
−τ
dWp(W )e−βW
= E
[
e−βW Θ(W + τ)
]
. (5.3)
Here, Θ(x) is the Heaviside function, which is 1 for all x ≥ 0 and 0 else, and E[X]
denotes the expectation value of the random variable X. Replacing the analytical
expectation value in Eq. (5.3) by the empirical average leads to the following estimator,
fC :=
1
N
N∑
i=1
Θ(Wi + τ)e
−βWi , (5.4)
which we will name the Crooks forecast in the following. It counts the values in the
opposite tail, and weights them with an exponential factor.
We propose that the Crooks forecast offers an improvement compared to the Basis forecast,
particularly in the region τβ < 0. Intuitively, the Crooks forecast fC is a better estimator in
this region simply because it is calculated based on more data. Figure 5.1 visualizes the idea.
In the following section we want to make the notion of “better” more explicit, and quantify
how much better the Crooks forecast is under different settings. In a typical thermodynamic
setup, where β refers to an inverse temperature and thus is positive, fC should be better than
fB for negative thresholds. We will consider the case of positive β here for all our derivations,
except in Sec. 5.4.2 where we use a negative β. We will see that for β < 0 one can predict
exceedances of positive thresholds τ > 0 in the same spirit. We further show that the Crooks
forecast does not improve compared to the Basis forecast on the full range of thresholds. The
reason is that the empirical mean of e−βW is heavily influenced by strongly weighted rare
events from the diverging side of the exponential function, and thus is sensitive to whether
such values are included in the sample or not.
5.3. Forecast Evaluation: Brier Score, Reliability and Brier Skill
Score
5.3.1. Scores, scoring rules, the Brier score, and its decomposition
In order to measure the improvement of the Crooks forecast compared to the Basis forecast,
we need some method of quantification. Evaluating the skill or the accuracy of a forecast
is a topic of interest in different fields, such as economy, medical diagnostics, or weather
prediction. Especially in the atmospheric sciences most of the methods and ideas have been
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Figure 5.1.: Histogram of data sampled from a distribution which satisfies the Crooks relation with
itself. One may ask for the probability of W to be below −1. This can be approximated by counting
over the bins left of this threshold (in green). We call this the Basis forecast, Eq. (5.2). Alternatively,
applying the knowledge about the Crooks relation, one can use the Crooks forecast, Eq. (5.4), and
approximate the probability on the basis of the red-marked part of the distribution. The values
contributing to the Basis forecast (in green) and the Crooks forecast (in red), are 9 and 238 out of
500, respectively.
developed. This is were the term “forecast verification” comes from [81]. Forecast verification
is necessary to assess the quality of a forecast. This is done by using scores. A score is a
function that assigns a number to a forecast scheme and, thus, makes it possible to rank
different forecast schemes. The coming definitions follow those in [81, pp. 119-125].
The type of forecasts we consider here are probabilistic, i.e. they assign a certain probability
for an event to happen, f ∈ [0, 1]. We indicate with f both the forecast scheme and its actual
value at a certain instant. The prediction target can in principle be anything, we consider
here two categories, O ∈ {0, 1}, with 1 if the event takes place, and 0 if not. A scoring rule
s(f,O) assigns a value to this pair of forecast and observation. This one value, depending
on a single pair of forecast and observation, is in general not very meaningful. For that
reason averages are considered. We define the scoring function as the expectation value of
the scoring rule with a fixed forecast value f over the distribution of the outcome. With
Π = P (O = 1) being the probability of observing an event, the scoring function is defined as
S(f,Π) := E [s(f,O)|f ] = s(f, 1) Π + s(f, 0) (1 − Π).
Another possibility is to calculate the average score, which is defined as the average over
forecast-observation pairs,
S = E [s(f,O)] . (5.5)
Forecasts and observations can both be seen as random variables, but they are not indepen-
dent of each other, thus one considers an average over pairs.
In general the terms scoring rule, scoring function, and average score are not uniquely
defined and used. Often the term score is used, when one refers to any of these. It is clear
from the context, which quantity is meant.
One important property of a “good” scoring rule is that it is (strictly) proper. That
means the score is best (only) if the forecast probability matches the actual probability of
the observed event. Such a criterion rewards a forecast, if it matches the forecaster’s true
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belief. In other words, the forecaster cannot increase their skill by artificially issuing an
overconfident forecast of f = 0 or 1 (cf. [82,83]).
A very popular criterion, and the one we will use in this analysis, is the half Brier score or
simply Brier score [84],
s(f, 0) = b := (f −O)2,
whose average we denote with B. Both b and B are always nonnegative, and the smaller
their value the better the forecast is. The perfect forecast, which predicts f = 1 whenever
the event happens, and f = 0 otherwise, has a Brier score of B = 0. A version of the Brier
score extended to more than two categories, is the ranked probability score [85,86].
There are several reasons for using the Brier score. One of them is that it is strictly
proper. Further, one can derive from it terms such as resolution and reliability. Those are
meaningful quantities, which help interpreting the quality of a forecast beyond measuring it
with a score [87]. This is done by a decomposition based on the average score (see Eq. (5.5)),
which is split into three contributions, the reliability REL, resolution RES, and uncertainty
UNC,
B = E[b(f,O)] = REL − RES + UNC. (5.6)
The individual terms are given by
REL = E[(f − π(f))2], (5.7a)
RES = E[(Π − π(f))2], and (5.7b)
UNC = Π(1 − Π), (5.7c)
where π(f) is the probability of the event to happen, conditioned on the forecast probability
f , i.e. π(f) = P (O = 1|f). This decomposition was derived for the empirical average by
Murphy [88], and in general and for the mathematical expectation value by Bröcker [87].
The uncertainty term is inherent to the scoring rule; it depends only on the probability of
the process to be predicted, and is for all forecasts the same. It is resolution and reliability, in
what individual forecast schemes can differ. The reliability term REL is a negatively oriented
quantity, and its optimal value is zero. It quantifies the agreement between the forecast
probability f and the actual event probability, conditioned on this forecast probability, π(f).
For example, if it is raining heavily on one day out of ten for which I predicted heavy rain with
a probability of 10%, then my forecast has zero reliability REL = 0. In colloquial wording
one would say that a forecast is “reliable” in such a case. In the following, wherever we use
the term reliability, we refer to the quantity REL, and regard a “low reliability” as optimal.
The resolution is a positively oriented quantity and measures the variability of the condi-
tional probabilities π(f) compared to the event probability Π. A forecast issuing only the
unconditioned probability Π at every instant is called climatology and has no resolution.
Any deviation π(f) from the average event probability Π increases the resolution; if it is also
reliable (REL = 0), it increases the whole score of the forecast.
In our case trying to predict the “true” event probability Π = Π(τ) = P (W < τ) only, both
the Basis and the Crooks forecast have no resolution, RES = 0; the probability of observing
an event is independent of the predicted forecast f , i.e. P (O = 1|f) = P (O = 1) = Π. Any
variability in the forecasts will affect the reliability term only. Thus, we will focus on this
quantity as a measure of predictive skill. In addition, this reliability term can be interpreted
as the variance of an estimator measuring the deviation of the estimator from its correct value
Π, which connects forecast verification with the evaluation in terms of estimator criteria.
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Finally, we are going to use the Brier score out of mere convenience, because many of the
calculations in the following can be done analytically using the Brier score.
There are more scores which can be used for forecast evaluation. We just want to quickly
mention the Ignorance score [89],
i = − log2 |1 −O − f |,
which is also strictly proper, and which also can be decomposed into reliability, resolution,
and uncertainty [90]. This score penalizes the missing of an event (f = 0, when O = 1) much
stronger than the Brier score by becoming infinity. However, due to small data set sizes
considered in this study it can happen that the Basis forecast and maybe even the Crooks
forecast predicts exactly zero, which leads to an Ignorance score of infinity. Since this would
hamper the interpretability of any result and mess up any diagram, we did not consider this
criterion.
5.3.2. Application of the Brier score to the Crooks and Basis forecast
Now, we want to calculate the Brier scores of the probability estimators fB and fC to find
out which forecast can be trusted more, i.e. which forecast is on average closer to the true
event probability Π under the distribution p(W ). As mentioned before, we consider forecast
schemes without resolution, so the averages over forecast probabilities and observed events
in Eq. (5.6) can be calculated independently of each other. We start with the average over
the observed events, and assume a specific value f of the forecast. For simplicity, we assume
the probability Π of an event is given. Usually this is not the case, in Sec. 5.4.2 we will have
to estimate it by an empirical average. Given Π, we can calculate the Brier score conditioned
on this forecast probability f (i.e., the scoring function),
B(f) = E[(O − f)2|f ]
= Π(1 − f)2 + (1 − Π)f2
= (f − Π)2
︸ ︷︷ ︸
REL(f)
+ Π(1 − Π)
︸ ︷︷ ︸
UNC
. (5.8)
Here we find the familiar terms reliability and uncertainty.
We now calculate the unconditioned (average) Brier score by averaging over the distribution
of the forecast probability, B = E[B(f)]. The climatology, which predicts always the exact
probability, f = Π, has a Brier score equal to the uncertainty term. The Brier score of
the Basis forecast can be calculated analytically as the expectation value of Eq. (5.8) over
many realizations f (See [91] for a general examination of this issue.) These are discrete and
restricted to kN . The random variable k is binomially distributed with N being the number
of trials and Π the success probability in each trial. Using this, the variance of (f − Π)2 can
be calculated. Inserting this into the expectation value of Eq. (5.8), one obtains
BB =
N + 1
N
Π(1 − Π) = UNC + 1
N
Π(1 − Π). (5.9)
To derive the unconditioned reliability (and the Brier score) of the Crooks forecast we insert
Eq. (5.4) into the reliability term in Eq. (5.8). After that, we can rewrite the expectation
value of this expression as an expectation value of the distributions of the sample values Wi.
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Then the calculation of the unconditioned reliability term is as follows:
RELC(τ,N) = E


(
1
N
N∑
i=1
e−βWiΘ(Wi + τ) − Π(τ)
)2


=
1
N2
N∑
i=1
E
[
e−2βWiΘ(Wi + τ)
]
+
1
N2
N∑
i6=j=1
E
[
e−βWiΘ(Wi + τ)e
−βWj Θ(Wj + τ)
]
− Π2
(5.1)
=
N
N2
E
[
eβW Θ(τ −W )
]
+
N(N − 1)
N2
Π2 − Π2
=
E − Π2
N
, (5.10)
where we abbreviated the expectation value of eβW over W < τ with E ,
E := E
[
eβW Θ(τ −W )
]
. (5.11)
Note that both the integrand and domain of integration differ from those used to construct the
Crooks forecast (cf. Eq. (5.3)). The Brier score can be calculated by adding the uncertainty
UNC = Π(1 − Π).
As a fourth and very simple forecasting method we introduce the Zero forecast. It uncon-
ditionally predicts zero probability, independent of the data set. The Zero forecast serves as
a good benchmark for events that happen with low probability. Its Brier score is BZ = Π,
with reliability REL = Π2.
Interpreting forecasts of P (W < τ) as probability estimators for Π we can also use methods
from statistical estimation theory to evaluate their quality [92]. The quality of estimators can
be characterized by their consistency, bias, and variance. The climatology is by construction
the perfect estimator of the probability, since fCl = Π. Thus it is unbiased, consistent, and
has no variance. Both Crooks and the Basis forecast are consistent and unbiased, which
follows from their definitions. Because they are unbiased, their variance is equal to their
Brier score reliability. The Zero forecast, however, has zero variance and its bias is equal to
Π, independent of the sample size N . Thus, it is not consistent.
See Table 5.1 for an overview of the information we collected so far, from which we can
already draw the following conclusions:
• Both the Crooks and Basis reliability (and Brier score) are inversely proportional to
the data set size N . Their ratio will be independent of the sample size.
• The expectation value E will be larger than or equal to Π2, because the reliability,
derived in Eq. (5.10), is a quadratic quantity.
• The reliability of the Crooks forecast will be smaller than for the Basis forecast if E < Π
(keep in mind that the reliability term is a negatively oriented quantity). This is the
case for negative thresholds, as can be seen in Fig. 5.2: the integrand for calculating E
is smaller than the integrand for Π by a factor eβτ . Thus, in Fig. 5.2 in the region of
negative thresholds, the red area is always smaller than the green one. This means that
for negative thresholds the reliability of the Crooks forecast is always lower than the
reliability of the Basis forecast, and therefore its Brier score is always lower, i.e. better.
With this finding we confirm our main hypothesis.
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forecast reliability REL Brier score B
Basis: fB =
1
N
N∑
i=1
Θ(τ −Wi)
Π − Π2
N
N + 1
N
Π(1 − Π)
unbiased, var.= REL, consistent
Crooks: fC =
1
N
N∑
i=1
e−βWiΘ(Wi −τ)
E − Π2
N
N + 1
N
Π(1 − Π) − Π − E
N
unbiased, var.= REL, consistent
Zero: fZ = 0 Π
2 Π
bias=Π, var.= Π2, not consistent
Climato- fCl = Π 0 Π(1 − Π)
logy: bias=0, var.= 0, consistent
Table 5.1.: Overview over the different forecast schemes, their reliabilities and Brier scores
• There will be a value τ > 0, depending on the distribution, but independent of N ,
where the Basis forecast becomes better than the Crooks forecast. The reason is that
the effect explained in the item above happens for positive thresholds in the opposite
direction and at a certain τ both parts compensate each other. See Fig. 5.2. The
behaviour of the forecasts on the range of positive thresholds is addressed further at
the end of Sec. 5.4.1.
• The comparison of Crooks and Basis forecasts was easy due to the fact that they both
depend in the same way on the sample size N . However, it is difficult to make general
statements for the comparison of the Zero forecast vs. Basis, respectively Crooks. The
following can be said: All forecasts have zero reliability for Π = 0 and a reliability
greater than zero otherwise. For all finite τ (i.e. Π > 0) there is a minimal sample
size NC(τ) for which the Crooks reliability is smaller than the Zero forecast reliability.
Similarly, there is a minimal sample size NB for which the Basis reliability is below the
Zero reliability. The same holds for the scores. The exact NC(τ) and NB(τ) depend on
the distribution, a general statement is not possible.
5.3.3. The Brier skill score - to ease comparison between forecasts
In the following, we use the Brier skill score as a normalized measure of forecast skill that is
less dependent on the event rate Π [93]. It is defined as
BS = 1 − B
Bref
, (5.12)
where Bref is the Brier score of a suitable reference prediction scheme. A forecast has a
positive Brier skill score if it is better than the reference forecast and a Brier skill score of 1
indicates a perfect forecast with Brier score B = 0. The choice of the reference forecast will
not change the ordering of forecast schemes with respect to their skill. However, whether or
not a forecast scheme has positive (or negative) skill, can change.
We will choose the forecast scheme predicting the exact probability, which we introduced
as climatology (cf. Table 5.1), as the reference. If we do not know this probability exactly,
we approximate it from a huge data set, and still name it climatology (This is the case in the
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Figure 5.2.: Visualization of the curves used to calculate the expectation value E(τ) =
∫ τ
−∞
dτ ′p(τ ′)eβτ
′
(in red) and the cumulative probability Π =
∫ τ
−∞
dτ ′p(τ ′) (in green). For negative thresholds E will
be smaller than Π. For positive thresholds this difference gets compensated by the now expanding
effect of the exponential weight. At a certain τ > 0 (depending on the exact distribution) E = Π. At
this point the Crooks forecast becomes worse than the Basis forecast.
second example, Sec. 5.4.2). Since the forecast schemes we consider here have no resolution
we can rewrite the Brier skill score as
BS = − REL
Π(1 − Π) . (5.13)
We can interpret the denominator as a normalization and read the Brier skill score as the
variance of an estimator (with respect to the correct probability) normalized by the variance,
which a Basis forecast obtained on the basis of one data point has.
The ordering of forecasts in terms of their Brier skill score is the same as in terms of their
Brier score. One just has to keep in mind that (for forecast schemes without resolution and
the climatology as the reference, as given here) the optimal skill score is zero, and, the larger
the skill score (i.e. the closer to zero), the better is the forecast.
We choose the Brier skill score in the following examples, as it eases the comparison of
forecast schemes among different thresholds.
5.4. Two Illustrating Examples
In this section we want to support our findings with illustrative examples. We show two of
them, first a Gaussian distribution, and second, data from a numerical experiment, simulating
the transformation of a two-dimensional fluid field.
Gaussian distributions with mean µ and variance σ2 always satisfy the Crooks relation.
The parameter β in Eq. (5.1) is given by β = 2µ/σ2. For Gaussian distributions, we have
the expectation value E (see Eq. (5.11)) and the cumulative density Π, needed for the Brier
skill scores, available in closed form. Thus we can present analytical results evaluating the
forecast schemes. We will complement these results with numerical experiments, if necessary
or if it helps illustration. Further, we address the effect of different β to the forecasts.
In the second, physically motivated example the distribution is highly asymmetric, and not
known in closed form. This adds an error in estimating the cumulative density Π because
all expectation values must be approximated by empirical mean values. The parameter β is
negative in this example, leading to improved predictions in the range of positive thresholds.
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Figure 5.3.: Histogram of n = 104 Zero (brown), Basis (green) and Crooks (red) forecasts, each
estimated using data sets of size N = 10. The exact probability is Π = 0.1252.
5.4.1. Gaussian Distribution
Setup and choice of parameters
We consider Gaussian distributions with the same standard deviation σ = 1, and varying
β = 2µ (1 ≤ β ≤ 7),
p(W ) =
1√
2π
exp
{
−1
2
(
W − β
2
)2
}
. (5.14)
Gaussian distributions with different standard deviation can be transformed to σ = 1 by
changing β correspondingly. Increasing β moves the body of the distribution towards positive
values. Given a threshold τ , this enlarges the data basis of the Crooks forecast while reducing
it for the Basis forecast. Furthermore, it changes the expectation value E (see Eq. (5.11))
and the cumulative probability Π = P (W < τ), which enter the Brier scores and skill scores.
Further, we investigate the effect of the data set size N as well as the effect of the calculation
of empirically estimated expectation values.
Numerical experiments
The basis of the numerically obtained data are mean values over n = 104 repetitions of the
following, what we call hereafter an “experiment”:
1. Sample N values from a Gaussian distribution, parametrized by β.∗
2. Calculate forecasts fB and fC of the probability that W < τ , as given in Table 5.1,
first column. (The Zero forecast fZ is always zero.)
3. Calculate Brier scores BC(fC) and BB(fB) of the given forecast probabilities fC/B via
Eq. (5.8), using the exact probability Π. The Brier score of the Zero forecast is BZ = Π,
because the forecast is zero in each experiment.
∗In forecast verification methods, the data set on which a forecast method is trained, is called the training
data. The data on which it is verified, is called the test data. As we do assume to have the probability
of observations Π given, and do not need any further information, we do not have any test data. That is
why we also omitted the term “training data”.
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Figure 5.4.: Mean Brier Skill Scores for data sets of size N (10, 50, 200), plotted logarithmically over
threshold τ respectively linearly over probability Π to be below the threshold τ . Samples are drawn
from a Gaussian distribution with mean and standard deviation equal to 1, i.e. β = 2.
Then we calculate empirical mean values of the Brier scores from the n = 104 experiments,
and Brier skill scores using Eq. (5.12) with the climatology score Π(1 − Π) as the reference.
These empirical averages will complement the analytical results. Figure 5.3 shows a histogram
of forecasts for a data set of size N = 10. While the distribution of the Crooks forecast is
smooth, the Basis forecast is restricted to N+1 discrete values, and the Zero forecast obviously
predicts zero in all 104 experiments.
Crooks vs Basis vs Zero forecast
As mentioned before, for the Gaussian distribution analytical results are available (at least
in terms of the error function). The numerical results confirm, by and large, the findings
of Sec. 5.3. Figure 5.4 shows Brier skill scores of the Crooks, Basis and Zero forecast (and
weighted composites of forecasts that will be explained later) for different data set sizes N .
They are plotted logarithmically over threshold τ respectively linearly over probability (to
exceed this negative threshold) Π, which emphasizes different regions.
The green dots and lines show the Brier skill score for the Basis forecast, calculated empir-
ically, i.e. over n = 104 experiments, and analytically, as given by Table 5.1. The green lines
give the reference for the skill which a forecast has to exceed to be better than using only the
relative frequency in the data set. This reference increases towards zero for increasing data
set size, as the approximation of the climatology can be made more exact having more data
points available.
The approximation of the analytical limit of the Basis Brier skill score by the empirical
estimate deviates strongly in the range of very low probability, i.e. low threshold τ . Some of
the points lie on the line of the Zero Brier skill score (see left column of plots, green points
on top of the brown line). The reason is that in none of the n experiments the Basis forecast
was nonzero, which illustrates the rareness of the event we are predicting.
Forecasting zero for very low thresholds seems to be a good strategy, as can be seen in the
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brown curves, which show the Brier skill score for the Zero forecast. There is a range of low
probabilities where the Zero forecast improves compared to the Basis forecast. This range is
broader for smaller data sets. This is reasonable, as the lowest nonzero Basis forecast that
can be made is 1N , which is already too high for a certain range of probability Π.
The red curves in Fig. 5.4 show the Brier skill score of the Crooks forecast. We did not
plot the empirical mean values because with the resolution in this graph they lie on top of
their analytical expectation values for the whole range plotted here. As expected, the Crooks
forecast improves compared to the Basis forecast for the whole range of thresholds τ shown
here. It becomes better when decreasing the threshold. Neglecting the range of the ordinate,
the relative position of the Brier skill scores for the Crooks and the Basis forecasts is the
same in all of the plots. The reason is that they are inversely proportional to the sample size,
and thus their ratio is independent of N .
In the range of low thresholds (see left column), the Zero forecast is even better than the
Crooks forecast. This effect decreases with increasing N .
Figure 5.4 describes the situation for one exemplary β. Several facts still hold for the
other values of β: In the expecation values obtained from the numerical data there are still
jumps of the Basis skill onto the skill for the Zero forecast for low thresholds, because none
of the experiments ever provided a nonzero Basis forecast. The improvement of the Crooks
skill compared to the Basis skill increases with decreasing threshold. The intersection of
the curves, where the Zero forecast becomes worse than Crooks, decreases towards smaller
thresholds with increasing β. For a given τ , the Crooks forecast performs the better the
higher the parameter β is. For low β the distribution is closer to being symmetric around
zero, i.e. the number of points that are available for the Crooks forecast is not much larger
than for the Basis forecast. Unexpectedly, for large β and small samples (e.g. β = 4, N = 10)
the Zero forecast is better than Crooks not only at very small thresholds, but starts to improve
upon the Crooks forecast again at thresholds close to zero. (The red curve falls steeper than
the brown curve there.) This effect is not addressed further here, but might be due to the
unsuitability of the Brier skill score as a criterion of predictive skill. (A logarithmic criterion,
which is −∞, when the forecast probability is zero, would not suffer from this effect.) For
more graphs of the Brier skill scores of the forecasts for Gaussian distributions with β = 1
and β = 4 see Supplementary D.
One might ask in this special case, how good a prediction can be using the knowledge that
we make forecasts about a Gaussian variable. Therefore we calculate mean and standard
deviation empirically for each data set and then obtain the prediction as an integral over the
Gaussian distribution with these parameters. The curves are not shown. In general, the skill
of this method is between the Basis’ and the Crooks’ skill. For low β and low thresholds this
method is better than the Crooks forecast (this happens in a region where the Zero forecast
is better, too). The reason is the same as above: there is no great advantage by the amount
of data that is used to calculate the Crooks forecast.
Composites of the Basis and the Crooks forecast
Each of the two estimators (Basis and Crooks) neglects that part of the data which is used
by the other estimator. Therefore it seems likely that predictions can be further improved
by combining them. In the following, two composites of fC and fB are proposed, which are
linear combinations of the Crooks and the Basis forecast,
fα = ACfC +ABfB. (5.15)
The composites are the following:
68
5.4. Two Illustrating Examples
• f0.5: Arithmetic Mean.
Both predictions are equally weighted, AC = AB =
1
2 .
• f#: Forecast weighted according to the number of contributing sample members.
The Crooks and the Basis forecast are weighted proportionally to the number of sample
members aC , respectively aB , that are above −τ , respectively below τ , i.e.
AC =
aC
aC + aB + 1
, AB =
aB
aC + aB + 1
. (5.16)
The arithmetic mean assigns the same probability at every instant the forecast is calculated.
By its definition we can read that it is unbiased, i.e. E[f0.5] = Π. In the composite weighted by
the number of contributing members, however, the parameters AC and AB are defined newly
at every instant. It is not obvious to see that this forecast is unbiased, i.e. that E[f#] = Π.
For the tedious derivation of this result, see Supplementary F.†
If the parameters of the composite do not depend on the exact forecast, like in the arith-
metic mean, the reliability of the composite can be calculated. In the following we assume
that AC + AB = 1 in Eq. (5.15), which stipulates a kind of normalization in the sense that
the composite is unbiased. We set α = AC = 1 −AB , and find for the reliability
RELα =E[(fα − Π)2]
=α2E[(fC − Π)2] + (1 − α)2E[(fB − Π)2] + 2α(1 − α)E[(fC − Π) (fB − Π)]
=α2RELC + (1 − α)2RELB + 2α(1 − α)E[(fC − Π) (fB − Π)],
(5.17)
i.e., it can be split into the reliability terms of the Crooks and the Basis forecast plus a co-
variance term. All three terms can be approximated by averages obtained from data samples,
but can also be given by analytical expressions calculated from the underlying distribution.
The analytical expressions for the reliability terms of the Crooks and the Basis forecast are
written down in Table 5.1. The covariance is calculated here. It reduces to terms propor-
tional to expectation values of both forecasts, because their data bases are non-intersecting,
†In the publication [23] we introduced a similar composite fcm, which was also an average of the Crooks and
the Basis forecast weighted by the contributing members. The difference is that for the composite f# we
added 1 in the denominator compared to fcm in [23], i.e.
fcm =
aCfC + aBfB
aC + aB
vs. f# =
aCfC + aBfB
aC + aB + 1
.
We found that the analytical expectation value of f# can be calculated, and is equal to the cumulative
probability Π(see Suppl. F). On the other hand, the expectation value of fcm is not defined, as it involves
the integration over a zero denominator. But, comparing the two forecasts, fcm must be biased. Thus, we
present the results for f# here.
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and becomes
E[(fC − Π) (fB − Π)]
= E[fBfC ] − E[fB ]Π − E[fC ]Π + Π2
=
{
1
N2
N∑
i=1
Θ(Wi + τ)e
−βWiΘ(τ −Wi)
+
1
N2
N∑
i6=j=1
Θ(Wi + τ)e
−βWiΘ(τ −Wj)



− Π2
=
{
1
N2
N · 0 + 1
N2
N(N − 1)Π2
}
− Π2
= −Π
2
N
. (5.18)
Inserting everything into Eq. (5.17), we obtain
RELα =
α2E + (1 − α)2Π − Π2
N
. (5.19)
With the reliability term we can also calculate the Brier score (Eq. (5.6)) and skill score
(Eq. (5.13)) of composites weighted with a factor α. We will use these analytical results for
the arithmetic mean, with α = 12 . The calculation of the reliability term E[(f# − Π)2] of the
composite weighted by the number of contributing members, f#, does not lead to a result
which is presentable in a closed, or even short, form. Thus, we refrain from writing analytical
expressions, and show numerical results, only.
In Fig. 5.4 the Brier skill scores of the composites f0.5 and f# are indicated by blue curves
and orange dots, respectively. If the deviations in the Crooks and the Basis forecast are to
different sides of the perfect probability Π, then the arithmetic mean f0.5 can cancel these
deviations. This happens in the range thresholds close to zero, where the two forecasts are
anticorrelated because the data, which is in one part of the histogram is missing in the other.
In the range of low thresholds the skill of the arithmetic mean forecast lies between those of
the Crooks and the Basis forecast. There is no range, where this forecast is worse than the
Basis forecast.
The Brier skill score of the composite f# is calculated by empirical averages. For thresholds
close to zero f# performs better than the Crooks forecast. The range of improvement increases
with increasing sample size N . Whenever all of the Basis forecasts are zero, the skill of f#
jumps to values in the vicinity of the skill of the Crooks forecast (cf. plot over threshold τ
for sample size N = 10). Compared to the arithmetic mean the composite f# seems to be
the favourable choice in any case, as it has an equal or higher skill than the latter. However,
the superiority of f# might be specific to the choice of distribution and parameters.
From these results we conclude that combining the knowledge of the two forecasts can lead
to an even better prediction, but it is important how much both forecasts are weighted.
The optimal composite
The question appears, what is the best possible composite of the Basis and Crooks forecast.
Therefore, we reconsider the composite in the form
fα = αfC + (1 − α)fB , (5.20)
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and choose the parameter α such that on average this forecast performs best. By this opti-
mization we obtain one constant α for all forecast instances. Keep in mind, that for single
realizations of the experiment this optimized forecast can be worse than either of the Basis
or Crooks forecast. Further, notice that the following calculation uses the knowledge of the
exact distribution, or at least of a well approximated cumulative probability Π. Knowing
full well that in general such information is not available, this derivation still provides some
helpful insights. We find the optimal composite by minimizing the reliability term, as given
by Eqs. (5.17) and (5.19), with respect to α. This is equivalent to minimizing the Brier score
or maximizing the Brier skill score. The optimal α is given by
αopt =
E [(fB − fC) (fB − Π)]
E[(fB − fC)2]
(5.21a)
=
Π
Π + E , (5.21b)
where we denoted both the formulation in terms of expectation values (Eq. (5.21a)) and with
the familiar terms cumulative probability Π and Crooks error E (Eq. (5.21b)). The optimal
α is independent of the sample size. From the analysis above (see items in Sec. 5.3) we know
that Π > E ≥ Π2 (for negative thresholds). It follows that 12 < αopt ≤ 11+Π . This means
that for an optimal composite the Crooks forecast should always be weighted stronger than
the Basis forecast. On the other hand, for a nonzero probability Π the Basis forecast should
always be included, since α < 1.
The corresponding Brier score, using Eq. (5.21b), is
BSαopt = −
1
N
E − Π2 − ΠE
(Π + E)(1 + Π) .
It is larger (i.e. closer to zero) than the Crooks skill score (see Table 5.1) by having a smaller
numerator and a larger denominator than the latter. We omitted the formulation of the
Brier skill score of the optimal composite in terms of expectation values here, it can easily
be derived from Eq. (5.17).
Figure 5.5(a) shows the optimal α depending on the threshold, for a Gaussian distribution
with β = 1. For this low value of β the range of thresholds, where the Basis forecast is
used to a considerable amount, is quite broad. The higher the β, the faster the optimal α
approaches 1 (not shown). Figure 5.5(b) shows the corresponding Brier skill scores. The
optimal α forecast (violet curve) can improve by up to 78% compared to the pure Crooks
forecast (or 91% compared to the Basis forecast) in the regime of thresholds close to zero.
The diverging side of the distribution
In the introduction of this chapter we claimed that we can improve forecasts, if we use the
knowledge that a distribution satisfies the Crooks relation. We were interested in estimating
the probability that a value W is below a certain threshold τ . In Sec. 5.3.2 we were able
to show that the Crooks forecast improves compared to the Basis forecast, if their quality is
measured with the Brier score. The above holds true for negative thresholds τ (and a positive
parameter β). There the individual contributions to the Crooks forecast, which are equal to
e−βW , are small. For τ > 0 these contributions diverge exponentially. In this paragraph
we extend the range of thresholds to positive values (given that β > 0). Doing so, the two
forecasts share a set of values, namely in the range −|τ | < W < +|τ |.
In Sec. 5.3.2 we compared the Crooks and Basis forecast in terms of their Brier score and
Brier score reliability. We found that the quantity from which one can read the improvement
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Figure 5.5.: Graphs of the optimal composite of Crooks and Basis forecast in order to maximize the
Brier skill score. (a) α parameter for the optimal composite (cf. Eqs. (5.20) and (5.21)). (b) Brier skill
score of the optimal α forecast (violet line) plotted over threshold. The Crooks (red), Basis (green)
and Zero (brown) forecast are added for comparison. The sample size is N = 10.
of the Crooks forecast compared to the Basis forecast is E , as given by Eq. (5.11). From
Fig. 5.2 one can tell that for negative thresholds the value of E is always smaller than Π, thus
the Crooks forecast improves compared to the Basis forecast. We can also see that there is a
certain range of positive thresholds, where the Crooks forecast is still better, i.e. E < Π, but
at some τ the reducing effect of the negative range on the expectation value E is compensated.
From this τ on the Basis forecast is better.
See Figure 5.6 (lower plot), where we show Brier skill scores of the different forecasts for
thresholds extended into the positive regime. The colour coding is like in Fig. 5.4. Consider
the red and the green curves, which indicate the skill of the Crooks and the Basis forecast, re-
spectively. Soon after entering the regime of positive thresholds, the Crooks forecast becomes
worse than the Basis forecast. Its skill decreases to BSC = −6 for τ = 2.
Regarding the composites of the Crooks and the Basis forecast, the following has to be
taken into account: The forecasts fB and fC are strongly anticorrelated for τ > 0, because
a data point which was missing in one forecast (and making its predicted value smaller) is
included in the interval used by the other forecast. At τ > 0 this changes, because of the
commonly used regime the correlation gets positive. This correlation, as formulated by words,
enters the calculation of the covariance term in the reliability of a composite (cf. Eq. (5.17)).
Equation (5.18) has to be modified. The first term in the third line, containing two Heaviside
functions of the same value Wi, is no longer zero, but instead
ξ
N , with
ξ =
|τ |∫
−|τ |
dWp(W )
being the cumulative probability of values between −τ and τ . Thus, we obtain
E[(fC − Π) (fB − Π)] =
Θ(τ)ξ − Π2
N
,
and
RELα =
α2E + (1 − α)2Π +
(
Θ(τ)ξ − Π2
)
N
. (5.22)
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Figure 5.6.: Optimal α (top) and Brier skill scores (bottom) plotted over threshold τ . Data basis
are sets of size N = 10 drawn from a Gaussian distribution with σ = 1 and µ = β/2 with β = 2.
The lower plot shows familiar curves for the Crooks (red), Basis (green), Zero (brown), composite 0.5
(blue) and composite # (orange) forecast. The latter can only be given by empirical approximation
and is thus plotted as dots.
We can use this expression for the calculation of the Brier skill score of the arithmetic mean,
BS0.5. For the skill of the composite weighted by the number of contributing members, BS#,
we have to calculate empirical averages. The skill scores of f0.5 and f# are indicated by the
blue and the orange curve in Fig. 5.6, respectively. Both have a kink at τ = 0, which for f0.5
can be explained by the reliability term (5.22) - the summand Θ(τ)ξ is not differentiable at
this point. The curves fall below the skill of the Basis forecast at τ ≈ 0.6, and decrease to
BS0.5 = −1.56, and BS# = −1.62 at τ = 2.
The non-vanishing summand in the covariance term in Eq. (5.18) affects the calculation
of the optimal forecast and the corresponding optimal α as well. The latter is still given by
Eq. (5.21a), but its pendant in terms of Π and E , Eq. (5.21b), is no longer valid. It has to
be completed by an extra term,
αopt =
Π − ξΘ(τ)
Π + E − 2ξΘ(τ) . (5.23)
The optimal α is plotted in Figure 5.6 (upper plot). It has a dip at τ = 0. One can show
that decreasing the denominator and numerator by ξ and 2ξ, respectively, pulls α away from
0.5. That is why it is increasing again. At some point this effect is outweighed by the strong
increase of the expectation value E in the denominator. The curve starts decreasing, passes
α = 0.5, where Π = E and approaches zero for τ → ∞.
5.4.2. Experimental data
In this second example we use data obtained from a numerical experiment. We do not have the
exact distribution of the random variable available here, but we know that it satisfies Crooks
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Figure 5.7.: Visualization of the transformation of
the domain from a lying rectangle to a standing
one. This is done by linearly decreasing the domain
width L from 2 to 12 with a speed g. In the setup
here g = 100. (See Sec. 5.4.2 for details.)
prob. density p(W )
0 2−2−4−6−8
work W
Figure 5.8.: Distribution of the work im-
posed in the transformation described in
Sec. 5.4.2.
relation, Eq. (5.1), and we know the parameter β. The experiment we consider is similar
to those described in the previous chapter. We transform the domain of two-dimensional
fluid flow, which changes the kinetic energy of the flow dependent on its microstate. We
demonstrated in the previous chapter that this energy change fulfils Crooks’ relation with
parameters β and ∆F derived from the equilibrium state. The transformation we consider
here is the linear decrease of the domains width L = 2 − gt from 2 to 1, while at the same
time increasing its height M in order to keep the area constant. The process is illustrated
in Fig. 5.7. Because the final and initial state are symmetric by a rotation of 90 degrees,
the equilibrium distribution of both states are the same, thus the free energy difference
∆F is zero, and the distributions of work in the forward and backward process are equal,
pf (W ) = pb(W ) =: p(W ). Consider Fig. 5.8, where p(W ) is shown. It is highly asymmetric
and satisfies Eq. (5.1) with β = −19. We know this value from the equilibrium distribution
of the fluid field. Further parameters are rmax = 26, L = 2, M = 1, number of values W :
2.5·106. For further details about the design of the experiment and the verification of Crooks’
relation, see Sec. 4.2, for details about the numerics, see Supplementary C.
Having a negative sign for β we can improve predictions of work values being larger than
positive thresholds τ , i.e., P (W > +τ), because then the Crooks forecast does not use the
diverging side of the distribution. We split the data set of the work W into two parts: a “fore-
casting” data set of 5 · 105 values, from which we calculate forecasts, and empirical averages,
and a “verification” data set of 2 · 106 values, which we use to approximate the cumulative
probability Π. It is important that these data sets do not overlap, as this would artificially
increase the skill of the Basis forecast (see Supplementary E for a detailed illustration). De-
spite the abundance of sample points, the accuracy of the calculations is affected, especially
for very high thresholds, because there Π is approximated poorly. Nevertheless, we use Π in
the calculation of reliabilities, skill scores and the optimal α whenever possible, in all other
cases we employ empirical mean values.
We consider sample sizes of N = 10, 20, 50, 100, and 200, and thresholds in the range
0 ≤ τ ≤ 0.4. For a given N and τ we split the shuffled array of work values (of the
forecasting data set) into 5 · 105/N samples (i.e. a different number for each sample size).
For each sample we do an experiment (cf. page 66), calculate the Crooks forecast, the Basis
forecast, and composite forecasts predicting the probability P (W > τ). We compute their
Brier scores, and obtain the Brier skill scores as empirical mean values.
We know from the analysis in Sec. 5.3 that the reliability of the Crooks and the Basis
forecast is proportional to the inverse of the sample size N (see Table 5.1). The same holds
for composites with a fixed α, i.e. the arithmetic mean, and the optimal composite (see
Eq. (5.17)). Thus, if multiplied by the sample size N , all curves of one type (e.g. the Brier
skill score of the Crooks forecast) collapse to one curve. We exploit this property and average
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Figure 5.9.: Brier skill scores of the forecast schemes introduced in this study, for data obtained from
a fluid field transformation. The curves are normalized to curves for sample size N = 1 by multiplying
the scores with the sample size. To obtain concrete numbers for the Brier skill scores given a certain
sample size N 6= 1, one has to divide the values on the ordinate by N . For those forecast schemes,
whose BS is not independent of N (i.e. f# and fZ), the curve indexed with the corresponding N has
to be considered. See text for more details.
over Brier skill scores of different sample sizes.
Furthermore, several expectation values of reliabilities or scores can be expressed by terms
we derive from the distribution, i.e. Π and E . Like the cumulative probability Π we can
approximate the Crooks-error E by a weighted average over the 2 · 106 verification data
values. In our calculations of the Brier skill scores we complement the empirical averages
from the forecasting data by the pseudo-analytical results involving the approximated Π and
E . Having illustrated the effect of limited data on the calculation of averages (see, e.g.,
Fig. 5.4), we now simply show in each case the smoothest possible curve.
The results are condensed into Fig. 5.9. There we show Brier skill scores over threshold τ
for all forecast schemes we introduced. We normalized all curves onto one curve for N = 1, i.e.
we multiplied the skill scores with their corresponding sample size. For the Crooks forecast
(red), Basis forecast (green), the arithmetic mean composite (blue) and the optimal composite
(violet) the curves collapse into one. For the whole range of thresholds shown here we see a
clear improvement of the Crooks forecast compared to the Basis forecast. It becomes better
for higher thresholds. The arithmetic mean offers some improvement compared to the Basis
forecast, but lies below the Crooks forecast for nearly the complete range, just for thresholds
close to zero it becomes slightly better. The impression that combining both forecasts can not
improve much on the Crooks forecast is supported, if one considers the curve of the optimal
composite‘s Brier skill score. Only for small τ it improves compared to the Crooks forecast,
for most of the threshold ranges it basically collapses into one curve with the pure Crooks
forecast.
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The composite weighted by the number of contributing members (orange curves), which
we also normalized by N , is still not independent of the sample size. To illustrate this, we
plotted three curves. This composite does not give a considerable improvement for any of
the thresholds. However, one can see clearly the effect of the sample size. The larger the
sample size, the worse (within this normalized scaling) the forecast. The reason is that for
any thresholds above τ = 0.1 the cumulative probability Π is below 1200 . Any nonzero Basis
forecast automatically overestimates the probability. This happens more often, if the sample
size N is larger. At the same time only these overestimating forecasts enter the composite
f#. That is why f# performs worse for large sample sizes.
For reference we also included the Zero forecast. Its skill score is independent of the sample
size (as it predicts zero independent on any data point or threshold). Thus the normalization
means an artificial multiplication by N . We inserted three curves which indicate that, given
a threshold τ , for any of the forecast schemes there is a minimal sample size where the Zero
forecast becomes worse than this respective forecast. For a sample size of N = 10 or smaller,
however, it is best (in terms of Brier skill score) to predict zero at any instant. We addressed
this “good” performance in the previous section already, and ascribed it to the inappropriate
choice of scoring rule.
5.5. Crooksian Densities Derived from Symmetric Densities
Having presented two examples for the application of the Crooks’ forecast, we want to ask
the question, how ubiquitous these densities fulfilling Crooks’ relation with themselves, are.
In the following, we show that any such density can be written as the product of a symmetric
density times a function which contains the parameter β. This reveals somehow a universality
of these distributions, as the class of densities fulfilling Crooks’ relation is equivalent to the
class of symmetric densities. We will call such a density fulfilling Crooks’ relation with itself
Crooksian.
After deriving the relation of Crooskian to symmetric densities, we utilize it to construct a
Crooksian distribution from a uniform distribution, to which we apply the forecast method we
derived above. As this density is bounded on a finite interval, we do not face the contribution
of sparse data from any tails to the forecast. Composite forecasts using the maximal range
of data are shown to be the superior choice.
5.5.1. The link between symmetric and Crooksian densities
In the following we show that we can write any density p(W ) fulfilling Crooks’ relation with
itself (cf. Eq. (5.1)) as the product of a symmetric density with a factor depending on the
variable and the Crooks exponent β. For this we calculate the logarithm of Eq. (5.1) and
rename the logarithm of p(W ) as G(W ) := log p(W ). We obtain
G(W ) −G(−W ) = βW. (5.24)
The function G can be decomposed uniquely into its symmetric and antisymmetric part,
G(W ) =
1
2
[G(W ) +G(−W )] + 1
2
[G(W ) −G(−W )] =: GS(W ) +GA(W ),
and Eq. (5.24) can be rewritten as
GA(W ) =
βW
2
.
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This gives p(W ) = eGS(W )eGA(W ) = s(W )eβW/2, where s (W ) is symmetric. From the condi-
tion that p(W ) is a density one can derive
∞∫
−∞
dW p(W ) = 1
=
0∫
−∞
dW s(W )e
βW
2 +
∞∫
0
dW s(W )e
βW
2
=
∞∫
0
dW s(−W )e
−βW
2 +
∞∫
0
dW s(W )e
βW
2
=
∞∫
0
dW s(W ) 2 cosh
(
βW
2
)
To make this integral finite, s(W ) has to compensate the divergence of the cosh. We therefore
rewrite it as
s(W ) =:
q(W )
cosh βW2
with q(W ) being positive, symmetric and
∞∫
0
dW 2 q(W ) = 1.
This integral can be expanded to the full range from negative to positive infinity,
∞∫
−∞
dW q(W ) = 1,
which shows, that the quantity q(W ) is a (symmetric) density. Thus, we can write p(W ) as
p(W ) = e
βW
2
q(W )
cosh βW2
=
2 q(W )
1 + e−βW
(5.25)
with any symmetric density q(W ). This transformation still applies, if the support of p(W )
is bounded (but it must be symmetric).
This derivation provides a simple relation between any symmetric density and a density
which fulfils Crooks’ relation with itself. It shows the generality of distributions, for which
such a relation can hold.
5.5.2. A third example: the Crooksian density derived from a uniform
distribution
With this relation between Crooksian and symmetric densities at hand, arbitrary Crooksian
distributions can be calculated. We employ this relation to construct a third example on
which we test the forecast method.
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The density
As the symmetric density q(W ) we consider the uniform distribution on the interval [−1, 1],
and hence generate a distribution which is bounded.
The symmetric density of a uniform distribution is given by
q(W ) =
{
1
2 for |W | < 1
0 else,
Inserting this into Eq. (5.25), we obtain,
p(W ) =
Θ(1 − |W |)
1 + e−βW
. (5.26)
This density is plotted on the right for two different parameters
β = 1 and 2.
β = 1
β = 2
0.5
1.0
0 1−1
W
p(W )
Crooksian density p(W )
obtained from a uniform
density via Eq. (5.25).
We draw values from the Crooksian distribution with the inverse transform sampling
method [94, 95]. For this it is necessary to calculate and invert the cumulative probability
function F (W ) of the Crooksian density. The samples are then given by a simple transfor-
mation W = F−1(x) from uniformly distributed random numbers x ∈ [0, 1].
The inverted cumulative probability function of Eq. (5.26) is given by
→ W = 1
β
log
[
e−βF
(
1 + e−β
)
− 1
]
, with F ∈ [0, 1].
Predicting on the Crooksian density
Given the data samples of the density p(W ) (cf. Eq. (5.26)), we apply the forecast schemes
introduced in the previous section to make predictions of the probability to find a value
below τ . We choose β = 1 and negative thresholds. For the calculation of the Brier skill
score (Eq. (5.12)) the climatology is used as the reference, thus all forecast schemes presented
here do only have negative skill. The closer they are to zero, the better they are.
Figure 5.10 shows the Brier skill scores of all the forecast schemes considered. It is designed
analogously to Fig. 5.9. The Brier skill scores of most of the forecasts presented here, namely
the fC , fB, f0.5 and fαopt can be calculated analytically. All of them are inversely proportional
to the sample size. That is why we multiplied the calculations of the skill scores by their
respective sample size, or spoken differently, considered a sample size N = 1. The composite
weighted by the number of contributing sample members, however, is not independent of N .
We show numerical averages, given by the orangey curves. For reference, the Brier skill score
of the Zero forecast, artificially multiplied with the sample size, is included as well.
We refrain from a detailed interpretation of the results, because these are similar to those
found for the Gaussian distribution and the fluid experiment data, and point out the differ-
ences to the previous case: As expected, the Crooks forecast improves compared to the Basis
forecast, but since the distribution considered here does not have any tails (simply, because
it is restricted to a finite interval), the improvement is not as strong as in the other two
examples. For a distribution on a finite interval, the combination of the knowledge of both
forecasts leads to a higher skill in any case, as the curves of all composites indicate.
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Figure 5.10.: Brier skill scores of the different forecast schemes predicting the exceedance probability
P (W < τ), plotted over threshold τ . Data is drawn by inverse transform sampling from the distri-
bution given by Eq. (5.26) with β = 1. The curves are normalized to curves for sample size N = 1
by multiplying the scores with the sample size. To obtain concrete numbers for the Brier skill scores
given a certain sample size N 6= 1, one has to divide the values on the ordinate by N . For those
forecast schemes, whose BS is not independent of N (i.e. f# and fZ), the curve indexed with the
corresponding N has to be considered. See text for more details.
5.6. Summary and Conclusions
By the analytical derivations in this chapter, and the supporting examples, we found that
we can improve predictions using the Crooks fluctuation theorem. We confirmed our main
hypothesis: if we use the knowledge that a random variable is drawn from a distribution which
satisfies the Crooks fluctuation theorem with itself, we can give an estimate of the probability
to exceed a threshold which is better than simple histogram counting. We measured the
notion of “better” in terms of the Brier score reliability and Brier skill score and were able
to show that the Crooks forecast always improves compared to the Basis forecast, if τβ < 0.
This improvement is universal, independent of the exact distribution of the prediction target.
We explored the strengths and limitations of this new estimator for three examples over a
wide range of parameter values (such as threshold and sample size), and proposed further
improvement by combining the estimators. We also addressed the question, how wide the
range of applicability of such a method is. Having derived a relation of any symmetric density
to a Crooksian density, i.e. one which fulfils Crooks’ relation with itself, we argued that the
property of a density to be Crooksian is not as exotic as it might appear at first sight.
Throughout the analysis we assumed the parameter β to be given. In typical thermody-
namic setups, where Crooks’ relation comes from, this is in general the case. The parameter
β is known a priori from the equilibrium of the system, for example it is the temperature of
a heat bath. To the author no report about any experiment or process, which produces a
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Crooksian density, but is not thermodynamic, is known. Maybe this is due to the fact that
no one has ever looked for this outside the “typical” thermodynamic framework. In such a
case the parameter β possibly has to be estimated only from the observed data. The first
simple idea would be to estimate the distribution p(W ) by a histogram, and to plot the ratio
of p(W ) and p(−W ) logarithmically. The fitted slope should approximate the parameter β
(see Eq. (5.1)). Especially, if the data set is small, which is the case here by construction,
this method will underestimate the absolute value of β. We were facing this issue already
in Sec. 4.2 (paragraph “Crooks’ relation”). Consider Fig. 4.7(b). At the ends of high and
low values of W the dots systematically lie above/below their theoretical prediction. For
small data sets one basically faces only this behaviour, thus the estimate of |β| will be too
low. Using this value β for predictions with the Crooks forecast leads to biased estimates of
the exceedance probability. The problem of obtaining β empirically is an issue that requires
further investigation.
We quantified the predictive skill of the forecast by the Brier score. The choice of a scoring
rule is crucial for the ranking of forecast schemes. Using the Brier score made the Zero
forecast appear like a favourable choice, as its skill can be larger than the skills of the Crooks
or the Basis forecast. However, predicting zero probability simply ignores the possibility of an
event to happen. If this event is extreme, possibly associated with life-threatening dangers
for people or devastating damages or losses to properties, then its predicted impossibility
may cause strong consequences, e.g. high monetary compensation costs, if the event does
happen. A scoring criterion which penalizes false zero forecasts more heavily than the Brier
score would certainly be favourable in such a scenario. The problem of suitable evaluation
criteria for predictions of rare events is addressed in, e.g., [96].
After all, the method presented here enters the field of predicting rare, if not extreme
events. A well established mathematical tool for estimating the tails of a distribution from a
finite data set, is (Generalized) Extreme Value Theory GEV [97]. There the universality of
asymptotic distributions yield a way to determine, by fitting three parameters to an empirical
histogram, the return level of events of a magnitude which are larger than all observed events.
There is no need to make any quantitative comparison between this method and the one
presented here, since sample sizes needed to apply GEV are by orders of magnitude larger
than those used here, so that GEV would not make any meaningful statement in setups
like those considered in this chapter. However, the improvement of methods from GEV in
situations where the Crooks fluctuation theorem is valid (and sufficient data is available), is
an promising subject that is worth being investigated further.
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6.1. Conclusions
The Crooks fluctuation theorem is an equation which was derived for small scale thermody-
namic systems. It quantifies the distribution of work one has to impose in a process, where
the system is pushed out of thermal equilibrium. The fluctuations of the microscopic de-
grees of freedom in the system provide the spread in the distribution of the work - for each
realisation of such a process the work imposed on the system differs. Crooks’ relation gives
information about nonequilibrium processes that goes beyond the second law of thermody-
namics. It shows that for small systems the fluctuations are relevant, and provide a spread in
the distribution of a macroscopically observable quantity. In the thermodynamic limit this
spread disappears and the observed distributions become δ-peaks.
The velocity field of turbulent hydrodynamic flow is also a fluctuating variable. For two-
dimensional flow it is possible to quantify the equilibrium statistics of the velocity field. In this
thesis an analogy of the Crooks fluctuation theorem for a process deforming a two-dimensional
fluid field was derived, which is relevant for macroscopic systems.
In Chapter 4 we investigated a two-dimensional, inviscid, and divergence-free fluid in a
rectangular domain. The flow of this fluid, which is described by the vorticity equation,
Eq. (3.13a), conserves the kinetic energy and the enstrophy. We designed a process, which
pushes the system out of this equilibrium state of constant energy and enstrophy. The process
we considered is an area-preserving deformation of the domain, in which the fluid evolves.
This deformation changes the energy of the system depending on the composition of the fluid
field, which we referred to as a microstate. We named this change in kinetic energy the work.
For the numerical simulation a truncated model of the two-dimensional flow was consid-
ered. The equilibrium of this system was approximated by a generalized canonical ensemble
determined by two Lagrangian multipliers α and β corresponding to the average enstrophy
and energy. The transformation from a square to a rectangle was defined as the forward
process, the inverse of this as the backward process. Having started these processes with
vorticity fields sampled from generalized canonical ensembles, we obtained distributions for
the work in both processes. The numerical results gave evidence that these distributions fulfil
Crooks’ relation, with parameters β and ∆F as given by the generalized canonical ensemble
in analogy to the canonical ensemble. In the latter these parameters are the inverse temper-
ature and the difference in free energy between the equilibrium states in the quadratic and
the rectangular domain. The validity of Crooks’ relation for the considered model, process,
and initial condition was supported by the presentation of a rigorous proof.
The incentive to examine the applicability of the Crooks fluctuation theorem to hydrody-
namic flow stems from the idea that the knowledge of the fact that such a relation holds
for the distribution of an observable provides information, which goes beyond the pure mea-
surement. This information is useful, if one wants to make predictions on that observable.
Chapter 5 addressed this idea with a concrete question. We considered cases, in which the
distributions of the forward and backward process in Crooks’ relation collapse into one. This
happens, if the protocol is symmetric under time reversal, or if some symmetry between the
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final state of the forward and the initial state of the backward process is given (cf. Sec. 5.1).
The parameter ∆F for this reduced version of Crooks’ relation is zero. The parameter β
quantifies the asymmetry of the distribution. For positive β the mean and median of the
distribution are greater than zero.
We considered a variable from which we know that this reduced version of Crooks’ relation
holds, and assumed that we know the parameter β. Given a data set of values drawn from such
a distribution, we were seeking for the optimal prediction of the probability that another value
drawn from this distribution is exceeding a threshold. For the investigations we considered a
negative threshold and a positive parameter β, but the results can be generalized to the case
where the signs of both are swapped.
We named the Basis forecast the estimate of this probability given by the relative frequency
of events in the data, i.e. the number of values below the (negative) threshold divided by the
sample size. This estimator was contrasted with what we defined as the Crooks forecast. This
forecast scheme counts the values above the absolute value of the threshold, i.e. values lying
in the other tail of the distribution. These values are weighted by a factor e−βWi and divided
by the sample size. Since the median of the distribution is positive, the number of values
contributing to the Crooks forecast is larger. We hypothesized that due to this advantage
the Crooks forecast is on average more exact. The quality of the two forecast schemes
was assessed by the Brier score and estimator criteria. Since both forecasts are unbiased,
their performance differs due to their variance. Both are mean values over independent and
identically distributed variables, thus their variance is inversely proportional to the sample
size. With an analytical result we confirmed our hypothesis - we found that the Crooks
forecast has a lower variance than the Basis forecast. It is the superior choice compared
to the latter. This superiority becomes more pronounced for large parameters β. Further
improvements of the prediction can be achieved by averaging over both forecasts, since they
use independent subsets of the data; the optimal combination depends on the threshold and
underlying distribution. Analytical results revealed that especially for threshold values close
to zero an average over both forecasts is preferable to the prediction of either of them alone,
since they are intrinsically anticorrelated - each sample value is contributing to either the
Basis forecast or the Crooks forecast.
In Chapter 5 we also addressed the question, how general the assumption that a density
fulfils Crooks’ relation with itself is. We named those densities Crooksian, and demonstrated
that each such density can be written as the product of a symmetric density and an asym-
metric term, which contains the parameter β. This shows an equivalence between the classes
of symmetric densities and Crooksian densities.
The naming Crooksian came along, since we had the typical applications of this nonequi-
librium work relation in mind, when we made this derivation. It is, however, no label familiar
to the community of people working on fluctuation relations. Indeed, the equation
p(−Ω)
p(Ω)
= exp (−Ω) (6.1)
is, what is called a detailed fluctuation theorem in [35]. It is a more general relation for a
density, which fulfils a certain symmetry, and can be related to the Crooks theorem by setting
Ω = βW .
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6.2. Outlook
The basis objective for this thesis was the application of fluctuation relations to turbulent
flow, in order to obtain information about the system with which predictions can be improved.
The prediction of atmospheric processes, which was one of the major motivations of doing
research into this direction, could benefit from such a connection. Here we want to shortly
recapitulate what we have learned so far, and sketch associated research questions. Employing
a particular fluctuation relation, namely the Crooks theorem, we addressed both issues of the
given objective, the application in Chapter 4, and the prediction in Chapter 5. The results
of both were also connected by applying the prediction method to data from the fluid flow
experiment. However, there remain open questions for future research, strengthening the
connection between the findings in this thesis with each other, but also refining or extending
the results.
In concrete, we mentioned a possible application of fluctuation theorems for the prediction
of extreme events in Sec. 5.6. There we also addressed the issue that for some data sets it
might not be clear, whether the underlying distribution fulfils Crooks’ relation (or another
detailed fluctuation theorem), or which value the parameter β has. We proposed further
investigation into developing a statistical test for such data. The relation between symmetric
densities and those fulfilling Crooks’ relation with themselves (cf. Eq. (5.25)) could help in
this regard.
Concentrating only on the Crooks relation in the scope of this thesis, further research
should go beyond this. We mentioned in the last paragraph in the previous section that
Crooks’ relation is an example of detailed fluctuation relations. These equations, having the
form of Eq. (6.1) were derived in different settings. Just to name two prominent examples,
Eq. (6.1) holds for the total entropy production ∆Stot along a trajectory in a nonequilibrium
steady state [41, 98], but also for the dissipation function in the relaxation of a system to
a steady state, which is related, but in general not equal to ∆Stot [7]. In the framework of
stochastic thermodynamics [35], the detailed fluctuation theorems for the work (i.e. Crooks’
relation), the total entropy production and the dissipation function are special cases of a
generalized fluctuation theorem, which can be derived for Langevin dynamics. The author
of [35] argues that the main requirement for the derivation is the existence of conjugate,
such as time-reversed, dynamics. Since Langevin equations describing stochastic processes
can be found in systems outside the thermodynamic framework as well - given the conjugate
dynamics, an application of a fluctuation relation like Eq. (6.1) to these systems by analogy
should be possible. This is encouraging for the applicability of the prediction technique
proposed in Chapter 5, and leaves the search for such examples as a topic for future work.
Regarding the application of fluctuation relations to atmospheric flow, we considered in
this thesis hydrodynamic flow of an ideal fluid in two dimensions. Since the largest scales in
the atmospheric motion can be approximated by the dynamics in a two-dimensional layer,
this choice is reasonable. The results we derived in Chapter 4 stand as a proof of concept
for the idea we had in mind. However, the dynamics in the atmosphere are subject to a
number of processes, which go beyond a description with the Euler equation - for example,
the motion is determined by the effect of the Coriolis force, it is forced by the radiation of
the sun, and it dissipates the energy at small scales. A more complex, yet treatable, equation
for the vorticity taking these effects into account (for comparison, see [10,63]), is given by
∂tω + ~v · ∇ω = βvy + ν∆ω + F(~x, t). (6.2)
Here, βvy comes from the approximation of the Coriolis force to a plane on the surface of
the earth, ν is the kinematic viscosity as introduced in Sec. 3.2.1, and F is the external
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forcing, and could, for example, be a stochastic term. Balancing forcing and dissipation -
as it is the case in this model of atmospheric dynamics, this equation offers the existence
of nonequilibrium steady states. As a future project it would be interesting to derive a
fluctuation relation for these nonequilibrium steady states.
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A Parameter studies of energy and enstrophy spectra in the gen-
eralized canonical ensemble
Here, we want to examine the spectra of (mean) energy and enstrophy in the generalized
canonical ensemble. These spectra are given by
〈E〉 = −∂β logZ =
∑
kl
1
8π2r2klα+ β
, (A.1)
〈Γ2〉 = −∂α logZ =
∑
kl
8π2r2kl
8π2r2klα+ β
, (A.2)
where we rewrote the Eigenvalues of the Laplacian as r2kl =
(
k2
L2 +
l2
M2
)
.
For simplicity, we assume the domain to be quadratic of side length L = M = 1. We
replace all summands with rkl ∈ [ri − ∆r2 , ri + ∆r2 ] by one summand with average wavelength
ri multiplied by the area of the ring, 2πri ∆r. This approximation becomes better for large
radii, where ∆r can be chosen small as well. We obtain
〈E〉 ≈
∑
ri
2πri
8π2r2i α+ β
∆r =:
∑
ri
e(ri) ∆r, and (A.3)
〈Γ2〉 ≈
∑
ri
16π2r3i
8π2r2i α+ β
∆r =:
∑
ri
g(ri) ∆r, (A.4)
where the energy and enstrophy per wavenumber r are denoted as e(r) and g(r), respectively.
These quantities are dependent on the Lagrangian multipliers α and β. Up to a scaling factor
this dependency can be packed into the ratio γ of these multipliers (cf. Eq. (3.37)), which is
related by a bijective function to the the ratio of energy and enstrophy, K2∗ (cf. Eq. (3.38)).
Figure A.1 schematically depicts the distribution of energy and enstrophy for different choices
of parameters. Three ranges can be distinguished, increasing K2∗ one passes through the
regime of negative β and positive α, of two positive multiplieres, and of negative α and positive
β. The distribution into these ranges is just motivated by the signs of the multipliers, there
is no discontinuity at the border between two regimes. The width of the regimes with one
negative multiplier are dependent on the minimal and maximal wavenumber, rmin and rmax.
In an infinitely large domain containing all possible wavenumbers (i.e. rmin = 0, rmax → ∞)
only the regime of two positive multipliers is permitted. If there are any extrema or turning
points within the spectra of energy and enstrophy, this is indicated in the graph. Their exact
values are given by
r1 =
√
β
8π2α
, r2 =
√
−3β
8π2α
, rT =
√
3β
8π2α
.
The parameter ranges in which these extrema or turning points (TP) can be found are written
below the corresponding graph. The arrows in the graph indicate, towards which direction
these points move with increasing multiplier β. Small insets for α = 0 (top row) and β = 0
(bottom row) illustrate the spectra of energy and enstrophy equipartition, respectively.
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K2
∗
=
1
8π2
〈Γ2〉
〈E〉
↑
α > 0
0 > β > −8π2r2minα
0 > γ > −r2min
α > 0
β > 0
γ > 0
α < 0
β > 8π2r2max(−α)
γ < −r2max
r
e(r)
r
e(r)
β ↑
r1, rT
r1 rT
Max. r1 : r
2
min < γ < r
2
max
TP. rT : r
2
min < 3γ < r
2
max
r
e(r)
α = 0
r
g(r)
r2
β ↑
Min. r2 : −r
2
min < γ < −
1
3r
2
min
r
g(r)
rT
β ↑
TP. rT : r
2
min < 3γ < r
2
max
r
g(r)
β = 0
Figure A.1.: Spectra of energy e(r) (top) and enstrophy g(r) (bottom) per wavenumber r. For details
see text.
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B Proving Liouville’s theorem for the two-dimensional truncated
fluid flow
In this section we will show that the truncated version of the two-dimensional vorticity
equation, as derived in Chapter 3, Eq. (3.27a) fulfils a detailed Liouville property, i.e.
∂Ωkl (∂tΩkl) = 0, ∀k, l,
whereas the equation considered in Chapter 4, Eq. (4.47), does only for rectangular domains
that are either constant in their size or undergo area-preserving transformations. For com-
parison, the equations are
∂tΩkl =
∑ J(φk′l′ , φk′′l′)
4π2
(
k′2
L2
+ l
′2
M2
)Ωk′l′Ωk′′l′′ (B.1)
∂tΩkl =
∑ J(φk′l′ , φk′′l′)
4π
(
k′2
L2 +
l′2
M2
)Ωk′l′Ωk′′l′′ −
(
L̇
L
+
Ṁ
M
)
Ωkl. (B.2)
The sums run over all combinations of {k′, l′} + {k′′, l′′} = {k, l}. The equations differ form
each other only in the last term, which is present in the second equation, but is not in the
first. In order to prove the detailed Liouville property, we order the sums such that we can
get rid of one pair of indices, i.e. we set k′′ = k′ − k and l′′ = l′ − l. One then has to take
care, over which values of k′ and l′ this sum has to be run for a given pair of k and l, but
this detail is not important for the derivation here. The equations become
∂tΩkl =
∑
k′,l′
J(φk′l′ , φ(k−k′)(l−l′))
4π2
(
k′2
L2 +
l′2
M2
) Ωk′l′Ω(k−k′)(l−l′) (B.3)
∂tΩkl =
∑
k′,l′
J(φk′l′ , φ(k−k′)(l−l′))
4π2
(
k′2
L2 +
l′2
M2
) Ωk′l′Ω(k−k′)(l−l′) −
(
L̇
L
+
Ṁ
M
)
Ωkl. (B.4)
Deriving now by ∂Ωkl , we obtain for Eq. (B.3)
∂Ωkl (∂tΩkl) =
∑
k′,l′
J(φk′l′ , φ(k−k′)(l−l′))
4π2
(
k′2
L2
+ l
′2
M2
)
(
δk′kδl′lΩ(k−k′)(l−l′) + δ(k−k′)kδ(l−l′)lΩk′l′
)
= 0,
since both summands give only contributions proportional to Ω00, which we exclude. For
Eq. (B.4) one finds
∂Ωkl (∂tΩkl) = −
(
L̇
L
+
Ṁ
M
)
.
This implies that the original version of the truncated vorticity equation in two dimensions
fulfils a detailed Liouville property, whereas the version for a time dependent domain size
does only for area-preserving domains, where L ∼ 1M .
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C Numerical integration of the vorticity equation in two dimen-
sions
As a lot of results in this thesis (especially in Chapter 4) rely on the numerical integration
of the vorticity equation, we will give some remarks about the implementation here, and list
relevant simulation parameters of data we used for the preparation of figures.
Numerical integration
The equations to solve are
∂tω +
(
L̇
L
+
Ṁ
M
)
ω +
1
LM
J(ψ,ω) = 0,
∆LMψ =
(
∂2ξ
L2
+
∂2η
M2
)
ψ = ω,
on a rectangular domain of size L×M . The flow is subject to periodic boundary conditions
for the vorticity ω and the stream function ψ, or Dirichlet boundaries, which means that
the stream function is set equal to zero at the boundaries. This can be easily implemented
employing a spectral code. The stream function and vorticity are approximated by their dis-
cretized version on a grid with an (odd) number of points N per dimension, and decomposed
into truncated Fourier series,
ω(ξ, η, t) =
1
N2
N−1
2∑
k,l=− N−1
2
Ωkl(t) exp {i2π (kξ + lη)} , (C.1a)
ψ(ξ, η, t) =
1
N2
N−1
2∑
k,l=− N−1
2
Ψkl(t) exp {i2π (kξ + lη)} , (C.1b)
where the indices k and l are the wavenumbers in horizontal and vertical direction, and are
integer values.
All the time dependency is now condensed into the complex Fourier amplitudes Ωkl, and
Ψkl. The equations to solve are then
∂tΩkl = −
(
L̇
L
+
Ṁ
M
)
Ωkl
− 4π
2
N2 LM
∑
k′+k′′=k,
l′+l′′=l
{
(ik′Ψk′l′)(il
′′Ωk′′l′′) − (il′Ψk′l′)(ik′′Ωk′′l′′)
}
, (C.2a)
Ψkl =
−Ωkl
4π2
(
k2
L2 +
l2
M2
) . (C.2b)
The Jacobian has turned into the sum of two convolutions, as denoted in the curly brackets
in Eq. (C.2a).
The equations are numerically integrated with a Runge-Kutta scheme of fourth order, with
error estimate and adaptive step size controlled by a Runge-Kutta scheme of fifth order. The
89
stream function in Eq. (C.2a) is updated via Eq. (C.2b), whenever needed. The calculation
of the right hand side amounts to the computation of the convolutions. This computation
is the most time-consuming operation in the whole code. We solve it by an inverse Fourier
transform, and a multiplication in real space, as this requires less operations than a real
convolution. This method is known as the Transform method [99, 100]. For a detailed and
informative derivation, we refer the reader to, e.g., [101]. For an accurate and efficient
multiplication, the following has to be taken into account:
For the convolution of two arbitrary (real or complex) matrices via a multiplication in
real space the number of Fourier modes included in the matrices have to be increased in
order to avoid aliasing error. The number of coefficients (per dimension) taken into account
must be M > 3N−12 , where N is the number of Fourier coefficients originally considered.
The matrices ik′Ψk′l′ and il
′′Ωk′′l′′ are padded with zeros, then transformed via an inverse
fast Fourier transformation, multiplied pointwise in real space, and transformed back. The
added entries are again deleted and the convolution matrix obtains its original size. The
two Fourier transformations from the Fourier space into the physical space can be condensed
into one, since the fields, which have to be convoluted here, are the Fourier transforms of
two real-valued fields in physical space, namely the spatial derivatives of stream function
and vorticity. If one transforms them together as (ik′Ψk′l′) + 1i(il
′′Ωk′′l′′), one obtains the
derivative of the stream function as the real part of the transformation, and the derivative of
the vorticity as the imaginary part. This reduction saves time. Yet one has to be careful to
use an odd number N of Fourier components per dimension, for the following reason: The
Fourier transform of a real-valued vector fulfils a symmetry, Ak = A
∗
−k. Thus, A0 ∈ R. If
the number of Fourier coefficients is even, the maximal wavenumber k = N2 has no negative
partner, thus the corresponding coefficient must be real-valued. The derivative of the Fourier
transformed vector with respect to space multiplies each amplitude by the factor i2πk. For
an odd number of Fourier coefficients the inverse transform back to real space gives a real-
valued function, while for an even number of Fourier coefficients it does not, due to the
maximal wavenumber coefficient i2πN2 AN
2
, which is an imaginary number. This problem
renders condensing the inverse Fourier transform of the derived stream function and vorticity
into one transformation impossible. It is the reason why we considered an odd number of
Fourier amplitudes here. However, for an odd number of Fourier amplitudes it is not possible
to choose a number of values equal to a power of 2, which is optimal for the fast Fourier
transform. Thus, we chose the second optimal value after that, i.e. a power of 3, which allows
a split of the Fourier amplitudes into 3 sums. As the fast Fourier transform is used for the
zero-padded matrices, the value M introduced above must be such a power of three. With
N = 53, we obtain M > 353−12 = 78, thus M = 81. This value is considerably low, if one is
interested in a detailed resolution of the fluid field. For the scope of this thesis, were averages
over the results of many simulations were considered, it is a reasonable choice.
The simulation is run with MATLAB, using the built-in function ode45 with adaptive step
size, and the Fourier transform routines fft, and fft2 for the convolution operation.
Initialization
Fields were initialized by defining the values for the complex Fourier amplitudes Ωkl = akl +
ibkl. Taking into account the symmetries for a real valued vorticity field (cf. Eq. (3.26)), half
of the amplitudes are automatically fixed by defining the others. Depending on whether a
generalized canonical or a microcanonical ensemble was considered, one of the two following
methods to define the independent Fourier amplitudes.
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C The real and imaginary part of the Fourier amplitude are each drawn from a Gaussian
distribution with mean zero and standard deviation as given by Eq. (3.34). The pa-
rameters α, β, L, and M are defined by the considered (gen. can.) ensemble, and the
domain size.
M The real and imaginary part are set equal to the standard deviation of the Fourier
amplitudes of the gen. can. enssemble, (cf. Eq. (3.34)), times a prefactor which is
determined by a random phase ϕ ∈ [0, 2π), in the following way:
akl = σkl cosϕ, bkl = σkl sinϕ.
The parameters L and M are given by the domain size, with which the process is initi-
ated. The parameters α and β are obtained by a (numerical) inversion of Eqs. (3.36a)
and (3.36b), with energy and enstrohpy as defined in the setup. With this definition the
field has exactly the energy and enstrophy as intended. However, it can be considered
as ”untypical” within the microcanonical ensemble. Thus, the field is simulated for a
time interval t = 100 obeying Eq. (C.2a) (with L and M constant), which is considered
as long enough, such that the system forgets about its initial state.
Parameters of the simulations
In the following, the parameters relevant for the numerical initialization and integration of the
vorticity fields, which were used for the preparation of the corresponding figures, are listed.
In there, if not stated differently, the area LM = 1 is conserved during the simulations. The
simulation time is abbreviated by T . The error tolerances are given by R and A, respectively,
which correspond to the relative and absolute error of the amplitude per timestep. The
integration method (ode45) uses an adaptive step size algorithm, with which these errors
are estimated. A timestep is only accepted, if the error in each of the amplitudes is below
max{R|Ωkl|, A}.
Figure 3.3: • Left column: 2 · 104 fields obtained from 40 simulations. Each sim.: Init.:
M(α = 3, β = 104, L = 1.2 = 1/M). Run: T = 500, snapshots at each ∆T = 1,
R = 10−11/α, A = N210−11. • Right column: 2 · 104 fields obtained from 40 simulations.
Each sim.: Init.: M(α = 3, β = −60, L = 1.2 = 1/M). Run: T = 500, snapshots at each
∆T = 1, R = 10−11/α, A = N210−11.
Figures 4.5, 4.6 and 4.7: • n = 2 · 104 sim. of forward process with 6 different g =
0.025, 0.05, 0.1, 0.5, 1, 10. Init.: C(α = 3, β = −60, L = M = 1). Run: L(t) = 1 + gt,
T = 0.5/g, R = 10−10, A = N210−10. • n = 2 · 104 sim. of backward process with g as
in forward process. Init.: C(α = 3, β = −60, L = 1.5 = 1/M). Run: L(t) = 1.5 − gt,
T = 0.5/g, R = 10−10, A = N210−10.
Figure 4.8 (a) and (b): • n = 104 sim. of forward process with 2 different g = 0.05, 0.1.
Init.: C(α = 3, β = 104, L = M = 1). Run: L(t) = 1 + gt, T = 0.5/g, R = 10−10,
A = N210−10. • n = 104 sim. of backward process with g as in forward process. Init.:
C(α = 3, β = 104, L = 1.5 = 1/M)). Run: L(t) = 1.5 − gt, T = 0.5/g, R = 10−10,
A = N210−10.
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Figure 4.8 (c) and (d): • n = 104 sim. of forward process with g = 0.05. Init.: C(α =
−10−2, β = 106, L = M = 1). Run: L(t) = 1 + gt, T = 2, R = 10−8, A = N210−8. •
n = 104 sim. of backward process with g as in forward process. Init.: C(α = −10−2, β =
106, L = 1.1 = 1/M). Run: L(t) = 1.1 − gt, T = 2, R = 10−8, A = N210−8.
Figure 4.9: • n = 105 fields, sampled with method C(α = 3, β = −60, L = M = 1).
Figure 4.10: • n = 105 fields. Each field: Init.: C(α = 3, β = −60, L = 1 = 1/M). Run:
L(t) = 1 + 0.05t, M(t) = 1, T = 2, R = 10−11/α, A = N210−11.
Figure 4.11: • Per column: n = 2 · 104 fields obtained from 40 simulations. Different values
for β = −60, 0, 102, 103, 104 for each column. Each sim.: Init.: C(α = 3, β, L = 1.2 =
1/M). Run: T = 500, snapshots at each ∆T = 1, R = 10−11/α, A = N210−11. Process of
transformation for each field is not simulated, see text.
Figure 5.8: • n = 2.5 · 106 sim. of a process with g = 100. Init.: C(α = 1, β = −19, L =
2 = 1/M). Run: L(t) = 2 − gt, T = 2, R = 10−11, A = N210−11.
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(b) Gaussian distribution with β = 1
Figure D.1.: Mean Brier Skill Scores for data sets of size N (10, 50, 200), plotted logarithmically over
threshold τ respectively linearly over probability Π to be below the threshold τ . Samples are drawn
from a Gaussian distribution with standard deviation 1, and mean µ = β2 , with β = 4 in (a), and
β = 1 in (b). For details about the prediction target and methods, see Sec. 5.4.1.
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E Predicting from N-1 values on 1
Or: Why cross-validation is the wrong technique to measure
predictive skill for forecasts without resolution
Cross-validation is a common technique to examine the skill of a model, or a forecast
scheme [102]. To apply this method, a given data set is split into non-overlapping subsets.
One groups these subsets into two parts, and speaks about training data as the set of values
on which the model or forecast is adjusted, or trained, and about test data or verification
data as the data on which it is evaluated, e.g. its skill is calculated. The grouping of the
subsets into the test and training data is consecutively exchanged retaining each subset for
validation once, and the skill of the forecast is averaged. Cross-validation is used to avoid a
forecast or model, which is overfitted to the (training) data. In cases where the data is rare,
and it is hard to obtain more, one can apply this technique to assess the skill of a forecast or
model.
Cross-validation for forecast schemes which have no resolution, but use data values without
their temporal connection, can lead to misleading interpretations of a forecast’s skill, as the
following short example shows.
We calculate the Basis and the Crooks forecast (which we introduced in Chapter 5) for
a data set of N values Wi out of a distribution p(W ) trying to predict the probability Π
that a value is below τ , i.e. Π = P (W < τ). For the cross-validation we take one point as
the verification data set (leave-one-out cross-validation), use the other N − 1 to calculate
the forecast, and change the role of the verification data point consecutively. Having the N
values sorted increasingly, we find that the Basis forecasts split into two groups:
fBi =



K − 1
N − 1 for 1 ≤ i ≤ K,
K
N − 1 for K + 1 ≤ i ≤ N,
where K is the number of values below the threshold τ . The distribution of this value K
is binomial, with average Π. Thus, for a set of N values Wi it can have, in principle, any
integer value between 0 and N .
The Crooks forecast has the same value for all those training data sets which include all
data values Wj above −τ . For all the other training data sets, the forecast fCi is lower than
this maximal value, as the ith value is the test data point. Thus,
fCi =



fCMax for 1 ≤ i ≤ L− 1,
fCMax −
e−βWi
N − 1 for L ≤ i ≤ N,
where L is the index from which onwards the values Wi are larger than −τ , and we denoted
the maximal possible Crooks forecast (where all of the N values above −τ are included) by
fCMax =
1
N − 1
N∑
j=L
e−βWj .
From this calculation we can read that the distance between maximal and minimal forecast
is
1
N − 1 for the Basis forecast, and at most
eβτ
N − 1 for the Crooks forecast, i.e., the latter
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Figure E.1.: Histogram of the Basis (green) and Crooks (red) forecast obtained from the N − 1 values
large training data sets in the leave-one-out cross-validation. The generic feature of the forecasts is
that the Basis forecasts splits into two groups of values, which are 1
N−1 apart from each other. The
range of the Crooks forecasts is maximally e
βτ
N−1 , and it is divided into a set of different forecast values,
the maximal of which is assigned in most cases. The relative position between the Crooks and the
Basis forecasts can differ depending on the set of values, they do not even need to overlap. The relative
position between the true probability Π, and the probability in the sample, K
N
, is also not fixed, as
the latter is binomially distributed with mean Π. Details of the underlying distribution for this plot:
We used a Gaussian distribution with µ = 1, σ = 1, i.e., β = 2. The considered threshold is τ = −0.8.
Cumulative probability: Π = 3.593 × 10−2. Sample size N = 1000. Values below τ in the sample:
K = 37. Values above −τ : N − L+ 1 = 579.
deviates less (remember that τ < 0). This finding is familiar to us from the derivations
in Chapter 5. We illustrated this in Fig. E.1. We also included the correct probability Π,
and the probability approximated by the whole data set, KN . In the cross-validation the
approximated probability KN serves in a way as the reference to assess the skill of the forecast
schemes. By construction it is the average of the Basis forecasts, but not of the Crooks
forecasts. Calculating the skill (Brier score, reliability, skill score..) of the forecast schemes
as the average performance of the training data sets predicting on the test data point, one
finds that the Basis forecast scheme will in general perform better than the Crooks forecast
scheme for the leave-one-out cross-validation, even though it is further away from the real
probability Π, and it varies stronger than the latter. The reason is that the out-of-sample
test data point is not ”out” of the sample ”enough”, especially when averaging over the
consecutively exchanged distributions of training and test data.
This calculation illustrated the problem with cross-correlation techniques for the case,
where only one point was left out for the validation. Similar results still holds for larger
test data sets, and one should careful when employing cross-validation methods for forecast
schemes without resolution.
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F Derivation of the expectation value of the composite forecast
weighted by the number of contributing members
The forecast weighted by the number of sample members contributing to the Crooks and
the Basis forecast is given by
f# =
aCfC + aBfB
aC + aB + 1
,
where aC and aB are the number of sample members above −τ and below τ , respectively.
More explicitly, we write
f# =
1
N
N∑
k=1
ΘCk
N∑
l=1
ΘCle
−βWl +
N∑
k=1
ΘBk
N∑
l=1
ΘBl
N∑
i=1
ΘCi +
N∑
i=1
ΘBi + 1
, (F.1)
where we, for reasons of space, abbreviated the Heaviside functions for the Crooks and the
Basis forecast,
ΘCl := Θ(Wl + τ), ΘBl := Θ(τ −Wl).
We multiply out the sums in the numerator, and sort by equal and different indices,
f# =
1
N
N∑
l=1
ΘCle
−βWl +
N∑
k 6=l=1
ΘCkΘCle
−βWl +
N∑
l=1
ΘBl +
N∑
k 6=l=1
ΘBkΘBl
N∑
i=1
ΘCi +
N∑
i=1
ΘBi + 1
. (F.2)
We want to calculate the expectation value of f#. This amounts to an integration over
the densities pl(Wl). In our case the values Wl are all drawn from the same distribution,
pl(Wl) = p(Wl), and we have to calculate
E[f#] =
∞∫
−∞
dW1 p(W1)
∞∫
−∞
dW2 p(W2) · · ·
∞∫
−∞
dWN p(WN )f#(W1,W2, · · · ,WN )
=:
∫
1
∫
2
· · ·
∫
N
f#(W1,W2, · · · ,WN ),
where we defined an abbreviation for the integrals after the second equals sign, which we will
use for intergrals not considered in the respective line of the derivation. In the following we
group the sums in the numerator of Eq (F.2) into two parts, those running over one index
and those running over two. We start with the single sum contribution:
E





1
N
N∑
l=1
(
ΘCle
−βWl + ΘBl
)
N∑
i=1
(ΘCi + ΘBi) + 1





=: A
The indices can be exchanged, this gives a factor N , and removes the sum. Thus,
A =
1
N
N
∫
2
· · ·
∫
N
∞∫
−∞
dW1 p(W1)
(
ΘC1e
−βW1 + ΘB1
)
ΘC1 + ΘB1 +
N∑
2=1
(ΘCi + ΘBi) + 1
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Split the integral into three parts.
=
∫
2
· · ·
∫
N
τ∫
−∞
dW1 p(W1)
(0 + 1)
0 + 1 +
N∑
i=2
(ΘCi + ΘBi) + 1
+
∫
2
· · ·
∫
N
−τ∫
τ
dW1 p(W1)
(0 + 0)
0 + 0 +
N∑
i=2
(ΘCi + ΘBi) + 1
The Heaviside functions
are 0 or 1 in the different
intervals.
+
∫
2
· · ·
∫
N
∞∫
−τ
dW1 p(W1)
(1 + 0)
1 + 0 +
N∑
i=2
(ΘCi + ΘBi) + 1
= 2Π
∫
2
· · ·
∫
N
1
N∑
i=2
(ΘCi + ΘBi) + 2
Integration over the second variable.
= 2Π
∫
3
· · ·
∫
N
∞∫
−∞
dW2 p(W2)
1
ΘC2 + ΘB2 +
N∑
i=3
(ΘCi + ΘBi) + 2
= 2Π
∫
3
· · ·
∫
N
τ∫
−∞
dW2 p(W2)
1
0 + 1 +
N∑
i=3
(ΘCi + ΘBi) + 2
Again split.
+2Π
∫
3
· · ·
∫
N
−τ∫
τ
dW2 p(W2)
1
0 + 0 +
N∑
i=3
(ΘCi + ΘBi) + 2
+2Π
∫
3
· · ·
∫
N
∞∫
−τ
dW2 p(W2)
1
1 + 0 +
N∑
i=3
(ΘCi + ΘBi) + 2
= 2Π





∫
3
· · ·
∫
N
Π + Π+
N∑
i=3
(ΘCi + ΘBi) + 3
+
∫
3
· · ·
∫
N
ξ
N∑
i=3
(ΘCi + ΘBi) + 2





,
where we denoted the cumulative probability to have a value larger than −τ as Π+, i.e.
Π+ :=
∞∫
−τ
dW p(W ),
and used the term ξ to denote the cumulative probability to be between −τ and τ (keep in
mind that for positive β we consider a negative threshold τ),
ξ :=
−τ∫
τ
dW p(W ).
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This integration procedure can be continued, in order to reach an equation valid for arbi-
trary N :
A = 2Π
∫
4
· · ·
∫
N
∞∫
−∞
dW3 p(W3)
Π + Π+
ΘC3 + ΘB3 +
N∑
i=4
(ΘCi + ΘBi) + 3
+2Π
∫
4
· · ·
∫
N
∞∫
−∞
dW3 p(W3)
ξ
ΘC3 + ΘB3 +
N∑
i=4
(ΘCi + ΘBi) + 2
,
= 2Π
∫
4
· · ·
∫
N





(Π + Π+)
2
N∑
i=4
(ΘCi + ΘBi) + 4
+ 2
(Π + Π+)ξ
N∑
i=4
(ΘCi + ΘBi) + 3
+
ξ2
N∑
i=4
(ΘCi + ΘBi) + 2





= 2Π
∫
5
· · ·
∫
N





(Π + Π+)
3
N∑
i=5
(ΘCi + ΘBi) + 5
+ 3
(Π + Π+)
2ξ
N∑
i=5
(ΘCi + ΘBi) + 4
+3
(Π + Π+)ξ
2
N∑
i=5
(ΘCi + ΘBi) + 3
+
ξ3
N∑
i=5
(ΘCi + ΘBi) + 2





= 2Π
∫
m+2
· · ·
∫
N
m∑
k=0
(Π + Π+)
m−k ξk
(
m
k
)
N∑
i=m+2
(ΘCi + ΘBi) +m+ 2 − k
Inserting m = N − 1.
= 2Π
N−1∑
k=0
(Π + Π+)
N−1−k ξk
N + 1 − k
(
N − 1
k
)
. (F.3)
The other contribution to the expectation value, given by the second and fourth summand
in Eq. (F.2),
E






1
N
N∑
k 6=l=1
ΘCkΘCle
−βWl +
N∑
k 6=l=1
ΘBkΘBl
N∑
i=1
ΘCi +
N∑
i=1
ΘBi + 1






=: B,
can be calculated in a similar manner. First, change the order of indices in B. Set l = 1 each
time, this gives a factor N ; and let k run from 2 to N . Thus,
B =
∫
2
· · ·
∫
N
∞∫
−∞
dW1 p(W1)
1
N
N
ΘC1e
−βW1
N∑
k=2
ΘCk + ΘB1
N∑
k=2
ΘBk
ΘC1 + ΘB1 +
N∑
i=2
(ΘCi + ΘBi) + 1
Integration over W1 gives a contribution for the range W2 < τ and one for W2 > −τ ,
each proportional to Π.
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= Π
∫
2
· · ·
∫
N
N∑
k=2
(ΘCk + ΘBk)
N∑
i=2
(ΘCi + ΘBi) + 2
Considering the numerator-sum, we have N − 1 summands. Sort in summand k the
denominator-sum such that the kth summand is the first. Rename to k = 2. Gives
N − 1 identical contributions.
= Π(N − 1)
∫
3
· · ·
∫
N
∞∫
−∞
dW2 p(W2)
ΘC2 + ΘB2
ΘC2 + ΘB2 +
N∑
i=3
(ΘCi + ΘBi) + 2
= Π(N − 1)
∫
3
· · ·
∫
N
Π + Π+
N∑
i=3
(ΘCi + ΘBi) + 3
.
The following integration steps are analogous to the derivation of the first and third summand
(see above). We obtain
B = Π(N − 1)
∫
m+3
· · ·
∫
N
m∑
k=0
(Π + Π+)
m−k ξk
(
m
k
)
N∑
i=m+3
(ΘCi + ΘBi) +m+ 3 − k
Inserting m = N − 2.
= Π(N − 1)
N−2∑
k=0
(Π + Π+)
N−1−k ξk
N + 1 − k
(
N − 2
k
)
. (F.4)
Adding the contributions given by Eq. (F.3) and (F.4), we obtain
E[f#] = 2Π
N−1∑
k=0
(Π + Π+)
N−1−k ξk
N + 1 − k
(
N − 1
k
)
+Π(N − 1)
N−2∑
k=0
(Π + Π+)
N−1−k ξk
N + 1 − k
(
N − 2
k
)
= Π
N−1∑
k=0
(Π + Π+)
N−1−k ξk
N + 1 − k
(
N − 1
k
)(
2
N + 1 − k +
N − 1
N + 1 − k
N − 1 − k
N − 1
)
,
where we added a summand k = N − 2 in the second sum, which is
zero because of the binomial coefficient. We also modified the binomial
coefficient of the second sum to match with the first sum.
= Π
N−1∑
k=0
(Π + Π+)
N−1−k ξk
(
N − 1
k
)
= Π (Π + Π+ + ξ)
N−1 .
Given that Π+Π++ξ = 1, since these quantities amount to the probability p(W ) integrated
over the whole real axis, we obtain
E[f#] = Π.
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