The Block Maxima method divides sample data into equal blocks. Predictions are based on the maximum values of the observations. Choosing an efficient and proper block size for the Block Maxima method is an important issue and varies across fields (e.g., flood, rainfall, finance). However, the main problem is deciding which block size is suitable or optimal for the prediction. In the literature, it is a known fact that the selection of a small block size leads to bias, while the selection of a large block size leads to a variance problem. In one respect, this issue is any trade off problem between the bias and the variance. This paper proposes simple and easy computational method to specify the optimal block size selection process for the Block Maxima method.
INTRODUCTION
Predicting the probability of extreme and rare events is important for making future inferences. The extreme value theory (EVT) is a robust technique used to analyse the tail behaviour of distributions. Fisher and Tippett developed EVT [1] . It was later formalized by Gnedenko [2] . After the theoretical developments between 1930s and 1940s, lots of papers related to the applications of EVT have been used with different scientific fields (e.g., engineering, finance (McNeil, 1999) [3] , environment (Smith, 1989; Stephenson et al., 2005) [4] , [5] ).
With EVT, let X1, X 2 , X 3 ,…, X n be identically and independently distributed random variables. The main theory of the extreme data is about the limit behaviour of the max{X 1 , X 2 , X 3 ,…, X n } or min {X 1 , X 2 , X 3 ,…, X n } as → ∞ [6] EVT deals with the stochastic behaviour of maximum and minimum of identically independent, random variables. The distributional properties of extremes (maximum and minimum) and exceedances of over or below threshold are specified underlying distribution (Kotz 2010 [7] ).
EVT Approaches
There are two principal models for extreme values: The Peaks over Threshold (POT) method and the Block Maxima (BM) method. POT focuses on the realisations exceeding a given (high) threshold u. With POT, Balkema and de Haan (1974) [6] and Pickands (1975) [8] state that, for a large enough u, it is well approximated by the Generalised Pareto Distribution (GPD), as shown in Eq.
(1). 
where µ is the location, σ is the scale, and ξ is the shape of the parameter.
The BM method is widely suitable for applying the Generalized Extreme Value (GEV) distribution. The GEV distribution unites the Gumbel, Fréchet and Weibull distributions into a single family to allow for a continuous range of possible shapes. A single three-parameter model GEV distribution has the following cumulative distribution function:
The GEV distribution encompasses three limiting distributions of extreme value, depending on the value of the parameter shape:
If ξ > 0, it suits the Fréchet distribution. If ξ < 0, it suits the Weibull distribution. If ξ = 0, it suits the Gumbel distribution.
Researchers disagree as to which technique is more efficient. According to Ferreira and de Haan [9] the BM method is more efficient than the POT method under the usual practical conditions. On the other hand, the POT method allows for greater flexibility in many cases since it might be difficult to change the block size in practice [9] . POT method is applicable for selecting loads above a threshold. However, the crucial problem becomes how to determine the threshold properly. Although there are many studies related to the threshold selection, a stable and effective method has not yet been established [10] . In a previous work [11] , the BM and the POT approaches have been applied to pitting corrosion data from laboratorysimulated buried line pipe steel and they conclude that both approaches have been useful for gaining a better understanding of pitting in low carbon steel.
Bekiros et al compares the predictive ability of value at risk estimates obtained from various estimation techniques such as J. P. Morgan's Riskmetrics, Moving Average, Generalized Autoregressive Conditional Heteroskedasticity and EVT including POT and the BM [12] . For the block size, they analyzed monthly and quarterly minima. They found that EVT models are more suitable for long-run forecasts of the maximum potential losses rather than being a day-to-day tool to measure the market risk.
Generally, on the BM method studies, it can be seen specific time selection like one month, six months, a year (Engeland, 2004 [13] ) or used as arbitrary parameter (Santinelli, 2014 [14] . Selecting a proper and optimum block size for the BM is a crucial issue. Varying across field studies different block sizes were used without any explanation (e.g., flood (Mudersbach, 2010) [15] , rainfall (Villarini, 2011) [16] ). Bystörm also indicated that this can be named as optimal block size problem [17] . Singh et all gives an example for how to convert the rain fall data set to use the BM. They suggest application by dividing the datasets into yearly, semester, quarterly or monthly blocks without other assumptions [18] . The main intent of Cooley's study is to show weather temperature prediction by using EVT on the area of Central England with the data set starting from 1878 up to 2007 and they used the BM approach by getting daily maximum temperatures [19] .
The fitting will be inaccurate if block size is too small which may lead to a biased estimation [10] , whereas one that is too large may result in a few extracted extreme values, and subsequently, a large variance. Thus, to fully extract the extreme values to constitute the sample loads for fitting a GEV, the block size must be exact. If it is unreasonable, the predictions will be inaccurate.
To sum up; when we examined the literature which uses the BM methodology, we could not reach a method that allows researchers to select the proper or stable block size. In many studies (also in the same area), a lot of researchers use different block size without any assumptions. Because of this, choosing an accurate and proper block size for the BM method is an important issue to make good prediction. The main aim of this study is to propose a simple and easy computational method to specify the optimal block size selection process for the BM method and to pay attention to this important issue.
METHODOLOGY AND FINDINGS
The proposed methodology includes seven steps to obtain the optimum block size. To explain the methodology which we propose in this study, we generate a randomly continuous dataset between 0-1, labelled as actual data and the last 10% part of actual data is reserved for testing and is labelled as test data.
A continuous random variable is generated with 2200 observations. The last 10% of the generated dataset (with 220 observations) is reserved for the testing part of the analysis.
Step 1: Create data blocks from the actual dataset with block size k, k ∈{10, 11,…, 50}.
The actual dataset is divided into blocks with different block sizes, between 10 and 50 (Considering the bias and variance problems).
Step 2: For any block size k, first calculate the maximum value of each block, then combining these maximum values construct the k-dataset. In this step, the k-dataset was constructed, where k = 10, 11,…, 50.
For instance, if k = 10, 200 block sets are constructed, and the maximum values are obtained from each block set. These maximum values get together and are called the 10-dataset. Fig. 1 illustrates the graphs for the various block sizes (i.e., 10, 20, 30 and 40).
Figure 1 Maximum Values for the Various Block Sizes
Step 3: Check whether the k-dataset fits to the GEV distribution or not and calculate the parameters of the kdataset (if they are GEV distributed, otherwise, determine the best distribution and calculate its parameter).
The Anderson Darling and Kolmogorov Smirnov tests were used to determine the extent to which the extreme dispersion of all blocks is appropriate.
Although there are many parameter estimation techniques available, in this study, the Maximum Likelihood estimation technique has been used. It is seen to be the most appropriate (Gaines and Denny [20] , 1993; Leder, 1998 [21] ) technique. Fig. 2 illustrates the parameters of the GEV distribution for all block sizes (i.e., 10 through 50).
Figure 2 GEV Dataset Parameters
As shown in Fig. 2 , there is no trend in the shape of the parameter indicated by ξ. The location parameter has an increasing trend, while the scale parameter σ has a decreasing trend. This decreasing trend conflicts with the literature which says variance problem can occur if the block size is too large. Tab. 1 illustrates the parameters of the GEV distribution for each block size. Step 4: With the parameters calculated in Step 3, for any block size k generate new random variables which are GEV distributed with these parameters. Label this dataset as the k-predicted dataset. Fig. 3 illustrates the graphs of test data and some predicted data sets which are constructed from different block size.
Step 5: Define term extreme.
Since the BM method is a method used to predict extreme values, we needed to define the term extreme. In other words, we expect to predict extreme data values. Using basic statistical methods and expert opinions, we decided to determine the extreme value by calculating two standard deviations away from the mean. In our study, this value is equal to 0.94.
Step 6: For each k, check the similarity between test data and k-predicted data set for extreme values.
To check the similarity, first we eliminate the data that was smaller than 0.94 as explained in Step 5.
Since the study begins to deal with extreme values only, the number of observations of the predicted data becomes less. To compare two independent groups similarity, we decided to use non-parametric Mann-Whitney U test. In other words, by using Mann-Whitney U test with 95% confidence interval level, the means of the test data set, and the predicted data set were checked if they come from similar population or not. The null hypothesis for this test is that the difference of location between the samples is equal to 0 and alternative hypothesis is not equal. Tab. 2 illustrates the findings of this test.
Figure 3 Test and Predicted Data Sets
From Tab. 2 we can conclude that for some of the block sizes, the predicted data and the test data groups are not similar.
Step 6: Eliminate non-similar block size. In this step, we eliminate the predicted blocks for which Mann-Whitney test says that they are not similar. Tab. 3 illustrates only similar predicted blocks. Step 7: Select the appropriate block size The appropriate block size has the highest relationship between the predicted data and the test data (that we reserved at the beginning from the actual data set). There are many methods available to check the relationship between them. In this study, we used the absolute value difference. In other words; for any block size k, we take the difference of test data and predicted data sets and then take the absolute value of these differences for only extreme values and these data sets are labelled as the k th control data set. Tab. 4 illustrates the test data, predicted data and the control data with block size 13, 38 and 40.
Tab. 5 illustrates the block size with its control blocks' total sum of absolute differences. Block size 38 has the smallest difference, with a value of 0.3575. Fig. 4 illustrates the relationship between block size and the total difference between test and predicted data sets.
Figure 4 Block Size & Total Difference
Block size 38 has the smallest difference with a value of 0.3575 and also Mann-Whitney U test says that the two groups are similar. The block size with the slightest difference and with the taking acceptance from Mann-Whitney U test is the width of the block; hence, we use this to make a good estimate or prediction for the dataset.
CONCLUSIONS
Many researchers have designed methodologies related to the block size dilemma in relation to the BM method. The main purpose of this study is to recommend a method that selects an optimal or most appropriate block size to make better estimation.
The selection of a suitable block size is a critical issue. In most of the studies related to this topic, we could not reach any reasons or assumptions that explain why they chose the block size they used in their studies. How can we know that another block size can estimate better findings than all the other block sizes? Because of this, we decided to propose a simple and useful method to explain the reason behind choosing the appropriate block size.
In the proposed method, after creating the tested data, a predicted data set was constructed. First by the help of Mann-Whitney U test we check the similarity between test data and all predicted data sets for only extreme values. The strength of the relationship between the testing data and predicted data (for each block size) was then assessed. 38 predicted data values were found to be more precise than the other block sizes. To check which block size is more precise, absolute difference technique has been used. There are many methods available to measure this relation (e.g., Root sum square method, Euclidean distance or correlation coefficient). In the future, it is recommended that the same study be conducted for different parameter estimation techniques.
