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Abstract
Carbon therapy is increasing worldwide for treating some radioresistant tumours
due to its better conformal dose distribution and increased relative biological
effectiveness (RBE) in comparison to conventional, photon-based, radiotherapy.
The enhancement of the RBE using carbon ion beams is due to the increasing
density of ionization (high linear energy transfer (LET)) around the particle track
along the penetration depth. Due to the strong dependence of the LET on
the kinetic energy of the charged particles and the nuclear interactions, the
radiation quality (i.e. particle types and their energy spectra) of these particle
beams varies significantly within depth of the irradiated volume. Therefore, a
complete characterization of the radiation quality of clinical beams in terms of
measurable physical quantities which are related with the biological response at
the subcellular scale may lead to a more accurate determination of the RBE and
thus more accurate treatment plans. In particul...
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La thérapie par ions de carbone est de plus en plus considérée pour traiter cer-
taines tumeurs radiorésistantes. Par rapport à la radiothérapie conventionnelle 
basée sur des photons, les ions de carbone présentent comme propriétés un 
dépôt de dose plus sélectif et une hausse de l’efficacité biologique relative (EBR) 
avec la profondeur de pénétration des particules. L’amélioration de l’EBR est due 
à l’augmentation en profondeur de la densité d’ionisation (haut transfert d’éner-
gie linéique (TEL)) autour de la trace de la particule. La dépendance du TEL avec 
l’énergie cinétique des particules chargées et les réactions nucléaires, fait que 
la qualité du faisceau (type de particules et le spectre d’énergie) change avec la 
profondeur de pénétration. Par conséquent, une caractérisation de la qualité du 
faisceau en termes de quantités physiques mesurables qui sont liées à la réponse 
biologique à l’échelle subcellulaire pourrait améliorer la précision sur la détermi-
nation de l’EBR et donc sur la précision des traitements en général. En particulier, 
la microdosimétrie peut être utile à cet effet. Dans ce contexte, l’objectif de cette 
thèse de doctorat est d’évaluer les questions d’actualité de la microdosimétrie 
expérimentale pour son application à des faisceaux de thérapie hadronique, 
entre autres des ions de carbone. La faisabilité des compteurs proportionnels 
à gaz équivalent-tissu miniaturisés conçus et construits dans les laboratoires 
INFN Legnaro, a été étudiée afin d’établir si ces compteurs peuvent mesurer les 
spectres microdosimétriques dans un faisceau thérapeutique d’ions de carbone.
Carbon therapy is increasing worldwide for treating some radioresistant tumours due to its 
better conformal dose distribution and increased relative biological effectiveness (RBE) in com-
parison to conventional, photon-based, radiotherapy. The enhancement of the RBE using car-
bon ion beams is due to the increasing density of ionization (high linear energy transfer (LET)) 
around the particle track along the penetration depth. Due to the strong dependence of the LET 
on the kinetic energy of the charged particles and the nuclear interactions, the radiation quali-
ty (i.e. particle types and their energy spectra) of these particle beams varies significantly within 
depth of the irradiated volume. Therefore, a complete characterization of the radiation quality 
of clinical beams in terms of measurable physical quantities which are related with the biolo-
gical response at the subcellular scale may lead to a more accurate determination of the RBE 
and thus more accurate treatment plans. In particular, microdosimetry can be useful for this 
purpose. In this scientific context, the aim of this PhD research is to study the current issues of 
experimental microdosimetry for its application to hadron therapy beams such as those found 
in carbon therapy. The feasibility of miniaturized Tissue-Equivalent gas proportional counters 
(mini TEPCs), designed and built at INFN Legnaro laboratories, have been investigated for mea-
suring the microdosimetric spectra in a therapeutic carbon ion beam. 
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Hadrontherapy is a radiation therapy modality based on charged particles (protons
and other ions such as carbons ions) for treating malignant tumours. The use of
this technique is increasing worldwide for treating solid tumours because of its more
selective dose deposition, lesser lateral spread and better sparing of normal tissues
close to the irradiated target as compared to photon or electron beams. Besides these
favourable physical properties, ion beams offer biological advantages over protons
making them even more suitable for the treatment. The enhancement of the biolo-
gical effectiveness using ion beams is due to the high density of ionization along the
penetration depth, the high linear energy transfer (LET) of these particles. Moreover,
as some tumours are anoxic, and ion beams present fewer differences in the sensitivity
between the oxygenated and hypoxic cells, radioresistant tumours can be effectively
killed using high-LET radiation. Several studies suggest that carbon ions seem to
offer an optimal compromise between the physical, biological and economic factors
among other heavy ions.
The interaction of ion beams with tissue causes the fragmentation of the projectile
and target fragmentation and these particles undergo nuclear reactions along the pen-
etration path which result in a complex radiation field. Due to the strong dependence
of the LET with the kinetic energy of the charged particles, the radiation quality (i.e.
particle types and their energy spectra) of these particle beams varies significantly
within the depth of the irradiated volume and on the therapeutic plan. Ideally, the
variation of the radiation quality of the clinical beams inside the tumour should be
included for optimizing the treatment planning. Therefore a complete characteriza-
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tion of the clinical beam radiation quality in terms of measurable physical quantities
at the subcellular scale could be useful for improving treatment plans.
In particular, microdosimetry can be useful for this purpose. Microdosimetry stud-
ies the probability distributions of the imparted energy when an ionizing particle
crosses site sizes of the order of the µm (such as cells or cell nuclei). Tissue-Equivalent
gas Proportional Counters (TEPCs) are the reference microdosimeters. These devices
measure the pulse height distributions which correspond to an energy deposition dis-
tribution in the simulated microscopic volume of the detector.
Variations of the radiation quality of the complex radiation fields can be measured
with TEPCs. Nevertheless, due to the high particle fluence rates of therapeutic beams
∼ 106 particles/(cm2 · s), only miniaturized TEPCs of the order of mm can be used
to minimize the signal pile-up effects when exposed to these high intensity beams.
The mini TEPC, designed and built at LNL laboratories, has successfully measured
in low LET therapeutic proton beams [De Nardo et al., 2004c], [De Nardo et al.,
2010]. However, the assumption that could also be used for hadron therapy beams
(i.e. carbon beams) is not straightforward since high-LET ions can give rise to large
electronic avalanches, creating a large spatial charge around the anode wire, which can
produce some distortions in the measured microdosimetric spectra. In this context
some research is needed to check the feasibility of this mini TEPC in therapeutic
carbon beams.
Goals and outline of this thesis
The aim of this PhD is to study the current limits of experimental microdosimetry
for its application to hadron therapy beams such as those found in carbon therapy. In
particular, the mini Tissue-Equivalent proportional counter (mini TEPC), designed
and built at LNL laboratories, has been used for measuring the microdosimetric spec-
tra in a therapeutic carbon ion beams. To this end, the response of the mini TEPC
has been characterized mainly with experimental measurements in known gamma and
neutron radiation fields but also by performing Monte Carlo simulations.
This thesis is organized as follows.
In Chapter 1 a general introduction of hadrontherapy including physical and biolo-
gical aspects is given. In particular, the issues related to the estimation of the relative
biological effectiveness (RBE) of carbon beams, which approach is currently used in
2
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clinics, and how the use of microdosimetry could help for estimating the radiation
quality are introduced.
In Chapter 2 the basics of the microdosimetry, the reference devices to perform
microdosimetric measurements (the tissue-equivalent proportional counters, TEPCs)
and the dedicated microdosimeters for measuring in therapeutic beams (mini TEPCs)
are described. In particular, the microdosimeters used in this thesis are explained in
more detail (EuTEPC, mini TEPC, WillyB, and TEPC-FWT).
The experimental set up needed to perform microdosimetric measurements using
TEPCs and the data processing for obtaining a microdosimetric spectrum are also
described in this chapter.
First limit. In Chapter 3 the energetic calibration of TEPCs without an internal
alpha source is discussed. This limitation can be faced by using an alternative method
based on the edges of the microdosimetric spectrum, which correspond to the max-
imum energy imparted by particles in the cavity (proton edge and electron edge). For
this study, gamma and low energy neutron beams were used and two different TEPCs
of cylindrical and spherical shape (WilliB and EuTEPC) were considered. The proton
and electron edges were studied as a function of the site size (Paper V, Paper VI).
Second limit. Propane-based tissue-equivalent gas mixture (propane-TE) is the
most common gas used in experimental microdosimetry but it has the drawback
that its composition can change, modifying the TEPC response. In Chapter 4 pure
propane was studied as an alternative to propane TE because it offers practical ad-
vantages: higher gas gain and longer stability. As TEPCs measures the distribution
of ionizations created in the sensitive volume of the counter, the equivalence should
be based on the mean ionization yield. We investigated experimentally with gamma
and neutron fields how to scale the gas density of pure propane to have an equivalent
microdosimetric spectra as propane-TE (Paper I, Paper IV).
Third limit. Sealed TEPCs which should be operative for long time without being
refilled, the gas density inside the counter could change significantly. In Chapter 5
the stability of the site size in sealed TEPCs has been analysed by developing an
experimental procedure to monitor indirectly the TEPC sensitive site size and its
variation overtime. This method is based on two independent measurements, one in
a gamma radiation field and the other one in a neutron field (Paper VIII).
Forth limit. In Chapter 6 the limits of general-purpose Monte Carlo (MC) codes
to calculate microdosimetric quantities and how they can supplement experimental
3
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microdosimetry have been studied. In the first part, two different MC codes, FLUKA
and PENELOPE, have been used to simulate the TEPC response in gamma radi-
ation fields and their limitations of applicability to simulate microdosimetric quan-
tities down to 1µm are discussed (Paper II). In the second part, the FLUKA code
was used to calculate proton microdosimetric spectra to study its capabilities to re-
produce experimental microdosimetric data measured with the mini TEPC in a past
experiment.
Fifth limit. High-LET radiation generates very high ion densities around the
anode that can distort the electric field inside the mini TEPCs. How to minimize these
possible distortions has been studied experimentally by changing the gas amplification
(i.e. applied voltage) and by using two versions of the mini TEPC in a high-energy
neutron field up to 20 MeV. The detector response in gamma and neutron fields at
different applied voltages is summarized in Chapter 7.
In Chapter 8 the first microdosimetric measurements performed at the Italian thera-
peutic carbon-ion beam (Centro Nazionale di Adroterapia Oncologica, CNAO) with
the mini TEPC are presented (Paper IX). The description of the experiment and
the approach used to minimize the problem described in “fifth limit” are explained.
Complementary microdosimetric calculations in carbon ions using the FLUKA code




Cancer is the second most frequent cause of disease in industrialized countries. Ac-
cording to estimates from the Agency for Research on Cancer (IARC) [IARC, 2014],
in 2012 approximately 14 million new patient cancers were diagnosed and 8.2 million
cancer deaths were registered worldwide and by 2030 this number is expected to grow
to 21.7 million new cancers.
Malignant tumours are usually treated with surgery, radiotherapy and chemother-
apy or with a combination of them. Although the choice of cancer treatment depends
on the type of tumour, the local size and the presence of metastasis, radiation therapy
plays a major role because at present approximately 50% of all patients with localized
malignant tumours are treated with high-energy photon and electron beams as part
of their initial treatment [IAEA-TRS-461, 2008] [Durante and Loeﬄer, 2010].
New techniques in radiation therapy using charged particles like proton or carbon
ions are very promising for treating radioresistant tumours due the ballistic selectivity
or conformity of these charged particles in comparison with conventional, photon-
based, radiotherapy. Protons or C-ions are nearly identical from the physical point
of view (except at the end of the range due to the fragmentation of ion beams).
However, proton and C-ions are very different from the radiobiological point of view,
because C-ions are high-LET radiation and present a higher biological effectiveness




Radiotherapy (RT) refers to the medical use of ionizing radiation to treat malignant
tissues. When radiation interacts with tissue, it causes direct or indirect ionizations
which may damage the cell DNA. Depending on the DNA damage, cells retain a
certain ability to repair DNA. The rationale of RT lies on the fact that, in general,
the recovering tools of cancerous cells are less efficient than those of healthy cells and,
therefore, tumours often exhibit a higher sensitivity to radiations than healthy tissues
[Joiner and der Kogel, 2009].
The sensitivity of both tumour and healthy tissues versus radiation is determined
by the probability of tumour control (TCP) and the probability of normal tissue
complication (NTCP) curves which are defined as a function of the absorbed dose
(Figure 1.1). TCP and NTCP show a sigmoid curve as a function of the absorbed
dose. From the two curves, the probability of uncomplicated tumour is defined as
TCP · (1-NTCP) which corresponds to the probability of cure (i.e. the tumour can be
effectively treated while staying within the safe range for healthy tissues). Therefore
the prescribed absorbed dose is chosen to maximize this probability of uncomplicated
tumour and this corresponds to the range of absorbed doses for which TCP is much
higher than NTCP.
However, the absorbed dose-responses curves for TCP and NTCP lie very close
to each other for radioresistant tumours. As the radiation modality (particle type,
absorbed dose delivery methods, absorbed dose rates, fractionation, etc) have a direct
impact on the therapeutic window [Joiner and der Kogel, 2009], they might lead to a
shift of the NTCP dose-response curve to higher absorbed doses and this is why some
radiation modalities might be advantageous for particular aggressive tumours.
The goal of any kind of radiation treatment is to deliver an absorbed dose (energy
per unit mass) that is highly conformed to the tumour volume, while sparing the sur-
rounding healthy tissues as much as possible. Radiation can be delivered through the
use of external beams as well as sealed (brachytherapy) and unsealed radio-isotopes.
The high majority of patients undergo conventional radiotherapy which is performed
with high-energy photon or electron beams.
Over the last fifty years, sophisticated beam delivery techniques have been de-
veloped to enhance the dose conformity to the tumour volume, allowing the treatment
of deep-seated tumours using photons. The traditional low energy X-ray tubes (≤
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Figure 1.1.: The probability of tumour control (TCP) and the probability of normal tissue
complication (NTCP) follow a sigmoid curve as a function of absorbed dose until a plateau is
reached. From these curves, the therapeutic window is defined, the range of absorbed doses
where a tumour can be effectively treated while staying within the safe range for healthy
tissues.
250 keV) or radioactive isotopes like 60Co (photon energies of 1.1 and 1.3 MeV) have
been replaced by modern high-energy linear accelerators (linacs), which accelerate
electrons from 4 to 25 MeV using microwave radio-frequency fields. Photon beams
(6-18 MV) are produced indirectly from accelerated electrons striking a high-density
target (by the bremsstrahlung effect) which allowed to increase the energy of photons
for treating deeper tumours.
In order to obtain homogeneous absorbed doses through the tumour, fields coming
from one or more directions are used to shape the absorbed dose over the tumour and
spare normal tissues. To treat more complex shapes, this can be done using multi-leaf
collimators (MLC) which are attached to the treatment head of the linac. Sophisti-
cated techniques like Intensity Modulated Radiation Therapy (IMRT) provide a very
conformal absorbed dose with millimetric precision that can be applied to tumours of
complex shape. Not only the geometrical shape is modulated via MLCs but also the
radiation fluence is varied for each beam direction. However, one concern about using
rotational IMRT with photons is that an unwanted absorbed dose is distributed over
a larger area of normal tissue, increasing the risk of secondary tumours. This topic is
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current subject of undergoing research [Lee et al., 2014].
The absorbed dose profile as a function of depth for photons in matter has a linear-
exponential behaviour where these beams deposit most of their energy near the surface
(called build-up1 region), with a progressively smaller absorbed dose at larger depths,
where the tumour may be located. In addition, photons continue to deposit energy
in normal tissues beyond the tumour (Figure 1.2). In the case of electrons beams,
the absorbed dose profile differs from photons because the absorbed dose deposited
is maximum at the surface for depths within the average of the electron range, the
reason why direct electron beams are used to treat superficial tumours.
Figure 1.2.: Comparison of the absorbed dose profiles as a function of depth in water for
X-ray photons, protons and carbon ions, figure adapted from [Fokas et al., 2009].
On the contrary, if charged particles are used i.e. protons or carbon ions, a lower
absorbed dose is deposited near the surface and a steep increase and sharp fall-off is
found towards the end of the particle range (distal region). As can be seen in Figure
1.2, almost all their energy is deposited in the final millimeters of their path, where
the tumour is located. Therefore, tissues beyond the tumour location will receive very
low absorbed doses. The very narrow and localized peak is known as the Bragg peak
and by proper selection of the ion energy, the position in depth of the Bragg peak can
1Build-up: distance needed to reach equilibrium of the secondary electrons generated by photons.
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be adjusted with high precision, in order to concentrate the higher absorbed dose to
deep or shallow tumours.
The use of charged particles like protons or carbon ions represents an improvement
for external radiation therapy because of the decrease of the absorbed dose in the
surrounding healthy tissues (see Figure 1.3). Protons or C-ions provide a better
absorbed dose conformation to the tumour than photons and C-ions also present
a higher biological effectiveness towards the end of the particle range, offering an
additional advantage for treating radioresistant tumours [Orecchia et al., 2004].
Figure 1.3.: Comparison of the dose distribution in a transverse plane for a skull base tu-
mour using (A) photon IMRT, (B) carbon ion and (C) proton treatment planning techniques,
extracted from [Kosaki et al., 2012].
There are other RT methods available, such as external beams using charged
particles, fast neutron therapy and boron neutron caption therapy (BNCT). In the
latter treatment, the patient is exposed to neutron beams which cause the activation
of boron compounds (previously injected and concentrated in the tumour cells) which
emit alpha particles and lithium nuclei from the disintegration of 11B, depositing the
absorbed dose locally within the tumour.
1.2. Introduction to hadrontherapy
1.2.1. A brief history
External beam radiotherapy with charged particles is usually called particle therapy
or hadrontherapy (HT). The use of proton and ions was suggested for the first time
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in 1946 by Robert Wilson based on the more selective absorbed dose deposition of
charged particles and lesser lateral spread.
Initially, most of the hadron therapy centres were based on nuclear physics acceler-
ators like the Lawrence Berkeley Laboratories (LBL) in USA. At LBL the first patient
treated with protons dates back in 1954 while the first dedicated hospital-based pro-
tontherapy centre Loma Linda University Medical Centre (LLUMC) in USA started
in 1986 [Chu et al., 1993]. At the end of 1950s, the first cancer treatment in Europe
was performed with protons from the synchrocyclotron at Uppsala (Sweden) while in
1961 the Harvard Cyclotron Laboratory (HCL) USA became the first clinical-based
facility centre to use protons for cancer therapy. From the 1980s the number of centres
has been increasing.
Since 1984 Paul Scherrer Institute (PSI) in Villigen (Switzerland) is treating eye
tumours and in 1989 the first patient was treated at the cyclotron of Clatterbridge
Cancer Centre in UK. In 1991, proton therapy started at Louvain-la-Neuve using a 85
MeV proton beam at the cyclotron of the University of Louvain (Belgium) [Vynckier
et al., 1991]. The same year the Medycic cyclotron was installed at Nice (France)
producing 62 MeV protons for treating ocular tumours and also a protontherapy
centre was opened in Orsay (France) with protons up to 200 MeV produced using
a synchrocyclotron. At the end of 1990s, the Italian Institute of Nuclear Physics
(INFN) financed the first proton centre facility in Italy, the CATANA facility, a
cyclotron producing 62 MeV protons dedicated to the treatment of ocular tumours
where the first patient was treated in 2002.
In the 90s PSI introduced a new technique, pencil beam scanning, for treating
proton beams with high precision. A method where narrow pencil beams are su-
perimposed both laterally and in depth to achieve a more optimal absorbed dose
distribution conformed to the target volume while sparing the surrounding healthy
tissues [Pedroni et al., 1995].
The first patient being treated with C-ions at the Heavy Ion Medical Accelerator
(HIMAC) in Chiba (Japan) was in 1994 while in Europe the first patient treated with
C-ions was in 1997 at Gesellschaft fu¨r Schwerionenforschung (GSI) in Darmstadt
(Germany). Later on, the first dual proton and carbon facility entered in clinical
operation in November 2009 at the Heavy Ion Therapy Centre (HIT) in Heidelberg
(Germany).
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More than 90 000 patients have been treated with protons and 10 000 patients
have been treated with carbon ions according to statistics of the Proton Therapy
Cooperative Group PTCOG [2015]. So far, first clinical trials from prostate can-
cer patients treated with carbon ion therapy, showed good local control [Akakura
et al., 2004], [Wakatsuki, 2008]. However, an increased survival rate might be accom-
panied by potential long-term biological consequences after carbon ion radiotherapy,
including metastasis [Zietman et al., 2010]. The results of these long-term biological
consequences are is still under investigation.
Based on these promising clinical results and the availability of relatively small
cyclotrons [Jongen et al., 2010] there has been an exponential growth of new hospital-
centre of ion therapy worldwide, mainly proton therapy centres, due to the higher
complexity and costs of heavy ion therapy.
Currently, there are 43 proton and 8 carbon therapy centres in operation worldwide
and many more are under construction or planned for the next years [PTCOG, 2015].
Among the operative centres, the National Centre for Oncological Hadrontherapy
(CNAO) in Pavia (Italy) is treating patients with proton and carbon ions since 2010
and 2013, respectively. In Marburg (Germany) another dedicated ion beam therapy
facility will be operative for the end of 2015. A new dual facility using protons and
C-ions has been constructed at MedAustron in Wiener Neustadt (Austria) and the
first patient with protons is intended for the end of 2015. A new research proton
therapy centre in Belgium is planed in Leuven in the next years.
The increased interest in hadron therapy has to be followed also by an improve-
ment of dedicated detectors and the treatment planing systems to better improve the
accuracy of the delivered treatments.
1.2.2. Physical aspects
From the physical point of view, the advantages associated to the use of hadron
particles are:
• Superior physical selectivity where the absorbed dose increases as a function of
depth up to a maximum value (Bragg peak) allowing the possibility to treat
tumours located near critical organs.
• The increase of the mass of ions in comparison to light particles (i.e. electrons)
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reduces the multiple coulomb scattering thus reducing the lateral scattering as
well as a they have a well defined range.
High-LET radiation is characterized by extremely dense lineal tracks of ionization
and excitation events along the particle track, with a particularly high rate of energy
loss at the end of the particle range (Bragg peak, see left side of Figure 1.4). Charged
particles through the medium do no just lose energy through inelastic interactions with
the target electrons but also undergo nuclear collisions with the target nucleus, causing
projectile fragmentation and target fragmentation that give rise to a distribution of
secondary light nuclei [Gunzert-Marx et al., 2008] with increasing penetration depth.
Projectile fragments have approximately the same velocity of the primary particle
and as the ranges of the particles scales with A/Z2, they have ranges much longer
than the primary particle, and are responsible for the tail beyond the Bragg peak.
Since the Bragg peak is very narrow (less than one millimeter), the peak has to
be widened to cover the whole tumour, by superimposing multiple pristine peaks of
different energies and intensities, creating the so-called spread-out Bragg peak (SOBP)
with a constant absorbed dose distribution over the tumour and a steep fall-off at the
end (Figure 1.4). Even if the peak to plateau ratio decreases for SOBP absorbed dose
depth with respect to the pristine Bragg peak, the final result is still satisfying if we
look at the depth of the absorbed dose profile for photon beams. For instance, the
peak to plateau ratio are about 4 - 5 for a pristine peak while 1.5 - 2 for a SOBP
beam depending on the energy.
The SOBP beam can be obtained by different techniques [Chu et al., 1993] using
(i) passive delivery in which a beam of particles with a fixed energy is attenuated
through the insertion of absorbers of different thicknesses (ii) active delivery where
the energy is modulated from the accelerator itself to contour the tumour shape. The
active beam scanning is delivered either by spot scanning with the irradiation delivery
of one spot at a time (beam is temporarily stopped) or by raster scanning in which
the beam remains on while moving to the next spot.
Within the energy range relevant for the clinics, kinetic energies vary from 40 −
400 MeV per nucleon, the process of energy loss is dominated by inelastic collisions
with atomic electrons. The average energy loss per unit of path length is the so-called
electronic stopping power.
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Figure 1.4.: Absorbed dose profile of an ion beam (left) [Chu et al., 1993] for a pristine
beam (a) and for a spread beam (b). On the right, superposition of different C-ion curves
with different energies (red lines) to produce a spread-out Bragg peak (SOBP) of about 4
cm (blue line), extracted from GSI website.
1.2.3. Biological effects
Besides the favourable absorbed dose profile properties, ion beams offer an additional
biological advantage over protons thus making them even more suitable for the treat-
ment of some radioresistant tumours2 [Weber and Kraft, 2009], [Combs et al., 2012],
when compared to any other form of radiation therapy.
From the biological point of view, the advantages of using charged particles are:
• Higher relative biological effectiveness (RBE) specially in the region of the Bragg
peak.
• Lower biological sensitivity to oxygen content in the tumour.
The enhancement of the biological effectiveness using ion beams is due to the high
density of ionization along the penetration path produced from the high linear energy
transfer (LET) of these particles in comparison to photon or electron beams.
It is well established that the absorbed dose alone is not enough for determining
the biological effect of different radiation sources. The same amount of absorbed dose
imparted by high-LET radiation, produces double strand breaks that have much more
pronounced biological effects, resulting in greater DNA damage.




The differences in biological effectiveness of a type of radiation with respect to
a reference radiation (photon) are described by the relative biological effectiveness
(RBE) concept [IAEA-TRS-461, 2008]. The RBE is defined as the ratio of the ab-
sorbed doses (see Figure 1.5), with photons3 as reference radiation Dref to the charged
particle absorbed dose Dion that is required to achieve in a biological system for a







Figure 1.5.: The RBE concept illustrated from the cell survival curves [Weyrather and
Kraft, 2004].
Besides its rather simple definition, the RBE is a complex parameter because it de-
pends on different physical and biological factors: absorbed dose level, absorbed dose
rate, energy and LET of the penetrating particle, particle type, radiosensitivity of the
irradiated tissue or cell line, biological endpoint and radiation modality [Weyrather
and Kraft, 2004].
An example of the RBE dependence on LET is shown in Figure 1.6. The RBE
starts increasing after 10 keV/µm showing a peak around 100-200 keV/µm. This
maximum depends on the type of particle and on the radiobiological endpoint. At
3250 kVp X-rays or γ rays 60Co.
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Figure 1.6.: Dependence between RBE and LET for V79 cells for different ions for the
biological endpoint 10% survival in colony formation [Sørensen et al., 2011].
low-LET, reparable damage is predominantly produced but increasing the LET, RBE
increases because of increase of the radiation damage. The RBE increases up to a
maximum ∼ 100 keV/µm at which the highest killing effect is reached. Then it falls
at higher values of LET because an increase will not produce any additional biological
effect (overkilled).
The second biological advantage of ions in comparison to photon radiation, is that
low-LET radiation in presence of oxygen causes more biological damage than in hyp-
oxic cells. The ratio of the absorbed doses leading to the same effect in presence and
absence of oxygen is called Oxygen Enhancement Ratio (OER). In contrast, high-
LET radiation has a lower biological sensitivity to oxygen, leading to a reduction
of the OER ratio. Therefore, hypoxic tumours will be significantly less resistant to




1.3. Dosimetric characterization of hadron beams
The current standard quantity used in clinical radiotherapy (conventional and non-
conventional) is the absorbed dose to water. This quantity is usually measured using
ionization chambers calibrated in reference conditions according to the dosimetry
protocols [IAEA-TRS-398, 2005].
However, absorbed dose D alone is not enough to determine an expected biological
effect because the absorbed dose is an averaged quantity over a region that is large
compared to the scales relevant for biological damage. Also, the biological effective-
ness of ionizing radiation depends not only on the amount of energy absorbed but also
on other factors such as absorbed dose fractionation, absorbed dose rate, radiation
quality (see section 1.4), biological system and end points [IAEA-TRS-461, 2008].
This report introduces the difference between the physical dose distribution and the
biological dose distribution. The former is the measured absorbed dose to water and
the latter concept is the absorbed dose distribution weighted by the RBE values to
obtain a biological equivalent dose over the tumour (i.e. uniform biological effect).
For proton therapy a fixed RBE of 1.1 is typically used to correct for differences in
radiobiological effectiveness between protons and photons, which means that protons
result in approximately 10% more biological damage per unit absorbed dose than
photons [Schulz-Ertner and Tsujii, 2007], [ICRU 78, 2007].
However, some theoretical studies [Paganetti, 2003], [Wedenberg and Toma-Dasu,
2014] and experimental measurements [De Nardo et al., 2004c] have shown that devi-
ations from this factor increases dramatically at the distal part of the proton path and
have indicated the importance of varying the RBE in proton therapy. If these differ-
ences are not accounted for, such deviations could in some cases result in suboptimal
proton treatment plans.
In the case of heavier charged particles, the RBE increases towards the distal edge
of the SOBP due to the increase of the LET of the particle toward the end of its
range. To compensate this effect, i.e. to obtain a uniform biological response over the
tumour, the physical absorbed dose is modulated to produce a lower absorbed dose
towards the end of the SOBP. Figure 1.7 shows a typical clinical SOBP for treating
patients with carbon ions [Sakama et al., 2012].
Two approaches can in principle be followed to assess the RBE: an experimental
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Figure 1.7.: Comparison of the physical absorbed dose and the biological dose distribu-
tions for a 350 MeV/u carbon ion beam. The decrease of the physical absorbed dose is to
compensate the increase of the RBE as a function of depth, adapted from Sakama et al.
[2012].
approach or a modelling approach. In clinics, two different strategies are implemented
to estimate the RBE in C-ion therapy:
NIRS-HIMAC approach
At NIRS-HIMAC (Japan) a semi empirical model, called Microdosimetric Kinetic
Model (MKM) [Hawkins, 2003] based on experimental data from human salivary gland
(HSG) cell response is used, and their survival curves with C-ion are adopted from
previous experience with fast neutrons of equivalent RBE [Kanai and et al, 2006].
The effects on tumours of HSG cells is extended for a variety of other tumour cells
and the reference RBE is set at a fixed value of 3 at the Bragg peak where the LET is
80 keV/µm. The changes of the biological effects along the beam path are evaluated
in vitro cell lines and are used to estimate the biological dose.
Local Effect Model (LEM)
At HIT and GSI (Germany) the Local Effect Model (LEM) model is used [Scholz
et al., 1997], [Kra¨mer et al., 2000]. The model considers that the impact of radiation
within the cell nucleus is only due to the microscopic pattern of the energy deposition
in this region and it does not depend on the type of particle which deposited the
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energy. The main assumption of the LEM model is that equal local absorbed doses
correspond to equal local effects. In order to estimate the radiation effects induced
by ions, and predicting the RBE, the local absorbed dose for small regions inside
the nucleus is obtained from an amorphous track structure model which gives the
radial absorbed dose profiles expected for the ion tracks. The number of lethal lesions
created in each sub-volume of the cell nucleus is calculated using the local absorbed
dose and the cell survival curve after photon irradiation.
There are studies which have established the conversion between GSI and NIRS
approaches to make clinical experiences comparable [Guelette and Wambersie, 2007].
However, complementary methods based on experimental measurements (i.e. radiobi-
ological measurements and physical measurements) are also needed to contribute to
finding the optimum heavy ion treatment protocol.
A third technique to evaluate the RBE that takes into account the differences in ra-
diation quality is by performing measurements of the distribution of energy deposition
in water at the microscopic level, using microdosimetry. Microdosimetry [ICRU 36,
1983] consists of a systematic study of the spatial and temporal distributions of the
energy deposition events at the microscopic (i.e. cellular) level. The microdosimetry
technique and the reference devices that are currently used for such measurements
will be described in Chapter 2.
Systematic microdosimetric measurements at different depths of a clinical proton
beam have measured [De Nardo et al., 2004c] the increase of the radiation quality
towards the end of the proton range, demonstrating that the assumption of a uniform
RBE over the tumour might not be always sufficiently accurate. A “microdosimetric”
RBE can be assessed if a particular weighting biological function is used. This third
approach to estimate the RBE will be described in more detail in section 2.3.
For the treatment planning, RBE values need to be determined as precisely as
possible. High precision is required since steep gradients in the absorbed dose-response
curves are observed in most tumour and normal tissues. Thus, small uncertainties in
the estimation of the biological effective dose can result into large uncertainties in the
clinical outcome.
Therefore, more research is needed for the experimental approach because system-
atic dependencies of the RBE have to be measured with high accuracy for a large
number of different irradiation conditions.
18
1.4. Challenges in hadrontherapy: specification of radiation quality
1.4. Challenges in hadrontherapy: specification of
radiation quality
Therapeutic carbon ions undergo nuclear collisions before being fully stopped in the
medium. In such nuclear reactions an exchange of energy and momentum between the
nucleons give rise to a number of secondary particles. These projectile fragments have
approximately the same velocity of the primary particle and therefore a range much
longer than the primary particle, leading to a tail at the end of the distal edge (Figure
1.2 and 1.4) [Gunzert-Marx et al., 2008]. As a result, the interaction of carbon ions
with tissue give rise to a complex mixed radiation field. Therefore, the non-uniform
spatial distribution of the energy imparted to the tumour at the microscopic level
might be a clinical problem in high-LET beams if the radiation quality distributions
(i.e. particle types and their energy spectra at the point of interest) are not considered
in the treatment planning system (TPS).
The need of improving the accuracy of clinical hadron beam characteristics has been
reported by IAEA-TECDOC-1560 [2007]. This report highlights the need to measure
physical aspects that have an influence on the absorbed dose delivered such as the
projectile and target fragmentation. The specific term that describes the physical
aspects that have an influence on the absorbed dose and are significant for primary
effects on a biological system is the radiation quality.
By definition, the radiation quality [ICRU 16, 1970] refers to the features of the
spatial distributions of energy transfers that influence the effectiveness of a type of
radiation in producing a change, when other physical factors such as the total energy
dissipated, absorbed dose, absorbed dose rate, absorbed dose fractionation are kept
constant.
On these grounds, a complete characterization of the differences of radiation quality
at the micrometer level is essential for an accurate treatment. Since the patterns of the
energy deposition are relevant for assessing the biological effectiveness of the radiation
beam. Currently, there is no unique and accepted method to specify the radiation
quality, or an ideal device to perform such physical characterization in hadron therapy
centres. Microdosimeters are good candidates for this purpose and have already been
proved to be useful in proton therapy [De Nardo et al., 2004c].
Microdosimetry can play an important role in hadron therapy (mainly in high-LET
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modalities) because microdosimetric measurements can provide the radiation quality
in site sizes of the order of 1µm [Pihet et al., 1988], [Menzel et al., 1990], [Wambersie
et al., 1990].
1.5. The role of microdosimetry in radiotherapy
Microdosimetry makes detailed measurements of the spatial distributions of the en-
ergy depositions at the µm level and allows a detailed quantitative analysis of the
radiation field [ICRU 36, 1983]. The microdosimetric approach is a powerful tool
to compare the biological efficacy of different types of radiation and to character-
ize a radiation field because the relative contribution from each type of particle to
the total energy spectrum can be determined by measuring the distributions of the
energy deposition in micron-sized volumes, comparable to the cell size. In particu-
lar, microdosimetry has proved to be specially useful for high-LET radiation therapy
modalities, due to importance of specifying radiation quality.
Microdosimetry has been extensively used to investigate the radiation quality of
neutron therapy facilities and several intercomparison have been performed [Menzel
et al., 1990], [Colautti et al., 1998]. Microdosimetric measurements are capable of dis-
cerning changes in the radiation quality and such measurements provide physical data
for its interpretation. Experiences in neutron treatment facilities, have shown that
differences in the microdosimetric spectra have an impact on the biological response.
Microdosimetry has also been widely used for measuring the radiation quality in
proton clinical beams [De Nardo et al., 2004c], [De Nardo et al., 2010] and has proved
to be useful in BNCT [Moro et al., 2006], [Burmeister et al., 2001].
Several research groups have performed microdosimetric measurements in carbon
beams at different facilities. At GSI, measurements were carried out with 12C beams
of 196 MeV/u with a home-made cylindrical TEPC of 212 mm3 [Gerlach et al., 2002].
Other carbon microdosimetric measurements at 300 MeV/u performed at GSI [Mar-
tino et al., 2010] and at HIMAC for 290 MeV/u beams [Kase et al., 2011] were
carried out using large gas detectors (in particular with the commercial TEPC FWT
LET-1/2). At INFN-LNS facility measurements with silicon based detectors were
performed using carbon ions of 62 MeV/u [Agosteo et al., 2011].
In order to prevent from pile-up effects, these large TEPCs need to measure in low
intensity beams, making commercial TEPCs not suitable for measuring in therapeutic
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beams in which the particle fluence rates are larger than 106 particles/cm2 · s.
In order to measure in such therapeutic conditions, miniaturized gas detectors
(called mini TEPCs, De Nardo et al. [2004a]) can be used as will be explained in





This chapter describes the basics of microdosimetry and its main quantities. The
foundations of microdosimetry started from the study and development of measurable
quantities that could provide information about the radiation quality and could give
indicators of the biological effects on living cells for a type of radiation.
Secondly, the chapter gives a general overview of the TEPC operation and different
types of microdosimeters used in microdosimetry. In particular, the TEPCs used in
this thesis for area-monitoring and radiotherapy are described.
2.1. Historical Foundations
The conventional approach to characterize how particles loose energy along their
track is done by calculating the mean energy loss per unit of path length, the so-
called stopping power S(E), given by the Bethe-Bloch formula. In 1952, the concept
of energy loss Linear Energy Transfer (LET) was introduced by Zirkle in order to
stress that in dosimetry, the knowledge of the energy absorbed to the medium is more
relevant than the energy loss along the particle track.
However, it might occur that the kinetic energy lost by the incident particle is
not fully absorbed in the target volume when the absorbed dose is calculated in
sites that are smaller than the maximum range of secondary electrons (i.e. δ-rays).
This is because electrons resulting from hard collisions may be energetic enough to
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travel a certain distance, thus carrying kinetic energy away from the track of the
primary particle. As a result, the collision stopping power in a “small” volume would
overestimate the dose, unless the δ-rays are taken into account.
An attempt to solve this issue is by using the restricted stopping power L∆ which








L∆ is the energy lost by a charged particle due to electronic collisions in traversing
a distance dl and dE is the mean energy loss due to collisions with energy transfers
smaller than ∆. The reason for introducing a threshold, is to have a measure of the
energy deposited in the vicinity of the particle track, since the local energy deposition
has a strong influence on the biological effect. High energy electrons may create sec-
ondary ionizations that have enough energy to travel a certain distance, thus carrying
energy away to more distant regions irrelevant to the local biological effect.
In the case of absence of energy cutoff, the LET is usually noted by LET∞ (defined
as unrestricted linear energy transfer) which includes all energy losses up to the max-
imum allowed and it is equal to negative stopping power dE/dx = −Sel. However,
when the target diameter, d, is much smaller than the particle range, the energy loss,
fluctuates due to the stochastic behavior between the interactions of particles with
matter. From now on, LET will refer to LET∞.
Since the LET is an average quantity that cannot be measured in mixed fields (for
instance in carbon therapy beams, the secondary particles take an important role and
LET cannot be measured), its utility is limited for obtaining information at the scale
of the particle tracks as discussed in detail in referene [ICRU 16, 1970]. Therefore, at
the microscopic level it is necessary to consider measurable quantities that reflect the
stochastic nature of energy deposition and its distributions.
2.2. Fundamentals of microdosimetry
The approach to overcome the limitations of the LET concept and study the energy
depositions at the microscopic scale using stochastic quantities, was initiated by Rossi,
Rosenweig and co-workers in 1955 [Rossi, 1959], under the name of microdosimetry.
Microdosimetry is related to the study of the distributions of energy deposition at
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the microscopic scale [ICRU 36, 1983]. In particular, it deals with the description of
how energy is deposited at the cellular (i.e. µm) and subcellular level and their rela-
tions with regards to the radiation effects in biological matter, for different radiation
qualities.
2.2.1. Definition of microdosimetric quantities
The discrete interaction of ionizing radiation with matter, takes place in transfer
points1. The main quantity is the energy deposit εi which is the energy absorbed at
a transfer energy point:
εi = Tin − Tout +Q∆m (2.2)
Tin is the kinetic energy of the incident ionizing particle, Tout is the sum of the
kinetic energies of all particles leaving the transfer point and Q∆m is the change of
rest mass energy of the nucleus and all particles involved in the interaction (Q∆m > 0
decrease of rest mass and Q∆m < 0 for increase of rest mass).
The energy imparted ε is the sum of all energy transfers ε =
∑
i εi within a well
defined volume called site, and is a stochastic variable.
The main quantities in microdosimetry, the lineal energy y and the specific energy
z, are given in ICRU 36 [1983].





is defined as the ratio of the imparted energy ε to a given volume of mass m. The
unit is the Gy and is the stochastic analog of the absorbed dose D. The absorbed
dose is the limit of the mean specific energy as the mass of the volume approaches to
zero.





is defined as energy imparted ε1 by a single
2 event divided by the mean chord length
l¯ of the cavity. The usual units are keV/µm. The lineal energy y is the stochastic
analog to the LET quantity with the difference that LET is not measurable in mixed
radiation fields and it gives no information on the energy distribution. The energy-loss
1The transfer point is where fraction of the energy imparted is absorbed.
2ε1 refers to events that are caused, by a single particle and its secondaries only.
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straggling, the angular scattering and delta rays are disregarded in the LET concept.
According to Cauchy’s theorem, the mean chord length l¯ in a convex volume under
µ-randomness (in which the body is exposed to a uniform, isotropic field of straight
infinite lines) is given by: l¯ = 4V/A where A is the surface area of the volume V . For





where d corresponds to the diameter of the sensitive volume.
For a single event, the relation between lineal energy y and specific energy z differs
by a numerical factor that depends on the site size d, shape and density ρ of the






pi · ρ · d2 (2.6)
This formula also allows the connection between microdosimetry and dosimetry
quantities. For instance, the absorbed dose D can be given by:
D = N · ε¯1
m
= N · y¯F · 4
pi · ρ · d2 (2.7)
where N is the number of events which deliver ε¯ in the cavity of volume V .
2.2.2. The single-event distribution
The event in a site is the energy deposited by particles that are statistically correlated.
For instance, if a charged particle passes outside a reference region, the delta rays
belong to the same event.
Considering the stochastic behavior of ε it is necessary to use probability distribu-





where F (y) is the distributions of lineal energy under the condition that at least one
event has taken place in the site and f(y) is the frequency probability density, which
represents the probability of having one event with lineal energy within the interval
(y, y+dy).
By definition, the probability density functions are normalized to unity.
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∫
f(y)dy = 1 (2.9)
It is worth to mention that single-event distributions do not contain the discrete
component y = 0, which means that those particles that cross the site without any
energy transfer are not counted as an event and are not considered in the microdosi-
metric distributions.
The dose distribution of lineal energy D(y) is the fraction of absorbed dose with





reflects that higher lineal energies correspond to higher doses.




















Similarly, probability distributions f(z) and average quantities (z¯F , z¯D) are also
defined for z. The specific energy z is a stochastic quantity but it can represent the
sum of the energy imparted by more than one event. Therefore the subindex 1 is
used to indicate the single-event distributions, the frequency f1(z) and the dose d1(z)
probability densities.
2.2.3. Representation of microdosimetric distributions
For a given type of radiation, the distribution of the lineal energy spans over 4 or
5 orders of magnitude. Therefore, the usual representation of the microdosimetric
spectra is displayed in a semi-logarithmic representation, yd(y) vs. log y, because it
provides a useful way to compare spectra of different types of radiation. In this semi-
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log representation the area under the curve between two y-values is proportional to
the fraction of dose delivered by events with lineal energies in this range. An example
of a microdosimetric spectrum measured in the BNCT field of the LENA reactor of
the University of Pavia (Italy) from Paper III is shown in Figure 2.1.
Figure 2.1.: Example of microdosimetric spectrum yd(y) against log y measured in the
BNCT field of the irradiation facility of LENA reactor of the University of Pavia (Italy) in
a 1 µm site size (top). In this semi-log representation the area under the curve between two
y-values is proportional to the fraction of dose delivered by events with lineal energies in this
range. The dose distribution for the same radiation field but displaying d(y) against log y
(bottom) for illustrating why this representation is not suitable. From Paper III.
The data processing to obtain a microdosimetric spectrum is explained in section
2.10.
28
2.3. Measurement of radiation quality
2.3. Measurement of radiation quality
The microdosimetric distributions provide information about the radiation quality
that can be useful to estimate the biological effectiveness of a particular radiation
modality. The f(y) and d(y) distributions of the lineal energy of a particular radiation
field can be measured directly with Tissue-Equivalent proportional counters (TEPCs)
as will be explained in section 2.5.
The single-event spectra might give appropriate information to calculate the bio-
logical effectiveness, called microdosimetric RBE (RBEµ) for a particular radiation






where r(y) is an empirical biological weighting function and d(y) is the dose weighted
microdosimetric single-event distribution. r(y) can be obtained by unfolding equation
2.14 after doing radiobiological measurements and microdosimetric measurements for
the same radiation field and irradiation conditions.
Three different r(y) functions have been proposed in the past, derived from micro-
dosimetric spectra and radiobiological data simulating 2µm site size under the same
biological endpoint but for different irradiation conditions. Tilikidis et al. [1996] de-
rived two r(y) functions for the biological endpoint early effects in mice intestinal
crypt cells3 after an irradiation of 10 Gy and 2 Gy dose fractionation with 50 MV
bremsstrahlung beam. The third r(y) function is shown in Figure 2.2 for the same
biological endpoint (early effects in mice intestinal crypt cells) for 8 Gy given in one
fraction in a 2µm site size and was derived from radiobiological and microdosimetric
measurements in neutron therapy beams [Pihet et al., 1990].
The shape of r(y) indicates a threshold at 10 keV/µm between the differences ex-
pected from low-LET and high-LET radiation. For y ≤ 10 keV/µm the biological
weighing function shows an almost constant value of 1 (corresponding to low-LET
radiation). At y ≥ 10 keV/µm, r(y) increases up to a maximum of 4.5 at around 70
keV/µm and becomes less than 1 for y-values larger than 250 keV/µm. The physical
meaning of this function is that y-values in the vicinity of 70 - 100 keV/µm have a
3This biological endpoint is used at different HT facilities to assess the RBE [Gueulette et al., 2004].
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Figure 2.2.: Biological weighting function r(y) for intestinal crypt cells regeneration in mice
for 8 Gy derived from neutron therapy beams (thick line). The grey area is ±1SD (standard
deviation) [Pihet et al., 1990].
strong effect on the biological system but at even higher y-values the overkill effect
occurs, in which even higher y-values do not induce an additional biological effect. A
similar to behaviour on the RBE vs. LET curve shown previously in Figure 1.6 but
with the difference that to have the RBE values from the r(y) function the integral
(equation 2.14) needs to be calculated. This function has an overall uncertainty (±1
standard deviation) for each y-value.
Using this biological weighting function it is possible to determine the RBE in
other neutron fields by performing microdosimetric measurements. For instance, this
empirical function r(y) has been successfully applied to calculate the RBEµ of thera-
peutic neutron [Menzel et al., 1990], [Loncol et al., 1994], [Colautti et al., 1998],
[Menzel et al., 1994], photon and proton beams [De Nardo et al., 2004c], [De Nardo
et al., 2010].
The overall uncertainty of RBEµ depends on r(y) uncertainty, d(y) distribution, the
calibration procedure of y and on the TEPC detection efficiency (i.e. lower detection
threshold).
Using the r(y) function from Pihet et al, an attempt was performed to obtain the
RBEµ for carbon beams [Gerlach et al., 2002] but some differences where found when
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compared with the RBE obtained from the LEM model. The differences are due to
the fact that r(y) is not an universal function, as it depends on the input conditions
of the RBE at which the function was derived (the biological end-point, the absorbed
dose, the simulated tissue site dimension and the radiation field).
Currently, there is no r(y) function available for carbon beams in literature [Wam-




Experimental microdosimetry aims at evaluating measurable quantities closely related
to the imparted energy ε. Tissue-Equivalent gas Proportional Counters (TEPCs) are
the reference microdosimetric devices to perform such measurements but there are
also other types of microdosimeters. TEPCs measure the distributions of ionizations
created in the sensitive volume of the counter, which are later converted to a distri-
bution of lineal energy y using an appropriate calibration factor.
The simulation of a microscopic site is based on the principle that a particle crossing
a gas counter deposits an identical amount of energy as the same particle would do
crossing a tissue volume. To achieve this equality the density of the gas cavity has to
be reduced accordingly.
A TEPC consists of a spherical or cylindrical chamber with a central anode wire
surrounded by a conductive wall that acts as a cathode. When it is operated in a high
electric field, an amplification occurs in which the electrons created in the gas acquire
enough energy to produce secondary and higher ionizations through the collisions
with the gas molecules. When operating in this region of voltage, the charge collected
is proportional to the initial ionization created in the cavity and also to the energy
imparted.
2.5. Tissue-Equivalent proportional counters (TEPCs)
Proportional counters are gas-filled chambers that are operated in pulse mode in
which each ionization event traversing or occurring in the sensitive volume give rise
to a signal pulse. Then, the pulse height spectrum is collected providing the ionization
density of each charged particle that interacted with the detector.
2.5.1. Electronic avalanche
Proportional counters usually consist of two electrodes, a central anode that is sur-
rounded by a conductive wall that acts as a cathode. When a positive voltage is
applied to the anode, electrons from the ionization events drift towards the anode
wire [Knoll, 2000]. Due to the high electric field near the anode (in the multiplication
zone, see Figure 2.3), the primary electrons gain kinetic energy and if this energy is
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high enough, they are able to ionize and create secondary electrons. This process
leads to an avalanche multiplication and consequently to larger pulses at the output.
Thus, these counters rely on the phenomena of amplification, where the ionization
from a primary particle that interacts with the detector is amplified into a detectable
signal which is large enough to be distinguished from electronic noise (this factors is
about 103 − 104).
The number of charges produced in the avalanche Nout is proportional to the num-
ber of primary electrons Nin produced in the sensitive volume by the initial radiation:
Nout = G ·Nin (2.15)
where G is the multiplication factor (gas gain), Nout is the number of electrons
collected at the anode (output of the TEPC).
The applied voltage ∆V = Va−Vc between the anode and cathode is chosen so that
the number of secondary electrons generated in the sensitive volume is proportional
to the number of primary electrons (proportional region).
2.5.1.1. The choice of the counter geometry
The requirement for the avalanche to occur is the application of very high electric
fields between the electrodes. Therefore, the preferred counter geometries in micro-
dosimetry are cylindrical or spherical4[Knoll, 2000]. Spherical detectors are preferred
to cylindrical ones because of their isotropic response but regarding the construction
and the design, it is easier to build cylindrical counters in comparison to spherical
counters because the radial field symmetry presents a more uniform electric field
around the wire.
Different approaches are used to achieve a uniform electric field around the wire
inside spherical TEPCs: (i) an helix can be placed around the wire to establish a
cylindrical symmetry along the anode, (ii) field-shaping electrodes are added to the
poles of the wire [Kliauga et al., 1995] or (iii) the cathode can be segmented in different
rings and by means of a voltage divider each ring can be biased at a different voltage
to produce a constant electric field [Perez-Nunez and Braby, 2011], [Moro et al., 2011].
The electric field E(r) in a cylindrical geometry along the radial distance r is:
4Using a parallel plate geometry a very high applied voltage would be needed to achieve the same










where Va and Vc are the applied voltage to the anode and cathode respectively, ra
and rc are the anode wire and cathode radii. The K-factor is a characteristic of the
size of the counter and applied voltage.
The process of signal amplification in TEPCs is governed by the electron avalanche
process. A schematic diagram of the electronic avalanche is presented in Figure 2.3.
Figure 2.3.: Schematic description of the multiplication and drift regions in a cylindrical
proportional counter from [Moro, 2006].
The sensitive volume between the anode and the cathode inside the counter is
subdivided in two regions:
• Drift region: the primary electrons created by the ionization process due to the
incident radiation interaction with the gas molecules move towards the anode
wire without any further ionization until they reach the multiplication region.
• Multiplication region: In the vicinity of the wire, the electrons produced
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during primary ionization have enough energy themselves that they can produce
additional electron-ion pairs. This process is called electronic avalanche and can
only occur if a high enough electric potential exists between the electrodes so
that the charges can attain very high velocities.
The gain factor G is expressed in terms of the first Townsend ionization coefficient,
α(r), which is defined as the mean number of electrons produced by a free electron
per unit path length in an electric field. By definition, it is the reciprocal of the mean
free path per ionization α = 1/λion.





where ra is the anode wire radius and rc is the cathode radius.
Since the electronic avalanche occupies a smaller zone than the one between anode
surface and cathode, the contribution of the drift region to the integral is zero (see
Figure 2.3). Then, the integration limit rc can be substituted by r
∗, the critical radius
beyond which the field is too low to support the gas amplification (which means that
α = 0).
Therefore, the total gain in a cylindrical TEPC is the integration of the ionization
coefficient over the multiplication zone.
From above, it is clear that the multiplication factor depends on the anode distance
where the multiplication starts, on the type of gas, its pressure P and applied electric
field strength E.
To exclude the pressure dependence of the ionization coefficient one usually defines




r·N where E is the electric field, N is the gas number density (number of gas
molecules per cm3) and K is characteristic of the counter and voltage (equation 2.16)
[Segur et al., 1995]. This change of variable is justified by the physical considerations
that the probability of ionization per unit length is a function of the mean energy of
the electrons, which is in turn a function of E/N . By using equations 2.16 and 2.17













where ln G/K is the reduced gas gain, Sa is the reduced electric field strength at
the anode and S∗ is the value of the reduced electric field strength where α(S)/N = 0.
The extension of the avalanche region is one of the factors determining the limits of
a counter’s energy resolution, because primary ionizations which are produced within
the avalanche region will produce signals which differ on magnitude depending on
the position within that volume. This produces an additional variance to the normal
ionization statistics which widens the counter response or resolution. In order to
achieve a uniform multiplication for all the primary electron-ion pairs, it is necessary
that all primary electrons are created in the drift zone. Therefore, the ideal counter
will have an avalanche volume which is small compared to the total sensitive volume
[Kliauga et al., 1995].
There are different theories to derive a general expressions of the gas gain based
on the physical characteristics. More details about the gas multiplication theories for
TEPCs and gas gain measurements are explained in section 4.1 (Paper I).
2.5.2. From ionization yield to imparted energy
TEPCs measure the ionization yield in the gas which is later converted into imparted






where N¯ is the mean number of ion pairs formed when an initial ionization particle
with a kinetic energy E is completely dissipated in the gas [ICRU 31, 1979]. As the
particle loses all its energy in the gas not only by ionization processes but also due
to excitations, the W -value is higher than the ionization potential (∼ 2 × I). The
W -value is an average value which depend on the type of gas, the type of ionizing ra-
diation and its energy. The differential W(E) decreases as the kinetic energy increases
becoming almost constant at high particle velocities but W (E) increases when the
particle velocity becomes comparable to that of orbital atomic electrons of the gas.
W -values increase with particle mass (for a given energy) and decreases with
particle energy (for a given mass).
The W -values provide a quantitative correlation between the measured number of
ion pairs created and the energy imparted by the incident particle and can be used
to convert the ionization yield spectrum measured with TEPCs into a spectrum of
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imparted energy. In practice, the conversion of the measured number spectrum of
ion pairs into an energy imparted spectrum, a constant W -value is usually taken
into account because it is, in general, impossible to identify the type and energy
of the ionizing particle giving rise to the ionization events specially in mixed fields
[ICRU 36, 1983]. Only a correction factor based on the mean W -values is applied to
correct when the ionization yield is produced by different charged particles from the
calibration source [Dietze et al., 1984].
The calibration of TEPCs will be explained in section 3.1 (Paper V, Paper VI).
2.5.3. Principle to simulate microscopic site sizes
Traditionally, Tissue-Equivalent Proportional Counters have been designed to simu-
late the energy deposition in microscopic volumes of biological entities such as cells.
For this reason, the detector wall and the gas filling are chosen with a similar compos-
ition as tissue-like material. In practice, the counter materials are made of mixtures
that contain mainly H, C, N and O atoms (see table 2.1).
The most frequently used tissue-equivalent (TE) gas mixtures in microdosimetry
are methane-based TE (with partial pressures 64.4% CH4, 32.4% CO2, and 3.2%
N2) and propane-based TE (partial pressures 55% C3H8, 39.6% CO2, and 5.4% N2)
gases. However, propane-TE offers better gas gain multiplication characteristics [Sr-
doc, 1970] because propane-TE has higher ionization cross sections in comparison
with methane-TE.
The detector wall is fabricated with TE conducting plastic (A-150 Shonka) that
serves also as a detector cathode.
Table 2.1.: Elemental composition of muscular tissue-equivalent compounds and tissue
substitutes in percentage by weight. Extracted from [ICRU 36, 1983].
Material H C N O F Na Mg P S K Ca
muscular tissue ICRU 10.2 12.3 3.5 72.9 - 0.08 0.08 0.2 0.5 0.3 0.007
A-150 Plastic 10.1 77.6 3.5 5.2 1.7 - - - - - 1.8
CH4 − TE 10.2 45.6 3.5 40.7 - - - - - - -
C3H8 − TE 10.3 56.9 3.5 29.3 - - - - - - -
The simulation of tissue site sizes is based on the concept of equal energy released in
the gas cavity and in the microscopic volume. Considering a tissue sphere of diameter
dt and a gas sphere of diameter Dg, two different media sites are equivalent when the
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mean imparted energies to the sites are equal, ε¯t = ε¯g. As the energy imparted is
given by the multiplication of the mass stopping power and the mass path length













(Dρ)g = ε¯g (2.20)
where (S/ρ)t and (S/ρ)g are the mass stopping power in tissue and gas respectively,
(dρ)t, and (Dρ)g are the mass per area in tissue and gas.
For ensuring that the secondary particle fluence is independent from the density,
the atomic composition of the wall and the gas must be identical, as stated by Fano’s
Theorem [Fano, 1954]. Following this theorem, if the gas and the tissue have identical
atomic composition (or as close as possible), the stopping powers are assumed5 to be
equal for the radiation under consideration. Then, the gas density to simulate a given
site size is reduced to the following relationship:
dtρt = Dgρg (2.21)
Once the gas density ρg is obtained by equation 2.21, the corresponding gas pressure














where ρ0 is the density of the gas at T0 = 273.15 K and P0 = 101325 Pa, P is the
gas pressure in Pa and T is the gas temperature in degrees Kelvin.
2.5.4. Classification of particle tracks
To understand the energy transfer to sites of diameter d, it is useful to distinguish
between five classes of particle tracks for each type of particle which interacts with
the micrometric sensitive volume [Caswell, 1966]. Also, the different types of tracks
are related with some special features of the microdosimetric spectra, the so-called
edges (i.e. proton edge and electron edge) that are useful for calibration purposes, as
will be explained in section 3.1.
5However the assumption that (S/ρ)t = (S/ρ)g is an approximation because it depends on particle
type and energy (see section 4.2).
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• Stoppers: particles generated outside the volume and completely stopped within
the volume.
• Crossers: particles generated outside the volume which cross the volume, de-
positing only part of their energy inside the volume.
• Insiders: particles generated in the volume and losing their entire energy in the
volume.
• Starters: particles generated in the volume and leaving the volume before losing
all their energy.
• Touchers: particles generated outside the volume may not enter the volume in
a straight line but by straggling or their delta rays.
Figure 2.4.: Classification of particle tracks.
A microdosimeter does not give information on the track structure because it in-
tegrates the number of ionizations occurring inside the sensitive volume (sometimes
called regional microdosimetry). For instance, it does not differentiate when the ion-
izations are produced from the primary or from secondary particles. Therefore the
detailed information about the track structure is lost. The information about the
track structure is obtained with nanodosimetry measurements [Conte et al., 2012]
but will not be treated in this thesis.
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2.6. TEPC microdosimeters measuring in the range
0.3µm− 10µm
In experimental microdosimetry it is possible to simulate microscopic volumes of the
order of few µm with macroscopic gas volumes by lowering the gas density of the
cavity.
An important characteristic in the TEPC design is that counters of different phys-
ical dimensions are able to simulate the same site size diameter d (using the equation
2.21). This property is true as long as the gas pressure is chosen within certain limits
which are given by the requirement of a sufficient high and stable gas amplification
[Waker and Maynard, 1989].
The range of interest in microdosimetry is on the micrometer scale. The upper
limit is based on the average cell diameter 10µm. Since the biophysical mechanisms
of radiation action are known to be at the subcellular level, simulated sizes above
3µm are not of practical use. The general lower limit on the simulated site size is
about 0.3µm which is determined by the expansion of the gas multiplication region
when using TEPC at very small pressures. This limit is based on several studies, for
instance a gas gain study performed by Hogeweg [1973] who compared the measured
relative variance of an alpha particle spectrum with the relative variance of its released
energy (calculated using the Vavilov algorithm), showed that the counter resolution
of a single-wire TEPC is unacceptably poor for simulated diameters below 0.3µm.
The restriction on the minimum energy deposition that can be measured with a
TEPC is due to the fact that the unit of measurement is the ionization and the
excitation is not detected. Hence, the lowest charged detectable corresponds to the
single ion pair. The single ionization in tissue equivalent gas is equivalent to a mean
energy deposition of about 30 eV [Rossi, 1960].
2.6.1. Physical size
The number of events seen by the counter is proportional to the geometrical cross-
section area of the TEPC [Kliauga et al., 1995]. Thus, if two counters of different size,
simulating the same site diameter are placed in the same radiation field, the number
of particles interacting which each counter will be proportional to the square of the
diameter. In practical terms, if a counter of 1 cm and 1 mm in diameter are placed
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in the same radiation field, the 1 cm counter will record 100 times more events than
the 1 mm counter. Therefore, larger sensitive counters of few cm are preferable for
low intensity fields to have better statistics and are the ones used for area monitoring.
On the other hand, small counters of the order of mm are more suitable for high
intensity fields, as those found in therapeutic beams, because they minimize dead
time and pile-up effects.
In the following sub-sections the TEPCs used in this thesis are described and sum-
marized in table 2.2.
Table 2.2.: Summary of the physical characteristics of the TEPCs used in this thesis.
Characteristics Area monitor Therapeutic beams
EuTEPC TEPC FWT WILLYB AMICO 3 AMICO 6
shape spherical spherical cylindrical cylindrical cylindrical
diameter 50 mm 125.5 mm 13 mm 0.9 mm 0.9 mm
simulated diameter 0.3− 3.5µm 2.0µm 0.3− 3.5µm 0.3− 2.0µm 0.3− 2.0µm
sealed or flux system sealed sealed flux flux flux
alpha source? no yes yes no no
2.6.2. TEPC Area-monitors
TEPC technology has been exploited since the eighties of the last century for area
monitors which had to work in mixed photon and neutron radiation fields [Dietze
et al., 1988] [Menzel et al., 1989]. By far, the most common used geometry in area-
monitoring is the spherical one, because it has the advantage of being isotropic with
the external radiation field. TEPC area-monitors have usually dimensions of the order
of several centimeters (1 cm to 20 cm) to guarantee the pulse rate in low intensity
radiation fields, and generally they simulate site-sizes of 0.2 mg/cm
2
corresponding
to 2µm at the density of 1 g/cm
3
. Such detectors can be used to properly assess the
radiation quality when all the incident particles cross the TEPC without stopping
inside. Under these conditions, TEPCs can be used as radiation monitors to assess
the radiation quality, the absorbed dose and the dose equivalent in different radiation
environments such as radiation protection in space environments, including on board




Commercial TEPCs are built by the Far West Technology (FWT) [Far West Techno-
logy, 2011]. TEPCs have dimensions of the order of several centimeters to be used in
low intensity radiation fields as those found in radiation protection environments. In
this work we used the spherical sealed TEPC (LET-SW5) of dimensions of 12.55 cm
in diameter containing a built-in alpha source 244Cm, present at the Belgian Nuclear
Research Centre (SCK·CEN). The collection volume is defined by a spherical shell
of 2.13 mm thick made of A-150 tissue-equivalent plastic. The outer shell of the de-
tector is an aluminium layer of 0.127 cm thick that serves as a vacuum container and
provides electrostatic shielding. The collecting wire is positioned on the diameter side
of the sphere and guard rings (field-shaping electrodes) are provided at each end of
the wire to provide an uniform electric field around it. The wall thickness provides
proton equilibrium up to 20 MeV. The counter is filled with propane-based TE gas
at 890 Pa gas pressure at 20◦C to simulate 2µm.
Figure 2.5.: X-ray radiography of the FWT TEPC (LET-SW5).
There are other TEPC models manufactured by Far West Technology [2011]. For
instance the HAWK TEPC environmental monitor that measures in mixed-radiation
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fields and the TEPC housing includes also the electronics. It is a spherical detector
of 12.5 cm in size and it is filled with pure propane at 2µm.
2.6.2.2. EuTEPC
The EuTEPC (European TEPC) is a novel spherical Tissue-Equivalent Proportional
Counter that has been designed, constructed and characterized at LNL (Legnaro
National Laboratories) of INFN (Italian Nuclear Physics Institute) [Moro et al., 2011].
It has an internal diameter of 50 mm and a 100µm gold-plated tungsten wire.
The anode is at ground potential and a negative high voltage is given to the cathode
sphere. The 3 mm thick cathode is made of a tissue-equivalent plastic (A-150) and is
segmented in 9 rings of different thickness. The rings are properly biased to produce
an almost uniform electric field along the anode wire, without the need of a coaxial
helix. In this configuration the segmented rings avoids the conventional helix, which
is very susceptible to vibrations and therefore it is not recommended to be used in
space-flights. Two Rexolite half-sphere insulator shells of 3 mm thickness keep the
cathode segments in place without glue need. The detector is sealed and enclosed in
a stainless steel vacuum housing of 0.375 mm thickness to shield from the electromag-
netic environmental noise. The total wall thickness (cathode + insulator) is 6 mm,
thick enough to provide secondary particle equilibrium for high energy neutrons up
to 25 MeV. The electronic front-end and the divider, kept at atmospheric pressure,
are just below the stainless steel vacuum housing as can be seen on the right of Figure
2.6.
All EuTEPC components, including the anode wire, can be easily removed for main-
tenance or substitution. The front-end electronics can be replaced without opening
the vacuum housing and is a low noise charge-sensitive preamplifier of 300 electrons
RMS noise with a dynamic range bigger than 2 · 104. The preamplifier was construc-
ted at LNL. It has a test capacitance Ctest of 1.3±0.06 pF and it is biased with +18V
/ -6 V.
The TEPC can be filled with propane-based TE or pure C3H8 gas. The counter
is a sealed TEPC but with the proper gas filling system and with a MKS absolute
manometer connected at the valve entrance of the detector, it is possible to fill the
detector at different pressures within the range of 550 Pa and 2740 Pa corresponding




(Paper VII) to monitor it during
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Figure 2.6.: The EuTEPC on the mounting plate (left). EuTEPC vacuum housing is
mounted on the front-end electronics (right).
measurements.
This counter has been extensively used in this thesis to study the influence of differ-
ent parameters on the microdosimetric spectra and part of the results are presented
in Chapter 3, Chapter 4 and Chapter 5.
2.6.3. Miniaturized devices for therapeutic beams
Clinical hadron beams have high particle fluence rates of at least 106particles/(cm2 ·
s). Under these conditions, standard TEPCs of about 1 cm undergo pile-up effects
which distort the microdosimetric spectra because of their large sensitive volume
(see previous section 2.6.1). To cope with such high intensity beams, only miniature
TEPCs can be used in these fields.
The first miniaturized TEPC (the ultra miniature counter, UMC) was designed by
Kliauga at the Columbia University in the 1980s [Kliauga, 1990]. The counter has
a cylindrical geometry with a sensible volume of 0.1 mm3. It is a very sophisticated
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detector that needs high skills and time to be manufactured. It has field-tubes to
assure a constant electric field inside the TEPC and to define its collecting volume
[Braby et al., 1995] but it has the drawback that requires very high precision in
the phase of manufacturing all the pieces. As the field tubes need to be biased, the
electrical connection makes that its external dimensions are not so small and the costs
are also increased.
Later on, the INFN-LNL Laboratory, following the same technologies at Columbia
University, developed in 1998 two mini TEPCs (labelled AMiCo1 and AMiCo2, A
Mini Counter). The two devices have a cylindrical geometry of 1 mm in diameter and
1 mm in height, resulting of a sensitive volume of 0.8 mm3. The difference between
them is that one is built with field tubes and the other without. The sensitive volume
is drilled inside a 13 mm cylinder holder of 1 mm of diameter, inside a A-150 plastic.
The anode is a 10µm golden tungsten wire. More details on these counters are found
in [Querini, 1998]. Due to the support for the alpha source, the mass thickness is
0.841 g/cm
2
which is equivalent to an external thickness of 8.01 mm of ocular tissue.
Measurements performed at Nice therapeutic proton beam [Cesari et al., 2001],
[De Nardo et al., 2004b] and at neutron beams [Colautti et al., 1998], evidenced
no relevant differences in the microdosimetric spectra when using mini TEPCs with
or without field tubes, providing the possibility to build mini TEPCs without field-
shaping electrodes.
2.6.3.1. Mini TEPCs for radiation therapy (AMICO3)
In order to reduce the sensitive volume and the external size, a new mini TEPC
(called AMICO 3) was built at LNL [De Nardo et al., 2004a] without an internal
alpha source and without field-shaping tubes. The cylindrical cavity is 0.9 mm in
diameter and 0.9 mm in height corresponding to a sensitive volume of 0.6 mm3. It
is inserted in a titanium sleeve of 2.7 mm and 20 cm length. The external size of
this mini TEPC of 2.7 mm corresponds to a 8 French6 catheter used in minimally
invasive surgery and it could be used for in vivo microdosimetry. The anode is a
10µm golden tungsten wire. This mini TEPC was successfully tested in therapeutic
proton beams [De Nardo et al., 2004c], [De Nardo et al., 2010]. It is operated in gas
flow mode (explained in section 2.9.1.2) and the usual simulated site size is 1µm, but
6The French scale is the unit commonly used to measure the size of catheters.
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measurements have proved that can work satisfactory in the range of 0.5− 2µm.
A cross sectional view of the detector is shown in Figure 2.7.
Figure 2.7.: Sketch of the mini TEPC. In green the cylindrical sensitive volume of 0.9
mm both in height and diameter. The red part is the cathode and the yellow part is the
insulating plastic made of rexolite.
A picture of the detector is shown in Figure 2.8. The sensitive volume is placed at
the extreme of the sleeve. The aluminium box contains the electronic frond-end and
the feedthrough (yellow and blue connectors) for the vacuum and gas flow system (see
section 2.9.1.2).
Figure 2.8.: Picture of the mini TEPC constructed at INFN-LNL. The external size (2.7
mm) has the same size of a 8 French catheter used in interstitial surgery.
Some studies [Moro, 2006] have indicated that using this mini TEPC in high-
LET radiation could underestimate the higher part of the microdosimetric spectra
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at y-values larger than 200 keV/µm. This could be caused by the large electronic
avalanches produced by high energy deposition events that create a charge build up
on the insulators near the sensitive volume, distorting the applied electric field and
eventually leading to an underestimation of the high-LET pulses.
To minimize the charge build up on the insulators, a new mini TEPC has been
constructed at LNL group (labelled AMICO 6, patented design) with cone-shaped
insulators in order to improve the response to high-LET events so that it can be used
in carbon therapy facilities [Moro et al., 2013].
The main features that allow the use of mini TEPC in clinical hadron beams are:
• they provide a precise assessment of the distributions of the ionization density
and radiation quality
• their small external dimensions allow them to be employed in phantom meas-
urements with special interest in radiotherapy to perform the spatial beam char-
acterization with a sub-millimeter resolution.
The mini TEPC has been extensively used in this thesis to study the influence of
different parameters on the microdosimetric spectra (specially regarding the response
in high-LET radiation) presented in Chapter 7 and the results in a carbon ion therapy
beam are presented in Chapter 8.
2.6.3.2. Twin mini TEPCs for BNCT
Different studies have proved that microdosimetry with TEPC is an accurate and
precise technique for boron neutron capture therapy (BNCT) dosimetry [Burmeister
et al., 2001]. Several TEPC counter designs, consisting of two single mini TEPCs
inside the same sleeve were constructed and developed at INFN-LNL for such purpose
by Moro et al. [2006], [Moro, 2006]. In this thesis, we used a twin mini TEPC made of
two cylindrical mini TEPCs with a sensitive volume of 3.0 mm of diameter and height.
The relative high size of this counter allows to add electric field-tubes to define the
collecting volume and fixing the electric field to overcome the charge build up on the
insulators. To characterize the radiation field in presence and absence of 10B, the
cathode of one counter, made of A-150, is loaded with 50 ppm of 10B while the other
one is without 10B in order to measure the events from the boron neutron capture
(BNC) reactions in a thermal neutron field. The two counters are independent from
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each other allowing that in one single measurement the pulse height spectrum in each
detector is recorded. The device is operated in gas flow mode and the gas inlet flows
first through the sensitive volume of the 10B doped detector. A cross sectional view
of the detector is shown in Figure 2.10. Measurements with this twin counter in a
BNCT field are presented in Paper III.
Figure 2.9.: Section view of the two mini TEPC (left). The twin TEPC placed in the
irradiation position at the irradiation facility of LENA reactor in Pavia (Italy)(right).
2.6.3.3. Miniaturized TEPC with alpha source (WillyB)
For calibration purposes and characterizing the response of cylindrical TEPCs, a
miniaturized counter with a sensitive volume of 13 mm in height and diameter and an
anode of 100µm in diameter was built at LNL. The counter (labelled WillyB) has a
cylindrical helix co-axial to the anode wire in order to contain the electron avalanche
inside its volume. The TEPC is divided in two cylindrical counters: one is defined
by the central wire (anode) and the helix in which the gas multiplication takes place
and the other corresponds to the drift region defined by the helix and the external
wall (cathode) in which the electrons move towards the avalanche region. The three
electrodes HVCAT , HVA, HVH can be biased independently. The cathode is made
of a tissue-equivalent plastic (A-150) and the insulators are made of Rexolite. The
counter is inserted in an aluminium sleeve that shields from background noise. The
TEPC works in gas flow mode and was filled with propane-TE and pure propane.
The counter is equipped with an internal 244Cm alpha particle source, which can be
moved in or out. A detailed description of the counter can be found in reference
[Cesari et al., 2002]. The applied voltage ∆V between the helix and the anode was
varied between 585 V up to 810 V. More information about the counter can be found
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in reference [Alkaa et al., 2000].
Figure 2.10.: Diagram of the cylindrical TEPC with internal alpha source (left) and picture
of the detector (right).
2.7. TEPC microdosimeters measuring ≤ 0.3µm
Since the early 1970s researchers have been interested to simulate sites of nanometre
size for the interpretation of the radiobiological data which has proved that the radi-
ation damage is initiated at the DNA level. Smaller site sizes might be achieved by
reducing the TEPC dimensions or by decreasing the gas pressure.
The first option was investigated in 1990 by Kliauga who measured down to 5 nm
using a single-wire mini TEPC of 0.5 mm in diameter [Kliauga, 1990]. The counter res-
olution was never measured because it was not equipped with a calibration α-particle
source. A comparison between experimental data and Monte Carlo calculations of
this counter [Olko et al., 1995] confirmed that the size of the single-electron avalanche
reaching the anode wire depended strongly on the location of the primary ionization
within the counter volume, therefore decreasing considerably the resolution of this
counter in the nanometric region.
Decreasing the gas pressure to simulate very small site sizes using conventional
TEPC leads to some technical problems. If the simulated site size is small, low-LET
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events may cause only few ionizations inside the sensitive volume. Consequently, the
gas gain of the TEPC must be increased to allow the detection of 1 or few electrons
and to keep the lowest threshold of microdosimetric spectra at few tens of keV/µm.
Any attempt at increasing the gas gain, by increasing the applied voltage, implies
a widen up of the electronic avalanche region, which ultimately occupies the whole
sensitive volume with a significant loss of energy resolution. Therefore, to measure
at small site sizes d of the order of the nanometer specific counters are required,
known as avalanche confinement TEPCs. These counters are operating at very low
gas pressures and are equipped with a co-axial helix to force the electronic avalanche
within a fixed volume around the anode wire. Also, special gases are needed, namely
dimethyl ether (DME), that support higher gas gain. An avalanche confinement
TEPC was constructed at LNL which is able to work at high gas gain with a good
energy resolution in the nanometric region down to 35 nm [Cesari et al., 2002] and a
new one is under development [Bortot et al., 2014].
2.8. Other microdosimeters and techniques
There are other types of microdosimeters that are used in microdosimetry but these
will not be treated in this thesis.
Wall-less TEPCs
As described above, experimental microdosimetry based on TEPCs, replaces a mi-
crometric tissue site by a macroscopic cavity, filled with a gas with lower density.
In usual TEPCs, the gas cavity is confined by a wall that has higher density, which
in some cases might distort the signals measured with the TEPC. They are called
wall effects and result in a higher energy deposited in the detector because additional
particle tracks traverse the detector. To minimize the wall effects, other counters
designs, for instance wall-less TEPCs are built. The sensitive volume is enclosed by
a grid that has a high transparency ratio. This grid acts as a cathode of the sensitive
volume.
Silicon telescope
Silicon detectors are also studied as microdosimeters to be used in complex fields
or for measuring the radiation quality in radiation therapy since they can provide
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sensitive volumes of the order of micrometer size [Agosteo and Pola, 2011]. The
micrometric volume avoids the contribution of wall effects to the measured spectra.
They present some advantages for quality assessment in therapeutic beam facilities.
Silicon-based detectors are compact, cheap, can be transportable and have a low
sensitivity to vibrations. However, they present some problems that need to be im-
proved (i) corrections should be made for the non tissue equivalence of silicon, (ii)
the sensitive volume has to be confined in a region of well-known dimensions, (iii)
the electronic noise imposes a detectable energy higher than the obtained with the
TEPC, (iv) corrections for the shape and dimensions should be made when referring
to a spherical simulated tissue site. Several devices have been proposed: telescope
detector [Agosteo et al., 2006], silicon on insulator detectors [Bradley et al., 2001].
Variance-covariance method
The method to determine the dose-mean specific energy, z¯D, of a radiation field by
measuring of the variance of the specific energy in a detector repeatedly exposed to
a constant field for a fixed time interval is called the variance technique [Kellerer and
Rossi, 1984]. It is based on the fact that one can perform measurements with little
or no multiplication if the detector is set to integrate the response over the whole
measurement. This method can be used to simulate very small site sizes ≤ 0.3µm
and is also useful for high dose rates. However, no information about the individual
events (measurement of probability density distributions f(y) and d(y)) is given and
only averaged values are obtained.
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2.9. Experimental set up in microdosimetry
In this section the experimental set up used at LNL laboratory to perform microdo-
simetric measurements with the mini TEPC and EuTEPC devices are described.
2.9.1. Gas system
2.9.1.1. Filling gases
The choice of the gas filling of the detector is very important, because it influences
the gas gain and counting characteristics. The most common TE gases are methane
and propane-based mixture obtained by mixing carbon dioxide and nitrogen with
methane or propane, summarized in table 2.1. The effect of using pure propane
instead of propane-TE is explained in section 4.2 (Paper IV).
Since the gas pressure determines the simulated site diameter (according to equation
2.21), it is obvious that the gas quality and the gas stability are two important aspects
for proper TEPC operation. High gas purity is important for the reproducibility of
microdosimetric measurements because impurities can change the detector gain and
its stability (it will be discussed in Chapter 5). The sources of contamination may
be leakage and outgassing of plastic components. The outgassing effect is produced
when the surface of the detector absorbs gaseous elements (water vapour and oxygen)
and these absorbed species are then re-emitted into the gas system, causing a gradual
contamination of the filling gas.
Small changes in the purity of the gas by contamination of electronegative gases
(oxygen or fluoride, water vapour) decrease the gas amplification because electroneg-
ative gases capture the electrons and produce negative ions that decrease the fast
moving electrons towards the collecting anode.
The third contamination source is due to the interaction of the particles with the
gas molecules that can break the chemical bonds of the gas, creating polymers which
can deposit on the surface of the anode wire with the consequent increase of the
effective diameter and the decrease of the electric field, therefore having an effect on
the gas gain.
For this reason, counters connected to a vacuum and gas flow system are preferred.
The continuous gas flow preserves the high purity required for stable charge multipli-
cation of the TEPC during the measurement time normally needed for good statistics
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and also it prevents from ageing and outgassing effects.
2.9.1.2. Gas flow operating mode
A portable vacuum and gas flow system was constructed at LNL in the past [Moro,
2006] to perform measurements at different facilities with the mini TEPC (Figure
2.11).
Figure 2.11.: Portable vacuum and gas flow system.
The vacuum and gas flow system has a two-fold function: (i) maintain high purity
by creating vacuum conditions and (ii) circulate fresh gas into the system. The
diagram of the gas flow system is shown in Figure 2.12.
The gas flows into the mini TEPC following the direction of the arrows. The yellow
label of the coupling valve near the mini TEPC indicates that the gas flows into the
TEPC while the blue label is the gas flowing out which is extracted by the pump and
is finally released in air.
Vacuum is produced by a rotary pump and a turbo molecular pump. The rotary
pump creates a fore-vacuum down to 1 · 10−1 Pa and a turbo molecular pump reaches
a pressure of about 1 · 10−4 Pa. The pressure of the vacuum system is monitored by a
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Figure 2.12.: Schematic diagram of the gas flow system used with the mini TEPC. The
arrows indicate the gas flow direction. The mass flow controller (MFC) allows a constant
flow into the detector, see text for details.
gauge that consists of two separated measurement systems (Pirani and by a Penning
manometers). While the Pirani measurement circuit is always on, the Penning circuit
is activated by Pirani circuit when a pressure of 1 Pa is reached.
In order to be precise and maintain a stable gas pressure inside the sensitive volume
of the TEPC during the measurement, the gas pressure is controlled both at the
entrance valve of the TEPC and at the gas exit. The pressure inside the TEPC
is measured with an absolute pressure transducer (MKS Baratron model) which is
independent of the gas composition, with a precision of 1 Pa and an accuracy of
0.12% as indicated by the manufacturer. The pressure at the exit of the detector
is regulated by a solenoid valve and a vacuum gauge measurement and the control
system regulates the opening of this valve in a feedback modality: the control module
measures the gas at the exit (which is closer to the one inside the sensitive volume of
the TEPC) and it opens or closes automatically the solenoid valve until the desired
pressure is reached.
The mass flow controller (MFC) regulates the amount of gas that flows into the
detector. The gas flow is usually set at 1 cm3/min at standard pressure and temper-
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ature (STP) conditions and is also controlled by the vacuum gauge measurement and
control system.
The mini TEPC in all the measurements was fluxed with pure propane gas at
1 cm3/min at STP conditions. The gas pressure was set at 45.7 kPa which corresponds
to a sensitive volume of (Dρ)C3H8 = 0.075 mg cm−2 to simulate an equivalent site size
d = 1.0µm in propane-TE, as explained in section 4.2.
2.9.1.3. Sealed TEPCs
Sealed detectors are more commonly used in microdosimetry because they are easier
to handle and more portable, specially for TEPC area-monitoring as described in
Section 2.6.2. However, the disadvantages of sealed detectors is that their gas pressure
could change over time. A methodology to monitor the gas pressure when it is not
directly measured, is illustrated in section 5.1 (Paper VIII).
2.9.2. Electronic chain and Data Acquisition system
2.9.2.1. Signal processing
TEPCs are operated in pulse mode to record each individual event that interacts with
the sensitive volume. Figure 2.13 shows the diagram of the whole electronic system
used for the microdosimetric measurements adapted from Moro [2006].
To cover the five orders of magnitude of possible ionization events that take place
in the sensitive volume when charged particles interact with it, a low noise charge-
sensitive preamplifier (PA) of 300 electrons RMS noise with a dynamic range of about
5 · 104 is connected to the TEPC. To maximize the signal-to-noise, the preamplifier
is positioned as close as possible to the TEPC.
Negative pulses collected at the anode of the counter are fed into a low-noise charge
sensitive preamplifier to convert the pulses into exponentially decaying pulses whose
height is proportional to the primary ionization. The output signals from the preamp-
lifier have a positive polarity with a fast rise time of less than 10 ns and a decay
constant of 50µs.
To cover the wide range of possible event-sizes (about four orders of magnitude)
from 0.1 to 2000 keV/µm, the output signal from the preamplifier (0.5 mV to 10 V)
is fed in parallel to three linear amplifiers which integrate and amplify the signal
55
Chapter 2. Microdosimetry
Figure 2.13.: Block diagram of the electronic chain (see text). The high gain output
(amplifier low-LET) is gathered after a delay module preventing the acquisition system to
be temporaly stopped when a high energy event saturates on this amplifier.
with different gain settings (usually 1, 10 and 100). Three amplifiers are needed in
order to cover the wide dynamic range and guarantee a good resolution throughout
the range and, in particular, at the low lineal energy events range. The output of
the amplifier is a gaussian shaped voltage signal with an amplitude up to 10 V.
Afterwards, shaped pulses from each amplifier are fed into an analogue-to-digital
converter (ADC). Pulses coming from the amplifier with the highest gain (Low-LET7
events) are analyzed by an AD114 (214, 16314 channels), while the other two amplifiers
that correspond to medium-LET and high-LET signals are connected to two AD413A
(213, 8192 channels). The ADC modules are stored in a CAMAC controller which
provide fast pulse height processing over the large dynamic range.
A precision pulser (BNC PB-4) was used to verify the integral and differential
linearity of each ADC and it is used to establish the calibration curve (between channel
number of the ADC and the voltage amplitude). Then, the three pulse height spectra
measured with different electronic gains are merged off-line to obtain the whole pulse
height spectrum. Afterwards, the data is processed and rebinned onto the logarithmic
scale to obtain the microdosimetric spectrum, as explained in section 2.10.
7low-LET events are mainly electrons and high energy protons while high-LET events are mainly
due to recoil ions or low energy ions which produce a high charge inside the detector.
56
2.9. Experimental set up in microdosimetry
2.9.2.2. Signal shaping at high pulse rates
For high counting rates, a limiting factor in experimental microdosimetry is the dy-
namic range and the total pulse processing time of the front-end electronics. As
explained in section 2.9.2.1, a low-noise and large dynamic range charge preamplifier
are required. A dedicated electronic front-end system was developed at LNL able
to cope with both high counting rates and a large dynamic range. For monitoring
the radiation quality in high counting rates (105 c/s) the shaping time of the three
amplifiers of the electronic chain used for the mini TEPC were set to the minimum
allowed by the amplifiers, 0.25µs. The loss of resolution between 0.25µs and 6µs
pulses was proven to be insignificant (less than 10%) by De Nardo et al. [2004a].
Using a short shaping time it is possible to measure at counting rates up to 100 kHz
with the CAMAC acquisition system.
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2.10. Microdosimetric data processing
For a given type of radiation the distribution of the lineal energies varies widely
about 4 or 5 orders of magnitude, therefore, the microdosimetric spectrum is usually
displayed in a semi-logarithmic representation. The generation of a microdosimetric
spectrum is explained below.
The output signal from the preamplifier is sent in parallel to three linear amplifiers
which have different gain settings in order to have the same resolution for both low
y-values and high y-values. The pulse height spectrum is performed through a linear
regression of the pulse amplitude (mV) as a function of the ADC channels. An input
test from a precision pulser is used to convert channel to mV, as discussed in section
2.9.2.1. Each ADC channel x corresponds to a pulse amplitude mV using equation:
hk[mV] = ak + bk · x[channel] (2.23)
where k={Low LET, medium LET, high LET} is the ADC used.
Figure 2.14.: The three count-spectra with three different amplification gain, measured
with an Americium-Beryllium source (AmBe). On the x-axis the channels of each ADC are
converted to mV using the precision pulser (see text).
Figure 2.14 shows the three sub-spectra collected with different gain factors. The
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pulse height spectrum is plotted in h (mV units) before being calibrated in lineal
energy y (keV/µm).
The first count-spectrum (orange curve) is due to the output signals with the highest
gain factor (∼ 100), the second curve (blue) corresponds to the counts reaching the
amplifier with middle gain setting (∼ 10) and the third (red) refers to the spectrum
with unitary gain. The overlapping regions of each sub-spectra show the same trend
but with different counts per channel. This is because the different ADC have a
different bin width.
In order to obtain the single spectrum, the collected counts in each ADC are
rebinned in a logarithmic representation. The pulse height abscise is divided in D
decades and N logarithmic intervals per decade and normalized in count density n(h)
in compacted intervals (see Figure 2.15).
Figure 2.15.: The three sub-spectra of figure 2.14 represented in one single spectrum (see
text). The vertical lines are the regions of overlap where the sub-spectra are joined.
In the decade j, the number of subintervals of h is:
hji+1 = hi · 10i/N (2.24)
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and the width of the logarithmic interval is
∆hi = hi · (101/2N − 10−1/2N ) (2.25)
where i={0, ... D · N}
The counts falling in each ∆hi are averaged, obtaining the rebinned counts Ni. The
spectrum is then represented in count density n(hi) = N(hi)/∆hi.
The peaks at the end of each sub-spectrum (Figure 2.15) represent the saturation
effects of the acquisition system.
The next step consists on joining the sub-spectra. The plots obtained from the
previous step are used to identify the overlapping regions. The linearity of the super-
position region is checked by calculating the compatibility coefficient λ of the slopes.
After the linearity check, the cutting point is calculated to join the sub-spectra.
The relative difference di between counts Ni of the two sub-spectra (i.e N
low−LET
i
and Nmedium−LETi are the counts for low and medium LET respectively) in each
interval ∆hi is calculated. The variance for each h-value is calculated to determine
the cutting point, which is chosen as the central point in the region with the minimum
variance. After this post processing step, the total count-spectrum is obtained. This
is shown in Figure 2.16.
Figure 2.16.: The total pulse height spectrum after the junction of the three sub-spectra.
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As a next step, the pulse height spectrum n(y) has to be converted to a density dis-
tribution, where f(y) is the frequency distribution and d(y) is the dose distribution of
the lineal energy y. The graphical presentation of f(y) and d(y) requires the conver-
sion of the linear distributions into a logarithmic scale of y, for a better visualization.
Usually the log scale is divided into D = 5 decades and each decade is subdivided
in N increments (between 50 and 100). In this representation, each channel in the
microdosimetric spectrum has the same logarithmic width. More details are described
in [ICRU 36, 1983].
The principle of logarithmic rebinning of the linear spectrum is based on equation:




Consequently, the normalization of frequency and dose distributions as probability
densities of y becomes:∫
f(y)dy =
∫
f(y) · [y · dln(y)] = (ln10)
∫




d(y) · [y · dln(y)] = (ln10)
∫
y · d(y) · dlog(y) = 1 (2.28)
In this work the logarithmic scale is subdivided in 5 decades and each one contains
60 increments, therefore, the logarithmic scale is subdivided into 300 y-values. The
rebinning is performed as follows:
yi = y0 · 10i/60 (2.29)
where y0 is the lowest value of the microdosimetric spectrum.
Normalizing the count-voltage spectrum n(yi), the frequency f(yi) and dose d(yi)








yi · f(yi) ·∆yi (2.31)
where ∆yi = yi ·(101/2N −10−1/2N ) = yi ·C represents the width of the logarithmic







d(yi)∆yi = C ·
ymax∑
i=y0
yi · d(yi) = 1 (2.32)
Applying this relation to the pulse height spectrum in Figure 2.16, the f(h) fre-
quency density distribution is derived, plotted in Figure 2.17.
Figure 2.17.: f(h) frequency density distribution for the AmBe field. Note: h stands for
the pulse height spectrum before being calibrated in lineal energy.




yi · f(yi) ·∆yi (2.33)




yi · d(yi) ·∆yi (2.34)
The usual representation of the microdosimetric spectra is a semi-logarithmic scale,
yd(y) vs. log y in the horizontal axis. An example is shown in Figure 2.18.
After the proper calibration procedure, that is explained in section 3.1, the distri-
bution of h in mV is converted into lineal energy y in keV/µm. After the calibration
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Figure 2.18.: Representation of a microdosimetric spectrum as hd(h) vs. log(h). h in mV
units before being calibrated in lineal energy y in keV/µm. Dotted line is the electronic
noise that is removed.
in y, the distribution of Figure 2.18 becomes the microdosimetric spectrum of Figure
2.19.
In this representation yd(y) vs. log(y), the area under the curve delimited by two
y-values gives the fraction of absorbed dose delivered by particles that have lineal
energies in that specific y-range. Similarly, if the frequency distribution yf(y) is
plotted, the area delimited by any two y-values, gives the fraction of events that have
a lineal energy in a specific y-range.
From the lowest detection threshold value around 0.2 keV/µm, the experimental
spectrum is extrapolated linearly down to 0.01 keV/µm. This minimum value cor-
responds to the ionization threshold to create an ion pair (single ionization). The
ionization potential for propane is 11.07 eV.
Looking to the microdosimetric spectra in Figure 2.19 it is possible to distinguish
three different components. The first one is the low lineal energy component (up
to about 20 keV/µm) which is called gamma component, and is mainly due to elec-
trons produced from low energy photons from 241Am (γ = 59.5 keV). The second
component spans between 20 keV/µm up to about 150 keV/µm and is due to recoil
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Figure 2.19.: Typical microdosimetric spectrum after the calibration (see section 3.1) of h
into lineal energy y. Example of AmBe microdosimetric spectrum yd(y) vs. y measured at
2µm site size, from Paper VII.
protons produced from neutron elastic scattering. Finally, the third component, above




Most commercial TEPCs are equipped with built-in α-particle sources (e.g. 244Cm
or 241Am) for calibration purposes. Depending on the application or on its physical
dimensions, TEPCs do not always allow built-in calibration α sources. For instance,
the small dimensions of mini TEPCs of less than 1 mm in diameter make the incor-
poration of an internal source very complex, requiring alternative techniques. An
external radiation field can be used for a self-calibration, if a particular marker point
of known lineal energy is identified in the measured spectrum. In a proton or neutron
spectrum, a common marker is the so-called proton-edge, which corresponds to the
maximum amount of energy imparted by protons in the given volume. If the proton
edge cannot be identified precisely, a gamma source can be used instead, identifying
the maximum lineal energy (electron edge, e-edge) in the measured spectrum. A pre-
cise method to identify the marker point was published by Conte et al. [2013] allowing
the calibration of cylindrical TEPCs with an overall uncertainty of 5%.
The aim of this work (Paper VI) was to extend the methodology to calibrate spher-
ical detectors using the proton edge and electron edge technique with an overall
uncertainty smaller than 5%. First, a marker point was identified in the microdosi-
metric spectrum of a 137Cs gamma-source. Then, a precise value of lineal energy was
assigned to it. The accuracy of the calibration procedure of a TEPC is limited, for
instance, by the uncertainties from W-values and the stopping power data which are
not always considered in the overall uncertainty of microdosimetric measurements.
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In this respect, different stopping power data bases were studied for this purpose
(Paper V).
3.1. Calibration of TEPCs
TEPCs measure the pulse height spectra due to charged particles that ionize the
counting gas. The raw pulse height spectra are afterwards calibrated versus lineal
energy using appropriate calibration factors. There are different methods to calibrate
TEPCs as described by Dietze et al. [1984] but in this study, we will refer only to
the single-event calibration method, in which the conversion of pulse height h spectra
versus lineal energy y can be achieved either by using an internal source (α calibration)
or an external source (edge technique). These sources emit particles of known type
and energy which are absorbed in the gas or cross the cavity along a well-defined path
length.
Alpha calibration
Most commercial TEPCs are equipped with built-in α-particle sources (244Cm or
241Am) for calibration purposes. However, there are several uncertainties of the order
of 10% associated with procedure [Schrewe et al., 1988]: (a) the effective α-particle
energy is less than the nominal energy given by the manufacturer due to a self-
absorption, differences of 5% for the energy of the α particle from 5.4 MeV and 5.7
MeV can be found; (b) the energy of the alpha particles has to be evaluated from
tabulated data but there are some discrepancies between stopping data tables of about
4%; (c) the uncertainty due to unknown details of the geometrical path of α-particles.
To determine the radiation quality in radiation protection this uncertainty can be
acceptable but to use TEPCs in therapeutic environments it is necessary to have an
uncertainty in the calibration procedure lower than 5%.
Edge technique
If the internal α source is not available or the small dimensions of the TEPC does
not allow the insertion of an internal source, as for instance with the mini TEPC, an
external radiation field can be used for a self-calibration, if specific features (markers)
can be identified in the measured microdosimetric spectrum (see Figure 3.1 for the
electron edge and Figure 3.3 for the proton edge).
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In a neutron field, for instance, it is usually easy to recognize the position of the
proton edge (p-edge), which corresponds to the maximum amount of energy imparted
by protons in the sensitive volume. It is characterized by a sharp cut off at the upper
end of the peak. Similarly, in a gamma source, the maximum lineal energy due to
electrons that stop exactly at the border of the sensitive volume1 can be identified,
which is the so-called electron edge (e-edge).
If the proton edge is hardly recognizable in the microdosimetric spectrum (i.e in
high energy proton fields or in carbon therapy fields), a gamma source can be used
for calibration. Previous studies in the past [Crossman and Watt, 1994] had already
studied the edge technique for calibrating the electron edge of a gamma spectrum,
however the procedure was not described in detail. A method to identify the electron
edge with high accuracy was developed recently by Conte et al. [2013] and has been
applied for the calibration of cylindrical TEPCs.
3.2. Edge technique
As the track length distribution of a cylindrical counter differs from a sphere counter,
significant (more than 1%, see section 3.3) differences could be expected, in particular
in the position of the electron edge.
It was therefore the aim of Paper VI to study the applicability of this procedure
also for spherical TEPCs filled with propane-TE gas mixture and to apply the same
method to identify the proton edge.
The calibration based on the edge technique consists of two steps: first a marker
point is identified in the measured pulse-height spectrum and then, by analyzing these
specific features of the microdosimetric spectrum which correspond to the maximum
energy that a particle can lose in the simulated volume, a precise value of lineal energy
y is assigned to this marker.
3.2.1. Experimental set up
The measurements were performed at INFN-LNL using the spherical EuTEPC with
an internal diameter of 5 cm (see section 2.6.2.2) and with the cylindrical TEPC
(WillyB) (see section 2.6.3.3). The TEPCs were filled with propane-TE gas mixture.
1Exact stoppers, see section 2.5.4.
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by changing the gas density, to simulate site sizes d
between 0.5µm and 3.0µm at density ρ = 1 g/cm
3
.
The TEPCs were irradiated with a 137Cs gamma-ray source of 1.1 GBq and neutron
beams produced at the CN Van de Graaff accelerator of LNL-INFN. Energy neutrons
up to 1.1 MeV were generated by 9Be(p,n)9B reaction induced by 3 MeV protons on
a thick beryllium target.
3.2.2. Identification of a marker point
In order to apply the electron edge technique the first step is to determine a marker
point in the electron edge region of a gamma microdosimetric spectrum. Figure 3.1
shows a 137Cs-gamma spectrum measured at d = 1µm simulated size of propane-TE
and the electron edge region is highlighted in grey. hd(h) is the weighted distribution
of pulse height h in mV units.












Figure 3.1.: Microdosimetric spectrum of 137Cs measured at site size d = 1µm. The red
line represents the Fermi-like function fitted to the measured data in the electron region
(marked in grey). In the ordinate the weighted distribution hd(h) vs. the pulse height h in
mV units.
To identify a marker point and to reduce the uncertainties due to the fitting interval








where C has the same dimensions of h, B has the dimensions of 1/h. Parameter A
is the upper limit of the function, hflex = C is the position of the functions’ inflexion
point at which hd(h) = A/2 and B is a parameter representing the steepness of the
function around the inflexion point.
By fitting the edge of the hd(h) distribution with a Fermi-like function (Equation
3.1) it is possible to recognize three marker points in the spectrum. One is the position
of the inflection point hflex, the second one is the position hδδ of the maximum of the
second derivative, and the third one is the position htc of the intercept of the tangent
through the inflection point with the h-axis, equation 3.2.









Figure 3.2 shows a zoomed view of the electron-edge region presented in Figure 3.1,
including the positions of the three marker points.












Figure 3.2.: Zoomed view of the electron-edge region (in grey) of Figure 3.1. The dashed
line represents the tangent through the inflection point hflex. The positions of the marker
points are indicated by the vertical dashed lines.
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Table 3.1.: Values of the three markers for the gamma spectrum presented in figure 3.2.
Interval h (mV) hflex (mV) hδδ (mV) htc (mV)
10 - 60 25.89± 0.11 33.35± 0.17 37.21± 0.22
The most precise marker was studied by Conte et al. [2013] with respect to the
statistics and to the extension of the h interval used for fitting, and it was found that
htc is the most precise one. The fitting procedure permits to determine the position
of the marker in gamma spectra htc with a precision of less than 0.5% when using
high statistics of 106 events.
3.2.3. Conversion in terms of lineal energy
After determining the position of the marker point, a precise value of lineal energy







where hemarker is the peak height of the marker point at the e-edge, which corre-
sponds to a lineal energy ye-edge(d).
Unfortunately, this procedure which is generally used for the calibration with the
proton edge cannot be applied to the electron edge. The electron edge is produced
by electrons which cross the sensitive volume along its longest chord (diameter for a
sphere) and stop exactly at the border. Therefore, theses electrons have ranges equal
to the site size d and are called exact stoppers. For d = 2µm, these electrons have
energies E ≤ 10 keV, and in this low energy region energy-range tables are either
missing or affected by large uncertainties. In the range between 100 keV and 10 keV
the uncertainties are about 10% [NIST, 2015].
Therefore, the lineal energy of the electron edge ye-edge must be determined by
using another calibration procedure. Here, ye-edge was determined by calibrating
the spectrum with the proton edge (p-edge), at specified working conditions (bias
voltage). Afterwards the ye-edge can be used to calibrate the microdosimetric spectra
also for other working conditions.
To have a clear and sharp p-edge, the EuTEPC was irradiated with energy neutrons
up to 1.1 MeV generated by 9Be(p,n)9B reaction induced by 3 MeV protons on a
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thick beryllium target (E¯n = 0.58 MeV). The microdosimetric spectrum of 0.58 MeV
neutrons measured at d = 1µm is presented in Figure 3.3.
Subsequently, a fit with the Fermi-like function (equation 3.1) was done in the p-
edge region, and the position of the intercept of the tangent through the inflexion
point h
(p)
tc was used for calibration.































Figure 3.3.: Top: Microdosimetric spectrum measured in a 0.58 MeV neutron field at
d = 1µm. In ordinate the weighted distribution hd(h) vs. the pulse height h in mV units.
Bottom: shows the proton component of the same neutron microdosimetric spectrum but
the ordinate in linear scale to enlarge the proton edge region. Also the fitted Fermi function
and the tangent through the inflection point are shown.
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Table 3.2.: Values of the three markers for the gamma spectrum presented in figure 3.3.
Interval h (mV) hflex (mV) hδδ (mV) htc (mV)
210 - 500 350.1± 0.5 368.2± 0.7 377.6± 0.8
The factor to convert pulse-height distributions h into lineal energy y distributions











tc is the peak height of the marker point at the p-edge and yp-edge(d) is the
lineal energy of the proton edge.
The proton edge (p-edge) corresponds to the maximum amount of energy imparted
by protons in the sensitive volume. The lineal energy at the proton edge, yp-edge,
can be approximately calculated using the continuous-slowing-down approximation
(CSDA) [Knoll, 2000] and appropriate energy-range tables.
The maximum energy ∆Emax lost by protons in a given mass path length dρ (ρ is
the gas density), is obtained by maximizing ∆E, which is given by Equation 3.5, by
varying Ein over the whole energy range:
∆E = Ein(Rinρ)− Eout(Rinρ− dρ) (3.5)
where Rin is the particle range of the incident particle with energy Ein. To max-
imize ∆E the recursive procedure is illustrated on Figure 3.4. The lineal energy at





Here, l¯ is the mean chord length of the cavity. For a spherical cavity exposed
to an extended isotropic external radiation field, the mean chord length is given by
l¯ = 2d/3.
Using the energy-range tables from ICRU 49 [1993], the lineal energies at the p-edge
are given in Table 3.3 for different site sizes.
Since less energy is required for electrons to produce an ion pair, a correction factor
is applied to transfer the calibration factor for protons to photons, which is the ratio
of electron Wel-value to the proton-edge Wp-value, Wel/Wp = 0.981 ± 0.05 [Bronic,
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Figure 3.4.: Illustration of the calculation of the maximum energy lost by protons in a mass
path length of 0.1 mg/cm2 in propane-TE using data from ICRU 49 [1993] using equation
3.5.
Table 3.3.: Lineal energy values yp-edge corresponding to the proton edge for different site
sizes d calculated from energy-range and stopping power tables given by ICRU 49 [1993].
These values were assigned to the marker point h
(p)
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1997]. Then the calibration factor to calibrate the gamma spectra at the same working









The influence of using different stopping power data bases to convert the pulse
height spectrum h into y in keVµm−1 is discussed in section 3.4.
3.2.4. Results and discussion
To give an impression of the results, Figure 3.5 shows the calibrated gamma spectra





y / keV m-1
Figure 3.5.: 137Cs microdosimetric spectra measured at different site sizes d from 0.5µm
to 3µm after the calibration factor obtained with the proton edge (see text).
The electron edge (and the whole yd(y) distribution) shifts to lower lineal energy
y-values with increasing the site size, reflecting the increasing energy of the exact
stoppers and at the same time the corresponding decrease of the stopping power.
Experimental results for the measured ye-edge at the intercept marker, ytc, yδδ and
at the flex marker, yflex, are presented in Figure 3.6, as a function of site size d.
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site size d / m
Figure 3.6.: Lineal energy values of the electron edge (e-edge) corresponding to the different
markers after the calibration with the proton edge. yflex (green spheres), yδδ (red spheres),
and ytc (blue spheres) as a function of site size d. Error bars represent 3% uncertainty.
Within the electron edge region yflex is the leftmost marker and ytc is the rightmost
one. The difference between the two is 40% as can be seen in Figure 3.6. The
corresponding difference in the proton edge is much smaller, of the order of 7% (see
figure 3.3), because the proton-edge region is markedly sharper than the e-edge region,
at least, for the studied neutron field.
The choice of the most significant marker to which the calculated yp-edge should be
assigned is somehow arbitrary. Here, the intercept was chosen because it is the most
precise one [Conte et al., 2013]. However, the “flex” marker could be less sensitive to
energy-loss straggling and also to differences in the chord length distributions. If the
yp-edge value was assigned to the h
(p)
flex marker this would lead to a calibration factor
higher of about 7%.
Following the proton-edge calibration, the type-A uncertainties of the lineal energy
at the electron edge, ye-edge, after error propagation are 3%.
The overall uncertainty is a combination of type A (assessable by uncertainty
means) and by type B (systematic errors).
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tc ≤ 0.5 1 A
h
(e)
tc ≤ 0.5 A
Wel/Wp 3 B
overall 3.1
1 with statistics of 106 events.
To give a physical interpretation of the results, the maximum lineal energy y of
electrons was calculated with the following formula for the practical range of electrons
















where (Rρ)p is the practical range of electrons in propane-TE and T is the electron
energy. The practical range of electrons is plotted in Figure 3.7 together with the
mass stopping power from NIST [2015].
Figure 3.7.: Mass stopping power for electrons from NIST [2015] and practical range for
electrons from Conte et al. [2013].
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As the electron edge is mainly produced by electrons that have projected ranges
equal to the diameter of the simulated site size, to determine the maximum energy
Emax released in a given path length, the energy-range relation can be used. Then,
the lineal energy from the electron edge can be calculated as ye-edge = Emax/(2d/3).
Using equation 3.8 we can calculate the maximum lineal energy of electrons when
they cross a cavity along its maximum chord length and stop exactly at the border.
Looking to Figure 3.7, electrons that have a range of 1µm have an Emax = 7.2
keV, corresponding to a ye-edge = 10.8 keVµm
−1. Increasing the cavity diameter
leads to higher values of energy which correspond to lower stopping power values and
consequently to lower ye-edge values.
To make the dependence of ye-edge on the site size d more clear, the data of Figure
3.6 are presented in Figure 3.8 in a log-log scale. The maximum lineal energy y



















site size d / m
Figure 3.8.: Lineal energy at the e-edge against the site size d at the three markers indicated
in Figure 3.2 (spheres), measured with the spherical detector, and lineal energy calculated
with Equation 3.8 (cross symbols). Lines are the best fit using Equation 3.9.
As it is obvious from the Figure above, the dependence of the ye-edge on the site
size d can be described by a power function:
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where the exponent of which is always the same, independent of the marker, and
only the factor kcal changes.
The calculated data ye-edge (cross symbols), lie in between the lineal energies yflex
and yδδ and show the same dependence on the site size.
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3.3. Cylindrical and spherical TEPCs
The spherical counter is the preferred geometry because of two reasons: it has an
isotropic response and it has the lowest relative variance of chord lengths in com-
parison to a cylindrical counter. As mentioned in section 2.5, cylindrical geometries
are chosen for simplicity on its construction, specially for miniaturized TEPCs. The
difference between the two geometries from a radiation transport perspective is the
maximum distance that a particle can travel within it and its distribution.
The chord length distribution c(l) under µ-randomness for a spherical and right
cylindrical counter are plotted in Figure 3.9. These functions are statistically de-
scribed by the mean chord length l¯ and its variance σ. The mean chord length can




l · c(l)dl = 4 · V
A
(3.10)
where V is the volume and A is the surface area of the body.
To characterize the statistical dispersion the relative variance Vl = σ
2/l¯2 is used.
The relative variance of a sphere 0.125 is lower than of the right cylinder 0.256 (1%).
Figure 3.9.: Comparison of chord length distributions c(l) for a sphere and a right cylinder
with a diameter equal to unity.
79
Chapter 3. TEPC calibration
The right cylinder geometry [Kellerer, 1981] is a good approximation of the spher-
ical counter because the distribution of intercept random particle trajectories in an
isotropic field is nearly the same as that in a sphere, in this case then, the mean chord
lengths are the same l¯ = 2·d3 (equation 2.5).
The lineal energy calibration has been described in the previous section and has
been applied to cylindrical TEPCs [Conte et al., 2013] and to spherical TEPCs (Pa-
per VI), allowing the identification of the marker point in the microdosimetric spec-
trum with a precision superior to 1%. For each counter geometry, a simple power
equation (equation 3.11 and 3.12) is given which allows to calibrate spherical TEPCs
or cylindrical TEPCs filled with propane-TE gas at different site sizes from 0.5µm to
3µm using an external gamma source.
Figure 3.10 shows the lineal energy at the e-edge ye-edge as a function of the site
size d for the spherical TEPC (blue spheres) from Paper VI and for the cylindrical

















site size d / m
Figure 3.10.: Comparison of lineal energy at the e-edge ye-edge as a function of the site
size d for the spherical TEPC (blue spheres) from Paper VI and for the cylindrical TEPC
(orange spheres) Conte et al. [2013]. Lines: best fit using Equations 3.11 and 3.12 for the
spherical and cylindrical respectively.
The dependence of the ye-edge on d can be described by a power function:
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where the constant correspond to the values at the intercept marker point. As
can be seen, the value of ye-edge depends on the geometry of the detector, but the
dependence on the site size d is the same for the spherical as for the cylindrical TEPC.
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3.4. Influence of the physical data to calibrate TEPCs
To evaluate the overall uncertainty of the calibration procedure, the uncertainty of
the yp-edge value must also be considered. Therefore, the aim of Paper V was to
study the influence of using different energy-range tables to calculate yp-edge, and to
assess the associated uncertainties on the resulting mean microdosimetric quantities
(y¯F , y¯D). For this purpose, three sets of input data, ICRU 49 [1993], SRIM [Ziegler
et al., 2010] and FLUKA [Ferrari et al., 2005], were analyzed which are commonly
used by the scientific community. In view of their application to calibrate TEPCs,
this study considers the tabulated data for two gases frequently used in experimental
microdosimetry: propane-TE and pure propane gases.
3.4.1. Physical data used for calibration
The lineal energy at the proton edge, yp-edge, can be calculated using the CSDA
and appropriate energy-range tables as explained in section 3.2.3. For this purpose,
at least, three different tables are commonly used. In Figure 3.11 the energy-range
curves for protons in propane-TE gas mixture and pure propane gas are compared
for three studied data tables: ICRU 49, SRIM tables and FLUKA input data.
Figure 3.11.: Mass range (Rρ) of protons in C3H8 − TE gas (left) as a function of energy
taken from three data bases (see the inset). On the right for C3H8 gas.
Differences of the order of 5% are seen between ranges derived from ICRU with
respect to SRIM tables in the low energy range E ≤ 100 keV. These differences are
due to the different approximations considered in the calculation of stopping powers
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of each database, for low energy protons. Using energy-range tables (data plotted
in Figure 3.11), the maximum energy ∆Emax lost by protons in a given mass path
length dρ was calculated using Equation 3.5. Then the lineal energy at the proton
edge is obtained for each data base (Equation 3.7).
To present the results of this procedure, Figure 3.12 shows the lineal energies at
the p-edge in C3H8 − TE and pure propane gases calculated for the three data sets,
as a function of site size d.
Figure 3.12.: Proton-edge values at different simulated diameters d for C3H8 − TE cal-
culated using ICRU 49, SRIM and the FLUKA input data (top). The same for C3H8 gas
(bottom).
For propane-TE gas at site sizes 0.5µm ≤ d ≤ 3µm, the values of yp-edge based on
the SRIM data are greater by 5% than those resulting from the ICRU data, whereas
for propane gas they are greater by 6%. In contrast, the yp-edge values based on the
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FLUKA input data are greater than those based on the ICRU data by less than 2%
for the TE gas and less than 4% for propane.
3.4.2. Influence on microdosimetric spectra and mean values
To study the influence of calibrating experimental microdosimetric spectra with dif-
ferent data tables, measurements were performed at irradiating a spherical TEPC
with neutrons (average energy 0.58 MeV) from the 9Be(p,n)9B reaction generated
with 3 MeV protons, to have a clean and sharp proton edge. These measurements
were done for site sizes 0.5µm ≤ d ≤ 3µm with pure propane and propane-TE. As
it is explained in section 3.2.2, the calibration was performed by first determining a
marker point in the p-edge region of the neutron microdosimetric spectra by using
the Fermi fit, and then assigning to this point the calculated lineal energy yp-edge.
The intercept of the tangent through the inflection point of the Fermi function
with the h-axis, htc, was used as the marker point. Three different calibration factors
kICRUcal , k
SRIM
cal , and k
FLUKA
cal were derived for propane-TE gas-mixture or pure propane
gas and applied to the neutron spectra measured in each gas. Figure 3.13 shows the
microdosimetric spectra obtained for site size d = 1µm for the two gases, after the
calibration.
For the sake of clearness, only the microdosimetric spectra calibrated with the ICRU
and the SRIM data are shown. According to Figure 3.12, the calibration factors based
on the FLUKA data are in between.
As can be seen in Figure 3.13, the microdosimetric spectra shift to higher y-values if
SRIM data are used instead of ICRU data. This shift is obviously the consequence of
the differences observed in Figures 3.11 and 3.12. Despite the fact that at first glance
the spectra look very similar, the shift lead to significant differences in the derived
microdosimetric quantities, for instance in the frequency-mean lineal energy y¯F , the
dose-mean lineal energy y¯D, and possibly even to larger extent when a weighting
function is applied for estimating the RBE.




yi · f(yi) ·∆yi = kcal
∑
i
hi · f(hi) ·∆hi (3.13)
where yi = kcal ·hi and kcal is the calibration factor to convert from mV to keVµm−1
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Figure 3.13.: Comparison of neutron microdosimetric spectra at d = 1µm calibrated with
kICRUcal and k
SRIM
cal in C3H8 − TE gas (top) and the same data for C3H8 gas (bottom).




yi · d(yi) ·∆yi = kcal
∑
i
hi · d(hi) ·∆hi (3.14)
The relative change of the mean microdosimetric quantities y¯F and y¯D directly








Figure 3.14 shows the relative difference of the yp-edge, and therefore also of the
y¯F and y¯D calculated with the SRIM and FLUKA data tables with respect to the
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Figure 3.14.: Relative difference of yp-edge, yF and yD calculated with the SRIM tables
and the FLUKA input data with respect to the ICRU tables in C3H8 − TE gas (left) and
for C3H8 gas (right).
corresponding quantities calculated with ICRU tables. Results are presented as a
function of the site size d in propane-TE gas-mixture and pure propane gas.
Figure 3.14 clearly demonstrates that a calibration based on the SRIM data always
leads to results which are markedly larger than those based on ICRU data: from 3%
to more than 5% in C3H8−TE gas and from 2.5% to more than 6% in pure propane.




A simple procedure can be used to calibrate microdosimetric spectra using an external
137Cs gamma source. By fitting the electron edge region with a Fermi function three
marker points can be determined, among them the intercept of the tangent through
the inflexion point, h
(e)
tc , is the most precise one. As it is clear from Figure 3.10, the
value of the lineal energy of this marker, ytc, depends on the geometry of the detector,
but the dependence on the site size d is the same for spherical as for cylindrical
TEPCs. This dependence can be described by a simple power function of d. Therefore,
according to the described procedure, it is sufficient to determine the value of ytc at
one gas density (corresponding, for instance, to d = 1µm) and at arbitrary gas gain.
The second part of the study illustrates how the use of different basic physical data
in the calibration procedure introduces significant “type B” uncertainties which must
be taken into account, especially for measurements at small site sizes. An additional
uncertainty is obviously related to the determination of the particular feature of the
measured spectrum (the marker point) to which this lineal energy value is assigned.
It was found that, fitting the proton edge region with a Fermi-like function, three
markers can be determined with precision better than 0.5%, nevertheless the choice
of the marker remains an issue and can lead to significant differences. For instance,
even in the clean and sharp proton-edge shown in Figure 3.13, the differences between
the position of two markers (the inflection point of the fitted Fermi-function or the
intercept with the h-axis through the inflection point) is about 7% at d = 1µm and
even larger at smaller site sizes.
The procedure presented in this work allows the calibration of TEPCs with an
overall uncertainty comparable to that of the p-edge calibration (overall uncertainty
5%).
Therefore, when applying the proton-edge calibration, it is therefore recommen-
ded to mention (i) which marker point is used in the p-edge region, and (ii) which
database is applied to calculate the corresponding lineal energy. This is particular
important for the inter-comparison of microdosimetric measurements performed by
other groups and, for instance, for comparing the monitored radiation quality of thera-
peutic hadron beams of different centres. From the point of view of quality assurance,




Influence of the gas filling type
Propane-TE gas is the most commonly used gas mixture at present in microdosimetry
but it has the drawback that its composition may change with time. From this point
of view, the use of pure propane offers practical advantages: higher gas gain and
longer stability.
Knowledge of the gas gain is important to optimize the design and the operating
characteristics of TEPCs, especially for simulated sites smaller than 1µm. TEPC
area-monitors of the order of few centimeters must operate at very low gas pressure
to simulate micrometric volumes, consequently the Townsend theory cannot be ap-
plied because the effects related to the presence of an electric-field gradient become
important and must be considered. A detailed description of the electron avalanche
formation is complex, but in most practical cases an analytical formula can be used.
The so-called gradient-field model [Segur et al., 1995] includes three characteristic
constants of the counting gas, which were already experimentally determined for
propane-TE and dimethyl ether (DME) gases [Alkaa et al., 2000].
The aim of this work (Paper I) is to measure the gas-dependent parameters for pure
propane gas. Preliminary results obtained with a spherical TEPC are presented.
As TEPCs measures the distribution of ionizations created in the sensitive volume
of the counter, the equivalence of the simulated diameter (Dρ) in two gases should be
based on the equality of the mean number of ions pairs in the gas rather than on the
imparted energy.
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Therefore, the aim of Paper IV was to develop an experimental procedure which
can be applied in measurements with C3H8-filled TEPCs to get a detector response
very similar to that of TEPCs filled with the C3H8−TE-gas mixture. As proportional
counters measure the charge distribution caused by ionizing radiation instead of the
distribution of energy imparted, the attention of this work was focused more on the
ionization cross sections in the two gases rather than on the corresponding stopping
powers.
4.1. Gas multiplication
As mentioned in section 2.5.1 the gas gain depends on different parameters: anode and
cathode diameters, the applied voltage, the filling gas and gas pressure. Therefore,
the gas gain factor defines the operating parameters of TEPCs and its knowledge is
important for the optimization and characterization of the TEPC design.
4.1.1. Models of Gas multiplication











(presented in chapter 2, equation 2.18) that to have an analytical function that
links the gas gain G with the experimental parameters (Sa is the reduced electric field
strength at the anode, S∗ is the reduced electric field where α/N = 0 and K = E · r)
the dependence of α/N vs. S should be known. However, the dependence of α/N on
the reduced field S is rather complicated, and is usually described as the “S-shaped
curve”. Several models of α/N and the corresponding formulae for G have been
developed in the past for describing the gas gain in proportional counters depending
on the geometry, applied voltage, filling gas and gas pressure. As the expressions are
valid over limited range of Sa values and for a specific gas, they cannot be extended
to other gases or to the complete range of possible Sa values. Here, two main models
are briefly described: the classical theory and the gradient field model.
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4.1.1.1. Classical Gas gain Theory
In the classical gas gain theory the first Townsend ionization coefficient is only a
function of S and the electrons are in the equilibrium state [Campion, 1971]. These
semi-empirical analytical expressions are easy to apply and are often good enough to
make estimates of the gas gain parameters for a particular TEPC design.
A general formula for α/N derived from theoretical consideration of gas ionization
by electrons in an electric field was proposed by Aoyama [1985].









where Vi is the effective ionization potential, L = hcVi being h = λ/λcoll where
λcoll is the projection of the distance between two ionization events and c is a constant
and 0 ≤ m ≤ 1.














The calculation of the gas gain using equation 4.3 is based on the assumption
that the ionization coefficient, as well as the drift velocity and diffusion coefficient,
depend only on the value of the reduced electric field strength at a given location
in space. This is known as the equilibrium assumption, and it means that the value
of the ionization coefficient in a non-homogeneous electric field is equal to its value
in a homogeneous field of the same strength, i.e. that the electron has attained
equilibrium with the electric field. The equilibrium value of α(r)/N does not depend
on the pressure, and consequently, the reduced gas gain obtained for some values of
the electric field strength does not depend on P , and a single valued curve lnG/K
vs. S is obtained for different pressures [Segur et al., 1995].
The assumption of equilibrium conditions is true at gas pressures high enough
that the variation of the electric field over the electron mean free path is low and in
most practical cases, when the reduced electric field strength at the anode surface
91
Chapter 4. Influence of the gas filling type
Sa ≤ 850 Td 1, this classical approach gives results which are accurate enough. At
larger Sa values, phenomena governing the electron avalanche formation in cylindrical
or spherical geometries, specially at low gas pressures, are complex and the classical
approach cannot be applied because at low gas pressures, the electric field can change
considerably along the ionization mean free path and the above mentioned equilibrium
condition may not be met. Therefore, the presence of an electric field gradient become
important and must be taken into account.
4.1.1.2. Gas gain Gradient Field Model
Segur et. al developed an analytical formula for the gas gain taking into account
non-equilibrium effects, the so-called gradient-field model [Segur et al., 1995],[Mitev





















−MSm−1a − e−MSm−1c ) (4.7)
where the parameters L, Vi and m are characteristics constants of the counting gas




In homogeneous electric fields, (i.e. under equilibrium conditions) the plot of the
reduced gas gain, lnG/K as a function of the reduced electric field Sa at various gas
pressures results in a single curve while the behavior for non-equilibrium conditions
the Sa values lie not in a single curve but in different curves which depend on different
K-values (see Figure 4.4).
1The unity of S is the Townsend (Td), 1 Td = 10−17Vcm2 or 1 Td = 2.828 Vcm−1torr−1 at 0◦C.
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4.1.2. TEPC Gas gain measurements in C3H8
Knowledge of the gas gain is important for the optimization and characterization of
the TEPC design. Equation 4.7 can be used for its design provided the characteristic
constants (Vi, L and m) of the counting gas are known. Gas constants for methane-
TE, propane-TE and DME gases were already determined in the past [Alkaa et al.,
2000].
The aim of this work is to measure the gas-dependent parameters for pure propane
gas using a spherical TEPC (Paper I).
4.1.2.1. Instruments and methods
Measurements were performed with the EuTEPC designed at INFN-LNL and de-
scribed in section 2.6.2.2. The experimental set up is described in section 2.9.2.
To evaluate the characteristic constants of the counting gas, the gas gain has to be
measured at different gas pressures as a function of the applied voltage ∆V . Due to
the large number of measurements required for a rigorous and extended study, the
use of a portable photon source rather than an accelerated particle beam was more
convenient due to beam time restrictions. Therefore, the experimental gas gain was
obtained by studying the TEPC response to low-LET radiation; in particular a 60Co
source of 409 kBq and a 137Cs source of 1.11 GBq were used.
The measured photon lineal energy distributions (microdosimetric spectra) are used
to calculate the gain in the following way. The lineal energy of the electron edge ye-edge
is used to calculate the number of initial electrons Nin produced in the gas volume of
the TEPC. A voltage pulse was fed into the test input of the preamplifier to reproduce
the output signal of the electron edge. The peak height he of this pulse is used to
calculate the final number Nout of electrons after the gas amplification. At each
pressure, the lineal energy ye-edge at the electron edge, that is of course independent
of the applied voltage ∆V , whereas the peak height he increases with ∆V because
the gas gain Gexp increases.
The calibration of microdosimetric spectra was performed using the electron-edge
technique previously described in section 3.1 [Conte et al., 2013]. The y-value of the
electron edge at each pressure was found calibrating the pulse-height spectra with the
proton edge produced by neutrons having a mean energy of 0.58 MeV. To determine
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the y-values of the electron edge, the calibration factors obtained from the proton
edge were multiplied by the ratio Wel/Wp = 0.969 ± 0.042 to take into account the
differences in the W-values for electrons and protons in propane gas [Bronic´ et al.,
1988].
The gas gain is generally defined by the ratio of Nout/Nin (equation 2.15). The
following expression from [Alkaa et al., 2000] can be used:
Gexp =
(









where the first bracket represents Nout and the second Nin. Ctest is the capacitance
at the test input, fcorr is a correction factor that takes into account the differences
in shape between the pulse generated by the radiation and the pulse fed into the test
input [Magrin et al., 2000], e is the electron charge, l¯ is the mean chord length of the
gas cavity and We is the mean photon energy to produce an ion pair in propane.
The Gexp was determined at five different pressures: 550 Pa, 1.1 kPa, 1.65 kPa,











. At each gas pressure the microdosimetric
60Co and 137Cs spectra were collected at different voltages ∆V between the cathode
and the anode, increasing ∆V from 620 to 760 V by steps of 20 V. The gas pressure
was measured at 25◦C by a MKS absolute manometer at the valve entrance of the
detector with a precision of 1 Pa. After each set of measurements, the pressure was
checked again. A maximum increase of 6 Pa at the lowest pressure of 550 Pa was
measured. The overall estimated uncertainty for the gas gain measurements was
around 6%.
4.1.2.2. Measurement capacity test
To evaluate the gas gain of a TEPC (equation 4.9) it is necessary to know the number
of charges at the input-test capacitance Ctest of the preamplifier of the EuTEPC.
The measurement of the test-input capacity is performed by injecting a charge in
the capacitor that is equivalent to the charge created by a known radiation in the
detector. To this end, an ion-implanted-silicon detector (model EG&G ORTEC) and
a mixed nuclide of three isotopes (241Am, 244Cm) and 239Pu, that emits well defined
energy peaks has been used.
The injected charge across the capacitor is imposed to be equal to charges generated
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in the silicon charged particle detector (SSD) by the alpha particles:





where εsi = 3.62 eV is the mean energy to create an ion-pair in silicon. The α
source and the SSD were placed inside a vacuum chamber (Figure 4.1) in order to
avoid the parasitic absorption of α particles in the air gap between the source and the
detector. The measurements were performed under vacuum conditions of the order
of 10−3 Pa.
Figure 4.1.: Experimental setup used for measuring the input-test capacity of the EuTEPC
preamplifier.
The electronic chain consists of a preamplifier placed as close as possible to the
detector to reduce the noise-to-signal, an amplifier and a multi-channel analyzer con-
nected to a computer for data acquisition.
In order to have a more accurate value of the energy deposited inside the SSD
(alpha particles are completely stopped inside the detector), the energy of the alpha
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Figure 4.2.: Energy spectrum of the multi-alpha source (239Pu, 241Am, 244Cm) measured
with a SSD and the EuTEPC preamplifier.
particles was corrected taking into account the energy loss of the alpha particles in
the Au layer (20.0µg/cm
2
) of the detector. These calculations were performed using
SRIM [Ziegler et al., 2010].
Using the calibrated source that emits well-defined energy peaks (Figure 4.2) it is
possible to determine the charge produced in the SSD and consequently derive the






Vpeak · εsi · e (4.12)
The measured input-test capacitance was Ctest = (1.04± 0.02) pF.
4.1.3. Results and discussion
60Co microdosimetric spectra measured at different K-values (where K = ∆Vln(rc/ra) )
at 1.1 kPa corresponding to a site size of 0.1 mg/cm
2
is shown in Figure 4.3.
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 K = 99.8 V
 K = 112.6 V
 K = 115.9 V
 K = 119.1 V
 K = 122.3 V
Figure 4.3.: Microdosimetric spectra 60Co collected at different K-values (K =
∆V/ ln(rc/ra)) at 1.1 kPa corresponding to a site size (Dρ) of 0.1 mg/cm
2. In the ordin-
ate the weighted distribution hd(h) vs. the pulse height spectra h in mV units.
Figure 4.3 shows that the microdosimetric spectrum shifts to higher values when
increasing the applied voltage ∆V due to the increase of the Gexp.
To derive the characteristic constants of the counting gas (equation 4.7), the reduced
gain lnG/K was represented as a function of Sa, for each fixed K-value, as shown
Figure 4.4. Here, eight sets of data are plotted, from K = 99.8 V to K = 122.3 V.
As a given K-value means a given applied voltage ∆V, different Sa values in each set
correspond to different gas pressures.
The trend of the data is shown in Figure 4.4, for a given Sa value, lnG/K does
not lie on a unique curve as described by the Townsend model, but it shows a K
dependence as described by the gradient-field model.
The gas-model characteristic constants were obtained by best-fitting, at each K-
value, lnG/K(Sa) data with the analytical model. The procedure was repeated for the
eight data sets. The best fitting curves are also plotted in Figure 4.4. The resulting
gas-dependent characteristic constants are given in Table 4.1.
Even if the gradient-field model does not describe any dependence of the gas con-
stants on the K-value, the results given in Table 4.1 show a significant variation of
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Figure 4.4.: The reduced gas gain lnG/K against the reduced electric field at the anode
surface Sa for different K-values. Symbols: experimental data (error bars indicates the
statistical uncertainty). Lines: best-fits according to the gradient field model (equation 4.7).
Table 4.1.: Characteristic constants for different K-values in C3H8.
K(V) L(Td1−m) Vi(V) m
99.8 213 17.1 0.29
103.0 296 16.7 0.25
106.2 306 16.5 0.24
109.4 341 16.3 0.22
112.6 248 16.7 0.27
115.9 303 16.3 0.24
119.1 314 16.2 0.23
122.3 337 16.1 0.22
the L, Vi and m parameters with changing K-value. The mean values are listed in
Table 4.2, together with the published data for C3H8- TE and DME gases from [Alkaa
et al., 2000].
Even though the spherical detector was properly designed to assure a cylindrical
symmetry for the avalanche volume, potential differences related to the spherical




Table 4.2.: Mean values of the gas-dependent characteristic constants for different gases.
Gas L(Td1−m) Vi(V) m K(V)
C3H8 − TE1 350± 47 16.0± 0.2 0.18± 0.01 90-130
DME 1 344± 50 15.3± 0.4 0.17± 0.05 90-130
C3H8
2 295± 44 16.5± 0.3 0.24± 0.02 99-122
1 Data from reference Alkaa et al. [2000].
2 This study measured within the range 3 · 103 ≤ Sa ≤ 3 · 104 Td .
A subset of experimental lnG/K values is plotted again in Figure 4.5, together with
curves obtained from the model (equation 4.7) using the average gas constants of
Table 4.2, at K = 99.8 V and K = 122.3 V. It can be observed that experimental
values of the reduced gain for K = 99.8 V and K = 122.3 V reproduce the trend of
the model within the uncertainty of the experimental data of 6%.
Figure 4.5.: The reduced gas gain lnG/K against the reduced electric field at the anode
Sa for different K-values. Lines correspond to the gradient field model for K = 99.8 V and
K = 122.3 V using the averaged gas-constants values for propane (Table 4.2).
Figure 4.5 clearly demonstrates that the gradient-field model is able to reproduce
the general trend of the measured gas gain data. The experimental results confirm
that, for a given Sa value, the curve representing the reduced gas gain lnG/K as a
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function of Sa is split into different curves according to the K-values. In Figure 4.5
this effect is not very present because the studied K-range was not very extended
(only 20 % difference between the minimum and the maximum K-value).
To better investigate the limits of the model it is therefore necessary to extend
the study of the gas gain in particular to smaller K-values, where the effect of the
electric-field gradient is expected to play a greater role. Unfortunately, the avalanche
starts at Sa values greater than a threshold value S
∗
a , which restricts the range
of K-values which can be used, because reducing K also implies a lower Sa, being
Sa = K/(ra ·N). Therefore, to further decrease the K-value, while keeping Sa above
the threshold value, it is necessary either to reduce the anode diameter ra or to
decrease the gas density N . The first possibility is on-going and the second one needs
the use of a special detector, an avalanche confinement TEPC [Cesari et al., 2002],
able to work at very low gas pressures.
4.1.4. Conclusion
Validity of the gradient field model for propane gas was investigated (published in
Paper I) with a spherical TEPC which has been designed to produce an almost cyl-
indrical electric field inside the cavity.
The gas-dependent parameters for the model were obtained by best-fitting eight
experimental gain data sets corresponding to eight different K-values. Preliminary
results suggest an electric field gradient effect stronger than predicted by the model,
expressed via a larger dependence on K. To better investigate this behavior, further
measurements are needed, especially to extend the range of K-values considered. As
the gradient effect tends to disappear at large K-values [Segur et al., 1995], gas gain
measurements should be performed either with thinner anode wires, or at lower gas
pressures, which both permit to reach higher Sa values at lower applied voltage, and
therefore lower K-values.
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4.2. Equivalence of pure propane and propane-TE gases
for microdosimetric measurements
In microdosimetry, TEPCs are commonly assumed to measure the distribution of en-
ergy imparted in micrometric volumes of tissue when irradiated by ionizing radiation.
To achieve this aim, at least the elemental composition of the walls and the filling gas
of a TEPC should be as close as possible to that of tissue. In this respect, propane-TE
gas [ICRU 36, 1983] is generally accepted as a good approximation for the elemental
composition of tissue, and represents at present the most frequently used filling gas
of TEPCs.
Particularly for sealed TEPCs, the drawback of using gas mixtures is the fact that
the composition of the filling gas may change with time due to a different absorption
of the gas mixture components with the detector walls. From this point of view, the
use of pure propane as the filling gas of a sealed TEPC offers practical advantages:
(i) the composition of the filling gas is more stable for long-time operation, and (ii)
higher gas gain can be reached as compared with the C3H8 − TE gas mixture. The
disadvantage of using pure C3H8 gas instead of the C3H8 − TE gas is related to the
different atomic composition of C3H8 (mass fractions: 18.3% H, 81.7% C) as compared
with that of the commonly accepted C3H8 − TE gas mixture (mass fractions: 10.3%
H, 56.9% C, 3.5% N, 29.3% O, see table 2.1).
Sometimes, in particular for measurements in space environment, the use of pure
C3H8 is preferred. It is often considered to have nearly the same response as C3H8−
TE. Due to the fact that proportional counters measure the charge distribution caused
by ionizing radiation instead of the distribution of energy imparted, the attention of
this work was focused more on the ionization cross sections of the two gases rather
than on the corresponding stopping powers.
4.2.1. Material equivalence
In radiation dosimetry, two sites of different materials are considered equivalent if the
absorbed dose or the mean imparted energy ε to each site are equal ε¯mat1 = ε¯mat2,
as explained in section 2.5.3. Applying this principle to the sensitive volume of a
TEPC filled either with the C3H8 −TE gas mixture or with pure C3H8 requires that
the mean energy imparted, which is caused by a charged particle (e.g. an electron or
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a proton) when penetrating through the detector volume on one of its diameters D,
is independent of the filling gas. If the secondary electrons are completely absorbed
inside the detection volume, the material equivalence can be expressed by the following
equation:
(S/ρ)C3H8 · (Dρ)C3H8 = (S/ρ)C3H8−TE · (Dρ)C3H8−TE (4.13)
Here, (S/ρ)C3H8−TE and (S/ρ)C3H8 are the mass collision stopping powers of the
primary particle in the C3H8−TE and in pure C3H8 gases, respectively; (Dρ)C3H8−TE
and (Dρ)C3H8 are the masses per area of the site diameter in the two different gases,
and ρ is the corresponding gas density.
Equation 4.13 is valid only for particles which have ranges markedly larger than the
target size, should be crosser particles (see Figure 2.4). If the mass stopping powers
are the same in the two gases for all primary particle types and energies, the site sizes
of the two filling gases expressed in mass per area would be the same.
In view of the different atomic compositions of the two filling gases, however, the
mass stopping power ratio (S/ρ)C3H8−TE/(S/ρ)C3H8 6= 1 and depends on particle
type and energy. Therefore, the ratio (Dρ)C3H8/(Dρ)C3H8−TE varies in the same
way.
In addition to these principle problems in the definition of material equivalence,
one should also bear in mind that a TEPC measures the distribution of ionizations
created in the radiation sensitive volume of the counter. In view of this fact, the
material equivalence of different filling gases of a TEPC should be based more on the
equality of ionization distributions rather than on the equality of the distributions of
imparted energy.
To define material equivalence based on ionizations, assume that single primary
particles penetrating through the detection volume of a TEPC on one of its diameters
D. If the range of the primary particles is markedly longer than the diameter of the
gas cavity, the mean number of primary ionizations caused by a particle inside the
detection volume is given by the ratio (Dρ)/(λρ)ion where (Dρ) is the mass per area
of the particle’s track length within the target, and (λρ)ion is the mass per area of
the mean free path-length with respect to primary ionization. (λρ)ion is proportional
to the reciprocal of the ionization cross section of the target material and depends on
the type and energy of ionizing particles.
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TEPCs filled with pure C3H8 have the same response function as TEPCs filled with
the C3H8−TE, if the measured ionization spectra are the same for the same radiation








Here, (λρ)C3H8ion and (λρ)
C3H8−TE
ion are the masses per area of the mean free ionization
path lengths for C3H8 and the C3H8−TE gas mixture. Equation 4.14 shows the same
structure as Equation 4.13 with (S/ρ) replaced by the reciprocal of (λρ)ion, and the
discussion of Equation 4.13 is also valid for Equation 4.14. Therefore, the mass per
area (Dρ)C3H8 which is equivalent to (Dρ)C3H8−TE varies as a function of energy and
particle type like (λρ)C3H8ion /(λρ)
C3H8−TE
ion .
To give an impression of the differences in generating primary ionizations in pure
C3H8 and in the C3H8 − TE gas mixture, Figure 4.6 shows the mean free ionization
path lengths (λρ)C3H8ion and (λρ)
C3H8−TE
ion for electrons and protons as a function of
the particle energy E. For a detailed description of the calculation of ionization path
lengths for electrons and protons in C3H8 and the C3H8 − TE gases, see References
[De Nardo et al., 2002] and [Grosswendt, 2002].










































Figure 4.6.: Primary ionization mean free path of electrons (left) and protons (right) in
C3H8 and C3H8 − TE gases.
At first glance it can be seen in Figure 4.6 that for electrons and protons (λρ)C3H8ion
is always smaller than (λρ)C3H8−TEion independently of the particle energy. This means
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that, exposed to the same irradiation field, the amount of primary ionizations formed
in the detection volume of a TEPC is always greater if pure C3H8 instead of the
TE-gas mixture is used. Hence, also a higher gas gain can be reached when using
C3H8.
To be able to estimate the site size (Dρ)C3H8 of a TEPC filled with pure C3H8
which leads to the same response function as the TEPC filled with the C3H8 − TE-
gas mixture according to Equation 4.14, the conversion factor (λρ)C3H8ion /(λρ)
C3H8−TE
ion
is plotted in Figure 4.7 for electrons and protons as a function of particle energy E.
As it is obvious from a first glance at Figure 4.7, the ratio (λρ)C3H8ion /(λρ)
C3H8−TE
ion
as a function of energy is smaller and less dependent on energy than the corresponding
ratio of (S/ρ), in particular for protons.
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Figure 4.7.: Ratio (λρ)C3H8ion /(λρ)
C3H8−TE
ion for electrons (top) and protons (bottom). (S/ρ)
for protons are taken from ICRU 49 [1993] and (S/ρ) for electrons from Salvat et al. [2009].
In addition, it is almost the same for electrons in the energy range between 1 keV
and 103 keV and for protons at energies between 10 keV and 105 keV. A similar
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response of the TEPC is therefore expected if propane is set to a lower gas density
with respect to the TE gas, according to the (λρ)ion ratio, which is between 0.75 and
0.8.
Ideally, the number of measured ionizations should be the same for the whole energy
spectrum of incoming particles, in particular in the proton-edge region, which is often
used for calibration. The mean number of ionizations produced by protons at the







gas) · l¯/W gas (4.15)
Here, ygasp-edge is the corresponding lineal energy calculated from the energy-range
tables published by ICRU 49 [1993], W is the mean energy required to form an ion
pair by protons [Baek et al., 2004] in a given gas, and l¯ is the mean chord length of
the cavity.
On the left side of Figure 4.8, the mean number of ionizations for the two gases,
N¯C3H8p-edge and N¯
C3H8−TE
p-edge , is plotted as a function of the site size (Dρ).
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Figure 4.8.: N¯p-edge in C3H8 − TE gas (line) and C3H8 gas (symbols) as a function of
mass per area Dρ (left) and as a function of equivalent site size d in propane-TE at density
ρ = 1 g cm−3(right) scaling the data in propane gas by a factor of 0.75 using equation 4.16.
Due to the shorter ionization mean free path length in propane, N¯C3H8p-edge > N¯
C3H8−TE
p-edge .
In order to have N¯C3H8p-edge = N¯
C3H8−TE
p-edge , the density of propane must be reduced. If
the N¯C3H8p-edge data are shifted to larger values of Dρ by a factor of (0.75)
−1, they per-
fectly agree with the N¯C3H8−TEp-edge data. For instance, in pure propane at (Dρ)
C3H8 =
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3375 at (Dρ)C3H8−TE = 0.1 mg cm−2 .
In order to have the same mean number of ionizations N¯p-edge in both gases, the
gas density of pure C3H8 must be reduced by a factor of 0.75 when compared with
the gas density of C3H8 − TE. Consequently, to get the same equivalent site size d,






0.75× (1 g cm−3) (4.16)
If plotted as a function of d, the mean number of ionizations in the two gases are
almost the same (right side of Figure 4.8).
4.2.2. Materials and methods
The measurements were performed at INFN-LNL using a spherical TEPC (see sec-
tion 2.6.2.2). The mass per area of the cavity diameter Dρ was varied between
0.05 mg cm−2 and 0.3 mg cm−2 by changing the gas density. To study the detector
response for low-LET fields, the TEPC was exposed to a 137Cs source, whereas for
high-LET fields it was exposed to fast neutrons of 0.58 MeV in mean energy, pro-
duced in the 9Be(p,n)9B reaction by bombarding a thick beryllium target with 3 MeV
protons at the CN Van de Graaff accelerator of LNL. For both filling gases, the micro-
dosimetric spectra for the 137Cs and the neutron fields were collected at 10 different
gas densities, giving a total of 40 spectra. At each density, the neutron and photon
spectra were measured in the same working conditions of the TEPC (bias voltage).
The neutron spectra for both gases were calibrated using the proton edge technique
discussed in section 3.2. The most precise marker point (h
(p)
tc ) is given by the intercept
of the tangent through the inflection point of the fitted Fermi function with the
abscissa. The lineal energy values at the p-edge, yp-edge, were calculated using the
energy-range tables published by ICRU 49 [1993] for the TE-gas mixture. Afterwards,
they were assigned to the marker h
(p)
tc . For each density, the same calibration factor
was applied to the 137Cs spectrum (see section 3.2). To give an example, the neutron
spectra measured in the two gases, at (Dρ)C3H8 = 0.075 mg cm−2 in propane and at
(Dρ)C3H8−TE = 0.1 mg cm−2 in the TE-gas, were calibrated according to Equation
4.16, using yp-edge(1µm) for the TE-gas mixture.
106
4.2. Equivalence of pure propane and propane-TE gases for microdosimetric
measurements
4.2.3. Results and discussion
To give an impression of the results, Figure 4.9 shows the microdosimetric spectra
for 137Cs on the top and for 0.58 MeV neutrons on the bottom for the equivalent site
size of d = 2µm.
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Figure 4.9.: 137Cs (top) and neutron microdosimetric spectra (bottom) measured at d =
2µm: C3H8 − TE (line) and C3H8 (circles).
A good correspondence in the shape of the spectra is observed with only minor
differences in the gamma spectra. A similar good agreement was observed also for
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the other gas densities.
To get an overview of the results in the whole range of site sizes, the dose-mean
lineal energy for the gamma component was calculated. As the lower threshold of
the spectral distributions was set at the noise level y = 0.4 keVµm−1, this dose-mean
lineal energy was indicated as y+D.
Figure 4.10 shows y+D in pure propane (open circles) and in the TE-gas mixture
(black spheres) as a function of the equivalent site size d: the agreement between
the y+D for propane and for the TE-gas as a function of the equivalent site size d is
almost perfect within the estimated “type A” standard uncertainties of 1.5%. Within
these uncertainties the experimental data can be described by a power function of d
(the straight lines in the Figure). The y+D in propane obtained without taking into
account the 0.75 factor in Equation 4.16 is also shown (red spheres). In this case
an underestimation between 5% and 10% clearly demonstrates the improvement by



















Figure 4.10.: Dose-mean lineal energy y+D for
137Cs as a function of the equivalent site size
d for C3H8 (open circles) and C3H8 − TE (black spheres). For details, see the text.
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4.2.4. Conclusion
The aim of this work (Paper IV) was to investigate how different is the response of
a TEPC filled with pure C3H8 instead of the common C3H8 − TE gas, in gamma
and neutron fields. The comparison of the microdosimetric spectra for 137Cs and
neutron fields, in the equivalent diameter range investigated in this study, confirms
that the C3H8-filled TEPC has almost the same response function as the C3H8−TE
filled detector if the mass per area in pure C3H8 is reduced by a factor of 0.75 when
compared with C3H8 − TE. By applying this factor, pure propane gas can be used
as a substitute of the TE-gas mixture. The microdosimetric spectra are almost the
same, and the derived dose-mean lineal energies do not differ significantly, within the
estimated uncertainty of 1.5%. The applicability of Equation 4.16 in mixed fields and




Stability of the site size
TEPCs can be used as radiation monitors in different radiation environments, in-
cluding on board of a spacecraft or aircraft. Usually, the gas density of the counter
is set to simulate site sizes of 1µm or 2µm. However, especially for sealed counters
which should be operational for long time without being refilled, the gas density could
change significantly. The immediate consequence of density variations is a gas gain
shift. This in turn is not a serious problem, because the gas gain can be measured and
corrected by increasing the applied voltage. On the other side, a more critical con-
sequence of a density increase, is that the shape of the microdosimetric spectra could
change, affecting the response of the detector. This limits the reliability of sealed
TEPCs over time, especially because the gas pressure is not directly monitored.
The aim of this work (Paper VIII) was (i) to study the response function of a
spherical TEPC filled at different gas densities, (ii) to study some features (p-edge
and e-edge) of the microdosimetric spectra which change with the gas density and
(iii) to find a relation between these features and the gas density, allowing to estimate
the gas density in sealed TEPCs when it is not directly measurable.
5.1. Indirect method to monitor the simulated size
TEPCs can be used as radiation monitors in different radiation environments, includ-
ing on board of a spacecraft or aircraft. Usually, the gas density of the filling gas
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is set to simulate site sizes of 0.1 or 0.2 mg/cm
2
, corresponding to 1µm or 2µm at
a density of 1 g/cm
3
. To perform quantitative measurements in experimental micro-
dosimetry, the gas density must be known. However, inside sealed counters, which
should be operative for long time periods without being refilled, the gas density could
change significantly over time. The immediate consequence of density variations is the
gas gain shift frequently observed and often reported in literature [Burmeister et al.,
2001]. This in turn is not a serious problem, because the gas gain can be measured and
corrected by normally increasing the bias voltage. A more critical consequence of an
increase of the density is that the shape of the microdosimetric spectrum changes sig-
nificantly, because different gas densities correspond to different simulated site sizes.
For instance, an increase of the simulated site size causes a narrowing of the photon
distributions [Kliauga and Dvorak, 1978]. Generally, increasing the site size produces
narrower distributions of the single radiation components and a more defined separa-
tion between photon and proton components in a mixed radiation field [Conte et al.,
2013]. In turn, this leads to a change in the mean microdosimetric quantities y¯F and
y¯D.
Sealed TEPCs might operate satisfactorily for days or even years provided that the
seals are adequate [Gerdung et al., 1995].
Nevertheless, density changes might occur over time, limiting the reliability of
these counters as spectrometers, in particular because the gas density, and hence
the simulated-site size, can not be directly monitored. Considering that published
data on the stability of TEPC response over time are scarce, it is of interest to have
an indirect method that can be used to evaluate the simulated-site size in sealed
TEPCs.
In this study (Paper VIII) an experimental procedure is proposed to estimate
the TEPC sensitive-site size by performing two independent measurements, one in
a gamma radiation field and the other one in a neutron field. Some spectral charac-
teristics, namely the falling edges at high pulse height h values, have been studied to
find a relation between them and the simulated-site size d.
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5.1.1. Instruments and methods
5.1.1.1. Experimental set up
Measurements were performed at INFN-LNL using a spherical TEPC (see section
2.6.2.2) following the experimental set up explained in Chapter 2.9. The TEPC
was filled with C3H8 − TE gas mixture at ten gas pressures between 560 Pa and
3380 Pa at 25◦C, corresponding to site sizes of 0.5µm, 0.6µm, 0.7µm, 0.8µm, 1µm,
1.2µm, 1.5µm, 2.0µm, 2.5µm and 3.0µm. For each measurement the temperature
was monitored with a precision of 0.1◦C, and the gas pressure was monitored by an
MKS absolute manometer at the valve entrance of the detector with a precision of 1
Pa and with an accuracy of 0.12% as indicated by the manufacturer.
To study the response of the TEPC at the different gas densities to both low and
high-LET radiation, the TEPC was irradiated with: (i) a 137Cs gamma-ray source of
1.1 GBq an a 60Co source of 409 kBq and (ii) with neutrons of 0.58 MeV mean energy
generated by the 9Be(p,n)9B reaction. The neutrons were produced with 3 MeV
protons impinging on a thick beryllium target at the CN Van de Graaff accelerator
of INFN-LNL and generating a neutron energy spectrum up to 1.1 MeV.
At each site size between 0.5µm and 3.0µm, gamma and neutron measurements
were performed one after the other with the TEPC at the same operative conditions,
namely the same bias voltage.
5.1.1.2. Microdosimetric distributions
Figure 5.1 shows the weighted distributions d(h), multiplied by the TEPC pulse height
h, in a 137Cs radiation field for site sizes between 1µm and 2.5µm, with the de-
tector always biased at 760 V. The hd(h) representation visually preserves the relative
weights of different d(h) components corresponding to different pulse height intervals,
similarly to the usual yd(y) microdosimetric representation. The pulse height h is
proportional to the lineal energy y, therefore the hd(h) distribution has the same
shape as the yd(y) distribution. Figure 5.1 clearly shows that the hd(h) distribution
markedly shifts to lower h-values when the site size is increased, despite the fact that
the number of interactions obviously increases.
This shift to lower h-values is due to the fact that the TEPC bias is always the
same; therefore the gas-gain decreases at higher gas pressures, due to the decrease of
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Figure 5.1.: 137Cs microdosimetric spectra measured at 1µm, 1.2µm, 1.5µm, 2.0µm and
2.5µm site sizes with the TEPC biased at 760 V. In ordinate the weighted distribution hd(h)
vs. the pulse height h in mV units.
the reduced field strength E/P (as explained in Paper I).
Microdosimetric spectra measured in the 0.58 MeV neutron field for site sizes
between 1µm and 2.5µm are shown in Figure 5.2 at the same operation conditions as
the gamma spectra plotted in Figure 5.1. Similarly to the 137Cs spectra, the proton
component shifts to lower h-values with increasing the site size because of the gas-
gain decrease with increasing gas density, but the relative shift of the edge-region is
smaller. In fact, analysing the data shown in Figure 5.1 and Figure 5.2 for site sizes
of 1µm and 2.5µm, one observes that the relative shift of the electron-edge is 66%,
while the shift of the proton-edge is 54%.
Moreover, the shape of the spectrum changes with the variation of gas density.
Despite the fact that the shape change appears to be small, it can lead to significant
differences in the microdosimetric mean-values, the frequency-mean lineal energy y¯F
and the dose-mean lineal energy y¯D. For instance, the 0.58 MeV neutron spectra
of Figure 5.2 have been calibrated in lineal energy y by setting the proton edge at
146 keV/µm (Paper VI), which is the maximum lineal energy imparted by protons in a
1µm site. For the other site sizes, the proton edge value was always set at 146 keV/µm,
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Figure 5.2.: Microdosimetric spectra measured in a 0.58 MeV neutron field at 1µm, 1.2µm,
1.5µm, 2.0µm and 2.5µm site sizes with the same gas gain of Figure 5.1.
simulating, in such a way, a real situation in which the “sealed” detector is supposed
to simulate always a 1µm site, corresponding to the gas density measured at the
original filling gas. Then, the relative variation of mean-values, with respect to the
real 1µm site mean-value, have been calculated. The y¯D value decreases by 7.2% if
the site size increases from 1µm to 3µm. Similarly, the y¯F value decreases by 10.8%.
The underestimation of the microdosimetric mean-values implies an underestimation
of the radiation quality. By using the definition of the quality factor Q¯(L) presented
in ICRP Publication 60 [ICRP 21, 1991], the mean quality factor Q¯ decreases by
about 5.6% if the site size increases from 1µm to 3µm.
In mixed radiation fields, the unwanted increase of the gas density could even cause
a bigger underestimation of Q¯.
5.1.2. Results and discussion
To quantify the spectral differences as a function of the site size, a marker point was
first identified in the so-called electron-edge and proton-edge regions, which corres-
pond to the rightmost part of the electron component and of the proton component
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spectra. As described in detail by Conte et al. [2013] (see section 3.1), by fitting the
electron or proton-edge region with a Fermi-like function it is possible to determine the
position htc which corresponds to the intercept of the tangent through the inflection
point with the h-axis with a precision of 0.5%. The procedure was used to determine
the intercept positions in the electron edge region h
(e)




5.1.2.1. Indirect gauge monitor
The idea of this study was to use the ratio of the marker points of the proton-edge
to the electron-edge, as an indirect gas-density gauge monitor. The ratio has the
advantage to be independent of the lineal energy calibration. Figure 5.3 shows the
ratio of the p-edge h
(p)
tc to the e-edge h
(e)
tc as a function of site size d. Experimental
data were best-fitted with an exponential function with a pretty good agreement as
can be seen in Figure 5.3. The relative uncertainty of the ratio p-edge/e-edge due
to the fitting procedure with the Fermi function is less than 1%, while the relative
uncertainty of the measured gas density is 0.2%.



















site size d / m
Figure 5.3.: Proton-edge/electron-edge as a function of site-size d. Spheres: experimental
values with the statistical uncertainty of 1%. Line: exponential best fit.
Figure 5.3 shows a monotonic increase of the edge ratio from a value of 7.7 at
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0.5µm up to 14.0 at 3.0µm. In Figure 5.4 the same data as Figure 5.3 are inversely
plotted in a semi-log scale to give a more useful view to assess the simulated site size.
In addition, the p-edge/e-edge ratio obtained following the same procedure but using
a 60Co source instead of a 137Cs source have been plotted in Figure 5.4.
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Figure 5.4.: Same data of Figure 5.3, plotting the site size d as a function of the ratio
p-edge/e-edge measured using a 137Cs source. The p-edge/e-edge ratio measured using a
60Co field is also plotted (open spheres). The lines represent the exponential fit of the
experimental data.










The p-edge/e-edge ratio measured with the 137Cs source can be fitted with equation
5.1 using a = 0.29 and K = 0.052µm. As it can be seen in Figure 5.4 the experi-
mental data lie on the fitting curve within the uncertainties. Similarly, the edge ratios
measured with the 60Co source can be fitted with the same parameter a = 0.29 but
different K = 0.044µm. The uncertainty of the site size d is also plotted in Figure
5.4. By error propagation of equation 5.1 the uncertainty of d can be directly related
to the uncertainty of the edge ratio. Using the uncertainty of 1% for the edge ratio,
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the uncertainty of d varies between 2.2% and 4%, in the range between 0.5µm and
3.0µm. The differences in the p-edge/e-edge curves obtained with the two different
gamma sources are within 2.5% to 3% which is in agreement with the uncertainty
of the lineal energy at the electron edge for different photon sources as reported by
Moro et al. [2003] and Conte et al. [2013].
Applying the same procedure for a cylindrical TEPC it was found that equation
5.1 can also be used for estimating the site size with the same a = 0.29 but with
K = 0.038µm.
In addition to the measurements with the TE-gas mixture, similar measurements
were performed with the TEPC filled with pure propane.
Here, it was found that the same parameter a = 0.29 can be used to estimate the
site size if the larger ionization cross section of propane as compared with that of the
gas mixture is taken into account. For this purpose, the propane gas density had to
be reduced by a factor of 0.75 as compared with the density of the TE-gas mixture
as explained in detail in section 4.2 (Paper IV). The ratio of the p-edge/e-edge for
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Figure 5.5.: Ratio of the p-edge h
(p)
tc to the e-edge h
(e)
tc as a function of the site size d for a
spherical TEPC filled either with propane-TE or pure propane.
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5.1.3. Procedure to assess the site size in sealed TEPC
In the present work (Paper VIII) an exponential dependence of the site size d as a
function of the p-edge/e-edge ratio was found:
d
µm






with respect to equation 5.1 the parameter a = 0.29 is independent of the TEPC
geometry (spherical and cylindrical), of the gamma radiation field (60Co and 137Cs),
and also of the filling gas (propane-TE and propane), while K is a parameter that
depends on the TEPC geometry (cylindrical or spherical), on the radiation field and
on the filling gas. Therefore, the calibration factor K must be determined for a
well-known value of dref (or of the gas density) using a reference photon field and a
reference neutron field:







If the K factor is evaluated using reference conditions, equation 5.2 can be used
to assess the value of the site size d overtime, by evaluating the p-edge/e-edge ratio
from measurements performed in the same reference photon and neutron fields. To
determine the e-edge h
(e)
tc and p-edge h
(p)
tc markers from the microdosimetric spectra,
the procedure described by Conte et al. [2013] using a Fermi fit function should be
followed to have high accuracy (less than 1%) in the determination of the markers.




tc to obtain the highest
accuracy in estimating the site size d.
5.1.3.1. Assessment of the site size in a commercial sealed TEPC
The Belgian Nuclear Research Centre (SCK·CEN) uses a TEPC as area monitor since
May 2003. The counter is a spherical sealed TEPC (LET-SW5), of dimensions of
12.55 cm in diameter, manufactured by the Far West Technology (FWT), see details
in section 2.6.2.1. The counter was filled by FWT with propane-TE gas mixture at
890 Pa at 20◦C, corresponding to 2µm. For 4 years, it was never being refilled. The
TEPC was regularly irradiated at the Laboratory for Nuclear Calibration (LNK) of
SCK·CEN with a reference 252Cf source and with a 60Co photon source. During the
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calibration measurements, the TEPC was always biased at 710 V. Figure 5.6 shows the
microdosimetric spectra in the 60Co gamma and the 252Cf radiation fields, measured
in 2003 just after the refilling. Microdosimetric spectra are plotted as the weighted
distribution hd(h) vs. the pulse height h.















Figure 5.6.: 252Cf and 60Co microdosimetric measured with LET-SW5 counter. The pulse
height h is in millivolt units.
By using the Fermi fit to identify the htc values of the e-edge and p-edge, the edge
ratio was calculated to be 13.1 ± 0.2. By using equation 5.2 with K = 0.044µm
obtained for the 60Co source (see section 5.1.2), the simulated site size turns out to
be d = (2.0± 0.1)µm as stated by FWT.
By using 60Co gamma and 252Cf neutron spectra collected between 2003 and 2007
saved in the laboratory data base, the htc ratios of the p-edge to the e-edge were
determined. Afterwards, the corresponding site sizes d were calculated and plotted
over time in Figure 5.7.
According to the results represented in Figure 5.7, in 4 years the site size has
increased by 65%, from (2.0± 0.1)µm to (3.3± 0.1)µm.
With respect to the measurements performed at LNL, the uncertainty of the p-
edge/e-edge ratio of this data was increased to 1.5%. The reason is that the data were
taken from the SCK·CEN laboratory database, but the measuring procedure was not
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accurately followed (for instance, photon measurements were not always taken with
the same irradiation geometry. Moreover, in 2005 and 2006 the e-edge was calculated
from the electron component in the 252Cf spectrum). The propagated uncertainty of
the site size d varies between 5.7% up to 6.5%,
Therefore, it is recommended to include in the calibration and quality-assurance
























































Figure 5.7.: Proton-edge/electron-edge ratio as a function of time. The spectra were meas-
ured with the TEPC (LET-SW5) at SCK·CEN (see text). On the right side there is the
corresponding site size d calculated with equation 5.2.
5.1.4. Conclusion
A practical formula was derived from experimental data to assess the simulated site
size d in sealed TEPCs. The ratio of the p-edge over the e-edge can be used to
estimate the gas density of sealed TEPC after long term operation, using a simple
exponential equation 5.1 valid in the range 0.5µm to 3.0µm. The ratio is obtained
from two independent measurements in two different radiation fields at the same
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operative conditions, namely with the TEPC biased with the same voltage. These
two independent measurements can be performed systematically in sealed TEPCs to
monitor quantitatively the site size with an uncertainty of less than 5%.
The procedure was applied to a commercial spherical sealed TEPC (LET-SW5)
manufactured by the Far West Technology (FWT), to assess the site size changes
over 4 years of operation. Considering an uncertainty in the p-edge/e-edge ratio of
1.5%, the use of the simple exponential function given by equation 5.2 allowed the
assessment of the actual site size d with an uncertainty between 5.7% and 6.5%.
Further measurement will be carried out in the future to test the validity of the
procedure at site sizes ≥ 3.0µm.
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Monte Carlo codes to calculate
microdosimetric spectra
As it has been described in the previous chapters, TEPCs do not measure the dis-
tributions of energy deposited in the counter but the ionization yield produced in
micrometric sites when a single ionizing particle crosses the cavity. The ionization
number is then converted to lineal energy y by a calibration procedure (see section
3.1) that involves a constant W -value. On the other side, modelled TEPCs using
Monte Carlo (MC) tools give the energy absorbed inside the cavity by single events.
Numerical calculations of microdosimetric spectra using general-purpose Monte
Carlo (MC) codes can be applied to supplement experimental measurements in mi-
crodosimetry. For instance, the simulated TEPC response can be used to evaluate
changes in gas composition, due to outgassing effects, gas pressure variations and as
a calibration tool. Also, they can be used to design and optimize different parameters
of microdosimeters.
The interest to use multi-purpose codes instead of MC Track Structure Codes
[Nikjoo et al., 2006] is that they can hardly be used to simulate complex geometries
due to the large amount of collisions, besides Geant4-DNA code [Karamitros et al.,
2012], and provide access to a wide variety of materials, including gases. Additionally,
MC are also flexible enough to describe mixed radiation fields created by a diversity
of particles in applications fields like in hadron therapy. However, the relatively high
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electron energy threshold of multi-purpose codes of about 1 keV and the condensed-
history MC approach, which group together several collisions in a single step [Nahum,
1999], impose some limitations when recording energy depositions in low density gas
materials, where low-energy electrons play a dominant role.
In this study two different general MC codes have been compared: FLUKA [Ferrari
et al., 2005] and PENELOPE [Salvat et al., 2009] to see their capabilities of calculating
microdosimetric spectra in different radiation fields. To study the microdosimetric
distributions at different site sizes, calculations in gamma fields were performed in the
range of 1µm - 3µm and were compared with photon experimental microdosimetric
data (section 6.1).
In the second part of the chapter, the geometry model of the mini TEPC was valid-
ated by comparing calculated microdosimetric proton spectra with experimental data
measured in the past by De Nardo et al. [2004c]. Microdosimetric spectra in radi-
ation fields relevant for ion beam therapy do not only require the correct simulation
of energy deposition in microscopic volumes but also need a correct description of
the energy fluences of primary and secondary ions at given positions. In section 6.2
calculated microdosimetric spectra for a proton beam at different depths in a PMMA
phantom are compared with experimental data. This validation was needed in order
to test the applicability of FLUKA in proton beams before simulating in other charged
particle beams as therapeutic carbon ion beam, as will be explained in Chapter 8.
6.1. MC simulations in gamma fields
A recent study [Rollet et al., 2010] showed that FLUKA can reproduce photon micro-
dosimetric spectra rather successfully at site sizes of 1µm - 2µm when the event-by-
event mode is activated. Based on the fact that PENELOPE electron-photon trans-
port simulations are followed down to 50 eV, we decided to investigate the impact of
the lower energy electron transport to simulate photon microdosimetric spectra.
Therefore, the objectives of this study (Paper II) were (i) to calculate photon micro-
dosimetric spectra using FLUKA and PENELOPE codes and compare them to ex-
perimental data and, (ii) to investigate the range of applicability of these MC codes
to supplement experimental microdosimetry.
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6.1.1. Materials and methods
6.1.1.1. Experimental measurements
Experimental microdosimetric measurements were performed at INFN-LNL laborat-
ory using the EuTEPC counter (see section 2.6.2.2) and were published separately in
Paper VII. The counter was filled with pure propane gas at pressures between 550 Pa






in mass per unit area corresponds to 1µm at density 1 g/cm
3
). The TEPC was irra-
diated with 60Co and 137Cs sources of 409 kBq and 1.11 GBq, respectively. As the
EuTEPC does not contain an internal α-particle source, the calibration of the gamma
microdosimetric spectra were performed using the electron-edge technique previously
described in section 3.1.
The lowest detection threshold of 60Co spectrum was less than 0.1 keV/µm, while
137Cs had a higher threshold of 0.3 keV/µm. To account for the contribution under
the threshold, a linear extrapolation was performed down to 0.01 keV/µm.
6.1.1.2. TEPC Modelling
FLUKA simulations
FLUKA [Ferrari et al., 2005], [Bo¨hlen et al., 2014] is a condensed-history code
multipurpose MC particle transport code but can be switched to a single scattering
mode when the number of collisions is very low (i.e. thin layers or crossing gas-
condensed medium interfaces) and the multiple scattering approach is unreliable. It
accounts for energy losses due to electromagnetic interactions, energy loss fluctuations,
Coulomb scattering, elastic and inelastic nuclear interactions of primary particles and
all subsequent produced secondaries.
FLUKA 2011.2 version was used in this study. The geometry of the simulated
TEPC was implemented to reproduce the experimental setup (see Figure 6.1).
The pulse height spectra in the TEPC were calculated using the DETECT option
which scores the energy deposition in the gas cavity event-by-event in a selected energy
range over 1024 channels in a linear scale. An energy resolution of 0.007 keVµm−1ch−1
was chosen. Both energy thresholds for electron transport and for γ-rays production
were set to the lowest allowed value of 1 keV in all materials. Frequency distri-
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Figure 6.1.: Geometry used to model the EuTEPC.
0.3 mg/cm
2
were calculated by recording the energy deposition using the single scat-
tering mode activated everywhere. To achieve a statistical uncertainty of less than
1% in the total absorbed dose, about 1 − 5 · 108 primary particles were simulated.
The energy frequency spectra were converted to lineal energy y by dividing the energy
deposited ε in each channel by the mean chord length of the spherical cavity, l¯ = 2d/3,
being d the simulated diameter in µm.
PENELOPE simulations
PENELOPE code [Salvat et al., 2009], an acronym of Penetration and Energy Loss
of Positrons and Electrons in matter, is a MC simulation package that describes the
coupled transport of photons, electrons and positrons in a wide energy range (from 50
eV to 1 GeV) and in arbitrary materials systems. PENELOPE implements a mixed
simulation algorithm: hard collisions, which have an energy loss larger than a specific
cut-off, are simulated explicitly, while soft collisions (those events below this cutoff)
are group together, using multiple scattering algorithms.
For the present study PENELOPE (version 2011) has been used. In order to
control the number of hard collisions, the ones that are simulated in a detailed way, 4
parameters need to be adjusted (C1, C2, WCC and WRC). C1 limits the total angular
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deflection of (regrouped) soft elastic events. C2 limits the maximum energy loss of
regrouped events. These parameters were set to zero to simulate each individual
elastic scattering event explicitly. WCC and WRC establish the energy threshold
between soft and hard events taking place during both inelastic collision and radiative
processes, respectively. WRC was set to zero andWCC was varied from 100 eV to 0. As
the accuracy of energy frequency distributions is strongly affected by changing these
parameters, several simulations using combined values were performed. In order to
study the influence of the electron cut-off energy (below which the electron transport
is terminated) in the pulse height spectra, initial calculations were performed by
selecting the same FLUKA electron and photon energy transport threshold, 1 keV,
and further decreasing to 50 eV, the lowest allowed value in PENELOPE.
Pulse height spectra were recorded with an energy resolution of 0.007 keVµm−1ch−1.
About 108 primary particles were simulated to achieve a statistical standard deviation
lower than 1% on the absorbed dose. At low gas pressure sites, the number of simu-
lations was increased to achieve the same uncertainty. CPU time for each calculation
varied depending on the particle energy transport threshold and the amount of the
single interactions performed. The most accurate results (shown in Figure 6.2) were
obtained setting the electron and photon cutoff energies to 50 eV and WCC = 0 in
order to treat each inelastic event explicitly.
To analyze the simulated TEPC response, the f(y) frequency distribution and d(y)
dose distribution obtained with the two codes were compared with the experimental
data. Averaged microdosimetric quantities which are characteristic of the radiation
field studied (frequency-mean lineal energy y¯F and dose-mean lineal energy y¯D) were
derived from the spectral distributions.
6.1.2. Results and discussion
Plots on the left side of Figure 6.2 show the 60Co microdosimetric spectra calculated
with FLUKA and PENELOPE simulating a TEPC filled with gas propane at site
sizes of 1µm, 2µm and 3µm, compared to experimental data. Plots for 137Cs micro-
dosimetric spectra for 1µm, 2µm and 3µm calculated with FLUKA and PENELOPE
versus experimental data are shown on the right side of Figures 6.2.
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Figure 6.2.: Microdosimetric spectra for 60Co (left) and 137Cs (right) in propane calculated
with FLUKA and PENELOPE in comparison with experimental data for 1, 2 and 3µm.
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The main peak of the photon microdosimetric spectrum is due to particles that cross
the cavity (crossers). When high energy photons (40 keV to 1 MeV) are incident on
the TEPC, they primarily undergo Compton scattering interactions. Because of the
lower energy of electrons set in motion by 137Cs, the peak of crossers at ∼ 1 keV/µm is
shifted to higher y-values in comparison with 60Co in which is around ∼ 0.3 keV/µm.
The electron edge is mainly due to electrons that have ranges equal to the simulated
site size (cross the cavity and stop at the border, called exact stoppers). Electrons of
higher energy (crossers) deposit on average less energy and appear at smaller y-values
because the stopping power decreases. Similarly, smaller energy electrons (stopper
particles) they deposit also smaller energy and they contribute to lower part of the
spectra.
In a cavity of 1µm exact stoppers are due to electrons with energy of 6.0 keV, in
2µm exacts stoppers have energies of 9.6 keV and in 3µm are due to electrons of 12.2
keV.
As expected, the highest differences are found when simulating 1µm sites, when
the single scattering approach and the low energy threshold are even more relevant.
For larger site sizes, d = 3µm, an electron of 1 keV gives rise to y-values of about
0.5 keV/µm while for a 1µm an electron of 1 keV gives rise to events of 1.5 keV/µm.
Hence, as the site size decreases, the contribution of electrons below 1 keV in the y-
spectrum is more important and the transport of these electrons cannot be neglected.
The differences between simulated spectra highlight the different algorithms used
by the two codes for the detailed electron transport. Regarding the shape of the
microdosimetric spectra, some differences are found on the main peak. The calculated
spectra with FLUKA show a more pronounced peak in comparison to experimental
data. The smoothing of the peak on the experimental data is due to the TEPC
electron avalanche which is not taken into account in the MC codes.
In the spectra simulated with PENELOPE two peaks appear at y ≤ 2 keV/µm
which are neither visible in the experimental results nor in FLUKA simulations (Fig-
ure 6.2 at d = 1µm and d = 2µm). When comparing 60Co and 137Cs distributions,
the peaks are more visible for 60Co, which is likely due to the larger contribution
of high energy electrons in the 60Co spectral distribution. The occurrence of these
peaks was reported previously by other authors [Stewart et al., 2002], [Hugtenburg
et al., 2007] and it reveals some shortcomings of the default model of PENELOPE
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used for sampling the differential cross sections for small energy transfers associated
with electron inelastic scattering.
The inelastic collision of electrons for arbitrary materials in PENELOPE are de-
scribed with a generalized oscillator strength model with discrete resonances for the
excitation spectrum of the medium. Consequently, the spectrum of the kinetic ener-
gies of the ejected electrons is somehow unrealistic and can distort the distributions of
the energy depositions at the micrometer level, thus generating the two visible peaks
on the microdosimetric spectra. In order to improve the applicability of PENELOPE
at the micrometer level, differential and total ionization and excitation cross sections
for the medium of interest (in our case propane gas) should be replaced by ionization
cross sections sampled with the models used in track-structure codes, as explained by
Ferna´ndez-Varea et al. [2012].
Table 6.1 summarizes frequency-mean lineal energy y¯F and dose-mean lineal energy
y¯D obtained from the TEPC measurements and the MC simulations.
Table 6.1.: Experimental frequency-mean y¯F and dose-mean y¯D lineal energy versus
FLUKA and PENELOPE for 60Co and 137Cs in propane at different site sizes.
d(µm) y¯F (keV/µm) y¯D(keV/µm) y¯F% difference y¯D% difference
60Co 1.0 Exp 1 0.36 ± 0.02 2.06 ± 0.18
PEN 0.33 ± 0.02 1.79 ± 0.30 - 8.3 - 13.1
FLU 0.39 ± 0.03 2.05 ± 0.30 8.3 -0.5
2.0 Exp 0.33 ± 0.02 1.57 ± 0.10
PEN 0.32 ± 0.02 1.35 ± 0.20 - 3.0 - 14.0
FLU 0.36 ± 0.02 1.58 ± 0.22 9.1 0.6
3.0 Exp 0.34 ± 0.02 1.41 ± 0.10
PEN 0.33 ± 0.02 1.25 ± 0.14 - 2.9 - 11.3
FLU 0.36 ± 0.02 1.36 ± 0.15 5.9 - 3.5
137Cs 1.0 Exp 0.50 ± 0.02 2.42 ± 0.10
PEN 0.47 ± 0.03 2.15 ± 0.29 - 6.0 - 11.2
FLU 0.52 ± 0.03 2.33 ± 0.32 4.0 - 3.7
2.0 Exp 0.44 ± 0.02 1.91 ± 0.10
PEN 0.46 ± 0.03 1.69 ± 0.18 - 4.5 - 11.5
FLU 0.51 ± 0.03 1.87 ± 0.20 15.9 - 2.1
3.0 Exp 0.50 ± 0.02 1.71 ± 0.10
PEN 0.46 ± 0.03 1.51 ± 0.14 - 8.0 - 11.7
FLU 0.51 ± 0.02 1.64 ± 0.15 2.0 - 4.1
1 Exp, Experimental. PEN, PENELOPE. FLU, FLUKA.
From the table we can see a systematic overestimation of the y¯F -values calculated
with FLUKA. This is because when electrons are transported down to 1 keV, the en-
130
6.1. MC simulations in gamma fields
ergy is absorbed locally. Thus increasing in average the number of stopper particles
while on the experimental data are crosser particles that release lower energy (lower
y values). The opposite tendency is found for y¯D-values, the higher y-values events
found in the FLUKA spectra play a bigger role for evaluating y¯D, because it is the
average of the density weighed probability of d(y) and emphasizes the different con-
tributions at larger y-values.
FLUKA leads to larger differences in y¯F with respect to PENELOPE, which is
probably caused by the higher cut-off energy at 1 keV in FLUKA with respect to 50
eV in PENELOPE.
Overall, calculated y¯F -values differ from experimental data of about 9% and 8% for
FLUKA and PENELOPE while calculated y¯D-values agree within the 4% and 12%
for FLUKA and PENELOPE, respectively.
An attempt to calculate gamma microdosimetric spectra at lower site sizes ≤ 1.0µm
with FLUKA was performed. Figure 6.3 shows the microdosimetric spectra for a 60Co
at 0.5µm in comparison with experimental data from Paper VII.
Figure 6.3.: Microdosimetric spectra for 60Co in propane calculated with FLUKA at 0.5µm
in comparison with experimental data from Paper VII.
The calculated distribution at 0.5µm shows an underestimation in the region 1 -
10 keV/µm in comparison to experimental data. This is because the threshold of 1
keV is too high to properly transport electrons in a cavity of 0.5µm. Since the energy
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of the exact stoppers in 0.5µm site size are due to electrons with energies of 4 keV in
propane.
6.1.3. Conclusion
A comparison between FLUKA and PENELOPE to generate 60Co and 137Cs micro-
dosimetric spectra has been presented. Calculated photon microdosimetric spectra
and the experimental data showed overall a good correspondence. However, high dif-
ferences are found for simulated sites of 1µm. Maximum differences of about 10%
are found between calculated and experimental data for yF -values, while there is an
underestimation of yD-values of about 4% and 8% for FLUKA and PENELOPE re-
spectively, in comparison with experimental data. The agreement between calculated
and experimental data is better for FLUKA than PENELOPE, despite the rougher
approximations of the first code to model the electron transport. These calculations
allow validating the range of applicability of multi-purpose MC codes, in microdosi-
metry applications. Within the range presented (1µm to 3µm), simulated photon
spectra could be employed to supplement microdosimetric spectra for simulated sites
larger than 1µm using FLUKA code.
As suggested by the PENELOPE authors [Ferna´ndez-Varea et al., 2012], to im-
prove the TEPC simulated response with PENELOPE, suitable differential and total
ionization and excitation cross sections for propane could be implemented instead of
using the default model for inelastic collisions.
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6.2. MC simulations in a proton field
The objective of this study was to calculate proton microdosimetric spectra with
FLUKA MC code in order to validate the geometry model used to simulate the re-
sponse of the mini TEPC by comparing with experimental data measured at different
depths in tissue for a modulated SOPB proton beam.
6.2.1. Materials and methods
Numerical simulations of a past microdosimetric experiment in a proton beam [De Nardo
et al., 2004c] were performed with FLUKA (version 2011.2b-5). The calculated micro-
dosimetric spectra were compared with experimental spectra for a SOBP proton beam
of 62 MeV. The measurements were performed with the mini TEPC at the CATANA
facility, the first Italian protontherapy facility [CATANA, 2015]. It uses 62 MeV
proton beams generated by the cyclotron to treat ocular and iris melanomas, which
correspond to a maximum depth of 30 mm in ocular tissue.
The simulation was performed in two steps:
1. simulation of the modulated SOBP proton beam
2. simulation of experimental set up to obtain the microdosimetric spectra.
The simulation of the modulated proton SOBP beam was performed following
the description of the beam line at CATANA LNS facility (Catania, Italy) [Cirrone,
2003] and the procedure described by Introini [2008]. Taking into account the energy
degradation of the primary beam through the different elements of the beam line, the
effective energy of the proton beam was 53.1 MeV and this value was used for the
second step simulations.
The rotating wheel used in the experiment for modulating the proton beam to
produce a SOBP was not simulated in FLUKA. To obtain a modulated beam, a mod-
ulator range filter was irradiated with 53.1 MeV monoenergetic protons to calculate
the energy distribution downstream of the device.
A user-written source was implemented in FLUKA to calculate the cumulative
distribution of the spectrum after the range modulator. Then, a 53.1 MeV proton
beam combined with the energy distribution after the modulator was used to calculate
the dose depth distribution to obtain a SOBP of about 15 mm. The results of the dose
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depth profile in ocular tissue are shown in Figure 6.4 together with the experimental
dose depth profile used in the experiment [De Nardo et al., 2004c].
Figure 6.4.: Proton Depth dose distribution in ocular tissue obtained with FLUKA (red
curve) together with the one from the experiment (black line) [De Nardo et al., 2004c].
At the proximal part of the SOBP relative differences of 4% are found between the
experimental SOBP and the calculated beam. Over the plateau the calculated SOBP
shows relative differences of 1 − 2% but the dose presents a little sinusoidal due to
the approach used to create a proton energy distribution. To get a more uniform
distribution a rotating modulator should have be implemented in FLUKA. At the
distal part of the SOBP an underestimation of the maximum proton depth calculated
with FLUKA (2%) can be noticed.
On the second step of the simulations, the modulated proton beam was transported
through in the modelled geometry of the mini TEPC that aimed to reproduce the
experimental setup performed with the mini TEPC, explained in reference [De Nardo
et al., 2004c]. To reproduce the irradiation set up, different lucite thicknesses were
inserted in front of the mini TEPC. The mini TEPC has a sensitive volume of 0.9
mm in diameter and height and was filled with C3H8 − TE at 62.5 kPa to simulate
0.1 mg/cm
2
(1µm at density 1 g/cm
3
). The sensitive volume is surrounded by 0.35
mm wall made of A-150 plastic and also of 0.35 mm of rexolite, which is then enclosed
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by a 0.2 mm titanium layer. The mass thickness of the mini TEPC is 0.166 mg/cm
2
,
and when scaled to ocular tissue (ρ = 1.05 g/cm
3
) the detector thickness is 1.58 mm
(the first measurement point).
The geometry of the mini TEPC was simulated with different sub-layers in the
A-150 wall with different production and energy transport thresholds settings for
delta-rays to optimize the accuracy of the simulations and to reduce the CPU time
as proposed by Bo¨hlen et al. [2011]. Inside the A-150 wall layer a 3µm-thick inner
layer of A-150 plastic was inserted with an energy threshold set to 1 keV while in the
external layer the threshold was 10 keV. Figure 6.5 shows a sketch of the simulated
geometry.
Figure 6.5.: Left side: sketch of the simulated geometry with the corresponding dimen-
sions. Right side: transversal cross section of simulated mini TEPC with the production
and transport cut-off values for each layer to guarantee accurate results while reducing the
CPU time.
Effect of single and multiple scattering
Most of general-purpose MC codes currently available make use of the condensed-
history approach to model the electron transport and do not transport low-energy
electrons (≤ 1 keV), which can lead to systematic errors, especially in thin layers and
in gas-condensed medium interfaces. Significant differences were found in the lower
part of the f(y) distribution, below 1 keV/µm when the single scattering (SS) is not
activated (Figure 6.6). Deviations from the FLUKA single scattering (red line) and
the experimental data (black line) could be due to the different SOBP proton beam
(different energy spectrum) used during the experiment and the simulated beam. The
experimental SOBP proton beam was obtained by a PMMA modulator based on a
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rotating wheel with blades of variable thickness, while for the simulated SOBP a static
modulator with different thicknesses was used.
Figure 6.6.: f(y) frequency density distribution for 53.1 MeV SOPB proton beam at depth
of 16.6 mm calculated using the single and multiple scattering algorithms in comparison with
experimental data from De Nardo et al. [2004c].
Therefore, the simulation settings where chosen to ensure a detailed treatment of
the electron and photon transport and the single scattering was switched on at the
boundary between the gas and surrounding layers.
Effect of energy
To check the effect of using a pencil beam and a modulated SOBP beam, simulated
microdosimetric spectra for a pencil and a modulated beam of the same energy were
compared with experimental data at different depths to check the accuracy of the sim-
ulations. The sensitivity of the simulations shows that using an unmodulated proton
instead of a modulated beam will change significantly, as expected, the distribution
of microdosimetric spectra.
6.2.2. Results and discussion
Simulated proton microdosimetric spectra were calculated at eleven depths of the
proton SOBP beam. Figure 6.7 shows the microdosimetric dose-weighted distribu-
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tions yd(y) obtained with FLUKA (red curve) in comparison with experimental data
(black curve) at 6 different depth in ocular tissue.
The proton microdosimetric spectrum is shifted to higher y-values as a function of
depth because of the degradation of proton energy and the increase of the stopping
power, up to the maximum energy imparted by protons in a TE-equivalent site size
of 1µm (proton edge corresponds to a lineal energy of 148.4 keV/µm for FLUKA, see
figure 3.12). At the proximal part of the SOBP (position A), the distribution shows a
peak around 1-2 keV/µm which indicates that the energy of the proton beam is about
50 MeV. As a consequence of the degradation of the proton beam the lineal energy
is shifted to higher values. In the middle of the dose plateau region (position B) the
peak of the distribution is 3 keV/µm corresponding to the stopping power of protons
of about 25 - 30 MeV with a tail of low-energy components that give rise to high
y values. These low-energy components are nuclear reaction products of the proton
beam with the medium. In the distal part of the SOBP (position E), the majority of
events in the dose distributions have lineal energies of 10 keV/µm but a significant
component extends up to 150 keV/µm. At the distal edge (position F) the low proton
component dominates (the peak about 20 keV/µm indicates protons of 1 MeV) give
rise to a more pronounced proton edge.
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Figure 6.7.: Comparison between calculated microdosimetric spectra with FLUKA (red
curve) with experimental data (black curve) [De Nardo et al., 2004c] at different depths in
ocular tissue: (A) 1.58 mm, (B) 16.6 mm, (C) 21.6 mm, (D) 22.6 mm, (E) 24.8 mm and (F)
25.8 mm.
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In general, FLUKA reproduces reasonably well the shape of the experimental spec-
tra, however at the proximal part of the SOBP region (position A) significant dif-
ferences were found between the simulated and experimental distributions. These
differences are probably due to the high influence of energy spectra of the SOBP pro-
ton beam. The dose depth profile of the simulated SOPB and the experimental one
had indeed the highest differences at the entrance (see Figure 6.4).
In the plateau region (position B, position C and position D) the shape of the calcu-
lated spectra reproduces better the experimental measurements. A better agreement
is found at distal part of the SOBP (position E and position F). The differences on the
proton edge region of 2− 5% are mainly due to the fact that experimental data were
calibrated with [ICRU 49, 1993] tables and as it was explained in section 3.4 different
data bases (i.e. calibration factors) to calibrate TEPCs introduces differences on the
microdosimetric mean quantities of about 2− 5%. (Paper V).
Averaged microdosimetric quantities (frequency-mean lineal energy y¯F and dose-
mean lineal energy y¯D) were derived from the spectral distributions and are summar-
ized on table 6.2.
Table 6.2.: Experimental data from De Nardo et al. [2004c] and FLUKA calculated
frequency-mean y¯F and dose-mean y¯D lineal energy at different depths in ocular tissue.
depth(mm) y¯F (keV/µm) y¯F% difference y¯D(keV/µm) y¯D% difference
exp FLUKA exp FLUKA
1.58 1.30 ± 0.05 1.5 ± 0.1 18 4.7 ± 0.4 4.0 ± 0.3 -15
11.58 1.9 ± 0.1 2.4 ± 0.1 31 6.5 ± 0.6 6.0 ± 0.4 -7
13.58 2.0 ± 0.1 2.6 ± 0.1 30 7.1 ± 0.6 5.9 ± 0.4 -17
16.58 2.2 ± 0.1 3.0 ± 0.1 33 7.6 ± 0.3 7.2 ± 0.4 -5
19.58 2.6 ± 0.1 3.6 ± 0.2 38 8.1 ± 0.3 7.3 ± 0.4 -10
21.58 3.0 ± 0.1 4.4 ± 0.2 46 9.0 ± 0.4 8.5 ± 0.4 -6
22.58 3.4 ± 0.1 5.3 ± 0.3 54 9.7 ± 0.4 9.8 ± 0.5 1
23.58 4.0 ± 0.2 6.5 ± 0.3 62 11.1 ± 0.4 11.2 ± 0.6 1
24.83 6.3 ± 0.2 9.5 ± 0.5 51 17.0 ± 0.7 17.9 ± 0.9 5
25.33 8.0 ± 0.3 13.8 ± 0.7 73 21.8 ± 0.9 23.1 ± 1.2 6
25.83 10.2 ± 0.4 18.1 ± 0.9 77 28.8 ± 1.0 30.5 ± 1.5 6
FLUKA calculated y¯F are rather different from the experimental data, leading to
an increase overestimation of y¯F -values as a function of depth. On the other hand,
calculated y¯D agree within 10% (without taking into account the value at 1.58 mm of
depth which could have the highest differences in terms of energy proton spectrum).
The higher y-values events (when increasing with depth) found in the FLUKA spectra
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play a bigger role for evaluating y¯D, because it is the average of the density weighed
probability of d(y) and emphasizes the different contributions at larger y-values.
In Figure 6.8 the average values y¯D are plotted against the dose depth distribution
of the modulated proton beam. Calculated y¯D values are systematically lower than
experimental data until depth of 21.58 mm, after this depth calculated y¯D are higher
than experimental data due to the differences seen in the dose depth curve at the
distal part of the SOBP. Small variations in the position (due to the uncertainty of
the position), specially at the end of the proton range can lead to some discrepancies.
Proton calculated SOBP has a shorter range (2%) in comparison with experimental
SOBP, which indicates a slightly lower proton energy.
Figure 6.8.: Dose depth profile (experimental) and simulated and measured y¯D values (from
[De Nardo et al., 2004c]) at different depths in ocular tissue of the SOBP proton beam.
Although some differences are observed, results show a reasonable agreement between
experimental and calculations for a 53.1 MeV modulated proton beam. These calcu-
lations also serve to validate the applicability of multipurpose MC code FLUKA for
calculating microdosimetric spectra for proton beams.
6.2.3. Conclusion
Simulated proton microdosimetric spectra were calculated with FLUKA at eleven
depths of a 53.1 MeV SOBP proton beam to reproduce experimental data measured
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with the mini TEPC in a past experiment. Overall, FLUKA reproduces reasonably
well the microdosimetric spectra as a function of depth but remarkable discrepancies
on the spectral distributions have been found in particular at the proximal region
of the SOBP beam. The highest differences of the microdosimetric spectra at the
proximal part reflect that is where the simulated and experimental SOBP dose depth
had the highest differences. To improve the calculations the next step will be to
implement a rotating modulator in order to obtain a more uniform absorbed dose




The use of mini TEPCs in high-LET
fields
7.1. Space Charge Effects in High-LET radiation
Another parameter that has been studied is the effect of the applied voltage on the
microdosimetric spectra for high-LET radiation. In general, there is a compromise
between two competing process in the determination of the optimal voltage for a
specific application. Achieving higher gas multiplication allows smaller ionization
events to be observed above the detector noise threshold. However, increasing the
gas gain introduces self-induced space charged effects. These effects depend on: each
event, the geometry of the avalanche and original ionization and the charged produced
by previous events. This introduces a non-linear distortion of the spectrum and a
degradation of the counter resolution [Hendricks, 1969].
7.1.1. Experimental set up
Experimental measurements were performed with two versions of the mini TEPC:
AMICO3 which has rectangular insulators (see Figure 2.7) and AMICO6 with cone-
shape insulators, see section 2.6.3.1. The EuTEPC counter was also used as a reference
(section 2.6.2.2).
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To study the response of the mini TEPC and the EuTEPC at different operational
conditions (applied voltage) for both low and high-LET radiation, the TEPCs were
irradiated with a 137Cs gamma-ray source of 1.1 GBq and with a high energy neutron
field produced at the CN Van de Graaff accelerator of INFN-LNL. Fast neutrons up
to 20 MeV were generated through the 7Li(d,n)8Be reaction with 5.5 MeV deuteron
impinging on a LiF target of 1000µg/cm
2
thickness (see Figure 7.1).
Figure 7.1.: Experimental set up to perform microdosimetric measurements with the mini
TEPC in a 137Cs gamma source at LNL laboratory (left). Mini TEPC exposed to a neutron
field at CN accelerator at LNL (right).
Measurements were performed with propane and propane-TE gases. When the
mini TEPC was fluxed with propane-TE gas at 1 cm3/min at STP conditions, the gas
pressure was set at 62.5 Pa which corresponds to a sensitive volume of (Dρ)C3H8−TE =
0.1 mg cm−2 (1 µm). When the mini TEPC was fluxed with pure propane gas, the gas
pressure was set at 45.7 Pa which corresponds to a sensitive volume of (Dρ)C3H8 =
0.075 mg cm−2 to simulate an equivalent site size in propane-TE of (Dρ)C3H8−TE =
0.1 mg cm−2, as explained in section 4.2.
Gamma and neutron microdosimetric spectra were measured at several bias voltage
in the range 600 V and 820 V. Spectra were collected and compared to observe any
visible distortions as reported in the past by Moro [2006]. The microdosimetric spectra
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were calibrated with the p-edge technique using the Fermi fit as previously described
(see section 3.1).
7.1.2. Results and discussion
In Figure 7.2, neutron microdosimetric spectra measured with the new mini TEPC
(AMICO6) at 1 µm site size (using propane-TE) at different applied voltages (700
V - 870 V) are shown. For comparison, the spectrum collected with the mini TEPC
(old design, AMICO3) at 750 V and the spectrum measured with the EuTEPC as a
reference, are also plotted in the same figure. The microdosimetric spectra were cut
at 2 keV/µm for comparing the high-LET region.
Figure 7.2.: Microdosimetric spectra in the neutron field generated through 7Li(d,n)8Be
reaction with 5.5 MeV deuteron at different applied voltages between 700V and 870V using
the new mini TEPC (AMICO6) at d = 1.0µm. For comparison, microdosimetric spectra
measured with EuTEPC and with the old mini TEPC (AMICO3) are also shown.
The microdosimetric spectra of this neutron field (E¯n = 2.42 MeV, Emax =
20.35 MeV) generated through 7Li(d,n)8Be reaction give rise to y-values events up
to 1000 keV/µm. At low y-values ionization events are primarily due to electrons pro-
duced by gamma rays, above 10 keV/µm events are mainly proton recoils produced by
elastic scattering up to 150 keV/µm (proton edge). At larger y-values (150 keV/µm -
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1000 keV/µm) events are produced by low-energy heavy recoils of the A-150 cathode
wall, mainly carbon, nitrogen and oxygen ions produced by elastic scattering. As 12C
ions are present in high proportion in the A-150 wall (77.6 %, see table 2.1) they are
the major contribution of ions that ionize in this y-value region. At 20.35 MeV neut-
ron energy, neutron-induced charged-particle reactions with N, C and O become more
important even if smaller contributions are produced by N and O ions. Therefore,
among the nuclear capture reactions (n,p), (n,d) and (n,α) with A-150 elements, 4He
ions produced by the 12C(n,α)9Be reaction are recorded and the yd(y) distributions
above 150 keV/µm includes mainly 4He and 9Be reaction products and 12C recoil
ions.
The comparison between the curves of the two mini TEPCs at the same applied
voltage (750 V) shows that the spectra of the new mini TEPC is closer to the spec-
trum measured with EuTEPC with respect to the AMICO3 spectrum. However, an
underestimation of the high-LET events is apparent above 150 keV/µm when increas-
ing the applied voltage ≥ 750 V). The underestimation of the pulse height spectra
only happens when measuring in high-LET radiation at high gas gain. In these con-
ditions, the local charge created by the electronic avalanche of high-LET events is so
high that distorts the electric field, producing an underestimation of the pulse height
spectrum.
Therefore, these measurements suggest that there is a limit when using the new
mini TEPC in high-LET radiation fields. This limit is about 750 V (for propane-TE)
which depend on the very high ionization density of the electronic avalanche that
quenches the avalanche due to the high-LET particles.
In Figure 7.3 the invariance of the shape of the 137Cs microdosimetric spectra
at different applied voltages is shown. As expected, the only effect of increasing
the applied voltage is a lower detection threshold down to 0.1 keV/µm at 820 V in
comparison with the detection threshold of 1.3 keV/µm at 650 V due to increase of
gas gain.
7.1.3. Conclusion
Therefore, from the measurements in high-LET radiation, the optimal applied voltage
to perform microdosimetric measurements in high-LET radiation is 750 V for C3H8−
TE gas while a bias voltage of 600 V - 650 V needs to be used if C3H8 is used. The
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Figure 7.3.: Comparison of 137Cs microdosimetric spectra at different applied voltages
between 650V and 820V using the AMICO6 at d = 1.0µm.
lower applied voltage in propane is because pure propane has a higher gain (see Figure
4.6). In order to cover the 5 orders of magnitude needed, for instance when measuring
in a carbon ion beam, a second measurement at higher gain is collected and the two




Microdosimetry of therapeutic 12C
beams
The Italian National Centre for Oncological Hadrontherapy (CNAO) [Rossi, 2015]
has been treating patients since 2011 with proton and carbon ion beams generated
by a synchrotron and characterized by very high particle fluxes in a given point.
Patients are treated using the pencil beam scanning modality, combined with the
active variation of the beam energy on a spill-by-spill basis.
Commercial tissue-equivalent gas-proportional counters (TEPC) have limited cap-
ability to measure at very high counting rates, therefore the purpose of this work
(Paper IX) was to assess the capability of a mini-TEPC to properly perform micro-
dosimetric measurements for highly demanding carbon ion beams, such as those clin-
ically available at CNAO. First microdosimetric measurements at CNAO carried out
with the mini TEPC in therapeutic carbon ion beam and FLUKA simulations are
presented.
8.1. CNAO Therapy Centre
CNAO is a clinical facility in Pavia (Italy) for treating cancer patients with proton
and carbon ions. The accelerator is a synchrotron that accelerates protons at kinetic
energies between 60 MeV and 250 MeV (maximum proton range of 30 cm in water)
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and carbon ions with energies between 150 MeV/u and 400 MeV/u (corresponding
to maximum Bragg peak depth of 27 cm in water) respectively.
The beam is delivered with an active scanning system [Giordanengo et al., 2015]. A
treatment planning system (TPS) is used to cover the entire tumour volume using a
very large number of beam spots in which the target (tumour) is divided in iso-range
slices. The beam energy is set first at the deepest depth (Bragg peak position) and
is then deflected by two scanning magnets to paint the slice in order to deliver the
planned absorbed dose to every spot. Once the slice is completed, the beam extraction
is stopped and a new synchrotron cycle is used to generate a beam modulated in energy
according to the following slice.
8.2. Experimental set up
8.2.1. Monoenergetic carbon ion beam
In order to simulate a TPS single-slice irradiation, a mono-energetic carbon-ion beam
of 195.2 MeV/u with a double ripple filter (2 mm + 2 mm) to widen slightly the
width of the Bragg peak was used. At this energy the carbon beam has a depth of
77 mm in water. The emerging beam has been calculated to have an average energy
of 189.5 MeV/u and a FWHM (energy spread) of 0.28 MeV/u at the isocentre. The
multi-spot scanning system was used to uniformly irradiate a 30 × 30 mm2 surface.
The surface was irradiated with equally-separated 225 spots, approximately lasting
0.04 s each. This procedure was repeated about 10 times, for a total of ∼ 2,250 spots,
to obtain the total absorbed dose to water of 10 Gy at the reference depth of 2 cm.
The average duty cycle was 28%, being the synchrotron spill pause around 4.5 s. The
maximum fluence rate in a single spot was calculated to be about 2 · 105 mm−2s−1.
8.2.2. The microdosimeter: mini TEPC
A new mini TEPC (explained in section 2.6.3.1) was designed and constructed at
LNL laboratories with the aim of reducing the spectral distortions observed at high
y-values (see Chapter 8). The detector has been tested with photon beams and
neutron beams (see section 7.1) before to perform microdosimetric measurements at
CNAO with carbon ions.
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The mini TEPC was filled with propane gas at 45.7 Pa which corresponds to a mass
per area (Dρ)C3H8 = 0.075 mg cm−2 that is equivalent to (Dρ)C3H8 = 0.1 mg cm−2
in propane-TE gas, as explained in section 4.2. At this gas pressure it matches the
ionization yield occurring in 1µm of tissue.
The microdosimetric measurements presented here were performed in one of the
treatment rooms at CNAO. The mini TEPC was mounted vertically inside a water
phantom that is used for routine dosimetry quality assurance as shown in Figure 8.1.
The detector was placed at the isocentre of the treatment room and the central axis
(z-coordinate) of the water phantom was aligned to match the beam axis. The 3D
translation stage allowed a positioning accuracy of 0.1 mm in order to properly set
a well-defined depth. The overall position uncertainty, mainly due to the PMMA
window and cylinder thickness uncertainties, was estimated to be 0.6 mm.
Figure 8.1.: Experimental set up to perform the microdosimetric measurements at CNAO
facility (left). The mini TEPC was inserted in a lucite support placed in the water phantom,
the red dot on the mini TEPC indicates the position of the isocentre (right).
8.2.3. Data processing
Microdosimetric spectra were collected for two different gas gains (600V and 750V)
in order to record the whole spectrum. In order to prevent from non-linearities above
200 keV/µm, the TEPC was operated at 600 V and to detect the small events a high
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gas gain was used, with an applied voltage of 750 V we could measure down to 0.4
keV/µm. The detector was connected with the gas flow system and the electronic
system as explained in section 2.9. The two spectra with different gains were then
joined off-line by matching the common spectral parts. The spectra were calibrated
with the carbon edge, which corresponds to the spectral region where the pulse height
spectra falls abruptly (see Figure 8.3 the microdosimetric spectra at 77.7 mm). To
calculate the marker point with high precision we used the calibration procedure
explained in section 3.2. Using the marker point of C-edge, the distributions were
calibrated assigning to this marker point the maximum stopping power of carbon ions.
The maximum stopping power of carbon ions in propane-TE is due to C-ions of 2.7
MeV which have a range of about ∼ 3µm [ICRU 73, 2005]. As we measured in a TE-
equivalent site size of 1µm, the 2.7 MeV carbon ions cross completely the sensitive
volume, then we can assume that the maximum pulse-height spectrum was due to
the energy released inside the detector by these ions. However, in order to compare
our data with clinic dosimetric data, the microdosimetric spectra were calibrated for
a liquid water site by giving to the maximum pulse height the stopping-power value
in liquid water, namely 931 keV/µm [ICRU 73, 2005], which corresponds to a lineal
energy y-value of 1397 keV/µm.
8.3. MC simulations of carbon beams with FLUKA
Lineal energy distributions in mixed radiation fields produced by therapeutic carbon
ion beams in phantoms can be also predicted by FLUKA. FLUKA [Ferrari et al.,
2005], [Bo¨hlen et al., 2014] is a condensed-history code multipurpose MC particle
transport code but can be switched to a single scattering mode when the number of
collisions is very low (i.e. thin layers or crossing gas-condensed medium interfaces)
and the multiple scattering approach is unreliable. It accounts for energy losses due to
electromagnetic interactions, energy loss fluctuations, Coulomb scattering and elastic
and inelastic nuclear interactions of primary particles and all subsequent produced
secondaries. A previous study demonstrated that the nuclear models are accurate
enough [Bo¨hlen et al., 2012].
The FLUKA code (version 2011.2c) was used to calculate the carbon microdosi-
metric spectra in a 1µm site size at different water depths for the monoenergetic
carbon ion beam. The experimental set up modelled in FLUKA is shown in Figure
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8.2 and for the mini TEPC a similar geometry as shown in Figure 6.5 was modelled
but with the external layer in aluminium instead of titanium.
Figure 8.2.: Sketch of the experimental set up modelled in FLUKA.
Two different irradiation modalities were simulated. In the first one, a carbon ion
beam of 189.5 MeV/u with a FWHM 0.1 MeV/u and a Gaussian beam size (FWHM)
of 0.6 cm was used to impinge at the isocentre. In the second approach, the carbon
ion beam was stochastically moved over a 30 × 30 mm2 area around the isocentre,
to more realistically reproduce the experimental conditions. Microdosimetric spectra
were then calculated at different depths inside the water phantom, by scoring the
energy depositions in the mini-TEPC gas cavity, event-by-event.
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8.4. Results and discussions
8.4.1. Experimental measurements
Measurements were performed at seven different depths in the water phantom. At
the nominal detector positions in the water phantom, PMMA and all the detector
layer thicknesses have been added, after having multiplied them by the mass-stopping
power ratio liquid water/material. The total pulse number for each spectrum spanned
from ∼ 106 to ∼ 3 · 106. Because of the electronic noise, the experimental spectra
had a low detection threshold of 0.2 − 0.3 keV/µm. Therefore, all the spectra were
extrapolated down to 0.01 keV/µm by using the linear best-fit of 0.2 − 0.5 keV/µm
data. Figure 8.3 shows the microdosimetric spectra for 12C beams at seven different
depths in the water phantom.





















Figure 8.3.: Carbon microdosimetric spectra measured in a site size d = 1.0µm collected
at different water depths indicated in the figure. The area under the curve for each spectrum
was normalized to unity, as explained in section 2.28, so that the area under the curve in a
given y-interval is proportional to the relative contribution of the events in this interval to
the total absorbed dose.
The dose-averaged lineal energy is multiplied by y and is plotted against log(y).
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In this representation the area under the curve for each spectrum was normalized
to unity, as explained in section 2.28, so that the area under the curve in a given
y-interval is proportional to the relative contribution of the events in this interval to
the total absorbed dose.
In the plateau region, the two spectra show almost Gaussian shapes, centred around
37 and 53 keV/µm which indicate that the absorbed dose in 1µm site is mainly due to
stopping powers of carbon ions in liquid water of 25 and 35 keV/µm respectively. The
distributions are shifted to higher values when decreasing the carbon energy. At the
distal edge of the Bragg peak, the four distributions are broadened showing the shift
of the main peak with increasing the depth until the maximum y-value, the carbon
edge at 1397 keV/µm. At 77.7 mm of depth the carbon edge is well pronounced and
easy to recognize. Also, at the depths around the Bragg peak, two peaks appears
at lower y-values which are mainly due to the presence of secondary fragments. The
behaviour of these C distributions at the Bragg peak indicates that with increasing
depth the absorbed dose is mainly due to low energy carbon ions. As it can be
observed, at depths in the distal edge, events of y-values of less than 100 keV/µm
play an important role because they broaden the distributions. Two secondary peaks
appear due to the presence of secondary fragments. The first peak appear around 10
keV/µm and a second one around 50 keV/µm. As can be seen, these peaks become
dominant at depth 78.3 mm which is behind the Bragg peak.
Light ion events from nuclear reactions are meaningful only in the Bragg peak distal
edge, at the end of which they become dominant, since the fluence of the primary
carbon ion beam decreases rapidly.
On Figure 8.4 the frequency-mean y-values (y¯F ) normalized to the highest value are
plotted as a function of water depth. The overall y¯F uncertainties were assessed to be
5% and the uncertainty on the position was 0.6 mm. The absorbed dose profile as a
function of depth measured previously with a standard ionization chamber PeakFinder
(PTW, Freiburg, Germany) [Rossi, 2015] is superimposed on the same figure.
It is known that the absorbed dose is proportional to the mixed-radiation-field
average LET. Assuming the CSDA approximation and that all ions have ranges bigger
than 1µm, the y¯F -values measured with a spherical counter are equal to the average
LET-values [ICRU 36, 1983]. Figure 8.4 shows that y¯F -values scale with the depth
pretty similarly to the absorbed dose. The residual differences seen in the distal part
of the Bragg peak are possibly due to two different physical phenomena. On one hand,
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Figure 8.4.: Relative absorbed dose depth profile (line) and the relative frequency-mean
lineal energy (symbols) derived from the distributions presented in Figure 8.3.
the CSDA approximation does not hold anymore because of the δ-ray escape from
the detector sensitive volume. Secondly, in the distal edge, because of low-energy ions
their ranges are smaller than 1µm.
To have an estimation of the secondary particles (fragments) contributing to the
spectra distributions, MC simulations were carried at different depths (see next section
8.4.2). The calculated distributions indicate that the peak at low y-values is mainly
due to protons and the peak around 50 keV/µm is mainly due to helium, boron ions
and low energy carbon ions.
8.4.2. Comparison with FLUKA simulations
MC calculations were performed on the HMEM cluster of the Universite´ catholique
de Louvain, which uses eight 2.2 GHz processors.
For the single spot modality, 3.3 · 107 carbon ions were generated with a Gaussian
distribution in a 6.2 mm FWHM spot. Two calculations were performed, placing
the mini-TEPC model at the spot centre before and after the Bragg peak, namely
at 76.0 mm and 78.3 mm of depth. About 100 hrs. of CPU time were necessary
156
8.4. Results and discussions
to generate one microdosimetric spectrum. In Figure 8.5 the calculated spectra is
plotted together with the experimental data shown previously (Figure 8.3) at 76 mm
and 78.3 mm of depth. Figure 8.5 shows that calculated data are pretty consistent
with experimental data only for y ≥ 40 keV/µm at 76.0 mm and for y ≥ 2 keV/µm
at 78.3 mm. At lower y-values, calculated data underestimate experimental data.
Possibly because the irradiation modality is rather different from that one used in the
measurements. The experimental spectrum at 76.0 mm of depth shows a bump at
70-100 keV/µm, which is not present in calculated spectrum. In that y-value region,
experimental data are possible affected of a larger systematic uncertainty, since the
two spectra collected with two different voltages were joined just in that region (see
section 8.2.3).
In order to better reproduce the active scanning system used during the measure-
ments, a second simulation with the multi-spot modality was performed (see section
8.3). 8.3 · 107 and 3.3 · 107 carbon ions were generated at 76.0 mm and 78.3 mm
respectively. With this irradiation modality, microdosimetric calculations have been
very time-consuming, lasting 2200 hrs. and 900 hrs. of CPU for the two spectra
respectively. As can be seen from plots of Figure 8.5, the comparison between calcu-
lated and experimental data is more consistent down to lower y-values when FLUKA
30× 30 mm2 approach was used.
These findings show that an increased number of relatively low-LET charged particles,
fragments of the primary carbon ions, reach also the detector when the primary ion
spot is scanning the area far (few mm) from the centre of the mini TEPC. Therefore,
the dosimetric contribution of these fragments is significant at the Bragg peak distal
edge and cannot be neglected.
In table 8.1 experimental and calculated frequency-mean y¯F and dose-mean y¯D
lineal energy are reported for the two depths calculated with FLUKA, after having
cut the experimental spectra at 0.1 keV/µm (the minimum y-value of calculated
spectra).
Multi-spot calculated mean-values are closer to experimental data than single-spot
calculations even if the differences are still high. Data from table 8.1 point out that the
active-scanning irradiation modality decreases the irradiation microdosimetric quality
both in the proximal- and distal- edge.
To understand the reason of such a decrease, it is necessary to keep in mind that
measured microdosimetric spectra are convolutions of events due to different ions,
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Figure 8.5.: FLUKA simulations in comparison with experimental microdosimetric spectra
of a 12C beam of 195.2 MeV/u at depth of 76 mm (top) and at depth of 78.3 mm (bottom).
The double logarithmic scale shows better the differences for the low y-values. The area
under the curve for each spectrum was normalized to unity, as explained in section 2.28, to
maintain the proportionality between the absorbed dose fraction associated with an interval
of y and the area under the plotted curve.
which come from the primary beam as well as from the nuclear reactions of fast
carbon ions with the propane sensitive volume and the A-150 plastic cathode.
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Table 8.1.: Frequency-mean y¯F and dose-mean y¯D lineal energy at 76.0 mm and 78.3 mm
of depths in water.
depth (mm) y¯F (keV/µm) y¯D(keV/µm)
76.0 Experimental data 18 ± 1 303 ± 15
FLUKA single-spot 89 ± 6 361 ± 25
FLUKA multi-spot 42 ± 5 350 ± 25
78.3 Experimental data 3.6 ± 0.2 56 ± 3
FLUKA single-spot 8.6 ± 0.6 114 ± 8
FLUKA multi-spot 5.3 ± 0.4 50 ± 4
Calculations in the multi-spot modality give higher yields for low y-values, with
respect to single spot modality, because they take into account also events due to light
ions emerging from nuclear collisions occurring far from the counter. The difference
is larger in the Bragg-peak proximal edge than in the distal edge.
While multi-spot calculated y¯F -values are close to experimental values (+16% at
76.0 mm and -12% at 78.3 mm), single-spot calculated y¯F -values are rather different.
The main reason of such differences is likely due to calculation limits in modelling the
electron-molecule interactions at low electron energies (transport of electrons down
to 1 keV) and due to an underestimation of the secondary ions [Bo¨hlen et al., 2012].
Also the irradiation model is an approximation, since the stochastic covering of the
30 × 30 mm2 area (calculations) is not equal to the uniform covering of the same
area (measurements). However, also experimental measurements could suffer of over
estimation of low y-values because of stochastic electron noise.
In addition to the microdosimetric spectra, the relative contribution of all the
species involved at different depths are displayed in Figure 8.6, using the 30×30 mm2
FLUKA simulation, at 76 mm and 78.3 mm of depth respectively.
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Figure 8.6.: Top: calculated microdosimetric spectra at depth of 76 mm in comparison
with the experimental data. Bottom: calculated microdosimetric spectra at depth of 78.3
mm in comparison with the experimental data. The calculated contribution of the different
fragments; hydrogen (H), helium (He), lithium (Li), beryllium (Be), boron (B) and carbon
ions (C) are also shown. The double logarithmic scale shows better the differences for the
low y-values.
At depth of 76.0 mm the majority of absorbed dose due to small y-values ≤
10 keV/µm is caused by protons and helium ions. At higher y-values, carbon ion
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events are dominant, with a small (less than 1%) boron ion contamination. Calcula-
tions point out a small secondary carbon ion peak at about 40 keV/µm, which is not
present in experimental data. At the distal edge (78.3 mm), calculations show that
protons and helium ions are still dominant for y ≤ 5 keV/µm events. This is because
fast protons and helium ions travel at distances bigger than the carbon ion range.
However, the Figure at 78.3 mm shows also a peak at about 40 keV/µm mainly due
to carbon ions. A second peak at about 10 keV/µm is due to a mixture of carbon ions
and helium ions. Experimental data confirm the existence of both the peaks, together
with the existence of a long tail of carbon events which extends up the carbon edge
value (1397 keV/µm).
That tail is likely due to residual primary carbon ions which are still present at
the end of carbon range. On the contrary, the peak at 40 keV/µm can not be due
to primary carbon ions (they should have more than 1000 MeV/u of specific energy).
Therefore, they are likely due to low-energy carbon ions from secondary nuclear reac-
tions. Monte Carlo data confirm that those events are due to slow carbon ions set in
motions by elastic nuclear reactions of neutrons with the A-150 plastic cathode and
with the propane gas. Low-energy carbon ions give rise respectively to the so-called
“stopper” and “insider” events (see section 2.5.4), the y-values of which is much less
of their LET values. For instance, 27 keV carbon-ions have a range of only 0.13
µm in propane-TE. Therefore, these ions can release, at maximum, 27 keV inside the
mini-TEPC sensitive volume. After the liquid water calibration, this absorbed energy
becomes a lineal energy of 40 keV/µm (the peak on the Figure at 78.3 mm), while 27
keV carbon ions have a LET-value of 156 keV/µm (corresponding to a y-value of 234
keV/µm) in liquid water. Calculations plotted in Figure 8.6 could also give a possible
explanation of the y¯F underestimation of the relative dose in the distal edge (see Fig-
ure 8.4). In order to confirm such analysis of the distal edge data, microdosimetric
measurements at simulated site sizes less than 1 µm should be performed, with the
aim to transform “stopper” and “insider” events in “crosser” events.
Overall, the comparison shows that simulated and experimental data are consistent,
considering that the precision of ion ranges in media have some uncertainties. It is
plausible that the differences found between simulated and experimental spectra are
due to the uncertainties in the range of ion beams of 0.5 mm [Andreo, 2009].
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8.5. Conclusion
The mini TEPC was used to measure carbon microdosimetric spectra at different
depths in a water phantom at CNAO. In order to reproduce a single slice of the TPS,
a mono-energetic carbon ion beam of 189.5 MeV/u was used. The pencil beam active
scanning modality was used to uniformly irradiate a 30× 30 mm2 surface.
Microdosimetric measurements were performed at 7 different depths both in the
Bragg peak proximal edge and distal edge. In addition, both the mini-TEPC and the
irradiation set-up have been implemented in the FLUKA 2011.2c Monte Carlo code.
Calculations were performed only at two depth positions, because these simulations
were very CPU time consuming to generate the about 8 · 107 events necessary for the
comparison. Calculated and experimental spectra are pretty consistent; pointing out
that mini-TEPCs can successfully measure also in the very intense (ion fluence rate up
to 2 · 105 particles/mm2 · s) carbon ion beams without important pile-up effects and
spectral distortions. Therefore, mini-TEPCs could in future monitor the radiation
quality of carbon ion beams delivered with a real TPS with sub-millimetric precision.
FLUKA calculations point out the mean microdosimetric quality decreases, with
respect to the single spot (6 mm area) irradiation, when a larger area (30× 30 mm2)
is irradiated. This finding is due to low y-value events of hydrogen and helium ions
coming from nuclear reactions occurring far from the sensitive site of the detector.
Experimental y¯F -values scale pretty well with absorbed-dose measured data, point-
ing out that y¯F -values can be used as a fairly good substitute of mean LET everywhere
in the irradiated volume, but not in the distal edge, where the events due to low-range
ions, which are not able to cross the counter sensitive volume, are dominant. There-
fore, microdosimetric measurements in 1µm site underestimate the mean LET values
in the Bragg-peak distal edge. However, a correct LET estimation could be useless in
order to assess the relative biological effectiveness of these ions. At such low energies
(less than few tens of keV) the nuclear stopping power starts dominating the interac-




This PhD thesis has been mainly devoted to the study of the current limits of exper-
imental microdosimetry to its application for hadron therapy (in particular carbon
beams). The feasibility of performing microdosimetric measurements with the mini
TEPC in a therapeutic carbon ion beam has been proved successful.
The research has been conducted by performing microdosimetric measurements
using a mini TEPC and by performing MC simulations. The major conclusions of
this work are:
• A simple procedure based on the edge technique has been presented to calib-
rate microdosimetric spectra using an external 137Cs gamma source with high
accuracy less 1%. The power equation is given for calibrating spherical and cyl-
indrical TEPCs filled with C3H8−TE gas at different site sizes between 0.5µm
and 3.0µm, using an external 137Cs gamma source.
• The calibration study illustrates how the use of different basic physical data in
the calibration procedure introduces significant “type B” uncertainties which
must be taken into account, especially for measurements at small site sizes. An
additional uncertainty is obviously related to the determination of the particular
feature of the measured spectrum (the marker point) to which this lineal energy
value is assigned.
• The procedure presented in this work allows the calibration of TEPCs with a
gamma source with an overall uncertainty comparable to the p-edge calibration
(overall uncertainty 5%). When applying the proton-edge calibration, it is re-
commended to mention (i) which marker point is used in the p-edge region, and
(ii) which database is applied to calculate the corresponding lineal energy. This
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is particular important for the inter-comparison of microdosimetric measure-
ments performed by other groups and, for instance, to compare the monitored
radiation quality of therapeutic hadron beams of different centres.
• The comparison of experimental microdosimetric spectra for 137Cs and neut-
ron fields, in the equivalent diameter range investigated in this study, 0.5µm
to 3.0µm, confirms that the C3H8-filled TEPC has almost the same response
function as the C3H8 − TE filled detector if the gas density of pure C3H8 is
reduced by a factor of 0.75 (the ionization cross section mean ratio).
By applying this factor, pure propane gas can be used as a substitute of the
TE-gas mixture. The shape of microdosimetric spectra for the two gases are
almost the same, and the derived dose-mean lineal energies (y¯D) do not differ
significantly, within the estimated uncertainty of 1.5%.
• A practical formula was derived from experimental data to assess the simulated
site size d in sealed TEPCs. The ratio of markers points for the proton-edge
over the electron-edge can be used to estimate the gas density of sealed TEPCs
after long term operation, using a simple exponential equation valid in the range
0.5µm to 3.0µm. The ratio is obtained from two independent measurements in
two different radiation fields at the same operative conditions, namely with the
TEPC biased at the same voltage. These two independent measurements can
be performed systematically in sealed TEPCs to monitor quantitatively the site
size with an uncertainty of less than 5%.
• FLUKA and PENELOPE codes are able to simulate 60Co and 137Cs microdo-
simetric spectra in the range 1µm to 3µm. Maximum differences of about 10%
were found between calculated and experimental data for yF -values, while an
underestimation of yD-values of about 4% and 8% for FLUKA and PENELOPE
respectively.
Comparisons with photon experimental microdosimetric data have shown that
FLUKA code is accurate enough to simulate microdosimetric spectra with good
accuracy down to 1µm site sizes.
• The mini TEPC was used to perform carbon microdosimetric measurements at
CNAO facility at different depth of a water phantom.
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This first experimental investigation has pointed out that mini-TEPCs are suit-
able for measuring microdosimetric spectra in high-intensity carbon ion beams
(particle fluence rate up to 2 · 105 mm−2s−1) delivered by a active scanning
system without pile-up effects or spectral distortions.
The mini TEPC was irradiated with monoenergetic beam of 189.5 MeV/u and
measurements were performed at different depth both at the Bragg peak prox-
imal edge and distal edge.
A reasonable consistency between measured microdosimetric spectra with FLUKA
simulations suggests that mini TEPCs could be used to monitor the radiation
quality of scanned carbon pencil beams with sub-millimeter precision.
FLUKA calculations point out the mean microdosimetric quality decreases, with
respect to the single spot (6 mm area) irradiation, when a larger area (30 ×
30 mm2) is irradiated. This finding is due to low y-value events of hydrogen and
helium ions coming out from nuclear reactions occurring far from the site.
Based on the promising results, future measurements will be performed at
CNAO with the same mini TEPC and with an updated version in order to
complete the microdosimetric study of carbon ions.
A more accurate Monte Carlo model of the CNAO therapeutic beam with the
aim to use microdosimetric experimental data to benchmark FLUKA microdo-
simetric calculations will be the subject of future research.
How the clinics can take advantage from microdosimetry?
This research has a direct impact in the clinical environment since the additional
knowledge of the radiation quality for a fixed radiation field (defined in terms of ab-
sorbed dose, biological dose and absorbed dose fractionation) represents a collection
of data beneficial to all hadron therapy centers. By performing microdosimetric meas-
urements, an improved integration of radiation quality parameters in the physical and
biological optimization of radiation therapy is expected.
The implementation of microdosimetric measurements in hadron therapy will have a
result also in terms of quality assurance since the microdosimetric spectra are sensible
to variations of the radiation beam quality (with a precision of ±5%) which are
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Knowledge of the gas gain is important to optimise the design and the operating characteristics of tissue-equivalent proportional
counters (TEPCs), especially for simulated sites smaller than 1 mm. TEPC area monitors of the order of centimetres must
operate at very low gas pressure to simulate micrometric volumes, consequently the Townsend theory cannot be applied: effects
related to the presence of an electric-field gradient become important and must be considered. A detailed description of the elec-
tron avalanche formation is complex, but in most practical cases an analytical formula can be used. The so-called gradient-field
model includes three characteristic constants of the counting gas, which were already experimentally determined for propane-
tissue equivalent (TE) and dimethyl ether (DME) gases. The aim of this work is to measure the gas-dependent parameters for
propane gas. Preliminary results obtained with a spherical TEPC are presented.
INTRODUCTION
Tissue-equivalent proportional counters (TEPCs) can
be used to assess the radiation quality for radiation
protection purposes, including space environments.
TEPC area monitors have dimensions of the order of
centimetres to guarantee a sufficient pulse rate in low-
intensity radiation fields and generally, they simulate
site sizes of diameter Dr¼ 0.2 mg cm22 in mass per unit
area, corresponding to 2 mm at density r ¼ 1 g cm23.
Such detectors can be used to properly assess the radi-
ation quality in high-energy mixed radiation fields,
when all the incident particles cross the TEPC,
without stopping inside. On the contrary, when the
range of the interacting particles is shorter than the
site length, the measured lineal energy, y, underesti-
mates the local energy density caused by the radiation
field. Such underestimations could be reduced if
TEPCs could be built, able to measure at simulated
diameters significantly ,2 mm. Unfortunately, the
simulation of very small sites raises some technical
problems. If the simulated site size is small, low
linear energy transfer (LET) events may cause only
a few ionisations inside the sensitive volume.
Consequently, the TEPC gas gain must be increased
to allow the detection of 1 or a few electrons, and to
keep the lowest threshold of microdosimetric spectra
at a few tenths of keV mm21. On the other hand, in-
creasing the gain has the disadvantage that the ava-
lanche widens up to occupy a significant part of the
sensitive volume, decreasing the counter resolution
significantly.
Therefore, knowledge of the detector gas gain is
mandatory for the construction of TEPCs with the
following characteristics: (1) gas gain high enough to
allow for the detection of 1 or a few electrons,
(2) avalanche confinement good enough to give
acceptable resolution in the measured spectra and (3)
a little sensitivity of the gas gain to gas pressure vari-
ations, to guarantee a good stability, especially in
sealed detectors where the pressure could change over
time.
In this work, preliminary results for the gas con-
stants in pure propane gas are presented. These are
the first gas gain measurements in propane, which is
important for the use of sealed detectors where differ-
ential gas absorption in the cathode wall could
change the percentage composition of gas mixtures.
Pure propane is also preferred for radiation protection
measurements in space.
GAS GAIN GRADIENT-FIELD MODEL
Numerous studies(1) have been carried out to derive a
general expression describing the gas gain in propor-
tional counters depending on the geometry, applied
voltage, filling gas and gas pressure. These studies are
based on the classical gas gain theory in which the
first Townsend ionisation coefficient, a/N, is only a
function of the reduced electric-field strength S ¼ E/
N (where E is the electric-field strength and N is the
gas number density). In most practical cases, when
the reduced electric-field strength at the anode
surface, Sa, is ,850 Td (1 Td ¼ 10217 V.cm2), this ap-
proach gives results which are accurate enough. At
larger Sa values, phenomena governing the electron
avalanche formation in cylindrical or spherical geom-
etries, especially at very low gas pressure, are complex
and the classical approach cannot be applied: effects
due to the presence of an electric-field gradient
become important and must be taken into account.
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Se´gur et al.(2) developed an analytical formula for the
gas gain, the so-called gradient-field model, which





½expðMSm1a Þ  expðMSm1c Þ
ð1Þ
where K ¼ DV/ln(rc/ra), rc and ra are the cathode and
anode radii, respectively, and DV is the applied voltage
between them. The formula includes L, Vi and m,
three characteristic constants of the counting gas,
which were already determined experimentally for
propane-TE and DME gases(3). The parameter M is a
function of the previous ones and of the parameter K:
M = L  ðK /VÞ  ½expðVi/KÞ  1.
INSTRUMENTS AND METHODS
Experimental setup
Measurements were performed with a spherical
TEPC designed and constructed at LNL-INFN to be
used as an area monitor in complex-mixed radiation
fields(4). The cathode is made of tissue-equivalent
plastic (A-150) with an internal diameter d ¼ 5 cm,
filled with pure propane gas. The spherical shape was
chosen for isotropic response, and the detector was
properly designed to produce a nearly uniform elec-
tric field along the length of the anode. The (100+
5) mm anode was kept at ground potential and a nega-
tive high voltage was applied to the cathode. The
TEPC output was connected to a charge-sensitive pre-
amplifier with a measured input-test capacitance of
(1.04+0.02) pF. To cover the wide dynamic range of
energy deposited in the TEPC, the pulses from the
output of the preamplifier were fed in parallel to three
linear amplifiers with different electronic gain. Shaped
pulses were converted by three analog/digital converter
CAMAC modules, which provide fast pulse-height pro-
cessing over the large dynamic range.
To evaluate the characteristic constants of the
counting gas, the gas gain has to be measured at dif-
ferent pressures as a function of the applied voltage.
Due to the large number of measurements required
for a rigorous and extended study, the use of a port-
able photon source rather than an accelerated particle
beam is more convenient due to beam time restric-
tions. Therefore, the experimental gas gain was ob-
tained by studying the TEPC response to low-LET
radiation; in particular, a 60Co source of 409 kBq and
a 137Cs source of 1.11 GBq were used.
Calibration of microdosimetric spectra
Calibration of microdosimetric spectra in terms of
lineal energy y was performed using the electron-edge
technique(5). The y-value of the electron edge at each
pressure was found calibrating the pulse-height spectra
with the proton edge produced by neutrons having a
mean energy of 0.58 MeV. These neutrons were pro-
duced in the Be(p,n) reaction of 3 MeV protons on a
thick beryllium target. The y-values of the proton edge
were calculated from the International Commission
on Radiation Units and Measurement Report 49(6). To
determine the y-values of the electron edge, the calibra-
tion factors obtained from the proton edge were multi-
plied by the ratio We=Wp ¼ 0:969 to take into account
the differences in the W-values for electrons and
protons in propane gas(7).
As an example of neutron and gamma spectra,
Figure 1 shows the results of 0.58 MeV neutrons and
137Cs gamma radiation at 0.5 and 2.0 mm site sizes.
Here, the detection threshold was 0.22 keV mm21 and
data were linearly extrapolated down to 0.01 keV mm21.
GAS GAIN MEASUREMENTS
The gas gain Gexp of a proportional counter is gener-
ally defined as the ratio Nout/Nin, where Nout is the
number of electrons at the output of the TEPC and
Nin is the initial number of electrons produced in the
sensitive volume by incident radiation.
The measured photon lineal energy distributions
are used to calculate the gain in the following way.
The lineal-energy ye of the electron edge is used to
calculate the number Nin of the initial electrons pro-
duced in the gas volume of the TEPC. Avoltage pulse
is fed into the test input of the preamplifier to repro-
duce the output signal of the electron edge. The peak
height he of this pulse is used to calculate the final
number Nout of electrons after the gas amplification.
At each pressure, the lineal energy ye at the electron
edge is of course independent of the applied voltage
DV, whereas the peak height he increases with DV
because the gas gain Gexp increases.
To calculate Gexp, the following expression can be
used(3):







where the first bracket represents Nout and the second
Nin. Ctest is the capacitance at the test input, fcorr is a
correction factor that takes into account the differ-
ences in shape between the pulse generated by the ra-
diation and the pulse fed into the test input(8), e is the
electron charge and l is the mean chord length of the
gas cavity.
The Gexp was determined at five different pressures:
5.5, 11.0, 16.5, 21.9, 27.4 mbar corresponding to site
sizes of 0.5, 1.0, 1.5, 2.0 and 2.5 mm when scaled at a
density of 1 g cm23. At each gas pressure the microdosi-
metric 60Co and 137Cs spectra were collected at different
D. MORO ETAL.



















voltages DV between the cathode and the anode, increas-
ing DV from 620 to 760 V by steps of 20 V.
The gas pressure was measured at 258C by a MKS
absolute manometer at the valve entrance of the de-
tector with a precision of 0.01 mbar. After each set of
measurements, the pressure was checked again. A
maximum increase of 0.06 mbar at the lowest pressure
of 5.5 mbar was measured. The overall estimated
uncertainty for the gas gain measurements was
around 6 %.
Figure 1. Microdosimetric spectra in propane of 0.58 MeV neutrons (dashed line) and 137Cs (continuous line) for 0.5 and
2.0 mm site sizes.
Figure 2. The reduced gas gain against the reduced electric-field strength Sa at the anode surface for different K-values.
Symbols: experimental data (error bars indicates the statistical uncertainty). Lines: best fits according to the gradient-field
model.
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To derive the characteristic constants of the counting
gas, the reduced gain lnG/K was represented as a
function of Sa, for each fixed K-value, as shown in
Figure 2. Here, eight sets of data are plotted, from
K ¼ 99.8 V to K ¼ 122.3 V. As a given K-value means
a given applied voltage DV, different Sa values in each
set correspond to different gas pressures.
The trend of the data shown in Figure 2 confirms
that, for a given Sa value, lnG/K does not lie on a
unique curve as described by the classical Townsend
model, but it shows a K dependence as described by
the gradient-field model.
The gas-model characteristic constants were
obtained by best fitting, at each K-value, lnG/K(Sa)
data with the analytical model. The procedure was
repeated for the eight data sets. The best-fitting curves
are also plotted in Figure 2. The resulting gas-
dependent characteristic constants are given in Table 1.
Despite the fact that the gradient-field model does
not describe any dependence of the gas constants on
the K-value, the results given in Table 1 show a signifi-
cant variation of the L, Vi and m parameters with
changing K-value. The average values are listed in
Table 2, together with the published data for C3H8-
TE and DME gases(3). These last data were deter-
mined using a cylindrical TEPC, whereas in the
present study a spherical TEPC was used. Even
though the spherical detector was properly designed
to assure a cylindrical symmetry for the avalanche
volume, potential differences related to the spherical
against cylindrical geometry should be considered
and will be matter of future investigations.
A subset of experimental lnG/K-values is plotted
again in Figure 3, together with the curves obtained
from the model using the average gas constants of
Table 2, at K ¼ 99.8 V and K ¼ 122.3 V. It can be
Table 1. Gas-dependent characteristic constants for different
K-values.
K (V) L (Td1 – m) Vi (V) M
99.8 213 17.1 0.29
103.0 296 16.7 0.25
106.2 306 16.5 0.24
109.4 341 16.3 0.22
112.0 248 16.7 0.27
115.9 303 16.3 0.24
119.1 314 16.2 0.23
122.3 337 16.1 0.22
Table 2. Mean values of the gas-dependent characteristic
constants for different gases.
Gas L (Td1 – m) Vi (V) M K (V)
C3H8-TE
a 350+47 16.0+0.2 0.8+0.01 90–130
DMEa 344+50 15.3+0.4 0.17+0.05 90–130
C3H8
b 295+44 16.5+0.3 0.24+0.02 99–122
aCylindrical TEPC(3).
bSpherical TEPC, present data.
Figure 3. The reduced gas gain against the reduced electric-field strength Sa at the anode surface for different K-values. Lines
correspond to the gradient-field model for K¼ 99.8 and 122.3 V using the averaged gas-constant values for propane (Table 2).
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observed that experimental values of the reduced gain
for K ¼ 122.3 V are slightly larger than the model and
those for K ¼ 99.8 V are slightly smaller than the
model.
Figure 3 clearly demonstrates that the gradient-
field model is able to reproduce the general trend of
the measured gas gain data. The experimental results
confirm that, for a given Sa value, the curve represent-
ing the reduced gas gain lnG/K as a function of Sa is
split into different curves according to the K-values.
In Figure 3 this effect is not very expressed because
the studied K-range was not very extended (only 20 %
difference between the minimum and the maximum
K-value).
To better investigate the limits of the model it is
therefore necessary to extend the study of the gas gain
in particular to smaller K-values, where the effect of
the electric-field gradient is expected to play a greater
role. Unfortunately, the avalanche starts at Sa values
greater than a threshold value Sa
*, which restricts the
range of K-values which can be used, because redu-
cing K also implies a lower Sa, being Sa ¼ K/(ra. N ).
Therefore, to further decrease the K-value, while
keeping Sa above the threshold value, it is necessary
either to reduce the anode diameter ra or to decrease
the gas density N. The first possibility is on-going and
the second one needs the use of a special detector, an
avalanche confinement TEPC(9), able to work at very
low pressures.
CONCLUSIONS
The average parameters of the so-called gradient-field
model were measured in pure propane with a spherical
TEPC. The capability of the model to describe experi-
mental gas gain data was studied for eight different
K-values, from K ¼ 99.8 V to K ¼ 122.3 V. Experi-
mental values of the reduced gain for K ¼ 122.3 V
were found to be slightly larger than the model and
those for K ¼ 99.8 V were found to be slightly smaller
than the model.
It is planned to extend the investigation to regions of
lower K-values where the effect of the electric-field gradi-
ent is expected to be stronger(2). As the reduced electric-
field strength Sa at the anode is equal to K/(ra N ),
high gas gains at low K-values can be reached only if
the anode radius ra or the gas number density N are
correspondingly decreased.
To investigate the potential influence of the detect-
or geometry (thickness of the anode wire and
cylindrical versus spherical volumes), further mea-
surements are also under progress.
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Tissue-equivalent proportional counters (TEPCs) are widely used in experimental microdosimetry for characterising the radi-
ation quality in radiation protection and radiation therapy environments. Generally, TEPCs are filled with tissue-equivalent gas
mixtures, at low gas pressure, to simulate tissue site sizes similar to the cell nucleus (1 or 2 mm). The TEPC response using
Monte Carlo (MC) codes can be applied to supplement experimental measurements. Most of general-purpose MC codes
currently available recourse to the condensed-history approach to model the electron transport and do not transport low-energy
electrons (<1 keV), which can lead to systematic errors, especially in thin layers and in gas-condensed medium interfaces. In this
work, a comparison between experimental microdosimetric spectra of 60Co and 137Cs radiation at different simulated sizes (from
1.0 to 3.0 mm) in pure propane versus simulated spectra obtained with two general-purpose codes FLUKA and PENELOPE,
which include a detailed simulation of electron–photon transport in arbitrary materials, including gases, is presented.
INTRODUCTION
Tissue-equivalent gas proportional counters (TEPCs)
are widely used in experimental microdosimetry for
characterising the radiation quality in complex radi-
ation fields(1). Generally, TEPCs are filled with tissue-
equivalent gas mixtures, methane-TE or propane-TE,
at low gas pressure, to simulate tissue site sizes similar
to the cell nucleus (1 or 2 mm).
One way to calibrate the pulse-height spectrum in
energy is identifying characteristic features of the
microdosimetric spectrum itself, the so-called edge
technique(2). In a photon microdosimetric spectrum,
this region is called electron edge (e-edge). The e-edge
is determined by the maximum energy loss of elec-
trons in the gas cavity and depends on gas pressure,
gas composition and counter geometry. The depend-
ence of these parameters and the intrinsic uncertain-
ties of the electron range at low energies complicate
the determination of the calibration point(2, 3).
Numerical calculations of microdosimetric spectra
using general-purpose Monte Carlo (MC) codes
could be applied to supplement experimental mea-
surements in microdosimetry. For instance, the simu-
lated TEPC response can be used to evaluate changes
in gas composition, caused by outgassing effects, and
gas pressure variations and as a calibration tool.
The interest to use multi-purpose codes instead
of MC Track Structure Codes(4) is due to that they
can hardly be used to simulate complex geometries
owing to the large amount of collisions, besides
Geant4-DNA code(5), and provide access to a wide
variety of materials, including gases. However, the rela-
tively high electron energy threshold of multi-purpose
codes of 1 keV and the condensed-history MC ap-
proach, which together group several collisions in a
single step(6), impose some limitations when recording
energy depositions in low-density gas materials, where
low-energy electrons play a dominant role.
FLUKA(7) is a condensed-history code but
switches to a single scattering mode when the number
of collisions is very low (i.e. especially in thin layers or
when crossing gas-condensed medium interfaces),
and the multiple-scattering approach is unreliable.
PENELOPE(8) implements a mixed simulation algo-
rithm: hard collisions, which have energy loss of
larger than a specific cut-off, are simulated explicitly,
whereas soft collisions are treated using multiple-
scattering algorithms.
A recent study(9) showed that FLUKA can repro-
duce photon microdosimetric spectra rather success-
fully at site sizes of 1–2 mm when the event-by-event
mode is activated. Based on the fact that PENELOPE
electron–photon transport simulations are followed
down to 50 eV, the authors decided to investigate the
impact of the lower energy electron transport to simu-
late photon microdosimetric spectra.
Therefore, the aims of this study are (i) to calculate
photon microdosimetric spectra using FLUKA and
PENELOPE and compare them with experimental
data and (ii) to investigate the range of applicability
of these MC codes to supplement experimental
microdosimetry.
# The Author 2013. Published by Oxford University Press. All rights reserved. For Permissions, please email: journals.permissions@oup.com
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Measurements were carried out at INFN-LNL
laboratory using a spherical sealed TEPC with an in-
ternal diameter of 5 cm and a shell of 3 mm thick
made of A-150 tissue-equivalent plastic. The counter
was filled with pure propane gas at pressures between
5.5 to 32.9 mbar corresponding to site sizes from 50
to 300 mg cm22 (100 mg cm22 in mass per unit area,
corresponding to 1 mm at density 1 g cm23). The
TEPC was irradiated with 60Co and 137Cs sources of
409 kBq and 1.11 GBq, respectively. Then, it was cali-
brated using the proton edge technique, comparable
with the e-edge but at the proton level (produced by
neutrons). To produce sharp proton edges, fast
neutrons were produced by the Be(p,n) reaction, bom-
barding a beryllium thick-target with 3 MeV protons
at the CN Van de Graaf accelerator at INFN-LNL
laboratory.
Measurements were carried out by exposing the
TEPC to neutrons of a mean energy of 0.58 MeV at
simulated site sizes from 0.5 to 3.0 mm. To convert to
low-LET radiation, the energy lost by protons in the
cavity was corrected by the scaling ratio of the
W-values of electrons and protons, We/Wp¼0.969, in
propane(10). The lowest detection threshold of 60Co
data was ,0.1 keV mm21, whereas 137Cs had a higher
threshold of 0.3 keV mm21. To account for the contri-
bution under the threshold, a linear extrapolation was
performed down to 0.01 keV mm21.
TEPC modelling
FLUKA simulations
FLUKA 2011.2 version was used in this study. The
geometry of the simulated TEPC reproduced
the experimental setup. The pulse-height spectra in
the TEPC were calculated using the DETECT option
that scores the energy deposition in the gas cavity
event-by-event in a selected energy range over 1024
channels in a linear scale. An energy resolution of
0.007 keV mm21 ch21 was chosen. Both the energy
thresholds for electron transport and for delta-ray
production were set to the lowest allowed value of 1
keV in all materials. Frequency distributions of
energy depositions at different simulated diameters
from 50 to 300 mg cm22 were calculated by recording
the energy deposition using the single scattering mode
activated everywhere. To achieve a statistical uncer-
tainty of ,1 % in the total absorbed dose, 1–5`
108 primary particles were simulated. The energy fre-
quency spectra were converted to lineal energy y by
dividing the energy deposited e in each channel by
the mean chord length of the spherical cavity,
l ¼ 2d=3; being d the simulated diameter in mm.
PENELOPE simulations
For the present study, PENELOPE (version 2011) has
been used. To perform a detailed simulation, four
parameters need to be adjusted. C1 limits the total
angular deflection of (regrouped) soft elastic events
and C2 limits the maximum energy loss of regrouped
events. These parameters were set to zero to simulate
each individual elastic scattering event explicitly. WCC
and WCR establish the energy threshold between soft
and hard events taking place during both inelastic
collision and radiative processes, respectively. WCR
was set to zero, and WCC was varied from 100 eV to
0. As the accuracy of energy frequency distributions is
strongly affected by changing these parameters,
several simulations using combined values were per-
formed. To study the influence of the electron cut-off
energy (below which the electron transport is termi-
nated) in the pulse-height spectra, initial calculations
were performed by selecting the same FLUKA elec-
tron and photon energy transport threshold, 1 keV,
and further decreasing to 50 eV, the lowest allowed
value in PENELOPE. Pulse-height spectra were
recorded with an energy resolution of 0.007 keV
mm21 ch21. About 108 primary particles were simu-
lated to achieve a statistical standard deviation of ,1
% on the absorbed dose. At low gas pressure sites, the
number of simulations was increased to achieve the
same uncertainty. CPU time for each calculation
varied depending on the particle energy transport
threshold and the amount of the single interactions
performed. The most accurate results (Figures 1 and 2)
were obtained setting the electron and photon cut-off
energies to 50 eV and parameter WCC equal to 0 to
treat each inelastic event explicitly.
To analyse the simulated TEPC response, the f (y)
frequency distribution(1) and d(y) dose distribution
were compared with the experimental data. Averaged
microdosimetric quantities, which are characteristic
of the radiation studied (frequency-mean lineal
energy yF and dose-mean lineal energy yD), were
derived from the spectral distributions (Table 1).
RESULTS AND DISCUSSION
Figure 1a–c shows the 60Co microdosimetric spectra
calculated with FLUKA and PENELOPE simulating
a TEPC filled with gas propane at site sizes of 1, 2
and 3 mm, compared with the experimental data.
137Cs microdosimetric spectra for 1, 2 and 3 mm cal-
culated with FLUKA and PENELOPE versus experi-
mental data are shown in Figure 2a–c. As expected,
the highest differences are found when simulating
1-mm sites, when the single scattering approach and
the low-energy threshold are relevant. For larger sites,
3 mm, an electron of 1 keV gives rise to y-values of
0.5 keV mm21 whereas for 1 mm, an electron of 1
keV gives rise to events of 1.5 keV mm21. Hence, as











the site size decreases, the contribution of electrons of
,1 keV in the y-spectrum is more important and the
transport of these electrons cannot be neglected.
The differences between simulated spectra highlight
the different algorithms used by the two codes for the
detailed electron transport.
In the spectra simulated with PENELOPE, two
peaks appear at y , 2 keV mm21, which are neither
visible in the experimental results nor in FLUKA
simulations (Figures 1a–c and 2a). The occurrence of
these peaks was reported previously by some other
authors(11, 12), and it reveals some shortcomings of
the model used for sampling the differential cross sec-
tions for small energy transfers associated with inelas-
tic scattering.
When comparing 60Co and 137Cs, the peaks are
more visible for 60Co, which is likely due to the larger
contribution of low-energy electrons in the 60Co spec-
tral distribution. Table 1 summarises frequency-mean
lineal energy yF and dose-mean lineal energy yD
obtained from the TEPC measurements and the MC
simulations. The calculated yF-values differ from
Figure 2. Absorbed dose distribution as a function of lineal
energy for 137Cs in propane calculated with FLUKA and
PENELOPE in comparison with the experimental data for
site sizes of (a) 1 mm, (b) 2 mm and (c) 3 mm.
Figure 1. Absorbed dose distribution as a function of lineal
energy for 60Co in propane calculated with FLUKA and
PENELOPE in comparison with the experimental data for












experimental data of 9 and 8 % for FLUKA and
PENELOPE whereas the calculated yD-values agree
within 4 and 12 % for FLUKA and PENELOPE,
respectively. FLUKA leads to larger differences in yF
with respect to PENELOPE, which is probably
caused by the higher cut-off energy at 1 keV in
FLUKA with respect to 50 eV in PENELOPE. The
opposite tendency is found for yD-values, emphasis-
ing the different contributions at larger y-values.
CONCLUSIONS
A comparison between FLUKA and PENELOPE to
generate 60Co and 137Cs microdosimetric spectra has
been presented. Overall, calculated photon microdosi-
metric spectra and the experimental data showed a
good correspondence. However, high differences are
found for simulated sites of 1 mm. Maximum differ-
ences of 10 % are found between calculated and
experimental data for yF-values, while there is an
underestimation of yD-values of 4 and 8 % for
FLUKA and PENELOPE, respectively, in compari-
son with experimental data. The agreement between
calculated and experimental data is better for
FLUKA than PENELOPE, despite the rougher
approximations of the first code to model the electron
transport. These calculations allow validating the
range of applicability of multi-purpose MC codes, in
microdosimetry applications. Within the range pre-
sented, simulated photon spectra could be employed
to supplement microdosimetric spectra for simulated
sites of .1 mm using FLUKA code.
As suggested in a study regarding PENELOPE(13),
to improve the TEPC-simulated response with
PENELOPE, suitable differential cross sections for
propane could be implemented instead of using the
current model for inelastic collisions.
Further investigation to validate these codes in a
wider range, namely for modelling cylindrical TEPCs
filled with dimethyl ether and propane-based tissue-
equivalent gas mixtures, in simulated diameters of
,1 mm, is under progress.
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H I G H L I G H T S
 A counter with two mini TEPCs, both equipped with electrical-ﬁeld guard tubes, has been constructed.
 The microdosimetric spectrum of the LENA-reactor irradiation vane has been studied.
 The radiation-ﬁeld quality (RBE) assessment conﬁrms that the Dn/Dtot ratio is not an accurate parameter to characterize the BNCT radiation ﬁeld.
a r t i c l e i n f o





a b s t r a c t
A twin TEPC with electric-ﬁeld guard tubes has been constructed to be used to characterize the BNCT
ﬁeld of the irradiation facility of LENA reactor. One of the two mini TEPC was doped with 50 ppm of 10B in
order to simulate the BNC events occurring in BNCT. By properly processing the two microdosimetric
spectra, the gamma, neutron and BNC spectral components can be derived with good precision (6%).
However, direct measurements of 10B in some doped plastic samples, which were used for constructing
the cathode walls, point out the scarce accuracy of the nominal 10B concentration value. The inﬂuence of
the Borals door, which closes the irradiation channel, has been measured. The gamma dose increases
signiﬁcantly (þ51%) when the Borals door is closed. The crypt-cell-regeneration weighting function has
been used to measure the quality, namely the RBEm value, of the radiation ﬁeld in different conditions.
The measured RBEm values are only partially consistent with the RBE values of other BNCT facilities.
& 2014 Elsevier Ltd. All rights reserved.
1. Introduction
The research reactor of the University of Pavia is a TRIGA Mark
II, manufactured by General Atomics. It is moderated and cooled
by light water and it works at a maximum power of 250 kW. In
2000 it was used for the ﬁrst BNCT of an explanted liver, for the
treatment of hepatic metastases from colon adenocarcinoma. To
this end, an irradiation channel was built inside the thermal
column, with dimensions 4020100 cm3, shielded by two
bismuth walls to cut the gamma radiation coming from the core
(Bortolussi and et Altieri, 2007). The ﬂux in air at the irradiation
position at the end of the irradiation channel towards the core is
about 1010 cm2/s (Protti et al., 2012) and the gamma dose rate in
air is about 8 Gy/h almost entirely due to the neutron radiative
capture in the materials of the thermal column. Presently the
thermal column is used to perform boron concentration measure-
ments in tissues, in a position located closer to the entrance of the
facility, where the thermal neutron ﬂux is one order of magnitude
lower, and to test BNCT effectiveness through in vivo irradiation.
Rats and mice bearing lung tumours are irradiated in the thermal
facility covered with suitable shields in order to investigate the
tumour control and the biological effects on normal tissues. These
preclinical and clinical studies require a deep knowledge of the
spectral characteristics of the irradiation ﬁeld and a robust and
reproducible dosimetry method.
It is well known that BNCT dosimetry is complex because of the
presence of several radiation components, both directly and
indirectly ionizing, the biological effectiveness of which is differ-
ent. The actual BNCT dosimetric protocol (Binns et al., 2005)
suggests the use of the twin chamber method (ICRU, 1977) for
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measuring the Dn/DTOT ratio coupled with thermal-neutron ﬂuence
measurements performed with the activation method. However,
biological effects on healthy tissues, namely living cells without
with 10B, are only weakly related with the aforementioned
neutron ﬁeld quality deﬁnition. In fact, recent radiobiological
measurements, performed in 7 NCT centres, point out that the
RBE for crypt cell regeneration in mice can vary more than 50% for
the same Dn/DTOT ratio (Gueulette et al., 2006).
On the contrary, the microdosimetry experimental model is
known to well assess radiobiological RBE values of photon, proton
and neutron radiations (Tilikidis et al., 1996; De Nardo et al., 2004;
Wambersie). Moreover, a microdosimetric detector can be charged
with a known quantity of 10B to measure the BNC ﬁeld features.
The tissue-equivalent gas proportional counters (TEPC) is main tool
of experimental microdosimetry is It has been used in BNCT studies
since 1992 (Wuu et al., 1992). Further papers have conﬁrmed that
TEPCs are the best candidate for a precise and accurate BNCT
dosimetry (Burmeister et al., 2003; Braby et al., 1995). However, the
relatively large size of such counters prevents their use in a full-power
therapeutic beam. After Gary Johnson of Columbia University made
feasible the construction of mini TEPCs of millimetric size (Braby et al.,
1995), mini counters with two mini TEPCs inside, one with and the
other one without 10B in the cathode wall were constructed. Such
detectors, called twin TEPCs, have shown to be able to properly
measure in an intense BNCT radiation ﬁeld (Moro et al., 2009) and
to distinguish the BNC component from the other radiation compo-
nents. However, some discrepancies with calculated data have been
observed (Moro et al., 2009), which may suggest a 10B distribution
unevenness in the cathode wall.
2. Materials and methods
2.1. The detector
We have constructed a detector made of two cylindrical mini
TEPCs, the sensitive volume of which is 3.0 mm of diameter and
height. This relatively large size allows to insert electric-ﬁeld guard
tubes to obtain an accurate sensitive volume deﬁnition. The cathodes
are made up of A-150 plastic. One of the two cathodes has been doped
with 50 ppm of 10B bymixing 271 mg of natural metallic boron powder
in 1 g of melted plastic. The powder grains were measured to have a
size of less than 0.2 mm (Moro et al., 2009). The powder was stirred in
the melted plastic for a full day. The sensitive volume is deﬁned by the
cathode cylindrical cavity and by the distance between two cylindrical
ﬁeld tubes, which are visible in the left side of Fig. 1, the role of which
is to keep the electronic avalanche away from the insulating ends. The
ﬁeld tubes are aluminium cylinders of 1 mm of external diameter and
0.1 mm of thickness. A 0.9 mm insulating-plastic cylinder, Rexolites
1442, ﬁlls each guard tube. At the plastic cylinder end a cavity of
0.6 mm in diameter and depth has been drilled. It is barely visible in
the ﬁgure. That cavity prevents the plastic damage that could be
caused by the electronic avalanche. The plastic damage is in fact one of
the reasons of gas gain shift with the counter use. More details about
that are published elsewhere (De Nardo et al., 2004). The 25 mm
tungsten anode wire passes through a 0.2 mm hole drilled inside the
plastic cylinder and it is kept precisely at the centre of the sensitive
volume by a further 0.03mm hole drilled just on the axis of the two
complex Rexolites cylinders. These two cylinders close the cathode
cylindrical cavity and support the guard tubes. A thin Rexolites
cylinder encapsulates the two mini TEPCs in a single detector.
A further aluminium sleeve of 0.2 mm of thickness and external
diameter of 9 mm shields the detector against the external electro-
magnetic ﬁelds. All the Rexolites counter components are properly
drilled and milled to create a system of pipelines, through which the
counting gas can continuously circulate.
A picture of the full detector is shown on the right side of Fig. 1.
The detector support is a L-shaped carbon-ﬁbre tube. On the other
side of the L-shaped support, an aluminium box contains the front-
end electronics, an absolute gas pressure meter and the feedthroughs
of the vacuum and gas lines. The L-shaped support allows positioning
the counter inside the irradiation channel with the two mini TEPCs at
the same distance from the reactor core, whereas the electronics can
stay outside in a weaker radiation ﬁeld.
The detector is ﬁlled with a propane-based tissue-equivalent
gas mixture, which ﬂows continuously through the detector at
1 cm3/min at STP. A computerized system keeps the pressure
inside the detector at 187 mbar. At that gas pressure and 23 1C,
the sensitive-volume mass-thickness diameter is 0.1 mg/cm2,
namely 1 mm at the density of 1 g/cm3.
Although the two TEPCs have an identical design, small con-
structive differences can make the two gas gains different. There-
fore, while the two TEPC cathodes are biased at the same negative
voltage, the two anodes are biased positively and independently in
order to obtain a similar gas gain for both. Accordingly, the
electric-ﬁeld guard tubes are also biased independently to their
“natural” voltage, namely the voltage corresponding to the equi-
potential line on which there are placed.
2.2. Data acquisition and data processing
Two charge preampliﬁers, with electronic rms noise of less
than 400 equivalent electrons and dynamic range from 0.5 mV up
to 10 V, have been used. Six shaping ampliﬁers (three ampliﬁers
for each TEPC) were used to simultaneously amplify the pulses,
after shaping of 1 ms, by three different ampliﬁcation factors.
Pulses were converted by six CAMAC ADCs and processed with
Kmaxs software. All the measurements have been performed at
counting rates lower than 10 kHz.
Each electronic chain has been calibrated by using a research
pulser. The three sub-spectra of each mini TEPC have then been joined
for obtaining the microdosimetric spectrum. The two microdosimetric
spectra have been then calibrated in lineal energy by using the
electron-edge technique. This technique is based on the physical
observation that a photon ﬁeld, whatever its energy is, gives rise to
a pulse spectrum, themaximum y-value of which depends only on the
sensitive-volume gas kind and the mass thickness of the simulated
site. More details about are published elsewhere (Conte et al., 2013).
Due to the rather high electromagnetic noise in the TRIGA thermal
Fig. 1. Left side: artistic cut view of the two mini TEPCs. Right side: photography of the detector.
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column, the lower threshold was set at y-values between 1 and 2 keV/
mm.
Pulses with y-values less than 10 keV/mm are mainly due to
photons, which are mainly due to gammas coming from the
neutron-capture reactions of hydrogen nuclei of A-150 plastic and
Rexolites (2.2 MeV of energy). As the A-150 plastic is doped with 10B,
the gamma spectrum is enriched with 0.48 MeV photons of the 10B
neutron-capture reactions. In order to extrapolate the measured
microdosimetric spectra down to 0.01 keV/mm, we have used the
microdosimetric gamma component measured in the HYTHOR irra-
diation vane (Esposito et al., 2008) with a similar twin TEPC. Although
the quantity of photons in HYTHOR and in LENA irradiation facility is
likely different, the normalized photon spectra are expected to be very
similar, since they are largely due to the same thermal neutron
reactions. Therefore, in order to substitute the noisy region of the
LENA spectrum, the two pure gamma microdosimetric spectra mea-
sured in HYTHOR with- and without-10B TEPC have been attached to
corresponding microdosimetric spectra of LENA by superimposing the
d(y) distributions in the y-value region between 3 and 5 keV/mm. After
the junction, the spectra have been re-normalized.
2.3. The thermal neutron irradiation channel at the TRIGA reactor in
Pavia
The irradiation facility at the TRIGA reactor is a channel
obtained inside the thermal column, towards the reactor core. Its
dimensions are 100 cm of length, and 40 cm by 20 cm of cross
section. The opening can be closed with a Borals door made of
two sliding shutters (see left side of Fig. 2).
On the right side of Fig. 2 the twin TEPC detector is placed
inside the irradiation channel with the Borals door open. To
reduce the thermal-neutron ﬂuence rate outside the irradiation
channel, the door has to be closed.
3. Results
3.1. Microdosimetric spectra
The twin TEPC has been placed inside the irradiation facility at
the centre of the enter window and at 15.5 cm from the Borals
door. In Fig. 3 the two measured microdosimetric spectra
are shown.
Because of the high electromagnetic noise, a large background
has been measured for y-values less than 2 keV/mm (left side of the
ﬁgure). In order to properly evaluate the gamma spectral compo-
nent, the spectra have been extrapolated down to 0.01 keV/mm
following the procedure described in Section 2.2.
3.2. Gamma and no-gamma spectral components
The microdosimetric spectrum is due to ionization events that
take place in the gas sensitive volume when charged particles
interact with it. Charged particles rise from photon and neutron
interactions with the A-150 cathode wall. Only few (less than 1%
when the simulated site size is 1 mm) rise from interactions within
the sensitive volume gas. Ionization events due to electrons are
called “gamma component”. The gamma component ﬁlls the
Fig. 2. Left side: the TRIGA irradiation channel. Right side: the twin TEPC placed in the irradiation position.
Fig. 3. Grey line: microdosimetric spectrum without 10B. Black line: microdosimetric spectrum with 10B. Left side: measured spectra. Right side extrapolated spectra (see
Secion 2.2).
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spectrum region of y-values smaller than about 20 keV/mm.
Ionization events due to ions set in motion by neutrons are called
“neutron component”. The neutron component ﬁlls mainly the
spectrum region of y-values larger than 20 keV/mm, but a small
quantity of neutron dose is released by events of y-values less than
20 keV/mm. Ionization events due to 4He and 7Li ions emerging
from the 10B neutron-capture reactions are called “BNC compo-
nent”. They occupy the spectrum region between 50 and 800 keV/
mm, but a small quantity of that dose originates events of y-values
less than 50 keV/mm.
First of all, microdosimetric spectra are processed to obtain the
gamma and the no-gamma components as well the absorbed-dose
relative components. The gamma relative component is assessed
by subtracting a pure d(y) gamma spectrum from the d(y) full
spectrum measured with the TEPC without 10B. Since d(y) is the
dose-weighted normalized spectrum, the gamma d(y) spectrum
has to be multiplied by a factor F1 to superimpose the full
spectrum in the region 3–5 keV/mm. The gamma-dose relative
component to the total dose is therefore F1. The microdosimetric
spectrumwith 10B gamma component can be similarly assessed by
using the pure gamma spectrum measured with the with-10B
TEPC. In this case the gamma-dose relative component to the total
dose is F2. Where F2oF1, since the ion dose increase, due to BNC
reactions, is much more than the gamma dose increase, due to the
0.48 MeV photons of neutron capture reactions.
The extrapolated spectra are plotted in Fig. 3, together with
their gamma and no-gamma components, in Fig. 4. The gamma-
dose relative component F1 of the without-10B spectrum is equal
of the visual area under the plotted gamma spectral component in
the left side of Fig. 4. Its value is 0.6370.04. The gamma-dose
relative component F2 of the with-10B spectrum is equal of
the visual area under the plotted gamma spectral component in
the right side of Fig. 4. Its value is 0.2670.02. The errors are the
overall uncertainties, which have been assessed by using the
propagation error theory and the method described in Moro
et al. (2003).
The without-10B no-gamma component shows two peaks: one
at about 70 keV/mm and another one at about 300 keV/mm. The
ﬁrst one is due to 0.6 MeV protons, set in motion by the 14N(n,
p)14C capture reaction, which cross the TEPC gas cavity after
having been originated and slowed down in the cathode. The
second peak is due to light ions set in motion by fast neutrons
mainly through elastic collisions. Therefore, the no-gamma com-
ponent is fully due to neutrons. The neutron relative dose is
1F1¼0.3770.02. The neutron relative dose can be in turn
separated, with a relatively larger uncertainty, in thermal-neutron
and fast-neutron relative components. The fast-neutron dose
component is calculated to be 0.0770.015. The thermal-neutron
dose component is calculated to be 0.3070.04.
The with-10B no-gamma component of the spectrum (right side
of Fig. 4) shows only one peak at about 340 keV/mm. It is partially
due to light ions set in motion by neutrons, but mainly by 4He
and 7Li ions of BNC reactions. The no-gamma relative dose is
1F2¼0.7470.05. The high-LET dose is increased of a factor
larger than 2. In this case, because of the lack of distinguished
spectral components, the no-gamma relative dose component
cannot be easily separated in neutron relative dose and BNC
relative dose. A different subtraction procedure is necessary.
3.3. The BNC spectral component
In order to get the pure BNC microdosimetric spectral component,
the without-10B spectrum has to be subtracted from the with-10B
spectrum. However, since gamma components of the two spectra are
a bit different, ﬁrst a dummy microdosimetric spectrum has to be
constructed, the high y-values of which (y 43 keV/mm) have been
measured with the without-10B TEPC, while the low y-values
(y o3 keV/mm) have been measured with the 10B TEPC. After the
two spectra joining, a dummy spectrum is obtained. It is extrapolated
down to 0.01 keV/mm (see Section 2.2) and normalized. Since the
shape of gamma microdosimetric spectra for high y-values
(y 43 keV/mm) is almost invariant with the photon energy (see De
Nardo et al. (2004)), the dummy spectrum would be the with-10B
microdosimetric spectrum without the events due to BNC ions. The d
(y) distribution of dummy spectrum is then subtracted from the
with-10B spectrum after having multiplied it by a factor F3, in order to
superimpose the region between 3 and 5 keV/mm. The no-BNC dose
component of the with-10B spectrum is therefore F3. The BNC dose
component is 1F3.
In Fig. 5 the microdosimetric spectrum measured by the 10B
doped TEPC is shown together with all the three spectral
components.
Now we are able to calculate the three relative dose compo-
nents of the spectrum with-10B, namely Dg, Dn and DBNC. Where
DBNC is the absorbed dose due to 4He and 7Li ions only.
The gamma-dose relative component is F2¼0.2670.02. The
BNC-dose relative component is 1F3¼0.5870.03. The neutron-
dose relative component is F3F2¼0.1670.01.
The lack of 10B in the TEPC ﬁlling gas gives rise to a BNC dose
undervaluation, which can be estimated by assuming a uniform
10B distribution both in the wall and gas material and calculating
the ratio of the sensitive volume mass on the effective wall mass,
that means the cathode layer mass from which ions are able to
reach the gas cavity. Assuming an average ion range in A-150
Fig. 4. Left side: microdosimetric spectrum without 10B and its components. Right side: microdosimetric spectrum with 10B and its components.
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plastic of 7 mm and a sensitive volume of 1 mm diameter, the
experimental approximation undervaluates the BNC dose of 2.4%.
Since dose components relative overall uncertainties are about 6%,
the experimental model is acceptable.
DBNC microdosimetric measurements can be very useful to
optimize the BNCT treatment planning if the concentration of
10B on the counter is known with good accuracy. In order to assess
whether the real 10B concentration corresponds to the nominal
one, we have performed some direct measurements of it in several
A-150 plastic samples.
3.4. 10B measurements in A-150 plastic
Twelve A-150 plastic disks of 10 mm diameter and 0.5 mm
thickness were cut from 4 slabs used for constructing the boronated
cathode wall. The plastic disks had nominal 10B concentrations of
10, 25, 50 and 100 ppm. They were carefully polished on both their
sides before being irradiated inside the reactor. The 10B concentra-
tion in A-150 plastic has been measured with the same method
used to assess 10B in tissue samples (Wittig et al., 2008). The
technique consists in irradiating the samples in the thermal column
of the reactor facing a thin Si detector, behind a collimator with a
radius of 0.4 cm. The products of the neutron capture reaction, 10B
(n,α)7Li, have been collected by the detector. A typical spectrum is
shown in Fig. 6. The area under the curve, for energy values greater
than 1100 keV, is proportional to 10B content in the sample.
The average ratio of experimental 10B concentration on nom-
inal 10B concentration has been measured to be 1.0470.84, where
the uncertainty is the measurements standard deviation. The large
result ﬂuctuation suggests a strongly not-uniform dispersion of
the metallic boron powder in A-150 plastic.
This ﬁnding is consistent with metallic boron SEM pictures,
which point out that the powder is sticky and it can aggregate
easily in blobs of several micrometres of size (Moro et al., 2009).
Metallic boron is in fact not dissolved but dispersed in the plastic.
In spite of that, some authors claim a good uniformity of 10B in
A-150 plastic (Burmeister et al., 2001). The boron-powder kind,
which is used, as well as the technique used to manufacture
boronated plastics, eventually plays a signiﬁcant role to obtain a
uniform distribution of 10B. Moreover, because of the very short
BNC-ion ranges, also the roughness of the inner cathode wall
surface is signiﬁcant. The lack of a standard procedure to produce
boronated A-150 plastic cathode walls of good quality makes any
detector a single attempt of optimisation, the result of which can
be checked only with measurements in a well-known thermal
neutron ﬁeld.
3.5. The inﬂuence of Borals doors on microdosimetric spectra
Borals door (see Fig. 2) reduces strongly the thermal neutron
ﬁeld outside the irradiation facility. However, it increases the
gamma ﬁeld intensity inside the irradiation facility. In order to
assess such increase, measurements have been done with open
and closed Borals door.
By using the data evaluation method described in Section 3.2,
the gamma dose component with closed door has been calculated
to be F1¼0.6370.04 of the total dose. The gamma dose compo-
nent with open door was F1n¼0.5370.03 of the total dose. If we
assume that the neutron dose does not change signiﬁcantly in
these two situations, we can re-normalize the open-door spec-
trum with respect the neutron dose component when the door is
closed, namely by multiplying the d(y) spectrum by the factor
(1F1)/(1F1n)¼0.787. In Fig. 7, the yd(y) spectrum with closed
door is compared and the re-normalized yd(y) spectrumwith open
door. The gamma component of the re-normalized open-door
spectrum becomes F1n  (1F1)/(1F1n)¼0.417. Therefore, although
we have not performed absolute dose measurements, we can state
the gamma dose component increases of 51% when the Borals
doors are closed.
3.6. The radiation ﬁeld relative biological effectiveness




rðyÞ  dðyÞ  dy ð1Þ
where r(y) is the weighting function for 20 crypt cell regeneration in
mice (Loncoln et al., 1994), which is a known standard for clinical
“radiation quality” (Gueulette et al., 2004) and it has been successfully
used to calculate the RBEm of the therapeutic neutron and proton
beams at the Nice medical centre (Colautti et al., 1998; De Nardo et al.,
2004). The notation RBEm points out the microdosimetric assessment
of RBE. The radiation quality of the LENA-reactor irradiation channel
has been measured to be RBEm¼1.770.1 when the Borals door is
closed and RBEm¼1.970.1 when the door is open. The neutron dose
component quality is RBEm¼2.970.2. The radiation quality reduction
when the door is closed is clearly due to the signiﬁcant gamma
contribution of the Borals shutters.
In Fig. 8, the three above-mentioned RBEm values of the LENA
irradiation-facility are compared with the RBE values measured by
Gueulette et al. (2006) in 7 BNCT centre and with the RBEm value
Fig. 5. Microdosimetric spectrum with 10B and its components.
Fig. 6. Spectrum of charge particles emitted by neutron capture reactions, obtained
by irradiating a plastic sample with 50 ppm nominal boron concentrations in the
thermal column of the TRIGA reactor in Pavia.
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measured in the HYTHOR facility. All RBE values are plotted against the
corresponding Dn/DTOT ratios. As already observed by Gueullette, the
Dn/DTOT ratio is a good radiation quality parameter only when the
neutron ﬁeld is invariant, namely when measurements are performed
in the same BNCT centre (the three RBEm values of LENA are well ﬁtted
by a straight line). The LENA Dn/DTOT ratio is similar to JAERI and CNEA
ratios. However, the LENA RBEm value is consistent only with the JAERI
RBE value, but not with the CNEA RBE value.
4. Conclusions
A new twin TEPC, with electric-ﬁeld guard tubes, has been
constructed to perform precise microdosimetric measurements in
the BNCT radiation ﬁeld of LENA-reactor irradiation channel. The
BNC ﬁeld has been obtained by adding a nominal 50 ppm concentra-
tion of 10B in the A-150 plastic cathode of one TEPC, being the other
one without 10B. The main three dose components, Dg Dn and DBNC,
have been measured with about 6% of overall uncertainty, as well as
their microdosimetric spectra. Some measurements of 10B concentra-
tion, in the same A-150 plastic used to manufacture the with-10B TEPC,
have been performed. Results point out large ﬂuctuations of 10B
concentration. Therefore, the real 10B content in the TEPC cathode
should be properly assessed, for instance by using a reference thermal
neutron ﬁeld. More experimental studies are necessary to improve
DBNC measurement accuracy.
The radiation ﬁeld quality has been measured in two different
situations, namely with the Borals door of the irradiation channel
closed and open. The measured RBEm values are only partially
consistent with the RBE values measured in other BNCT centres at
the same Dn/DTOT. That ﬁnding conﬁrms that the ratio Dn/DTOT is
not a good radiation quality parameter to be used for comparing
clinical results of different BNCT centres.
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A tissue-equivalent proportional counter (TEPC) simulates micrometric volumes of tissue if the energy deposited in the counter
cavity is the same as that in the tissue volume. Nevertheless, a TEPC measures only the ionisations created in the gas, which are
later converted into imparted energy. Therefore, the equivalence of the simulated diameter (Dr) in two gases should be based on
the equality of the mean number of ions pairs in the gas rather than on the imparted energy. Propane-based tissue-equivalent gas
is the most commonly used gas mixture at present, but it has the drawback that its composition may change with time. From this
point of view, the use of pure propane offers practical advantages: higher gas gain and longer stability. In this work, microdosi-
metric measurements performed with pure propane, at site sizes 0.05 mg cm22  Dr  0.3 mg cm22, demonstrate that the re-
sponse of a propane-filled detector in gamma and in neutron fields is almost the same if an appropriate gas density is used.
INTRODUCTION
In microdosimetry, tissue-equivalent proportional
counters (TEPCs) are commonly assumed to measure
the distribution of energy imparted in micrometric
volumes of tissue when irradiated by ionising radi-
ation. To achieve this aim, at least the elemental com-
position of the walls and the filling gas of a TEPC
should be as close as possible to that of tissue. In this
respect, propane-based tissue-equivalent (C3H8–TE)
gas(1) is generally accepted as a good approximation
for the elemental composition of tissue and represents
at present the most frequently used filling gas of
TEPCs. Particularly in sealed TEPCs, the drawback
of using gas mixtures is due to the fact that the com-
position of the filling gas may change with time due
to a different absorption of the gas mixture compo-
nents with the detector walls. From this point of view,
the use of pure propane as the filling gas of a sealed
TEPC offers practical advantages: (1) the compos-
ition of the filling gas is more stable on long-time op-
eration, and (2) higher gas gains can be reached when
compared with the C3H82TE gas mixture. The dis-
advantage of using pure C3H8 gas instead of the
C3H82TE gas is related to the different atomic com-
position of C3H8 (mass fractions: 18.3 % H, 81.7 %
C) when compared with that of the commonly
accepted C3H82TE gas mixture (mass fractions: 10.3
% H, 56.9 % C, 3.5 % N, 29.3 % O).
Sometimes, in particular for measurements in
space environment, the use of pure C3H8 is preferred.
It is often considered to have nearly the same response
as C3H82TE. Therefore, it was the aim of the present
article to develop an experimental procedure that can
be applied in measurements with C3H8-filled TEPCs
to get a detector response very similar to that of
TEPCs filled with the C3H82TE gas mixture. Due to
the fact that proportional counters measure the
charge distribution caused by ionising radiation
instead of the distribution of energy imparted, the at-
tention of this work was focussed more on the ionisa-
tion cross sections in the two gases rather than on the
corresponding stopping powers.
MATERIAL EQUIVALENCE
In radiation dosimetry, two sites of different materials
are considered equivalent if the absorbed dose or the
mean imparted energy 1 to each site are equal.
Applying this principle to the sensitive volume of a
TEPC filled either with the C3H82TE gas mixture or
with pure C3H8 requires that the mean energy
imparted, which is caused by a charged particle (e.g.
an electron or a proton) when penetrating through the
detector volume on one of its diameters D, is inde-
pendent of the filling gas. If the secondary electrons
are completely absorbed inside the detection volume,
the material equivalence can be expressed by the fol-
lowing equation:
ðS=rÞC3H8  ðDrÞC3H8 ¼ ðS=rÞC3H8TE  ðDrÞC3H8TE
ð1Þ
Here, ðS=rÞC3H8TE and ðS=rÞC3H8 are the mass colli-
sion stopping powers of the primary particle in the
C3H82TE and in pure C3H8 gases, respectively;
ðDrÞC3H8TE and ðDrÞC3H8 are the masses per area of
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the site diameter in the two different gases and r is the
corresponding gas density. Equation (1) is valid only
for particles that have ranges markedly larger than the
target size. If the mass stopping powers are the same
in the two gases for all primary particle types and en-
ergies, the site sizes of the two filling gases expressed
in mass per area would be the same.
In view of the different atomic compositions of the
two filling gases, however, the mass stopping power
ratio ðS=rÞC3H8TE=ðS=rÞC3H8 = 1 and depends on par-
ticle type and energy. Therefore, the ratio
ðDrÞC3H8 =ðDrÞC3H8TE varies in the same way.
In addition to these principle problems in the defin-
ition of material equivalence, one should also bear in
mind that, instead of the distribution of energy
imparted, a TEPC measures the distribution of ionisa-
tions created in the radiation-sensitive volume of the
counter, which are converted later to a distribution of
energy imparted using an appropriate calibration
factor. In view of this fact, the material equivalence of
different filling gases of a TEPC should be based more
on the equality of ionisation distributions rather than
on the equality of the distributions of imparted energy.
To define material equivalence based on ionisa-
tions, assume that single primary particles are pene-
trating through the detection volume of a TEPC on
one of its diameters D. If the range of the primary
particles is markedly longer than the diameter of the
gas cavity, the mean number of primary ionisations
caused by a particle inside the detection volume is
given by the ratio ðDrÞ=ðlrÞion, where (Dr) is the
mass per area of the particle’s track length within the
target and ðlrÞion is the mass per area of the mean
free path length with respect to primary ionisation.
ðlrÞion is proportional to the reciprocal of the ionisa-
tion cross section of the target material and depends
on the type and energy of ionising particles.
TEPCs filled with pure C3H8 have the same re-
sponse function as TEPCs filled with the C3H82TE
if the measured ionisation spectra are the same for
the same radiation field. This means that, at least,








Here, ðlrÞC3H8ion and ðlrÞC3H8TEion are the masses per
area of the mean free ionisation path lengths for
C3H8 and the C3H82TE gas mixture. Equation (2)
shows the same structure as Equation (1) with (S/r)
exchanged by the reciprocal of ðlrÞion, and the dis-
cussion of Equation (1) is also valid for Equation
(2). Therefore, the mass per area ðDrÞC3H8 , which is
equivalent to ðDrÞC3H8TE, varies as a function of
energy and particle type like ðlrÞC3H8ion =ðlrÞC3H8TEion .
To give an impression of the differences in generat-
ing primary ionisations in pure C3H8 and in the
C3H82TE gas mixture, Figure 1 shows the mean free
ionisation path lengths ðlrÞC3H8ion and ðlrÞC3H8TEion for
electrons and protons as a function of the particle
energy E. For a detailed description of the calculation
of ionisation path lengths for electrons and protons in
C3H8 and the C3H82TE gases, see Refs.
(2,3).
At first glance, it can be seen in Figure 1 that for
electrons and protons ðlrÞC3H8ion is always smaller thanðlrÞC3H8TEion independently of the particle energy. This
means that, exposed to the same irradiation field, the
amount of primary ionisations formed in the detection
volume of a TEPC is always greater if pure C3H8
instead of the TE gas mixture is used. Hence, also a
higher gas gain can be reached when using C3H8.
To be able to estimate the site size ðDrÞC3H8 of a
TEPC filled with pure C3H8, which leads to the same
response function as the TEPC filled with the
C3H82TE gas mixture according to Equation (2),
the conversion factor ðlrÞC3H8ion =ðlrÞC3H8TEion is plotted
in Figure 2 for electrons and protons as a function of
particle energy E.
As it is obvious from a first glance at Figure 2, the
ratio ðlrÞC3H8ion =ðlrÞC3H8TEion as a function of energy is
smaller and less dependent on energy than the corre-
sponding ratio of (S/r), in particular for the protons.
Figure 1. Primary ionisation mean free path of electrons
(top) and protons (bottom) in C3H8 and C3H82TE gases.
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In addition, it is almost the same for electrons in the
energy range between 1 and 103 keV and for protons at
energies between 10 and 105 keV. A similar response of
the TEPC is therefore expected if propane is set to a
lower gas density with respect to the TE gas, according
to the ðlrÞion ratio, which is between 0.75 and 0.8.
Ideally, the number of measured ionisations should
be the same for the whole energy spectrum of incom-
ing particles, in particular in the proton-edge region,
which is often used for calibration. The number of
ionisations produced by protons at the p-edge can be
expressed as
Ngas
pedgeðDrgasÞ ¼ ygaspedgeðDrgasÞ l=W gas
Here, ygas
pedge is the corresponding lineal energy calcu-
lated from the energy range tables published by
International Commission on Radiation Units
(ICRU)(4), W is the mean energy required to form an
ion pair by protons(6) in a given gas and l is the mean
chord length of the cavity. In Figure 3 (top), the
number of ionisations for the two gases, NC3H8pedge and
NC3H8TEpedge , is plotted as a function of the site size Dr.
Due to the shorter ionisation mean free path length
in propane, NC3H8pedge . N
C3H8TE
pedge . In order to have
NC3H8pedge ¼ NC3H8TEpedge , the density of propane must be
reduced. If the NC3H8pedge data are shifted to larger values
of Dr by a factor of (0.75)21, they perfectly agree with
the NC3H8TEpedge data. For instance, in pure propane
at ðDrÞC3H8 ¼ 0:075 mg cm2, NC3H8pedge ¼ 3373 is ob-
tained, which is almost the same as NC3H8TEpedge ¼ 3375
at ðDrÞC3H8TE ¼ 0:1 mg cm2.
In order to have the same number of ionisations
Np-edge in both gases, the gas density of pure C3H8
must be reduced by a factor of 0.75 when compared
with the gas density of C3H82TE. Consequently, to




ð1 g cm3Þ ; d ¼
ðDrÞC3H8
0:75  ð1 g cm3Þ ð3Þ
If plotted as a function of d, the number of ionisations
in the two gases is almost the same (bottom Figure 3).
MATERIALS AND METHODS
The measurements were performed at INFN-LNL
using a spherical TEPC with an internal diameter of
5 cm, an anode diameter of 100 mm and 3-mm-thick
walls made of tissue-equivalent plastic (A-150). The
TEPC was filled either with pure C3H8 gas or with
the C3H82TE gas mixture. The mass per area of the
cavity diameter Dr was varied between 0.05 and 0.3
mg cm22 by changing the gas density. To study the
detector response for low linear energy transfer (LET)
fields, the TEPC was exposed to a 137Cs g-source,
whereas for high-LET fields, it was exposed to fast
neutrons, 0.58 MeV in mean energy, produced from
the 8Be(p,n) reaction by bombarding a thick beryl-
lium target with 3 MeV protons at the CN Van de
Graaff accelerator of LNL. For both filling gases, the
microdosimetric spectra for the 137Cs and the neutron
fields were collected at 10 different gas densities, giving
a total of 40 spectra. At each density, the neutron and
photon spectra were measured in the same working
conditions of the TEPC.
Figure 2. Ratio ðlrÞC3H8ion =ðlrÞC3H8TEion for electrons (top)
and protons (bottom). (S/r) for protons are taken from Ref. (4)
and (S/r) for electrons from Ref. (5).
Figure 3. Np-edge in C3H82TE (line) and C3H8 (symbols) as
a function of mass per area Dr (top) and as a function of
equivalent site size d at density r ¼ 1 g cm23 (bottom).
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The neutron spectra for both gases were calibrated
using the proton edge, by applying the technique dis-
cussed in detail by Conte et al.(7). The most precise
marker point (hTC) is given by the intercept of the
tangent through the inflection point of the fitted
Fermi function with the abscissa. The lineal energy
values at the p-edge, ypedgeðdÞ, were calculated using
the energy range tables published by ICRU(4) for the
TE gas mixture. Afterwards, they were assigned to
the marker hTC. For each density, the same calibration
factor was applied to the 137Cs spectrum. To give an
example, the neutron spectra measured in the two
gases, at ðDrÞC3H8 ¼ 0:075 mg cm2 in propane and
at ðDrÞC3H8TE ¼ 0:1 mg cm2 in the TE gas, were
calibrated, according to Equation (3), using
ypedgeð1mmÞ for the TE gas mixture.
RESULTS AND DISCUSSION
To give an impression of the results, Figure 4 shows
the microdosimetric spectra for 137Cs on the left and
for 0.58 MeV neutrons on the right at equivalent site
size d ¼ 2 mm. A good correspondence in the shape
of the spectra is observed with only minor differences
in the gamma spectra. A similar good agreement was
observed also for the other gas densities.
To get an overview of the results in the whole range
of site sizes, the dose-mean lineal energy for the
gamma component was calculated. As the lower
threshold of the spectral distributions was set at the
noise level y ¼ 0.4 keV mm21, this dose-mean lineal
energy was indicated as yþ
D
.
Figure 5 shows yþ
D
in pure propane (spheres) and in
the TE gas mixture (squares) as a function of the
equivalent site size d: the agreement between the yþ
D
for propane and for the TE gas as a function of the
equivalent site size d is almost perfect within the
estimated ‘type A’ standard uncertainties of 1.5 %.
Within these uncertainties, the experimental data can be
described by a power function of d (the straight lines in
the figure). The yþ
D
in propane obtained without taking
into account the 0.75 factor in Equation (3) is also
shown (open circles). In this case, an underestimation
between 5 and 10 % clearly demonstrates the improve-
ment by using the 0.75 factor.
CONCLUSIONS
The aim of this work was to investigate how different
is the response of a TEPC filled with pure C3H8
instead of the common C3H82TE gas, in gamma
and neutron fields. The comparison of the microdosi-
metric spectra for 137Cs and neutron fields, in the
equivalent diameter range investigated in this study,
confirms that the C3H8-filled TEPC has almost the
same response function as the C3H82TE-filled de-
tector if the mass per area in pure C3H8 is reduced by
a factor of 0.75 when compared with C3H82TE. By
applying this factor, pure propane gas can be used as
a substitute of the TE gas mixture. The microdosi-
metric spectra are almost the same, and the derived
dose-mean lineal energies do not differ significantly,
within the estimated uncertainty of 1.5 %. The applic-
ability of Equation (3) in mixed fields and higher
neutron energies is under investigation.
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Tissue-equivalent proportional counters (TEPCs) measure distributions of ionisations, produced in the gas cavity by the radi-
ation field which are afterwards converted into distributions of energy imparted by applying a calibration factor. To calibrate the
pulse-height spectra, first, a marker point must be identified in the measured spectrum. Then, an accurate value of lineal energy
must be assigned to this marker. A common marker that is often used for calibration is the so-called proton-edge (p-edge). It is a
distinctive feature of a proton or neutron spectrum which corresponds to the maximum amount of energy that a proton can
deposit in the active volume of the detector. A precise method to identify the marker point was applied to identify the p-edge with
an uncertainty below 1 %. To evaluate the final uncertainty of the calibration, the uncertainty of the energy value assigned to the
p-edge must also be considered. This value can be evaluated using different energy-range tables. This study investigates how the
choice of different input databases for calibration purposes influences the calibration. The effect of three different frequently
used sets of input data was analysed for pure propane gas and for propane–TE gas mixture.
INTRODUCTION
Tissue-equivalent proportional counters (TEPCs)
could be used as reference devices for radiation pro-
tection in mixed radiation fields. TEPCs measure with
high precision the distribution of charges produced in
a gas cavity by directly ionising particles entering the
gas cavity. The corresponding pulse-height distribu-
tions are afterwards converted into distributions of
lineal energy by applying a calibration factor. Based
on a suitable weighting function, these distributions
can also be used for monitoring the relative biological
effectiveness (RBE) of therapeutic hadron beams.
The quality of this monitoring critically depends on
the calibration factor and therefore also on the atomic
composition of the filling gas. In this respect, the ac-
curacy of the calibration procedure of a TEPC is
limited, for instance, by the uncertainties from W-
values and the stopping power data which are not
always considered in the overall uncertainty of micro-
dosimetric measurements.
The calibration procedure of TEPCs consists of the
identification of a characteristic feature in the mea-
sured pulse-height spectra, a marker point, to which
afterwards a precise value of lineal energy y must be
assigned(1). The so-called p-edge is often used as a
marker, which corresponds to the maximum lineal
energy yp-edge released by protons in the gas cavity.
Hence, to evaluate the final overall uncertainty of the
calibration procedure, the uncertainty of yp-edge must
also be considered. It is, therefore, the aim of the
present work to study the influence of using different
energy-range tables to calculate yp-edge, and to assess
the associated uncertainties to the resulting microdosi-
metric quantities (yF, yD). For this purpose, three sets
of input data, ICRU 49(2), SRIM(3) and FLUKA(4),
are analyzed which are commonly used by the scientific
community. In view of their application to calibrate
TEPCs, this study considers the tabulated data for two
gases frequently used in experimental microdosimetry:
the usual propane-based tissue-equivalent gas mixture
(propane–TE) and pure propane gas.
PHYSICAL DATA USED FOR CALIBRATION
The factor to convert pulse-height distributions into
lineal-energy distributions is given by Equation (1), as





Here, hp-edge is the peak height of the marker point
at the p-edge, which corresponds to a lineal energy
yp-edgeðdÞ. The lineal energy at the proton edge, yp-edge,
can be approximately calculated using the continuous-
slowing-down approximation and appropriate energy-
range tables. For this purpose, at least, three different
tables are commonly used.
In Figure 1 the energy-range curves for protons in
propane–TE gas mixture and pure propane gas are
compared for three studied data tables: ICRU 49,
SRIM tables and FLUKA input data.
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Differences of the order of 5 % are seen between
ranges derived from ICRU with respect to SRIM
tables in the low energy range for E , 100 keV. These
differences are due to the different approximations
considered in the calculation of stopping powers of
each database for low energy protons.
Using the data presented in Figure 1, the maximum
energy DEmax lost by protons in a given mass path
length dr (r is the gas density) is obtained by maxi-
mising DE, which is given by Equation (2), by varying
Ein over the whole energy range:
DE ¼ EinðRinrÞ  EoutðRinr drÞ; ð2Þ
where Rin is the particle range of the incident particle
with energy Ein.
The lineal energy at the proton edge is then given
by Equation (3):
yp-edgeðdÞ ¼ DEmaxl : ð3Þ
Here, l is the mean chord length of the cavity. If
exposed to an extended isotropic external radiation
field, the mean chord length of a spherical cavity is
given by l ¼ 2d=3.
To present the results of this procedure, Figure 2
shows the lineal energies at the p-edge in propane–
TE and pure propane gases calculated for the three
data sets, as a function of site size d.
For propane–TE gas at site sizes 0.5 mm  d  3 mm
(at a density r ¼ 1 g cm23), the values of yp-edge based
on the SRIM data are greater by 5 % than those
resulting from the ICRU data, whereas for propane
gas they are greater by 6 %. In contrast, the yp-edge
values based on the FLUKA input data are greater
than those based on the ICRU data by ,2 % for the
TE gas and ,4 % for propane.
INFLUENCE ON MICRODOSIMETRIC
SPECTRA
To study the influence of calibrating experimental
microdosimetric spectra with different data tables,
measurements were performed at the CN Van de
Graaff accelerator of LNL, irradiating a spherical
TEPC with neutrons (average energy of 0.58 MeV)
Figure 1. (a) Proton ranges in C3H8–TE gas taken from
three data tables (see the inset). (b) The same as (a), but for
C3H8 gas.
Figure 2. (a) Proton-edge values at different simulated
diameters d for propane–TE calculated using ICRU 49,
SRIM and the FLUKA input data. (b) The same as (a), but
for C3H8 gas.
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from the 8Be (p,n) reaction with 3 MeV protons, to
have a clean and sharp proton edge. These measure-
ments were done for site sizes 0.5 mm  d  3 mm.
As already mentioned in the ‘Introduction’ section,
the calibration was performed by first determining a
marker point in the p-edge region, and then assigning
to this point the calculated lineal energy yp-edge.
Following the recommendation given by Conte
et al.(1), the proton-edge region of each simulated
microdosimetric neutron spectrum was fitted by a
Fermi-like function. Afterwards, the intercept of the
tangent through the inflection point of the Fermi
function with the h-axis, hTC, was used as the marker
point.
Three different calibration factors kICRUcal , k
SRIM
cal and
kFLUKAcal were derived for propane–TE gas-mixture or
pure propane gas and applied to the neutron spectra
measured in each gas. Figure 3 shows an impression of
the results obtained for site size d ¼ 1 mm in the two
gases, after the calibration.
For the sake of clearness, only the microdosimetric
spectra calibrated with the ICRU and the SRIM data
are shown. According to Figure 2, the calibration
factors based on the FLUKA data are in between.
As can be seen in Figure 3, the microdosimetric
spectra shift to higher y-values if SRIM data are used
instead of ICRU data. This shift is obviously the
consequence of the differences observed in Figures 1
and 2.
Despite the fact that at first glance the spectra look
very similar, the shift leads to significant differences in
the derived microdosimetric quantities, for instance in
the frequency-mean lineal energy yF, the dose-mean
lineal energy yD and possibly even to larger extent
when a weighting function is applied for estimating
the RBE.
MICRODOSIMETRIC MEAN VALUES
The relative change of the mean microdosimetric
quantities yF and yD directly reflects the relative
change of the calibration factors. Figure 4 shows the
relative difference of the yp-edge, and therefore also of
the yF and yD calculated with the SRIM and
FLUKA data tables with respect to the corresponding
quantities calculated with ICRU tables. Results are
presented as a function of the site size d in propane–
TE gas-mixture and pure propane gas.
Figure 4. (a) Relative difference of yp-edge, yF and yD
calculated with the SRIM tables and the FLUKA input data
with respect to the ICRU tables in propane–TE gas. (b) The
same as (a), but for C3H8 gas.
Figure 3. (a) Comparison of neutron microdosimetric
spectra at d ¼ 1 mm calibrated with kICRUcal and kSRIMcal in
propane–TE gas. (b) The same as (a), but for C3H8 gas.
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Figure 4 clearly demonstrates that a calibration
based on the SRIM data always leads to results which
are markedly greater than those based on ICRU data:
from 3 % to more than 5 % in TE gas and from 2.5 %
to more than 6 % in pure propane. The differences in-
crease with decreasing site size.
CONCLUSIONS
This study illustrates how the use of different basic
physical data in the calibration procedure introduces
significant type B uncertainties which must be taken
into account, especially for measurements at small
site sizes. An additional uncertainty is obviously
related to the determination of the particular feature
of the measured spectrum (the marker point) to which
this lineal energy value is assigned. Frequently the
calibration is made with the proton-edge technique,
without mentioning which point of the proton-edge
region is actually used. It was found that, fitting this
region with a Fermi-like function, three markers can
be determined with precision better than 0.5 %, never-
theless the choice of the marker remains an issue and
can lead to significant differences. For instance, even
in the clean and sharp proton-edge shown in
Figure 3, the differences between the position of two
markers (the inflection point of the fitted Fermi func-
tion or the intercept with the h-axis through the inflec-
tion point) is about 7 % at d ¼ 1 mm and even larger
at smaller site sizes. When applying the proton-edge
calibration, it is therefore recommended to mention
(i) which marker point is used in the p-edge region,
and (ii) which database is applied to calculate the
corresponding lineal energy. This is of particular im-
portance for the inter-comparison of microdosimetric
measurements performed by other groups and, for in-
stance, for comparing the monitored radiation quality
of therapeutic hadron beams of different centres.
From the point of view of quality assurance, a stan-
dardisation of the input data is urgently needed.
The study will be extended to site sizes d , 0.5 mm,
other gases and other calibration procedures.
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Tissue-equivalent proportional counters (TEPCs) do not always allow built-in calibration alpha-particle sources, and the lineal
energy calibration of these counters must be performed with an external radiation able to penetrate the detector walls. The irradi-
ation field can be used for calibration if a particular marker point of known lineal energy is identified in the measured spectrum.
This point is often identified with the proton edge, which corresponds to the maximum energy deposited by protons in the given
volume. If the proton edge cannot be identified precisely in the measured spectrum, a gamma source can be used instead, identify-
ing the maximum lineal energy due to electrons (e-edge). The technique was already described and applied for cylindrical
TEPCs, allowing a calibration with an overall uncertainty smaller than 5 % (Conte et al. Lineal energy calibration of mini tissue
equivalent gas-proportional counters (TEPC). AIP Conf. Proc. 1530, 171–178 (2013)). In the present work, this study was
repeated for spherical detectors. First a marker point was identified in the microdosimetric spectrum of a 137Cs gamma source,
then a precise value of lineal energy was assigned to it. Gas pressures were varied to simulate diameters from 0.5 and 3 mm at
density 1 g cm23. A simple power equation is given for allowing calibration of TEPCs filled with C3H8-TE gas at different pres-
sures, using an external 137Cs gamma source.
INTRODUCTION
The tissue-equivalent proportional counter (TEPC) is
the master detector in microdosimetry. It measures
pulse height spectra due to charged particles that ionise
the filling gas. The raw pulse height spectra are after-
wards calibrated versus lineal energy, y, applying appro-
priate calibration factors. If the calibration is accurate,
the microdosimetric spectra provide characteristic infor-
mation that can be used to determine the quality of the
radiation field(1).
The calibration is often carried out in commercial
TEPCs using an internal alpha-particle source.
Alternatively, if the alpha source is not available, the
spectra can present some particular features (markers),
a sort of signature that corresponds to a precise value of
lineal energy. If the measurements are performed in a
neutron field, for instance, it is frequently easy to recog-
nise the position of the proton edge, which corresponds
to the maximum energy imparted by protons in the
target volume. If the TEPC does not include an internal
alpha source and the self-calibration with the proton
edge is not feasible (the proton edge, for instance, is
hardly recognisable in high-energy proton fields in deep
space) an external 137Cs gamma source can be used. In
this case the electron-edge, which corresponds to the
maximum energy imparted by electrons to the sensitive
site, can be used for calibration. The procedure has
been described in detail by Conte et al.(2), and applied
for the calibration of cylindrical TEPCs. As the track
length distribution of a cylindrical counter is a bit
different from that of a sphere, significant (more than
1 %) differences could be expected, in particular in
the position of the electron edge. It was therefore the
aim of the present paper to study the applicability of
this procedure also for spherical TEPCs filled with
propane-based tissue-equivalent gas mixture.
EXPERIMENTAL SET UP
The measurements were performed at INFN-LNL
using a sealed spherical TEPC with an internal diam-
eter of 5 cm, an anode diameter of 100 mm, and
3-mm-thick walls made of tissue-equivalent plastic
(A-150). The TEPC was filled with the propane-based
tissue-equivalent gas mixture. The mass per area of
the cavity diameter Dr was varied between 0.05 and
0.3 mg cm22 by changing the gas density, to simulate
site sizes between 0.5 and 3.0 mm.
IDENTIFICATION OFA MARKER POINT
IN THE 137CS SPECTRUM
In order to apply the electron-edge technique, the first
step is to determine a marker point in the electron
edge region of the measured 137Cs pulse-height spec-
trum. By fitting this region with a Fermi-like function
(see Equation (1) and Figure 1), it is possible to recog-
nise three marker points in the spectrum: the abscissa
of the inflection point, hðeÞflex, the abscissa of the second-
derivative maximum, hðeÞdd , and the intercept of the
tangent through the inflexion point with the h-axis,
hðeÞTC, to which a precise value of lineal energy can be
assigned (see Equation (2)). It was found that between
these marker points, hðeÞTC is the one with the highest
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h  dðhÞ ¼ A
1 þ eBðhCÞ ð1Þ
hflex ¼ C; hdd ¼
ln 2 þ ﬃﬃﬃ3p 
B
þ C; hTC ¼ 2Bþ C
ð2Þ
Figure 1 shows, as an example, a measured
137Cs-gamma spectrum and the fitted Fermi-like func-
tion at the electron edge region.
In Figure 2 a zoomed view of the electron-edge region
is presented, including the positions of the three marker
points. The fitting procedure permits to determine the
position of hTC with a precision of 0.2 %.
EXPERIMENTAL CALIBRATION OF
THE MARKER POINT
After determining the position of the marker point, a
precise value of lineal energy has to be assigned.
Unfortunately the procedure which is generally used for
the calibration with the proton edge cannot be applied
here. The electron edge is indeed produced by electrons
with a range equal to the site size D. For D  2 mm,
these electrons have energies E  10 keV, and in this
low-energy region energy-range tables are either missing
or affected by large uncertainties. Therefore, the lineal
energy of the electron edge ye-edge must be determined
by using another calibration procedure. Here, ye-edge was
determined by calibrating the spectrum with the p-edge,
at specified working conditions. Afterwards the ye-edge
can also be used to calibrate the microdosimetric spectra
for other working conditions.
To have a clear and sharp p-edge, the microdosi-
metric spectrum of 0.58 MeV neutrons from the
p(Be,n)-reaction at 3 MeV was measured. Afterwards, a
fit with a Fermi-like function was done in the p-edge
region, and the position of the intercept of the tangent
through the inflexion point hðpÞTC was used for calibration.
The lineal energies at the p-edge yp-edge were calculated
by using the energy-range table published by ICRU(3).
In order to transfer the calibrations for protons to
photons, the ratio Wel/Wp ¼ 0.981 was applied(2).
Therefore, the calibration factor 0.981.yp-edge/h
ðpÞ
TC
was used to calibrate also the gamma spectra at the
same site size.
As an example, Figure 3 shows the proton compo-
nent of the microdosimetric pulse-height spectrum
measured at site size D ¼ 1 mm. In the same figure
also the fitted Fermi function and the tangent
through the inflection point are shown.
The used lineal energies yp-edge are given in Table 1
for different site diameters.
RESULTS AND DISCUSSION
Following the proton-edge calibration, the type-A un-
certainties of the lineal energy at the electron edge,
ye-edge, were estimated to be 3 %. To give an impression
of the results, Figure 4 shows the calibrated gamma
spectra measured at site size D ¼ 0.5, 1 and 3 mm.
The electron edge shifts to lower lineal energy with
increasing site size reflecting the increasing energy of
the exact stoppers and at the same time the corre-
sponding decreasing stopping powers.
Experimental results for the measured ye-edge at the
intercept marker, yTC, and at the flex marker, yflex, are
presented in Figure 5, in dependence of site size D.
Within the electron-edge region yflex is the leftmost
marker and yTC is the rightmost one. The difference
Figure 1. 137Cs pulse-height spectrum measured at site size
D ¼ 1 mm. The grey area indicates the electron-edge region.
The thick line represents the Fermi-like function fitted to the
measured data.
Figure 2. Zoomed view of the electron-edge region of
Figure 1. The dot-dashed line represents the tangent through
the inflection point (flex). The positions of the marker points
are indicated by the vertical dashed lines.
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between the two is about 40 %, as can be seen in
Figure 5. The corresponding difference in the proton
edge is much smaller, of the order of 7 %, because the
proton-edge region is markedly sharper than the elec-
tron-edge region, at least, for the studied neutron
field. The choice of the most significant marker to
which the calculated yp-edge should be assigned is
somehow arbitrary. Here, the ‘intercept TC’ was
chosen, because it is the most precise one(2). However,
the ‘flex’ could be less sensitive to energy-loss strag-
gling and also to differences in the chord length distri-
butions. If the yp-edge was assigned to the ‘flex’, this
would lead to a calibration factor higher by about
7 %. The choice of the most accurate marker is, there-
fore, of outmost importance; nevertheless, the accur-
acy of the marker was not the topic of the present
study.
To give a physical interpretation of the results,
Figure 5 shows also the lineal energy y(3) (dashed
line) obtained by application of the following formula













The calculated data, y(3), lie in between the lineal
energies yflex and yTC and show the same dependence
on site size. If y(3) is scaled to the experimental yTC at
site size D ¼ 1 mm, the experimental yTC are in an
almost perfect agreement with the scaled data within
the uncertainties.
To make the dependence on D more clear, the data
of Figure 5, and in addition ydd, are presented in
Figure 6 in a log–log scale. As it is obvious from the
Table 1. Lineal energy yp-edge as a function of site size D.












Figure 4. 137C spectra measured ad three different site sizes
(see the insert) after the calibration made with the proton-
edge.
Figure 3. Proton component of the microdosimetric pulse-
height spectrum measured in a 0.58 MeV neutron field at
site size D ¼ 1 mm.
Figure 5. Measured yTC (spheres), yflex (open circles) and
calculated y(3) (lines) e-edge values (see text), for different
site sizes D. The solid line is obtained by scaling the
calculated data (dashed line) to the experimental value at
1 mm.
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figure, the dependence of ye-edge (keV mm
21) on D (mm)
can be described by a simple power function, the
exponent of which is always the same, independent of
the marker, and only the factor kcal changes.
yeedge ¼ kcalD0:42 ð4Þ
Correspondingly to Figure 6, Figure 7 presents the
lineal energies of the different markers, measured with
a cylindrical TEPC calibrated with an alpha-particle
source(2). The dependence on D is again well described
by the power function given by Equation (4), apart
from yflex which shows a slower dependence.
From fitting the data presented in Figures 6 and 7
with the power function given in Equation (4), the
following calibration factors kcal were found for deter-
mining yTC:
kðsphereÞcal ¼ 13:9; kðcylinderÞcal ¼ 15:5:
CONCLUSIONS
A simple procedure can be used to calibrate microdo-
simetric spectra using an external 137Cs gamma
source. By fitting the electron edge region with a
Fermi function, three marker points can be deter-
mined, among which the intercept of the tangent
through the inflexion point, hðeÞTC, is the most precise
one. As it is clear from Figure 8, the value of lineal
energy of this marker, yTC, depends on the geometry
of the detector, but the dependence on the site size D
is the same for spherical as for cylindrical TEPCs.
This dependence can be described by a simple power
function of D. Therefore, according to the described
procedure, it is sufficient to determine the value of
yTC at one gas density (corresponding, for instance, to
D ¼ 1 mm) and at arbitrary gas gain.
The procedure presented in this work allows the
calibration of TEPCs with an overall uncertainty
comparable to that of the p-edge calibration.
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Figure 7. The same as Figure 6, but for the cylindrical
TEPC(2).
Figure 8. Comparison of lineal energy yTC measured with
the spherical (closed circles) and with the cylindrical TEPC
(open circles) as a function of site size D. Times symbols:
y(3) calculated with Equation (3). Lines: calculated data
using Equation (4) with different kcal.
Figure 6. Lineal energy at the three markers indicated in
Figure 2 (circles), measured with the spherical detector, and
lineal energy calculated with Equation (3) (times symbols)
for different site sizes D. Lines: fitted data using Equation (4).
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The EuTEPC (European TEPC) is a novel spherical tissue-equivalent gas-proportional single-wire counter that has been
designed and constructed at the National Laboratories of Legnaro of Italian Nuclear Physics Institute in collaboration with the
University of Padova, the DLR (German Aerospace Centre) and Austrian Institute of Technology. Its peculiarity is the spherical
A-150 cathode wall which is sub-divided in nine sectors. Each sector is properly and differently biased, in order to obtain a
uniform electric field along the anode wire, for reaching a good isotropic response and energy resolution. The counter compo-
nents can be easily replaced and reassembled including the anode wire. The counter could be used as a monitor area inside the
International Space Station. This paper describes first microdosimetric measurements in 60Co, 137Cs and 241Am-Be(a,n)
gamma and neutron fields performed with the EuTEPC filled with pure propane gas. Measurements have been performed simu-
lating sites sizes, ranging from 0.05 up to 0.25 mg cm22 in pure propane, which correspond from 0.7 up to 3.3 mm equivalent site
sizes in propane–TE gas. Comparisons with some literature spectra are presented.
INTRODUCTION
Tissue-equivalent proportional counter (TEPC) tech-
nology has been exploited since the 1980s of the last
century for area monitors which had to work in
mixed radiation fields(1). However, from the point of
view of radiation protection, the main drawback of
TEPCs is that they measure the lineal energy y, not
the LET, on which the dose equivalent definition is
based. The lineal energy y-spectrum is a good ap-
proximation to the LET spectrum when the sensitive
volume is smaller than the range of the charged parti-
cles set in motion by the radiation field. Otherwise,
the measured lineal energy, y, underestimates the
energy imparted caused by the radiation field.
Generally, TEPC area monitors are filled at low gas
pressures to simulate site-sizes of 0.2 mg cm22, corre-
sponding to 2 mm at the density of 1 g cm23. A calcu-
lation study(2) shows that the TEPC neutron response
(from thermal to 20 MeV energies) is optimised when
the site size is about 0.4–0.5 mm in propane–TE mo-
tivating the construction of TEPC operating at low
site sizes.
Ordinary TEPCs have either spherical or cylindric-
al geometries. It is easier to build a cylindrical TEPC
than a spherical one. Moreover, in a cylindrical
TEPC, the applied voltage between anode and
cathode creates naturally a uniform region along the
anode wire where electron multiplication takes place.
In a spherical TEPC a uniform electric field along the
anode wire can be achieved by using a helix electrode
concentric to the anode itself. Another solution is to
segment the cathode wall(3) in different sectors:
biasing properly the different sectors permits to
model the electric field for having equipotential lines
parallel to the anode wire.
An advantage of a spherical TEPC is the isotropic
response to the radiation field. For example, since the
1990s the International Space Station (ISS) generally
has one TEPC on board. Even if the radiation environ-
ment in space is nearly isotropic, differences in the air-
craft shielding lead to a non-isotropic radiation field
inside the ISS. For that reason spherical detectors are
preferred to cylindrical ones because of their isotropic
response. However, for space applications spherical
TEPCs cannot be built with a helix for creating a
uniform electric field along the anode wire because,
this helix has a high sensitivity to mechanical vibra-
tions. Therefore, a segmented spherical TEPC is a solu-
tion for having an isotropic detector response on board
of commercial aircrafts. This permits to perform dos-
imetry and assessment of radiation quality during in
space flights as recommended by NCRP 142(4).
In the framework of the ESA European Crew
Personal Active Dosimeters (EuCPAD) project, a
new spherical TEPC, called EuTEPC (European
TEPC), was developed, to be used as monitor area
inside the ISS. The 50-mm spherical TEPC counter
has been designed, constructed and characterised at
Legnaro National Laboratories of Italian Nuclear
Physics Institute (INFN-LNL)(5).
This paper describes first microdosimetric measure-
ments with 60Co, 137Cs and 241Am-Be(a,n) sources
performed with the EuTEPC counter filled with pure
propane gas. Measurements have been performed
in sites sizes ranging from 0.05 up to 0.25 mg cm22,
that is from 0.7 to 3.3 mm equivalent site sizes in
propane–TE gas.
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The peculiarity of the TEPC is the spherical cathode
wall, which is sub-divided in nine sectors separated by
0.5 mm of Rexolite spacers (Figure 1). In that way,
biasing properly the different sectors it is possible to
obtain a uniform electric field along the anode wire
and therefore a good isotropic response and energy
resolution. The TEPC is filled with pure C3H8 gas.
The cathode sectors, 3 mm thick, are made of a
tissue-equivalent plastic (A-150). Two Rexolitew half-
sphere insulator-shells of 3 mm keep the cathode seg-
ments in place without glue need.
The detector is sealed and enclosed in a stainless
steel vacuum housing of 0.375 mm thickness. The
electronic front-end and the divider, kept at atmos-
pheric pressure, are just below the stainless steel
vacuum housing. The whole system is enclosed in an
aluminium housing of 0.35 mm thickness that shields
from the electromagnetic environmental noise.
All EuTEPC components can be easily replaced
(i.e. for maintenance), also the anode wire. The front-
end electronics, which can be replaced without
opening the vacuum housing, is a low noise charge-
sensitive pre-amplifier of 300 electrons RMS noise
with a dynamic range bigger than 2`  104.
MATERIALS AND METHODS
The detector was filled with C3H8 gas at different gas
pressures between 550 and 2720 Pa which correspond
to mass per area ðDrÞC3H8 between 0.05 and 0.25
mg cm22. As it has been discussed in reference (6),
the gas density of pure C3H8 must be scaled by a




ð1 g cm3Þ ; d ¼
ðDrÞC3H8
0:75  ð1 g cm3Þ ð1Þ
Therefore, using pure C3H8 gas, measurements are
equivalent to site sites from 0.7 to 3.3 mm in C3H8–TE
gas mixture.
For each measurement, the temperature was moni-
tored with a precision of 0.18C while the gas pressure
was monitored by an MKS manometer at the valve
entrance of the detector with a precision of 1 Pa.
The applied voltage depending on the gas pressure
was between about 600 V (the minimum value to
allow sufficient gas gain) to about 850 V (the dis-
charge limit). The negative high voltage is applied to
the cathode and the anode wire is kept at ground po-
tential. To cover the wide dynamic range of energy
deposited in the TEPC, the pulses from the output of
the pre-amplifier were fed in parallel to three linear
amplifiers with different magnification: about 1, 10
and 100. The shaping time of the three amplifiers was
2 ms. Shaped pulses were converted by three Analog-
to Digital Converter CAMAC modules, which
provide fast pulse height processing over the large
dynamic range. The three sub-spectra measured with
different amplification gains are off-line joined by
superimposing the overlapping parts. Afterwards an
overall microdosimetric spectrum is calculated for
each measurement.
The electronic chain has been calibrated by using a
precision pulser (BNC PB-4) to establish the calibra-
tion curve between channel number and acquired
voltage amplitude.
Measurements have been done with both low-
LET and high-LET radiations. For low LET radi-
ation a 60Co source of 409 kBq and a 137Cs source
of 1.11 GBq were used. For high-LET radiation an
Americium–Beryllium source with an activity of
3.7 GBq and a neutron emission of 2.1` 105 ns21
has been used. For having high statistics, 137Cs
and 60Co measurements lasted between 30 min to
1.30 h in order to record at least 2` 106 counts
while AmBe spectra needed more than 8 h for each
measurement.
Calibration
As the current TEPC does not contain an internal
a-particle source, the calibration of the gamma
microdosimetric spectra were performed using the
electron edge technique discussed in detail in refer-
ence (7). First, the marker point in the measured
spectra was found by applying a Fermi-like fitting
function, and then the value of the linear energy of
Figure 1. The nine A-150 concentric segments with the
eight Rexolitew insulating spacers (upper part) and their
partial assembling.
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the e-edge yeedge as a function of D for the spherical







Here, equation (2) is used to calibrate gamma 60Co
and 137Cs spectra at each site size D. To calibrate the
241Am–Be(a,n) spectra at each D, a gamma spectra
was collected under the same operating conditions.
Then, the calibration factor derived from the gamma
spectra multiplied by the ratio Wp=We ¼ 1:019(8) was
used to calibrate the AmBe data.
RESULTS AND DISCUSSION
Figure 2 shows 60Co microdosimetric spectra at 0.7,
1.3 and 2.7 mm simulated site sizes. The detection
threshold was around 0.1 keV mm21 at 0.7 mm and
even smaller for higher site sizes because of the higher
applied voltage (in Figure 2).
Similarly, 137Cs gamma spectra collected at the
same simulated site sizes, D, are plotted in Figure 3.
In all the cases, the experimental threshold is ,0.2
keV mm21.
Because of the lower energy of electrons set in
motion by 137Cs radiation, the peak of crosser events
is shifted to higher y-values in comparison with 60Co
microdosimetric spectra. In both gamma fields, as
expected, decreasing the simulated site size, the y
d(y) distribution shifts to higher y-values because of
the increase of the stopping power of the exact stop-
pers(8). Anyway, the shape of the electron edge, that
is due to exact-stopper electrons, is invariant to the
photon energy field. The absolute value of the
electron edge only depends on the site diameter
according to equation (2)(7).
Microdosimetric gamma spectra measured with the
EuTEPC have been compared with literature spectra
at 1 mm simulated site size(9, 10). The comparison is
shown in Figure 4. The shapes of the spectra are in
good agreement.
Figure 5 shows microdosimetric spectra of 241Am-
Be(a,n) radiation field for simulated site sizes of 0.7,
2.0 and 3.3 mm. Experimental thresholds were 0.1
Figure 2. 60Co microdosimetric spectra measured at site
sizes d ¼ 0.7 mm, 1.3 mm and 2.7 mm.
Figure 3. 137Cs microdosimetric spectra measured at
different simulated site sizes d ¼ 0.5 mm, 0.7 mm, 1.3 mm
and 2.0 mm.
Figure 4. 137Cs and 60Co microdosimetric spectra measured
at D ¼ 1 mm with the EuTEPC compared with literature
data(9, 10).
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keV mm21 with the exception of 0.7 mm simulated
site size which was  0.6 keV mm21.
Looking at the Am–Be microdosimetric spectra, it
is possible to distinguish three different components.
The first one is the low lineal energy component (up
to about 20 keV mm21), which can be called gamma
component. It is mainly due to electrons set in
motions by low energy photons of 241Am (g ¼ 59.5
keV). As in the pure gamma spectra of Figures 2 and
3, decreasing the simulated site size spectra shift
towards higher y-values. The second component spans
between 20 keV mm21 up to about 150 keV mm21 and
it is due to recoils protons from elastic scattering
caused by neutrons. It can be seen that the proton peak
produced by crossing particles it is independent of the
simulated site size; only the p-edge, that is around 136
keV mm21 at 2 mm(8), shifts towards higher values
when decreasing the site size because stopper-particles
at 3.3 mm become crossers at 0.7 mm. Finally, the third
component, which is above 150 keV mm21, is due to
light ions set in motion by fast neutrons (maximum
energy of 10 MeV).
Figure 6 shows the comparison of Am–Be micro-
dosimetric spectra at 2-mm simulated site size mea-
sured with the EuTEPC and with that one measured
in a low scatter environment at NPL(11). Despite of
the lower statistics of the reference spectrum, the
agreement is very good.
CONCLUSIONS
The comparison between EuTEPC measurements
with literature data shows a very good agreement.
Moreover, EuTEPC can properly measures gamma
and neutron spectra ranging simulated site sizes from
0.7 up to 3.3 mm. Next measurement campaign will
test the device at lower site sizes.
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