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Introduction
In recent research on expressive speech synthesis with emotions, a variety of techniques have been proposed [1] , [2] . It has been reported that corpus-based approaches such as unit selection [3] and HMM-based synthesis [4] give naturalsounding speech using a large speech corpus of the target emotion. However, when the amount of available speech data is small, the quality of synthetic speech decreases substantially. For the realization of expressive speech synthesis with more diverse speaker's voice at low cost, it is desirable to be able to synthesize speech using only several seconds or minutes data of the target speaker. Moreover, in real-life speech communication, the emotional intensity that appears in speech varies highly depending on the emotional state or the situation of the speakers [5] . Hence a framework that reflects these variations of expression in synthesized speech would be useful [6] .
In our previous study [7] , we proposed a style control technique based on the multiple-regression hidden semiMarkov model (MRHSMM) which models and controls the intensity of several emotional expressions and speaking styles that appear in a speech signal. In the MRHSMM, the intensity of emotional expressions and speaking styles is represented by a low-dimensional vector called a style vector. More specifically, mean parameters of output and stateduration probability density functions (pdfs) are assumed to be expressed by multiple regression of the style vector. Given a style vector corresponding to the desired style intensity, mean parameters are modified, and then, the style intensity is controlled for synthesized speech. However, this technique generally requires several tens of minutes training data of each style to synthesize and control the speech while maintaining its naturalness. Several approaches have been proposed for expressive speech synthesis with a small amount of speech data. Jian et al. proposed a technique to model prosodic features of emotional speech and adapt a neutral prosody model to an emotional one [8] . However, voice quality also plays an important role in the expression of emotions as well as prosody [9] , and the appropriate conversion of both spectral and prosodic features is preferable. For this purpose, Wu et al. proposed a voice conversion technique based on the duration-embedded Bi-HMM [10] . In this approach, the spectral and prosodic features are converted independently. In contrast, HSMM-based speech synthesis using style adaptation [11] takes the relationship between spectral and prosodic features into consideration. In this technique, synthesized speech of the target style is generated by using simultaneous model adaptation of spectral, F0, and duration features from the neutral style model. However, these techniques for expressive speech synthesis can only generate speech with a specific emotion or speaking style, and thus flexible control of its intensity with a small amount of speech data is still not an easy problem.
In this paper, we propose two methods for simultaneous adaptation of spectral, F0, and duration features to those of the target speaker in the MRHSMM-based style control framework. One is speaker-dependent MRHSMMbased speaker adaptation and the other is an average-voicebased approach. The first method is based on the direct conversion between MRHSMMs of source and target speakers using maximum likelihood linear regression (MLLR) [12] . The conventional HSMM-based MLLR algorithm is reformulated for the MRHSMM-based one. We prepare a speaker-dependent MRHSMM trained with a sufficient amount of speech data, and adapt it to the target speaker's MRHSMM using a small amount of adaptation data. This approach would be effective when characteris-tics of the source speaker are similar to those of the target speaker.
In contrast, the second approach is based on the average voice model [13] and simultaneous adaptation of speaker and style. Here, the average voice model is an HSMM trained from the neutral style speech of multiple speakers and has average characteristics of these speakers. In the method, the target speaker's style-dependent HSMMs are obtained by using the simultaneous adaptation of speaker and style from the average voice model. Then, the MRHSMM of the target speaker is obtained using these speaker-and style-adapted HSMMs. In both of the proposed methods, MAP-like adaptation is also introduced for further refinement.
This paper is organized as follows. Section 2 gives a brief explanation of style control based on the MRHSMM. Section 3 describes the two methods for MRHSMM training using model adaptation. Subjective experiments are described in Sect. 4. Section 5 summarizes our findings.
Style Control for Synthesized Speech Based on MRHSMM

MRHSMM-Based Simultaneous Modeling of Multiple Styles Considering Style Intensity
In HSMM-based speech modeling [14] , each state of the HSMM has output and state-duration pdfs which are defined as Gaussian densities with fixed mean and covariance parameters. In contrast, the mean parameter of the MRHSMM is expressed by a function of explanatory variables. More specifically, the mean parameter is assumed to be given as the multiple regression of a low-dimensional vector [15] . In MRHSMM-based style control for synthetic speech [7] , we utilize the MRHSMM to model each synthesis unit with multiple styles in a single model. We assume that mean parameters of output and state-duration pdfs at each state, μ i and m i , respectively, are modeled using multiple regression of the parameter vector as
where v is the style vector in a low-dimensional style space. 
where o and Σ i are the observation vector and covariance matrix of the output pdf, respectively, and d and σ 2 i are the state duration and variance of state-duration pdf, respectively.
Training of Speaker-Dependent MRHSMM Using
Least Squares Estimation and EM Algorithm
In the MRHSMM training, first context-dependent HSMMs are trained independently without context clustering for respective styles. We then apply a shared-decision-tree-based context clustering (STC) technique [16] to these models to construct a common tree structure for all styles. Finally, we obtain a single model that has the same tree structure as that of all styles by incorporating a style vector into a reestimation procedure as follows [7] . The initial regression matrix for the output pdf of the MRHSMM is calculated from parameters of all style-dependent HSMMs by the least squares estimation (LSE). Suppose that a speech database contains S styles and that the mean vector of each style and corresponding style vector are given by μ (6) as regression matrices of the initial MRHSMM. Differentiating E with respect to H b i and equating the result to zero, we have
In a similar way, regression matrices H p i of the stateduration pdf can be estimated as
As for the covariance parameters, we simply use those of style-independent HSMMs trained with speech data of all styles. After the initialization, parameters of the MRHSMM are reestimated based on the maximum likelihood estimation (MLE) using the expectation maximization (EM) algorithm for given training data and corresponding style vectors. The detail of reestimation formulas of regression and covariance matrices are described in [15] . When synthesizing speech, we obtain mean parameters of each synthesis unit, μ i and m i , by using Eqs. (1) and (2), respectively, for a given style vector v. A speech signal is then generated in the same manner as that of the speech synthesis framework based on the HSMM. By setting the style vector to a desired point in the style space, speech having a corresponding style intensity can be generated.
MRHSMM Training Based on Model Adaptation
Overview of Training Methods
In this section, we describe two methods for MRHSMM training based on model adaptation using different approaches. The first one is based on the conversion of the MRHSMM itself, and the other utilizes the average voice model for obtaining style-dependent HSMMs which are used for the initialization of the MRHSMM.
An outline of the conventional speaker-dependent and proposed methods is shown in Fig. 1 . In the conventional model training ( Fig. 1 (a) ) [7] , an initial MRHSMM of the target speaker is obtained from the target speaker's styledependent models using the LSE and then reestimated based on the MLE using the EM algorithm.
The training method using MRHSMM-based adaptation ( Fig. 1 (b) ) utilizes the source speaker's MRHSMM, which is pretrained using a sufficient amount of speech data. Then, the MRHSMM is adapted to the target speaker's model using a small amount of adaptation data. For the adaptation, the MLLR-based algorithm for the HSMM [17] is extended to that for the MRHSMM. Furthermore, the adapted model is refined using a technique similar to the maximum a posteriori (MAP) adaptation.
The model training from the average voice model is shown in Fig. 1 (c) . In this method, the average voice HSMM is trained using multiple speakers' neutral style speech. We adapt the average voice model to the target speaker's style-dependent HSMMs using a technique for simultaneous adaptation of speaker and style described in Sect. 3.4. Then, the initial MRHSMM is estimated by the LSE using speaker-and style-adapted HSMMs. Finally, MAP-like adaptation is also conducted for the initial MRHSMM in a manner similar to that of the MRHSMMbased adaptation.
Formulation of Model Adaptation Problem for MRHSMM Based on Linear Transformation
As in the case of HSMM-based MLLR [17] , the mean vector of the output pdf of the target speaker's model is assumed to be given by an affine transformation of that of the source speaker's model as follows:
where μ i andμ i are mean vectors of the source and target speakers' models, respectively. A b i is the transformation matrix, and b b i is a bias vector. In the MRHSMM, since μ i andμ i are represented by multiple regression of the style vector as Eq. (2), Eq. (9) becomeŝ
In the MRHSMM-based adaptation, we impose an additional constraint that the bias term b b i is also given by multiple regression of the style vector as
Then, we can rewrite Eq. (10) aŝ
Consequently, the linear transformation of the output pdf is determined bŷ
Similarly, the linear transformation of the state-duration pdf is given bŷ
Reestimation Formula of Transformation Matrix
Using a method similar to MLLR [12] , transformation matrices of the MRHSMM are estimated in an ML sense using the EM algorithm.
Estimation of Transformation Matrix of Output Pdf
We rewrite Eq. (13) as
where H b i andĤ b i are regression matrices of output pdfs of the source and target speakers, respectively.
From Eqs. (1) and (15), we havê
When adaptation data {O (1) , · · · , O (K) } and corresponding style vectors {v (1) , · · · , v (K) } are given, the auxiliary function of the output pdf of the target speaker is defined as
where T k is the number of frames of the k-th observation sequence
s is the observation vector at time s in O (k) , and γ d t (i) is the probability of being in state i during the period of time from t − d + 1 to t given O (k) . By differentiating the auxiliary function with respect to W b i and equating the result to zero, we obtain
In general, it is not always able to estimate transformation matrices for all pdfs because the amount of available adaptation data is limited. To reduce the total number of parameters to be estimated, we utilize the decision tree constructed in the training phase. By tying W b i in each node of the decision tree, the adaptation becomes possible for states that have no corresponding adaptation data. When the transformation matrix is tied across R pdfs, Eq. (18) becomes
This reestimation formula can be solved in a manner similar to MLLR for the HSMM and then, we obtain transformation matrices output pdfs.
Estimation of Transformation Matrix of StateDuration Pdf
The reestimation formula of the transformation matrix of the state-duration pdf is derived in the same manner as that of the output pdf. From Eq. (14), the linear transformation of the state-duration pdf is given bŷ
where H p i andĤ p i are regression matrices of stateduration pdfs of the source and target speakers, respectively.
, and (L + 2) × (L + 1), respectively. The reestimation formula of transformation matrices of the state-duration pdf is obtained using a manner similar to that of the output pdf, and given by
Simultaneous Adaptation of Speaker and Style from Average Voice Model
For the MRHSMM training from the average voice model, simultaneous adaptation of speaker and style is used to obtain the target speaker's style-dependent HSMM. In a previous study [13] , we have shown that the speech synthesis with the neutral style using an average voice model and speaker adaptation technique is effective when only a small amount of target speaker's data is available. Moreover, in a manner similar to the speaker adaptation technique, the style adaptation technique is capable of converting neutral style speech into another style [11] . In this study, we adapt not only speaker's characteristics but also characteristics of each style simultaneously and obtain speaker-and style-adapted HSMM in each style. In the simultaneous adaptation of speaker and style, we use the HSMM-based constrained structural maximum a posteriori linear regression (CSMAPLR) algorithm as the linear transform algorithm which has shown better performance and robustness than conventional MLLR-based ones [18] . In the CSMAPLR adaptation, the mean vector of the average voice model and the covariance matrix of the output pdf, μ i and Σ i , respectively, and the mean and variance of the state-duration pdf, m i and σ 2 i , respectively, are linearly transformed as follows:
where ζ and are the transformation matrix and bias vector of the output pdf, respectively, and χ and ν are the transformation coefficient and bias term of the state-duration pdf, respectively. These transformation parameters are estimated based on structural MAP criterion [19] in which the structure of the decision tree is utilized for robust estimation. In the estimation process, the transformation parameters of the parent node are used as the parameters of the prior distribution of the transformation parameters to be estimated [20] .
MRHSMM Refinement Using MAP-Like Adaptation
To alleviate the limitation of adaptation performance of linear transformation, we introduce a technique similar to the maximum a posteriori (MAP) adaptation [21] into the MRHSMM training. To simplify the formulation, we assume that the prior distribution for the mean and covariance parameters of HSMM is given by a normal-Wishart distribution. Under this assumption, an estimation formula is derived from a combined approach based on MAP adaptation for the HSMM [22] . The MAP estimate of the mean parameter of the output pdf is given by
where
μ i is the mean parameter obtained by CSMAPLR-based adaptation in Eq. (22), and μ
ML i
is the mean parameter estimated from adaptation data in the ML sense using the EM algorithm. τ out is a positive parameter.
In the MRHSMM, since μ i andμ i are assumed to be given by Eq. (1), Eq. (26) becomes
Then we obtain the MRHSMM parameter of the output pdf as
In the MRHSMM-based adaptation ( Fig. 1 (b) ),Ĥ b i is the regression matrix transformed by the MLLR-based adaptation in Eq. (13), and H
ML b i
is the regression matrix estimated from adaptation data in the ML sense. When a sufficient amount of adaptation data is available at state i, the regression matrix H b i approaches H
. Similarly, we obtain the MRHSMM parameter of the state-duration pdf by
The MAP-like adaptation for the MRHSMM is also used in the MRHSMM training from the average voice model, in which the initial MRHSMM of Fig. 1 (c) obtained by the LSE is used asĤ b i andĤ p i . From the derivation process, it is obvious that the effect of this MAP-like adaptation is similar to that of a combined approach of linear transformation and MAP adaptation for HSMM.
Experiments
Experimental Conditions
In the following subjective evaluation tests, we used four types of acted emotional or stylized speech -neutral, sad, joyful, and rough (impolite) styles. The speech database of each style contains 503 phonetically balanced ATR Japanese sentences uttered by two male and one female professional narrators, MMI, MJI, and FTY, respectively. Speech signals were sampled at a rate of 16 kHz and windowed by a 25-ms Blackman window with a 5-ms shift. Then, melcepstral coefficients were obtained by mel-cepstral analysis. The feature vector consisted of 25 mel-cepstral coefficients including the zeroth coefficient, logarithm of fundamental frequency, and their delta and delta-delta coefficients. We used the 5-state left-to-right MRHSMM with diagonal covariance. A three-dimensional style space (Fig. 2) was used, which was shown to be appropriate for the speaker-dependent MRHSMM in a previous study [7] . Style vectors for both training and adaptation data were set to (0,0,0), (1,0,0), (0,1,0), and (0,0,1) for the neutral, joyful, rough, and sad styles, respectively. The speaker-dependent MRHSMM was trained with 450 sentences of each style, 1800 sentences in total. As adaptation data for the proposed methods, we used 50 sentences of each style, 200 sentences in total. For comparison, the speaker-dependent MRHSMM of target speakers was also trained using 50 sentences of each style, 200 sentences in total.
In the MRHSMM-based adaptation, speaker-dependent MRHSMMs, except for the target speaker's model, were used as the source speaker's model. Transformation matrices were block diagonal which consisted of three blocks for static, delta, and delta-delta parameters. We set the value of τ out and τ dur to 1000 based on a preliminary experimental result. In this study, covariance parameters of the initial MRHSMM were not adapted because we found that the contribution of covariance parameters for style and speaker reproducibility was generally much lower than that of mean parameters [7] . In the adaptation from the average voice model, the average voice model was trained using six male speakers' and four female speakers' neutral style utterances taken from the ATR Japanese speech database (Set B). The training data were 450 sentences of each speaker, 4500 sentences in total. In the training stage of the average voice model, the STC algorithm and the speaker adaptive training (SAT) [16] were applied to normalize the influence of speaker differences among the training speakers. We used the covariance parameters of the average voice model as those of MRHSMM, and the covariance of speaker-and style-adapted HSMMs were not used.
There were eight subjects in all tests. For each subject, six test sentences were chosen at random from 53 test sentences † that were contained in neither the training data nor adaptation data.
Subjective Evaluation of Reproducibility
We first evaluated reproducibility of styles and speaker's characteristics by a comparison category rating (CCR) test. The scale for the CCR test was "5" for very similar and "1" for very dissimilar to reference speech. The reference speech samples of the target style were synthesized by a mel-cepstral vocoder. Test samples were generated from MRHSMMs with the same style vector as that used for training in each style. Figure 3 shows the scores with a confidence interval of 95%. In the figure, "from MMI","from MJI", "from FTY," and "from AV" denote MRHSMM-based adaptation from the speaker-dependent MRHSMM of each source speaker and average-voice-based adaptation, respectively. Speakerdependent model trained with 450 and 50 sentences in each style are denoted by "SD-450" and "SD-50," respectively. From the result, we can see that the reproducibility of the synthesized speech was improved by using each of the proposed methods compared to the conventional one (SD-50) when using the same size of target speaker's data. In the model training from the average voice model, scores were close to those of the speaker-dependent model (SD-450) and stable for all target speakers. In contrast, we found some dependency on the source speaker in the MRHSMM-based adaptation. This speaker dependency might be an obstacle to speaker adaptation to arbitrary speakers. Therefore, in the following experiments, we did not evaluate the MRHSMMbased adaptation, and focused on the average-voice-based MRHSMM training.
Next, we conducted a style classification test of the synthesized speech. For comparison, we also conducted the same test for the reference vocoded speech samples used in the previous experiment. Subjects were asked which style they perceived when listening to the test speech samples. When subjects perceived speech samples as having none of these styles, the samples were classified into "other". Average classification rates for three target speakers are listed in Table 1 . From these results, it can be seen that SD-450 gave a classification rate similar to vocoded speech except for the joyful style. The proposed method improved the classification rate of the neutral and joyful styles compared to that of SD-50. Although we did not find improvement when using the proposed method compared to SD-50 in the rough style, it is noted that the number of samples classified into "other" decreased in all styles.
Evaluation of Perceptual Intensity When Changing Style Vector
We assessed whether the subjects could perceive the variation of style intensity of synthesized speech controlled by the style vector. We generated speech samples by changing the value of the style vector along each axis of the style space. Specifically, for each style except the neutral style, we changed the component of the style vector corresponding to the target style from 0.5 (weaken the intensity of the target style) to 1.5 (emphasize) with an increment of 0.5 and fixed the other style components to zero. Subjects listened to a speech sample chosen randomly from test sentences and rated its style intensity by comparing it to that of a reference † Several speech samples used in the test are available at http://www.kbys.ip.titech.ac.jp/research/demo/ speech sample. The reference speech samples were vocoded speech of the target style. The rating was performed using a 5-point scale, that is, "5" meant it was very strong, "3" meant it was similar to that of the reference, and "1" meant it was very weak. The results are shown in Fig. 4 . They indicate the average score for each given style vector with a confidence interval of 95%. These results demonstrate that subjective scores of all styles increased in accordance with the value of style components. It is noted that the test samples were the same as those used in Table 1 (b) and (c) when the value of the style component was 1.0. In this case, we can see that the scores in Fig. 4 for the joyful and rough styles using the average-voice-based model were lower than the styledependent model (SD-450). In contrast, the scores of two models for the sad style were very close. These results are consistent with those shown in Table 1 . The important thing indicated by the results of Fig. 4 is that we can perceive the change of the style intensity of the synthetic speech by changing the style vector.
Subjective Evaluation of Naturalness of Synthesized Speech in Style Control
We next evaluated the naturalness of synthesized speech of the proposed method when changing the intensity of each style except for the neutral style. The same speech samples were used as those of the previous experiment described in Sect. 4.3. Subjects rated the naturalness of test samples using a 5-point scale: "5" for excellent, "4" for good, "3" for fair, "2" for poor, and "1" for bad. Average scores of three styles are shown in Fig. 5 with a confidence interval of 95%. We can see that the proposed method significantly improved the naturalness of synthetic speech as compared to style-dependent MRHSMM trained with the same amount of speech data. However, there were still some unnatural speech samples when emphasizing style intensity. A possible reason is that the excessive parameter conversion might also cause the instability of spectral and prosodic features, which lead to the degradation of speech naturalness. From the preliminary experiment, we found the degradation can be alleviated by increasing the adaptation data.
Conclusion
We proposed methods for HMM-based speech style control using only a small amount of arbitrary speaker's speech. Model adaptation methods were introduced into the conventional style control technique based on the multipleregression hidden semi-Markov model (MRHSMM). Two different approaches were proposed for training a target speaker's MRHSMM. The first approach is MRHSMMbased model adaptation in which the pretrained speakerdependent MRHSMM is adapted to the target speaker's model. We formulated the MLLR adaptation algorithm for MRHSMM. To reduce the dependency of speaker char- acteristics of the initial model, we proposed an alternative approach. The method utilizes simultaneous adaptation of speaker and style from the average voice model to obtain the target speaker's style-dependent HSMMs which are used for the initialization of the MRHSMM. From the result of the subjective evaluation test using adaptation data of 50 sentences of each style, we showed that the proposed methods outperform the conventional model training when using the same size of speech data of the target speaker. Future work will focus on the comparison of adaptation performance between the proposed methods and the speaker-independent MRHSMM.
