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VARIATIONAL PRINCIPLES FOR AMENABLE METRIC MEAN
DIMENSIONS
ERCAI CHEN, DOU DOU AND DONGMEI ZHENG
Abstract. In this paper, we prove variational principles between metric mean di-
mension and rate distortion function for countable discrete amenable group actions
which extend recently results by Lindenstrauss and Tsukamoto.
1. Introduction
Entropy is the most successful invariant in dynamical systems which measures the
complexity or uncertainty of systems and it has close relationship with information
theory, dimension theory, fractal geometry and many other aspects in mathematics.
Due to the value of the entropy, dynamical systems can be divided into three classes:
1. systems with zero entropy; 2. systems with finite and positive entropy; 3. sys-
tems with infinite entropy. For zero entropy case, to give the quantitative measure of
randomness or disorder, various of entropy type invariants were introduced: sequence
entropy (Kushnirenko [21] and Goodman [10]), scaled entropy (Vershik [34, 35, 36]),
entropy dimension (Carvalho [2], Ferenczi-Park [9] and Dou-Huang-Park [6, 7]) and so
on. The studies on these invariants rely on the detailed analysis to the entropy-related
quantities or functions. For infinite entropy case, the Gromov-Lindenstrauss-Weiss
mean dimension is proved to be a meaningful quantity. The concept of mean dimen-
sion was first introduced by Gromov [11] in 1999 and then Lindenstrauss and Weiss [29]
defined a metric version which is called metric mean dimension. These definitions of
mean dimension can be viewed as analogies of the concepts of dimension in dynamical
systems. Mean dimension can be applied to solve imbedding problems in dynamical
systems (see for example, [12, 13, 15, 25, 27]) and also supplies interesting quantities
when characterizing large dynamics ([31, 32, 33]). In fact, from the definition, one may
see easily that metric mean dimension is also an entropy-related quantity.
In the study of dynamical system and ergodic theory, people are always interested
with the relationships between topological concepts and measure-theoretic ones. For
entropy, there exists a variational principle which says that topological entropy is the
supreme of measure-theoretic entropy over all invariant Borel probability measures.
A natural question follows is that whether there exist variational principles for other
entropy-related invariants?
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For zero entropy case, it is shown that the traditional variational principle does not
hold for both sequence entropy ([10]) and entropy dimension ([1]).
For infinite entropy case, people have been seeking variational principle of mean
dimension for almost twenty years since Gromov-Lindenstrauss-Weiss’s mean dimen-
sion theory was established. In [17], Kawabata and Dembo applied the rate-distortion
function in information theory to investigate the dimension of fractal sets and estab-
lished connections between dimensions and rate-distortion functions. Motivated by
their work, recently Lindemstrauss and Tsukamoto [28] proved variational principles
for metric mean dimensions. In the following let us give a brief review of their results.
Let (X , d, T ) be a TDS, where X is a compact metric space with metric d and T a
continuous onto map from X to itself. Denote by M(X , T ) the collection of T -invariant
Borel probability measure on X . Let mdimM(X , d) and mdimM(X , d) be the upper and
the lower metric mean dimension of TDS (X , d, T ) respectively. Let Rµ(·), Rµ,p(·) and
Rµ,∞(·) be the L1, Lp (p > 1) and L∞ rate-distortion function of (X , d, T ) with respect
to µ ∈M(X , T ) respectively. For the definitions one may refer to [28] and we will also
give the detailed definitions for amenable group actions in section 3.
Recall that the compact metric space (X , d) is said to have tame growth of covering
numbers if for every δ > 0 it holds that
lim
ε→0
εδ log #(X , d, ε) = 0.
Lindemstrauss and Tsukamoto’s variational principles are the following:
Theorem 1.1 (L1 and Lp (p > 1) variational principles, Theorem 1.5 and Corollary
1.10 of [28]). Let (X , d, T ) be a TDS and (X , d) has tame growth of covering numbers,
then
mdimM(X , d) = lim sup
ε→0
supµ∈M(X ,T )Rµ(ε)
| log ε| = lim supε→0
supµ∈M(X ,T )Rµ,p(ε)
| log ε| ,
mdimM(X , d) = lim inf
ε→0
supµ∈M(X ,T )Rµ(ε)
| log ε| = lim infε→0
supµ∈M(X ,T )Rµ,p(ε)
| log ε| .
Theorem 1.2 (L∞ variational principles, Theorem 1.9 of [28]). Let (X , d, T ) be a TDS,
then
mdimM(X , d) = lim sup
ε→0
supµ∈M(X ,T )Rµ,∞(ε)
| log ε| ,
mdimM(X , d) = lim inf
ε→0
supµ∈M(X ,T )Rµ,∞(ε)
| log ε| .
Since many classic results include SMB theorem and variational principle for entropy
have been generalized to actions by more larger class of groups beyond Z or Zd, it is
natural to ask whether the above variational principles still hold for such groups. In
this paper we will work in the frame of countable discrete amenable group actions and
establish the corresponding variational principles for amenable metric mean dimen-
sion. For the proofs we will follow Lindenstrauss and Tsukamoto’s steps. But there are
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additional difficulties for amenable group actions: when we construct the related in-
variant measures, we need some further tiling or quasi-tiling result for amenable groups
(Lemma 2.4) to produce some specific Følner sequence (Lemma 2.6). To avoid com-
plicated technical details, we employ the recent finite tiling result on amenable groups
(Downarowicz et. [8]).
We would like to mention here that after Gromov-Lindenstrauss-Weiss’s foundation
works on mean dimension, there are sequences of articles on the theme for amenable
mean dimensions. See, for example [3, 4, 5, 19, 20, 23]. There are also works for sofic
group actions beyond amenable group actions [16, 22, 24]. We are also interested that
whether there exist variational principles for sofic mean dimensions.
The paper is organized as follows. In section 2, we will briefly recall the preliminaries
for countable discrete amenable group including its tiling or quasi-tiling theory. And
then prove our Lemma 2.4 and 2.6. In section 3, we will introduce concepts and some
properties for amenable metric mean dimensions, mutual information and amenable
(L1) rate-distortion function. Especially we will show the definition of rate-distortion
function is independent of the choice of the Følner sequences as well. Then in section
4 we will prove our (L1) variational principles for amenable metric mean dimensions
(Theorem 4.1). In section 5, we will consider L∞ and Lp (p > 1) rate distortion
functions and formulate the corresponding L∞ and Lp (p > 1) variational principles.
Since the proof is parallel to the L1 variational principles, we leave it to Appendix A.
2. Amenable groups and preliminary tiling lemmas
Recall that a group G is said to be amenable if there always exists an invariant
Borel probability measure when it acts to any compact metric space. In the case G
is a countable discrete group, amenablility is equivalent to the existence of a Følner
sequence: a sequence of finite subsets {Fn} of G such that
lim
n→+∞
|Fn M gFn|
|Fn| = 0, for all g ∈ G.
From now on, we always assume the group G to be a countable discrete amenable
group.
Denote by F (G) the collection of nonempty finite subsets of G. Let A,K ∈ F (G)
and δ > 0. The set A is said to be (K, δ)-invariant if
|KA M A|
|A| < δ.
Another equivalent condition for the sequence of finite subsets {Fn} of G to be a Følner
sequence is that {Fn} becomes more and more invariant, i.e. for any δ > 0 and any
finite subset K of G, Fn is (K, δ)-invariant for sufficiently large n. One may refer to
Ornstein and Weiss [30] for more details on amenable groups, or Kerr and Li [18] for
reference.
When considering amenable group actions in ergodic theory and dynamical systems,
some kinds of “tiling properties” are strongly involved in most of situations. Not as
good as the groups Z or Zd, in general it is still not known whether there always exist
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tiling Følner sets for all general amenable groups. Ornstein and Weiss developed their
quasi-tiling theory allowing some errors for the needed tiling properties and then many
results can be extended to all general amenable groups. Recently, Downarowicz etc [8]
proved a finite tiling result for general amenable groups. With the help of their result,
some of the proofs obtained from the quasi-tiling techniques can be simplified.
In the next let us recall the finite tiling result of Downarowicz etc [8].
We call T ⊂ F (G) a tiling if T forms a partition of G. An element in a tiling T is
called a T -tile or tile. A tiling T is said to be finite if there exists a finite collection
S = S(T ) = {S1, S2, . . . , Sk} of F (G), which is called the shapes of T , such that each
element in T is a translation of some set in S. For convenience, we always assume
that the shapes S has minimal cardinality, i.e. any set in S cannot be a translation
of others. Moreover, through some suitable translation, we can assume each set in S
contain eG.
Let S be a shape of a finite tiling T , the center of shape S is the set C(S) = {c ∈
G : Sc ∈ T }. For convenience, we need C(S) to be nonempty for each shape S. We
also require the centers C(S)’s satisfy that Sc’s are disjoint for c ∈ C(S) and S ∈ S.
For a tiling T with shapes S, we can define a subshift XT of (S ∪ {0})G by
XT =
⋃
g∈G
{gx},
where x = (xg)g∈G is defined by
xg =
{
S, if g ∈ C(S),
0, otherwise,
i.e., x is a transitive point of the subshift XT . We recall here that the shift action is
defined by (hx)g = xgh for g, h ∈ G.
Let T be a finite tiling of a countable discrete amenable group G. Denote by h(T ) =
htop(XT , G), the topological entropy of the associated subshift (XT , G). The following
is Theorem 5.2 of [8] by Downarowicz etc. Recall that a sequence of tiles (Tk)k≥1 is
said to be congruent if for each k ≥ 1, every tile of Tk+1 equals a union of tiles of Tk.
Theorem 2.1. Let G be a countable discrete amenable group. Fix a converging to zero
sequence εk > 0 and a sequence Kk of finite subsets of G. There exists a congruent
sequence of finite tilings T k of G such that the shapes of Tk are (Kk, εk)-invariant and
h(Tk) = 0 for each k.
In the present paper, we just need to use the following extract which is taken from
Theorem 4.3 of Downarowicz etc [8], a weaker version of the above theorem.
Theorem 2.2. For any ε > 0 and K ∈ F (G). There exists a finite tiling T of G, such
that every shape of T is (K, ε)-invariant.
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Recall that a Følner sequence {Fn} in G is said to be tempered if there exists a
constant C which is independent of n such that
|
⋃
k<n
F−1k Fn| ≤ C|Fn|, for any n.(2.1)
Note that every Følner sequence Fn has a tempered subsequence and in particular,
every amenable group has a tempered Følner sequence (see Proposition 1.4 of Linden-
strauss [26]).
The following is the pointwise ergodic theorem for amenable group actions (Theorem
1.2 of Lindenstrauss [26], see also Weiss [37]).
Theorem 2.3 (Pointwise Ergodic Theorem). Let (X,G, µ) be an ergodic G−system,
{Fn} be a tempered Følner sequence in G and f ∈ L1(X,B, µ). Then
lim
n→+∞
1
|Fn|
∑
g∈Fn
f(gx) =
∫
X
f(x)dµ,
almost everywhere and in L1.
Let T be a tiling of G with shapes S = {T1, . . . , Tl}. For F ∈ F (G), 1 ≤ j ≤ l,
denote by
ρT (Tj, F ) =
1
|F |#{c ∈ G : Tjc ∈ T and Tjc ⊂ F}|Tj|,
the density or the portion of tiles of T with shape Tj that completely contained in F .
It is easy to note that
∑l
j=1 ρT (Tj, F ) ≤ 1.
Lemma 2.4. Let {Fn} be any tempered Følner sequence in G. For any K ∈ F (G) and
0 < ε < 1
2
, there exists a finite tiling T = T (K, ε) of G such that
(1) T has shapes T1, T2, . . . , Tl and each shape is (K, ε)-invariant;
(2) for sufficiently n ∈ N, for 1 ≤ j ≤ l, there exists F˜n ⊂ Fn with |F˜n| > (1−ε)|Fn|
such that ∣∣∣∣ 1|Fn|∑
g∈Fn
1Cjg−1∩Fn(h)−
ρT (Tj, Fn)
|Tj|
∣∣∣∣ < ερT (Tj, Fn)|Tj| ,
for all h ∈ F˜n, where Cj = S(Tj) is the center of the shape Tj.
Proof. Let T ′ be a finite tiling with shapes T1, T2, . . . , Tl and each shape Tj is (K, ε)-
invariant due to Theorem 2.2. Let (XT ′ , G) be the associated subshift. Let µ be a
G-invariant ergodic measure of (XT ′ , G). For each j = 1, 2, . . . , l, set
fj(x) =
{
1, if xeG = Tj,
0, otherwise,
for x = (xg)g∈G ∈ XT ′ .
By the pointwise ergodic theorem, for µ-a.e. x ∈ XT ′ ,
lim
n→∞
1
|Fn|
∑
g∈Fn
fj(gx) =
∫
fj(x)dµ.
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Denote the above limit by tj. Note that when tj 6= 0, for sufficiently invariant F ∈
F (G),
ρT (Tj ,Fn)
|Tj | 6= 0. Then for sufficiently large N0 ∈ N,
µ
({
x ∈ XT ′ : for any n > N0,
∣∣ 1
|Fn|
∑
g∈Fn
fj(gx)− tj
∣∣ < ε
3
ρT (Tj, Fn)
|Tj|
})
> 1− ε.
Denote by X0 the set in the left-hand side of the above inequality. Applying the
pointwise ergodic theorem again, there exists an N1 ∈ N which is greater than N0,
such that for any n > N1, it holds for µ-a.e. x ∈ XT ′ that
µ
({
x ∈ XT ′ : for any n > N1, 1|Fn|
∑
g∈Fn
1X0(gx) > 1− ε
})
> 1− ε.
Denote by X1 the set in the left-hand side of the above inequality. Now we choose
an x from the intersection of the sets X0 and X1 and then let T be the finite tiling
generated by x. We assume that T still has shapes T1, T2, . . . , Tl (if tj = 0 for some j,
we can delete the corresponding Tj from the shape set).
Since the tiling T is generated by x, there exists N2 > N1 ∈ N such that whenever
n > N2, it holds that∣∣∣∣ 1|Fn|∑
g∈Fn
fj(gx)− ρT (Tj, Fn)|Tj|
∣∣∣∣ < ε3 ρT (Tj, Fn)|Tj| .(2.2)
Since x ∈ X0 ∩X1, when n is larger than N1, we have that∣∣∣∣ 1|Fn|∑
g∈Fn
fj(gx)− tj
∣∣∣∣ < ε3 ρT (Tj, Fn)|Tj|(2.3)
and
1
|Fn|
∑
g∈Fn
1X0(gx) > 1− ε.(2.4)
Joint (2.2) and (2.3) together, for every n > N2, it holds that∣∣∣∣ρT (Tj, Fn)|Tj| − tj
∣∣∣∣ < 2ε3 ρT (Tj, Fn)|Tj| .(2.5)
Let F˜n = {h ∈ Fn : hx ∈ X0}. Then by (2.4), |F˜n| > (1− ε)|Fn|.
For each h ∈ F˜n, since hx ∈ X0 and n > N , it holds that∣∣∣∣ 1|Fn|∑
g∈Fn
fj(ghx)− tj
∣∣∣∣ < ε3 ρT (Tj, Fn)|Tj| ,
i.e. ∣∣∣∣ 1|Fn|#{g ∈ Fn : (hx)g = xgh = Tj} − tj
∣∣∣∣ < ε3 ρT (Tj, Fn)|Tj| .
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Note that xgh = Tj if and only if gh ∈ Cj, i.e. h ∈ Cjg−1. Hence∣∣∣∣ 1|Fn|∑
g∈Fn
1Cjg−1∩Fn(h)− tj
∣∣∣∣ < ε3 ρT (Tj, Fn)|Tj| ,
for all h ∈ F˜n.
Then whenever n > N2, we have∣∣∣∣ 1|Fn|∑
g∈Fn
1Cjg−1∩Fn(h)−
ρT (Tj, Fn)
|Tj|
∣∣∣∣ < ερT (Tj, Fn)|Tj| ,
for all h ∈ F˜n.

Remark 2.5. From the proof of Lemma 2.4, we can see that the shapes T1, T2, . . . , Tl
do not depend on the given Følner sequence {Fn}, although the tiling T itself does
depend on {Fn}.
With the help of Lemma 2.4, we can construct a specific Følner sequence of G, which
plays a crucial role for proving the variational principles.
Lemma 2.6. Let {Hn} be any tempered Følner sequence of G. There exists a Følner
sequence of G (independent of {Hn}), denoted by {Fn}, such that for any K ∈ F (G)
that contains eG and 0 < ε <
1
2
, there is a finite tiling T of G satisfying the following:
(1) T has shapes {Fm1 , . . . , Fml} consisted with Følner sets in {Fn} and each Følner
set is (K, ε)-invariant;
(2) let Cj be the center of the shape Fmj for each 1 ≤ j ≤ l, then the family of
sets {Cjg−1}g∈Hn covers a subset H˜n ⊂ Hn with |H˜n| > (1 − ε)|Hn| at most
(1 + ε)ρT (Fmj , Hn)
|Hn|
|Fmj |
-many times, whenever n is sufficiently invariant.
Proof. Let (εn) be a sequence of real numbers decreasing to 0 and let {Kn} be a
sequence of finite subsets of G such that
(1) {eG} ⊂ K1 ⊂ K2 ⊂ · · · and limn→∞Kn = G;
(2) Kn becomes more and more invariant as n→∞ (in fact {Kn} is also a Følner
sequence).
Then we collect the shapes of tiling T ′(Kn, εn) associated with each pair (Kn, εn) due
to Theorem 2.2 to form a sequence of finite subsets of G and denote this sequence by
{Fn}. Since the shapes become more and more invariant as n→∞, {Fn} is a Følner
sequence of G.
Then for any K ∈ F (G) and  > 0, let Kn ⊃ K and εn < ε. We then take the finite
tiling T ′ to be T ′ = T (Kn, εn) as in Lemma 2.4. Then every shape of T ′ is taken from
the Følner sequence {Fn} and (Kn, εn)-invariant (hence (K, ε)-invariant since eG ∈ K).
Moreover, by Lemma 2.4, we can use the tiling T ′ to form the required tiling T .
Then for any sufficiently large n ∈ N, for 1 ≤ j ≤ l, there exists H˜n ⊂ Hn with
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|H˜n| > (1− ε)|Hn| such that∣∣∣∣ 1|Hn| ∑
g∈Hn
1Cjg−1∩Hn(h)−
ρT (Fmj , Hn)
|Fmj |
∣∣∣∣ < ερT (Fmj , Hn)|Fmj | , for any h ∈ H˜n.
Hence for any h ∈ H˜n,
1
|Hn|
∑
g∈Hn
1Cjg−1∩Hn(h) < (1 + ε)
ρT (Fmj , Hn)
|Fmj |
.
This shows that the set H˜n is covered by the family of sets {Cjg−1}g∈Hn at most
(1 + ε)ρT (Fmj , Hn)
|Hn|
|Fmj |
-many times. 
Remark 2.7. Since the construction of the Følner sequence {Fn} is independent on the
given tempered Følner sequence {Hn}, we can make {Hn} to be a tempered subsequence
of {Fn}. It would be more convenient if we can choose {Hn} just to be the whole {Fn},
but we don’t know whether we can make the whole Følner sequence {Fn} tempered.
3. Mean dimension, mutual information and rate distortion function
3.1. Topological mean dimension and metric mean dimension. Let X be a
compact metrizable space and α = {U1, U2, . . . , Uk} be a finite open cover of X . The
order of α is defined by
ord(α) = max
x∈X
k∑
i=1
1Ui(x)− 1.
Denote by
D(α) = min
β
ord(β),
where β is taken over all finite open covers of X with β  α.
The topological dimension of X is then defined by
dimX = sup
α
D(α),
where α runs over all finite open covers of X.
Let (X , G) be a G-system, where G is a countable discrete amenable group. For
F ∈ F (G) and a finite open cover α of X , denote by αF =
∨
g∈F g
−1α. Then we can
define
D(α,G) = lim
n→∞
D(αFn)
|Fn| ,
where {Fn} is a Følner sequence of G. It is shown that this limit exists and is indepen-
dent on the choice of the Følner sequence. The mean topological dimension mdim(X , G)
of (X , G) is defined by
mdim(X , G) = sup
α
D(α,G),
where α runs over all finite open covers of X .
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Let (X , G) be a G-system with metric d. For F ∈ F (G), define metrics dF and d¯F
on X by
dF (x, y) = max
g∈F
d(gx, gy)
and
d¯F (x, y) =
1
|F |
∑
g∈F
d(gx, gy), x, y ∈ X .
We note here that we also use d¯F to denote the metric on X F defined by
d¯F
(
(xg)g∈F , (yg)g∈F
)
=
1
|F |
∑
g∈F
d(xg, yg),(3.1)
for (xg)g∈F , (yg)g∈F ∈ X F .
For any ε > 0, let #(X , d, ε) be the minimal cardinality of open cover U of X with
diam(U , d) < ε. Then we define
S(X , G, d, ε) = lim
n→∞
1
|Fn| log #(X , dFn , ε).
This limit always exists and does not depend on the choice of the Følner sequence
{Fn}. Note that htop(X , G), the topological entropy of the system (X , G), equals
limε→0 S(X , G, d, ε) for any metric d which is compatible with the topology of X .
The upper and lower metric mean dimension is then defined by
mdimM(X , G, d) = lim sup
ε→0
S(X , G, d, ε)
| log ε| ,
mdimM(X , G, d) = lim inf
ε→0
S(X , G, d, ε)
| log ε| .
When the limits agree, the common value is denoted by mdimM(X , G, d).
Replacing dF by d¯F in the definition of S(X , G, d, ε), define
S˜(X , G, d, ε) = lim
n→∞
1
|Fn| log #(X , d¯Fn , ε).
This limit also exists and does not depend on the choice of the Følner sequence {Fn}.
It is easy to see that
S˜(X , G, d, ε) ≤ S(X , G, d, ε).
Recall that the compact metric space (X , d) is said to have tame growth of covering
numbers if for every δ > 0 it holds that
lim
ε→0
εδ log #(X , d, ε) = 0.
Proposition 3.1. If (X , d) has tame growth of covering numbers, then
mdimM(X , G, d) = lim sup
ε→0
S˜(X , G, d, ε)
| log ε| ,
mdimM(X , G, d) = lim inf
ε→0
S˜(X , G, d, ε)
| log ε| .
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Proof. We first prove the case of mdimM(X , G, d). Since S˜(X , G, d, ε) ≤ S(X , G, d, ε),
it obviously holds that
mdimM(X , G, d) = lim sup
ε→0
S(X , G, d, ε)
| log ε| ≥ lim supε→0
S˜(X , G, d, ε)
| log ε| .
Let M = #(X , d, ε) and choose an open cover W = {W1, . . . ,WM} of X with
diam(Wm, d) < ε for every 1 ≤ m ≤ M . Respectively, for F ∈ F (G), let N =
#(X , d¯F , ε) and choose an open cover U = {U1, . . . , UN} of X with diam(Ui, d¯F ) < ε
for every 1 ≤ i ≤ N .
Now for each 1 ≤ i ≤ N choose a point pi ∈ Ui. Then d¯F (x, pi) < ε for every x ∈ Ui.
Hence for L ≥ 1,
|{g ∈ F : d(gx, gpi) ≥ Lε}| < |F |
L
,
which follows that
Ui ⊂
⋃
A⊂F with |A|< |F |
L
BLε(pi, dF\A).
For A ⊂ F , since ∨g∈A g−1W is a cover of X, it holds that
BLε(pi, dF\A) =
⋃
g∈A,1≤mg≤M
(
g−1Wmg ∩BLε(pi, dF\A)
)
.
Noticing that
diam(g−1Wmg ∩BLε(pi, dF\A), dF ) < 2Lε,
we have
#(BLε(pi, dF\A), dF , 2Lε) ≤M |A| ≤M
|F |
L .
Since there are N choices of Ui and totally 2
|F | choices of A ⊂ F , it holds that
#(X , dF , 2Lε) ≤ 2|F |M
|F |
L N.
Thus
1
|F | log #(X , dF , 2Lε) ≤ log 2 +
1
L
log #(X , d, ε) + 1|F | log #(X , d¯F , ε).
Now take 0 < δ < 1 and let L = (1/ε)δ in the above inequality. We have
1
|F | log #(X , dF , 2ε
1−δ) ≤ log 2 + εδ log #(X , d, ε) + 1|F | log #(X , d¯F , ε).
Letting F = Fn with n→∞ in any Følner sequence {Fn},
S(X , G, d, 2ε1−δ) ≤ log 2 + εδ log #(X , d, ε) + S˜(X , G, d, ε).
Applying the condition of the tame growth of covering numbers and then letting δ → 0,
it follows that
mdimM(X , G, d) ≤ lim sup
ε→0
S˜(X , G, d, ε)
| log ε| .
The case of mdimM(X , G, d) is similar. 
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3.2. Mutual information. Mutual information is an important concept in informa-
tion theory via entropy.
In the following we will introduce its definition and collect some of its basic properties
from [28]. Now let (Ω,P) be a probability space. Let X ,Y be two measurable spaces
and let X : Ω 7→ X and Y : Ω 7→ Y be two measurable maps. I(X;Y ), the mutual
information of X and Y is defined by the following:
I(X;Y ) := sup
P,Q
∑
P∈P,Q∈Q
P((X, Y ) ∈ P ×Q) log P((X, Y ) ∈ P ×Q)
P(X ∈ P )P(Y ∈ Q) ,
where P and Q run over all finite measurable partitions of X and Y respectively and
with the convention we set that 0 log 0
a
= 0 for all a ≥ 0.
It is easy to see that I(X;Y ) = I(Y ;X) ≥ 0 for any measurable maps X and Y .
The mutual information has the following properties.
Proposition 3.2. Let X ,Y ,Z be measurable spaces , X, Y, Z be measurable maps from
Ω to X,Y ,Z respectively, and f : Y 7→ Z be a measurable map.
(1) (Data-processing inequality).
I(X; f(Y )) ≤ I(X;Y ).
If in addition X ,Y and Z are finite sets, then the following (2)-(6) holds.
(2) I(X;Y ) = H(X)−H(X|Y ) = H(X) +H(Y )−H(X, Y ).
(3) Let (Xn, Yn) : Ω 7→ X × Y be a sequence of measurable maps converging to
(X, Y ) in law, then I(Xn;Yn) converges to I(X;Y ).
(4) (Fano’s inequality). Let Pe = P(X 6= f(Y )), then
H(X|Y ) ≤ H(Pe) + Pe log |X |.
(5) (Subadditivity). If X and Z are conditionally independent given Y , i.e. for
every y ∈ Y with P(Y = y) 6= 0 and for every x ∈ X and y ∈ Y,
P(X = x, Z = z|Y = y) = P(X = x|Y = y)P(Z = z|Y = y),
then
I(Y ;X,Z) ≤ I(Y ;X) + I(Y ;Z).
(6) (Superadditivity). If X and Z are independent, then
I(Y ;X,Z) ≥ I(Y ;X) + I(Y ;Z).
Let (X, d) be a compact metric space and ε > 0. A subset S ⊂ X is said to be
ε-separated if d(x, y) ≥ ε for any two distinct points x, y ∈ S. The following lemma is
Corollary 2.5 of [28], which is a corollary of Fano’s inequality.
Lemma 3.3. Let (X, d) be a compact metric space. Let ε > 0 and D > 2. Suppose
S ⊂ X is a 2Dε-separated set. Let X and Y be measurable maps from Ω to X such
that X is uniformly distributed over S and E
(
d(X, Y )
)
< ε. Then
I(X;Y ) ≥ (1− 1
D
) log |S| −H( 1
D
).
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Let X ,Y be finite and let X and Y be measurable maps form Ω to X and Y respec-
tively. Let
µ(x) = P(X = x), ν(y|x) = P(Y = y|X = x),
then µ(x)ν(y|x) determines the distribution of (X, Y ) and hence the mutual infor-
mation I(X;Y ). So sometimes we use I(µ, ν) to instead I(X;Y ). The following
proposition shows the concavity and convexity of mutual information.
Proposition 3.4.
(1) Suppose for each x ∈ X we are given a probability mass function ν(·|x) on Y.
Let µ1 and µ2 be two probability mass function on X . Then
I((1− t)µ1 + tµ2, ν) ≥ (1− t)I(µ1, ν) + tI(µ2, ν) (0 ≤ t ≤ 1).
(2) Suppose for each x ∈ X we are given two probability mass functions ν1(·|x) and
ν1(·|x) on Y. Let µ be a probability mass function on X . Then
I(µ, (1− t)ν1 + tν2) ≤ (1− t)I(µ, ν1) + tI(µ, ν2) (0 ≤ t ≤ 1).
3.3. Rate distortion functions. Now we introduce rate distortion functions for dy-
namical systems.
Let (X , G) be a G-system with metric d. Denote by M(X , G) the collection of
G-invariant probability measures of X .
Let ε > 0 and µ ∈M(X , G). For F ∈ F (G), let X : Ω 7→ X and Yg : Ω 7→ X , g ∈ F
be random variables defined on some probability space (Ω,P). Assume the law of X is
given by µ. We say X and Y = (Yg)g∈F are (F, ε)-close (or (F,L1, ε)-close) if
E
(
1
|F |
∑
g∈F
d(gX, Yg)
)
< ε.(3.2)
(3.2) is also called the (L1) distortion condition.
Denote by
Rµ(ε, F ) = inf
X,Y are (F,ε)-close
I(X;Y ).
The (L1) rate distortion function Rµ(ε) is then defined by
Rµ(ε) = lim
n→∞
Rµ(ε, Fn)
|Fn| ,
where {Fn} is a Følner sequence in G. Using quai-tiling technique, it is not hard to
show that the above limit does exist and is independent of the specific Følner sequence
{Fn}.
In section 5 we will consider L∞ and Lp (p ≥ 1) rate distortion functions.
Remark 3.5. Similar to Remark 2.3 of Lindenstrauss and Tsukamoto [28], in the
definition of Rµ(ε), the random variable Y can be assumed to take only finitely many
values.
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4. L1 variational principle
In this section, we will prove the following L1 variational principle between metric
mean dimension and the L1 rate distortion function.
Theorem 4.1. If (X , d) has tame growth of covering numbers, then
mdimM(X , G, d) = lim sup
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| ,
mdimM(X , G, d) = lim inf
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| .
4.1. The lower bound.
Lemma 4.2. For ε > 0 and µ ∈M(X , G), we have
Rµ(ε) ≤ S˜(X , G, d, ε).
Proof. Let {Fn} be a the Følner sequence in G. For n > 0, denote by M = #(X , d¯Fn , ε)
and let {U1, . . . , UM} be an open cover of X with diam(Um, d¯Fn) < ε for each 1 ≤
m ≤ M . Choose a point pm ∈ Um for each m. For any x ∈ X , let m be the
smallest number satisfying x ∈ Um. Then by setting f(x) = pm we can define a map
f : X → {p1, . . . , pM} and hence d¯Fn(x, f(x)) < ε. Let X be a random variable obeying
µ and let Y = (gX)g∈Fn . Then
E
(
1
|Fn|
∑
g∈Fn
d(gX, gf(X))
)
= E d¯Fn(X, f(X)) < ε.
Hence
I(X;Y ) ≤ H(Y ) ≤ logM = log #(X , d¯Fn , ε).
Dividing by |Fn| and letting n→∞, we have
Rµ(ε) ≤ S˜(X , G, d, ε).

Since S˜(X , G, d, ε) ≤ S(X , G, d, ε), we have
Proposition 4.3.
mdimM(X , G, d) ≥ lim sup
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| ,
mdimM(X , G, d) ≥ lim inf
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| .
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4.2. The upper bound.
Proposition 4.4. For any ε > 0 and D > 2 there exists µ ∈M(X , G) such that
Rµ(ε) ≥ (1− 1
D
)S˜
(X , G, d, (16D + 4)ε).(4.1)
Proof. Let {Fn} be the Følner sequence in G constructed as in Lemma 2.6.
For each Fn we choose Sn to be a maximal (8D+2)ε-separated set of X with respect
to the metric d¯Fn . Then
|Sn| ≥ #
(X , d¯Fn , (16D + 4)ε).(4.2)
Define
νn =
1
|Sn|
∑
x∈Sn
δx
and
µn =
1
|Fn|
∑
g∈Fn
νn ◦ g−1.
Let {Fni} be a tempered subsequence of {Fn}. Then choose a convergence subse-
quence of {µni}∞i=1 in the weak∗ topology and assume it converges to µ. For simplicity,
we still denote this subsequence by {µni}∞i=1. Then µ ∈ M(X , G) and we will show
that it satisfies the inequality (4.1).
Let P = {P1, . . . , PM} be a measurable partition of X with diam(Pm, d) < ε and
µ(∂Pm) = 0 for each 1 ≤ m ≤M .
Assign each Pm a point pm ∈ Pm and set A = {p1, . . . , pM}. Denote by P(x) = pm
for x ∈ Pm. Then
d
(
x,P(x)) < ε, for any x ∈ X .(4.3)
Let PF (x) = (P(gx))
g∈F for F ∈ F (G). Recall that we also use d¯F to denote
the metric on X F for F ∈ F (G) (see (3.1) for the definition). By (4.3), we have
d¯Fn
(
(gx)g∈Fn ,PFn(x)
)
< ε for any x ∈ X . For any two distinct points x, y ∈ Sn, we
have
d¯Fn
(PFn(x),PFn(y)) ≥ d¯Fn(x, y)− d¯Fn((gx)g∈Fn ,PFn(x))− d¯Fn((gy)g∈Fn ,PFn(y))
> (8D + 2)ε− 2ε = 8Dε.
Hence the set
PFn(Sn) = {PFn(x)|x ∈ Sn}
is a 8Dε-separated set of X Fn with respect to the metric d¯Fn . Moreover, since νFn is
the uniform distribution over Sn, the push-forward measure PFn∗ νn is also the uniform
distribution measure over PFn(Sn). Note that |PFn(Sn)| = |Sn|.
Let X : Ω 7→ X be a random variable defined on some probability space (Ω,P) such
that the law of X is given by µ. For F ∈ F (G), let YF,g : Ω 7→ X (g ∈ F ) be random
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variables defined on the same probability space (Ω,P) such that YF = (YF,g)g∈F and X
are (F,L1, ε)-close, i.e.
E
(
1
|F |
∑
g∈F
d(gX, YF,g)
)
< ε.(4.4)
We can assume the distribution of YF is supported on a finite set YF ⊂ X F (by (2) of
Remark 3.5). By (1) of Proposition 3.2, the Data-processing inequality,
I(X;YF ) ≥ I
(PF (X);YF ).
Let τF be the law of
(PF (X), YF ), which is a probability measure on AF × YF . It
follows that∫
AF×YF
d¯F (x, y)dτF (x, y) = E
(
1
|F |
∑
g∈F
d
(P(gX), YF,g))
≤ E
(
1
|F |
∑
g∈F
d(P(gX), gX)
)
+ E
(
1
|F |
∑
g∈F
d
(
gX, YF,g
))
< 2ε (by (4.3) and (4.4)) .(4.5)
For each n ≥ 1, we consider the couplings of (PF∗ µn,PF∗ µ) (i.e. a probability measure
on AF × AF whose first and second marginals are PF∗ µn and PF∗ µ respectively). We
choose a probability measure piF,n that minimizes the following integral∫
AF×AF
d¯F (x, y)dpi(x, y)
among all such couplings pi. Similar to Claim 3.6 of [28], the sequence piF,ni converges
to (PF × PF )∗µ in the weak∗ topology.
Since both the second marginal of piF,n and the first marginal of τF are equal to the
measure PF∗ µ, we can compose them to produce a coupling τF,n of
(PF∗ µn,Law(Y )) by
the following way:
τF,n(x, y) =
∑
x′∈AF
piF,n(x, x
′)P(Y = y|PF (X) = x′), (x ∈ AF , y ∈ YF ).
We note here that the sequence τF,ni converges to τF in the weak
∗ topology and hence
by (4.5),
EτF,ni
(
d¯F (x, y)
)
:=
∫
AF×YF
d¯F (x, y)dτF,ni(x, y) < 2ε(4.6)
for all sufficiently large ni.
For x ∈ ⋃g∈Fn PF (gSn) and y ∈ X F , define a conditional probability mass function
τF,n(y|x) by
τF,n(y|x) = τF,n(x, y)PF∗ µn(x)
.
Recall that our Følner sequence {Fn} is constructed as in Lemma 2.6. Then for any
K ∈ F (G) with eG ∈ K and 0 < ε1 < min{12 , εdiam(X ,d)}, by Lemma 2.6 (here we choose
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{Hn} to be the tempered Følner sequence {Fni}), there exists T , a finite tiling of G,
satisfying the following two conditions:
(C1) T has shapes {Fm1 , . . . , Fml} consisted with Følner sets in {Fn} and each Fmj
is (K, ε1)-invariant;
(C2) for sufficiently large i, for each 1 ≤ j ≤ l, the family of sets {Cjg−1}g∈Fni covers
a subset F˜ni ⊂ Fni with |F˜ni | > (1− ε1)|Fni | at most (1 + ε1)ρT (Fmj , Fni) |Fni ||Fmj | -
many times, where Cj is the center of the shape Fmj .
Note that T = {Fmjc : c ∈ Cj, 1 ≤ j ≤ l} and
G =
l∐
j=1
∐
c∈Cj
Fmjc.
For g ∈ Fni , denote by
Rg = Fni \
( l∐
j=1
∐
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
Fmjcg
−1
)
.
Fix a point a ∈ X . For x = (xg)g∈Fni ∈ PFni (Sni) and g ∈ Fni , we define probability
mass functions σFni ,g(·|x) on X Fni as the following: for y = (yg)g∈Fni ∈ X Fni ,
σFni ,g(y|x) =
l∏
j=1
∏
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
τFmj ,ni(yFmj cg−1|xFmj cg−1) ·
∏
h∈Rg
δa(yh).(4.7)
Here we note that
yFmj cg−1 = (yh)h∈Fmj cg−1 ∈ X Fmj cg
−1
and
xFmj cg−1 = (xh)h∈Fmj cg−1 ∈ PFmj cg
−1
(Sn) ⊂ X Fmj cg−1 .
Then we set
σFni (y|x) =
1
|Fni |
∑
g∈Fni
σFni ,g(y|x).(4.8)
Claim 4.5. For sufficiently large ni, there exists some 1 ≤ j ≤ l such that
(1− ε1) 1|Fni |
I(PFni∗ νn, σFni ) ≤
1
|Fmj |
I
(PFmj∗ (µni), τFmj ,ni).
Proof of Claim 4.5. By (2) of Proposition 3.4, the convexity of mutual information,
I(PFni∗ νni , σFni ) ≤
1
|Fni |
∑
g∈Fni
I(PFni∗ νni , σFni ,g).(4.9)
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By (5) of Proposition 3.2, the subadditivity of mutual information, together with (4.7),
we have
I(PFni∗ νni , σFni ,g) ≤
l∑
j=1
∑
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
I
(
PFmj∗
(
(cg−1)∗νni
)
, τFmj ,ni
)
.(4.10)
Joint (4.9) and (4.10) together,
I(PFni∗ νni , σFni ) ≤
1
|Fni |
∑
g∈Fni
l∑
j=1
∑
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
I
(
PFmj∗
(
(cg−1)∗νni
)
, τFmj ,ni
)
=
1
|Fni |
l∑
j=1
∑
g∈Fni
∑
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
I
(
PFmj∗
(
(cg−1)∗νni
)
, τFmj ,ni
)
.
For convenience, denote by tj = ρT (Fmj , Fni), then we have
I(PFni∗ νn, σFni ) ≤
1
|Fni |
l∑
j=1
∑
h∈F˜ni
(1 + ε1)tj
|Fni |
|Fmj |
I
(PFmj∗ (h∗νni), τFmj ,ni)
(by condition (C2))
≤
l∑
j=1
(1 + ε1)tj
|Fni|
|Fmj |
1
|Fni |
∑
h∈Fni
I
(PFmj∗ (h∗νni), τFmj ,ni)
≤
l∑
j=1
(1 + ε1)tj
|Fni|
|Fmj |
I
(PFmj∗ ( 1|Fni |
∑
h∈Fni
h∗νni), τFmj ,ni
)
(by (1) of Proposition 3.4, the concavity of mutual information)
= (1 + ε1)|Fni|
l∑
j=1
tj
1
|Fmj |
I
(PFmj∗ (µni), τFmj ,ni),
i.e.
(1− ε1) 1|Fni|
I(PFni∗ νn, σFni ) ≤
l∑
j=1
tj
1
|Fmj |
I
(PFmj∗ (µni), τFmj ,ni).
Noticing that
∑l
j=1 tj ≤ 1, there must exists some 1 ≤ j ≤ l such that
(1− ε1) 1|Fni |
I(PFni∗ νn, σFni ) ≤
1
|Fmj |
I(PFmj∗ (µn), τFmj ,n).
This finishes the proof of Claim 4.5. 
Denote by EPFni∗ νni ,σFni
(
d¯Fni (x, y)
)
the expected value of d¯Fni (x, y) (x, y ∈ X Fni ) with
respect to the probability measure PFni∗ νni(x)σFni (y|x).
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Claim 4.6. For sufficiently large ni,
EPFni∗ νni ,σFni
(
d¯Fni (x, y)
)
< 4ε.
and
I(PFni∗ νni , σFni ) ≥ (1−
1
D
) log |Sni | −H(
1
D
).
Proof of Claim 4.6. By (4.7) and (4.8), the definitions of probability mass functions
σFni ,g(·|x) (g ∈ Fni) and σFni (·|x), we have
EPFni∗ νni ,σFni
(
d¯Fni (x, y)
)
=
1
|Fni |
∑
g∈Fni
EPFni∗ νni ,σFni ,g
(
d¯Fni (x, y)
)
and
|Fni |EPFni∗ νni ,σFni ,g
(
d¯Fni (x, y)
)
≤
l∑
j=1
∑
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
|Fmj |EPFmj∗
(
(cg−1)∗νni
)
,τFmj ,ni
(
d¯Fmj (x
′, y′)
)
+ ε1|Fni |diam(X , d),
where x, y are random points in X Fni and x′, y′ appear in d¯Fmj (x′, y′) are in X Fmj .
When Fni is sufficiently invariant, |Rg| < ε1|Fni |. Hence
EPFni∗ νni ,σFni
(
d¯Fni (x, y)
)
≤ 1|Fni |
l∑
j=1
∑
g∈Fni
∑
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
|Fmj |
|Fni |
EPFmj∗ ((cg−1)∗νni ),τFmj ,ni
(
d¯Fmj (x
′, y′)
)
+ ε1diam(X , d)
≤ 1|Fni |
l∑
j=1
∑
h∈F˜ni
(1 + ε1)tjEPFmj∗ (h∗νni ),τFmj ,ni
(
d¯Fmj (x
′, y′)
)
+ ε1diam(X , d)
(by condition (C2) and recall here tj = ρT (Fmj , Fni))
≤
l∑
j=1
(1 + ε1)tjEPFmj∗ ( 1|Fni |
∑
h∈Fni
h∗νni ),τFmj ,ni
(
d¯Fmj (x
′, y′)
)
+ ε1diam(X , d)
=
l∑
j=1
(1 + ε1)tjEPFmj∗ µni ,τFmj ,ni
(
d¯Fmj (x
′, y′)
)
+ ε1diam(X , d)
=
l∑
j=1
(1 + ε1)tj
∫
A
Fmj×YFmj
d¯Fmj (x
′, y′)dτFmj ,ni(x, y) + ε1diam(X , d).
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Recall that 0 < ε1 < min{12 , εdiam(X ,d)} and
∑l
j=1 tj ≤ 1. By (4.6), for sufficiently
large ni, we have
EPFni∗ νni ,σFni
(
d¯Fni (x, y)
)
< (1 +
1
2
)2ε+ ε = 4ε.
Since PFni∗ νni is uniformly distributed over PFni (Sni) and PFni (Sni) is a (8Dε)-
separated set of cardinality |Sni |, by Lemma 3.3, for sufficiently large ni,
I(PFni∗ νni , σFni ) ≥ (1−
1
D
) log |Sni | −H(
1
D
).
This finishes the proof of Claim 4.6. 
Now we proceed with the proof of Lemma 4.4.
For any K ∈ F (G) with eG ∈ K and 0 < ε1 < min{12 , εdiam(X ,d)}, for sufficiently large
ni, there exists a 1 ≤ j ≤ l (here j depends on ni, whereas l depends on K and ε1 but
does not depend on ni),
1
|Fmj |
I(PFmj∗ (µni), τFmj ,ni)
≥(1− ε1) 1|Fni |
I(PFni∗ νni , σFni ) (by Claim 4.5)
≥(1− ε1)
(
(1− 1
D
)
log |Sni |
|Fni |
− H(
1
D
)
|Fni |
)
(by Claim 4.6)
≥(1− ε1)
(
(1− 1
D
)
log #
(X , d¯Fni , (16D + 4)ε)
|Fni |
− H(
1
D
)
|Fni |
)
(by (4.2)).
By choosing some subsequence of {ni} (we still denote it by {ni}), for some 1 ≤ j ≤ l,
the probability measures τFmj ,ni converge to τFmj = Law
(PFmj (X), YFmj ) in the weak∗
topology. Let ni →∞. By (3) of Proposition 3.2,
1
|Fmj |
I
(PFmj (X);YFmj ) ≥ (1− ε1)(1− 1D )S˜(X , G, d, (16D + 4)ε).
By (1) of Proposition 3.2, the data-processing inequality,
1
|Fmj |
I(X;YFmj ) ≥ (1− ε1)(1−
1
D
)S˜
(X , G, d, (20D + 4)ε).
Let K = Kn ∈ F (G) be chosen from some Følner sequence {Kn} in G, for example,
we can let {Kn} be constructed as in the proof of Lemma 2.6 (a Følner sequence with
{eG} ⊂ K1 ⊂ K2 ⊂ · · · and limn→∞Kn = G). Then let n → ∞ for Kn to make K
sufficiently invariant and ε1 → 0. Hence mj →∞. Noticing that Rµ(ε) is independent
of the selection of the Følner sequence {Fn}, it follows that
Rµ(ε) ≥ (1− 1
D
)S˜
(X , G, d, (16D + 4)ε).
This completes the proof of Proposition 4.4. 
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Proof of Theorem 4.1.
For D > 2,
lim sup
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| ≥ lim supε→0
(1− 1
D
)S˜
(X , G, d, (16D + 4)ε)
| log ε|
(by Proposition 4.4)
= (1− 1
D
) lim sup
ε→0
S˜
(X , G, d, (16D + 4)ε)
| log(16D + 4)ε|
= (1− 1
D
)mdimM(X , G, d) (by Proposition 3.1).
Let D →∞, we have
mdimM(X , G, d) ≤ lim sup
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| .
And similarly,
mdimM(X , G, d) ≤ lim inf
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| .
Joint with Proposition 4.3, we obtain
mdimM(X , G, d) = lim sup
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| ,
mdimM(X , G, d) = lim inf
ε→0
supµ∈M(X ,G)Rµ(ε)
| log ε| .

5. L∞ and Lp (p ≥ 1) variational principles
Modifying the distortion condition (3.2), we can also define L∞ and Lp (p ≥ 1)
rate distortion functions. Similarly, we have L∞ and Lp (p ≥ 1) variational principles
between metric mean dimensions and the corresponding rate distortion functions.
Let (X , G) be a G-system with metric d. We define the L∞ rate distortion function
of (X , G) in the following way.
Let ε > 0 and µ ∈M(X , G). For F ∈ F (G), let X : Ω 7→ X and Yg : Ω 7→ X , g ∈ F
be random variables defined on some probability space (Ω,P). Assume µ = Law(X).
We say X and Y = (Yg)g∈F are (F,L∞, ε, α)-close for α > 0 if
E
(
1
|F |#{g ∈ F : d(gX, Yg) ≥ ε}
)
< α.
Denote by
Rµ,∞(ε, α, F ) = inf
X,Y are (F,L∞,ε,α)-close
I(X;Y )
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and
Rµ,∞(ε, α) = lim
n→∞
Rµ,∞(ε, α, Fn)
|Fn| ,
where {Fn} is a Følner sequence in G. It is not hard to show that the above limit
does exist and is independent of the choice of the Følner sequence {Fn}. The L∞ rate
distortion function Rµ,∞(ε) is then defined by
Rµ,∞(ε) = lim
α→0
Rµ,∞(ε, α).
Fix 1 ≤ p < ∞. Let F ∈ F (G), X : Ω 7→ X and Yg : Ω 7→ X , g ∈ F be given as
previous. We say X and Y = (Yg)g∈F are (F,Lp, ε)-close if
E
(
1
|F |
∑
g∈F
d(gX, Yg)
p
)
< εp.
Denote by
Rµ,p(ε, F ) = inf
X,Y are (F,Lp,ε)-close
I(X;Y ).
The Lp rate distortion function Rµ,p(ε) is then defined by
Rµ,p(ε) = lim
n→∞
Rµ,p(ε, Fn)
|Fn| ,
where {Fn} is a Følner sequence in G. It is not hard to show that the above limit
also exists and is independent of the choice of the Følner sequence {Fn}. When p = 1,
the L1 rate distortion function Rµ,1(ε) coincide with the rate distortion function Rµ(ε)
defined in Section 3.
Remark 5.1. Also similar to Remark 2.3 of Lindenstrauss and Tsukamoto [28],in the
definitions of Rµ,p(ε) and Rµ,∞(ε, α), the random variable Y can be also assumed to
take only finitely many values.
The following theorem is the L∞ variational principles for metric mean dimension.
The proof is similar with that of the L1 variational principle (Theorem 4.1). Since the
d¯F metric and S˜(X , G, d, ε) are not involved, the proof is simpler than that of Theorem
4.1 (but it is still complicated). We will put the proof in Appendix A.
Theorem 5.2.
mdimM(X , G, d) = lim sup
ε→0
supµ∈M(X ,G)Rµ,∞(ε)
| log ε| ,
mdimM(X , G, d) = lim inf
ε→0
supµ∈M(X ,G)Rµ,∞(ε)
| log ε| .
Proof. See Appendix A. 
We also note that the space (X , d) need not have tame growth of covering numbers
in the L∞ variational principles. Applying the L1 and L∞ variational principles, we
can obtain the following Lp (p ≥ 1) variational principles under the condition that
(X , d) has tame growth of covering numbers.
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Theorem 5.3. If (X , d) has tame growth of covering numbers, then for any p ≥ 1,
mdimM(X , G, d) = lim sup
ε→0
supµ∈M(X ,G)Rµ,p(ε)
| log ε| ,
mdimM(X , G, d) = lim inf
ε→0
supµ∈M(X ,G)Rµ,p(ε)
| log ε| .
Proof. Let p ≥ 1, α > 0, ε > 0 and µ ∈ M(X , G). For F ∈ F (G), let X : Ω 7→ X
and Yg : Ω 7→ X , g ∈ F be random variables as in the definition of the rate distortion
functions.
If X and Y = (Yg)g∈F are (F,Lp, ε)-close, then by the Ho¨lder inequality, it holds
that
E
(
1
|F |
∑
g∈F
d(gX, Yg)
)
<
(
E
( 1
|F |
∑
g∈F
d(gX, Yg)
p
)) 1p
< ε,
i.e. X and Y = (Yg)g∈F are (F, ε)-close. And hence by the definition of the rate
distortion functions,
Rµ(ε) ≤ Rµ,p(ε).
If X and Y = (Yg)g∈F are (F,L∞, ε, α)-close for α > 0, i.e.
E
(
1
|F |#{g ∈ F : d(gX, Yg) ≥ ε}
)
< α,
then
1
|F |
∑
g∈F
d(gX, Yg)
p ≤ εp + 1|F |
∑
g∈F,d(gX,Yg)≥ε
d(gX, Yg)
p
≤ εp + 1|F |#{g ∈ F : d(gX, Yg) ≥ ε} ·
(
diam(X , d))p.
And hence
E
(
1
|F |
∑
g∈F
d(gX, Yg)
p
)
< εp + α
(
diam(X , d))p.
Then it follows that for any ε′ > ε, when α is sufficiently small,(
E
( 1
|F |
∑
g∈F
d(gX, Yg)
p
)) 1p
< ε′.
Hence
Rµ(ε
′) ≤ Rµ,∞(ε), for any ε′ > ε.
The conclusion then follows by Theorem 4.1 and Theorem 5.2. 
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Appendix A. Proof of Theorem 5.2
The following Lemma is a small modification of Lemma 2.6 of [28] and we omit the
proof.
Lemma A.1. Let (X , d) be a compact metric space with a finite subset A. Let F ∈
F (G), ε > 0 and α ≤ 1
2
. Suppose S ⊂ AF is a 2ε-separated set with respect to the
metric dF
(
(xg)g∈F , (yg)g∈F
)
. Let X = (Xg)g∈F and y = (Yg)g∈F be measurable maps
from Ω to X F such that X is uniformly distributed over S and
E
(
#{g ∈ F : d(Xg, Yg) ≥ ε}
)
< α|F |.
Then
I(X;Y ) ≥ log |S| − |F |H(α)− α|F | log |A|.
Lemma A.2. For ε > 0 and µ ∈M(X , G), we have
Rµ,∞(ε) ≤ S(X , G, d, ε).
Proof. Let {Fn} be a Følner sequence in G. For n > 0, denote by M = #(X , d¯Fn , ε)
and let {U1, . . . , UM} be an open cover of X with diam(Um, dFn) < ε for each 1 ≤
m ≤ M . Choose a point pm ∈ Um for each m. For any x ∈ X , let m be the
smallest number satisfying x ∈ Um. Then by setting f(x) = pm we can define a map
f : X → {p1, . . . , pM} and hence dFn
(
x, f(x)
)
< ε. Let X be a random variable with
Law(X) = µ. Then dFn
(
X, f(X)
)
< ε almost surely. Hence
E
(
1
|F |#{g ∈ F : d
(
gX, gf(X)
) ≥ ε}) = 0.
Let Y =
(
gf(X)
)
g∈Fn . Obviously X and Y are (F,L
∞, ε, α)-close for any α > 0. Hence
I(X;Y ) ≤ H(Y ) ≤ logM = log #(X , dFn , ε).
Dividing by |Fn| and letting n→∞, we have
Rµ,∞(ε) ≤ S(X , G, d, ε).

Proposition A.3. For any ε > 0 there exists µ ∈M(X , G) such that
Rµ,∞(ε) ≥ S(X , G, d, 12ε).(A.1)
Proof. Let {Fn} be the Følner sequence in G constructed as in Lemma 2.6.
For each Fn we choose Sn to be a maximal 6ε-separated set of X with respect to the
metric dFn . Then
|Sn| ≥ #(X , dFn , 12ε).(A.2)
Define
νn =
1
|Sn|
∑
x∈Sn
δx
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and
µn =
1
|Fn|
∑
g∈Fn
νn ◦ g−1.
As in the proof of Proposition 4.4, we first choose a tempered subsequence {Fni}
of {Fn}, then choose a convergence subsequence of {µni}∞i=1 in the weak∗ topology
and assume it converges to µ. Hence µ ∈ M(X , G) and we will show it satisfies the
inequality (A.1). For simplicity, we still denote this subsequence by {µni}∞i=1.
Let P = {P1, . . . , PM} be a measurable partition of X with diam(Pm, d) < ε and
µ(∂Pm) = 0 for each 1 ≤ m ≤M .
Assign each Pm a point pm ∈ Pm and set A = {p1, . . . , pM}. Denote by P(x) = pm
for x ∈ Pm. Then
d
(
x,P(x)) < ε.(A.3)
Let PF (x) = (P(gx))
g∈F for F ∈ F (G). Recall that we also use dF to denote
the metric on X F for F ∈ F (G) (see (3.1) for the definition). By (A.3), we have
dFn
(
(gx)g∈Fn ,PFn(x)
)
< ε for any x ∈ X . For any two distinct points x, y ∈ Sn, we
have
dFn
(PFn(x),PFn(y)) ≥ dFn(x, y)− dFn((gx)g∈Fn ,PFn(x))− dFn((gy)g∈Fn ,PFn(y))
> 6ε− 2ε = 4ε.
Hence the set
PFn(Sn) = {PFn(x)|x ∈ Sn} ⊂ AFn
is a 4ε-separated set of X Fn with respect to the metric dFn . Moreover, since νFn is
the uniform distribution over Sn, the push-forward measure PFn∗ νn is also the uniform
distribution measure over PFn(Sn). Note that |PFn(Sn)| = |Sn|.
Let 0 < α < 1
4
. let X : Ω 7→ X be a random variable defined on some probability
space (Ω,P) such that the law of X is given by µ. For F ∈ F (G), let YF,g : Ω 7→ X
(g ∈ F ) be random variables defined on the same probability space (Ω,P) such that
YF = (YF,g)g∈F and X are (F,L∞, ε, α)-close, i.e.
E
(
1
|F |#{g ∈ F : d(gX, Yg) ≥ ε}
)
< α.(A.4)
We can assume the distribution of YF is supported on a finite set YF ⊂ X F (by (2) of
Remark 5.1). By the Data-processing inequality,
I(X;YF ) ≥ I
(PF (X);YF ).
Let τF = Law
(PF (X), YF ) be the law of (PF (X), YF ), which is supported on AF ×YF .
Since d
(
gX,P(gX)) < ε, it follows that{
g ∈ F : d(P(gX), YF,g) ≥ 2ε} ⊂ {g ∈ F : d(gX, YF,g) ≥ ε}.
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Thus
EτF fF (x, y) :=
∫
AF×YF
fF (x, y)dτF (x, y)
= E
(
#
{
g ∈ F : d(P(gX), YF,g) ≥ 2ε})
< α|F |,(A.5)
where we denote by fF (x, y) = #{g ∈ F : d(xg, yg) ≥ 2ε} for x = (xg)g∈F ∈ AF and
y = (yg)g∈F ∈ YF . For each n ≥ 1, we consider the couplings of (PF∗ µn,PF∗ µ). Choose
a probability measure piF,n that minimizes the following integral∫
AF×AF
d¯F (x, y)dpi(x, y)
among all such couplings pi. Also similar to Claim 3.6 of [28], the sequence piF,ni
converges to (PF × PF )∗µ in the weak∗ topology.
Compose piF,n and τF to produce a coupling τF,n of
(PF∗ µn,Law(Y )) by the following
way:
τF,n(x, y) =
∑
x′∈AF
piF,n(x, x
′)P
(
Y = y|PF (X) = x′), (x ∈ AF , y ∈ YF ).
We note here that the sequence τF,ni converges to τF in the weak
∗ topology and hence
by (A.5),
EτF,nifF (x, y) =
∫
AF×YF
fF (x, y)dτF,ni(x, y) < α|F |(A.6)
for all sufficiently large ni.
Similar to the proof of Proposition 4.4, for x ∈ ⋃g∈Fn PF (gSn) and y ∈ X F , we
define a conditional probability mass function τF,n(y|x) by
τF,n(y|x) = τF,n(x, y)PF∗ µn(x)
.
For anyK ∈ F (G) with eG ∈ K and 0 < ε1 < α, as in Proposition 4.4, by Lemma 2.6,
there exists T , a finite tiling of G, satisfying conditions (C1) and (C2) in Proposition
4.4:
(C1) T has shapes {Fm1 , . . . , Fml} consisted with Følner sets in {Fn} and each Fmj
is (K, ε1)-invariant;
(C2) for sufficiently large i (hence Fni ∈ F (G) is sufficiently invariant), for each
1 ≤ j ≤ l, the family of sets {Cjg−1}g∈Fni covers a subset F˜ni ⊂ Fni with
|F˜ni| > (1− ε1)|Fni | at most (1 + ε1)
ρT (Fmj ,Fni )|Fni |
|Fmj |
-many times, where Cj is the
center of the shape Fmj .
For x = (xg)g∈Fni ∈ PFni (Sni) and g ∈ Fni , we define probability mass functions
σFni ,g(·|x) and σFni (·|x) on X Fni as exactly as (4.7) and (4.8) respectively. For y =
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(yg)g∈Fni ∈ X Fni and g ∈ Fni ,
σFni ,g(y|x) =
l∏
j=1
∏
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
τFmj ,ni(yFmj cg−1|xFmj cg−1) ·
∏
h∈Rg
δa(yh)(A.7)
and
σFni (y|x) =
1
|Fni |
∑
g∈Fni
σFni ,g(y|x).(A.8)
Here we recall that
yFmj cg−1 = (yh)h∈Fmj cg−1 ∈ X Fmj cg
−1
,
xFmj cg−1 = (xh)h∈Fmj cg−1 ∈ PFmj cg
−1
(Sni)
and
Rg = Fni \
( m∐
i=1
∐
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
Fmjcg
−1
)
.
Then as exactly as Claim 4.5, when ni is large enough, there exists some 1 ≤ j ≤ l
such that
(1− ε1) 1|Fni |
I(PFni∗ νni , σFni ) ≤
1
|Fmj |
I
(PFmj∗ (µni), τFmj ,ni).(A.9)
Denote by EPFni∗ νni ,σFni
fFni (x, y) the expected value of the function fFni (x, y) with
respect to the probability measure PFni∗ νni(x)σFni (y|x).
Claim A.4. For sufficiently large ni,
EPFni∗ νni ,σFni
fFni (x, y) < 3α|Fni |.
Proof of Claim A.4. By (A.7) and (A.8), the definitions of probability mass func-
tions σFni ,g(·|x) (g ∈ Fni) and σFni (·|x), we have
EPFni∗ νni ,σFni
fFni (x, y) =
1
|Fni |
∑
g∈Fni
EPFni∗ νni ,σFni ,g
fFni (x, y)
and
EPFni∗ νni ,σFni ,g
fFni (x, y)
≤
l∑
j=1
∑
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
EPFmj∗ ((cg−1)∗νni ),τFmj ,ni
fFmj (x
′, y′) + |Rg|,
where x, y are random points in X Fni and x′, y′ appear in fFmj (x′, y′) are in X Fmj .
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When Fni is sufficiently invariant, |Rg| < ε1|Fni |. Hence
EPFni∗ νni ,σFni
fFni (x, y)
≤ 1|Fni |
l∑
j=1
∑
g∈Fni
∑
c∈Cj ,Fmj c⊂Fnig,cg−1∈F˜ni
EPFmj∗ ((cg−1)∗νni ),τFmj ,ni
fFmj (x
′, y′) + ε1|Fni|
≤ 1|Fni |
l∑
j=1
∑
h∈F˜ni
(1 + ε1)tj
|Fni |
|Fmj |
EPFmj∗ (h∗νni ),τFmj ,ni
fFmj (x
′, y′) + ε1|Fni |
(by condition (C2) and recall here tj = ρT (Fmj , Fni))
≤
l∑
j=1
(1 + ε1)tj
|Fni |
|Fmj |
EPFmj∗ ( 1|Fni |
∑
h∈Fni
h∗νni ),τFmj ,ni
fFmj (x
′, y′) + ε1|Fni |
=
l∑
j=1
(1 + ε1)tj
|Fni |
|Fmj |
EPFmj∗ µni ,τFmj ,ni
fFmj (x
′, y′) + ε1|Fni |
=
l∑
j=1
(1 + ε1)tj
|Fni |
|Fmj |
∫
A
Fmj×YFmj
fFmj (x
′, y′)dτFmj ,ni(x, y) + ε1|Fni |
=
l∑
j=1
(1 + ε1)tj
|Fni |
|Fmj |
EτFmj ,nifFmj (x
′, y′) + ε1|Fni|.
Recall that 0 < ε1 < α <
1
4
and
∑l
j=1 tj ≤ 1. By (A.6), for sufficiently large ni, we
have
EτFmj ,nifFmj (x
′, y′) < α|Fmj |, for each 1 ≤ j ≤ l.
Hence for sufficiently large ni,
EPFni∗ νni ,σFni
fFni (x, y) <
(
(1 + ε1)α + ε1
)|Fni |
< 3α|Fni |.
This finishes the proof of Claim A.4. 
Note that the set PFni (Sni) = {PFni (x)|x ∈ Sni} ⊂ AFni (|PFni (Sni)| = |Sni |) is a
4ε-separated set of X Fni with respect to the metric dFni and the push-forward measure
PFni∗ νni is the uniform distribution measure over PFni (Sni). By Claim A.4 and Lemma
A.1, for sufficiently large ni,
1
|Fni |
I(PFni∗ νni , σFni ) ≥
1
|Fni |
log |Sni | − 3α logM −H(3α).(A.10)
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It follows from (A.2), (A.9) and Claim A.4 that for sufficiently large ni, there exists
1 ≤ j ≤ l (j depends on ni and l is independent on ni) such that
1
|Fmj |
I
(PFmj∗ (µni), τFmj ,ni)
≥(1− ε1)
( 1
|Fni|
log |#(X , dFni , 12ε)| − 3α logM −H(3α)
)
.
By choosing some subsequence of {ni} (we still denote it by {ni}), for some 1 ≤ j ≤ l,
the probability measures τFmj ,ni converge to τFmj = Law
(PFmj (X), YFmj ) in the weak∗
topology. Let ni →∞. By (3) of Proposition 3.2,
1
|Fmj |
I
(PFmj (X);YFmj ) ≥ (1− ε1)(S(X , G, d, 12ε)− 3α logM −H(3α)).
By (1) of Proposition 3.2, the data-processing inequality,
1
|Fmj |
I(X;YFmj ) ≥ (1− ε1)
(
S(X , G, d, 12ε)− 3α logM −H(3α)).
Choose K ∈ F (G) to be more and more invariant as in the proof of Proposition 4.4
and let ε1 tend to 0 to force mj →∞. Noticing that Rµ,∞(ε, α) is independent of the
selection of the Følner sequence, it follows that
Rµ,∞(ε, α) ≥ S(X , G, d, 12ε)− 3α logM −H(3α).
Letting α→ 0, we have
Rµ,∞(ε) ≥ S(X , G, d, 12ε).
This completes the proof of Proposition A.3. 
Theorem 5.2 then follows from Lemma A.2 and Proposition A.3.
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