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Abstract
This thesis presents investigations on hydrogenated graphene by scanning tunneling microscopy and
spectroscopy (STM/STS) as well as the implementation of spin-polarized STM. Preparation processes
for a magnetic standard sample and spin-sensitive chromium tips are developed.
The measurements on graphene reveal specific hydrogen adsorption sites in low coverage and the
formation of a pattern at higher coverage. Both is found to be in agreement with previous predictions
and calculations. Upon hydrogenation, an impurity midgap state emerges in the density of states
which is measured directly for the first time. Complementing angle resolved photoemission experi-
ments confirm that this state is dispersionless over the whole Brillouin zone.
A routine is developed to prepare the standard sample system of ultra-thin iron films on tungsten
(Fe/W(110)). Investigations on this system confirm the magnetic properties known from literature,
including the presence of a spin spiral, and prove that it is well suited for the characterization of
spin-polarized tips. Different approaches for the preparation of tips from the antiferromagnetic ma-
terial chromium are tested. Among these, a promising new method is presented: The coating of
crystalline chromium tips with fresh chromium material suggests reproducibility of the tip charac-
teristics. The performance of the produced tips in STM measurements is excellent in regard to a
fixed spin-polarization, high resolution and stability. Especially, a recovery of the tip magnetization
direction proposed in this thesis makes this new preparation method superior to all processes yielding
antiferromagnetic tips reported so far.
2
Kurzfassung
Inhalt der vorliegenden Arbeit sind Untersuchungen von hydogeniertem Graphen mittels Rastertun-
nelmikroskopie und -spektroskopie (RTM/RTS) sowie die Einführung spin-polarisierter RTM. Im
Rahmen dessen wurden Präparationsprozesse für magnetische Standardproben und spin-sensitive
Chrom-Spitzen entwickelt.
Die Messungen an Graphen zeigen spezifische Wasserstoff-Adsorptionsstellen bei geringer Be-
deckung und die Ausbildung eines Musters bei höherer Bedeckung, jeweils in Übereinstimmung mit
Vorhersagen und Berechnungen. Der durch Hydrogenierung entstehende Störstellenzustand in der
Bandlücke der Zustandsdichte wurde zum ersten Mal direkt gemessen. Ergänzende winkelaufgelöste
Photoelektronenspektroskopieexperimente bestätigen, dass dieser Zustand in der gesamten Brillouin-
zone dispersionsfrei ist.
Ein Verfahren zur Herstellung magnetischer Standardproben aus ultradünnen Eisenfilmen auf Wol-
fram (Fe/W(110)) wurde entwickelt. RTM-Untersuchungen an diesem System bestätigen die bere-
its aus der Literatur bekannten magnetischen Eigenschaften, insbesondere das Vorhandensein einer
Spinspirale. Damit ist Fe/W(110) hervorragend geeignet für die Charakterisierung spin-polarisierter
Spitzen. Verschiedene Ansätze, die zur Herstellung von Spitzen aus dem antiferromagnetischen Mate-
rial Chrom verfolgt wurden, werden präsentiert, darunter auch eine vielversprechende neue Methode:
Das Aufwachsen eines frischen Chromfilms auf kristalline Spitzen desselben Materials verspricht
eine Reproduzierbarkeit von Spitzeneigenschaften. Der Einsatz von so hergestellten Spitzen in RTM-
Messungen ist geprägt von einer festgelegten Spin-Polarisation, hohem Auflösungsvermögen und
Stabilität. Insbesondere die mögliche Reproduzierbarkeit der Magnetisierungsrichtung, die in dieser
Arbeit diskutiert wird, macht diese Methode allen bisher berichteten Herstellungprozessen antiferro-
magnetischer Spitzen überlegen.
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1Introduction
A very simple material has gained a lot of attraction in the last ten years: graphene, a mono-atomic
sheet of hexagonal arranged carbon atoms. It is the thinnest material known and at the same time
one of the strongest materials ever measured [1]. Owing to its unusual band structure, the charge car-
riers exhibit an extraordinarily high intrinsic mobility, have no effective mass, and several quantum
relativistic phenomena can be observed [2]. By modification of the pristine material, various appli-
cations are proposed or are under development, in areas including electronics, sensors, and life sci-
ences, among others [3–6]. More precisely, the proposed applications cover electronic devices [7, 8]
(including transistors [9–11], integrated circuits [12], and ultracapacitors [13]), sensors [14–16], spin-
tronic devices [17–19], optical modulators [20], renewable energy devices [21], photovoltaics [22–
24], transparent conducting electrodes [25, 26], ultrafast DNA sequencing [27, 28], and water reme-
diation [29]. Further fields of current research are applications for quantum dots in graphene [30–32]
and the possibility of superconductivity [33–35]. Graphene as the basis for such diverse applications
was the cause for the Nobel prize in physics 2010 [36], and the fascination for this simple material is
unbroken. However, graphene applications are still missing in everyday life despite all these promis-
ing possibilities. The industrial production with sufficient quality and on large length scales is not
trivial and needs further development.
As applications of graphene become only possible upon modification of the original properties, un-
derstanding the physical mechanisms that alter graphene during functionalization is the requirement
for a target-oriented manipulation of the properties and for the realization of new applications. There-
fore, many studies focus on the investigation of the electronic properties of the pristine compound as
well as the changes that are introduced by different modifications. A local method that has access to
the electronic properties on an atomic scale could answer many open questions that do not allow for
a full picture and comprehensive understanding of functionalized graphene so far.
By use of scanning tunneling microscopy (STM) and spectroscopy (STS) we can study the local
electronic properties of surfaces with subatomic spatial resolution. This real space method allows
additionally a high energetic resolution (in the order of meV) and can give access to the local density
of states of conducting materials. No other method combines the detection of the local density of
states with such a high real-space resolution.
In the first part of this work, I focus on a local electronic study of graphene by STM/STS. A
prerequisite to study graphene in STM is the availability of defect-free, single-crystalline samples.
Especially for the study of the local effect of artificial impurities that modify the electronic properties,
the sample quality is crucial. I present the preparation of "perfect" graphene samples and their mod-
ification by atomic hydrogen. Hydrogen is a promising candidate for applications and its interaction
with graphene is not fully understood so far. STM/STS allows to study the adsorption geometry and
the change in the electronic structure by a gap opening and the appearance of a midgap state.
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The second part of my thesis is dedicated to the implementation of the spin-polarized STM tech-
nique. As already mentioned, STM/STS is a powerful tool for the local-scale study of the electronic
properties of conducting materials. For the investigation of many systems, an additional access to
the spin properties is desirable. Examples are the measurement of single magnetic atoms (suggested
as smallest magnetic storage bits) and their interactions with various substrates [37–39], the study of
magnetic molecules and their application in spintronic devices [40–42], and the comprehension of the
interplay between magnetism and superconductivity in iron pnictides [43–45].
The implementation of spin-sensitivity into STM measurements is not trivial, as history shows:
Spin-polarized tunneling and scanning probe microscopy evolved in parallel and only lately the com-
bination of both was demonstrated. A starting point for the development of this technique might be
the beginning of the last century with the invention of quantum mechanics. In 1933, SOMMERFELD
predicted the tunneling of electrons through a barrier as a conclusion from the quantum mechanical
tunneling effect [46]. But the experimental proof took until 1960, when GIAEVER conducted the first
successful tunneling experiments on superconductors with oxide layers as tunneling barriers [47–49]
which confirmed theoretical calculations for the tunnel resistance [50]. GIAEVER was awarded the
Nobel prize in Physics 1973 for his "experimental discoveries regarding tunneling phenomena in [...]
superconductors" [51]. The first experiments confirming spin-dependent tunneling were also per-
formed on superconducting films by TEDROW AND MESERVEY [52]. They developed a two-current
model for ferromagnetic materials to explain their experimental findings [53].
At about the same time, the first attempts to use the (spin-averaged) tunneling effect for microscopic
investigations were successful [54], resulting in 1986’ Nobel prize in Physics for the "design of the
scanning tunneling microscope" [55] awarded to BINNIG AND ROHRER. That led finally to the
development of the whole new family of "scanning probe microscopes".
The combination of both, spin-dependent tunneling and tunneling microscopy, followed eight years
later by the modification of the STM setup for spin-polarized measurements, when WIESENDANGER
et al. conducted the pioneering first spin-polarized STM experiment with a chromium oxide thin film
tip on chromium [56]. Subsequent measurements resolved even small magnetic features with atomic
resolution, which made the observation of antiferromagnetic structures possible [57–59].
With spin-polarized STM/STS it is possible to study magnetic nano-scale structures and discover
magnetic order in complex spin structures [60–63]. Also time-resolved studies for magnetization
dynamics [64], spin-mapping of individual atoms [65, 66], and atom manipulation [67, 68] are pos-
sible. Nevertheless, spin-polarized STM is not the only microscopic method which has access to
magnetic information. Depending on the system under investigation, some methods might even be
better suited, since they are easier to conduct, cover larger areas on a sample, or can do time-resolved
analysis (e.g. MFM1, MOKE2, SEMPA3). However, these methods do not reach the same spatial
resolution as STM. Those methods that do exhibit similar spatial resolution (e.g. MExFM4 and scan-
ning nitrogen-vacancy center microscopy [71, 72]), cannot give additional insight into the electronic
1magnetic force microscopy
2Kerr microscopy, using the magneto-optic Kerr effect [69]
3scanning electron microscopy with a polarization analyzer
4magnetic exchange force microscopy [70]
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structure of a material. The combination of magnetic and electronic sensitivity in the sub-nanometer
range makes spin-polarized STM an unique and outstanding technique.
In this work, I successfully implemented the prerequisites for spin-polarized STM measurements:
a routine to produce standard samples with certain magnetic properties that are needed for tip char-
acterization, and several methods that yield tips with magnetic properties. A new approach for an-
tiferromagnetic tips is established that ensures a high spatial resolution of magnetic measurements
and promises the reproducibility of once characterized tip properties. With this knowledge, it is now
possible to investigate new sample systems regarding their electronic and magnetic properties.
This thesis is organized as follows: Chapter 2 explains the basics of quantum mechanical tunnel-
ing, the working principles and measurement modes of STM and spin-polarized STM, and the two
measurement setups that were used. Chapter 3 describes the preparation process of hydrogenated
graphene and measurements on pristine as well as on hydrogenated samples. Adsorption sites and
patterns are characterized, and the spectroscopic investigations of the band structure changes are com-
plemented by theory calculations and ARPES-measurements conducted by co-workers. In chapter 4,
the preparation and properties of the standard sample system iron on tungsten (Fe/W(110)) are dis-
cussed, followed by the preparation and characterization of antiferromagnetic tips. A new approach
for tip fabrication is presented together with a demonstration of the properties of the produced tips. A
summary and outlook in chapter 5 conclude this thesis.
8
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2.1 Scanning tunneling microscopy
In this work I present data which were obtained with the techniques Scanning Tunneling Microscopy
and Spectroscopy (STM and STS, respectively), extended by spin-polarization sensitivity. STM mea-
surements allow to correlate structural, electronic, and magnetic properties of conducting surfaces
with a high spatial and energetic resolution.
Several methods exist which can evaluate the surface properties of a material. One family of
surface-probing methods is the Scanning Probe Microscopy (SPM). Here, the displacement of the
probe (typically a sharp tip) yields the raw measurement data. A high spatial resolution of the ob-
tained data is an outstanding characteristic for all SPM methods. Since the probe is a well-defined
"small" object and its displacement can be set accurately by piezo motors, SPM is a real space method
without the need to average over an area. In contrast to that, many other methods are limited in their
spatial resolution by the size of the incoming light or electron beam.
Different interactions between tip and sample are exploited, for example a force (atomic and mag-
netic force microscopy, AFM and MFM), the reflection of light (scanning near-field optical mi-
croscopy, SNOM), the tunneling current after applying a bias (STM), or the answer to a magnetic
field (scanning Hall probe microscopy, SHPM). The corresponding quantity is usually used to control
the tip displacement during a scan over the surface (= topography). Besides, the interaction quan-
tity can be measured on a fixed spot in dependence of other influences like voltage (= spectroscopy),
temperature, distance or magnetic field. This additional access to the material’s properties on a very
local scale is unique and therefore very powerful. In the here used technique STM, the tunneling cur-
rent between a conducting tip and surface is measured. The spectroscopic mode gives direct insight
into the local density of states (DOS) of the sample (see section 2.1.2). The high localization of the
tunneling effect leads to a surpassing resolution.
In contrast to bulk sensitive methods, only statements about the first layers or about interfaces can
be made by STM. Nevertheless, a generalization to bulk properties is sometimes possible, e.g. due
to a layered sample crystal structure or an absence of surface states [73]. In other cases, interesting
phenomena might be located at the surface, and hence can be probed directly [74, 75].
2.1.1 How does an STM work?
The general setup of an STM consists of a metallic tip and a sample, as depicted in figure 2.1. A
voltage U is applied between both and, in the case of a very small distance d between tip and sample,
a tunneling current I arises. This tunneling current is very sensitive to the distance between tip
and sample. Therefore, it can be used to control the distance between tip and sample with a high
9
2 Basics
precision. The position of the tip is varied by a piezo motor. The topography of the sample z(x, y)
is recorded by scanning the tip carefully over its surface. It should be noted that the tip itself has a
non-negligible influence on the measurement. It can even be exploited for advanced features such
as spin-sensitivity (see sec. 2.2 and 4.3). Different operational modes of STM will be described in
section 2.1.3. In both experimental setups used here, the tip is connected to ground. All indicated
voltages are applied to the sample, so that negative voltages probe the filled states of the sample.
I
U
x
yz
d
Figure 2.1: Schematic drawing of the tip-sample setup. The tip is scanned in the xy-plane over the sample
and the tunneling current I which arises from the applied voltage U is recorded. (Recorded data are taken
from figure 3.11 c).)
The tunneling process requires precise and stable conditions of the tip-sample system. Important
constraints are the choice of tip and sample, a high cleanliness of both, good mechanical isolation
to assure a constant distance between both, and a well-defined temperature, which avoids thermal
drift between tip and sample. The measurement systems used here (see sec. 2.3) additionally exhibit
the possibility to easily exchange tips and samples, which is very useful to generate tips with unique
properties such as spin-sensitivity. The microscopes are placed in ultra-high-vacuum (UHV) con-
ditions with access to in-situ preparation devices, as needed for the sample preparation of the later
presented data (see chap. 3 and 4). Different mechanical noise isolation devices are installed. Cooling
possibilities do not only minimize temperature drift, but in addition extend the energetic resolution of
STS (see next sec. 2.1.2).
2.1.2 A little bit of theory
Tunneling effect STM is based on the quantum mechanical tunneling process, which is sketched for
the one-dimensional case in figure 2.2. A deep understanding of the physical origin of the tunneling
current is necessary to analyze and evaluate the measured data. Most solid state as well as all basic
quantum mechanics textbooks deal with the tunneling principle in detail. Also, the application of
tunneling to the specific problem of STM (a tip and a surface) is treated exceedingly in textbooks [76,
77]. Here, I discuss only the results without a detailed derivation.
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It is known from quantum mechanics that electrons can tunnel through a thin energy barrier (con-
tinuous line: energy potential in which the electron is situated, including a barrier). The part of the
electron wave, which is incident on a potential step, is reflected. However, evanescent waves pene-
trate the barrier region. A non-vanishing part of the wave emerges on the other side of a sufficiently
thin barrier. The wave functions in front of, in, and behind the barrier region are sketched in figure
2.2. The transmission coefficient for this process can be deduced from the wave equations in the three
regions. As a solution for the one-dimensional problem one obtains:
T =
16k2κ2
(k2 + κ2)2
e−2κd . (2.1)
Here, d is the barrier width and the exponential function guarantees a fast decay of the wave behind
a thick barrier. The wave vectors k and κ, in front of/behind and in the barrier, respectively, are
calculated from the barrier height E0, the mass m, and the energy E of the transmitted particle as
follows:
k2 =
2mE
~2
(2.2a)
κ2 =
2m(E0 − E)
~2
. (2.2b)
incoming barrier  tunneled 
E0
E
d
Figure 2.2: Sketch of the real part of a wave function tunneling through a barrier. The particle is coming
from the left side with the energy E and tunnels through a barrier of the height E0. The probability on the
right side is proportional to the inverse exponential of the barrier height
√
E0 − E and width d.
Tunneling current in STM Altogether, the finite probability of tunneling can be understood as a
quantum phenomenon where the wave characteristics of the tunneling particle are evident. Notably,
tunneling of electrons occurs in both directions. Only after applying a voltage between both sides
of the barrier ("electrodes"), a net tunneling current arises. In STM measurements, tip and sample
electrode constitute the two sides separated by a vacuum barrier. This is sketched in figure 2.3. An
applied voltage U shifts the Fermi energy of the sample with respect to the tip. Assuming a constant
DOS of the tip, the arising tunneling current is in first approximation proportional to the DOS of the
sample, integrated over the energy range between EF and EF + eU . Since the tunneling process
is elastic, electrons with a low energy difference to the tip’s Fermi level contribute most to the net
tunneling current. The edges at the Fermi energy of both, tip and sample are not straight due to a
finite temperature T which limits the energetic resolution of the measurement (see Resolution limits
below).
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vacuum
barrier
DOS sample
eU
k TB{EF
E
DOS tip
EF
E
DOS sampleDOS tip
k TB{
vacuum
barrier
EF
E
EF
E
a) U = 0 b) U < 0
Figure 2.3: Schematic drawing of tunneling from the sample into the tip. a) No voltage is applied between
tip and sample and the net tunneling current is zero. b) The Fermi energy of the sample is effectively
shifted with respect to the Fermi level of the tip by the applied (negative) voltage. Electrons tunnel from
the occupied (blue) states of the sample into empty tip states. A temperature broadening of the order of
kBT smears out the energy resolution.
For the one-dimensional case and an applied voltage U , the tunneling current shows the same
proportionality to the barrier width as the transmission coefficient T (compare to eq. 2.1):
IT ∝ e
−d
√
8m
~2 (E0−E) . (2.3)
with the energy difference equal to the applied voltage: E0 − E = eU .
Probing the density of states BARDEEN uses a different approach for the derivation of the tunnel-
ing current. He employs first order perturbation theory to get the expression [78]
IT =
2π e
~
∑
µ,ν
f(Eµ) [1− f(Eν + eU)] |Mµν |2δ(Eµ − Eν). (2.4)
The Fermi function f(E) describes the occupation number at the given energy (corresponding
to the applied voltage U ) and its dependence on the temperature. The δ-function ensures elastic
tunneling between the states Ψµ and Ψν , where µ and ν stand for the sample and tip, respectively.
Mµν which is the tunneling matrix element between states Ψµ and Ψν , is generally an unknown
parameter. It represents the probability of transmission through a barrier.
The expression for the tunneling current from BARDEEN can be modified by introducing the density
of states of tip ρt and sample ρs and by transforming the sum into a continuous integral [79]. The
integration over the δ-function preserves the energy (elastic tunneling) and a factor of −2 has to be
added for the spin and charge of the electrons:
IT = −2
2π e
~
∫ ∞
−∞
dε ρt(ε)f(ε) ρs(ε) [1− f(ε+ eU)] |Mt,s|2. (2.5)
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The influence of the temperature on the tunneling current (described by the Fermi functions) can be
neglected for temperatures that are low in comparison to the applied voltage (see also last paragraph
of this section Resolution limits). The limits of the integral can be set between zero and the applied
voltage by execution of the Fermi edge function, which yields
IT = −
4π e
~
∫ eU
0
dε ρt(ε)ρs(ε)|Mt,s|2. (2.6)
In the last expression, only the densities of states and the tunneling matrix element are unknown
parameters. Many variables influence the tunneling matrix element, for example the shape of the
tip apex, the symmetry of the tunneling charge carriers, and the real shape of the barrier. Without
consideration of these influences, some phenomena are inexplicable, for example atomic resolution
achieved by STM, which becomes only possible with localized surface states on the tip [80, 81].
The matrix element can be determined by use of the WKB-approximation [79]. This approxi-
mation from WENTZEL, KRAMERS and BRILLOUIN [82–84] solves the stationary, one-dimensional
SCHRÖDINGER equation and is valid for slowly changing potentials. If the tunneling barrier is de-
composed into small slices, each of them can be solved individually. The overall solution is the
product of the single solutions and can be written as
|Mt,s|2 = e−2d
√
2mΦ/~ (2.7)
with the barrier width d (= distance between tip sample), the mass of the charge carriers m, and the
average barrier height Φ which is a combination of both work functions (tip and sample) and thus a
material parameter.
The resulting expression for the tunneling current is now
IT = −
4π e
~
e−2d
√
2mΦ/~
∫ eU
0
dε ρt(ε)ρs(ε). (2.8)
The exponential dependence from the tip-sample distance (already known from eq. 2.3) and the
DOS of the tip and the sample are the main components. Notably, STM in topography mode measures
always the combined DOS of tip and sample at a certain temperature and integrated over a certain
energy range at the location of the tunnel junction. However, one usually assumes a constant DOS of
the tip as an approximation for most used metal materials (PtIr, W, Au) to cancel out the tip influence
on the measurement. An exceptional case are spin-polarized measurements, as will be discussed in
section 2.2.
Generalization BARDEENs tunneling theory is extended to the three-dimensional non-planar case
by TERSOFF and HAMANN [85]. Here, no temperature broadening and a constant matrix element (e.g.
a spheric tip state) are assumed. This theory is linearized in U and considers the case of a spherical tip
and a flat surface instead of two planar electrodes. The initial problem is not the Schrödinger equation
of the coupled system. Instead, the tunneling current is derived from the overlap of the wave functions
of the two electrodes (tip and sample) under assumption of a small applied voltage U . One obtains
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I ∝
∑
ν
|Ψν(~r)|2 · δ(Eν − EF ) · U. (2.9)
The first part of this expression can be substituted with the local density of states ρ at a certain
energy E:
ρ =
∑
ν
|Ψν(~r)|2δ(Eν − E) (2.10a)
which yields
I ∝ ρ · U. (2.10b)
In this expression, a direct proportionality between the derivative dI/dU and the DOS in the vicin-
ity of the Fermi level is visible (as expected from the assumption of linearization in U ). Qualitatively,
the three-dimensional case considering a sharp tip yields the same result as the simplification of two
planar electrodes in one dimension.
Energy resolution limits As mentioned earlier, the Fermi function describes the occupation number
of the charged particles. While at zero temperature the states below (above) the Fermi level are
completely filled (empty), a finite temperature leads to a broadening of the energy cut-off of the order
of kBT . Thermally excited particles near the Fermi level lead to an energy smearing of the sharp edge
function (compare border of occupied states (blue) in fig. 2.3). To distinguish between two features
in the DOS, a certain energy distance of the order of 3kBT is necessary [86]. In STM, the energy
resolution is thus given by the thermal limit of
∆Etherm = 3kBT. (2.11a)
Considering also the intrinsic electric broadening due to a finite modulation voltage used in spec-
troscopic measurements [87], the complete energy resolution is limited by
∆E =
√
(3kBT )2 + (2.5eUmod)2. (2.11b)
2.1.3 Measurement modes: how to understand the data
Data acquisition in STM is a complex topic, since different quantities can be measured, such as the z-
displacement, the tunneling current IT , or additional signals like the derivative of the tunneling current
dI/dU . The measurement modes that are important for this work will now be introduced. A simple
distinction can be made between "mapping" and spectroscopy. Maps of the sample’s surface are
achieved during a scan over the surface, spectroscopy is acquired by sweeping another parameter (e.g.
bias voltage or z-displacement at a fixed position). In mapping mode, a feedback loop is connected
to the setup and relates the measured tunneling current IT with a setpoint value. According to the
settings, the relayed information controls the piezo element which moves the scanning tip. In contrast
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to that, spectroscopy data are typically obtained at a certain spot in the xy-plane (which can be chosen
with atomic precision), while the feedback loop is turned off. One parameter (e.g. IT , dI/dU ) is
measured with respect to a second variable (e.g. z-displacement, applied voltage U ).
Topography The first reported [54] and most commonly used mode is the topography mode. The
tip is scanned over the surface by a piezo motor (for setup see sec. 2.3). During scanning, a constant
voltage is applied and the arising tunneling current is measured and kept constant by a feedback loop
which controls the z-displacement of the tip. A surface of constant integrated density of states is
mapped. The z-displacement of the tip represents as a first approximation the shape of the sample’s
surface (see distance contribution to the tunneling current in eq. 2.3), showing features like mono-
atomic steps, single adatoms and atomic corrugation. The representation of topography data can be
done in several ways, as depicted in figure 2.4.
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Figure 2.4: Set of topography data. a) The most common representation of topography data is a colored
map, as used throughout this work. The recorded data show a 13 nm×13 nm area of the second monolayer
iron on a stepped tungsten substrate (compare sec. 4). Atomic corrugation in the center part as well as a
monoatomic step are visible. The bright parts in the upper left corner correspond to dirt adatoms. The blue
line indicates, where a line cut is taken. The height information of this image is contained in the color.
Dark/red means low and bright/yellow high areas. b) This color scale displays the height information of
the topography in a). c) A three-dimensional representation of the same data (blue line: line cut). d) Line
cut along the blue lines in a) and c). The height information of the step edge and the atomic corrugation
can directly be read on the z-scale. (measurement: I = 0.5 nA, U = 0.07 V, T = 33 K)
Electronic information in the topography A closer look at the surface of constant DOS leads
to the conclusion, that certain contributions can not be identified as real topographic features. If
the DOS of the sample (or the work function) is inhomogeneous, these differences in the electronic
properties will appear in the topographic signal. Chemical impurities light up or appear as dark spots,
and local variations in the electronic properties can be observed (e.g. charge density waves [88, 89],
interference patterns close to steps or single defects [90, 91]). In topography data, it is impossible to
distinguish between the height information and the signal stemming from electronic inhomogeneities.
Only knowledge of the sample system and more sophisticated measurement techniques can provide
this information.
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dI/dU-maps One way to cancel out the topographic signal and get access to the mere electronic
information is accomplished by use of the so called "lock-in technique". A small alternating bias
Umod (typically a few µV or mV) is modulated on top of the tunneling bias. In mapping mode, the
frequency needs to be chosen higher than the response time of the feedback loop. This ensures that
the z-component of the scanner movement stays undisturbed by the additional bias and still reflects
the topographic information. In addition to that, an evaluation of the response signal in the current
is accessible. This is typically done by means of a lock-in amplifier, which compares the amplitude
of the reference (Umod) and the input (Imod) signal at the same frequency. The ratio between both
amplitudes (first harmonic) is a measure for the derivative of the input with respect to the reference
signal, i.e. dI/dU [92]. 5
In the described way, a map of local DOS at a certain energy (the stabilization voltage U ) is mea-
sured in addition to the topography. This is depicted in figure 2.5. On the same sample area as in
figure 2.4, the dI/dU -signal was measured. The recorded data can be displayed in a colored map,
similar to a topographic map. But instead of the z-displacement of the tip, in this case the dI/dU -
signal (differential conductance) determines the color. Throughout this work, a blue-green-yellow
color scale is used for the differential conductance.
low DOS
high DOS2 nm
Figure 2.5: The usual presentation of dI/dU -data in a map, on the example of the same sample spot as
in figure 2.4, measured at U = +70 mV. The middle part of the image has a brighter color than the rest.
This comes from a difference in the local DOS of the second monolayer iron in comparison to the first
monolayer (upper and lower part of the image). I use a different color scale than in figure 2.4 to underline
the origin of the data and avoid confusion with topography data. The corresponding color scale ranges from
dark green (low signal, low local DOS) to yellow (high signal, high local DOS). (measurement: I = 0.5 nA,
U = 0.07 V, Umod = 40 mV, T = 33 K)
During dI/dU -map acquisition, the scanning speed has to be adapted to the frequency of Umod.
That extends the measurement time in comparison to normal topography mode. However, compared
to full spectroscopic maps (see next paragraph) with the same spatial resolution, the gain in time is
significant (1 hour vs. 1 day). If a full-range energy scan is not needed and one or two particular
energies are sufficient, this method is favored.
5The phase between both signals is mainly influenced by the electric wiring. It can be set to a fixed value to optimize the
signal-to-noise ratio.
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Two minor draw-backs of this method arise from the fact that dI/dU -maps can only be measured
at the stabilization voltage: The Fermi energy itself is not accessible and setpoint effects prevent a
quantitative comparison of dI/dU -maps at different energies. Both of these problems can be solved
with far more time-consuming spectroscopic maps.
As elaborated in section 2.2, measuring dI/dU -maps is essential for spin-polarized investigations.
Spectroscopy One strength of STM is an outstanding spatial resolution for the mapping of a surface
down to atomic resolution. A second key feature is the combination of this high spatial resolution
with a high energetic resolution (order of meV, depending on temperature amongst others) during the
determination of spectroscopic data. This is used in the spectroscopic mode (STS) and makes the
STM a powerful tool for electronic investigations on a microscopic scale.
As mentioned earlier in section 2.1.2, the derivative of the tunneling current with respect to the
applied bias (differential conductance dI/dU ) is as a first approximation proportional to the local
density of states of the sample. To measure the dI/dU -signal, the tip needs to be positioned at a
certain spot above the surface. By switching off the feedback loop the distance between tip and
sample stays constant. Now, the applied voltage is swept and the resulting current I(U) measured
and derived. The noise in the numeric derivative can be reduced by use of a lock-in amplifier. An
example of a measurement is presented in figure 2.6 and it clearly shows, that the spectroscopic data
on different points of the sample (here first and second monolayer) can differ.
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Figure 2.6: Spectroscopy data of two points on a Fe/W(110) sample (same as fig. 2.4 and 2.5). a,b)
Location of the spots where the spectroscopy data are obtained in the topography (a) and dI/dU -map at
70 mV (b). c) Spectroscopic data as a function of the applied bias voltage. The black (red) spectrum shows
the electronic properties of the first (second) monolayer. At the energy of 70 mV, where the dI/dU -map in
b) is recorded (blue line), the DOS of the second monolayer is higher. This material contrast corresponds
to a brighter appearance in the dI/dU -map (b). (measurement: I = 0.5 nA, U = -0.5 V, Umod = 40 mV,
T = 33 K)
The dI/dU -signal is usually measured for each spot separately (single point spectroscopy). In
contrast to ARPES6 measurements, which probe the occupied DOS of a surface, STS has access to
both, occupied and unoccupied states of a material, depending on the sign of the applied bias.
6angle-resolved photoemission spectroscopy
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STS-maps If a whole area is measured point-by-point with STS, a dataset containing the three-
dimensional spatial (z(x, y)) and the four-dimensional spectroscopic (ρ(x, y, U)) information is recorded.
As already mentioned, this usually takes some days. Assuming typical measurement conditions at
low temperatures, an STS-map of 128× 128 points in space where at each position a spectrum of
80 energy points with 200 ms measurement time each is recorded, takes altogether about three days
(72 h). However, in contrast to dI/dU -maps, a comparison between maps of different single energies
is possible due to identical measurement conditions (same setpoint, i.e. stabilization voltage and cur-
rent) and also zero-conductance maps can be measured.
So far, everything was described under the assumption of a constant tip DOS. Certainly, this might
be a good assumption for a fast and easy data evaluation. However, in reality this is rarely the case.
In particular cases, the tip properties can even be used on purpose. If the variation of the tip DOS is
of magnetic nature, this can yield so-called "spin contrast", which will be introduced in detail in the
next section.
2.2 Spin-polarized STM – access to magnetic information
2.2.1 Theory of spin-polarized tunneling
Origin of spin-dependent tunneling So far, tunneling theory was considered in the case of a spin-
averaged measurement. If the tunneling current is evaluated between two magnetic materials, a depen-
dence on the magnetization direction is possible. The spin-dependent tunneling current was shown
to depend not on the tunneling probability (which is spin-independent [52, 53]) but on the (spin-
polarized) density of states of the two materials involved in the tunneling process. Theoretical con-
siderations show that the spin-dependent tunneling signal requires an explanation based on the band
structure, as the tunneling current depends on the effective mass of the tunneling particles [93, 94].
The ferromagnetism of the transition metals iron, cobalt, and nickel can be explained by consideration
of the minority and majority charge carriers in density functional based calculations (STONER model
[95]). In this model, the energy difference between spin-up and spin-down electrons is described by
an additional constant in the exchange correlation potential. That leads to a shift of the magnetic
DOS with respect to the non-magnetic DOS for both spin parts in opposite directions, as sketched in
figure 2.7. From charge neutrality follows that a material is ferromagnetic, if it fulfills the STONER
criterion [95]:
I · n > 1 (2.12)
where I is the exchange integral (also called coupling constant or Stoner parameter) and n the non-
magnetic DOS at the Fermi energy. That leads to the conclusion that a high exchange integral and a
high DOS at the Fermi level are necessary for magnetism. Electrons in magnetic systems need to be
rather localized (i.e. the possess a high coupling constant), while quasi-free electron systems show no
tendency to magnetism [95].
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Figure 2.7: The origin of spin polarization visualized as a shift of the electronic density of states.
In the STONER picture, the spin polarization P at the Fermi level is simply the relative difference
of the density of states ρ:
P =
ρ↑ − ρ↓
ρ↑ + ρ↓
. (2.13)
BARDEEN’s many particle approach for tunneling (see sec. 2.1.2) treats the coupling between two
electrodes as a small perturbation, which results in Fermi’s golden rule [78]. Two more assump-
tions by JULLIERE extend this theory for the magnetic case [96]: First, the electron spin is con-
served during a tunneling process. Therefore, the currents of spin-up and spin-down electrons can
be treated independently. Additional spin-flip corrections are needed for effects of spin-orbit cou-
pling and thermal spin disorder. As a second assumption, all matrix elements have to be equal for
all single-particle states. This leads to the formula for the relative conductance variation, which is
the difference ∆G of conductance between parallel and antiparallel magnetization of the tunneling
electrodes (∆G = G ↑↑ −G ↑↓) divided by the spin-averaged conductance G (= 1
2
(G ↑↑ +G ↑↓))
∆G
G
=
2PsPt
1− PsPt
. (2.14)
In this formula, the spin polarization Pi of the conduction electrons of tip and sample can be cal-
culated from equation 2.13. However, using the bulk DOS to derive the polarization normally fails
and a realistic electronic band structure near the surface is required for explanation of measured spin
polarization values. Typical experimentally determined values for the spin polarization of metals are
between 0.04 (Gd) and 0.44 (Fe) [97].
Spin contrast in STM The quantitative understanding of spin-polarized tunneling phenomena in
STM originates from SLONCZEWSKI’s theoretical treatment of electron tunneling between two spin-
polarized electrodes [98]. It explains the observation that the tunnel conductance depends on the angle
between the moments of two ferromagnets (magnetic valve). Another predicted effect is the effective
interfacial exchange coupling: magnitude and sign of the coupling depend on the barrier height and
the Stoner splitting in the ferromagnets.
In SLONCZEWSKI’s theory, the spin-polarized tunneling current Isp is simplified. In the limit of a
small bias U0 and under the assumption of a free-electron behavior of the conduction electrons, it can
be written as:
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Isp(U0) = I0 ·
(
1 + Ps · Pt · cos( ~Ms, ~Mt)
)
(2.15a)
with I0 the conventional (spin-averaged) tunneling current, Ps and Pt the spin polarization of sam-
ple and tip, respectively, and ~Ms, ~Mt the magnetic moments of both electrodes (energy-integrated
net magnetization). The spin polarization is already known from the last paragraph as the relative
difference of the magnetic DOS (up and down) and thus energy-dependent (eq. 2.13). The role of
the angle between the magnetic moments can be understood as a projection of the spins of one elec-
trode onto the other. Elastic tunneling can only occur for those electrons where the spin does not
need to rotate during the tunneling process. Therefore, in a non-parallel configuration, only a part of
the spin-polarized electrons contribute to the tunneling current. In the special cases cos = +1 and
cos = −1, the magnetic moments are aligned parallel and antiparallel. This is depicted in figure 2.8:
In the parallel case a large tunneling current is possible due to the large DOS at the Fermi level in the
minority charge carriers (positive sign in eq. 2.15b). However, in the antiparallel case either the tip or
the sample DOS is small for each spin carrier, and thus, only a reduced net tunneling current arises
(negative sign in eq. 2.15b):
Isp(U0) = I0(1± Ps · Pt). (2.15b)
E E E E
tip sample tip sample
Figure 2.8: Sketch of the origin of spin contrast in tunneling experiments. The total amplitude of the
tunneling current (black arrows connecting tip and sample DOS) is different for parallel and antiparallel
tip-sample alignment. The experiment measures always the combined (spin-averaged) tunneling current,
that is different for opposite orientated magnetic domains.
A combination of the TERSOFF-HAMANN model (eq. 2.10b) with SLONCZEWSKI’s theory yields
for the differential conductance measured with a spin-polarized tip in STM experiments [99]:
dI(~r, U)
dU
∝ ρs(~r, U)ρt ·
[
1 + Ps(~r, U)Pt · cos( ~Ms, ~Mt)
]
(2.16)
The differential conductance is composed of a spin-averaged part (ρsρt) which consists of the nor-
mal electronic contribution, and a spin-dependent part (ρsρt · PsPt · cos( ~Ms, ~Mt)) which holds the
magnetic information. The latter is contained in the polarization values of both electrodes as well as
in their configuration (parallel or antiparallel). The magnetic part of a measurement can be filtered
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by appropriate selection of the applied voltage U : At some voltages and usually by integrating over a
voltage regime (e.g. in topography), the magnetic part levels out for both, parallel and antiparallel tip-
sample configuration. This is the reason why in topography mode, up and down domains of a sample
usually show the same apparent height. If only a certain energy is accessed by STS or in dI/dU -maps,
the difference of the measured signal between parallel and antiparallel tip-sample configuration can
be non-vanishing. Up and down domains exhibit different differential conductance values where-
upon this difference changes with the applied voltage. Nevertheless, the normal electronic signal still
contributes to the measurement.
From the measurement of the spin-polarized tunneling current, the effective polarization of the
whole tunnel junction is determined by
P = Ps · Pt =
I↑↑ − I↑↓
I↑↑ + I↑↓
. (2.17)
Since the spin polarizations Pi of tip and sample are energy dependent (see eq. 2.13 for ρ(E))
and also the values for the spin-polarized currents might vary with the applied voltage, the effective
polarization is not a constant value.
One can also define values to directly estimate the spin sensitivity of the tunneling junction. In
literature, the tunneling magnetoresistance (TMR, resulting from JULLIEREs model, eq. 2.14) as well
as the spin polarization (or spin asymmetry) are used for a quantitative description [100–103]. Both
values yield a percentage, but the order of magnitude is different. Here, I will define the spin contrast
(SPC) of a tunneling junction at a certain energy eU as
SPC(U) :=
dI
dU
↑↑ (U)− dI
dU
↑↓ (U)
dI
dU
↑↑ (U) + dI
dU
↑↓ (U)
= Ps(eU) · Pt(eU) · cos( ~Ms, ~Mt) (2.18)
which is the same as a value called spin polarization of the tunneling junction [104] or spin asym-
metry [105] in literature. The spin contrast can be calculated directly from experimentally obtained
spin-polarized data. The cosine describes the influence of the canting of the sample magnetization ~Ms
with respect to the tip magnetization ~Mt. If a constant spin polarization for iron PFe = 0.44 (measured
by other techniques [97, 106]) is assumed for both tip and sample, together with the optimal case of a
parallel configuration of tip and sample magnetization, the maximum value for the spin contrast that
can be achieved with an iron tip on an iron sample is 20%. A Fe-Cr configuration (PCr = 0.22 [97])
yields a maximum of 10% spin contrast that can be obtained at the optimal angles and energies. This
spin contrast can only be achieved in case of tunneling at the peak energy of minority or majority
charge carriers [101, 102].
The spin contrast that can be evaluated from measured data always depends on the particular tun-
neling junction and thus on magnetization angles, tip-sample distance, and energy, among others. It
can only give a rough idea about the quality of the junction and spin polarization of the sample. Gen-
erally, it is difficult to compare the spin polarization of a material measured with different techniques,
since they probe different electronic states at different energies, different depths, or in a different
environment [104].
21
2 Basics
dI/dU-maps and STS The measurement mode of spin-polarized STM is usually dI/dU - mapping
or STS. As discussed earlier, the spin-dependent contrast in topography mode integrating over an
energy interval is often negligible, while a measurement at a fixed energy (preferably a characteristic
energy for the involved materials) yields a spin contrast of up to 44%. To obtain a finite spin contrast
value, a difference in the spin dependent DOS is needed. Such a difference can be observed by STS
on areas of different magnetization, for example in the DOS shown in figure 2.9 a) at an energy of
-290 mV. A differential conductance map measured at this particular energy yields a contrast between
regions of the scan area with parallel and antiparallel magnetic configuration of tip and sample. This
is shown in figure 2.9 b) and c), where a topography of a stepped Cr(001) surface shows only the
(topographic) step edges, while the simultaneously measured dI/dU -map (measured at -290 mV)
exhibits clear differences in the signal between adjacent steps. In the system Cr(001), the steps are
antiferromagnetically coupled and lead thus to an alternating signal in the differential conductance
(fig. 2.9e) [105]. The spin contrast calculated for this measurement (fig. 2.9 e) is about 4% and
approximately equal to the absolute value determined in STS at the same energy (fig. 2.9 a).
200 nm
a)
b) c)
d) e)
sp
in
co
n
tr
a
st
-290mV
Figure 2.9: a) Tunneling spectra and spin contrast measured with a Fe-coated probe tip above Cr(001)
terraces. The DOS exhibits a peak close to the Fermi level, which is caused by a spin-polarized surface
state. Therefore, the measured dI/dU -signal depends on the relative orientation of the magnetization of tip
and sample, which changes between parallel and antiparallel for the investigated sample. b) STM topog-
raphy of the Cr(001) surface. Nine terraces separated by monoatomic steps are visible and their opposite
magnetization is indicated in the linescan (d). c) Simultaneously acquired spin-resolved dI/dU -map at
U = -290 mV. The signal changes at every step between low and high due to antiparallel magnetization of
adjacent terraces. e) The linescan at the same position as in (d) shows magnetic contrast, stemming from
the difference in DOS at the indicated energy. (adapted from [105])
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Spin-orbit coupling Magnetic properties of a sample can also be detected with a non-magnetic tip,
if the magnetism induces a local change in the electronic properties of the surface. The tunneling
anisotropic magnetoresistance7 that occurs due to spin-orbit coupling, links the magnetism and the
crystallographic axes of a material [107]. The so-called magnetocrystalline anisotropy energy ba-
sically results from spin-orbit interactions. In the 3d transition metals, the band structure generally
depends on the magnetization direction. Due to spin-orbit coupling, the degeneracy of the bands is
lifted in one direction, but not perpendicular to this direction [108].
An example is the system of double-layer iron on tungsten (Fe/W(110)) which was investigated
in this work. First-principle calculations show that the band structure depends on the magnetization
direction (parallel or perpendicular to the surface) [109, 110]. Usually, states with dxy+xz character
contribute less to the tunneling current, since they lie in the surface plane, and the states dominating in
the tunneling process come from the dz2 band. In Fe/W(110), the dz2 states are suppressed due to the
peculiar steep shape of the corresponding band. If now, in the case of perpendicular magnetization,
spin-orbit coupling is present, a mixing of minority dxy+xz and majority dz2 spin states occurs close
to the surface [109, 110] and the DOS at the Fermi energy is enhanced. As a consequence, the
local DOS is different in the easy and hard axis of magnetization. Experimentally, it is possible to
make use of the spin-orbit coupling to gain information about the magnetic structure. The magnetic
structure can be measured even with a non-magnetic tip, since the DOS of the domains and domain
walls is different [109]. Spin-orbit-coupling contrast is a common phenomenon, but its use in STM
measurements requires detailed knowledge about the system under investigation.
2.2.2 Practical issues
A lot of experimental details and related issues for spin-polarized STM measurements can be found
in literature reviews [104, 105, 111]. So far, three major modes of spin-polarized STM with magnetic
tips are established. The most simple one is the constant current mode on very flat topographies,
where the magnetic signal can sometimes be detected directly in the tunneling current at certain en-
ergy settings [56–59]. In most cases, a better contrast is achieved by adding a small modulation
voltage via lock-in technique. Recording the differential conductance allows to select a small energy
interval with large spin contrast instead of an integration over many energies with partially lower or
even opposite spin contrast (compare to dI/dU-maps in sec. 2.1.3) [112]. For constant current mode as
well as dI/dU -maps, the tip exhibits a static magnetization. Another approach, which was proposed
already 1990 [113] and experimentally proven 9 years later [114, 115], uses a non-permanent mag-
netization: A coil is wound around the tip shaft and switches the tip magnetization. In this method,
magnetostriction effects and the magnetic stray field are rather high.
Figure 2.10 schematically shows different approaches to modify the tip by decrease of the stray
field or change of the magnetization direction. In the case of tips with static magnetization, the tip
structure can be different: Bulk material tips as well as thin film tips (with a tungsten tip core) are
reported [104, 105]. Considering a ferromagnetic tip, thin film tips have several advantages over bulk
7i.e. tunneling resistance is different for differently/opposite magnetized domains
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tips: The magnetic material is reduced, and thus also the stray field and an accidental modification
of the magnetic domain structure of the measured sample. If a thin film tip is damaged during the
measurement, it is possible to recycle the tip core and to coat it again with new material. The mag-
netization direction of a thin film is not governed by the tip shape but rather by material-specific
parameters such as the thickness. This knowledge can be used to design tips with desired magne-
tization directions: In the case of a thin film on a tungsten tip, the tip magnetization is as a first
approximation identical to the magnetization of films of the same material and thickness on a flat
W(110) crystal [116, 117]. For a W tip with the typical diameter of several hundred nm, the growth
of an atomically flat film is reasonable, since the thickness of the deposited film is much smaller.
However, the orientation of the used wire (core of the tip) is not necessarily (110). Nevertheless,
experiments confirm this rough estimation [104].
A reduction of the stray field is obtained either with a thinning of the film, or by replacement of the
ferromagnetic material with an antiferromagnetic one [118]. In a different approach, a small amount
of material is placed onto the tip by the slight dipping of the tip into the (magnetic) surface [45, 119,
120]. This process is not reproducible, but has the advantage that it does not need UHV preparation
facilities. If available, a magnetic field can be utilized to further manipulate the tip magnetization.
Depending on the material parameters of tip and sample, an applied external magnetic field can rotate
the magnetization direction or even switch it.
a) b) c)
d) e) f)
Figure 2.10: Sketch of different magnetic tips. The arrows display the magnetization of small domains
or single atoms. a) A ferromagnetic tip has a high stray field (yellow circles). b) A ferromagnetic thin
film has a reduced stray field due to the smaller amount of magnetic material. c) A thin film tip with a
different film thickness might result in a different magnetization direction of the magnetic moment. d) An
antiferromagnetic tip has an insignificant stray field. Only the last atom determines the spin polarization.
e) The concept of picking up magnetic material with the tip is shown. f) An applied external magnetic field
changes the tip magnetization.
Since an important part of my work was tip preparation of magnetic sensitive tips, section 4.3
describes more details of tip preparation.
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2.3 Measurement setup
In this thesis I present measurement results that were obtained in two different microscopes, a variable
temperature STM (VT-STM) and a low temperature STM (300 mK-STM). Both of them are home-
built instruments which where designed and assembled in the IFW DRESDEN8 [86, 121, 122]. They
exhibit different properties such as the base temperature (including the cooling system), the damp-
ing (determined by the application purpose), and the access to a magnetic field, which defines their
application area. The main features are presented in table 2.1.
VT-STM 300 mK-STM
pressure < 1·10−9 mbar < 5·10−10 mbar
temperature range 20 K - 300 K 0.3 K - 50 K, 300 K
holding time 70 h 60 h
scanning range 1.5µm × 1.5µm 0.8µm × 0.8µm
sample/tip exchange 20 min 2 h
damping system eddy current passive air springs
magnetic field none 9 T
energy resolution 10 meV 0.1 meV
Table 2.1: Overview over the features of the two microscopes that were used in this work. Holding time,
scanning range, sample/tip exchange, and energy resolution are listed at the particular base temperature.
I will first describe the VT-STM in detail and then address the 300 mK system in section 2.3.2.
2.3.1 The VT-STM
A part of the later presented data (see sec. 3) was obtained with a home-built STM in a variable
temperature system [121, 122]. It can access the whole temperature range between about 20 K and
room temperature and is connected to a UHV chamber. The STM measurements in this system
are accomplished by the Scala electronics and software from Omicron [123]. Typical application
areas of this STM are studies of the self-assembly of molecules, the growth of thin metal films,
investigations of single atoms, measurements of cleavable samples, and spin-polarized measurements
(without external magnetic field).
The design of microscope itself is sketched in figure 2.11 a) and b). The scan unit (fig. 2.11 a)
is placed in a so-called "microscope body". The microscope body holds the sample and the coarse
approach with the piezo scanner and the tip. A three-dimensional single-tube scanner [124] is placed
in a coarse approach of the PAN-style design. It functions by the Slip-Stick principle which is based
on the difference between adhesion and dynamic friction [125, 126]: A prism holding the scan unit is
clamped between piezo stacks. If a high alternating voltage (typically about 200 V) with differently
shaped (saw-tooth) voltage edges is applied to the piezo stacks, the prism moves the attached scan
8Leibniz Institute for Solid State and Materials Research Dresden
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unit in "slip-stick" motion towards the sample. The design of the microscope makes an in-situ tip
and sample exchange possible. This is especially important for spin-polarized STM measurements:
A repeated processing of the tip might be necessary, until it exhibits the desired magnetic properties
(magnetization direction and stability). During this processing and before each "real" measurement,
the tip has to be characterized on a standard sample. Also for the preparation of thin film samples
(e.g. graphene), an in-situ sample exchange is important to check and characterize the progress of the
single preparation steps.
gold plated
CuSn6P body
xy-table
(sample positioning )
sample position
radiation shield 
with window for 
tip/sample exchange
thermal connection
Stainless steel
frame for thermal
decoupling
Piezo slip-stick motor
b) VT-STM c) 300mK-STM
sapphire
prism
piezo tube
scanner
tip holder
with tip
a) scan unit
Figure 2.11: Design of the scan unit (a) and both microscopes, comparing b) the VT-STM with c) the
300 mK-STM. a) The design of the scan unit is identical for both microscopes. b,c) The coarse approach
moves the scanner towards the sample. The sample intake is connected directly to the scan unit to minimize
mechanical noise. Both, tip and sample are cooled. A radiation shield improves heat isolation.
Noise isolation Generally, two kinds of noise can be distinguished: electronic noise from not per-
fectly decoupled electronics (typically 50 Hz) and mechanical noise, arising from acoustic noise or
structure-borne noise of building vibrations. Electronic noise is reduced by conventional shielding
and decoupling of the single wires. During STM measurements, where a probe is guided a few
angstrom above the sample, even a small mechanical disturbance might lead to an unwanted contact
between tip and sample ("crash") and the destruction of the tip and/or the sample. Additionally, tip
vibrations can cause unreliable measurements, artifacts, and less resolution in lateral and energy di-
mension. Even though acoustic noise is mainly damped by the fact that the microscope is isolated
through the vacuum, some frequencies might activate vibrational modes of the system and disturb the
measurement.
The very compact design and the high stiffness of the single STM parts guarantee low disturbances
during the measurement. Since the sample intake is connected to the scan unit by a rigid screw con-
nection, the expected mechanical noise is very low. Additionally, the VT-STM is placed in UHV on an
eddy current damping stage to minimize noise. This is depicted in figure 2.12. The Omicron-designed
damping stage decouples the microscope from the UHV chamber and further reduces mechanical
noise.
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Figure 2.12: Schematic drawing of the VT-STM. The scan unit is placed in the radiation shield and
connected to the cooling (connection braids not shown). An eddy current damping system together with
springs carries the microscope and decouples it mechanically from the surrounding UHV chamber.
Cooling The most important reason to establish a low temperature system is, that many phenomena
are related to low temperatures and only occur at or below a certain critical temperature (e.g. phase
transitions and superconductivity). Besides that, temperature gradients between different parts of the
setup as well as the different coefficients of thermal expansion of the used materials cause thermal
drift (temperature drift). At low temperatures, this temperature drift between tip and sample is smaller
and therefore topographies can be conducted easier and with higher resolution. Spectroscopy mea-
surements are only possible if the temperature drift is sufficiently small, so that no change of the
tip-sample distance occurs and falsifies the measured data. In addition, the temperature determines
the energy resolution in spectroscopic measurements (see eq. 2.11).
In the VT-STM, a helium flow cooling system is integrated. Furthermore, an elaborated thermal
insulation and additional radiation shields minimize heat input. A continuous temperature range from
below 20 K up to room temperature can be accessed by the flow rate of the helium and an additional
heater. Both, tip and sample are cooled. The setup allows for 3-4 days measurement time at base
temperature, if a standard 100 l 4He-dewar is used.
UHV system The VT-STM is implemented into conventional UHV chambers with a pressure below
1 · 10−9 mbar during measurement. The preparation of samples and tips under vacuum conditions
permits access to very clean surfaces and defined material properties. In addition to mechanical
pumps that produce noise, a non-mechanical ion getter pump is installed and keeps the vacuum during
STM measurements. Several surface preparation and analysis methods help to prepare and probe the
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sample systems and tips before (and after) STM measurements under UHV conditions:
• metal evaporators (rod and crucible)
• home-built molecule evaporator for molecular beam epitaxy (MBE)
• quartz micro balance (close to the sample position)
• e-beam heating (EBH; contact-free, up to 2300◦C)
• ion sputter gun (e.g. Argon sputtering)
• low energy electron diffraction (LEED)
• Auger spectrometer
• mass spectrometer (residual gas analysis (RGA), up to mass number 200)
• manipulator resistance heating (e.g. during evaporation on the sample)
• gas inlet for several gases
• empty flanges with valves for optional mounting of additional devices (e.g. hydrogen-gun, gold
evaporator, etc.)
A fast entry lock gives the possibility to introduce new samples and tips. Samples and tips are mounted
on sample holders and tip shuttles that use the Omicron [123] design. This ensures compatibility of
different devices within the system (manipulators, heating intake, STM) and with other systems using
the same sample holder design (e.g. the 300 mK system, see next section). The introduced samples
and tips can be stored in a carousel. This is of particular interest for standard samples that need to be
prepared only once and can be used over a long time, and for the application of different tips one after
another.
2.3.2 The 300 mK-STM
The second microscope that was used for measurements is a home-built 300 mK system, operating
since 2011. Its construction and installation is published in [86]. Results obtained with this micro-
scope are presented mainly in section 4 and are partially already published in [127]. They focus on
the implementation of the spin-polarized STM technique. During this part of the work, measurements
were constricted by building measures next to the laboratory. Therefore, measurements requiring a
long-time stability (especially STS with time frames of several days) were not possible. All pre-
sented dI/dU-data (see sec. 4) are taken at a modulation voltage of 40 meV as a compromise between
signal height and recording time. Spatial calibration of the STM at the temperature of 30 K - 40 K
(see "Cooling" in the following) was carried out on the basis of recalibration from 15 recorded data
sets (atomic step edges of W(110)). The change of scan area within this temperature regime was
insignificant.
In the 300 mK setup, the base temperature of 300 mK can be reached with a 3He/4He cryostat
combination. The cryostat is additionally equipped with a 9 T superconducting magnet. Just as in
the afore introduced variable temperature system, the samples stay after introduction into the vacuum
system under UHV conditions.
Characteristic for this system is the combination of three technically complex properties: low tem-
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perature, high magnetic field, and ultra high vacuum. Due to the high energy resolution at low tem-
peratures, this microscope is predestined for research areas like superconductivity and atom-scale
magnetism.
The design of the microscope follows the same principle as introduced in the VT-STM. As partially
indicated in figure 2.11 c), some additional features can be used optionally, but were not used for this
work: biased 4-point contact measurements and an xy-table. During this work, the measurements
were exposed to strong noise from the construction works of a new building close to lab. This made
measurements with high energy resolution impossible. Therefore, neither 300 mK temperature nor
optional radio frequency filters were used to obtain high energy resolution.
Measurement control and data handling of the STM is accomplished by the Matrix electronics and
Vernissage software from Omicron [123].
Noise isolation The 300 mK system has a special room concept: During measurement, a part of the
lab can be separated by a mobile noise protection wall. In that way, the operator is not present in the
STM room, but still has full access to all important controls. All noise producing devices that are
needed during measurement (mechanical pumps, compressed air supply for the damping), are placed
in an additional room.
The system is connected to a robust, sand-filled frame which carries the cryostat and a hexagon
as base for the UHV system (shown in fig. 2.13). The frame sits on three damping elements on
120◦ displaced pillars. They consist each of a horizontal air buffer and a niveau-regulated vertical
damping ([128]).
Cooling The biggest part of the setup is the large cryostat barrel (see fig. 2.13). It contains a com-
mercial JANIS cryostat [129] which was modified for this lab [86]. The cryostat itself is a combina-
tion of a 4He bath cryostat and a 3He single shot cryostat with a UHV bore. The cryostat holds three
4He reservoirs of totally 350 l and is surrounded by several isolation shields. The base temperature
of 300 mK can be reached by an evaporative cooler. The measurement temperature can be varied
from the base temperature to about 50 K (or room temperature without any cooling). In this work, I
measured mainly at about 40 K. This temperature is reached by cooling the microscope via its heat-
insulating connection to the 4He bath. This temperature regime is sufficient for the appearance of the
desired phenomena and had the advantage that frequent tip and sample exchanges (sometimes more
than twice a day) are possible, which would not be the case if the whole system needs to cool down
to base temperature (process of more than 2 hours).
UHV system The UHV sytem consists of two separate chambers for a clean and independent use
of each. They are located directly below the cryostat, as sketched in figure 2.13. The STM chamber
contains the STM itself and the connection to the cryostat. A linear manipulator moves the STM from
measurement to loading position and vice versa. A lock for tip and sample introduction is connected
to the preparation chamber. The typical pressure in the UHV system is about 1·10−10 mbar.
An optional analysis chamber, as indicated on the left side of figure 2.13, is not installed so far.
However, during the work on this thesis, an exchange of the preparation chamber was necessary due
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Figure 2.13: Schematic drawing of the 300mK-STM. The whole system is placed on three damping pillars
(blue). They are connected to the cryostat as well as a support frame for the UHV chamber. The microscope
can be driven down- and upwards into loading position in the UHV-chamber or measurement position (as
depicted). In measurement position, the microscope is cooled (base temperature: 300 mK) and an external
field of up to 9 T can be applied.
to an accident, and analysis devices such as the LEED and the Auger spectrometer were implemented
into the new preparation chamber. The preparation chamber is connected to the STM chamber by a
gate valve (right side of the figure) and contains all important tip and sample processing tools as well
as analysis devices:
• exchangeable evaporators for metals (rods, crucibles) and molecules
• quartz micro balance (close to the sample position)
• EBH (contact-free, up to 2300◦C)
• ion sputter gun (e.g. Argon sputtering)
• LEED
• Auger spectrometer
• mass spectrometer (RGA; up to mass number 200)
• manipulator with resistance heating (up to 1200◦C)
• gas inlet for several gases
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3.1 Functionalization of graphene
When in 2010 the Nobel prize in physics was awarded to GEIM and NOVOSELOV "for groundbreak-
ing experiments regarding the two-dimensional material graphene" [36], this was just the logical
consequence of the growing interest in research on graphene for application purposes. Graphene, a
monolayer of sp2 hybridized carbon atoms which are arranged in a honeycomb lattice, is one of the
simplest materials but has surprising properties: among them a very high mechanical stability and
high charge carrier mobilities.
Studies on graphene as the ultra-thin building block of graphite were already done in 1947 [130].
The interest in graphene grew, when in 1984 theoretical considerations pointed out that in graphene
the electric current would be carried by effectively massless charge carriers [131] (see sec. 3.1.1).
At this time, graphene was thought to be an academic model material only, since isolated two-
dimensional materials were believed to be unstable [132]. Although already being the subject of many
works, the name "graphene" was first mentioned in 1987 to describe graphite layers within graphite
intercalation compounds [133]. The first free-standing graphene was extracted 2004 from graphite
using a technique called micromechanical cleavage [134]. For the first time, this simple preparation
method gave access to measurements of the two-dimensional theory text book example and is cele-
brated as its "discovery". The following numerous experimental activities can best be understood by
reading the corresponding overviews [1, 2, 135].
The fascination for graphene comes from its potential future applications that are promised by the
remarkable mechanical [136], electronic [137, 138], and transport properties [139, 140]. From a
mechanical point of view, graphene is the strongest material ever measured with a Young’s modulus
of E = 1.0 TPa [136], exceeding the mechanical stability of steel by almost 200 times. The reason for
this high value are the bonding orbitals of the single carbon atoms, as will be explained in the next
section. In spite of this high stability, it is still challenging to produce graphene not only bound to
a substrate but as free-standing graphene-membranes [141, 142]. Electronically, graphene exhibits
several phenomena of quantum electrodynamics that were in most parts not observed in condensed
matter before [143–146]. Among the most spectacular phenomena is the integer quantum Hall effect,
i.e. a quantization of graphene’s electronic spectrum in a magnetic field (observed before already in
semiconductor materials) [147–149], and a strong suppression of quantum interference effects [2].
The band structure of graphene and its implications for the electronic properties is discussed in the
next section.
Several synthesis routes have been developed so far [150, 151] (see sec. 3.2) and grant access to
the characterization and functionalization of graphene. By functionalization, high expectations for
applications are raised [3, 4], as it changes the properties of graphene such as the band structure, and
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opens access to phenomena like magnetism [19, 152] and superconductivity [33, 34] or induces a
band gap [17] required for semiconductor applications. One example for an area with expectations
in graphene is silicon-based technology: It is common knowledge that MOORE’s law [153] about
the increase of transistors per area on integrated circuits will need a new technology to hold true
even half a century after its formulation. This new technology must deal with size limiting effects and
might be based on the replacement by carbon-based nano-scale devices. A successful implementation
was achieved recently by the growth of graphene on metal silicides by CVD9, where the properties
of quasi-free-standing graphene are widely preserved [154]. Further applications are expected for
graphene and graphene-related materials [4] and will be discussed in section 3.1.2.
In this work I put the focus on the electronic properties of quasi-free-standing graphene on a metal
substrate that is functionalized by hydrogenation. Hydrogenation induces - as expected for impurities
- disorder in the system, opens a band gap in graphene, and yields an impurity state in this gap (see
sec. 3.1.3). The consequences for the electronic properties as well as possible application areas are
still under investigation. The starting material here, graphene on gold, exhibits a high crystalline
quality with no observable defects or adsorbates on the local scale which is a crucial precondition for
studies of artificial impurities. In the remaining parts of this section, I will summarize the properties
and the potential of the 2D material. The next section introduces the in-situ preparation process
and proves the high quality of the hereby produced samples. In the following section 3.3, well-
isolated hydrogenation sites are probed. The position dependent shapes and widths are compared with
density functional based tight binding method (DFTB) calculations. At higher coverage, a distinct
pattern was found and related to the C4H phase [155] of fully hydrogenated graphene. Furthermore, a
pronounced impurity state near the Fermi energy is found and corrobated by complementary ARPES
measurements.
3.1.1 Properties of a 2-dimensional system
Graphene consists of carbon atoms that are packed in a 2-dimensional, sp2-bonded, hexagonal lattice.
It is the basic structural element of other carbon allotropes, such as graphite, carbon nanotubes, or
fullerenes. The unit cell of graphene (dashed rhomb in fig. 3.1 a)) contains two carbon atoms, marked
blue and red, that differ only in their position. Therefore, the lattice can also be described by two
displaced sublattices, A and B, with opposite symmetry. Each carbon atom is sp2 hybridized, i.e. one
electron in the 2s orbital and two electrons of the 2p orbitals form three orbitals in the lattice plane,
called σ-bonds. The high mechanical stability of graphene (as mentioned earlier) stems from these
three σ-bonds per carbon atom that are constituted of the px and the py orbitals in the lattice plane (see
fig. 3.1 b)). The strength of the sp2-bonds is comparable with that of sp3-bound diamond. The final
electron in the pz orbital makes up one π-bond that exposes each single atom to chemical reactions
from both sides. The π-bonds are delocalized which allows the electrons to move freely in the lattice.
The two identical carbon atoms of each unit cell result in two zero-energy states, K and K’, in
reciprocal space. A sketch of the band structure of graphene is drawn in figure 3.2. Using a conven-
9chemical vapor deposition
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Figure 3.1: The structure of graphene. a) Graphene consists of a hexagonal lattice of carbon atoms with
two atoms in each unit cell (red and blue). It can alternatively be described with 2 sublattices A and B. b)
Carbon atoms are linked to each other by σ-bonds. The π-orbitals stick out of the graphene at both sites
and make it the most reactive form of carbon.
tional tight binding model, one obtains a dispersion relation where conduction (π) and valence (π∗)
bands touch each other directly at the Fermi energy in six points (K and K’) of the two-dimensional
hexagonal Brillouin zone. This results in the linear dependence of the energy close to the K-points
(zoom in fig. 3.2).
 *
 
KK 
Dirac pointEF
Figure 3.2: 3D bandstructure of graphene. The energy spectrum shows the dispersion of the π and π∗
bands in the first Brillouin zone. Both bands touch each other at the Fermi level in the K and K’ points.
Zoom: Close to the Fermi energy, the dispersion of the bands is linear. The zero-state point at the Fermi
energy is called Dirac point. (adapted from [138])
While charge carriers in condensed matter physics are normally described by the Schrödinger equa-
tion with an effective mass different from the free electron mass, the electrons (or holes) in graphene
can at low energies be described by an equation that is formally equivalent to the massless Dirac
equation. There, the electrons and holes are sometimes called "Dirac fermions" and the six corners of
the Brillouin zone are called the "Dirac points".
The Dirac equation [156] is a relativistic wave equation for fermions with spin 1
2
(alternative to the
Schrödinger or Klein-Gordon equation). It is linear in energy and has thus the advantage that only
positive probability solutions exist. The 4×4 Dirac Hamiltonian can be solved by the introduction of
Dirac spinors: two spinors with two components each. While the two spinors represent particles and
anti-particles, their components relate to the two spin states. If the Dirac equation is solved with a
33
3 Probing local hydrogen impurities in quasi-free-standing graphene
plane-wave ansatz, the eigenstates (spinors) have in the ultra-relativistic limit (m→0) surprisingly the
same form as low-energy electrons in graphene (close to K points).
However, this does not mean that the graphene electrons are massless. In the semi-classical picture,
the effective mass can be determined from the inverse of the band curvature ( 1
m?
∝ d
2E
dk2
). It represents
the mass that a particle seems to have when situated in a potential (e.g. lattice). For graphene, the
effective mass is diverging due to the linear energy dispersion. Here, one has to carefully distinguish
between rest mass (zero) and effective mass (infinite).
Most properties of graphene can be understood from its band structure. The linear dispersion of the
bands in the vicinity of the Fermi energy results in a v-shaped conductivity (as function of an applied
voltage or shift of the Fermi energy by doping) [134]. In the case that the Fermi level lies directly at
the Dirac point, the standard two-band model for a semiconductor can describe the conductance σ by
σ = e · (neµe + nhµh) (3.1)
with the electron (hole) concentration ne (nh; proportional to the DOS) and the electron (hole)
mobility µe (µh). The electron (hole) concentration depends linearly on the energy E (in k-space:
concentration equals the circumference of the cone which is proportional to 2πE) and together with a
constant charge carrier mobility this results in a energy-dependent conductivity with linear slopes and
the minimum at zero energy [134]. The same behavior is expected for the differential conductance as
measured in STS.
A second phenomenon resulting from the peculiar shape of graphene’s band structure (especially
the linear dispersion relation) is a high charge carrier mobility of up to 200,000 cm2/Vs (at low temper-
ature in high-quality samples [157]). Typical mobility values for metals at room temperature are some
ten cm2/Vs, whereas the charge carrier mobility is fundamentally higher in semiconductors, such as
silicon (about 1,500 cm2/Vs for electrons and 450 cm2/Vs for holes) [158]. The highest mobilities so
far are found in two-dimensional electron gases (35,000,000 cm2/Vs at low temperatures) [159]. For
its similarity to semiconductors in the charge carrier mobility value, graphene can also be seen as a
zero bandgap semiconductor with a finite conductivity at the Dirac point, where the charge carrier
concentration is theoretically zero [2, 138].
In graphene, it is for the first time possible to observe the whole range of quantum electrodynamics
in condensed matter [145]: Shubnikov-de-Haas oscillations (i.e. the oscillating behavior of the con-
ductivity in high magnetic fields and at low temperatures) were found to stem from the electrons in
graphene behaving as simple harmonic oscillators [148]. The anomalous Quantum Hall effect [147]
and its presence at room temperature [160] were measured in graphene, which means an additional
contribution to the quantized Hall voltage that depends directly on the magnetization of the mate-
rial. The KLEIN paradox describes the transparency of a potential barrier in the order of the electron
mass [161] and was tested successfully in graphene [143]. Dirac chiral fermions in two dimensions
possess a finite conductivity without scattering, as measured for graphene [144]. Another surprising
effect is that the opacity of graphene is defined by the fine structure constant [146].
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3.1.2 Application through functionalization
While the properties of as-produced graphene might be fascinating from a theorist’s point of view,
the band structure lacks a gap that is important for most application devices such as conventional
field effect transistors. The absence of a gap can be overcome for example by hydrogenation [7],
which results in a reversible gap that is suitable for applications in electronics by the simultaneous
retention of the linear band properties [8]. Another promising approach for functionalization is to
make use of the very sensitive π electrons for sensor applications. Even individual events of adsorp-
tion dynamics of molecules can be detected by graphene [14]. A functionalization of the graphene
sheet by the leftover-resist from the nano-lithography fabrication process was shown to improve the
sensor response of another device [15]. Theoretical considerations propose that implementing defects
or adding groups alters the properties magnetically and thus opens up the field of graphene spintron-
ics [18, 19].
Functionalization of graphene mostly results in an alteration of the band structure. The position of
the Fermi level in respect to the Dirac cones’ touching points determines the nature of doping (n-type
or p-type) and thus the transport carrier properties (electrons or holes) (see fig. 3.2). An introduction
of a band gap, a shift of the Fermi energy, or an appearance of additional states (in the band gap) can
be accomplished by chemical or ionic functionalization, the attachment of single atoms or molecules
(resulting in symmetry breaking between the two carbon atoms in the unit cell), the use of a precursor
during growth, or the interaction of the substrate [3–6].
Today, (functionalized) graphene is still not used in commercial applications, but tuning the prop-
erties of graphene or graphene-related nanomaterials is an active field of research.
3.1.3 Effect of hydrogenation
One way of graphene functionalization is hydrogenation. A full hydrogenation from both sides of
the graphene sheet leads to so-called "graphane" [7, 8]. Each π bond is turned into a C-H bond
resulting in the opening of a large gap (insulator) of the re-hybridized sp3-compound. For a par-
tial hydrogenation ("hydrogenated graphene"), a smaller band gap is opened as seen with different
methods (ARPES [162, 163], UPS10 and optical absorption spectroscopy [164], density functional
calculations [165]).
The emerging band gap is tunable by the coverage for most substrates [163–165] and its reversibil-
ity by annealing understandable from ab-initio simulations of the kinetics [166]. The tunable band
gap opening in hydrogenated graphene is especially interesting, since pure graphene lacks a band gap
around the Fermi level which is the defining concept for semiconductor materials and essential for
controlling the conductivity by electronic means. One of the main questions in this case is how much
the changed band structure deviates from the original linear band structure, and if it is possible to
introduce a gap into graphene while preserving its properties as good as possible.
Model calculations [167, 168] as well as microscopic investigations [169, 170] of different adatoms
10ultraviolet photoemission spectroscopy
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on graphene have shown that functionalization by impurities induces disorder in the system and
yields localized states [171]. This effect holds true for hydrogenation of graphene doped with potas-
sium: Upon graphene hydrogenation, an impurity state arises within the band gap, as verified by
ARPES [172]. I will go into detail of the electronic changes by hydrogenation in section 3.3.3.
Further surprising effects by hydrogenation of graphene are reported that might lead to applications
in various fields. Ferromagnetic properties of hydrogen-functionalized epitaxial graphene on SiC
are observed and assigned to electron correlation effects of the narrow silicon dangling bond states
that are coupled to localized states in the hydrogenated graphene layer. This is not directly evident
as hydrogenated graphene is inherently composed of only nonmagnetic constituents [173]. When
probing the magnetotransport properties of hydrogenated graphene in the absence of an externally
applied magnetic field, the quantum Hall effect is observed due to the enhancement of the (naturally
very weak) spin-orbit coupling by three orders of magnitude [174]. Additionally, multi quantum dots
in hydrogenated graphene are reported which are not observed in pristine graphene so far [175]. In
hydrogenated graphene composites, the more stable C-H bonds were found to separate the graphene
flakes better than the dangling C bonds. Thus, they promote the binding with the matrix material,
which strengthens the reinforcing potential and leads to a better elasticity and fracture strength [176].
STM measurements on hydrogenated graphene have already been reported on different substrates
and in various qualities and coverages [155, 162, 177, 178]. On graphene on Ir(111), the hydrogena-
tion leads to a pattern imposed by the substrate’s moiré effect. In STS measurements of this system,
a depletion of the local DOS is measured where the width of the gap is dependent on the hydrogen
coverage [162]. The system graphene on SiC is investigated in another study for the structure of
single hydrogen adsorbates. At low hydrogen coverage the formation of hydrogen dimer structures
is reported, while at higher coverage larger disordered hydrogen clusters with random distribution
are observed. Dimer formation seems to occur preferentially on certain areas of the graphene which
are goverened by the underlying SiC substrate properties [177]. In a hydrogenation study of single-
and multilayer graphene and highly ordered pyrolytic graphite (HOPG), low hydrogen coverage was
achieved. Various atomic-scale charge-density patterns were observed, but not ascribed to specific
C-H binding geometries [178]. Considering the strong influence of the substrate on the electronic
properties, an atomic study of hydrogenated free-standing graphene is still missing, as well as micro-
scopic studies on the specific adsorption geometry and mechanisms.
3.2 In-situ fabrication of quasi-free-standing graphene and its
functionalization
Different approaches are reported for the fabrication of graphene. The simplest one is mechanical
exfoliation, where an adhesive tape is repeatedly used to separate multilayers and individual layers
of graphene from a graphite sample. Exfoliation can also be accomplished by use of chemicals or
solvents, where an oxidation of the graphite by strong acids is carried out, and the graphene sheets
can than be separated by solution and ultrasonic treatment. The reduction of graphene oxides works
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similarly. Cutting carbon nanotubes leads to patches of graphene, while deposition of carbon yields
larger samples of graphene. Generally, in deposition methods the defect density is low and a large
scale fabrication is possible (e.g. by CVD) [179–181]. If graphene is grown on insulating or metal-
lic substrates, most of them act as dopant or strongly interact with the out-of-plane π-orbitals of
graphene [182–188]. In order to study the intrinsic electronic structure of functionalized graphene
using local scale STM and STS, a substrate is required that does not significantly interact with the
electronic structure of graphene. It was shown by ARPES that intercalation of a Au monolayer be-
tween a CVD-grown single-crystalline graphene sheet and its Ni(111) substrate substantially reduces
the interactions and recovers the Dirac fermion behavior [163, 189, 190].
I prepared pristine monolayer graphene samples in-situ under ultra high vacuum conditions by
chemical vapor deposition on Ni(111) thin films, epitaxially grown on W(110), as already reported
in literature [191]. Here, I will give only a short overview over the preparation steps. STM pictures
and a more detailed description explain the details of the process in the following sections (sec. 3.2.2-
3.2.6). The step-wise growth is illustrated in figure 3.3. The single steps were monitored by LEED11,
since the surface orientation and diffraction pattern changed due to the materials properties. One
monolayer (ML) of Au was deposited on the graphene followed by intercalation into the graphene/Ni
interface by annealing at 500-600◦C [163, 189, 190]. Hydrogenation of graphene was performed
at room temperature by exposing the sample to a beam of atomic hydrogen that was produced by
cracking H2 in a hot W capillary (about 3000 K).
W(110)
Ni(111)
1 ML Au
a) b) c) d)
W(110)
Ni(111)
W(110)
Ni(111)
W(110)
LE
ED
Figure 3.3: Schematic drawing of the in-situ preparation of quasi-free-standing graphene with LEED im-
ages illustrating the progress and quality of each preparation step. a) A commercial W(110) substrate crys-
tal shows after cleaning the expected 4 fcc spots in the LEED image (blue circles). b) After MBE-growth
of a thin Ni(111) film, the LEED pattern changes towards the 6 bcc spots (green circles). c) Epitaxial CVD
growth of a graphene sheet on Ni(111). The LEED pattern does not change. d) The intercalation of one
monolayer Au yields additional reflexes in LEED (red arrows), since the lattice constants of graphene and
gold do not match.
11low energy electron diffraction
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I used a home-built variable temperature STM (see section 2.3.1) for investigation of the graphene
samples. The temperatures during STM measurements were between 300 K and 20 K, the pressure
in the UHV preparation chamber was better than 2×10−9 mbar, whereas during data acquisition at
20 K the base pressure in the STM chamber was ≤ 4×10−10 mbar. Imaging was done with W and
PtIr tips, without any difference in the obtained results (exception: fig. 3.5 was obtained with Cr tips).
Processing of the topographic images was carried out with the WSxM software [192].
3.2.1 Preliminary measurements
At the beginning of the measurement series, I studied already prepared graphene samples that were
characterized in earlier XPS and ARPES measurements. The preparation of these samples followed
the same scheme as will be described in the next section. After the graphene samples have been
exposed to air during transfer and been inserted into the STM UHV chamber, the samples were gently
annealed for several hours at about 600◦C to remove adsorbates. Figure 3.4 shows the topography of
such samples (measured at room and low temperatures). In figure 3.4 a) the surface of a graphene on
Au sample is shown. Various defects prevent the imaging of the graphene itself, even after annealing.
A graphene on Ni(111) sample is shown in figures 3.4 b)-d). The surface is again covered with
different amounts of defects. Besides the defects, a flat substrate with occasional step edges on the
large scale (b) and the atomic corrugation of the graphene (c) is visible. Figure 3.4 d) shows the
topography (z-signal) and e) the current image (I-signal) measured at the same time after prolonged
annealing (20 hours) of the sample. Due to drift it was necessary to scan with a high speed of about
300 nm/s, which is a usual value for STM measurements in the used setup at a temperature of about
40 K. At this scanning speed, the feedback loop can not be perfectly adjusted (risk of resonances).
Therefore, it is nearly impossible to see the atomic structure in the z-signal, while it is clearly visible
in the I-signal. The very regular hexagonal lattice exhibits a few defects. The FFT12 of the current
signal e) is given in figure 3.4 f). The six atomic spots correspond to a lattice constant of 2.1 Å, close
to what is expected for free graphene (2.46 Å). The deviation can be explained by the fact that this
measurement was taken at a temperature of 43 K, while calibration of the measurement system was
carried out at 20 K.
Even after repeated annealing cycles of each more than 20 hours, there were still many adsorbates,
clusters, and defects present at the surface. For the study of artificial defects, samples with higher
quality and a lower natural defect density were needed. Since the first samples already showed po-
tential for a high overall quality of the graphene itself, the same preparation method was chosen and
carried out in situ to avoid contamination during a transfer through air.
12fast Fourier transformation
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a) b) c)
d) e) f)
10 nm 100 nm 2 nm
2 nm 2 nm -11 nm
Figure 3.4: STM topographies of already prepared graphene samples. a) This 40 nm×40 nm large
scan of graphene/Au is representative for the whole sample surface. Too many adsorbates and defects
made the sample unsuitable for further measurements (I = 0.15 nA, U = -0.15 V, T = 300 K). b) On the
500 nm×500 nm large scale scan of graphene/Ni, flat terraces covered with occasional defects are visible
(I = 0.2 nA, U = -0.5 V, T = 43 K). c) 15 nm×15 nm topography of graphene/Ni with some atomic scale
defects (I = 0.3 nA, U = -0.25 V, T = 43 K). d) Even after prolonged annealing the defects do not vanish
(10 nm×10 nm graphene/Ni; I = 1 nA, U = -0.2 V, T = 43 K). e) The current signal of d) reveals the perfect
hexagonal graphene lattice with few defects. f) The FFT from e) shows spots corresponding to the lattice
constant of graphene.
3.2.2 Substrate preparation
For the in-situ growth of graphene, Ni(111) was chosen as substrate due to the smallest lattice mis-
match among all suitable transition metals that are commonly used for graphene synthesis [193].
It can either be obtained by cleaning of a Ni(111) single crystal or by growth of a Ni layer on a
clean W(110) crystal. Since W(110) crystals as a standard substrate for STM measurements and thin
film preparation were available, the Ni(111) was grown on top of W(110). The preparation of clean
W(110) surfaces is widely known and described in detail in literature [91, 194, 195]. I used crys-
tals from Mateck [196], both with irregularly stepped surfaces and with a step width of 50-200 nm.
Several cycles of prolonged annealing (between 15 minutes and 2 hours) at temperatures between
1250 and 1400◦C in oxygen atmosphere at pressures between 1·10−6 and 5·10−9 mbar, and subse-
quent flashing at high temperatures (1800-2200◦C) were conducted. A LEED was used to control the
cleanliness after each cycle. Carbon, which is solved in tungsten, diffuses to the surface and builds
a superstructure [197, 198]. During the annealing in oxygen, the carbon is removed from the surface
by the formation of CO and CO2. Both of these gases can be pumped after thermal desorption. The
simultaneously generated tungsten oxide surface layer is removed by thermal desorption at higher
temperatures (about 2300 K) [199, 200].
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Figure 3.5 shows the surfaces of dirty (a,b) and clean (c,d) tungsten. In the large area scans a) and
d), several step edges of the substrate W(110) crystal are visible, but only in the case of a) one can
see a roughness of the flat terraces which is caused by contamination sites. In the left part of the high
magnification image b), the carbon reconstruction is dominant, while in the remaining parts of the
image the atomic structure of the tungsten is visible. The lattice structure of the carbon reconstruction
matches to those reported in literature [199, 200]. Additional single adsorbates (probably carbon)
showing up as dark contrast, i.e. seeming depressions are distributed all over the image. Image d) still
shows some defects, but no reconstruction area. A small surface contamination as obtained in this
sample is clean enough for further sample processing. A W(110) surface with only this small amount
of single defects results in a clean LEED image, as shown earlier in figure 3.3 a).
a) b)
c) d)
25 nm
25 nm
2 nm
2 nm
Figure 3.5: STM images of W(110) taken with a Cr tip in the 300 mK-system before (a,b) and after
(c,d) cleaning. a,c) 150 nm×150 nm large scale topographies show the regular tungsten step edges with
(in case of the W before cleaning) little protrusions due to defects (a: I = 0.05 nA, U = -0.2 V, T = 38 K;
c: I = 0.02 nA, U = 0.1 V, T = 38 K). b,d) 15 nm×15 nm topographies with atomic resolution. On the un-
cleaned tungsten, the carbon reconstruction in the left part of the image is striking. Several dark spots
in both images are single defects, presumably carbon. Some single defects are left after cleaning but the
crystal is clean enough for further processing (b: I = 0.3 nA, U = 0.1 V, T = 37 K; d: I = 1 nA, U = -0.05 V,
T = 29 K).
It should be noted that the atomic resolution of W(110) seems to be not achievable with a normal
tungsten or platin-iridium tip. There is no report of it in literature with the (to my knowledge) only
one exceptional case of atomic resolution on a W(110) surface which was achieved with a W or PtIr
tip (not further specified), reported in [201] and [202]. An explanation for this experimental lack is
not reported in literature so far. The images shown in figure 3.5 were measured with a chromium tip
in the 300 mK-system (see sec. 4) on a sample prepared by the above described process.
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3.2.3 Evaporation of a thin nickel film
The actual substrate for graphene growth was now grown on the W(110) crystal: a 10-20 nm thick
nickel film, as described in literature [191]: The nickel film was deposited by electron beam evapo-
ration from a Ni rod (99.995% purity) and its thickness monitored by a quartz microbalance. Nickel
grows layer-by-layer in the first three atomic layers, but changes to three-dimensional growth and ex-
hibits the bulk behavior of Ni(111) from about the fifth monolayer on [203–205]. In my experiment,
the Ni evaporation took place at evaporation rates of about 2 - 2.5 Å/min and lasted typically about 2
hours. I evaporated on the cool (RT) substrate and annealed the film afterwards for about 15 minutes
at about 500◦C. The pressure during the whole process was below 3·10−9 mbar.
Figure 3.6 a) and b) show topographies of the two used crystals after Ni deposition. The crystal
in figure 3.6 a) was used for several years in various thin film preparation experiments and exhibited
after repeated high-temperature treatments a rough surface which mirrors in the roughness of the
evaporated Ni film. The topology of the Ni film in figure 3.6 b) is rather regularly stepped, as expected
for a W substrate crystal with regular step edges. Figures 3.6 c) and d) show the obtained LEED
pattern after deposition of the Ni film before (c) and after (d) annealing. Even though the Ni film
possesses its (111) structure already directly after growth, it can be seen that the reflexes sharpen with
annealing, due to a flattening of the surface.
b)a) c) d)
50 nm 50 nm
Figure 3.6: STM topographies of Ni(111) on W(110) of two different W crystals. a) A 200 nm×200 nm
area of a very rough sample after Ni deposition (I = 2 nA, U = -1 V, T = 300 K). b) A 200 nm×200 nm
topography of another sample shows more regular steps. This could be an effect of the already more
regular stepped W substrate (I = 0.2 nA, U = -0.3 V, T = 300 K). c,d) LEED of the Ni(111) film shown in
(b) before (c) and after (d) annealing. The spots sharpen with annealing, as the surface of the Ni film
flattens noticeable in STM measurements.
The nickel (111) surface is well-suited for graphene growth, since the surface lattice constant
matches best of all substrate metals on which successful graphene growth is reported (see table 3.1).
At a lower lattice mismatch, less defects in the graphene are expected. The lower row of table 3.1
presents 4d metals which have a relatively high lattice mismatch. This leads to a higher corrugation
of the graphene and a moiré effect which can easily be seen in STM (compare later figures with in-
tercalated Au, e.g. fig. 3.9). Though no growth on Au(111) is reported so far, I present the lattice
constant here for a better comparison, since I describe in the following graphene intercalation by this
material.
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substrate graphene Ni(111) Co(0001) Fe(110) Cu(111)
lattice constant 2.46Å 2.49Å 2.51Å 2.49Å 2.55Å
Au(111)13 Ru(0001) Rh(111) Pd(111) Ir (111) Pt(111)
2.89Å 2.72Å 2.69Å 2.75Å 2.72Å 2.77Å
Table 3.1: Table of 2D lattice constants of some metals, where graphene growth is established. Lower
line: The larger lattice mismatch of the 4d metals leads to a moiré superstructure and higher corrugation of
grown-on graphene. [158, 191]
3.2.4 CVD of graphene by cracking propylene
Graphene was grown on the clean Ni(111) substrate by chemical vapor deposition (CVD). The sub-
strate was held at 550◦C and exposed to a hydrocarbon gas (propylene gas). A typical pressure of
1·10−6mbar and a reaction time of 5 minutes are sufficient for the growth of a single graphene layer
on the surface. Graphene grows epitaxially and the process is self-terminating after the first layer.
The temperature window for a successful growth is with 550-650◦C rather small. At temperatures of
about 700◦C the removal of the graphene is already favored [191].
Figures 3.7 a) and d) show a graphene/Ni(111) surface of the same scan area size directly before
(a,b) and after (d,e) an additional annealing step at the synthesis temperature, respectively. Since
many adsorbates are found on atomic scale images (indicated in fig. 3.7 b), the sample needs to be
cleaned before further processing. Nevertheless, the graphene itself already exhibits a good quality,
as indicated in the atomically resolved image 3.7 b). Residuals of the CVD process can be removed
by post-annealing at the synthesis temperature. Figure 3.7 c),e),f) show typical topographic images
of as-produced and annealed graphene on a Ni(111) substrate. The lattice constant of the graphene
is determined to 2.4 (± 0.1) Å and thus consistent with the expected value for graphene of 2.46 Å.
The graphene layer covers the substrate homogeneously and across step edges as it is expected from
the CVD growth on single crystalline substrates [206–208]. Furthermore, no significant lattice dis-
tortions, defects or adsorbates neither on the local atomic scale nor on larger areas are observed after
annealing which outlines the high quality of the obtained graphene. It constitutes a perfect and defect-
free system that can be utilized for further measurements and functionalization.
13No growth of graphene on gold is reported so far, but the lattice constant is given here for comparison to intercalated Au.
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a) b) c)
f)e)d)
50 nm
50 nm
5 nm
5 nm
1 nm
1 nm
Figure 3.7: Graphene on Ni(111) after CVD. a,d) 200 nm×200 nm topographies before (a) and after (d)
annealing, showing a flattening of the surface and the decreasing amount of defects. The nickel film mea-
sured here has no regular steps, but rather many patches of different height in a) and arbitrary step shape
in d). Additionally, defects (e.g. remnants from the CVD process) appear as spots in the topographies and
lead (in d) to artifact lines across the image. (a: I = 0.15 nA, U = -1 V, T = 21 K; d: I = 0.15 nA, U = -0.5 V,
T = 21 K). b,e) 20 nm×20 nm topographies before (b) and after (e) annealing show atomic corrugation
and the continuous graphene sheet over a Ni step edge. The defects still present in b) before annealing
(some are indicated) have vanished completely after prolonged annealing (e) (b: I = 0.9 nA, U = -0.01 V,
T = 300 K; e: I = 0.05 nA, U = -1 V, T = 20 K) c,f) Atomically resolved scans at room temperature (c) and
low temperature (f) reveal a perfect graphene lattice without significant distortions or defects on all inves-
tigated areas (c: 7 nm×7 nm, I = 0.2 nA, U = -0.8 V, T = 300 K; f: 4.5 nm×4.5 nm, I = 0.2 nA, U = -0.3 V,
T = 20 K).
3.2.5 Intercalation of gold
The electronic structure of graphene on Ni(111) is strongly modified by the Ni substrate due to hy-
bridization [209, 210]. However, intercalating another material between the Ni film and the graphene
sheet yields varying degrees of interaction (e.g. Cu, Ag [211], Bi [212]). The intercalation of
gold results in quasi-free-standing graphene both on the Ni substrate [190] as well as on other sub-
strates [213]. The graphene is quasi-free-standing if the band structure in the vicinity of the Fermi
energy is comparable to what would be expected for pristine graphene [190]. Gold intercalation satu-
rates the Ni 3d bonds and weakens the chemical interaction between graphene and nickel. This results
in a shift of the electronic π and σ states towards lower binding energies and lifts the n-doping from
the nickel substrate [190]. Quasi-free-standing graphene can also be achieved by different decoupling
materials, e.g. hydrogen intercalation of SiC or oxygen intercalation on graphene/Ir [214].
Figure 3.8 shows the differences in the band structure by Au intercalation (from [190]). While in
figure 3.8 a) the Ni d-bands determine the electronic structure near the Fermi energy and the graphene
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is effectively n-doped, the intercalation of Au shifts the chemical potential of graphene by 2 eV and
recovers the Dirac fermion behavior of the charge carriers (fig. 3.8 b)). The linear dispersion near the
Fermi level is striking (small white square from fig. 3.8 b), enlarged in fig. 3.8 c)).
Figure 3.8: ARPES measurements from [190]). a) The electronic structure of graphene on Ni(111) along
ΓK (derivative of the photoemission intensity dI/dE). Close to the Fermi energy, the Ni d bands govern
the spectrum. b) Intercalation with 1 ML Au leads to a 2 eV shift and the closing of the gap at K. c) A
zoom of the small white square in b) (here: photoemission intensity I) shows the dispersion near EF of the
graphene π states (dotted line) vs. band structure calculation (solid line).
The results of Au intercalation for STS spectra will be presented later in section 3.3.1.
In the here presented work, a home-built Au evaporator was used and the Au evaporation process
monitored by a quartz micro balance (QMB). The evaporator consists essentially of a coil-shaped
tungsten filament where small droplets of gold are heated at the contact point between gold and fil-
ament via resistive heating of the filament ("thermal evaporation"). Between 10 and 15 minutes of
Au evaporation at a rate of approximately 1 Å/min covers the surface with about one atomic layer of
gold. A post-annealing of about 400◦C is necessary to intercalate the gold and liberate the graphene
from the nickel substrate. The gold is assumed to enter the space between the Ni and the graphene
by occasionally appearing defects in the graphene [189], even though no defects could be observed
in the STM. Apparently, the intercalation process takes place even at non-observable defect rates.
The intercalation of one monolayer (ML) Au effectively decouples graphene electronically from the
Ni substrate [163, 189, 190] and induces a moiré superstructure in topography images due to a lat-
tice mismatch between Au and graphene (compare to table 3.1) [163, 190]. Additional spots in the
LEED pattern (see fig. 3.3) as well as a superstructure in STM measurements confirm a successful
Au intercalaction.
In figure 3.9 a), the Au intercalation is not completed, while after further annealing of the sample
the moiré pattern is visible in figure 3.9 b) (indicated by light blue arrows). The corresponding FFT
images before and after further annealing (fig. 3.9 c) and d)), both exhibit the spots of the atomic lattice
of graphene (green arrows), while only the post-annealed sample shows additional moiré spots (light
blue arrow). In figure 3.9 e), a larger region of the sample with the superstructure after Au intercalation
is shown, where the superstructure is even more obvious. The FFT in figure 3.9 f) indicates the
hexagonal graphene lattice (green arrow) as well as the additional reflexes of the moiré pattern (light
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blue arrow), which relate to a moiré lattice constant of 27.4 Å in agreement with literature values [163,
190]. The moiré superstructure is also observed for larger sample areas (fig. 3.9 g) and thus indicates
a fully developed Au intercalation (the bright spots in fig. 3.9 g) stem from a hydrogenation of the
sample, see next section). The STM images prove that no Au islands remain on the surface after the
intercalation process. This is crucial since Au islands might block the H chemisorption on graphene.
After Au intercalation there are still no defects visible on the sample.
c)
f) g)
d)a) b)
e)
-12 nm
2 nm 2 nm
5 nm 20 nm
-11 nm
Figure 3.9: Au intercalation beneath graphene. a,b) 15 nm×15 nm topographies before (a) and after (b)
extended annealing. No Au adsorbates are found on the surface. Prolonged annealing was necessary to
complete the intercalation process and develop the expected moiré pattern, indicated by light blue arrows.
(a: I = 0.4 nA, U = -0.05 V, T = 20 K; b: I = 0.5 nA, U = -0.05 V, T = 20 K). c,d) FFT from a) and b), re-
spectively. In c), only the spots from the atomic lattice (green) are visible, while in d) additional spots
from the moiré superstructure are arising (light blue in the center). e) A 30 nm×30 nm scan shows the
fully emerged moiré pattern (light blue arrows) together with the atomic structure (I = 0.8 nA, U = -0.1 V,
T = 20 K) f) The FFT from e) contains atomic lattice spots (green) as well as those coming from the moiré
superstructure (light blue). As already seen in the LEED measurement (fig. 3.3 d)), the moiré spots appear
not only in the center but additionally (with very low contrast) around each atomic lattice spot. g) The
150 nm×150 nm large area scan shows the fully developed moiré pattern covering all terraces. No remain-
ing Au particles are found. Bright spots stem from hydrogenation of this sample (I = 0.2 nA, U = -0.05 V,
T = 20 K).
3.2.6 Hydrogenation
Hydrogenation of graphene was performed at room temperature by exposing the sample between
10 and 20 s to a beam of atomic H at 5×10−9 mbar. Atomic hydrogen is produced by passing H2
through an about 2800 K hot tungsten capillary (see also [155, 163]). By bouncing along the hot walls
the molecular hydrogen is cracked to atomic hydrogen. The hydrogenation process is reversible by
annealing the graphene at 400◦C without destroying the sample.
45
3 Probing local hydrogen impurities in quasi-free-standing graphene
ARPES experiments reported for the hydrogenation of graphene a fully reversible band gap open-
ing and the emergence of an in-gap-state [163, 172, 215] that is expected to be spin-polarized [216].
Figure 3.10 shows ARPES spectra of a hydrogenation series that was performed on fully n-doped
graphene (from [172]). The graphene sample in this reference was electron-doped from ionized
potassium (evaporated from getter sources from SAES [217]). Upon increasing hydrogenation, the
gap between the π and π∗ band enlarges and a new state appears within this gap. The new state seems
to be dispersionless and its ARPES intensity increases as hydrogenation proceeds.
Figure 3.10: ARPES intensities around the K point of the Brillouin zone of hydrogenated n-doped
graphene with increasing H/C ratios as denoted in percent. The dots in the last panel are a guide to the eye
and depict the arising dispersionless midgap state. (from [172])
In STM topographies (fig. 3.11), additionally to the honeycomb lattice, randomly distributed but
yet isolated bright spots are observed. They are assigned to H impurities, as they are similar to
spots observed on hydrogenated graphene in literature [155, 177, 218, 219]. The only STM study
on graphene on a Au intercalated Ni(111) substrate so far was conducted at low coverages and low
resolution [155] and yielded hydrogenation sites appearing as bright spots and clusters with no long
range order. Their specific shape had not been determined, though a certain adsorption geometry
has been proposed [155]. In figure 3.11 a)-d) the appearance of few and isolated spots indicates a
low concentration of adsorbates. The hydrogenation adsorption sites become proportionally more as
the hydrogenation time is increased. By adding only a moderate amount of hydrogen (1.5 min at
1x10−8 mbar), single defects occur as bright spots (fig. 3.11 a)). After exposing the sample to a dose
that is three-times higher (hydrogenation for 4.5 min at 1x10−8 mbar), the number of single defects
that are observed on the surface is also about three-times as high (fig. 3.11 b)), increasing from about
35 spots in a) to about 110 spots in b).
Single defects exhibit a typical shape that will be analyzed in detail in section 3.3.2. The single
defects seem to distort the lattice, as can be seen for isolated defects (fig. 3.11 c)) as well as for
clusters of defects (fig. 3.11 d)). This effect is independent on the substrate beneath the graphene (Au
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or Ni in c) and d), respectively) and usual for impurities [167]. Figures 3.11 e) and f) show the surface
after high hydrogen dose (10 min at 1·10−7 mbar and 1×10−8 mbar, respectively), where the graphene
lattice cannot be identified any more. Mostly, this results in a structureless hydrogen coverage without
any distinguishable pattern, again independent from the graphene substrate (Au or Ni). In some cases,
also the formation of a superstructure is possible, as will be shown in section 3.3.2.
b)a)
f)
c)
d) e)
20 nm 20 nm
2 nm
2 nm 5 nm 10 nm
Figure 3.11: Graphene after hydrogenation. a,b) 150 nm×150 nm topographies of graphene/Au after 1.5
and 4.5 minutes exposure to 1×10−8 mbar hydrogen. The number of impurity spots appearing after hy-
drogenation is directly linear to the hydrogenation time (a: I = 0.2 nA, U = -0.1 V, T = 20 K; b: I = 0.2 nA,
U = -0.05 V, T = 20 K). c) A close-up of two hydrogen defects on graphene/Au shows their elongated shape
(10 nm×10 nm, I = 0.1 nA, U = -0.05 V, T = 20 K) d) This cluster of hydrogen defects on graphene/Ni in
high-resolution seems to distort the lattice (10 nm×10 nm, I = 0.4 nA, U = -0.05 V, T = 300 K) e,f) Fully
hydrogen-covered graphene samples on Au (e) and on Ni (f) show no distinguishable structure anymore
(e: 25 nm×25 nm, I = 0.3 nA, U = -0.2 V, T = 20 K; f: 50 nm×50 nm, I = 0.25 nA, U = -0.25 V, T = 300 K).
3.3 Interpretation of the results
In this section I present the performed STM/STS measurements and discuss them together with cal-
culations and ARPES measurements that were conducted by collaborators. Most of the following
results and discussion are published in [220].
3.3.1 Decoupling of graphene via gold intercalation
As already mentioned in section 3.2.5, the electronic structure of the graphene is strongly modified
by the Ni substrate and thus needs to be decoupled by Au intercalation to yield samples that behave
close to the Fermi energy like free graphene.
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Figure 3.12 a) depicts a typical STS spectrum at fixed tip position of graphene/Ni(111) obtained
at 300 K. The recorded local DOS exhibits two prominent features at around -450 mV and +450 mV
bias voltage, which are marked by red color. They are related to the spin-split band edges of the Ni
band structure. On Ni(111), an exchange splitting of the spin-polarized Ni d surface states is reported
that leads to two peaks in the DOS observable by STS [221]. The peak above the Fermi energy (at
about 250 mV) is assigned to the minority-spin component, while the one below (at about -700 mV)
contains contributions from Shockley states of both spins [221]. An STS study of graphene on top of
Ni(111) attributes two features, measured at -500 mV and +400 mV, to the substrate’s spin structure
rather than the covering graphene [222]. The features presented in figure 3.12 a) resemble them in
shape and energy position and represent, thus, the electronic structure of the Ni substrate rather than
that of graphene.
The dI/dU curve in figure 3.12 b) follows the typical v-shape as expected for the graphene DOS
from band structure calculations [130, 138] (see sec. 3.1.1). For graphene on top of 1 ML Au, the
Dirac point is identified at the minimum of the spectrum. A slight shift of the Dirac point to positive
bias voltage is observed but is within the resolution limit of the measurement. Hence, the intrinsic
doping level of graphene in the investigated system is close to charge neutrality. This is in agreement
with ARPES measurements [190] and similar by trend to previous works for quasi-free graphene on a
graphite substrate [223]. As can be seen, both features at -450 mV and +450 mV, which were assigned
to the Ni substrate, are sufficiently diminished.
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Figure 3.12: Decoupling of graphene from the Ni(111) substrate by Au intercalation. a) dI/dU spectrum
(average over 8×8 spectroscopic map of 5 nm×5 nm) of graphene/Ni(111). Shoulders at around -450 mV
and 450 mV refer to the Ni electronic structure and prevent an investigation of the bare graphene in STS
measurements (I = 0.25 nA, U = -0.6 V, Umod = 10 mV, T = 300 K; background image from fig. 3.7 f). b)
dI/dU curve of graphene after Au intercalation (averaged over 3 single-point spectra). The quasi-free-
standing graphene exhibits a nearly linear, symmetric shape in the local DOS with a minimum at the Fermi
energy (I = 0.5 nA, U = -0.5 V, Umod = 4 mV, T = 20 K; background image from fig. 3.9 b).
The graphene samples exhibit not only a high structural quality (proven already in section 3.2.4),
but also typical properties in STS: The presented spectra show that the samples possess almost the
same v-shaped behavior in the range around the Fermi level as free-standing graphene used in theo-
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retical models (see sec. 3.1.1). Hence, graphene on 1 ML Au provides a suitable base to study the
local electronic properties of adsorbed impurities such as atomic hydrogen, which is presented in the
following sections.
3.3.2 Topography of hydrogenated graphene
Single hydrogenation sites Figure 3.13 shows several typical hydrogenation sites (see fig. 3.11).
Generally, with the chosen scanning parameters, the images are measured very close to the emerging
H-impurity state (see later sec. 3.3.3 and fig. 3.16) and therefore the spatial extension of this state is
probed. Owing to the high mobility of hydrogen impurities, the mapping of the hydrogen spots with
an STM tip is only possible under particular conditions, such as low bias and slow scanning speed.
Low temperature reduces the probability of scanning-induced artifacts. Sometimes, hydrogen spots
are moved by the tip or induce tip changes, as shown in figure 3.13 a). Hydrogenation sites appear
as confined bright spots with an internal texture similar to distorted graphene. Hydrogenated HOPG
shows similar patterns [224].
Figures 3.13 b)-e) show atomic resolution topography images of individual hydrogenation sites
which are representative for the whole sample. By investigation of several different hydrogenation
sites on the sample, two predominant shapes in the atomically resolved images are found. Some
patches are confined and have a rather circular or sometimes a triangular form (fig. 3.13 b,c)), while
others exhibit a more elongated shape (fig. 3.13 d,e)). In case of the triangular as well as the elongated
shape, the symmetry of the orientation of the defects is aligned with the graphene lattice (white
arrows). Both defect types appear equally distributed in all lattice equivalent orientations. The size
of the defects is between 1.5 nm and 3 nm for triangular-shaped impurities and about 2 nm×5 nm for
elongated impurities.
In case of the triangular-shaped defects, the three-fold symmetry of the defect could imply point-
like defects on the graphene lattice. Placement of point-like defects in the different sublattices (A and
B) of graphene would lead to two mirrored possible defect shapes pointing into opposite directions,
as depicted in figure 3.13 f) and observed on the hydrogenated samples (fig. 3.13 b,c)). Elongated
defects could stem from double or multiple C-H sites. If two defects lie close to each other, they
might influence each other and appear as a single elongated defect. The axis of such a double impurity
would connect the two adsorption sites and dominate their shape (see fig. 3.13 f)). As the long axis of
the measured elongated adsorption sites points always along one of the underlying graphene’s lattice
vectors (see fig. 3.13 d,e)), the defects seem to adsorb on the same sublattice (A-A).
This simple symmetry consideration only accounts for the shape of the observed hydrogenation
sites and cannot explain the size or give hint to the exact composition of the defects (single, double or
multiple). Nevertheless, since no "smaller" defects were observed, single and double hydrogenation
sites are suggested for the origin of the observed data.
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Figure 3.13: Topographies of hydrogenation spots. a) 20 nm×20 nm topography, where during scanning
the hydrogen defects change the tip. Occasionally, the defects are moved by the tip (I = 0.5 nA, U = -
0.1 V, T = 20 K). b)-e) 10 nm×10 nm topography scans. b,c) Single hydrogen defects on graphene exhibit
a rather confined and triangular shape with a size of about 2.5 nm. The symmetry of the defects (black
dotted triangulars) is indicated and can be oriented in two directions that are equivalent to the graphene
lattice (see sublattice A and B in fig. 3.1 a)). The white arrows display the graphene lattice (b: I = 0.5 nA,
U = -0.02 V, T = 20 K; c: I = 0.8 nA, U = -0.05 V, T = 20 K). d,e) The second typical shape for hydrogen
defects is elongated and also aligned with the graphene lattice. It has the dimensions of about 2 nm×5 nm
(d: I = 0.5 nA, U = -0.02 V, T = 20 K; e: I = 0.8 nA, U = -0.05 V, T = 20 K). f) Schematic drawing of the
graphene lattice and defect symmetries: Red and blue color depict the different sublattices, green the
defect locations. Point defects in the sublattices A and B possess mirrored symmetry. Double defects
connecting different sublattices (A-B) have a rotated orientation in comparison to the observed graphene
lattice (black arrows), while double defects in the same sublattice (A-A) have their connecting axis along
the graphene lattice direction.
Determining the lattice sites by comparison with model calculations In cooperation with Mani
Farjam14, calculations of the charge density were carried out with the density functional based tight
binding (and more) (DFTB+) simulation package [225, 226] and visualized by VMD (visual molec-
ular dynamics [227]). The calculations were performed in order to assign the observed topographic
shapes from figure 3.13. A unit cell of 450 carbon atoms was applied and the difference in the two
charge densities of a pristine and hydrogenated graphene lattice was simulated. Defect configurations
as indicated in figure 3.14 a) were considered. In figure 3.14 b-e), the expected spatial extension of a
single and a double site in three different configurations are shown. Blue color in the simulated im-
ages shows a positive isosurface and corresponds therefore to the excess electron density with respect
to the un-hydrogenated graphene. This value is approximately comparable with a high STM intensity.
According to the calculation (fig. 3.14 b), a single hydrogen impurity introduces a (D3h) symmetry
14Mani Farjam, School of Nano-Science, Institute for Research in Fundamental Sciences (IPM), P.O. Box 19395-5531,
Tehran, Iran
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of the wavefunction in close vicinity of the C-H site which induces a triangular pattern in the charge
density distribution. It becomes nearly circular with a size of about 10 lattice constants at larger
distances from the C-H bond. The spatial extension as well as the shape of the calculated charge
density distribution for a single C-H site are in reasonable agreement with the indicated protrusions
in the STM topographies, shown in figures 3.13 b) and c). However, the identification of the exact
shape is not straightforward in the topography. If a size is assumed, as is indicated by the dashed lines
in figures 3.13 b) and c) with the same symmetry with respect to the graphene lattice as the calculated
result for a single C-H site, individual single C-H with opposite orientation can be assigned in the
measured data. This further suggests that the H-adsorption sites are located in both sublattices, as
already extrapolated from simple symmetry considerations.
The elongated shapes, representatively shown in the STM images in figures 3.13 d) and e), point
toward double C-H sites. In this case, three possible configurations, ortho, meta and para, are con-
ceivable and illustrated in figure 3.14 a). They correspond to additional hydrogenation of nearest,
next-nearest and third-nearest neighbor C-atoms. However, in the calculations only a meta configura-
tion as shown in figure 3.14 d) gives rise to a spatial extension of the charge density along the zig-zag
bands of graphene over several lattice constants. The calculations imply H-adsorbtion on the same
graphene sublattice (meta). This again affirms the simple symmetry considerations undertaken above.
1nm
b) singleortho para meta
sublattice A sublattice B
a)
e) double - metad) double -parac) double - ortho
Figure 3.14: a) Sketch of double hydrogenation sites employed in the calculation. b-e) Calculated charge
density distributions of hydrogenated graphene, where blue/red color shows a +/- isosurface, for (b) a
single C-H site and (c-e) a double C-H site in different configurations. The scale bar is valid for all
four simulations. The experimental topographies in figure 3.13 b,c) and d,e) are described by b) and e),
respectively.
When comparing the extension of the calculated charge density with that of the observed elongated
protrusions, a difference in length of only about three to four lattice constants is striking. Hence, it
is likely that the elongated protrusions consist of extended double (or at most triple) hydrogenation
sites oriented parallel to the lattice vectors in a meta configuration. The observed structures may
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correspond to the theoretically predicted appearance of single site [228] as well as double site im-
purities [229, 230]. Furthermore, they are similar to previously reported H monomer and (extended)
dimer structures on top of graphene on SiC [177].
Density functional calculations show an increase of the binding energy due to surface mediated
interactions between two hydrogen atoms [230]. In principle, a larger spacing between individual H
atoms of a few lattice constant would be possible and should result in essentially the same STM data
as measured. Such a larger-spaced configuration would decrease the high absorption barrier induced
by the increased binding energy [230].
A relaxation of the lattice leads to a strong structural as well as electronic distortion of nearby
bonds, which is observed in the high-resolution STM images. At the impurity sites, an emerging
impurity state is expected [171, 228]. For covalently bound impurities in general and hydrogen in
specific, this impurity state of an impurity with bonding partner in sublattice A is localized in the
sublattice B15 [168]. A double impurity located in the same sublattice breaks, like single C-H sites,
the symmetry between A and B carbon atoms and leads so to the formation of a band gap as was
shown by ARPES for higher H/C ratios and theoretical calculations [19, 190].
Adsorption pattern at high coverage High coverages of the sample were achieved by exposing
the graphene on gold to a high dose of hydrogen for 4.5 minutes at 1·10−8 mbar and 10 minutes at
1·10−7 mbar (fig. 3.11 b,c) and d,e), respectively). Photoemission experiments give evidence for a
saturation at about 25% in a stable C4H phase [155]. Also, a para-type chemisorption pattern and the
formation of aromatic rings arranged in a 2×2 superstructure, which enhances the chemical stability,
is proposed. The C4H phase is an attractive material for optoelectronics in the UV range, since it is a
wide band gap semiconductor [155]. Local STM measurements could so far not prove the existence
of such a phase due to too low hydrogen coverage [155].
Figure 3.15 a) shows the proposed C4H pattern (from [155]) where adsorbed hydrogen atoms (red)
build a 2×2 superstructure on the graphene (yellow). In the STM experiment conducted in this work,
along the step edge in figure 3.15 b), small patches with a distinct pattern can be seen. The sample is
hydrogenated at a hydrogen pressure of 1·10−8 mbar for 4.5 minutes, resulting in the already described
hydrogen spots distributed randomly over the surface. Nevertheless, a sufficiently large amount of the
hydrogen seems to be present close to the step edges. The zoom in figure 3.15 c) clearly shows a
hexagonal pattern with a lattice constant of about 5 Å, as expected for the C4H polymer.
A similar pattern was observed close to a step edge on another sample with nearly full hydrogen
coverage, shown in figure 3.15 d) and e). Here, hydrogenation was carried out at a hydrogen pressure
of 1·10−7 mbar for 10 minutes and the investigated sample area is completely covered by a structure-
less hydrogen accumulation due to substantially more hydrogen. The typical moiré pattern indicating
the clean graphene substrate cannot be observed. However, close to a step edge also here a hexagonal
pattern is found with a lattice constant of about 1 nm, about twice as high as measured on the other
sample. The reason for the difference in the observed lattice structure is unknown.
The appearance of patterned patches demonstrates for the first time directly the appearance of the
15In contrast to that, for ionically bound impurities the impurity state is almost entirely localized at the bonding site.
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stable C4H phase, as proposed earlier in photoemission experiments [155]. It provides an upper limit
to the storage of H on graphene under the applied conditions.
b) c)a)
d) e)
10 nm 5 nm
10 nm 2 nm
Figure 3.15: C4H adsorption pattern. a) Schematic of the proposed C4H with hydrogen (red) on carbon
(yellow) (from [155]). b) 65 nm×65 nm topography of hydrogenated graphene shows small patterned
patches along the step edges (I = 0.2 nA, U = -0.05 V, T = 20 K). c) A 20 nm×20 nm zoom of b) at the
position of the white square reveals the hexagonal structure with a lattice constant of about 5Å, as expected
for the C4H. d) The 50 nm×50 nm topography of another hydrogenated sample shows a step edge with
mainly structureless covering H adsorbates and a patterned patch close to the step edge (I = 0.3 nA, U = -
0.2 V, T = 20 K). e) A 10 nm×10 nm close-up of the patterned patch (white square in d)) reveals a lattice
constant twice as high as measured in b,c) and predicted from [155] (I = 0.3 nA, U = -0.3 V, T = 20 K).
3.3.3 Probing the local hydrogen impurity state
The hydrogenation of graphene on gold yields a fully reversible band gap opening and the emergence
of an in-gap-state, as described already in section 3.2.6. In STS measurements it was possible to
probe the local electronic properties in the vicinity of hydrogenation sites. The black line in 3.16 a)
is a representative spectrum of the graphene local DOS acquired after annealing and before hydro-
genation. The typical v-shape of the spectrum indicates the electronic structure of quasi-free-standing
graphene (see sec. 3.3.1). The red dI/dU curve, averaged over 8×2 single-point spectra, is taken
after hydrogenation at a C-H site and clearly shows an emerging H-impurity state as a pronounced
peak in the local DOS. This strong peak is centered at an energy of (11 ± 1) mV with a peak width
(FWHM 16) of about 30 mV, in agreement with previous theoretical calculations [216, 228, 231].
Similar effects have been observed with fluorine doped graphene [232] and in graphene or graphite
layers distorted by a carbon vacancy [233]. It was also shown that a carbon vacancy leads to a
16full width at half maximum
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lattice distortion and creates an additional state at the Fermi energy [233]. However, with regard to
the absence of significant defects and adsorbates after the synthesis and intercalation procedure, it is
unlikely that the investigated triangular and elongated protrusions originate from single defects in the
lattice. Furthermore, the density of hydrogenation spots is substantially increased immediately after
hydrogenation and reduced to almost zero after annealing at 400-500◦C, which corresponds to the
desorption temperature of H [218].
Additionally the size of the emerging local gap induced by hydrogenation [163] can be estimated,
although it is fully covered by the hydrogen state in the STS measurements. The flat region around
the impurity state in the local DOS of H-graphene, shown in 3.16 a), suggests a maximum gap size of
150 meV. The large deviation from values determined by first principle calculations (1.25 eV [216]
for H/C = 1/32) and ARPES measurements (>0.45 eV [177] ... 1 eV for H/C = 1/13 [163]) are likely
to result as well from the rather vague approximation of the gap size in the STS measurements as
from the very low hydrogen coverage in this study (single spots, H/C<1/100), which might lead to
different adsorption geometries and hence a lowering of the band gap [234, 235].
Figure 3.16 b) shows several single scan STS point spectra together with the topographic location of
each spectrum, depicted in figure 3.16 c). The spectra are shifted for a better presentation. All spectra
obtained at or close to a hydrogenation site, as indicated in figure 3.16 c), exhibit an enhanced local
DOS with maxima near the Fermi energy. A closer examination of the corresponding topographic
sites suggests that spectrum 6 is taken directly on an impurity site. It shows a rather sharp peak in the
local DOS with a FWHM of about 40 mV. Spectrum 5 on the other hand may correspond to a position
of the tip over a nearest neighbor site with a less narrow and intense peak, as was calculated previously
for a general defect site [167]. In comparison to the spectra 5 and 6, the peaks in the spectra 3 and 4
are significantly less pronounced and much broader. It is therefore likely that these curves resemble
the local electronic structure of next-nearest or more distant carbon atoms [167, 172]. Spectra 1 and
2 clearly show the characteristic v-shape of the undisturbed graphene.
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Figure 3.16: Tunneling spectroscopy of hydrogenated graphene. a) Averaged dI/dU spectra of pris-
tine graphene/Au (black; I = 0.5 nA, U = -0.1 V, Umod = 4 mV, T = 20 K; 5×5 spectroscopic map of
5 nm×5 nm) and hydrogenated graphene/Au (red; I = 0.4 nA, U = -0.15 V, Umod = 4 mV, T = 20 K; 16 sin-
gle spectra on H-impurities). Normalization to 1 a.u. at -100 mV was carried out. The peak in the local
DOS due to the hydrogen induced impurity state is located at (11±1) mV. b) Single scan STS point spectra
for different locations around hydrogen adsorption sites, shifted for a better presentation. The asymmetry
of the v-shaped spectra 1 and 2 for pristine graphene is induced by the tip. ((1,2,4) I = 0.4 nA, U = -0.4 V,
Umod = 4 mV, T = 20 K; (3,5,6) I = 0.5 nA, U = -0.3 V, Umod = 4 mV, T = 20 K). c) 15 nm×15 nm topogra-
phy of hydrogen adsorption sites along with numbered spots and color code corresponding to the individual
scan positions of the STS spectra in b) (I = 0.4 nA, U = -0.4 V, T = 20 K).
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Most of the STS spectra of hydrogenated graphene show differently strong pronounced side peaks.
The two spectra in figure 3.17 a) are taken at different spots close to each other and possess sidepeaks
(dashed lines) at negative and positive energy close to the hydrogen related peak. Calculations for
the partial density of states (PDOS) corresponding to different sites of the lattice (fig. 3.17 b)) also
reflect an oscillation-like behavior in the DOS in the vicinity of the hydrogen peak. If the measurement
(fig. 3.17 a)) is compared to the calculation (fig. 3.17 b)), a difference of the energy scaling is obvious:
Not only the peak width in the calculation is larger than in the measurement but also the position of
the first maxima is shifted to higher energies. This artifact results from the calculation itself, as
one problem is that the number of carbon atoms used is only 162, to make the calculation time
reasonable [236].
In the calculations, the partial density of states is highest at the hydrogen itself and the carbon atom
C1, neighboring to the hydrogen site and localized in the opposite sublattice (red) as the hydrogen-
bonded carbon C0. The peak maximum is diminishing with growing distance from the hydrogen for
the next-next-nearest (C3) neighbor that is located in the same sublattice as C1 (red). This mirrors the
local STS spectra from figure 3.16 b). However, at the carbon atom of the hydrogen bonding site itself
(C0) as well as the next-nearest neighbor (C2, in the same (blue) sublattice as C0), the partial DOS
is negligible. This is in agreement with the already mentioned phenomenon for covalently bound
impurities on graphene, where the impurity state is localized in the opposite sublattice as the bonding
partner of the impurity [168]. The side peaks in the calculation could be assigned to changes in the
electronic structure caused by single or double hydrogen adsorbates. Also, a midgap resonance at the
Fermi energy is possible which might be dependent on the hydrogen distribution [236].
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Figure 3.17: Side peaks observed in STS measurements on two spots of a sample and partial density
of states calculations on hydrogenated graphene. a) Averaged STS spectra of hydrogenated graphene/Au
exhibit smaller peaks at both sides of the impurity peak (I = 0.4 nA, U = -0.15 V, Umod = 4 mV, T = 20 K;
16 single spectra on H-impurities). b) PDOS calculations of different sites on and close to the hydrogen
adsorption site. A modulation of the PDOS accompanies the impurity peak on both sides. The impurity
peak in the PDOS is only existent in one of the two sublattices. [236]
56
3 Probing local hydrogen impurities in quasi-free-standing graphene
No dispersion of H state shown by ARPES The sharp peak in the local DOS measured by STS
at an impurity site provides evidence for a well-defined state in k-space which has no significant dis-
persion. However, STM is a method for unraveling only the local electronic properties. Therefore,
ARPES is further employed to investigate the long-range electronic structure in k-space. In coop-
eration, Danny Haberer17 performed ARPES measurements at the BaDElPh beamline of the Elettra
synchrotron facility in Trieste (Italy) [237]. Since ARPES provides information only on the occupied
states of the electronic structure, graphene needs to be doped with additional electrons in order to
shift the Fermi level into the conduction band and give access to the hydrogen state located slightly
above the Dirac point energy. Here, doping of graphene was achieved by K intercalation as reported
in literature [172].
In figure 3.18 a) a 2D photoemission intensity map at EF around the K point of fully potassium
doped graphene is shown. The Fermi surface contour exhibits a typical trigonally warped shape [238].
From the enclosed k-space area, the doping can be obtained, which corresponds to a shift of the Dirac
point with respect to EF of about 1.3 eV (for ARPES spectra along ΓKM direction) in agreement with
literature [238, 239]. In 3.18 b) the (ky-) integrated photoemission intensity is depicted as a function
of the binding energy (so called energy distribution curve: EDC). The corresponding segments in the
2D Brillouin zone along which the integration is carried out are indicated in 3.18 a) by the dotted lines
and arrows (grey at ky = 0 Å−1 and black at ky = -0.24 Å−1). The rather flat and featureless black curve,
obtained from a region beyond the π∗ cone (at ky = -0.24 Å−1), is related to the electronic structure
of the Au monolayer below graphene. In contrast, the cut through the K-point (in grey) exhibits an
increased spectral weight near EF originating from the occupied π∗-band. Here, the shift of the Dirac
point due to doping by potassium of 1.3 eV is indicated with ED
After exposing K-doped graphene to atomic hydrogen, a reduction of the Fermi surface area and
thus hole doping is observed, shown in figure 3.18 c) [172, 240]. The Fermi surface contour of
the unhydrogenated graphene is indicated by grey dots and the smaller contour after hydrogenation
by black dots. Assuming one hole per attached H-atom [240], an average hydrogen concentration of
(0.8±0.2)% can be observed which corresponds to the coverages also observed in STM. By cutting the
Fermi surface map at the same positions as in figure 3.18 a), the EDCs for hydrogenated graphene are
obtained, shown in figure 3.18 d). Both curves clearly illustrate the manifestation of the H-impurity
state in the vicinity of the Dirac point as a small hump at about -1.05 eV. For both cuts, within (pink)
and outside (red) the π∗ cone, the hydrogen-related feature is found at the same energy which suggests
the absence of any dispersion and extension of this state across the Brillouin zone. The impurity state
in the ARPES measurements has a width of about 280 meV (FWHM). That is substantially broader
than in the local STS spectra, which is probably attributed to the spatial insensitivity of ARPES.
Hence, neighboring as well as double C-H sites contribute to the spectra [167, 168].
17Danny Haberer, IFW Dresden, now Department of Physics, University of California at Berkeley, Berkeley, California
94720-7300, USA
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K
Figure 3.18: ARPES measurements on hydrogenated graphene18. a) Fermi surface map of K-doped
graphene along with the Fermi surface contour (black dots). Grey and black dashed lines indicate cut-
ting directions for the EDCs in b). White solid lines mark the boundaries of the Brillouin zone. b) EDCs
along the Γ-K-M direction (grey) and outside the Fermi surface (black). The photoemission intensity is
integrated over ky and plotted as function of the binding energy E-EF . ED indicates the position of the
Dirac point. c) Fermi surface map after hydrogenation for 10 min at 1×10−8 mbar. The outer dashed con-
tour represents the Fermi surface of K-doped graphene from a), the black dots represent the Fermi surface
after hydrogenation. d) EDCs obtained from integration along the corresponding pink and red dashed lines
in c), showing the emerging dispersionless H-impurity state at different ky positions across the Brillouin
zone.
3.4 Short summary
I have demonstrated by STM/STS that in situ synthesized graphene/Au/Ni(111) is sufficiently defect-
free and well decoupled from the underlying Ni to serve as a starting substrate for investigations of
chemical functionalization. Furthermore, the system is, with its locally low intrinsic doping level
close to neutrality, comparable with graphene on graphite [223] and thus a perfect basis to investigate
the electronic properties of impurities on an atomic scale. By controlled hydrogenation, the emer-
gence of a hydrogen impurity state in close vicinity to the Dirac point is shown with both local STS
as well as ARPES measurements. Furthermore, this state propagates over the whole Brillouin zone.
Local measurements of the topography of the hydrogen adsorption sites have shown characteristic
patterns, which have been compared to simulations of single and double impurities on graphene. For
the observed elongated structures, the presence of extended double (or multiple) C-H sites which are
oriented in a meta configuration are suggested, indicating a hydrogenation of the same sublattice.
For higher coverages, the C4H adsorption pattern already proposed by ARPES measurements [155]
has been found. The spectra obtained on a local impurity site support the theoretical model for the
bonding of the H adatom to the graphene lattice and the induced change of the electronic properties
on nearby lattice sites [168, 228].
18Spectra were acquired at photon energies of 29 eV with the sample at 50 K and a base pressure better than 8×10−11 mbar.
The angular and energy resolution were set to 0.15◦ and 15 meV, respectively.
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4.1 Magnetism at the nanoscale
For thousands of years, mankind has made use of magnetic materials and tried to understand their
working mechanism. Classical magnets were characterized by attraction and repulsion. Since the
beginning of the last century, additionally the existence of internal magnetic structures is known,
such as "Weiss domains" [241]. The physical origin of magnetic order within individual domains
remained puzzling in classical physics. A breakthrough in understanding occurred with the advent of
quantum mechanics. The relative orientations and typical sizes of magnetic domains could finally be
explained by the competing dipolar coupling and magnetic exchange interaction as a consequence of
the quantum mechanical exclusion principle [242].
Great advances in ultrahigh vacuum (UHV) technology and the invention of molecular beam epi-
taxy (MBE) techniques in the nineteen-sixties [243] made the study of magnetism under the condi-
tion of reduced dimensionality possible, such as in ultrathin films, nanowires, clusters, or even single
adatoms on a surface. In these systems, a strong tendency to magnetism is observed, driven by con-
finement effects and critical length scales [244–246]. The hereby new detected materials exhibit a
wide range of fascinating magnetic phenomena, such as low-dimensional magnetism, induced strong
magnetization in noble metal particles [247, 248], oscillatory magnetic coupling, and the "giant"
magnetoresistance [249]. The rich magnetic phase diagrams make many of these materials topic of
modern research and interesting for possible application in devices [249].
One of the most important application areas of nanoscale magnetism today is the incorporation in
magnetic hard drives and memory devices. Only shortly after the discovery of the giant magnetore-
sistance [250–252] and its application for electronic devices, the capacity of magnetic hard drives
increased rapidly. This miniaturization trend makes techniques with magnetic nanoscale resolution
indispensable. Due to recent research, atomic scale data storage became a vision for the near-future,
such as memory bits consisting of 12 atoms [253] or storage on single magnetic skyrmions [254].
Designing such devices includes the feasibility to switch individual molecules between two magnetic
states by techniques like STM [255].
4.1.1 Examples for the potential of spin-polarized STM
Spin-polarized STM can give unprecedented insight into magnetic nanostructures at surfaces. The
fundamental understanding of magnetic and spin-dependent phenomena by the determination of spin
structures and spin excitations down to the atomic scale has already led to the discovery of new types
of magnetic order at the nanoscale. The working principle of spin-polarized imaging with STM was
already explained in section 2.2. Here, I will focus on some phenomena that were discovered recently
with this technique.
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Materials with a high magnetic anisotropy as well as low-dimensional systems can exhibit mag-
netic domain walls with a width in the nanometer scale [104]. The importance of domain structures
and domain wall motion for application purposes was pointed out when a new and very promising
technology, called "racetrack memory", was proposed for data storage [256]. The determination of
magnetic domain and domain-wall structures with spin-polarized STM at high spatial resolution will
be addressed in section 4.2.
STM experiments studied the magnetic states of individual nanoislands and nanoparticles in var-
ious sizes down to the atomic level [64, 257, 258]. That led to the discovery of spin-polarized
quantum confinement states on nanoislands [259] and the determination of spin states of individ-
ual adatoms on different substrates [260–263], as required for nanometer-scale magnetic data storage
techniques [264, 265]. Furthermore, a high spatial resolution connected with high spin sensitivity
as necessary for atomic spin mapping of antiferromagnetic transition-metal films can be achieved in
STM by appropriate choice of the experimental parameters [58, 59].
Besides static phenomena, spin-polarized STM is also capable to record spin-dependent scattering
of charge carriers at single nonmagnetic atoms on magnetic substrates [266]. Other studies show
magnetization dynamics, thermal switching behavior and spin transport phenomena [64, 267]. In-
elastic STS has successfully been applied to observe spin flips of single atoms and spin excitations in
atomic chains exposed to an external magnetic field [38, 265, 268]. Finally, novel types of magnetic
order at the nanoscale with complex magnetic structures have been discovered [91, 269].
4.1.2 Introduction into relevant systems
Fe/W(110) Fe on W(110) in the low coverage regime has been studied intensely by STM and spin-
polarized STM. Various structural, electronic, and magnetic properties have been observed and com-
pared with complementing first-principle calculations [62, 270–279]. This system exhibits different
in- and out-of-plane magnetization structures in the first layers [62, 270–276]. Several theoretical
studies have been developed to explain these magnetic properties. They can be assigned to classi-
cal domain patterns driven by the reduction of dipolar stray field energy [278]. An observed spin
spiral might be driven by the Dzyaloshinskii-Moriya interaction (DMI) due to broken symmetry at
surfaces [277]. Another explanation with a micromagnetic description considers additional factors,
such as magnetic exchange, crystalline anisotropy, the homogeneous contribution to the demagnetiz-
ing energy, the energy contribution of inhomogeneities in the demagnetizing field, and arbitrary spiral
profiles [279].
The magnetic properties of the first iron layers on tungsten can be tuned by adapting the growth
parameters. Different magnetization directions of the sample are easy accessible. The growth process
is straightforward and yields samples with high magnetic contrast due to the ferromagnetic mate-
rial. This makes Fe/W(110) a well-suited standard and reference system for spin-polarized STM
measurements and tip characterization. The growth and properties of the first layers Fe/W(110) will
be presented in section 4.2. All STM measurements in the following are measured on this sample
system.
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Antiferromagnetic systems In contrast to ferromagnetic systems with relatively large domains or
single atomic measurements at isolated atoms or molecules, systems with a small length scale of
magnetic domains are challenging to measure. The resolution of magnetic measurements needs to
undercut the typical size of the magnetic "domains" (e.g. individual atoms in an antiferromagnetic
material or nanometerscale domains in spin-density-wave compounds). Additionally, the magnetic
moments are usually rather low compared to ferromagnetic materials resulting in a low spin contrast
of the measurement [104]. However, these systems exhibit interesting phenomena that are still not
completely understood. Often, a coexistence or proximity of the magnetic phase to another phase is
reason for unexpected physical phenomena. Examples for such systems are antiferromagnetic ele-
mental materials such as chromium [280–283] or compounds with a spin density wave and proximity
to superconductivity, e.g. NaFeAs [43] or FeTe [45].
Different tips As we have seen in section 2.2.1, the tip and its magnetic properties are the key to
STM measurements of magnetic surfaces. Starting with chromium oxide thin film tips [56], several
different tip materials and fabrications were proposed and established (compare sec. 2.2.2). The
choice of the tip is always governed by the sample system, as it might have special requirements on
spin contrast, magnetization direction, spatial resolution, and reproducibility. This will be discussed
in detail in section 4.3.
4.2 Growth and properties of Fe/W(110)
The system of 1-2 monolayers (ML) iron on a tungsten substrate (W(110)) shows several different
magnetic structures that are already described extensively in literature: an in-plane magnetization in
the first ML (wetting layer) [284–288] and an out-of-plane [270–272] or rotating [118, 274] mag-
netization in the second or higher ML. Although the system is easy to prepare by evaporation of a
certain amount of Fe on a clean W(110) substrate, the tuning of the evaporation process parameters
to achieve the desired magnetic order is time-consuming and not always successful. In the following,
the growth of different magnetic structures of Fe/W(110) will be presented, accompanied by STM
pictures. The recording of the STM images was accomplished by use of different tip materials (W,
Fe, Cr). Since the focus in this section lies in the description of the properties of the sample and
imaging with the different tips yielded essentially the same information, tip composition will only be
indicated for the spin-resolved measurements. A detailed study of the influence of the tip preparation
on the measurement follows in section 4.3.
4.2.1 Standard preparation procedure
In this work, the standard preparation procedure for Fe/W(110) samples, as known from litera-
ture [117, 289–291], was modified and reproduced in the 300 mK system (sec. 2.3.2). The preparation
yields different magnetic properties on the surface that can be tuned by the process parameters.
61
4 Chromium tips for spin-polarized tunneling experiments
Substrate preparation A precondition for the growth of thin iron films with magnetic ordering is a
clean substrate. The growth of nanowires with magnetic structure requires a stepped substrate with a
constant step width. The W(110) crystals used in this study were purchased from Mateck [196] with
a step width of 50-100 nm and cleaned with the same procedure as already described in section 3.2.2.
Growth of Fe thin films The growth of iron thin films on the clean tungsten substrate was done
in UHV by molecular beam epitaxy (MBE) using a commercial metal evaporator. Evaporation of
the iron was carried out at different material flux rates, different evaporation time, and with different
temperatures of the substrate crystal. Additionally, a post-annealing of the thin film sample took place
in some cases. Typical parameters for flat films growing in step-flow-mode are a flux of 2-20 nA,
growth times of 1-10 minutes and a substrate temperature during or after growth of about 230◦C. The
pressure in the UHV chamber during evaporation and annealing was better than 1·10−9 mbar. The iron
can be removed from the tungsten crystal by a high temperature treatment (flashing at T >1400◦C),
and the W(110) surface is recovered. The substrate crystal can stand several cycles of thin film
covering and removal by flashing, before a cleaning is necessary again.
At elevated temperatures, iron grows hetero-epitaxially on W(110) with an increasing amount of
dislocation lines and stacking disorder in the higher layers due to a large lattice mismatch of 9.4%
between Fe (2.87 Å) and W (3.16 Å) [258, 285, 292, 293]. The strain energy and thus the elastic
energy can usually be better reduced by the formation of small islands than of closed films. Nev-
ertheless, since the growth does not necessarily take place under thermal equilibrium conditions,
additional nucleation centers like step edges, contaminations and dislocations play a role in the re-
sulting morphology [294]. At higher coverage, the iron is completely relaxed and reaches the bulk
lattice constant [293]. The properties of the single layers under different growth conditions will be
presented in the following.
All differential conductance maps (dI/dU -maps) are measured at a modulation voltage of 40 mV,
as already mentioned earlier (see sec.2.3.2).
4.2.2 1st monolayer
Below one ML, the iron grows pseudomorphically in small islands at room temperature and in step-
flow-growth at temperatures around 550◦C. A ferromagnetic coupling of vicinal stripes (all paral-
lel) is reported and assigned to an interplay of magnetostatic coupling with exchange coupling and
anisotropies in 2D systems [287]. Due to the considerably lower surface energy of Fe(110) compared
to W(110), iron forms a closed and pseudomorphic wetting layer which is thermodynamically stable
up to about T = 750◦C [295]. It exhibits an in-plane uniaxial magnetization along [11̄0] direction of
the surface with a Curie temperature of TC = 230 K [284, 286, 296].
Figure 4.1 shows the magnetic domains in the first ML measured with an in-plane magnetized, Fe-
coated W-tip. The topography in figure 4.1 a) shows a regularly stepped substrate covered with about
1.6 ML iron. The iron grows from the step edge, so that the first ML is visible left to the W step edges
(green/red lines in a,c)), and the second ML to the right. In the differential conductance (fig. 4.1 c)),
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a slight contrast in the first ML is visible, marked by white and black arrow heads. Each step has an
in-plane magnetization opposite to its neighboring steps, in agreement with literature [287, 288, 297]
and in contrast to the reported parallel case in the submonolayer regime. The reason for this order at
coverages >1ML could be, that the magnetic ordering of the first ML appearing during the cooling
process of the system is driven by the stripe ordering of the second ML, where also each stripe domain
is magnetized opposite to its neighbor (see sec. 4.2.3). The Curie temperature of the adjacent second
ML stripes (estimated 300 K [298]) is significantly higher than that of the first ML (230 K) and the
stray field of the already ordered second ML might induce a polarization of the first ML [297]. An
asymmetry of the stray field between interface (W-Fe) and surface (Fe-vacuum) was already predicted
earlier [299].
Figure 4.1 b) and d) show the topography (b) and corresponding differential conductance map
(d) of an area where the magnetization of the first ML is changing back and forth. The red arrows
visualize one possible magnetization direction of the differently magnetized regions. The absolute
magnetization direction is unclear, as the tip magnetization is unknown.
d)
b)
c)
a)
50 nm
50 nm
5 nm
5 nm
Figure 4.1: In-plane magnetic contrast of the first ML Fe/W(110). a) 480 nm×240 nm area with about
1.5 ML iron coverage. The steps of the underlying tungsten substrate are marked by green lines. c)
An alternating spin polarization in the first ML (to the left of the red marked substrate step edges) in
the differential conductance is recorded and indicated by black/white triangles (I = 0.3 nA, U = -0.1 V,
T = 40 K, tip: Fe-coated W-tip). b,d) A close-up scan of the area indicated in a) and c) shows a contrast
reversal on single steps in the differential conductance (d). The magnetization of the first ML switches
here additionally on single steps. Red arrows illustrate the switching magnetization direction, but claim
no absolute statement, since the tip magnetization direction is unknown (160 nm×160 nm, I = 0.2 nA,
U = 0.05 V, T = 40 K, tip: Fe-coated W-tip).
The in-plane magnetization of the first ML of Fe/W(110) was detected with a magnetic tip. The
low magnetic spin contrast of the measurement of 2.6% might be related to the fact that the magneti-
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zation direction of tip and sample are not perfectly aligned parallel to each other. A rotation of both
with respect to each other results in a lower contrast (see eq. 2.18). Especially in the in-plane case,
a parallel/antiparallel configuration of tip and sample magnetization is unlikely. Nevertheless, this
system can be used to characterize the in-plane sensitivity of magnetic tips at low temperatures.
Growth on a dirty substrate Growing an iron film on a dirty tungsten surface leads to a non-
predictable growth mode (small islands and step-flow-growth) as well as an apparent penetration of
the contaminating particles through the film. This is shown in figure 4.2. In figure 4.2 a) and b),
the second ML of iron grows differently on different steps, as can be explained by assumed carbon
reconstructions below certain areas of the sample (compare with partial C reconstruction of a W(110)
shown in fig. 3.5 b)). A penetration of adsorbates from the substrate to the top of the first ML iron
was observed already in literature [297, 300] and is furthermore discussed as reason for the higher
roughness of first ML films in comparison to the second ML. Figure 4.2 c) shows a high magnification
scan of an area of both the first and second ML of iron. Here, additional dark spots as well as
bright lines might stem from surface contaminations of the tungsten surface penetrating the iron film.
Nevertheless, the atomic structure of the first ML can be detected weakly in the FFT (arrows in
fig. 4.2d)) and matches with 2.3 Å the literature value of 2.23 Å.
d)
a)
c)
1ML
2ML
small
islands
b)
step
 ow
20 nm 20 nm
2 nm -12 nm
Figure 4.2: 1.5 ML Fe grown on a dirty W(110) substrate. a,b) On some steps, regions with small sec-
ond ML islands dominate, while on others the iron grew with step-flow-growth. The underlying substrate
contamination influences the growth mode (150 nm×150 nm, I = 0.3 nA, U = 0.07 V, T = 37 K). c) Several
structures found in a close-up of the first and second ML Fe/W(110) do not belong to the clean Fe lat-
tice. Apparently, the film was grown on a not sufficiently clean substrate. However, these contaminations
do not prohibit an epitaxial growth of the iron, as can be seen by the atomically resolved configuration
(15 nm×15 nm, I = 0.3 nA, U = -0.07 V, T = 37 K). d) The FFT of c) clearly reveals the atomic lattice of
the iron film.
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4.2.3 2nd monolayer
The second ML of iron grows at room temperature in elongated islands with their long axis along
[001], as shown in figure 4.3 a). The islands exhibit a magnetic anisotropy with their magnetic easy
axis perpendicular to the surface, induced by pseudomorphic strain and dipolar interactions [286,
300].
Annealing of the substrate during or after growth at about 230◦C leads to step-flow-growth of the
second ML. Figure 4.3 b) and c) show a sufficiently annealed sample. The rather straight steps in
the topography (b) can be identified as the border of the second iron ML and not the steps of the
tungsten substrate. This is more obvious by a comparison with the material contrast between first and
second ML in the differential conductance map (c) (see fig. 2.6). The material contrast between first
and second ML stems from differences of the characteristic tunneling spectra, especially from two
peaks in the second ML spectrum at about ±100 mV which were shown by density functional theory
calculations to result from spin-polarized surface resonances [109].
Depending on the growth parameters, the layer-by-layer growth takes place between the optimal
case with no dislocation lines, and a rather undefined case with plenty of dislocation lines. Figure 4.3
d,g) shows a sample, which is nearly free of dislocation lines. A few dislocation lines are still present
at the lower left corner. The number of dislocation lines is heavily increased in figure 4.3 e,h), where
the second ML still grows from the step edges but in a finger shape. Here, some fingers cover the next
step edge, leading to the start of the third ML. Usually, some dislocation lines are observable (fig. 4.3
f,i)), but do not necessarily disturb the magnetic properties. The next paragraph deals with the exact
shape and the conditions for appearance of dislocation lines.
In second ML stripes, an out-of-plane antiferromagnetic coupling between adjacent stripes is ob-
served due to dipolar interaction, as indicated in figure 4.3 i) [271, 272, 292, 300, 301]. Again, the
absolute magnetization direction is unknown and therefore the indicated direction suggested. This
system, with vicinal up and down magnetization, represents an optimal reference for out-of-plane tip
characterization.
Dislocation lines While the first ML iron grows pseudomorphically on W(110), the iron film relaxes
starting from the second ML and dislocation lines along the [001] direction appear [293, 295]. The
dislocation lines take up the strain that is induced in the iron film by the lattice mismatch of 9.4%. This
is shown in figure 4.4. Usually, the dislocation lines appear as dark lines (a), but can be accompanied
by two bright lines in topography as well as in the differential conductance maps for characteristic
tunneling voltages (b) [276]. The dark/bright appearance is caused by a shift of the characteristic
peak position in the second ML (result from spin-polarized surface resonances, see above) at the
location of the dislocation line. The detailed mechanisms causing this relaxation-induced change in
the electronic properties are unclear [276].
Additionally, the strain in the iron film enhances the surface magnetic moment [302]. Slab calcu-
lations show that the strain is linked to a contraction of the W-Fe and Fe-Fe interlayer spacings in the
first two ML in respect to the bulk interlayer spacings of W-W and Fe-Fe. In turn, this affects the
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Figure 4.3: Growth modes of the second ML, all images 150 nm×150 nm (except a). a) At low tempera-
tures (below 230◦C), small islands in [001] orientation develop (100 nm×100 nm, I = 0.02 nA, U = -0.15 V,
T = 26 K). b,c) A film of the second ML grown under optimal parameters yields step-flow-growth. As in the
topography (b) only steps are visible, the shape of the film is evident from the material contrast in the dif-
ferential conductance map (c). Occasional dark patches stem from dirt (I = 0.3 nA, U = -0.07 V, T = 33 K).
d,g) Topography and differential conductance map of another sample grown under optimal conditions.
The second ML film is free from dislocation lines but for the lower left corner. A contrast reversal of the
dI/dU -signal was carried out to adapt the appearance of this image (I = 0.3 nA, U = -0.1 V, T = 36 K). e,h)
Topography and differential conductance map of a sample with many dislocation lines. Even regions of
the third ML are accessed (I = 0.3 nA, U = -0.1 V, T = 30 K). f,i) Topography and differential conductance
map recorded with a spin-polarized tip. An antiferromagnetic order of the second ML steps is detected in
the differential conductance (i). The symbols indicate an out-of-plane magnetization of the film, but do not
claim absolute magnetization direction, since the tip magnetization remains unknown. A few dislocation
lines do not disturb the formation of magnetic domains (I = 0.2 nA, U = -0.1 V, T = 40 K, tip: Cr-coated
W-tip).
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DOS of the spin-polarized d-states close to the Fermi level and yields a higher magnetic moment at
the surface [302].
The atomically resolved image 4.4 c) shows not only the atomic stacking faults at the dislocation
lines (arrows), but also additional bright spots stemming from contamination of the sample. The
appearance of dislocation lines does not disturb the magnetic contrast as dirt does (see last paragraph
of this section).
Figure 4.4 d) shows another sample with an apparently different type of contamination. Here,
the dislocation lines appear as protrusions in the topography. Apparently, the dislocation lines do
not act as nucleation sites for dirt adatoms. They appear in the same shape as in c) and reported in
literature [276]. The parts between the dislocation lines are now dark (in contrast to a-c)) and exhibit
two different lattice orientations (FFT: e,f). They belong to an ordered film of adatoms and not to the
iron film, which grows epitaxially uniform on the tungsten substrate and can thus exhibit only one
orientation. In the case of iron adatoms, the dislocation lines of the second ML serve as nucleation
centers for the third ML islands [289, 303]. At the onset of strain relaxation, the growth changes to
statistical growth instead of growth centered around nucleation sites [289, 303].
a) c)
d)
b)
e f e) f)
2.5Å
3.9Å3.7Å
2.5Å
10 nm 10 nm 2 nm
2 nm -110 nm -110 nm
Figure 4.4: Dislocation lines in the second ML Fe/W(110). a,b) 50 nm×50 nm topography and differential
conductance map of dislocation lines with their representative appearance. Usually, they consist of dark
lines (a), at certain voltages accompanied by bright lines (b) as described in literature [276] (I = 0.3 nA,
U = -0.07/0.04 V, T = 40 K). c) High resolution topography of two dislocation lines (arrows) on another
sample shows their atomic scale composition which consists of only one atomic line of stacking disorder.
Additional areas of adatoms or dirt are recorded bright (10 nm×10 nm, I = 0.3 nA, U = -0.07 V, T = 39 K).
d) An unusual inverse contrast of the dislocation lines vs. areas in between is recorded for this sample. The
dislocation lines (apparently in the same configuration as in c), and thus still iron) are surrounded by areas
with two different lattice orientations (e,f). This is dirt and not the Fe(110) (15 nm×15 nm, I = 0.3 nA,
U = 0.07 V, T = 34 K). e,f) FFT of the indicated areas of d).
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Spin spiral in nanowires Under certain conditions, such as larger terraces (»10 nm [118, 276]) and
high coverage (close to 2 ML, i.e. thick nanowires), the formation of domain walls is energetically
more favorable than single domain stripes. This leads to the appearance of a spin spiral with alternat-
ing out-of-plane domains, where the stray field energy of the domains is minimized [274, 301].
The nature of the domain walls is discussed in literature: Bloch-type walls exhibit a magnetization
parallel to the plane of the domain wall (see fig. 4.5 a)), while in Néel-type walls the magnetization
is perpendicular to the plane of the domain wall (see fig. 4.5 b)). On first considerations, Bloch-type
walls seemed more probable, since their dipole energy is smaller than for Néel-type walls [118, 271].
On the other hand, the experimental results, such as a favored orientation and rotational sense of
the domain walls (see below), could only be explained by a theoretical model that involves Néel-
type walls and the Dzyaloshinskii-Moriya interaction (DMI) [277]. The DMI is a contribution to
the magnetic exchange interaction that occurs only if inversion symmetry is broken (e.g. at surfaces
or interfaces) and favors spatially rotating magnetic structures of a specific rotational direction [277,
304, 305]. But as a micromagnetic description of Fe/W(110) states, also the DMI is too weak to
destabilize the single domain state and an interplay with dipolar interactions has to be added [62].
a) Bloch wall d) B>0c) B=0b) Néel wall
Figure 4.5: Schematic representation of walls with different spin rotation axes and of the spin spiral in
a magnetic field. a) Bloch-type wall with the magnetization rotation parallel to the surface plane and to
the plane of the domain wall. b) Néel-type wall where the rotation axis is again in the surface plane but
perpendicular to the propagation direction. c,d) Illustration of the spins along the step edges (nanowires)
rotating with and without external applied magnetic field (spin spiral). While the domains (red/green) have
the same size without applied field, the red domains increase on cost of the size of the green domains in a
field (applied here parallel to the red spins).
Independent of the actual nature of the domain walls (Bloch or Néel), the emerging multiple domain
state exhibits alternating up and down, as well as in-plane magnetization. The spin spiral has a right-
rotating magnetic structure along the stripes, as demonstrated by spin-polarized STM experiments in
external magnetic fields [62]. Hereby, the domain walls are in-plane magnetized and follow mostly
the [11̄0] direction [278]. As seen in most STM studies, the energetically most favorable situation for
the domain walls seems to be a compromise between the [11̄0] direction and the shortest length of
the wall itself, sometimes influenced additionally by defects, dislocations, or irregularities in the first
iron layer [306, 307]. While at low temperatures the second ML is magnetized mainly perpendicular
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to the surface in a spin spiral state, there is a reorientation transition to an in-plane easy axis at
higher temperatures. The transition depends also on the exact coverage (e.g. transition at 100 K for
1.6 ML coverage) [275, 292]. Therefore, measurements of the spin spiral have to take place at low
temperatures.
Figure 4.6 shows a measurement of a sample exhibiting such as spin spiral in different magnetic
fields and at different energies. The topography (a) is measured simultaneously with the differential
conductance maps at +60 mV (forward scan, b-d)) and +90 mV (backward scan, f-h)) with a Cr tip. At
these special energies, only the in-plane or the out-of plane component of the tip contributes to a spin
difference in the tunneling current. In figure 4.6 b-d), the in-plane magnetization of the domain walls
is recorded in different applied magnetic fields. The domain walls appear always in alternating dark
green, as the in-plane magnetization of the domain walls is also alternating. Additionally, dislocation
lines perpendicular to the domains can be seen (horizontal dark lines, also appearing in the topography
a)). The domain walls start to move in an applied magnetic field (c) and pair up at higher fields
(d). Accordingly, one domain is shrinking in size in favor of the other domain. This is displayed
schematically in figure 4.5 c,d). The same can be observed in case of the out-of plane magnetized
domains (fig. 4.6 e-g)). Here, the bright domains grow in size and eventually cover the whole sample.
a) b) c) d)
e) f) g)
[110]
[001]
20 nm 20 nm
20 nm
20 nm 20 nm
20 nm 20 nm
Figure 4.6: Evolution of a spin spiral in the second ML Fe/W(110) and behavior in an applied magnetic
field. a) 75 nm×100 nm topography with four atomic steps. b-d) Differential conductance maps reveal
the in-plane component of the spin spiral. Dark and "not-so-dark" upright lines mark the in-plane magne-
tized domain walls. An increasing magnetic field shifts the domain walls and induces their disappearance
(I = 0.9 nA, U = 0.06 V, T = 35 K, tip: Cr-coated Cr-tip, b) B = 0 mT, c) B = 100 mT, d) B = 200 mT). e-
g) The out-of-plane magnetization is accessible at a slightly higher energy and displays the expansion
of the bright domains with increasing magnetic field (I = 0.9 nA, U = 0.09 V, T = 35 K, e) B = 0 mT, f)
B = 100 mT, g) B = 200 mT). Images in the upper and lower row were measured simultaneously during
forward and backward scan. The spin contrast for the upper and lower row is 2.8% and 3.5%, respectively.
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The pairing of domain walls in an applied magnetic field is once again presented on another sample
in figure 4.7. Here, no magnetic contrast is observed, but the domain walls are visible due to spin-orbit
coupling (see last paragraph of sec. 2.2.1). Since the DOS of domains and domain walls is different,
magnetic information about a known sample system can be gained even with a nonmagnetic tip.
Additional dislocation lines (black lines vs. "dark" domain walls) are oriented perpendicular and
do not change their position while applying a magnetic field. The regularity of the domain walls
is a clear indication that the spin spiral evolved on a large scale. As can be seen in the differential
conductance maps (fig. 4.7 c-e), the walls pair up with increasing magnetic field. Here, they do not
vanish completely, since the field is still small. The shifting of domain walls in magnetic field is
fully reversible, if the domains themselves still exist and do not vanish due to a too high magnetic
field. Figure 4.7 f) shows a uniform distribution of domain walls over the image area after driving the
magnetic field back to zero.
a) b)
B=0mT - before
f)
B=0mT - after
c)
B=50mT
e)d)
B=100mT B=150mT
[110]
[001]
20 nm
20 nm
20 nm 20 nm
20 nm20 nm
Figure 4.7: Behavior of the spin spiral in a magnetic field and reversibility of domain wall movement.
a) 150 nm×150 nm topography. All differential conductance maps are measured at I = 0.3 nA, U = 0.07 V,
T = 42 K, but at different magnetic field as indicated. b) The differential conductance map shows uniformly
distributed domain walls at zero magnetic field. They appear all in the same color due to spin-orbit cou-
pling as dark lines in contrast to the perpendicular black dislocation lines that do not move in an applied
magnetic field. c-e) Differential conductance maps measured atB = 50/100/150 mT. The domain walls pair
up and the domains magnetized in the field direction grow larger. f) The domain walls obtain their uniform
distribution again after returning to zero magnetic field.
Since the spin spiral in the second ML exhibits both in- and out-of-plane magnetization, this system
is well-suited for the characterization of magnetic tips. Even a small canting of the tip magnetization
can possibly be detected with such a reference system.
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Stability of magnetic properties Different magnetic characteristics of the produced films were
discussed in the previous paragraphs. Since the magnetism in thin films is not stable against con-
tamination [102, 308–311], a prepared thin film sample can usually be used for tip characterization
only once. A high sensitivity of the magnetic properties to contamination from the residual gas
has also been observed for the system Fe/W(110), which causes the magnetization to rotate or de-
grade [292, 312, 313]. After taking a sample with observed magnetic structure out of the cryogenic
vacuum of the STM (e.g. by placing it in the sample carousel for a few minutes during tip exchange),
the magnetic ordering is not detectable again. This is demonstrated in the measurement with a spin-
polarized tip (Fe-coated W) in figure 4.8. The upper line shows the topography (a) together with
simultaneously recorded differential conductance maps at different energies (in forward (b) and back-
ward (c) scanning direction) of a 1.5 ML Fe/W(110) sample. The stepped surface topology is visible
in the topography (a). In differential conductance images, the material contrast between the first and
second ML allows to estimate the coverage and proves a continuous second ML film grown along the
tungsten substrate step edges. At positive energy (fig. 4.8 c)), a spin spiral in the second ML (addi-
tional dark lines) could be detected. This magnetic structure was not reproducible with the same or
another tip after taking the sample out for a short time during tip exchange (fig. 4.8 d-f)). Even though
not the same spot on the cm-sized sample was imaged, large area scans revealed that the observed
structures are representative for both cases (before and after taking out the sample).
However, after taking the sample out of the cryogenic vacuum of the STM into the UHV chamber,
additional bright spots appear at negative energy (fig. 4.8 e)). A comparison with high resolution data
(g,h) leads to the conclusion that the bright spots in dI/dU -maps are related to the clean second ML,
while the surrounding dark areas are adsorption sites of contaminating particles. Clean, atomically
resolved areas (white circle in g)) with a lattice constant as expected for the iron appear bright in the
differential conductance (black circle in h)). The dislocation lines still appear as dark lines (arrows).
A reason for the vanishing of the magnetic order might be that a small amount of particles still present
in the UHV condensates on the (cold) sample surface and destroys the magnetism. As was already
seen in figure 4.4 c-f), different types of contamination are possible and need to be eliminated during
the sample preparation process.
4.2.4 Multilayers
If the growth of iron on tungsten is conducted at elevated temperatures, a three-dimensional island
formation (Stranski-Kranstanov growth) on top of the one ML thick wetting layer is observed [257].
In case of figure 4.9 a), the growth was done at 270◦C and islands of about 6 Å height (about 5 Fe
layers) cover several step edges. The observed multiple tip causing the repeated mapping of the walls
of the islands is hard to avoid during recording of large height differences. In this growth regime,
small islands will form a single domain state while large and high islands show a complex magnetic
pattern in the form of vortices [257].
In this work, periodic lattice distortions were observed in the higher layers, also when grown at
optimal conditions. The dislocation lines form a regular stripe pattern for the third monolayer, as
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Figure 4.8: (a-f) A Fe/W(110) sample with magnetic ordering and after a short time outside of the cryo-
genic vacuum. a,d) The 200 nm×200 nm large topographies show no qualitative difference between both
measurements. The sample as well as the tip were not processed, besides that the sample left the STM
for some minutes and was stored in UHV in the carousel before being measured again. b,c) The material
contrast between first and second ML iron (here grown from the step edges) dominates the differential
conductance maps. At positive energy, the developed spin spiral and the walls of the magnetic domains
can be measured due to SOC (spin-orbit coupling, see sec. 2.2.1) (I = 0.3 nA, U = -0.1 / +0.07 V, T = 42 K).
e,f) The sample’s appearance in dI/dU -maps has changed: bright areas at negative energy (e) light up
and the spin spiral at positive energy (f) at the same energy as e)) could not be detected again (I = 0.3 nA,
U = -0.05 / +0.07 V, T = 42 K). Tip: Fe-coated W-tip. g,h) 15 nm×15 nm topography and differential con-
ductance map of an area with two dislocation lines (arrows). The topography exhibits atomic resolution
and a lattice constant as expected for the second ML iron can be resolved (white circle). Additionally, dirt
covers the regions between the dislocation lines. In the differential conductance (h), the dislocation lines
appear dark as usual. Interestingly, the regions that are ascribed to clean Fe appear bright (black circle,
in comparison to g), while dirty regions remain dark. This explains the bright spots recorded at negative
energy of contaminated samples, e.g. e) of this figure (I = 0.3 nA, U = -0.07 V, T = 39 K).
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shown in figure 4.9 b) and c) at coverages about 2-3 ML. The stripe width is about 1.5 nm. Here,
the rectangular super structure relates to the forth ML. Areas with local coverage of 4-12 layers show
a two-dimensional reconstruction network (d), also visible in the differential conductance (e). The
reconstruction lattice constant here is 1.5 nm.
Even though higher layers (about 3-5 ML) show the same magnetization as the underlying second
ML [110], the magnetization weakens. Thus, multilayers are not suitable as a reference system for
spin-polarized STM measurements and tip characterization.
a) b) c)
d) e)
2ML
4ML
3ML
50 nm 20 nm 10 nm
5 nm 5 nm
Figure 4.9: Multilayers of Fe/W(110). a) Tower-like islands grow on the wetting layer at 270◦C
(300 nm×300 nm, I = 0.02 nA, U = -0.3 V, T = 30 K). b) A coverage of 3.2 ML iron shows stripes (3rd
ML) and rectangles (4th ML) as a result of relaxation processes (80 nm×80 nm, I = 0.02 nA, U = -0.3 V,
T = 41 K). c) In this image, a direct comparison of 2nd, 3rd and 4th ML is possible (50 nm×50 nm,
I = 0.02 nA, U = -0.3 V, T = 29 K). d,e) A 4 ML high island shows its characteristic pattern also in the
dI/dU -map (30 nm×30 nm, I = 0.3 nA, U = -0.05V V, T = 22 K).
4.3 Preparation of tips with outstanding properties
In STM, the tip properties influence the measured data, since the tunneling process is taking place
between tip and sample (see eq. 2.8 with the tip DOS ρtip). Therefore, the interpretation of data can
only be reliable, if as much as possible is known about the tip properties. Especially when using tips
with a special DOS (e.g. magnetic tips), their properties have to be determined quite carefully. In this
study, I used the Fe/W(110) standard sample (introduced in the last section) as reference system to
characterize tips with in-plane as well as out-of-plane magnetization. The requirements on the tips
are: a high spatial resolution (possibly down to the atomic scale), a high spin polarization (which
yields a high spin contrast), and a reproducibility of the measurement (i.e. a non-destructive imaging
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process as well as a stable tip).
Several methods to prepare magnetic sensitive STM tips were already addressed in section 2.2.2.
The basic design can be quite different, as will be shown in the following. Optically pumped GaAs
tips [111, 314, 315] use the semiconductor as source for spin-polarized electrons. An advantage of
tunneling from GaAs is that the polarization of the photo-excited electrons can easily be reversed by
changing the helicity of the light from left to right circular polarization. Another design provides
control of the tip magnetization by an additional coil around the tip shaft [114, 115]. Tips do not even
have to be sharp, as experiments with ring shaped wires (from Fe or Fe coated) show [115, 316, 317].
However, the most common approach for magnetic tips is a sharp metal tip, consisting of a bulk
magnet or coated with magnetic material. Here, the electronic properties of the tip and linked to
that the exact shape of the vacuum barrier influence the tunneling process, as known from theory on
spin-polarized STM [318–320]. Many examples for the experimental employment of different tips
are given in reviews [104, 105]. Bulk magnetic tips are reported for ferromagnetic (Fe [321, 322],
Co[323], Ni [324, 325]) as well as antiferromagnetic (MnNi [326, 327], Cr [322, 328–331]) materials.
Preparation is done by electrochemical tip-etching [321, 323, 324, 326], followed by optional pulling
of the last remaining connection between wire and tip after the tip was introduced into the UHV [57,
321, 332, 333].
Alternatively, a nonmagnetic tip (e.g. W, PtIr, Ir) can be coated with magnetic material [112, 290].
In this case, the film thickness influences the magnetization direction and can be used to tune the tip
properties [104]. Coating with ferromagnetic material reduces the stray field in comparison to a bulk
ferromagnetic tip. If a tungsten tip is used as core, the tip core can be recycled as the bare tungsten
tip apex is recovered by a high temperature treatment. Coating of tungsten tips for spin-polarized
measurements is reported for ferromagnets (Gd [301], Fe [301], Co [334, 335]) and antiferromagnets
(Cr [118, 336], Mn [327]). The use of antiferromagnetic materials does not only result in a small stray
field, but also enables the manipulation of the tip magnetization direction by applying an external
magnetic field. Chromium exhibits a small uncompensated magnetic moment at the tip apex that
rotates continuously in the direction of the applied field [331, 336]. The only drawback is a usually
smaller spin polarization of antiferromagnetic materials in comparison to ferromagnets, and thus a
lower spin contrast of the measurement [97, 104, 320].
Spin-polarized STM measurements with Fe coated tungsten tips were recently established at the
Institute for Solid State Research, IFW DRESDEN [337]. Example images of out-of-plane magnetic
contrast for iron double layers on a W(110) substrate are given in figure 4.10. The differential con-
ductance maps (b,d) prove a spin contrast at the indicated energy of 11% and 14%, which are close to
the maximal value for the Fe-Fe configuration of 20% (see sec. 2.2.1). The projected goal of this work
was the investigation of spin and charge ordering in correlated electron systems, such as pnictides and
chalcogenides in the frame of the DFG Research Training Group 1621 "Itinerant magnetism and su-
perconductivity in intermetallic compounds". For high resolution measurements on antiferromagnetic
systems (e.g. spin density waves), Fe coated tips possess a too high magnetic stray field as well as the
property to influence the sample’s magnetization during scanning [118]. The high stray field limits
the spatial resolution of the differential conductance measurement, as small magnetic structures will
74
4 Chromium tips for spin-polarized tunneling experiments
be covered by the high signal of neighboring sites, similar to spatial resolution in topography by tips
with a less-confined diameter. I chose Cr as tip material for atomic spin resolution. The next section
introduces the magnetic properties of chromium, before different approaches for tip processing will
be introduced in sections 4.3.2 and 4.3.3.
a) b)
c) d)
100 nm 100 nm
100 nm 100 nm
Figure 4.10: Spin-polarized measurements recorded with Fe-coated W-tips. Measurement: Christian
Salazar [337]. a,b) Tree-shaped second ML patches of Fe/W(110) exhibit different out-of-plane mag-
netization directions in the differential conductance signal. The spin contrast is 11% (450 nm×450 nm,
I = 0.3 nA, U = -0.3 V, T = 38 K, Fe-coated W-tip). c,d) These patches of second ML Fe/W(110) are grown
with plenty of dislocation lines. They exhibit also an out-of-plane magnetization. The dI/dU image has a
spin contrast of 14%, close to the theoretical maximum (450 nm×450 nm, I = 0.3 nA, U = 0.05 V, T = 38 K,
Fe-coated W-tip).
4.3.1 Magnetism of chromium
Chromium has a rich magnetic phase diagram that was explored from the nineteen-thirties on [338]
and in large parts described by the studies of NÉEL who was awarded the Nobel prize in Physics 1970
for "fundamental work and discoveries concerning antiferromagnetism and ferrimagnetism which
have led to important applications in solid state physics" [339]. Chromium changes at TN = 311 K
from a paramagnet to an antiferromagnet. In the antiferomagnetic state at room temperature and
below, chromium exhibits an incommensurate spin density wave (SDW) along {100} direction [340,
341]. Without applying stress or a magnetic field, Cr is below TN in a poly-domain state. The
orientation of the SDW occurs with equal probability in all three spatial directions.
The SDW is a result from the nesting of electron and hole like bands at the Fermi surface, as
depicted in the sketch of the Fermi surface in reciprocal space in figure 4.11. The electron/hole
bands have the same shape and thus, two scattering wave vectors (the nesting vectors Q− and Q+)
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are preferred. At the nesting vectors, a coupling between electron an hole Bloch states appears that
reduces the DOS at the Fermi energy and stabilizes an antiferromagnetic SDW in the Γ-H direction
(i.e. [001]) [342, 343]. Since the hole Fermi surface is slightly larger than the electron Fermi sur-
face, the vector of the SDW is incommensurate. The wave length of the SDW changes continuously
from 7.8 nm at TN = 311 K to 6.0 nm at 10 K. A comparison to the lattice constant of bulk chromium
(2.88 Å) yields a superlattice of 42-54 unit cells. A charge density wave and a strain wave with half
the lattice vector of the SDW seem to be linked phenomena [341]. The SDW undergoes a first order
spin flip transition at TSF = 123 K from a transverse (above TSF ) to a longitudinal wave [341, 344].
b)
H
 
N
a)
H
Q+
Q-
Figure 4.11: Fermi surface of chromium according to band structure calculations, taken from [345]. a)
3-dimensional sketch of the Fermi surface. b) Projection into the (100) plane. The electron Fermi surface
is centered at the origin of the Brillouin zone at Γ, while the hole Fermi surface is concentrated around
the H-points in the reciprocal lattice. Q− and Q+ designate the nesting vectors between electron and hole
states at the respective Fermi surface.
This situation changes at the surface, where a large magnetic moment (3µB/atom) is found and
results in a ferromagnetic coupling at the Cr(001) surface [345]. To avoid ferromagnetism, the ad-
jacent (001) terraces are coupled antiferromagnetically. Also, no spin flip transition was found at
TSF = 123 K at the Cr(001) surface. Experimental studies on the Cr(110) thin film surface detected an
incommensurate SDW with a canted and rotating surface magnetization [282, 283]. All these proper-
ties make chromium an interesting material, which is suitable for spin-polarized STM measurements
thanks to the preserved antiferromagnetic ordering at the Cr surface.
Chromium is reported as a tip material for spin-polarized STM measurements and in particular
appreciated for its full magnetic sensitivity [118]. Even though the expected spin contrast is lower than
for a ferromagnetic material [104, 320], the low stray field is of high advantage for atomically resolved
measurements. A tip made of a material with a high stray field might average over a spatial area larger
than the expected antiferromagnetic order, while a tip with a smaller stray field can still detect the spin
ordering on an atomic scale. Besides Cr-coated W-tips [118], the employment of bulk Cr tips from
etched polycrystalline Cr wire is common [328–331]. A disadvantage of bulk tips produced by etching
are the hazardous substances that are involved in the etching process (i.e. oxidation states: hexavalent
chromium is toxic and carcinogenic [346], trivalent chromium has evidence for carcinogenicity). The
next sections describe my experiments with Cr coated tips as well as a new procedure to produce
reliable Cr bulk tips.
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4.3.2 Cromium-coated tungsten tips
Standard wet-etched tungsten tips A standard process to obtain stable tips is the wet-chemical
etching of tungsten wire. The tips used in this work were etched from a 0.5 mm polycrystalline W
wire in a 8% NaOH solution (NaOH + H2O) under application of a 6-8 V AC voltage. The produced
tip is rinsed in water which liberates from the NaOH residues, but not from the W oxide. The tip
is then introduced into vacuum and flashed by e-beam heating to about 1600-2000◦C. Flashing does
not only remove all possibly remaining NaOH residues and the tungsten oxide layer from the etching
process, but also enlarges the tip diameter to about 200 nm. Figure 4.12 shows SEM19-images of
etched tungsten tips with NaOH residues (a,b) and after flashing (c,d). The tip apex of a flashed tip is
flat and smooth enough to constitute a suitable substrate for the deposition of coating metals.
100µm 100µm2µm
200nm
200nma) b) c) d)
Figure 4.12: SEM images of W-tips (a.b) before and (c,d) after flashing (SEM: Christopher F. Reiche,
IFW Dresden). The etching results in a sharp tip with a high aspect ratio. Residues of the etching process
cover the tip if not cleansed carefully enough (a,b). After flashing, the bare and clean tungsten remains
(c,d). A typical tip diameter of a flashed W-tip is about 200 nm.
Metal-coating of tungsten tips for magnetic contrast The coating of the as-produced W tips with
magnetic material (Fe, Cr) is also done in situ. Different metal evaporators in the chamber allow to
evaporate the material on the tip (see UHV chamber setup in sec. 2.3.2). The tips are annealed at
different temperatures after evaporation to optimize their performance. A pre-heating of the W-tips
leads to a more stable tip performance. The metal film is evaporated on an already "warm" substrate
and grows smoothly from the first nucleation on. Post-annealing was carried out to ensure epitaxial
growth. The best temperatures for annealing were found in agreement with literature values for the
growth of the materials on a W(110) surface (Fe: 230◦C, Cr: 300◦C [105, 117, 283, 345]). All
the growth parameters, such as preheating of the tip, evaporation flux, and evaporation time, were
varied, since the thickness and other growth conditions influence the tip properties (i.e. magnetization
direction and stability). Typical values for Cr-coating were a flux of 40µA and growth times of
5-20 minutes. The pressure in the chamber during evaporation and post-anealing was better than
5·10−9 mbar.
Figure 4.13 shows images that were obtained with Cr-coated W-tips with an out-of-plane polariza-
tion. This is presented in the differential conductance maps (fig. 4.13 d,e)). Neighboring wires of the
19scanning electron microscope
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second iron ML exhibit an alternating contrast, with a measured spin contrast of 1.7% (d) and 14%
(e). This difference can be explained by an unknown canting of the tip magnetization for both cases.
The magnetic field directions are indicated for illustration only and can not be determined absolutely
due to the unknown absolute tip magnetization direction (opposite direction equally probable). Fur-
thermore, coated Cr tips were able to resolve the atomic structure of the iron film. Figure 4.13 c)
is a high resolution scan of the marked area in b). Here, the iron atoms of the second ML can be
distinguished (red/orange areas). The bright (yellow) blurry parts are contaminations that occurred
during sample preparation, as mentioned earlier.
a) b)
e)d)
c)
20 nm
20 nm
20 nm
20 nm
2 nm
Figure 4.13: Characterization of Cr-coated W-tips. a,d) Demonstration of an out-of-plane magne-
tized tip with a spin contrast of 1.7% (already shown in fig. 4.3, 150 nm×150 nm, I = 0.2 nA, U = -
0.1 V, T = 40 K). b,e) Demonstration of an out-of-plane magnetized tip with a spin contrast of 14%
(80 nm×80 nm, I = 0.3 nA, U = -0.07 V, T = 39 K) c) Demonstration of atomic resolution (already shown
in fig. 4.4, 15 nm×15 nm, I = 0.3 nA, U = -0.07 V, T = 39 K).
In case of Cr-coated W-tips, it was in the frame of this work not possible to prove an in-plane
magnetization of the tip. However, the obtained out-of-plane magnetic contrast, the easy preparation
procedure and the obtained high resolution were promising. Thus, a similar procedure was chosen for
a new approach.
4.3.3 Alternative approach: chromium bulk tips
Preparation The preparation of Cr-coated W-tips, as described in the last section, yields stable
tips with magnetic properties and atomic resolution performance. Coating of chromium instead of
tungsten should not differ too much in the obtained results, but was not shown so far in literature. In
a new approach, small (1-3 mm large) Cr crystals were produced by mechanical breaking of a larger
crystal and glued to a tip holder with conducting epoxy adhesive (fig. 4.14 a)). After transfer to the
UHV, these tips were coated with 10-100 layers of Cr and annealed to remove the water film as well
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as to ensure an optimal coating. The additional coating ensures that the tunneling contact is provided
by a clean and fresh chromium "tip surface" instead of a chromium oxide layer, while the choice of
the same material (Cr on Cr) is supposed to result in a more stable film than for a different material.
Figure 4.14 shows pictures of a poly- and a single-crystalline Cr tip after repeated treatment by Cr
thin film evaporation and annealing. As can be seen, the tip apex is in both cases flat (fig. 4.14 b,c)).
This could stem either from the annealing or from the evaporation process ("bombardement" with Cr
ions) that flattens this region. A zoom into the flat area (d) shows the flat film which peels off just in
a few areas. High magnification SEM images (fig. 4.14 e-g)) could resolve tower-like structures on
this flat-film area. This is in accordance with the tower growth of Cr (e.g. on W110 [282]). If such as
tower acts as tunneling tip, it is easy to understand the obtained atomic resolution.
A TEM study proved that a Cr film evaporated on a W-tip is crystalline [347]. Therefore I also
expect for Cr coating of Cr-tips an epitaxial growth, if annealing of the films was carried out. The
epitaxially grown Cr on the broken-off bulk tips should yield a clean and stable film, suitable for
tunneling. Even for poly-crystalline tips, the grain at the tip apex possibly operates as nucleation area
for the grown film. For a single-crystalline tip, the film is expected to have the same orientation at all
areas. If this assumption holds true, the structural properties of the annealed film do not depend on the
evaporation process anymore but only on the starting tip properties. Since the magnetism of chromium
is linked to its crystal structure (see 4.3.1), that would mean, that an already characterized tip (e.g.
spin polarization evaluated by STM measurements) could be recovered with the same magnetization
properties by coating with a new epitaxial Cr layer. The towers observed in SEM images are expected
to emerge from crystallization points of the same orientation as the film underneath, since there is no
obvious reason for a different crystallization during the growth process. Therefore, they should show
the same crystalline structure as the film and tip.
Poly-crystalline tips In STM measurements with Cr-coated poly-crystalline Cr bulk tips, atomic
resolution was reproducibly achieved. The Cr granulate used for the tip and as material for the coating
was purchased from Alfa Aesar [348] with a purity better than 99.999%. Figure 4.15 shows images
recorded with tips after repeated coating. On the samples, not only the single atomic layers of the Fe
can be observed (fig. 4.15 a,d)), but also a lot of contamination. The close-up topographies (b,e) as
well as the simultaneously recorded differential conductance maps (c,f) show atomic resolution of the
dislocation lines, the atomic Fe (only b,c)) and the contaminated areas (darker regions). The tips were
stable over several days on different samples and could be reproduced with this stability and atomic
resolution several times.
However, it was not possible to resolve any spin contrast with poly-crystalline tips. It is unclear
whether the substrate crystal was too dirty (see dirt in fig. 4.15) or the tip was oxidized and not
magnetic anymore. In contrast to the tip that was used for recording in the next paragraph, the poly-
crystalline tip had accidentally stayed several days in air before it was introduced into the vacuum.
The easily achievable atomic resolution with Cr/Cr bulk tips might stem from the production pro-
cess and possible growth of tower-like structures on the tip apex. This procedure was therefore trans-
ferred to single-crystalline tips.
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Figure 4.14: SEM images of Cr bulk tips (SEM: Christopher F. Reiche, IFW Dresden). a) A poly-
crystalline Cr tip consisting of a sliver of a pellet is glued to a tip holder (conventional photography).
b,c) The end points of two repeatedly coated and annealed Cr-tips (poly- (b) and single- (c) crystalline)
exhibit a flat area. d) Zoom-in on such a flat area reveals the grown Cr adlayer film which is mostly
smooth and peels off only occasionally. The film is expected to grow epitaxially on the tip. No difference
in structure or morphology of the coating films is observed between the poly- and single-crystalline tips.
e-g) Tower-like structures of several tens nm width are grown on the flat surface of the tips. They are also
expected to grow epitaxially. Their small dimension makes them optimal STM tips for high resolution.
1 ML2 ML
2 ML3 ML
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Figure 4.15: Characterization of Cr poly-crystalline tips on a dirty Fe film. a,d) Overview topogra-
phies over regions with first, second, and third ML Fe/W(110) (a: 50 nm×50 nm, I = 0.3 nA, U = -0.1 V,
T = 38 K; d: 50 nm×50 nm, I = 0.3 nA, U = 0.07 V, T = 34 K) b,c) Close-up of the indicated area in a).
The topography (b) as well as the differential conductance (c) reveal atomic resolution (15 nm×15 nm,
I = 0.3 nA, U = -0.1 V, T = 38 K). e,f) Close-up of the indicated area in d). The topography (e) as well
as the differential conductance (f) reveal atomic resolution. (e: already shown in fig. 4.4, 15 nm×15 nm,
I = 0.3 nA, U = 0.07 V, T = 34 K).
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Single-crystalline tips Different single-crystalline Cr tips (grown at the IFW Dresden and mechan-
ically broken into small pieces) were coated in situ with a fresh Cr film. It was possible to achieve
spin contrast with a tip that was in air only a short time during glue bake-out (2 hours). This tip could
repeatedly measure the out-of-plane component of different Fe/W(110) samples, as demonstrated in
figure 4.16 c), e) and h). In one case, at a certain energy also the in-plane component (fig. 4.16 b))
was accessible. This leads to the conclusion that the tip magnetization is canted slightly from the
perfect out-of-plane direction, so that often the small in-plane component is not contributing to the
spin contrast at all due to a more or less perpendicular tip-sample spin constellation.
The single-crystalline Cr tip was reproducible in magnetization direction as expected from the
production process. During this work, the tip was shown to record spin-polarized data first in May,
2013 and several more times after fresh coating until August, 2014 (end of the experimental work).
The data shown in figure 4.16 a)-c) and d,e,g,h) were taken in January and August, 2014, respectively.
Even after a whole year, a fresh Cr film on the tip could recover the tip properties in atomic as well as
spin resolution.
Both prepared single-crystalline tips displayed atomic resolution (fig. 4.16 f)). In case of the mag-
netic tip, even in the differential conductance (fig. 4.16 h)) atomic resolution was recorded. This is
important to be finally able to resolve SDW and other magnetic phenomena with atomic scale dimen-
sions.
Chromium bulk tips produced from single crystals and coated in situ with a fresh Cr film show an
overall stable and promising performance. High atomic as well as spin contrast with reproducible
magnetization direction can be obtained. Tips produced in this manner can be transferred to a new
sample system to reliably measure magnetic properties.
4.4 Short summary
I have demonstrated the preparation of a reference sample with both, in- and out-of-plane magne-
tization, as well as a new routine to produce reliable spin-polarized tips. The growth regimes and
parameters for the second ML Fe/W(110) are experimentally probed and the reference system can
now be grown with the expected magnetic properties in situ. Due to its peculiar spin structure, this
system is suitable for the characterization of new tips.
The use of anti-ferromagnetic tip material is inevitable for the investigation of systems with new
magnetic properties, such as SDW-materials. Coating of standard W-tips was demonstrated, but the
desired reproducibility not achieved. Therefore, a new tip preparation method was developed. Here,
the preparation process is free from hazardous etching remains and yields reproducible tip properties,
such as atomic resolution, spin contrast, and stability. Furthermore, a recovery of tips after small
damages like occasional tip crashes is possible without changing the initial tip properties. Repeated
coating of the chromium tips with a fresh chromium film leads to an epitaxial growth and unique
structures of small dimensions. These structures due not only promise a high resolution but also the
same structural properties as the core tip. A once characterized tip can be used reliably over a long
time. This was proven by several spin-polarized and atomically resolved measurements.
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Figure 4.16: Characterization of Cr single-crystalline tips. a-c) Demonstration of (b) an in-plane as
well as (c) an out-of-plane spin contrast of 2.8% and 3.5%, respectively (already shown in fig. 4.6,
100 nm×100 nm, I = 0.9 nA, U = 0.06 V/0.09 V, T = 35 K). d,e) Demonstration of an out-of-plane contrast
in the second Fe ML (already shown in fig. 4.3, 200 nm×200 nm, I = 0.3 nA, U = 0.07 V, T = 33 K). f)
Demonstration of atomic resolution on a clean W(110) substrate (already shown in fig. 3.5, 10 nm×10 nm,
I = 1 nA, U = -0.05 V, T = 29 K). g,h) Close-up of the area indicated in d,e) with both, spin contrast as well
as atomic resolution in the differential conductance map (25 nm×25 nm, I = 0.3 nA, U = 0.07 V, T = 33 K).
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This work presents tunneling microscopy measurements on two main topics: the microscopic and
spectroscopic investigation of functionalized graphene (chapter 3) and the preparation and character-
ization of samples and tips required to conduct STM measurements with spin-resolution (chapter 4).
Graphene samples prepared in-situ were shown to be free (i) from detectable defects and (ii) from
electronic interactions with the substrate due to a sufficient decoupling after gold intercalation. The
effects of functionalization of such samples can thus be directly compared to predictions from theory
for free graphene. A detailed study of modification by hydrogen identified two different adsorption
shapes that were assigned to single and double (multiple) H-C sites in agreement with theoretical
considerations. Furthermore, a characteristic pattern was observed at higher coverages, that confirms
for the first time the existence of the predicted C4H adsorption pattern.
Spectroscopic investigations of hydrogenated graphene revealed the emergence of the predicted
impurity state. This state exists only in the vicinity of the adsorption sites, while on the remaining
"clean" patches the v-shape of free graphene was preserved in the differential conductance. The
hydrogen impurity state in quasi-free-standing graphene was measured directly for the first time. The
narrow state implied an extension over the whole Brillouin zone, which was confirmed by comparison
with ARPES data.
Several questions arise from the presented study on hydrogenated graphene: Additional predic-
tions from theory and photoemission studies need yet to be confirmed by microscopic and spectro-
scopic investigations, such as the spin-splitting of the impurity state (observable with spin-polarized
STM) [216] and an isotope effect of the adsorption geometry [349]. The exchange of hydrogen
with deuterium yields a higher maximum coverage of 35% for deuterium instead of 25% for hydro-
gen [349] which must effectively result in a different high-coverage pattern than the one observed
on hydrogenated graphene in this work. As the study of modified graphene on a local scale is able
to reveal electronic changes in the DOS, differently functionalized samples are also candidates for
further spectroscopic investigations, for example calcium-doped graphene that is predicted to possess
a superconducting state [35].
In the second part of this work, the implementation of a new technique, spin-polarized STM, is
presented. For that reason, a routine for the preparation of standard samples (Fe/W(110)) was es-
tablished. These samples are well suited for the characterization of spin-polarized tips due to their
peculiar magnetism: The spin spiral developing in the second monolayer of nanowire-like iron grown
on a stepped tungsten substrate shows in- and out-of-plane magnetization at the same time.
The projected goal of the introduced method is the investigation of spin and charge ordering in
pnictides and chalcogenides, and their interplay with other phenomena (e.g. superconductivity). The
measurement of magnetic nanostructures like spin density waves requires tips with a high spatial
resolution and low magnetic stray field. Here, the antiferromagnetic material chromium is used to
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create spin-polarized tips and different preparation methods are discussed.
Preparation of the tips was done by evaporating clean chromium on an already existing tip. Differ-
ent tip cores were tested, such as standard wet-etched tungsten tips, broken pieces of poly-crystalline
chromium pellets, and chromium single crystals. In STM measurements, all tips achieved a high, sub-
atomic resolution. In the cases of Cr-coated tungsten tips and Cr-coated single-crystalline chromium
tips, spin-polarized contrast was reproducibly achieved. Single-crystalline tips additionally promise
the possibility to recover the magnetization direction of a once produced and characterized tip after
a subsequent evaporation of more chromium. That would make it possible to chose between already
characterized tips with certain properties (in-plane, out-of-plane) by the requirements of the respective
measurement and speed up the process of tip preparation and characterization.
With this technique it is now possible to measure the magnetic properties of samples and link them
to different observed mechanisms. Some systems already investigated in previous works by (spin-
averaged) STM (e.g. hydrogenated graphene [220] or magnetic molecules on surfaces [350]) promise
microscopic magnetic phenomena yet to reveal. Furthermore, the interplay between magnetism, su-
perconductivity, and electronic order is an intriguing and so far unexplained phenomenon in several
systems that are topic of modern research. A local technique like spin-polarized STM/STS can con-
tribute to resolve puzzling questions of the mechanisms that lead to a coexistence of magnetic and
superconducting phase (e.g. in the iron-pnictide NaFeAs [43, 44, 351]), to the emergence of magnetic
or electronic fluctuations and order in geometrically frustrated systems (e.g. Yb2Pt2Pb [352]), or to
other peculiar magnetic effects in systems not fully understood so far (e.g. CeRhIn5 which cannot be
classified simply be the itinerant nor localized picture [353]).
Concluding, the investigations on hydrogenated graphene have revealed several interesting phe-
nomena of this material. They illustrate the general potential of detailed studies of functionalized
graphene by STM and STS. The implemented, spin-polarized technique allows not only insight into
the magnetic structure of materials, but connected with the electronic information (STS) insight into
the interplay between magnetism and different phenomena on a local scale. This can help to ulti-
mately reveal the intriguing mechanisms involved in several systems of modern research.
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