Abstract| So far, the problem of global illumination calculation has almost exclusively been approached from an algorithmic point of view. In this paper we propose an architectural approach to global illumination. The proposed rendering architecture Vision is derived from a model of the physical rendering process, which is subsequently mapped onto an object-oriented hierarchy of classes. This design is powerful and exible enough to support and exploit a large body of existing illumination algorithms for the simulation of various aspects of the underlying physical model. Additionally, the Vision architecture o ers a platform for developing new algorithms and for combining them to create new rendering solutions.
I. Introduction
Rendering, and global illumination in particular, can be seen as a numerically approximating the modi ed rendering 
) leaving a point x on a surface as the sum of the self-emitted radiance L e plus the amount of incident radiance L i from all directions that is re ected by the surface in the outgoing direction!. The amount of re ected radiance is determined by the bidirectional re ectance distribution function (BRDF) f r (! 0 ; x;!). The nal image is then given as a function of the radiance arriving at a virtual camera from all visible surfaces.
The incident radiance L i is itself the outgoing radiance from another point in the scene, which results in a coupled set of integral equations for every point in the scene. These equations cannot be solved analytically, so we have to nd approximate solutions.
One common simpli cation is to ignore the directional dependence of the radiance and assume a di use re ectance Universit at Erlangen, Computer Graphics Group, Am Weichselgarten 9, D-91058 Erlangen, Germany, Email:fslusallek,seidelg@informatik.uni-erlangen. de and emittance for all surfaces. In this case, the global illumination is described by the radiosity B on a surface as exitant power per area Wm ?2 ].
B(x) = Z + L o (x;!) cos d !: (2) For incoming illumination this quantity is called irradiance.
Participating media, like re, fog, smoke, and others, can also be included into this mathematical formulation, yielding the transfer equation, described in 3], 4].
In this paper, we describe a new exible rendering architecture for implementing traditional and physically based algorithms to compute approximations to the rendering equation. The architecture is based on object-oriented techniques and o ers the unique possibility of exibly combining selected algorithms from di erent parts of the rendering process.
We describe the design of the architecture, outline its various subsystems, and present a detailed description of the Lighting subsystem, which is responsible for actually calculating the global illumination at every point in the scene. Examples from various algorithms illustrate the approach.
The paper is structured as follows: In Section II we discuss criteria that we consider important for a modern rendering architecture and that have guided our design. Section III provides an overview of the state of the art in rendering architectures and discusses other design approaches.
The design of the new rendering architecture is presented in Section IV. We concentrate on the global illumination aspects and discuss our object-oriented description of light sources, the interaction of light with surfaces and volumes, and the global propagation of light in a scene.
In Section V we present a detailed description of the global Lighting subsystem and show how various advanced Monte-Carlo algorithms like path tracing, bidirectional estimators, or irradiance caching, and nite element algorithms like hierarchical radiosity, wavelet radiosity, and wavelet radiance have been implemented within our architecture.
Section VI discusses the implementation of the Vision rendering system on top of the Vision software architecture. It presents images that illustrate many of the features and algorithms discussed in this paper. Finally, we conclude in Section VII.
II. Criteria for a Rendering Architecture
Our main goal has been to develop a rendering architecture which is powerful and exible enough for supporting: computations based on physical quantities, advanced rendering and global illumination techniques as well as traditional algorithms, accuracy scaling, only limited by the algorithms used and the parameters chosen, but not by the architecture itself, the exibility to choose between several implementations of some aspect of the rendering process, a well structured framework for image synthesis, which guides the design of new algorithms instead of o ering merely a pool of algorithms, a modular design, so that the same general architecture can be con gured for use in various application areas, the development of new algorithms and the implementation of variations of existing techniques, in both cases reusing the already available environment, the production of still images and animations with good performance, large and complex scenes, an advanced and exible scene description format which allows the speci cation of all aspects of the rendering process.
In the following sections we discuss some of these criteria in more detail.
A. Physically Meaningful Results
Rendering has evolved to the point where its techniques are powerful enough to calculate reasonable approximations to the underlying physical system. A modern rendering architecture therefore must support global illumination and physically meaningful calculations. All quantities computed in the system must be in terms of physically meaningful and consistent quantities.
This does not mean that non-physical algorithms cannot be used, but rather that some traditional algorithms may not be used in all circumstances. Taking traditional Phong shading as an example, we can easily add units to the Phong equation to give it some physical meaning, but because the equation is generally not energy conserving 5] it is not consistent with the rest of the system. In a local illumination model this causes no problems, but such algorithms could prove disastrous if we use, for instance, radiosity to solve for global illumination. When meaningful, a rendering architecture should be able to support both kinds of algorithms in combination.
B. Accuracy
The accuracy requirements for the results of image synthesis vary strongly with the speci c application. While a lighting design application may require the solution of the rendering process to be correct within a few percent, the emphasis when generating images for marketing is more on pretty pictures than on accuracy. We see no reason why both extremes cannot be supported by the same architecture.
To make highly accurate solutions possible, a rendering architecture must be able to support algorithms which scale well with the required accuracy. The architecture itself must in no way restrict the potentially obtainable accuracy.
Additionally, since accuracy is most often tightly coupled with the computational cost of the calculations, the architecture should allow various options for trading accuracy against computational complexity. One way to o er this option is to allow for the exible use of di erent solution strategies for a given part of the system. This allows us to switch from using a fast and low quality solution during preparation of an image, to a slower, but higher quality algorithm for the nal image. Instead of switching the complete rendering algorithm of the system, the user should also be able to swap smaller modules, such as the methods used for lighting calculation or the approximation of volume e ects.
C. Flexibility
A rendering architecture should be exible enough to allow di erent algorithms to be used for solving speci c subproblems, be it hidden surface removal, illumination, or the representation of re ectance functions or geometry.
While this exibility is of primary importance during the development stage and for research, it is often very useful in the nal application as well. One example is the option of substituting di erent implementations of a module to trade accuracy for speed, as mentioned above. Also, applications are not static pieces of code, but must be extended and adapted to speci c requirements during their life-cycle. This built-in exibility can be used to specialize an application to speci c needs, as well as to extend it with newer techniques.
Flexibility generally comes at a price. In most instances, a special interface can be implemented with better performance than an interface for the general case. We sometimes had to decide if the additional exibility was really worth the price imposed by the interface.
D. Well Structured Framework
Architectures can o er the exibility mentioned above either as a pool of algorithms from which the programmer can choose and match, or this exibility can be o ered embedded in a prede ned framework. This framework structures the general rendering process into subsystems having prede ned responsibilities and interfaces. Algorithms are then inserted into the framework as implementations of a particular subsystem. The framework must be designed carefully, so as not to limit the possible set of implementations for a subsystem.
E. Modularity
To o er the described exibility, an architecture must be structured as a system of mostly independent subsystems that interact only through well-de ned interfaces. One major obstacle in this regard are the interdependencies between subsystems.
A functional decomposition of any system, and rendering in particular, leads to the design of an algorithm-based architecture. Such an architecture tends to o er little exibility and often results in a large monolithic software system, with strongly interdependent subsystems.
In contrast, as we wish to show in this paper, a decomposition along the lines of the underlying physical description and using object-oriented techniques is much more promising. Because the interfaces between subsystems are not based on a functional description, changes to the algorithms implementing the responsibilities of an object are much less likely to require changes to the architecture.
F. Practicability
Finally, perhaps the most important requirement is practicability, both for the implementor of the rendering system, as well as for a user of an application built upon this architecture. It is certainly not useful to design a system that is of theoretical importance, but is either hard to implement or hard to use, or both.
One important aspect of practicability is the presence of a exible and powerful interface to various modeling programs. Because there is currently no accepted standard for the description of rendering jobs, we have to live with a variety of data formats and be prepared to convert between them. An important issue in this respect is to provide a modeling interface powerful enough to easily accommodate most modeling data.
In our implementation we have chosen as the main interface for scene descriptions an extended version of the RenderMan interface 6] and have built other converters on top of it.
III. State of the Art
The Reyes rendering architecture 7], today used in Pixar's \Photorealistic RenderMan" product, is based on a single, but extremely exible, rendering algorithm. It supports a rich set of features, but it is designed not to use global illumination techniques.
One of the earliest object-oriented rendering architectures is the Ray Tracing Kernel 8] . It introduced the basic structure for the uniform handling of geometric objects and shaders as abstract objects in the architecture. Most of the later architectures, including Vision, use many of these ideas.
Shirley proposed an object-oriented Ray Tracing Framework for Global Illumination 9] . This framework is built on ray tracing and Monte-Carlo integration as the single global illumination technique. Supporting other solution techniques like nite elements would probably be di cult within this framework.
The Cornell Testbed for Image Synthesis 10] is a functional decomposition of the rendering process, where the decomposition is between rendering algorithms and not between conceptually independent parts of the simulation. As a result, each rendering algorithm must be explicitly rewritten to use a speci c global illumination algorithm. However, it is certainly one of the largest toolboxes for rendering and global illumination algorithms.
The Spectrum architecture proposed by Glassner 11] , 12] is designed to support many of the above requirements and is the most general rendering architecture we know of. However, it is strongly based on the point sampling or ray tracing paradigm. The architecture is still being implemented and currently o ers only a limited range of rendering algorithms. It is not clear if it could support nite element style algorithms e ciently. Several parts of the Spectrum architecture are based on a design strategy using algorithmic decomposition. It has, for instance, no notion of an object responsible for illumination computations. Instead it uses \active" objects in the scene description which drive the simulation. Examples are geometric objects that \know" how to send radiosity, or shaders that actively sample the incoming illumination.
The use of such active objects severely restricts the exibility of the architecture. For example, a new global illumination algorithm would require all geometric objects to be rewritten in order to use a di erent radiosity distribution algorithm.
Perhaps the most successful system for physically-based rendering is the Radiance system by Ward 13] , 14], 15]. The system is based on a single rendering technique using cached irradiance values in combination with deterministic and stochastic sampling through ray tracing (see also Section V-E). This technique allows accurate calculation of illumination even for very complex scenes. Although originally a research project, the system has gained much of its reputation from its successful use in many real world projects 15].
The clever choice of a very general rendering technique that places few constraints on the scene description makes Radiance applicable to most illumination problems. However, since the system is heavily dependent on its underlying rendering technique, it seems di cult to extend it to support other algorithms. It is in this sense that the Radiance architecture lacks the exibility we require. We believe that a more general and exible rendering architecture could o er the bene ts of Radiance in combination with other solution techniques. Although any comparison of these systems and architectures is di cult and will ignore many of their features, we have tried to summarize in Table I the support these systems provide for the above criteria. This table compares the features of the following rendering systems: the Reyes architecture (RM), the Ray Tracing Kernel (RK), Shirley's Ray Tracing Framework (RF), the Cornell Testbed (CT), the Spectrum Architecture (Sp), and Radiance (Rad). Features are marked as missing (-), supported (o), or well supported (+). Missing information is marked as (??). The object-oriented approach describes a system as a set of interacting, autonomous objects. Each object implements a particular algorithm to ful ll the responsibilities of its subsystem or class. In that sense, object-oriented analysis and design are a very natural way for describing the rendering process as a set of interacting subsystems. Each of the subsystems is responsible for one aspect of rendering and the subsystems interact through well-de ned interfaces to compute a solution to the rendering problem. We use the term \subsystem" 18] in favor of \class" to stress that a subsystem is often implemented as a group of related classes.
The responsibilities of the major subsystems which make up the model of the rendering process are: the emission of light, the interaction of light with surfaces (BRDF), the interaction of light with participating media, the geometric description of surfaces and volumes, the global propagation of light. For each subsystem we brie y outline its responsibilities and its interface to other subsystems. We then give a short description of the important physical aspects of each subsystem and motivate the required interfaces by sketching possible rendering algorithms that can be used.
A. Overview
The Vision architecture is divided into subsystems which have purely local responsibilities and others which manage the global aspects of illumination. The global aspects are implemented in the Lighting and the VolumeLighting subsystem. The latter is responsible for the global aspects of light propagation inside of a single volume. It works in collaboration with the Lighting subsystem, which is responsible for computing overall global illumination in the scene. In that sense, we have a two level global solution process on top of the local descriptions of the scene. Fig. 1 gives an overview of the global illumination subsystem of the Vision architecture.
B. Local Descriptions and Global Solutions
Before we discuss the di erent subsystems of Vision, we want to address an issue general to object-oriented systems. Global illumination, which is at the heart of a physically based rendering architecture, is a global process, which requires global knowledge about the participating entities. It is di cult to map this global aspect of illumination to a set of independent and self-contained objects. This problem is similar to the well known problem of constraints in object-oriented systems 20], 21]. There, each constraint is a purely local description, but a proper solution meeting all constraints can only be computed if certain global information is available about all constraints. This global aspect is often described at a higher level of abstraction that coordinates the local descriptions of single constraints.
We approach the global aspects of image synthesis from a similar direction: The process of global illumination is split into purely local subsystems, describing emission, reection, etc., and a higher level subsystem that combines these local descriptions to allow the computation of a global solution.
We continue with a discussion of the local subsystems before describing the global Lighting subsystem.
C. The LightSource Subsystem
The responsibility of the LightSource subsystem is the local description of the emission of light from light sources. Although emission is physically described at the point of emission, we have chosen a di erent description which allows a more general, more e cient, and uniform handling for point, surface and volume light sources.
During image synthesis, emission information is usually not required at the light sources. Instead, we need information about the resulting illumination at speci c points on a receiver. This implies that a suitable interface for the LightSource subsystem should o er methods to query illumination information on the receiver side.
To stay with our idea of a purely local model of the description of light sources, this illumination information does not account for any global e ects. It is the direct illumination on the receiver under the assumption of no other objects in the scene. To be precise, it is also a local model of the light source itself, in that interactions between di erent parts of a light source, e.g. self-shadowing, need not be taken care of by the light source itself. This will be resolved by the Lighting subsystem responsible for global e ects described below in Section IV-H.
An exception to this rule are volume light sources. Because of their complexity, they must account for any global e ects within the source volume itself (see Section IV-G). This is a result of the two level global strategy mentioned above.
C.1 The Interface
There are three interfaces to the LightSource subsystem: the point sampling interface, the stochastic sampling interface, and the nite element interface. C.1.a The Point Sampling Interface. The point sampling interface to the LightSource subsystem allows other subsystems to query the direct illumination at a speci c point in the scene. It is possible to restrict the solid angle from which illumination information is requested. This allows e cient handling of cases where the requesting subsystem has some knowledge about which illumination is currently important. It could, for instance, request illumination only for the positive hemisphere of an opaque surface or for an in nitely small solid angle for a perfect mirror re ection in ray tracing. C.1.b The Stochastic Sampling Interface. The stochastic sampling interface of the LightSource subsystem returns information for Monte-Carlo style algorithms. The light source can be requested to return a number of sample points on the light source with directions in which light is emitted and with the relative probability of each sample. This interface is used by Monte-Carlo style algorithms. C.1.c The Finite Element Interface. The LightSource subsystem also o ers a special interface to support nite element algorithms. Illumination can be requested from a Subdivision of a light source, where a Subdivision object describes a part of a surface or a volume and are speci ed in Section IV-E.1.c. The interface also allows for sampling the emitted radiance on a subdivision of a light source and for requesting the average radiosity on it.
C.2 The Illumination Sample
Emission is described by the incident radiance L i at the receiver. This makes the output of the light source subsystem directly compatible with the input of the Shader subsystem discussed later in Section IV-D. The output of the LightSource subsystem is described as a set of illumination sample objects. These objects can then be queried for a radiance value, the direction of the incoming radiance, the solid angle covered by this sample, and so on.
We also permit the directional distribution of the incident illumination to be unknown. This is the case, when a radiosity algorithm is used to compute illumination and we can only compute the incident irradiance 4E (x) at the receiver due to a speci c light source. This value can also be queried from the illumination sample.
Returning an illumination sample object instead of directly returning radiance and solid angle information has several advantages for the rendering architecture. First of all, it gives the returned information an identity and allows for requesting additional information, e.g. to re ne an illumination sample. Additionally, it allows the interface to be easily extended by adding new methods to the illumination sample. The illumination sample can also be used to cache the returned information, in case multiple queries are made from other subsystems.
Although the interface seems much more complicated than the simple physical description suggests and more complicated than that used in many other rendering systems, it allows a very exible implementation of lighting algorithms which request minimal initial information and e ciently re ne this information whereever necessary.
D. The Shader Subsystem
The interaction of light with a surface is a separate concept in our rendering model. Its responsibility is the computation of the BRDF (3) and the calculation of re ected radiance. The interaction of light with surfaces is often described using surface shaders 22], 23].
The BRDF describes the ratio of re ected radiance L r in direction! r to di erential irradiance arriving at x from the direction! i .
The responsibility of the Shader subsystem is the suitable representation of the BRDF. Through its interface it o ers other subsystems access to various aspects of the BRDF.
To compute the re ected radiance in a certain direction, the Shader subsystem must know the global incident illumination. It uses the point sampling interface as described for light sources to obtain incident illumination at a point on the surface. However, the information is not directly requested from the LightSource subsystem, which can only supply local illumination. Rather, the global Lighting subsystem is responsible for supplying the global illumination (see Section IV-H).
D.1 Irradiance and Outgoing Radiance
Depending on the algorithm that computes the global illumination in a scene, illumination can be supplied to the Shader subsystem in three di erent forms. In the normal case, illumination is supplied as incident radiance L i .
The second case occurs when the information about the directional distribution of incoming radiation is unknown.
In this case only irradiance values E can be made available to the Shader subsystem to compute the re ected radiance. We allow this irradiance value to depend on the outgoing direction. This is useful, for instance, for radiosity computations where the original incoming radiance distribution is lost, but a directional distribution of the re ected radiance values has been computed 24], 25].
In these cases, the outgoing radiance or radiosity has normally been computed based on an approximation over a larger surface area, e.g. based on an average re ectance factor. These values cannot be used directly by the shader subsystem because they represents outgoing, i.e. already re ected, radiance. However, we want these values to go through the shader subsystem in order to have the ability to incorporate a more detailed description of re ectance, e.g. with textures, than the approximation used for global illumination. Thus, these values must be converted into incoming quantities to be re ected by the Shader.
Because the directional information for these values has been lost, the Lighting object supplies an irradiance value E(x;! r ) that is then di usely re ected by the Shader. Because the Lighting object knows the outgoing direction, it can supply an irradiance value, which results in the correct outgoing radiance. To be able to convert the outgoing radiance to the proper irradiance, the color of re ected radiance, as described by the Shader, must be independent of the incident direction.
In the third case, a global illumination algorithm has fully accounted for any e ects of the BRDF and already has a detailed description of the outgoing radiance L d at a point. In this case, the Shader subsystem must not change this value and simply adds it to its computation of re ected radiance. This case is also used if the conversion of outgoing radiance to irradiance is impossible due to the complexity of the BRDF.
Taken together, our extended model of the interaction of light with surfaces computes the re ected radiance according to the formula
D.2 The Interface and Relation to Other Subsystems
The Shader subsystem is intended to be passive, requesting illumination information from the Lighting subsystem at a high level, e.g. for a complete hemisphere. This allows the global Lighting subsystem to decide how global illumination is calculated, instead of distributing this decision over many implementations of the Shader subsystem.
To support the Lighting subsystem, the Shader supplies information about the importance of illumination in different directions to the Lighting object when requesting illumination information. Without this importance information the Lighting subsystem cannot know that a surface shader with a mirror re ection term requires a point sample of incident illumination in the re ection direction. D.2.a The Stochastic Interface. For the Monte-Carlo style algorithms (see Section V), the Shader subsystem o ers a method for returning a number of sample directions for re ection and transmission, given an input direction and a point on a surface. For each sample direction, this method also returns the probability with which it was chosen and the value of the BRDF f(! i ; x;! r ). D.2.b The BRDF Interface. It is sometimes necessary to directly obtain the value of the BRDF. The BRDF interface returns the re ectance coe cient, given a point on the surface and the incoming and outgoing directions. D.2.c The Finite Element Interface. Finite element algorithms require a representation of the BRDF in terms of coe cients of basis functions. Because the Shader cannot know about the particular basis functions used by an algorithm in another subsystem, it o ers an interface to sample the BRDF and supplies bounds on the partial derivatives of the samples over an area and a solid angle. This allows for e cient computation of the representation in terms of a set of basis functions.
The nite element interface can also return average reectance values for surface elements speci ed by a Subdivision object.
E. The Geometry Subsystem
The Geometry subsystem is responsible for the representation of surfaces and volumes in a scene. The geometry in a scene is described by a number of independent geometric entities. Each entity can either describe a surface or a volume, where a volume object is de ned as the interior of a closed surface.
E.1 Surface Primitives
Real surfaces can potentially have any shape, but for the purpose of manipulating them in a rendering system a suitable mathematical representation of surfaces must be chosen. All representations should allow a convenient speci cation of a large class of surfaces and should support fast and e cient access to their properties through a common set of interfaces.
To support a wide range of geometric objects, we need a rather general set of supported operations. There are three interfaces de ned for surfaces: E.1.a Range Queries. Given a suitable de nition of a range in 3D, which could be an axis-aligned bounding box or a bounding slab 26], this interface allows the querying of an object for a tight bounding range of itself. An object must also be able to decide if it is completely, partly, or not contained within a given range. These operations allow the construction of spatial data structures for accelerating operations such as visibility testing 27], 28] or ray tracing. E.1.b Point Sampling. Many algorithms require a method for generating point samples of a geometric object. There are basically three di erent methods for generating point samples: intersecting rays with the object, distributing points on the 3D surface of an object, or distributing points in the parameter region of a parametrically de ned object.
The point sampling interface must return information about a point on a surface. This information includes 3D and parametric coordinates (x; y; z; u; v), tangent and normal vectors, etc. Returning all this information at once is not e cient, because not all of the information is normally required, and it might be expensive to compute some of the values for certain types of primitives. On the other hand, requesting each of a primitive's parameter independently is also less than optimal, because for some primitives it would require duplication of the same calculations for each parameter.
Instead, we decided to return a SurfaceInfo object for a point on a surface which can, in turn, be queried for the parameters. It can cache calculated information and do lazy evaluation in cases where computing a value is expensive. In this case, just enough information is stored in order to calculate any of the surface parameters upon request. E.1.c Subdivision. There is a large set of nite element algorithms that require the subdivision of surfaces into smaller elements. Subdivisions can also be used to obtain polygonal descriptions of primitives for various algorithms, such as polygon rendering using a scan-line algorithm or a graphics library like OpenGL 29] .
The requirements for meshing vary greatly between different algorithms. Common requirements are a prede ned geometric con guration of the patches, e.g. triangles or quadrilaterals; prede ned topology of patch con gurations, e.g. rectilinear grid; support for hierarchical subdivisions; size constraints, e.g. minimum and/or maximum size, maximum deviation from the original surface. Often, algorithms use a combination of the above requirements. This wide variety of requirements makes it di cult to provide a general interface to subdivisions.
The requirements for a subdivision are speci ed in a special object which is passed to a Geometry object when requesting a master subdivision object of the primitive. This master subdivision may consist of many children in order to meet the requested subdivision requirements.
The interface to the Subdivision subsystem permits querying of a Subdivision object for the following information: area and maximum diameter; a convex hull; a representative point as a SurfaceInfo object, e.g. the center; the atness, e.g. the maximum derivation from the true surface; a polygonal approximation of the patch; the number of vertices, the actual vertices, and for each vertex all adjacent patches. In order to support hierarchical subdivisions, additional functionality is supplied for subdividing a Subdivision object, listing the children and the parent of a patch, nding the leaf node of the tree containing a point in the Subdivision, getting topological information. The current Subdivision design is powerful enough to support common nite element methods used in computer graphics. This includes traditional radiosity 30], hierarchical radiosity, wavelet radiosity and wavelet radiance using quad-tree hierarchies over triangular and quadrilateral domains 31], 32], 33]. Also available is the polygonal approximation of all surface primitives.
F. The Surface Subsystem
A surface object in the scene description consists of a geometric description, a Shader which describes the surface's optical properties, and an optional LightSource object describing the light emission from the surface.
All surface primitives are derived from the Geometry class. The Shader and the LightSource objects are not directly part of a Surface object. Instead they are associated with the geometry through the hierarchical scene description. The scene description is organized as a directed acyclic graph, where internal nodes supply attributes to their subgraphs.
G. The Volume Subsystem
The responsibilities of a Volume object are divided into independent parts and are assigned to a few local and one global subsystem. The Volume object itself only manages these subsystems.
G.1 The Internal Structure of a Volume Object
The organization of a Volume object is similar to a surface object. It consists of the geometric description of the boundary of the volume and can optionally contain other surface representations for the volume, e.g. iso-surfaces or cut planes. The Shader object associated with a volume by the scene description only applies to these supplementary surfaces and the volume can supply volume data as parameters to these shaders.
Volume objects normally make use of special VolumeLightSource objects. They are derived from the same LightSource class, with additional functionality for accessing the data set of the volume. Finally, the interaction of light with a volume object is described by an object of the VolumeLighting subsystem.
The VolumeLighting subsystem calculates the global illumination e ects within a single volume object. It makes use of the VolumeSampling subsystem to determine where the volume data is sampled, and of the TransferShader subsystem, which computes the terms of the transfer equation (5) at those sample points. These values are then numerically integrated by the VolumeSampling subsystem and returned via the Lighting subsystem.
Di erent kinds of VolumeLighting objects implement different strategies for using the VolumeSampling and TransferShader subsystems. The VolumeLighting object is also responsible for the global lighting e ects due to scattering.
This division of the responsibilities follows the same principles we applied to surfaces. Each subsystem computes local values based on local input data, which are then combined by a Lighting object into a global solution which is, in this case, only global to the volume object.
G.2 Volume Geometry
A volume primitive can be rendered either directly, or through a surface approximation, e.g. an iso-surface or a cut plane. Because of the latter case, the Volume class is derived from Geometry and volume objects support the same interface as surfaces. Volume objects without a surface description can just ignore irrelevant requests through the point sampling and meshing interface, but they must support range queries.
Volumes o er a volume subdivision interface, similar to the surfaces subdivision interface. This allows the hierarchically subdivision of a given volume and the querying of common volume properties.
G.3 The VolumeLighting Subsystem
The VolumeLighting subsystem describes the interaction of light with matter as it travels through the volume and the emission of light from volumes. This description is much more di cult to handle than the interaction of light with a surface, because the interaction is not localized to a single point but along a line segment.
The interaction of light with a volume object is described by the transfer s1 (p + s!;!)ds is the optical depth of the material using the total extinction coe cient , and the total emission = q +j describes the e ects due to emission q(x;!) and in-scattering j(x;!) 4].
We can again break up the description of a volume object into a number of purely local descriptions and one global description. The latter uses the local descriptions to calculate the global aspects of the interaction of light with a volume.
Because of the potential complexity of the global interactions within a single volume, it is useful to keep these interactions separate from the global aspects of light propagation in the complete scene. As a result, we have a three level hierarchy of subsystems for volume objects: the global Lighting subsystem, the VolumeLighting subsystem, and the local descriptions of the Volume object.
The VolumeLighting subsystem is responsible for describing the global illumination e ects within a single volume object. It computes either the absorption term e ? (x0;x) or the full transfer equation (5) including the integral between an entry and an exit point of a ray through the volume. Other subsystems may utilize this subsystem to obtain the change in radiance traveling through the volume along a given ray.
The input is given by a ray segment with an entry and an exit point p i ; p o , both within the volume, and an input radiance L(p i ;p i p o ). The return value is an output radiance L(p o ;p i p o ). This interface is implemented by two local subsystems within the Volume object, the TransferShader and the VolumeSampling subsystem.
G.4 The TransferShader Subsystem
The task of the TransferShader subsystem is to compute the terms of the transfer equation at a single point in the
a point in the volume and an outgoing direction. It returns the absorption and out-scattering coe cients, and the emitted and in-scattered radiance per unit length. For e ciency reasons, a subset of these values may be requested if not all of them are to be used.
To compute the in-scattered radiance, the TransferShader subsystem queries the VolumeLighting subsystem to obtain the incident illumination, using the light source interface (see Section IV-C). The VolumeLighting subsystem can then decide how to compute global scattering e ects. It may contact the global scene Lighting subsystem to compute the illumination from light sources outside of the volume object. The VolumeLighting object may in turn rely on the samplers and shaders to recursively derive the resulting incoming illumination.
G.5 The VolumeSampling Subsystem
The task of the VolumeSampling subsystem is to compute the locations where the volume data is sampled, and to numerically integrate these values according to equation (5) . Its input is the same as that of the point sampling interface of the VolumeLighting object, i.e. a ray segment and an input radiance.
It computes a number of sample points along the ray segment, both in local volume coordinates and in world space. For each sample point it calls the TransferShader to compute the suitable terms of the equation and uses the results for a numerical integration of (5). The approximated integral is then returned via the VolumeLighting object.
G.6 The VolumeLighting Interface
The interface to the VolumeLighting subsystem consists of the light source and the light attenuation interface. G.6.a The LightSource Interface. The Volume subsystem supports the same interface as a generic light source described in Section IV-C. This enables volume light sources, e.g. res or ames, to be handled in the same way as any other light source. This interface is implemented by a VolumeLightSource object.
The exible design of the LightSource subsystem comes very handy here. We decided to return an abstract illumination object as the return value for a illumination query. It does not matter whether that object is returned from a point light source, an area light source, or a volume light source. There is no need for the client of the interface to know what kind of light source emitted the light.
The illumination information returned by the volume is again local information in the sense that it only takes into account information that is available within the object itself. Thus, illumination due to the source term must have been attenuated by the extinction term and it should have 6 .b The Attenuation Interface. The interface for computing the e ects of the volume as a participating medium is divided into two parts to support algorithms that use a Monte-Carlo or a nite element approach. Fig. 2 . A combined volume and surface rendering using ray tracing.
The volume object above the table is illuminated by the light source on the left and casts a shadow onto the wall and the table.
The interface for Monte-Carlo-like algorithms supports the calculation of the volume e ects on segments of a ray. This is similar to the Shader subsystem, where the interaction with a ray only occurs at a single point. An example image for the combined rendering of surface and volume objects is shown in Fig. 2 .
The interface to the nite element algorithms also resembles the one for surfaces. A Volume object can return an object derived from the abstract class VolumeSubdivision, which provides access to the properties of this nite voxel element. In addition the VolumeSubdivision object can be queried to subdivide itself into smaller voxels. The criteria for the subdivision are similar to those for surface subdivision objects.
This VolumeSubdivision object can then be queried for the usual volume properties like emission, absorption, or scattering coe cients. Again the interface is similar to those for surfaces. These properties can be queried for a single point in a voxel and return error bounds on the partial derivatives of the quantities. These error bounds allow a nite element algorithm to adaptively subdivide a voxel depending on the requirements of the algorithm. This interface allows for implementing volume radiosity with general volume-volume and volume-surface interactions 36], 37].
In addition, the VolumeSubdivision class o ers a method for requesting the mean values of the isotropic emission,
G.7 Discussion
The model of geometric primitives we have just presented is very general and supports a wide range of surface and volume primitives under a common interface.
The classi cation of volume primitives as a subconcept of surfaces is somewhat unusual, but is nonetheless very practical. The common interface for surfaces and volumes is also bene cial in the implementation of clustering algorithms for radiosity 38], 39]. The use of a special independent Volume subsystem would cause problems when describing a surface representation of the volume.
H. The Lighting Subsystem
The Lighting subsystem is the central part of our architecture. The Lighting subsystem is responsible for computing an approximate solution to the rendering equation (1) . It combines the local descriptions of the other subsystems in order to obtain a global solution for the illumination in a scene,.
The responsibility of the Lighting subsystem is to compute the global illumination at a point in the scene using its global knowledge about light distribution in the scene, but relies on the other subsystems to compute the local e ects. Therefore, it depends completely on the local subsystems for its proper operation.
H.1 The Interface
The Lighting subsystem must be informed about all parts of the scene that it is operating on. This includes all surfaces, light sources, volumes with their optical properties, as well as speci cations about the virtual cameras in the scene. The scene description can be speci ed in multiple pieces to allow for a partitioning of the solution process.
For practical and e ciency reasons, it is useful to di erentiate between passive and active surfaces and volumes. Passive surfaces do not participate in propagating light, they only cast shadows. Similarly, passive volumes only absorb light but do not emit or scatter it.
After the Lighting subsystem knows about the scene, and before the actual rendering is performed, the Lighting subsystem can be asked to precalculate any information required for the global illumination solution. Although this preprocessing could be folded into the rst request for illumination, providing this interface allows explicit control over this preprocessing step.
Finally, during rendering, the Lighting subsystem is queried for illumination information from the Shader and the VolumeLighting subsystems. The interface for these queries is identical to the light sources interface (see Section IV-C). The Lighting object returns illumination samples which describe the global illumination computed by the Lighting subsystem.
H.2 Support for Graphics Libraries
In order to support previewing of the scene using standard graphics libraries, a suitable description of the illumination must be available. A fast approximation can be obtained by using the local illumination support of the graphics library. To enable this, the Lighting subsystem must be able to supply a suitable approximation of the global illumination in the common light source format used with these libraries. This approximation can then be used to feed a, possibly hardware supported, lower level graphics library like OpenGL 29] .
H.3 The Incremental Interface
To allow incremental changes to the environment of a global illumination solution, the Lighting subsystem must o er an interface for making incremental changes by removal, addition, or modi cation of objects in the scene. If the implementation of the Lighting subsystem can support such changes, this interface allows it to maintain the global solution during changes of the environment without having to recompute the entire solution.
To allow a large set of changes to be handled e ciently, any set of changes must be followed by another preprocessing request to the Lighting subsystem in order to take e ect. This permits an e cient update of the solution if the algorithms can make use of any coherence in the set of changes.
V. The Lighting Subsystem -Algorithms and Implementation
The Lighting subsystem lies at the heart of Vision. This subsystem is responsible for calculating the global illumination at every point in the scene. In the preceding sections we have concentrated on the abstract design of the Vision rendering architecture and the responsibilities and interactions of the lighting subsystem with other components of the architecture. In this section we wish to illustrate our actual implementations of the Vision Lighting subsystem within this architecture. In order to do so, we brie y review the underlying algorithms, then describe the necessary interactions between the di erent subsystems, and nally provide details of our speci c implementation. We start with a short discussion of traditional local illumination algorithms. For global illumination, we describe several algorithms, both from the Monte-Carlo and thenite element approach. For Monte-Carlo style algorithms we discuss path 
A. Local Illumination
The implementation of a Lighting class for local illumination is simple, because all that is necessary is to forward the illumination request for the Lighting subsystem (step 1) to all light sources (2) and to return the combined illumination. A schematic view of the involved subsystems is given in Fig. 3 . For each point light source only a single illumination sample can be returned. Other light sources determine a suitable number of illumination samples appropriate for illuminating the given point. This choice can be in uenced by the Lighting object, which can specify an error tolerance when forwarding the request to the light sources. In addition, the illumination object can re ne illumination samples if it considers them to be too inaccurate, e.g. if they transports too much radiance per solid angle.
A.1 Shadows
Additional subsystems are involved for computing shadows. For each illumination sample intervening surface and volume objects must be found (3) and they are checked for obscuring or attenuating the transported radiance (4).
The visibility check is based on point-to-point visibility by requesting one or more source sample points from an illumination sample and by using ray tracing to nd occluding objects. The same techniques can be used to nd intervening volume objects. The Lighting object then uses the attenuation interface of the Volume subsystem to calculate the attenuation e ects.
A.2 Optimization
Illumination requests to the Lighting object also specify an illumination cone, which can be used to speed up the illumination calculations by a simple culling technique. During preprocessing, the Lighting object computes bounding spheres around each LightSource object. These spheres can then be used to cull out light sources which cannot emit light from within the illumination cone.
Visibility tests are accelerated using special visibility data structures. Acceleration data structures, which are embedded in the scene graph, e.g. octrees, grids, or others, are used automatically during intersection traversal of the scene graph. Additionally, the Lighting object can build its own data structures that are especially designed for visibility testing 43 
B. Monte-Carlo Techniques
Monte Carlo techniques are a very general method for solving integral equations using large numbers of point samples 47]. The Monte-Carlo technique estimates an integral I by taking a large number of point samples i of the integrand f. The samples are chosen according to a suitable probability density function p.
In rendering, Monte-Carlo integration can be used to compute anti-aliasing, depth of eld e ects, motion blur, soft shadows, or blurred re ection and transmission 48], 49].
Each of these e ects adds at least one additional dimension to the integral of the rendering equation (1) . Each dimension of the integral could be sampled by shooting extra rays. However, this leads to an explosion of the number of samples taken. Instead, the Monte-Carlo technique uses strati cation 50] and samples all dimensions of the integral with one ray simultaneously. For each dimension, the parameter of the ray is chosen by stochastically selecting one of the possible values. This technique has also been called path-tracing 1].
The art of Monte-Carlo sampling is the proper selection of the probability density function p, which should be as similar as possible to the integrand. The use of importance sampling 50], where information about the integrand is used to adjust p, can drastically reduce the variance and therefore the visible noise in an image.
B.1 Selecting Samples
To choose an optimal density function p, two pieces of information are used by the Lighting system: the BRDF of surfaces and the incident radiation. Unfortunately, both pieces of information are located in di erent subsystems within the architecture. While the Lighting subsystem has no knowledge about the BRDF of a speci c surface, the Shader subsystem has no information about the incident global radiation. We have decided to compute the probability density function for importance sampling in the Lighting subsystem for the following reasons: First. it simpli es the implementation of the Shader subsystem, because it does not have to deal with the issue of illumination sampling. Second, it also keeps this subsystem completely local. Last, but not least, only those Lighting objects using stochastic sampling need to implement the computation of p.
In our implementation, the Shader supplies importance information to the Lighting subsystem in the form of a sum of Phong-like functions, i.e. p(!) = P i i (! ! i ) i . They are common in shader code and result in fast and e cient computations. The proper weighting of the illumination samples is performed in the Lighting subsystem before they are returned to the Shader.
In the next sections we describe three examples of MonteCarlo algorithms implemented in our architecture.
C. Path Tracing
Path tracing, as suggested by Kajiya 1] , sends two new rays at each intersection with a surface: A shadow ray, which samples direct illumination, is sent to a stochastically selected point on one of the light sources, while the indirect ray is sent in a direction that is chosen according to the BRDF at this point. This process is recursively applied to all intersections generated by the indirect rays.
For direct illumination the Lighting object rst stochastically selects one of the light sources for sampling, estimating their importance from an approximated solid angle. It then uses the stochastic sampling interface of the LightSource subsystem to get a point sample of the illumination. C.1 Implementation A schematic view of the interaction of the subsystems for path tracing is given in Fig. 4 . The original algorithm by Kajiya 1] uses only the BRDF of the surface to select a sample direction for indirect illumination. Correspondingly, the Lighting object uses the stochastic sampling interface of the Shader subsystem to obtain a direction in which to sample the indirect illumination (step 2). It sends a sample rays in each direction (3) and queries the Shader of the intersected surfaces for the radiance emitted along the ray (4) .
If a sample ray hits a participating media object, a dummy Shader object of the boundary forwards the request to the VolumeLighting object (5), which is responsible for calculating the radiance along the sample ray. It calculates the incoming radiance where the sample ray leaves the volume and accounts for any volume e ects within the object. To calculate the incoming radiance, the VolumeLighting object recursively queries the Lighting object for the illumination from a delta solid angle (6) . Finally, the radiance of the sample ray is then weighted with the relative probability of the sample direction.
The direct illumination at a sample point is performed as described above by sampling the light sources (7) and shadow testing (8, 9 ). An example image using path tracing is given in Fig. 5 . 
D. Bidirectional Estimators
In 40] the variance of the path tracing technique is reduced by generating paths in both directions: starting at the light sources and at the camera. Complete paths are obtained by suitably generating connections between nodes from the two paths.
This technique avoids the common problem of MonteCarlo ray tracing in nding the illumination due to a highly localized source of illumination, such as a narrow spot light. By tracing a path of several generations of rays from the light source into the scene and connecting them to a path starting from the camera the probability of nding a nonobstructed connection between the two paths is increased and the variance of the samples can be reduced.
In a sense, this algorithm combines Monte-Carlo ray tracing with the idea of importance transport from the camera 51]. Only those paths are taken which have both a high probability of transporting light from the light source to the camera and importance in the opposite direction. 
D.1 Implementation
The interactions between the subsystems implementing this technique are sketched in Fig. 6 . The sampling interfaces of the Lighting subsystem are used to generate the paths starting from the light sources (step 2). The rays in the other direction start at the point for which the Lighting subsystem is called and the stochastic interface of the Shader subsystem is used to determine their directions (3) . Both methods calculate the intersections with the objects in the scene to determine the next node in their path (4) . Finally, we need two calls to the BRDF interface of the Shader subsystem when connecting two paths (5). Transparence and volume e ects by participating media are accounted for using the interface of the VolumeLighting and the Shader subsystem (6) .
During these computations care must be taken to properly weight the radiance transported by a path in order not to introduce bias into the solution 40].
E. Irradiance Caching
A hybrid technique for sampling the incident illumination was developed by Ward in his Radiance software package 13], 14], 15]. He splits the incident illumination into a direct and an indirect contribution, which are computed separately. The direct term is sampled using the standard Monte-Carlo technique, while the indirect contribution is only sampled at a few points in the scene.
The indirect contribution at such a point is calculated by sampling the illuminating hemisphere with a large number of sample rays. The resulting irradiance is stored in cache using an octree data structure 13].
Whenever indirect illumination is required at a point, the octree is rst checked for irradiance samples which can be used to interpolate a value for this point. Because indirect illumination generally varies slowly in an environment, this interpolation introduces only a small error. A new irradiance value is computed, only if too few samples are available for interpolation, which is then inserted into the octree cache.
In 14] an algorithm is presented to derive the translational and rotational gradient of the irradiance. The gradients can be used to obtain a better, second order interpolation as well as to obtain a better estimate for the size of the region where an irradiance sample can safely be used for interpolation. 
E.1 Implementation
The interaction of the subsystems involved is depicted in Fig. 7 . For direct illumination this algorithm uses techniques similar to the other Monte-Carlo algorithms above (step 2). To compute an indirect irradiance sample, a number of sample rays is used. Their distribution is independent of the incident illumination and the BRDF of the surface. Thus, the sampling interfaces of both subsystems are not used.
For all intersections of these sample rays with a surface (3), the radiance re ected to the receiver is queried from the Shader subsystem (4), which, in turn, requests illumination samples from the Lighting subsystem (5). The Lighting subsystem checks the cache for irradiance samples (6), which can be used to interpolate the irradiance at this sample point. If too few samples are in the cache other irradiance samples are recursively computed.
F. Finite Element Techniques
A nite element algorithm for solving the global illumination consists of four steps: the selection of a suitable set of basis functions N k (x) for representing the illumination on a surface, the meshing of the environment into a set of compatible surface elements, the setup of the linear system, and nally the computation of a solution to it. For some basis functions, e.g. constant functions, an additional fth step is required to reconstruct a smooth radiance representation.
The linear system relates the illumination of an element to that of all other patches that can send light to it. More accurately, it relates the coe cients of the basis functions. The solution of the linear system is the set of coe cients b i;k for a basis function k which determine the illumination over the surface element i. The solution is an approximation in the given basis to the correct global illumination.
Depending on the algorithm, the nite element technique computes the radiance re ected from a surface element as a function L i (x;!) = P b i;k N k (x) over the element i. In the following we discuss the representation of directional radiance over surface elements, although most algorithms only deal with uniform or di use re ection. In this case, the re ected radiance is constant in all directions and the radiance is independent of the direction L i (x;!) = 1 B i (x).
F.1 Common Implementation Aspects
All nite element techniques share the same general structure in their algorithms which is described next before each algorithm is discussed in more detail. F.1.a Basis Functions. First of all, the set of basis functions must be chosen which is used to represent the illumination. This step also determines the requirements on the subdivision or meshing. F.1.b Meshing. Before a nite element algorithm can start to compute illumination, it needs to nd a suitable subdivision of the scene into elements. The meshing must conform to the requirements of the algorithm, which restricts the type of mesh elements, their topology, etc.
Depending on the algorithm, this initial subdivision is either immediately re ned to a suitable accuracy, or the re nement is deferred and is computed during the solution step. F.1.c Setup of the Linear System. In order to set up the linear system all algorithms need to obtain a description of the emission of the primary light sources in the scene. During the meshing step, the Lighting object identi es all geometric objects which are associated with light sources. For each of them, it needs to nd a suitable representation of the emitted radiance.
The Lighting object can either use the averages interface of the light source subsystem to obtain these values, or it samples the emission and reconstructs a representation using the chosen set of basis functions. For light sources with no associated geometry, e.g. point or spot lights, the Lighting object calculates the resulting illumination on all other elements. The next step after the meshing and the initial light distribution in the scene have been set up is the computation of the coe cients 52] Each algorithm uses a di erent representation of this matrix. The elements of the interaction matrix are often computed as they are required by the algorithm, e.g. in progressive radiosity, or they are stored in a sparse matrix representation as links between two elements, e.g. in hierarchical radiosity 31].
The Lighting object uses the surface information queried from the Subdivision objects, such as normals, position, or area, etc. to compute the interactions. The visibility term V is normally computed by ray tracing and can include the e ects of participating media between two surfaces.
It is also possible to directly include volumes in thenite element computation. Similar to surfaces, each volume is subdivided into volume elements and interaction coecients are computed. In addition to surface-surface coecients, new surface-volume and volume-volume interactions must be computed 36], 37]. This requires the non-trivial cooperation of the global Lighting and the individual VolumeLighting objects and is not discussed further here. F.1.d Solution. Depending on the algorithms used, one of the many iterative solution techniques for linear systems, like \gathering" (Gauss-Seidel), \shooting" (Southwell), or over-relaxation are used to solve the linear system 53]. F.1.e Reconstruction. In a kind of preprocessing stage, all the previous steps have computed a representation of the global illumination in the scene using the chosen set of basis functions. During rendering, when the LightSource system is requested to return the illumination at a point on a surface, it must reconstruct this information from the coe cients of the basis functions.
If the basis functions are smooth, the returned illumination at any point is directly given as a linear combination of the basis functions. If the basis functions are not smooth enough, e.g. if constant basis functions are used, a post processing step, e.g. linear interpolation between the patch boundaries, is necessary to compute a smooth illumination function.
If the detail of the illumination captured by the basis functions and the meshing is insu cient, the reconstruction step can use the computed solution to re ne the illumination. One method is to substitute the computed global radiance solution into the rendering equation and solve it locally for the illuminated point. This results in a nal gathering of light from all other surface elements to this point 54] . Because the computation is performed for each visible point, the local details are more thoroughly captured. Some of the information computed during the solution process can be used to speed up this step 55] .
In the following we describe some of the importantnite element algorithms for global illumination calculation implemented in the Vision architecture:
Hierarchical Radiosity As an extension of classical radiosity 30] hierarchical radiosity uses constant basis functions but with a hierarchical structure 31]. Wavelet Radiosity This technique combines and generalizes the ideas of hierarchical radiosity and Galerkin radiosity 41]. Speci cally, it uses wavelets as basis functions 32]. Wavelet Radiance While the above algorithms only used di use re ection, the wavelet radiance algorithm also considers the directional dependence of the re ected radiance, again using wavelets as basis functions 42], 54].
G. Hierarchical Radiosity
The hierarchical radiosity (HR) algorithm 31] uses constant basis functions to represent radiosity and re ectance on surface elements, but allows a hierarchical re nement of the initial elements using a quad-tree.
The new idea of HR is that it allows interactions between di erent levels in the subdivision hierarchy. Together with an error metric, called an \oracle", which predicts the error made when two patches are linked, this reduces the algorithm to linear complexity in the number of nal subdivisions, instead of the quadratic behavior of other radiosity algorithms. 
G.1 Implementation
The interactions between the subsystems implementing hierarchical radiosity are given in Fig. 8 . G.1.a Preprocessing. The requirements for the radiosity mesh depend on the accuracy that should be obtained and the reconstruction technique used. The geometric objects in the scene are requested to return a Subdivision object of themselves (step 2). The created Subdivision objects are stored in a local data structure, for instance as a hash table, that allows for fast retrieval of the associated Subdivision object for a particular geometric object.
After the radiosity mesh has been created, the initial radiosity values and the mean re ectance of each element must be obtained. They are queried from the Shader and the LightSource objects associated with a Subdivision (3, 4) using the interface to obtain average values (5, 6).
Instead of explicitly storing the interactions I p;q i;j in the form of a matrix, the entries of the matrix are represented as a links between two surface patches. Each link stores the form-factor between the two patches. These links are created starting with every combination of two top-level Subdivision objects. Then the oracle is asked for the error involved when linking these two patches. If this error is larger than a speci ed tolerance, one of the patches is subdivided. The algorithm then recurses by linking the non-subdivided patch to each of the new patches.
In 31], two di erent oracles were used: The rst approximates the error in a link as proportional to the form factor between the two patches. This has the disadvantage that the amount of radiance transferred by a link is not included in the error. The second oracle uses the product of the form factor and the energy of the sending patch as an error estimate. A more detailed analysis reveals that, in most cases, a closer error bound can be given 56].
The form-factor between patches is computed using ray tracing 57] with disk-to-point form-factors (7, 8) . For form-factor computation, the normal and the area of a patch can be obtained from the Subdivision objects, while the Lighting object uses its own data structures to maintain visibility and subdivision data.
The attenuation by participating media or semi-transparent surfaces can also be taken into account. The Shaders and VolumeLighting objects of primitives intersected by a form factor ray are queried for their attenuation (9) . G.1.b Solution. Once the main work has been done and the links have been set up, the solution is computed using Gauss-Seidel iteration to solve the linear system. For each patch and all of its subdivisions, it gathers the radiosity from all patches linked to them. This gathering step can be combined with the consolidation of the radiosity at the di erent levels of the hierarchy into a single, recursive gather-push-pull algorithm. G.1.c Reconstruction. When the Lighting object is queried for illumination values during rendering, it must rst determine on which element the receiving point is located. It maps the primitive to the associated primary Subdivision object stored in the internal data structures. This object is then queried for the leaf subdivision object containing the point.
Finally, the data associated with the Subdivision object is used to derive the radiosity at this point, either using linear reconstruction or the nal gathering technique 54].
If nal gathering is used for reconstruction, any subdivision is handled by the algorithm and no neighborhood information between elements is required. For the reconstruction of a continuous linear representation of radiosity, neighborhood information must be available from the Subdivision objects and it must therefore be requested when creating the radiosity mesh.
The algorithm for linear reconstruction requests the vertices from each Subdivision object, and for each vertex the list of adjacent Subdivision objects (10) . A weighted average of the radiosity from adjacent subdivisions is then interpolated across each patch.
H. Wavelet Radiosity
The wavelet radiosity algorithm by Gortler et al. 32 ] is also a hierarchical algorithm, but it uses wavelets as its basis functions. The algorithm has di erent requirements for the underlying subdivision of the surfaces, depending on which wavelet functions are chosen.
The main di erence between this algorithm and the hierarchical radiosity algorithm is the representation of the interactions between basis functions. Wavelet radiosity no longer uses intuitive geometric form-factors, but a more abstract inner product of the kernel of the rendering equation with the basis functions (7).
H.1 Implementation
The usage of subsystems by the wavelet radiosity algorithms slightly extends that of hierarchical radiosity (Fig. 8) . For numerical integration of interaction coe cients a number of sample points are taken on the domain of each basis function. These sample points can be obtained through the interface of the Subdivision subsystem. Fig. 9 . A wavelet radiosity solution with high shadow gradients using shadow masks.
A tradeo must be made if using higher orders wavelets. Although these have larger vanishing moments 32] and therefore can better approximate the radiosity on larger patches, the number of coe cients which have to be computed and stored with each link grows with the fourth power of the order of the basis functions. 
I. Wavelet Radiance
Wavelet radiance builds upon the wavelet radiosity algorithm, but the radiosity on a patch is replaced by directional dependent radiance. This technique can account for non-di use as well as non-isotropic BRDFs.
The directional dependence of the radiance values can be represented in two ways. Either the hemisphere of directions can be mapped onto a unit square for which a wavelet basis is known 54], or the radiance is represented using a three point relation 42]. In the latter case, radiance is represented by links which transport radiance between two patches via a third patch. Thus, it implicitly represents the directional dependence of the radiance. The latter algorithm has been implemented in the Vision architecture.
I.1 Implementation
The implementation of wavelet radiance as presented in 33] or 54] does not add further requirements to the architecture beyond those already discussed for wavelet radiosity. It uses the same interfaces of the Geometry, the Subdivision, the Shader, and the LightSource subsystem (Fig. 8) .
The di erences with respect to wavelet radiosity are how direction dependent re ection coe cients are computed from the data returned by the Shader subsystem. In the radiosity case, the Shader subsystem o ers an interface for obtaining the mean re ectance over the area of a Subdivision object.
For directional dependent radiance computations, we need the biconical re ectance factor between two nite solid angles 2] integrated over a given area of a subdivision. Because of the di culty in specifying the area together with the solid angles, we decided not to o er such an interface in the Shader subsystem. Instead, we numerically integrate this coe cient, using the BRDF interface of the Shader subsystem to evaluate samples. Together with the error bounds supplied by the Shader, this leads to accurate results.
J. Discussion
When comparing the implementation of nite element algorithms described above to a more conventional implementation, there are two points that deserve special attention: One is the complete separation of radiosity data from the geometric description of the primitives. The other one involves subdivision and reconstruction.
J.1 Separating Radiosity Data from Geometric Primitives
The separation of the radiosity data from the geometric representation of surfaces has the following e ects on the algorithms and data structures in the Vision architecture.
Primitives are not represented by polygons that could directly be used by the radiosity algorithm. This results in two representations of each primitive, the original and the radiosity representation as a set of polygons. This duplication is is not as bad as it seems. Most primitives have a very compact curved representation and must be converted to smaller polygonal surface elements anyway. In the case that the original primitive is a polygon, it would usually also require a subdivision into smaller elements for radiosity computations.
The nite element implementation in the Vision architecture requires some memory overhead compared to a direct polygon implementation of radiosity. This overhead is approximately 10 bytes for each primitive and additional 16 bytes for each surface element. This overhead is relatively large (about 20-30%) for scenes already consisting of small polygons with little further subdivision, but reduces to usually much less than 10% for more complex scene descriptions consisting of meshed curved surfaces.
During reconstruction the SurfaceInfo object, which speci es the point on the surface and which only contains a reference to the original primitive, must be mapped to the associated Subdivision object to access the Lighting data. This is an important di erence from the traditional implementations that store a direct reference to the radiosity data with each polygon. In order to have this direct reference to the Lighting data, the geometric subsystem would need to be changed to include data speci c for each implementation of the Lighting subsystem. This is unacceptable, given the large number of implementations for the Lighting or other subsystems that often have similar requirements.
J.2 Subdivision and Reconstruction
The interface used to obtain a subdivision of a primitive object is probably more complicated than in other implementations. However, it is general enough to support nearly any kind of primitive. No handling of special cases is necessary in the radiosity code and the algorithms used to create the subdivision are located with the geometric description of the primitive and not in the radiosity code. The runtime overhead of the interface is insigni cant.
Another point where Vision di ers signi cantly from a more traditional system is the implementation of the reconstruction step if the computed radiance values cannot be used directly, e.g. for constant basis functions. The problem is that the lighting algorithm has little knowledge about which kind of subdivision it is working on. So it must use very general access methods to obtain enough information for its operation.
For instance, if the reconstruction algorithm knows that the subdivision is a quad-tree and it knows about the order of the children, access to neighbor patches could be simpli ed accordingly. In the Vision architecture this would normally not be done, in order to be able to also use more general subdivision methods. However, it is possible to explicitly request a speci c subdivision in which case some of the optimizations can still be used.
VI. The Vision Rendering System The Vision rendering system has been designed and implemented within the last three years 59]. It is written in the object-oriented programming language C++ 60] and currently consists of approximately 250 classes divided into about 40 abstract base classes describing the interfaces between various subsystems, 140 classes implementing the rendering subsystems, 40 classes implementing the RenderMan interface, and about 30 utility classes.
These classes are organized as a \forest" of independent class hierarchies. Orthogonal to this, the system is further organized into a layered structure. For the rendering kernel this consists of basic utility classes, rendering utilities, abstract rendering classes, and a large layer of implementation classes. On top of that are the classes supporting RenderMan 6], the con guration language 61], and the abstract classes and implementation classes which organize the rendering system.
All features described in this paper have been implemented in Vision. One exception is the true participation of volume objects in the global illumination solution, in addition to simple attenuation. Volume radiosity along the lines of 36] and 37] is currently being implemented.
For the geometric subsystem Vision o ers the complete set of RenderMan primitives ranging from simple polygons to quadrics and trimmed spline surfaces. Beside the traditional light source types, the LightSource subsystem supports procedural RenderMan light source shader for any surface primitive. RenderMan shaders are also used to describe the optical properties of surfaces and volume.
The RenderMan shading language has been extended in order to o er support for advanced global illumination algorithms 62]. A complete implementation of the RenderMan interface including the API, the RIB interface, and a native shading language compiler have been implemented 6] and are used as the main interface to the system. The system allows exible switching between implementations for a speci c subsystem through the use of an embedded interpreted language. For this we have chosen the language incr TCL] 63], an object-oriented extension to the well-known TCL language 64]. A special tool automatically scans the C++ class declarations and generates the required code for accessing all classes from the interpreted scripts 61]. The embedded language is used for the runtime con guration of the system, as a layer between the user interface and the system, and for automatic testing.
A. Examples
The di erent implementations of the Lighting subsystem are demonstrated by rendering one scene with the same setup, but with di erent algorithms for the Lighting subsystem, see Fig. 10 . Note, that we have intentionally chosen only coarse approximations to the rendering equation for all implementations in order to enhance the di erences between the various algorithms.
The ray tracing solution approximates the area light source with a single point light and an ambient term. The Monte-Carlo algorithms uses path tracing. For the hierarchical radiosity algorithms, we have chosen images with the same radiosity computation, but with two di erent reconstruction techniques: rendering the constant basis functions directly, and linear reconstruction. The nal gathering reconstruction turned out to be visually identical to the quadratic wavelet solution and has therefore been excluded. For wavelet radiosity we have chosen linear and quadratic multi-wavelets 33] .
The images at the top of Fig. 11 show the same scene, but using textured surfaces to enhance the local details of the scene. On the left we have used the direct illumination model with ray traced shadows from a point light source and on the right a wavelet radiosity solution with quadratic multi-wavelets. The lower two images show the same comparison for another scene.
VII. Conclusion
We have presented a new rendering architecture and its object-oriented design for physically based global illumination calculations. The architecture is organized as a set of interacting subsystems, where each subsystem is responsible for one part of the global illumination calculation.
The requirements for rendering architecture presented in Section II have been met by the Vision architecture. It supports a wide range of algorithms from traditional local illumination models to state-of-the-art algorithms for global illumination and allows simple switching between these algorithms. All computations are based on physical quantities and the interfaces between the subsystems allow for achieving arbitrary accuracy from suitable implementations of subsystems.
The Vision architecture o ers a framework which structures the rendering process into several subsystems each having a well de ned responsibility. The architecture o ers the exibility of having many di erent implementations for each subsystem and to switch between them without affecting the rest of the system. This exibility has been demonstrated with several implementations for the global Lighting subsystem including almost all state-of-the-art algorithms.
This exibility within the rendering framework is only possible because of a modular design with carefully designed interfaces. These interfaces o er access to the responsibilities of a particular subsystem without restricting the set of algorithms which may be used to implement the subsystem. The framework also helps for implementing new rendering algorithms and techniques.
Although the architecture is more general than most other rendering systems, its performance compares well with these specialized systems. As an example on a SGI Indigo R4K the radiosity solution of the table scene in Fig. 10 takes about 25 minutes to solve with quadratic wavelets and approximately 30 minutes if we use hierarchical radiosity. For the same scene, code based on the original implementation of hierarchical radiosity takes about 80 minutes for the same visual appearance 65].
Vision is currently used extensively in several research projects. We are also cooperating with commercial companies. Past experience shows that the use of a system in real world projects greatly enhances its features and scope.
In this paper we have focused on the global illumination subsystem of Vision. Other important aspects like the organization of the scene graph, support for the RenderMan interface and shading language, or parallel and distributed processing have not been discussed here in detail.
We are currently working on extending the set of supported algorithms in Vision and on better support for complex scenes. To better support complex scenes an implementation for distributed processing based on the emerging object-oriented CORBA 66] technology is being implemented.
We are planning to make part of the Vision code available to the research community in the very near future. Interested parties should contact the authors for details. reviewers for their valuable suggestions to improve this paper.
