Artificial square spin ices are structures composed of magnetic elements arranged on a geometrically frustrated lattice and located on the sites of a two-dimensional square lattice, such that there are four interacting magnetic elements at each vertex. Using a semi-analytical approach, we show that square spin ices exhibit a rich spin wave band structure that is tunable both by external magnetic fields and the configuration of individual elements. Internal degrees of freedom can give rise to equilibrium states with bent magnetization at the edges leading to characteristic excitations; in the presence of magnetostatic interactions these form separate bands analogous to impurity bands in semiconductors. Full-scale micromagnetic simulations corroborate our semi-analytical approach. Our results show that artificial square spin ices can be viewed as reconfigurable and tunable magnonic crystals that can be used as metamaterials for spin-wave-based applications at the nanoscale. 1 arXiv:1510.06385v2 [cond-mat.mes-hall]
in semiconductors that locally modify the energy landscape and give rise to shallow electronic bands [25] . Recent experimental results have explored the excitation spectrum of artificial spin ices [26] [27] [28] but the existence and dependencies of the band diagram in square ices has not been explored to date. To close the gap between the fields magnonics and artificial spin ices, we examine square ices from the perspective of magnonics, including bands arising from the edge modes as well as the bulk modes.
In this Rapid Communication, we study long-range dipolar-mediated two-dimensional magnon dispersion in square ices in the spirit of a tight-binding model. In contrast to similar procedures on simpler structures [29, 30] , we account for the internal degrees of freedom resulting from edge modes in the nanoislands. Consequently, we are able to calculate the magnon dispersion as a function of local equilibrium states as well as its field tunability, including edge mode bands. Our semi-analytical approach provides enough degrees of freedom to qualitatively estimate the band structure of an extended square ice lattice while being computationally tractable.
We focus on the small-amplitude excitations in two energetically stable configurations of a square ice, namely the vortex and remanent states, Fig. 1(b) and (c), respectively. The vortex state is the ground state of the system, achieved by thermal relaxation [31] , and the remanent state can be obtained by saturating the system in an external field along the (x,ŷ) direction, and then slowly removing the external field, letting the system relax. In each configuration, the magnetization can bend close to the nanoisland edges [24] , providing a local "impurity". In square ices, two stable edge configurations satisfy the minimization of dipolar fields at the ground state, resulting in C and S states [32] [33] [34] , Fig. 1(d) -(e).
The small-amplitude dynamics in square ices can be approached semi-analytically using a Hamiltonian formalism [35] . The same approach has been used and shown to be accurate in many dynamical regimes to date [36] [37] [38] [39] [40] [41] [42] . In this formalism, the Landau-Lifshitz equation of motion describing conservative magnetization dynamics is cast as a function of a complex amplitude a, using a Holstein-Primakoff transformation. By expanding the resulting equation in Taylor series, the linear dynamics for an ensemble of complex amplitudes a can be generally expressed (see Supplementary material) as
where the dagger denotes the complex transpose, A is an array of 2n complex amplitudes
.., a n , a * 1 , ..., a * n ] and H is the 2n × 2n Hamiltonian. The right-handside of Eq. (1) includes terms up to second order in a, corresponding to linear excitations.
Beacuse of the lattice perodicity, propagating waves are Bloch waves with a time dependence gvien by a → ae iωt . This allows us to reduce Eq. (1) to an eigenvalue problem by means of Colpa's grand dynamical matrix [43] 
from which we obtain the eigenvalues ω, and the eigenvectors ψ. Due to the complex conjugate definition of A, we observe that H (1,1) = H (2,2) and H (1,2) = H (2,1) , leading to conjugate eigenvalues in Eq. (2).
The Hamiltonian is related to the magnetic field H via H = −γδW/(2M S ), where δW = − H( M )·d M is the energy functional, γ is the gyromagnetic ratio, M is the magnetization vector, and M S = || M || is the saturation magnetization. We consider field contributions from shape anisotropy, dipolar interactions, and intra-element exchange as well as an external applied field. Each field contribution can be reduced to a Hamiltonian matrix as detailed in the Supplementary material. Of particular importance are the dipolar interactions, which are the only source of inter-element coupling in our framework and the concomitant magnon dispersion. The dipolar energy between a nanoisland j in cell τ and all the other nanoislands k in cells τ can be expressed as
where V is the volume of the magnetic element and R jk,τ τ is the translation vector between the nanoisland j in cell τ and the nanoisland k in cell τ . Considering the Bloch wave at the Γ and M points. However, we did not observe band inversion in any calculation.
We now include exchange interactions in our framework. By dividing each magnetic island into three equidistant spins, we now have access to 12 bands. In the ground state, three configurations are stable: homogeneous or onion [24] , C, and S states. The corresponding band diagrams are shown in Fig. 3 . The additional degrees of freedom give rise to lower frequency bands identified as edge modes (black dashed lines), also showing anti-crossing behavior. We observe that the bulk modes (blue lines) maintain their qualitative features.
However, the bandgaps are enhanced due to the additional energy incorporated into the system. Furthermore, the particular magnetic configuration quantitatively modifies the band diagram, indicating that edge bending can be compared to impurity states in semiconductor materials. Because a transition between C and S states can be induced by, e.g., temperature [24] , this can be used as another avenue to program the magnonic response of the square ice. In the remanent state, the unit cell is composed of two magnetic islands, Fig. 1(c) . The band diagrams for a macrospin and stable onion and S configurations are shown in Fig. 4 , exhibiting similar features as discussed above.
We now explore the effect of an applied field H e on the square ice. We consider a feasible experimental scenario of an in-plane field along thex direction and detection of coherent excitations (at the Γ point) by means of resonance measurements (The effect of field angle is shown in the Supplementary material). Note that in our framework, the stable magnetization direction of the magnetic nanoislands is set and assumed a priori, i.e., only small amplitude variations are accessible. In fact, large fields induce imaginary eigenvalues, denoting decaying modes and thus the breakdown of our model. We study the effect of field magnitudes between 0 < | H e | < 100 Oe which maintains real eigenvalues. The results obtained for both vortex and remanent states under macrospin approximation are shown in Fig. 5(a-b) . In the case of the vortex state, we observe that the coherent modes, M1 and M4, have positive and negative tunabilities, respectively, whereas M2 and M3 exhibit only slight tunability. In the case of We remark that in both real and micromagnetically-modeled nanoislands, there are many higher-order modes, beyond what can be described by the three-spin model considered here, because of the many internal degrees of freedom. Such higher-order modes have many internal nodal lines of the magnetization eigenmodes. Therefore, the magnetostatic fields emanating from such modes decay rather quickly in space. This results in a weak coupling between different islands so the magnonic bands arising from such modes are non-dispersive with no phase or group velocity, and are not interesting here. It is also noteworthy that a strong variation of the islands aspect ratio can significantly affect the excited frequencies,
i.e., in the nanowire and circular dot limits. Moreover, we expect the thickness to play an important role in the ultra-thin film regime, where the anisotropy becomes perpendicular or can favor a vortex state inside each stadium.
In summary, we have calculated the magnon band structure and the mode tunability at the Γ point for a square ice in two equilibrium states, the vortex (or ground) state, and the remanent state, using a model that includes internal degrees of freedom of the islands as well as edge bending. The good quantitative agreement with micromagnetic simulations confirms the accuracy of the small-amplitude semi-analytical model while avoiding the computational limitations intrinsic to fully three-dimensional micromagnetic simulations. These results show that the magnon spectra, and therefore group and phase velocities as well as band gap, can be manipulated by external fields. In particular, the edge modes give rise to separate magnon bands allowing for a larger parameter space in terms of magnon control. This suggests that square ices can be considered metamaterials for spin waves. In addition, the square ice is in principle reconfigurable in that the magnetization in individual islands can be changed by the application of external fields (e.g., from vortex to remanent state) or temperature, or by using more sophisticated techniques such as using spin torque by patterning nanocontacts on the elements or making the elements part of magnetic tun- The magnetization dynamics can be described by means of the Landau-Lifshitz equation
where M is the magnetization vector, γ is the gyromagnetic ratio and H ef f is an effective field. In the Hamiltonian formalism proposed by Slavin and Tiberkevich [35] , Eq. (5) is recast as a function of the complex amplitude a defined through a Holstein-Primakoff
where m 3 is the magnetization component parallel to H ef f , m 1 and m 2 are perpendicular to H ef f , and M S = ||(m 1 , m 2 , m 3 )|| is the saturation magnetization density.
By expanding the resulting equation in Taylor series, the linear dynamics can be written
where H is the Hamiltonian of the system. In the main text, we generalize Eq. (7) to an array of complex amplitudes a, so that H becomes a matrix.
HAMILTONIAN MATRICES
Here, we outline the expressions for the Hamiltonian matrices for the field contributions specified in the main text.
Anisotropy field
We assume that the anisotropy field in the magnetic elements is dominated by shape; this is certainly the case for the Permalloy islands that are commonly used. The demagnetizing factors in thin films are defined as N , M , and L in the 1, 2, and 3 directions, respectively [see Eq. (6)]. Computing the energy functional for every island leads to the diagonal Hamiltonian matrices
where I is the 4 × 4 identity matrix.
External field
The external field is considered to be homogeneous throughout the spin ice structure, with magnitude | H| = H o and an arbitrary direction in space. To second order in a, the Hamiltonian takes a diagonal form with terms proportional to the stable magnetization direction of each island. In other words, only fields parallel to each magnetic element easy axis will affect linear spin waves. Since we consider thin films, only H x = Hx and H y = Hŷ survive, and we are left with the matrices
where O is the 4 × 4 zero matrix.
Dipolar field
The derivation for the dipolar field is outlined in the main text. The Hamiltonian matrices obtain for the ground state are 
The elements of the above Hamiltonian matrices contain contributions between a particular island and every other island in the structure but itself. Consequently, we can divide them in two terms: S β,τ τ containing them sum between island j at cell τ and every island in cell τ ; and the elements S jk β,jk containing the component-wise products between the islands in cell τ . Using the notation where R jk,τ τ is the distance between island j in cell τ and island k in cell τ and R jk is the distance between islands j and k in island τ , these terms along the Cartesian direction are defined as
The summation on the cross directionx,ŷ can be similarly divided into two contributions, defined as
Finally, the diagonal matrix D in Eq. (13) can be labeled from 1 to 4, taking the values
In the case of the remanent state, we note that the components of the Hamiltonian are 4 × 4 matrices with a similar form as the matrices in the vortex state Hamiltonian. In fact, taking the first two rows and columns of the above matrices and considering the structure's translation vector for a remanent state, R r = (dx, dŷ), leads to the correct Hamiltonian matrices.
EXCHANGE INTERACTION
Intra-island exchange interactions between non-collinear spins are important to correctly describe the dynamics of spin ices, especially the modes that arise because of internal degrees of freedom. For our analytical model, we consider each island to be composed of N ex macrospins interacting with their nearest neighbors by using an effective, discrete Heisenberg Hamiltonian model. The exchange Hamiltonian matrix blocks defined above will now have a dimension (8N ex ) × (8N ex ) to take into account the internal spins in each island.
Consequently, the elements of the Hamiltonian matrices above must be also expanded by replacing each of them by an N ex × N ex block.
Furthermore, we can introduce an arbitrary direction for each spin, so that the complex amplitude of a particular spin is
where θ is the angle with respect to thex axis, and the absolute values represent the isotropic nature of deviations from the magnetic elements' easy axis.
We consider N ex = 3, i.e., one bulk and two edge spins. For the particular example of the vortex square ice, the exchange Hamiltonian takes the form
where O| 12×12 indicates a 12 × 12 zero matrix, and C is expressed as a function of the exchange constant J and the array of spin angles θ. For example, for the case where all spins are collinear in a single magnetic element, the matrix C takes the form
The dominant Hamiltonian matrices described above can be extended simply by completing the diagonal terms in H an and H ext and calculating the summations between the new spins of different islands in H d . Non-collinear spins can be also easily included in the model by computing the products originating from the definition of Eq. (18) .
ANGLE DEPENDENCE
In the main text, we explored the effect of an applied field along thex direction. Varying the angle of such a field provides the means to explore the symmetry of the square ices.
As discussed in the main text, C and S states are energetically stable in the nanoislands.
A vortex state with C-state magnetic elements has a four-fold symmetry while both vortex and remanent states with S-state magnetic elements have a two-fold symmetry. This can be readily shown by calculating the angle dependence of the spin waves at the Γ point with an applied field of 50 Oe. Figure 6 (a)-(b) clearly displays these symmetries for each case, focusing on the M2 and M3 bulk modes for clarity. On the other hand, the remanent state in an onion state or in a macrospin approximation has a two-fold symmetry with elements magnetized at 90 degrees. The resulting angle dependence shown in Fig. 6 (c) follows these symmetries as well. Such an angle dependence represents a valuable tool to experimentally manipulate the magnon spectra, and to infer the magnetic configuration of square ices.
Coupled with the field tunability, it is possible to unambiguously determine the dominant static state throughout the structure.
MICROMAGNETIC SIMULATIONS
As specified in the main text, full-scale micromagnetic simulations implemented a computational system containing eight islands. The system was discretized into a mesh of size 
