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Abstract—We introduce a new architecture that extends the
class of problems that can be solved in decentralized DES control
in the absence of communication. In this architecture, unlike pre-
vious architectures that use either conjunction(∧) or disjunction
(∨) to fuse local control decisions, the fusion rule is exclusive or
(⊕). We also characterize the new architecture, where controllers
take a single decision, with respect to the recently-proposed multi-
decision framework of Chakib and Khoumsi. Unlike previous
architectures, parity-based controllers cannot predetermine their
local control decision based solely on their local observations.
Instead, the local control decisions are calculated a priori.
I. INTRODUCTION
We are interested in decentralized architectures for discrete-
event systems (DES) that require multiple agents (in the ab-
sence of communication) to cooperatively solve control prob-
lems. Decentralized agents can issue unconditional decisions
(e.g., [1], [2]) or conditional decisions (e.g., [3]–[5]). Each
agent has only a partial view of the system but must make local
decisions despite its uncertainty of the exact system behavior.
A global decision function determines how to combine the
local decisions and the outcome is a success if all the correct
decisions can be taken. Recently, a multi-decision framework
that allows agents to make unconditional and conditional
decisions in a parallel fashion has been proposed [6]. The
multi-decision framework extends the class of decentralized
control problems that can be solved without communication
between agents. This approach requires controllers to make a
vector of control decisions based on a particular partition of
the problem space. Here we introduce an algorithm to generate
local decisions, leading to a new global decision function,
where this new class of control problems can be solved within
the classical single decision framework.
In decentralized control, unconditional decisions arise when
controllers make a single definitive decision (e.g., disable)
but the default control action in the presence of uncertainty is
enablement1. Thus to synthesize a correct decentralized control
policy, it must be the case that at least one controller (that has
the ability to control the event) is certain when a disablement
decision must be taken.
1We restrict our discussion here to the “enable by default” architecture
of [1] and note that for the “disable by default” architecture of [2] one simply
switches “enablement” for “disablement”.
Conditional decisions can only be made for events that are
controlled by at least two controllers [3]–[5], and for this fam-
ily of decentralized languages, it must the case that when one
controller is uncertain about a disablement decision, there is at
least one other controller that is certain about the enablement
decisions for each of the first controller’s uncertainties. The
first controller issues a conditional disablement decision that
can be overruled by any of the other controllers that issue an
enablement decision with certainty.
When neither an unconditional nor a conditional architec-
ture can solve the decentralized problem, the last resort is to
design a decentralized communication protocol (e.g., [7], [8]);
however, an example from decentralized diagnosis (Example
8 in [9]), could not be diagnosed in either the unconditional
or the conditional architecture, yet there was a way in which
local decisions could be fused to arrive at the correct global
decisions. More importantly, this solution was reached in the
absence of communication. The characterization of this new
architecture was left as an open problem. We define this new
architecture in the context of control.
II. BACKGROUND AND NOTATION
The general behavior of the discrete-event systems (DES)
examined here is described as a regular language L over a
finite alphabet of events Σ. L is prefix-closed if L = L, where
the prefix closure of L is L := {t ∈ Σ∗ | ∃w ∈ Σ∗, s ∈
L such that s = tw}.
L can also be represented a by finite-state automaton: ML =
{Q,Σ, TL, q0, F} where Q is a finite set of states, TL ⊆ Q×
Σ×Q is a transition relation, q0 ∈ Q is the initial state, and
F ⊆ Q is a set of final (or marked) states. The transition
relation is easily extended to Σ∗ and we say L := {s ∈ Σ∗ |
∃q ∈ Q s.t. (q0, s, q) ∈ TL}.
The product of two finite-state automata is defined
as follows. Let M1 = {Q1,Σ, T1, q0,1, F1} and M2 =
{Q2,Σ, T2, q0,2, F2}. Then M1 ×M2 = M = {Q1 × Q2, Σ,
T1 × T2, (q0,1, q0,2), F1 × F2}.
The marked language of L is defined as Lm := {s ∈
L | ∃q ∈ F s.t. (q0, s, q) ∈ TL}. The specification for
the system is K ⊆ L and is represented by MK =
(Q,Σ, TK , q0, FK). Furthermore, without loss of generality,
we assume that MK is a subautomaton of ML2. The language
K ⊆ L is m-closed if K = K∩Lm. In the sequel, we assume
that K is m-closed.
We also define a special product that we call syn-
chronized composition, denoted by ×S , which is defined
as follows. Assume that we have n finite-state automata
M1, . . . ,Mn, where Mj = (Qj ,Σj , Tj , q0,j , Fj), for j =
1, 2, . . . , n. Then M = M1 ×S M2 ×S . . . ×S Mn =
(QS ,ΣS , TS , 〈q0,1, q0,2, . . . , q0,n〉, FS), where QS ⊆ Q1 ×
Q2×. . .×Qn; ΣS ⊆ Σ1×Σ2×. . .×Σn; TS ⊆ QS×ΣS×QS ;
and FS ⊆ F1 × F2 × . . . × Fn. The state set QS is a
set of state vectors of the form qS = (q1, . . . , qn) and we
will occasionally refer to the jth component of qS as qS(j),
where j ∈ {1, . . . n}. We can think of these automata as
running concurrently, and, thus, there is some synchronization
of events in each of the alphabets. We do not yet formally
define the transition relation, but, rather, define it in a specific
context in the sequel (see Section V-A).
For DES control problems, a set of n controllers, denoted
by I = {1, . . . , n}, is responsible for ensuring that their
collective decisions, made in response to observations of L,
can distinguish between behaviour in K and in L \K.
To formalize partial observation problems for DES, Σ is
partitioned into observable events Σo and unobservable events
Σuo. The observable events for each agent i ∈ I are denoted
by Σo,i, where Σo = ∪i∈IΣo,i. The natural projection πi :
Σ∗ → Σ∗o,i defines the observations of an agent i ∈ I by
removing all occurrences of events in Σ\Σo,i from a sequence





all the sequences s that produce the same natural projection
for agent i. Formally, π−1i (t) = {s ∈ Σ∗ | πi(s) = t}, for
i ∈ I , and can easily be extended to languages. We will use
the notation [t]i whenever we refer to π−1i πi(t).
Control problems are characterized by the partition of Σ into
a set of controllable events Σc (which can be prevented from
happening) and a set of uncontrollable events Σuc (which must
always be allowed to occur). A language K is controllable wrt
L if KΣuc∩L ⊆ K. Each controller i ∈ I has a set of events
that it controls Σc,i, where Σc = ∪i∈IΣc,i. We overload our
notation for I and define the set of supervisors for which σ is
controllable: Ic(σ) = {i ∈ I | σ ∈ Σc,i}.
For the decentralized architectures that we are interested
in, each agent makes its own local control decisions about the
system behavior based on its partial observations. We assume a
finite set of local decisions LD= {0,1}. Let the local decision
function be hi : Σ∗o,i →LDΣ, for i ∈ I .
To correctly solve the decentralized DES problem of inter-
est, a global decision GD= {0,1} is made by combining or
fusing the local decisions of each agent in such a way that
the correct decision is taken overall. Let the global decision
function be H :LDΣ
n →GDΣ. The decentralized architecture
that we use is illustrated in Fig. 1.
2If this is not the case, then it can be easily obtained by taking the product
MK×ML as the new automaton, where marked states in this new automaton









Fig. 1. Decentralized DES architecture, where decentralized controllers Ci
(for i ∈ I) make control decisions hi(t) that are combined by a fusion rule
(generically denoted here by ⊗) to produce a global control decision H(t)
to either enable or disable events after observing sequence t generated by
ML.
In the work that follows, we have reversed the classical DES
assignment of enable = 1 and disable = 0, which has led
to the use of conjunction as the fusion rule in unconditional
architecture [1] and disjunction in the conditional architec-
ture [3]. These assignments do not lend themselves easily to a
straightforward explanation of a parity-based architecture. In
the epistemic logic formulation of the decentralized control
problem for the unconditional architecture [10], a disablement
control decision was issued locally if an agent “knew” or was
certain of the truth about disabling. Thus, we will assume
that 0 corresponds to enable, 1 corresponds to disable and,
therefore, the fusion rule for the unconditional architecture is
disjunction, while conjunction is now used for the conditional
architecture. Note that we still assume that the unconditional
architecture is “enable by default” and the conditional archi-
tecture is “disable by default”.
In the unconditional architecture, for all controllable events
σ ∈ Σc,i, we want to find local decision functions h1, . . . , hn
such that the global decision function H satisfies:




hi(πi(u))(σ) = 0 ∧





We can find such local decision functions (e.g., synthesize
decentralized controllers) for L in the unconditional architec-
ture iff K is controllable, m-closed, and unconditionally co-
observable:
(∀t ∈ K)(∀σ ∈ Σc)tσ ∈ L \K ⇒ (2)
(∃i ∈ Ic(σ))[t]iσ ∩K = ∅.
In such a circumstance, controller i takes the local decision
hi(πi(s))(σ) = 1 when π−1i πi(s)σ ∩ K = ∅ and σ ∈ Σc,i,
i.e., it is certain of the disablement decision for event σ that
it is authorized to take. Otherwise, controller i takes the local
decision hi(πi(s))(σ) = 0. When I = {1}, K is said to be
observable [11] if it satisfies (2).
In the conditional architecture, we want to find local
decision functions h1, . . . , hn such that the global decision
function H satisfies:




hi(πi(u))(σ) = 0 ∧





We can find such local decision functions for L in the
conditional architecture iff K is controllable, m-closed, and
conditionally co-observable:
(∀t ∈ K)(∀σ ∈ Σc)tσ ∈ L \K ⇒
(∃i ∈ Ic(σ))(∀t′σ ∈ [t]iσ ∩K)(∃j ∈ Ic(σ))[t′]jσ ∩ L ⊆ K.
When K is conditionally co-observable, controller i takes
a local decision hi(πi(s))(σ) = 0 when [s]iσ ∩ L ⊆ K
and σ ∈ Σc,i, i.e., controller i is certain of the enablement
decision for event σ for which it has authority to take. In
addition, hi(πi(s))(σ) = 0 when σ ∈ Σc \ Σc,i. A local
decision hi(πi(s))(σ) = 1 in taken all other circumstances.
This local decision for controller i includes circumstances
when there is uncertainty that sσ ∈ L\K and σ ∈ Σc,i. This is
interpreted as follows: although controller i is not certain about
the disablement decision for σ, controller i can infer that there
is another controller j that is certain about the enablement
decision for σ for all s′σ ∈ [s]iσ such that sσ ∈ K. In this
case, controller j can correctly override controller i’s decision
with hj(πj(s))(σ) = 0 decision if sσ ∈ K. In the context
of conditional control, the local decisions are interpreted as
enable = 0 and conditional disable = 1.
We denote the language generated by ML under the con-
trol of the global decision function H by L(H/ML) and
Lm(H/ML), where H satisfies either (1) or (3) depending
on the architecture: ε ∈ L(H/ML);(∀t ∈ L(H/ML))(∀σ ∈ Σ)
tσ ∈ L ∧H(π(t))(σ) = 0⇔ tσ ∈ L(H/ML).
and Lm(H/ML) = L(H/ML) ∩ Lm.
III. CLASSIFYING DECENTRALIZED LANGUAGES
In [3], the classification of decentralized languages (again,
just referring to the “enable by default” unconditional archi-
tecture) was as follows:
Lucoobs(L,K) ⊆ Lccoobs(L,K) ⊆ Lobs(L,K),
where Lucoobs(L,K) = {K ′ ⊆ K | K ′ is unconditionally
coobservable wrt L,Σo,1, . . . ,Σo,n,Σc}, Lccoobs(L,K) =
{K ′ ⊆ K | K ′ is conditionally coobservable wrt L,Σo,1,
. . . ,Σo,n,Σc} and Lobs(L,K) = {K ′ ⊆ K | K ′ is observable
wrt L,Σo,Σc}.
There is one additional language family of K that is worth
considering.
Definition 1: A language K ⊆ L is distributed observable
w.r.t. L, Σo,1, . . . ,Σo,n and Σc,1, . . . ,Σc,n if
(∀t ∈ K)(∀σ ∈ Σc)tσ ∈ L \K ⇒⋂
i∈Ic(σ)[t]iσ ∩K = ∅.
This class of languages was first examined in [10]. When a
language is distributed observable, if the controllers combined
or pooled their individual estimates then they could all defini-
tively discern that σ must be disabled.
Thus, we now have the family of distributed-observable
languages to consider: Ldobs(L,K) = {K ′ ⊆ K | K ′ is
distributed observable wrt L,Σo,Σc}.
Lemma 1: Lccoobs(L,K) ⊆ Ldobs(L,K)
Lemma 2: Ldobs(L,K) ⊆ Lobs(L,K)
We update the classification as follows:
Lucoobs(L,K) ⊆ Lccoobs(L,K) ⊆ Ldobs(L,K) ⊆ Lobs(L,K).
We conclude this section with an example of a distributed-
observable language that is neither unconditionally nor condi-
tionally co-observable.
Example 1: Let ML and MK be given as in Fig. 2, which
is Example 8 from [9] adapted for control. Here Σo,1 =
{a1,a2, σ} and Σo,2 = {b1,b2, σ} while Ic(σ) = {1, 2}.
12 3
4 5 6 7
a1 a2
b2b1 b1 b2
σ σ σ σ
Fig. 2. Joint ML (all transitions) and MK (only solid transitions) that
generates a language that is distributed observable but not unconditionally
or conditionally co-observable.
TABLE I
TRUTH TABLE FOR XOR (⊕).





It is straightforward to assert that K is neither uncon-
ditionally nor conditionally co-observable; however, K is
distributed-observable:
[a1b2]1σ ∩ [a1b2]2σ ∩K = ∅,
[a2b1]1σ ∩ [a2b2]2σ ∩K = ∅.
A global decision function that would correctly control the
example in Fig. 2, where 1 corresponds to disable and 0
corresponds to enable, follows.
H(π(a1b2))(σ) = H(π(a2b1))(σ) = 1
H(π(a1b1))(σ) = H(π(a2b2))(σ) = 0
In [9], the following local decision functions (updated for a
control problem) are proposed as a possible solution:
h1(π1(a1b2))(σ) = 1 and h2(π2(a1b2))(σ) = 0; (4)
h1(π1(a2b1))(σ) = 0 and h2(π2(a2b1))(σ) = 1;
h1(π1(a1b1))(σ) = 1 and h2(π2(a1b1))(σ) = 1;
h1(π1(a2b2))(σ) = 0 and h2(π2(a2b2))(σ) = 0;
Since K is neither unconditionally nor conditionally co-
observable, we cannot use binary operations ∨ or ∧ to combine
the local decision functions; however, if we combine the local
decision functions using exclusive or (denoted by ⊕), with
reference to Table I, then we do achieve the anticipated values
for the global function noted above. In the next section, we
characterize when ⊕ can be used as the fusion rule to achieve
correct control decisions. 
IV. DECENTRALIZED CONTROL WITH A PARITY-BASED
ARCHITECTURE
Motivated by the possibility of a new class of decentralized
problems that are neither unconditionally nor conditionally
co-observable but can be solved without introducing com-
munication between controllers, as first suggested in [9], we
now define new local and global decision functions for this
architecture. In particular, this new architecture gives rise to a
new fusion rule.
Definition 2: Given n local decisions functions hi : Σ∗o,i →
LDΣ and the global decision function H : Σo → LDΣ such
that H(µ)(σ) = ⊕i∈Ihi(πi(µ)) for µ ∈ Σ∗o and σ ∈ Σ. Then
H forms a valid global decision function whenever
(∀t ∈ K)(∀σ ∈ Σ)tσ ∈ K ⇒ H(π(t))(σ) = 0 and
(∀t ∈ K)(∀σ ∈ Σuc)H(π(t))(σ) = 0,
(∀t ∈ K)(∀σ ∈ Σc)tσ ∈ L \K ⇒ H(π(t))(σ) = 1.
We want to solve the following problem.
Problem 1: Given ML that recognizes L, K (such that
K ⊆ L) and Lm = L, a set of decentralized agents
I = {1, . . . , n}, n sets of observable events Σo,1, . . . ,Σo,n, n
sets of controllable events Σc,1, . . . ,Σc,n, find n local decision
functions h1, . . . , hn, where hi : Σ∗o,i → {0,1}Σ, that form a
valid global decision function H such that Lm(H/ML) = K
and L(H/ML) = K where 0 corresponds to enable and 1
corresponds to disable. 
We now show how one can can assign local control de-
cisions in such a way that when they are fused using the
XOR (⊕) operator, the correct global control decision can be
reached. To ensure that ⊕ produces the anticipated result for
the global decision function, we must adhere to the parity
rules for ⊕. In the general case, a global disable decision can
only be reached if an odd number of controllers take a local
decision of disable. This is a significant difference from the
way in which local control decisions are assigned when K
is unconditionally or conditionally co-observable. Thus, when
assigning local control decisions, it may be the case that al-
though controller i′s local view of a sequence t ∈ K indicates
σ should be disabled, resulting in hi(πi(t))(σ) = 1, to meet
parity for the ⊕ fusion rule, it must issue hi(πi(t))(σ) = 0.
Thus, in the parity-based architecture, the local control policies
are all calculated off-line.
The decision as to which controller(s) will take a dis-
ablement decision to meet parity gives rise to a system of
linear equations which can subsequently be associated with
a particular class of constraint satisfaction problems. Because
we want to use XOR as our fusion rule, we are interested in
XOR-satisfiability (XORSAT) problems (summarized in [12]).
We can use standard techniques from linear algebra to deter-
mine whether a solution exists. An instance of an XORSAT
problem consists of a set of v equations over w variables:
Ay = b, where A is an v by w matrix whose entries correspond
to the local control decisions for each controller for a given
sequence t wrt σ ∈ Σc, and b is a vector containing the
anticipated global control decision for σ wrt t. According to
well-known results from linear algebra, we have a solution for
the XORSAT problem as follows:
1) if rank(A) = v then Ay = b has a solution for any
choice of b;
2) if rank(A) < v, then we have a solution iff b is in the
image of A.
We can decide whether or not the system has a solution in
polynomial (in the number of variables) time.
Our XORSAT instance consists of equations corresponding
to the local control decisions that are involved in the global
control decisions that must be taken. The actual system of lin-
ear equations can be easily derived from the set of constraints
that are described in Definition 2
Definition 3: Given two languages K and L with K ⊆ L,
∀t ∈ K and ∀σ ∈ Σ, we have to add the following constraints
to the equation system:
1) if σ ∈ Σuc, then ⊕i∈Ihi(πi(t))(σ) = 0, where
hi(πi(t))(σ) is represented as a variable in y;
2) if tσ ∈ K, then ⊕i∈Ihi(πi(t))(σ) = 0;
3) if tσ ∈ L \K, then ⊕i∈Ihi(πi(t))(σ) = 1.
These equations together form a system of linear equations
Ay = b.
Note, though, that this system of linear equation may be
infinite. For ease of exposition, in the sequel we assume it is
finite and we refer to Section V to see how one can consider
only a finite set of representative sequences to obtain a finite
linear system.
Not surprisingly, we have the following result:
Proposition 1: Given non-empty languages K,L,Lm such
that K ⊆ L and Lm = L, if the system of linear equations
Ay = b defined as in Definition 3 has a solution, then Problem
1 has a solution.
For Example 1, we follow Definition 3 to arrive at the set
of equations noted below. In particular, H(π(a1b2))(σ) =
h1(π1(a1b2))(σ)⊕h2(π2(a1b2))(σ). We know that the global
decision H(π(a1b2))(σ) must be 1, but we need to find
the value for the local decisions such that this equation is
satisfied. We represent each distinct local control decision as
a variable: y1 represents h1(a1)(σ), y2 represents h1(a2)(σ),
y3 represents h2(b1)(σ), y4 represents h1(b2)(σ). We have
the following set of equations
y1 ⊕ y4 = 1 [H(a1b2)(σ)], (5)
y1 ⊕ y3 = 0 [H(a1b1)(σ)],
y2 ⊕ y4 = 0 [H(a2b2)(σ)],
y2 ⊕ y3 = 1 [H(a2b1)(σ)].
Our system of equations is rewritten in the form Ay = b:
1 0 0 1
1 0 1 0
0 1 0 1














Matrix A has rank 3, which means that we must verify that b is
in the image of A. The latter is straightforward to verify with
any online linear algebra tool. One solution for this system is
the one previously noted in (4) in Section III.
Next we introduce a necessary condition under which Prob-
lem 1 has a solution
Theorem 1: Given non-empty languages K,L,Lm such
that K ⊆ Lm and Lm = L. There exist n local decision
functions h1, . . . , hn that form a valid global decision function
H such that Lm(H/ML) = K and L(H/ML) = K if K is
controllable, m-closed, distributed observable.
V. VERIFYING DISTRIBUTED OBSERVABILITY AND
SOLVING XORSAT
Prior to constructing a system of equations for XORSAT, we
want to first verify that our system is distributed-observable.
We reuse a variation of a finite-state structure U from [13]
on which we verify distributed observability. Secondly, we
want to avoid the construction of a possibly infinite system
of equations Ay = b for XORSAT. Conveniently, we also use
U to construct a finite system of equations.
A. The U structure
We build an automaton U using the synchronous composi-
tion defined earlier:
U = (X,A, TU , x0) = ML0 ×S ML1 ×S . . .×S MLn ,
where MLi is simply a copy of ML for each controller i ∈
{0} ∪ I .
The alphabet of U is a set of vector labels [14]. We have
two types of labels, corresponding to the occurrence and
observation of an event in Σo (and thus Σo,i) and events that
are not officially observed, i.e., events in Σuo,i and Σ \ Σo.
Let Io(σ) = {i ∈ I | σ ∈ Σo,i}. We build the following
set of labels for A: for all σ ∈ Σo, `(0) = σ and for all
i ∈ Io(σ), `(i) = σ, and for all j ∈ I \ Io(σ), `(j) = ε ; for
all σ ∈ Σ \ Σo,i, `(i) = σ and for all j 6= i ∈ I , `(j) = ε;
for all σ ∈ Σ \ Σo, `(0) = σ and for all i ∈ I , `(i) = ε.
We also define the empty vector label 〈ε, . . . , ε〉, where for
all i ∈ I ∪ {0}, `(i) = ε.
A transition (x, `, x′) ∈ TU , where x = (q, q1, . . . , qn)
and x′ = (q′, q′1, . . . , q
′
n) with label ` = 〈`(0), . . . , `(n)〉, iff
(q, `(0), q′) ∈ TL, and for all i ∈ I , (qi, `(i), q′i) ∈ TLi , where
TLi is the transition system for MLi . We also assume that
the transitions TL = TGood ∪ TBad, where TGood = TK and
TBad = TL \ TK3
The U structure for Example 1 is shown in Fig. 3.
B. Verifying Distributed Observability
To ensure that we have a finite-state structure on which to
verify distributed observability, we describe state equivalences
using the following equivalence relation on the state set of U :
Definition 4: (Adapted from [15].) Let Ω = A ∪ {〈ε, . . .,
ε〉}. The relation ∼Ω is the least equivalence on the set X
such that the following two axioms are satisfied
A1 : (x, `, x′) ∈ TU and ` 6∈ Ω⇒ x ∼Ω x′;
A2 : (x1, `′, x′1) ∈ TU and
(x2, `
′, x′2) ∈ TU and x1 ∼Ω x2 ⇒ x′1 ∼Ω x′2.
The associated crushed automaton is κΩ[U ] = (X/∼Ω , [x0]Ω,
Ω, TκΩ), where [x0]Ω is the equivalence class of the initial
state x0; and ([x]Ω, `, [x′]Ω) ∈ TκΩ if there are states x1 and
x′1 such that x1 ∼Ω x, x′1 ∼Ω x′ and (x1, `, x′1) ∈ TU .
We construct a crushed automaton of U for each controller
i ∈ I using Ωi = {` ∈ A | `(0) = `(i) ∈ Σo,i}. Note
that a crushed automaton is based on state equivalences, not
observation equivalences, as is the case with the construction
of observers for partial observation problems. A crushed
automaton of U can be calculated with a computational
complexity of O(|X|+ |TU |).
To ensure that the crushed automata κΩi(U) are correctly
constructed, κΩi(U) must satisfy the following axioms related
to Theorem 2.3 in [15]:
A3 : ∀x, x′ ∈ X ⇒ ∃Ωi ⊂ A such that x 6∼Ωi x′;
A4 : if x `−→ x′ 6∈ TU ⇒ ∃Ωi ⊂ A and ` ∈ A such that
([x]Ωi , `, [x
′]Ωi) 6∈ TκΩi .
The first axiom says that every pair of distinct states in U is
distinguished by one of the crushes. The second axiom states
that when a label ` is not defined at state x ∈ X , then all states
in the equivalence class induced by Ωi containing x must also
not have an outgoing transition of `. It is straightforward to
show that κΩi(U) satisfies these axioms.
We introduce Algorithm 1 to verify distributed observability.
At the beginning of Algorithm 1, we perform a classification
of states x ∈ X of U based on whether or not σ ∈ Σc should
be disabled or enabled at x(0) in MK . For our example, we
have only to be concerned with event σ. States in G(σ) are
outlined in green in Fig. 3 whereas those in B(σ) are outlined
in red. The crushed automaton, for each i ∈ I , is shown in
Fig. 4.
Proposition 2: Algorithm 1 correctly verifies distributed
observability.
3Because MK is a sub-automaton of ML, this implies that ∀t, t′ ∈ K∩L
such that (q0, t, q) ∈ TL for some q ∈ Q, ∀σ ∈ Σuc, if tσ ∈ L \K, then













































































































































Fig. 3. U for the example in Fig. 2. Initial state is underlined. Red transitions are those for which the global control decision for σ at the exit state must be
disable, whereas at those in green, the global decision must be enable. Therefore, the language-based control problem can be reduced to a state-based control
problem, where the transitions of TL that are to be removed by control are the ones that do not belong to TK .
Algorithm 1 Verification of distributed observability
1: distObs← True
2: for σ ∈ Σc do
3: B(σ) ← {x ∈ X | ∃x′ ∈ Xs.t.(x(0), σ, x′(0)) ∈
TBad}
4: G(σ) ← {x ∈ X | ∃x′ ∈ Xs.t.(x(0), σ, x′(0)) ∈
TGood}
5: end for
6: for σ ∈ Σuc do
7: G(σ) ← {x ∈ X | ∃x′ ∈ Xs.t.(x(0), σ, x′(0)) ∈
TGood
8: end for
9: for i ∈ I do
10: Construct κΩi(U), thus yielding [x]Ωi , for all x ∈ X
11: end for
12: for σ ∈ Σc do
13: for x ∈ X s.t. ∃x′ ∈ X and (x, `, x′) ∈ TU and
`(0) = σ do
14: if (∩i∈Ic(σ)[x]Ωi∩G(σ) 6= ∅) and (∩i∈Ic(σ)[x]Ωi∩
B(σ) 6= ∅) then
15: distObs← False; Exit
16: end if
17: end for








〈σ ,σ ,σ〉 〈σ ,σ ,σ〉
Fig. 4. κΩ1 (U) [left] and κΩ2 (U) [right].
C. A finite system of equations for XORSAT
In Algorithm 2, we are constructing the system of equations
Ay = b for XORSAT. We will only continue from Algorithm 1
if the system is distributed observable. We continue to use
B(σ) and G(σ), as calculated in Algorithm 1, to guide the
construction of b. We assign a variable in y based on [x]Ωi , for
i ∈ I . Since we are constructing equations based on decisions
that must be taken at state-equivalences of X , we have a finite
number of equations.
Below are the equations that are constructed for our ex-
ample using Algorithm 2, which correspond to the system of
equations previously noted in (5).
H([(4, 4, 4)]Ω0)(σ) =
h1([(4, 4, 4)]Ω1)(σ)⊕ h2([(4, 4, 4)]Ω2)(σ) = 0,
H([(5, 5, 5)]Ω0)(σ) =
h1([(5, 5, 5)]Ω1)(σ)⊕ h2([(5, 5, 5)]Ω2)(σ) = 1,
H([(6, 6, 6)]Ω0)(σ) =
h1([(6, 6, 6)]Ω1)(σ)⊕ h2([(6, 6, 6)]Ω2)(σ) = 1,
H([(7, 7, 7)]Ω0)(σ) =
h1([(7, 7, 7)]Ω1)(σ)⊕ h2([(7, 7, 7)]Ω2)(σ) = 0.
Note that the global control decision is the same for each
sequence that leads to [x]Ω, and also all local control decisions
are the same for all the partial observations that lead to [x]Ωi .
Proposition 3: Algorithm 2 produces a finite system of
equations that can be rewritten in the form Ay = b for
purposes of solving XORSAT.
VI. RELATIONSHIP TO MULTI-DECISION FRAMEWORK
In the multi-decision framework of [6], one examines the
following two sets of sequences for every σ ∈ Σc, :
Eσ = {t ∈ K | tσ ∈ K} and Dσ = {t ∈ K | tσ ∈ L \K}.
Algorithm 2 Construct finite set of equations for XORSAT
1: for σ ∈ Σc do
2: for x ∈ B(σ) do
3: . Note that each distinct hi[x]Ωi gives rise to a different
variable in y.
4: H([x]Ω0)(σ) = ⊕i∈Ic(σ)hi([x]Ωi)(σ) = 1
5: end for
6: for x ∈ G(σ) do
7: H([x]Ω0)(σ) = ⊕i∈Ic(σ)hi([x]Ωi)(σ) = 0
8: end for
9: end for
10: for σ ∈ Σuc do
11: for x ∈ G(σ) do
12: H([x]Ω0)(σ) = ⊕i∈Ihi([x]Ωi)(σ) = 0
13: end for
14: end for . Complexity O(| Σ || X |)
The idea is that Eσ can be decomposed into r disjoint
partitions Ekσ such that, for each k = 1, . . . , r:
∩i∈Ic(σ)[Ekσ]i ∩ Dσ = ∅. (6)
For our example, since we have only one controllable event
to worry about, we have Dσ = {a1b2,a2b1}, whereas we have
the following partition of Eσ that satisfies (6): E1σ = {a1b1}
and E2σ = {a2b2}.
For each t ∈ Eσ∪Dσ , each controller makes a local control
decision based on its local observations with respect to each
decomposition Ekσ of Eσ , for k = 1, . . . , r. The local decision
function hki : Σ
∗
o,i → LDΣ, for k = 1, . . . , r, is defined for
each t ∈ Eσ ∪ Dσ over Eσk (for k = 1, . . . , r) as follows:
hki (πi(t))(σ) =
{
0, if [t]iσ ∩ Ekσ 6= ∅;
1, otherwise.
(7)
Thus each local controller produces a set of multi-decisions for
tσ over the decomposition of Eσ . The global decision function








When t = a1b2, we have H(π(t))(σ) = [h11(π1(t))(σ)
∨h12(π2(t))(σ)] ∧ [h21(π1(t))(σ) ∨ h22(π2(t))(σ)] = 1, as
expected.
Although the authors propose a finite-state strategy for
deriving the decomposition of Eσ , such a decomposition is
entirely artificial. The decomposition serves only to isolate
the parts of Eσ where a definitive enablement decision can
be taken wrt the particular element of the decomposition,
leaving any uncertainty to take care of itself. As long as K is
distributed observable, a decomposition where each element
of Eσ is its own partition will always satisfy Eq.(6).
VII. DISCUSSION
In [16], a decentralized architecture using PCX (Prioritized
Composition with eXclusion), that includes ⊕ as one of the
fusion rules, partitions the state space into areas where specific
fusion operators can be applied. The requirement for synthesis
using ⊕ as the fusion operator, requires exactly one controller
to have the knowledge to make the correct control decision.
In the parity-based architecture we present here, we do not
require that exactly one controller has the correct knowledge.
Rather, to respect parity, we only allow one controller to issue
the disablement decision, even though others may also know
the correct decision.
It is not difficult to find languages that are unconditionally
co-observable and yield an XORSAT solution, or conditionally
co-observable and yield an XORSAT solution. It is equally
straightfoward to find languages that are unconditionally co-
observable or conditionally co-observable but do not yield an
XORSAT solution. Thus, the class of languages for which
there are valid parity-based control solutions intersects rather
than subsumes the other decentralized family of languages. For
this reason, it is not straightforward to express our architecture
in the ambiguity management framework of [5]. A language-
based characterization of the parity-based architecture is on-
going work, and will formally clarify this relationship.
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