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Down the Visual GainFood-deprived flies reduce the gain of a visual-motion-sensitive interneuron
whilst walking, and the optomotor reflex to which it contributes, providing
evidence of coupling between nutritional state, behavior and neural activity.Jeremy E. Niven
Deprived of nutrients, animals
experience energy shortage; under
such conditions, they would benefit
from promoting behaviors that lead to
the acquisition of new nutrient sources
whilst reducing the activity of organs
and tissues that are not essential for
this process, thereby saving energy.
Without such a response to their
internal and external environments,
animals face starvation and, ultimately,
death. Finding new food sources
requires the activity of muscles and
neurons, which are needed both to
sense the environment and to
co-ordinate muscles to generate
the appropriate behavior.
Yet the nervous system is itself a
major energy consumer; twenty
percent of resting metabolism in
humans is consumed by the brain,
though it accounts for just 2% of the
body mass, whilst in blowflies 8% of
the resting metabolism is consumed by
the retina alone (for example, [1–4]).Although neurons consume energy to
maintain their membrane potentials
even at rest, this is typically at a far
lower rate than when they are active
[5,6]. Numerous processes contribute
to neuronal energy consumption, but
experiments, computational modeling,
and bottom-up budgets suggest that
the generation and propagation of
action potentials and synaptic
transmission (including post-synaptic
receptors) dominate costs, mainly
because they involve the movement of
ions across the cell membrane [1–7].
Reducing neural activity may save
considerable amounts of energy, but a
global reduction in neuronal activity
would likely impede finding new food
sources. Yet not all neural activity is
necessary for finding food, raising the
possibility that the activity of some
neuronsmay be reduced in response to
energy shortage even as the activity of
other neurons is enhanced to promote
food acquisition. There is evidence that
food deprivation enhances the activity
of peripheral gustatory and olfactoryneurons and food-seeking behaviors
[8,9]. There is, however, little direct
evidence that the activity of specific
neurons or neural circuits can be
down-regulated in response to food
deprivation.
In this issue of Current Biology,
Longden et al. [10] demonstrate that
neural activity can be down-regulated
in response to food deprivation in the
blowfly, Calliphora vicina. The authors
focused on the activity of an identified
interneuron in the fly brain, H2, which is
excited by motion of the visual field
across the compound eye from
back-to-front and inhibited by motion
in the opposite direction [11]. They
presented visual gratings to head-fixed
blowflies walking on a trackball and
recorded the action potentials
generated by H2 using extracellular
electrodes. They characterized the
temporal frequency tuning of H2 by
presenting back-to-front (excitatory)
gratings to well-fed flies. Walking
increased the spontaneous spike rate
of H2 as well as the spike rates evoked
by gratings with frequencies between
10 and 25 Hz, though not at lower
frequencies. Such an increase in the
spontaneous activity and the gain at
high temporal frequencies of
motion-sensitive neurons has also
been demonstrated in fruit flies [12].
When the H2 spike rate in response to
a particular frequency grating was
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walking speed, the extent of the
increase in visual gain at high temporal
frequencies was correlated with
walking speed: flies walking faster
had a higher gain between 10 and
25 Hz [10].
Longden et al. [10] then repeated
these experiments with blowflies that
had been starved for three days. Unlike
their well-fed counterparts, the starved
blowflies showed no increase in the
visual gain of H2 at high frequencies,
irrespective of their walking speed. H2
spike rates (both spontaneous and
between 10 and 25 Hz) were also lower
in the starved blowflies at all walking
speeds. These reductions in H2 spike
rate were correlated with the number
of days of starvation, so that the
increase in spike rate caused by
walking diminished as the duration of
starvation increased.
To relate the changes in the H2 spike
rate to behavior, Longden et al. [10]
assessed an optomotor response of
well-fed and starved blowflies. The
H2 interneuron contributes to
compensatory head and body
movements made by flies in response
to wide-field horizontal motion across
the compound eye, known as yaw
optomotor reflexes [11]; however, the
gain of this optomotor reflex was
reduced over temporal frequencies
above 4 Hz in blowflies that had been
starved for three days, providing a link
between changes in H2 activity and
behavior.
The changes in H2 spike rate and
optomotor reflex caused by days of
starvation may be pathological rather
than adaptive, but several lines of
experimental evidence presented
by Longden et al. [10] suggest
otherwise. Firstly, by assessing the
concentrations of two sugars in the
flies’ hemolymph over the three days of
starvation, the authors showed that the
levels of glucose within the hemolymph
drop, whilst those of trehalose remain
constant. Indeed, the combined
amount of the two sugars remain
relatively stable throughout the period
of starvation, suggesting that the flies
had access to carbohydrate to respire.
Secondly, walking reduces the time
taken for the H2 spike rate to reach half
that of the peak response at all
temporal frequencies, but this effect
was unaffected, suggesting that the
effects of starvation on H2 were
specific rather than general. Thirdly, the
optomotor response of flies givensucrose after three days of starvation
recovered partially; though the flies’
behavior did not recover fully with
sucrose, the partial recovery suggests
that many of the effects of starvation
were not caused by pathological
damage.
The increase in the H2 spontaneous
activity and the gain at high frequencies
in walking flies suggests that these
changes are advantageous during
walking. Conversely, the lower
spontaneous spike rates and lower
gain at high frequencies in stationary
flies suggest that high gain and spike
rates have an associated cost. One
explanation is that the high energy
consumption of action potentials
means that higher spike rates during
walking incur substantial energy costs.
The corollary of this is that the lower
spike rates in stationary flies save
energy. This interpretation suggests
that the absence of an increase in the
spike rate during walking following a
period of starvation is another means
of reducing the energy consumption
of H2.
Although Longden et al. [10] focus on
the activity of H2, it is likely that many
neurons within the blowfly nervous
system undergo such shifts in activity
with walking, increasing the impact
of changes in spike rates upon the
overall energy consumption of the fly.
Changes in the gain and temporal
frequency tuning of neurons with
behavioral state are not restricted to
flies but occur in vertebrates and
invertebrates alike (for example
[12–15]). It is possible that such shifts in
neural activity are a means of reducing
energy consumption in resting animals
when high gains at high temporal
frequencies are unnecessary.
What mechanism enables
information about nutritional state of
the fly to be transmitted to neurons?
The mechanism is, at present,
unknown, but presumably involves a
chemical signal that integrates
nutritional state emanating from
structures such as the fat bodies. This
signal could act directly on neurons
throughout the central nervous system
or may act on a subset of neurons that
are capable of regulating the activity of
other neurons and neural circuits.
Populations of neuromodulatory
neurons could potentially fulfill this
role. One neuromodulator in particular,
octopamine, has been shown to alter
the responses of visual interneurons in
relation to shifts in behavioral state ininsects (for example [16–18]). The site
of octopamine action is unknown,
however; if it does play a role in
modulating H2 activity in response to
starvation, then octopamine could be
acting directly or acting on an earlier
stage of visual processing. In locusts,
octopamine release is spatially and
temporally controlled in relation to
specific motor patterns [19], and
can link energy metabolism to
behavior [20].
Longden et al. [10] provide evidence
that neural activity can be coupled
both to an animal’s behavioral and
nutritional state, and how these
interact. In doing so, they provide
evidence for a coupling of neural
activity to prevailing environmental
conditions. This coupling could enable
precise control over the energy
consumed by neurons through
changes in their gain and frequency
tuning; the down-regulation of circuits
that are non-essential for a particular
behavior and the up-regulation of
those that are. This form of resource
allocation on a limited energy budget
would seem essential, yet many
aspects in this model are unknown. For
example, demonstrating that the
activity of neurons involved in finding
food, such as those in the olfactory
system, is up-regulated at the same
time as H2 activity is down-regulated
would support the idea that changes
evoked by starvation are specific.
Nevertheless, the work of Longden
et al. [10] has provided key insights into
the relationship between nutrition,
behavior and neural activity.References
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in the Rare BiosphereProtists (unicellular eukaryotes) play important roles in marine ecosystems but
are tremendously diverse andmany remain uncharacterized. Deep-sequencing
of a universal marker gene has helped resolve community composition
patterns among rare and abundant protistan sequence groups in coastal
European waters.Charles Bachy1
and Alexandra Z. Worden1,2,*
Understanding organismal diversity
and its role in ecosystem stability is
a long-standing pursuit of the
ecological sciences. No matter the
domain of life — archaea, bacteria,
or eukaryotes — or nature of the taxa
under study — unicellular or
multicellular — the grail is to connect
diversity and relative abundance
(i.e., community composition) with
functional ecology. Of course,
methods used between the macro-
and microbial ecology research
domains are different. In
macroecology, diversity can generally
be assessed using morphological
characteristics and connection to
ecosystem roles is readily apparent.
In microbial ecology, diversity
assessments are almost entirely
dependent on molecular signatures,
e.g., nucleic acid sequences derived
from the ribosomal RNA (rRNA) gene
present in all cellular life. This is
because morphological features can
be inconsistent across evolutionary
relationships, or lacking, and thus are
not necessarily valuable indicators ofmicrobial diversity [1]. Hence, we
move from tangible differences in
community structure to a world
defined by phylogenetic analyses or
clustered sequence similarity groups
(operational taxonomic units, OTUs)
[2]. A new study by Logares et al. [3]
reported in this issue of Current
Biology describes patterns that
emerge when marine microbial
eukaryotic communities are parsed
along the lines of rare and abundant
OTUs and compared across European
coastal sites.
Increasing attention has been
placed on understanding the
properties of rare versus abundant
components of microbial
communities. Even a rocket scientist
will see value in studying the abundant
members of a community — in
protistan communities these are often
photosynthetic organisms — with
some taxa having unique features that
allow their blooms to be discriminated
from space [4]. What is meant by the
terms ‘abundant’ or ‘rare’ is of course
subjective. Typically ‘rare species’ are
defined as belonging to the long tail in
rank-abundance curves used to depict
diversity and often termed ‘the rarebiosphere’ [5,6]. The blossoming of
rare biosphere research is directly
linked to the advent of
high-throughput gene marker
sequencing, referred to as tag or
bar-coded sequencing [6,7]. Until
these methods were available it was
difficult to study the rare biosphere.
While we could get hints of which taxa
were rare, we could not explore them
with statistical rigor. Hence, cross-site
comparisons held little meaning
because the results could simply
reflect under-sampling, where the
chance of getting any particular rare
sequence is random, not significant.
Deep-sequencing has changed this
ball game and investigators can now
assess diversity, as well as the rare
biosphere, with greater power.
Why is exploration of the rare
biosphere important? We still do not
know the extent to which taxa in the
rare biosphere play significant roles in
community function. This is important
because one proposed characteristic
of these communities is that they
contain considerable functional
redundancy, i.e., overlapping
ecosystem functions or niches. Such
‘redundancy’ is perceived by some as
a security net for inevitable extinctions
or the demise of taxa — although this
topic requires a much bigger debate
than can be taken on in 1,200 words.
It is hypothesized that rare eukaryotic
microbes can become dominant
under changing environmental
conditions and that the functional
redundancy (theoretically) represented
by these taxa allows biogeochemical
processes to be maintained even
