ドミノタイリングの数え上げ ： 線形代数の組合せ論への応用として by 吉岡  弘和
平成27年度 学 位 論 文
ドミノタイリングの数え上げ
―線形代数の組合せ論への応用として一
兵 庫 教 育 大 学 大 学 院
教育内容・方法開発専攻
自 然 系 教 育 分 野
M141491
学 校 教 育 研 究 科
認識形成系教育 コース
(数学 )
吉 岡 弘 和
目 次
第1章 問題提起
1.1 ドミノタイ
1.2 ドミノタイ
第2章 線形代数
2.1 ベクトル空間
リングとは
?
?
?
?
??
??
??
??
?
??
??
??
??
?．
??
?
??
??
?．
??
??
??
?
??
??
??
?．
??
??
リングの数え方
2.2 線形写像
2.3 固有値・
第3章
3.1
3.2
3.3
3.4
3.5
第4章
4.1
4.2
4.3
4.4
4.5
第 5章
5.1
5.2
5。3
5.4
5.5
固有ベクトル
線形漸化式の一般論
定数係数線形漸化式
固有値が重解となるとき
線形3項間漸化式
実数列についての線形3項間漸化式
D2■,D3,れの一般解
Kasteleyn行列
グラフの表記 。名称
グラフとドミノタイリングとの関係
Kasteleyn行列
マッチングの回転
εの条件 .…
Dれ
,電
の値を与える一般式
Gれ,れに対する行列 κ
Kasteleyn行列の固有値
σ2れ,れの場合
G2π-1,2あの場合
2れの具体例
参考文献
謝辞
?
?
?
?
?
?
?
?
?
?
?
はじめに
問題と目的
本論文では次の問題について扱う。
問題 :π×η長方形に1×2長方形 (ドミノ)を敷き詰める方法は何通り
あるか。                 ・
図 1:4×5長方形のドミノタイリングの一例
ドミノタイリングの数え上げ問題である。数え上げについて,中学校第
2学年では樹形図などを利用して起こり得る場合を順序よく整理し,漏
れや重複なしに数え上げることによって確率を求める場面で扱っている。
また,高校数学では,数学A「場合の数と確率」で数え上げの原則や,順
列・組合せ及びその総数の求め方について理解させるとともに,それら
を具体的な場面に活用できるようにすることを目的に扱っている。
本論文の問題はれを小さな数に固定すれば,適当な単位正方形に着目
して分類 。整理することで,高校生にも理解できるような素朴な数え上げ
の問題となる。例えば,2×η長方形にドミノを敷き詰める方法であれば,
2×η長方形の左上端の単位正方形に着目すると,この単位正方形を覆う
ドミノの配置は2通りに場合分けすることができる。これにより,2×η
長方形のドミノタイリングの総数を%とおくと,al=1,α2=2であり,
三項間漸化式αれ=%_1+%_2(π≧3)で表すことができ,一般項を求
めることが可能である。同様にπ=3,π=4に関する漸化式を求めるこ
とも可能である。しかし,π=5の場合において,すでに同様の手法で
は一般項を求めることが相当困難である。また,m=2,π=3,π=4の
4漸化式に類似性等が見当たらず,このままπ ×η長方形の場合へと一般
化することは困難である。
以上のことから,本論文ではこの問題に対して線形代数とグラフ理論
を用いた,Kasteleynによる全く別の解法を考察する。Kasteleyn行列は
1960年代にKastebynによって発見された。KasteleynはこのKattelen
行列を導入して,正方格子2部グラフの完全マッチングの数え上げが線
形代数的方法で扱えることを示した。Kasteleyn行列を用いて,2π×2η
長方形のドミノタイリングの総数を導き出すと,
4'爾ι
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通りであるという結果が得られる。数え上げ問題であるから自然数が導
かれるはずの式であるにも関わらず,三角関数が使われている点はとて
も興味深い。
線形代数の組合せ論への応用
行列に関しては平成21年公示の高等学校学習指導要領から事実上排
除されている。しかし,行列はベクトルとともに数学のあらゆる分野で取
り扱われている基礎的な概念である。それは,数学の理論の方面ばかり
ではなく,自然科学,経済学,理工学など多くの分野での応用がなされ,
その重要性が非常に高い。その一方で,生徒にとって行列は単なる数と
は性格が相当異なり,親しみがたい概念であると思われる。また,過去
に私が行列の指導を行っていた頃を振 り返ると,その指導の内容は計算
指導が中心となり,行列の必要性や存在理由などの指導が十分に出来ず,
行列がうまく扱えていなかったことは否めない。私はこの研究を通して,
改めて行列の持つ性質の有用性や必要性を確認し,他の理論との関わり
も再認識したいと考えた。このドミノタイリングの問題は数え上げとい
う素朴な問題が行列を使って解けるひとつの例である。また,大学数学
と高校数学との関係性についてこの問題を通して確認をすることも,こ
の研究に取り組んだ目的である。
研究内容の構成
本論文では, ドミノタイリング問題に対して線形代数とグラフ理論を
用いた解法を解説する。 ドミノタイリングとはドミノを縦または横に重
ならないように並べて,m×π長方形に隙間なく敷き詰めることである。
本研究ではちπ ×η長方形の各単位正方形の重心に自と黒の頂点をおき,
縦横に頂点を線分で結んだグラフ(2部グラフ)を考える。すると, ドミ
ノタイリングはグラフにおいてドミノの頂点を結んだ辺の集まり(図2,
図3)で決まる。図3の太線のように,辺の集まりのうち,各頂点に1つ
ずつ辺が接続しているものを完全マッチングという。こうしたグラフ理
論の基本的内容については,第4章で述べる。
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図 3:2部グラフの完全マッ図 2:ドミノタイリング チング
このように; ドミノタイリングの問題を2部グラフの完全マッチング
の数え上げ問題にすることで,Kasteleyn行列κの行列式を利用するこ
とが出来る。■の不astebyn行列を翠解するために,第2章では一次独
立,ベクトル空間の生成,次元といったベクトル空間に関する基本概念
について述べる。また,固有値と行列式の関係についても基本的な内容
について述べる。また,第3章ではKasteleyn行列の行列式の計算等で利
用するため,数列に関する定数係数線形漸化式の一般論について述べる。
Kattebyn行列とは2部グラフの各辺に+1か-1を対応させる写像ε:
グラフの辺→{±1)を考えて,このεを用いたⅣ文Ⅳ行列のことであ
る。このε(瓦し)の符号のつけ方がKalsteleyn行列を決定づける。この各
辺への符号のつけ方を工夫することで,π×η長方形のドミノタイリン
グの総数Dれ,πをKの行列式を用いて
Dπ
,電=ldetκl
と表すことが出来るのである。このことについては第4章で詳しく述べ
る。実際,このεの符号のつけ方は,グラフの各単位正方形の4辺のうち
6εの値が-1となるのが奇数となればよい。この説明には2部グラフにお
ける完全マッチングは「マッチングの回転」という操作を通 じて互いに
移 りあうということが重要となる。このことは2つの完全マッチングの
違いを「交互閉路」と呼ばれるもので表現することによって説明される。
本論文では,2π×2η長方形の ドミノタイリングの総数 D2π,加および,
π ×2η長方形 (πは奇数)のドミノタイリングの総数 Dπ,2れを与える一般
式を求めている。また,最後にはcos昔やCOS昔などcOsが計算できる値
を含む具体的なドミノマッチングの総数の具体的な計算を示した。
第1章 問題提起
1。1 ドミノタイリング｀とは
本論文では,m×π長方形のドミノタイリングの方法は何通 りあるか
を考える。ここで,自然数π,れに対して,π×η
｀
長方形とは,縦の長さ
がπ,横の長さがηの長方形であって, 1辺の長さが1の単位正方形に
格子状に分割されたものを指す。また,π×η長方形の ドミノタイリン
グとは1×2長方形 (以下 1×2長方形のことをドミノと呼ぶ)を縦また
は横に重ならないように並べて,π×π長方形に隙間なく敷き詰めるこ
とである。図1.1に4×5長方形のドミノタイリングの一例を示す。
図 1.1:4×5長方形の ドミノタイリング
初めに次の問題を考えたい。
問題 1.1.1図.2のような3×5長方形の ドミノタイリングはできるか。
図 1.2:ドミノタイリングはできるか
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この問題の答えは「できない」である。 ドミノタイリングをするため
には3×5長方形の15個の単位正方形にドミノを隙間なく敷き詰める必
要がある。 しかし,奇数個の単位正方形に ドミノを敷き詰めることは不
可能だからである。よって,次のような定理が成 り立つ。
定理 1.1.2π×η長方形の ドミノタイリングが可能であるための必要十
分条件は,πまたはηが偶数であることである。
証明 ドミノタイリング可能であるとすると,面積ππは偶数でなければ
ならないから,πまたはηが偶数である。逆に,mまたはηが偶数であ
れば, ドミノタイリング可能であることは明らかである。      □
1。2 ドミノタイリングの数え方
ドミノタイリングの数え方を具体的な例を用いて説明する。2×4長方
形のドミノタイリングは図 1。3に示すように5通りである。このうち (4),
(5)は別の種類として数えあげる。このように,π×π長方形のドミノタ
イリングの種類を数える際には,m×π長方形の回転や左右の反転で重
なるタイリングも別のドミノタイリングとして,すべての種類の総数を
求めることとする。
田 mm
… …図1.&2×4長方形のドミノタイリング
以下,π×η長方形(πまたはπは偶数)のドミノタイリングの総数を
,m,。と表す。一般のれ,πに対して,Dπ,2を求める手とを解説するのが
本論文の目的であるが,準備なしに結論へ至ることは難しい。そこでま
ずは,πを小さな数に固定して,各れに対してDれ,れを漸化式により求め
る方法を考える。
f5)14)
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定理 1.2.12×η長方形に対するドミノタイリングの総数 D2,れをαηとす
ると,αl=1,α2=2であり,また次の式が成り立つ。
απ==απ_1「■απ=2  (η≧:3) (1.1)
証明 αl=1,α2=2は明らかである。2×η長方形の左上端の単位正方
形に着目すると,この単位正方形を覆うドミノの配置は2通りに場合分
けすることができる。図1.4に示すように,左上端にドミノを縦に配置し
た場合, ドミノタイリングの総数はa7n_1に等しい。また,図1.5に示す
ように,左上端にドミノを横に配置した場合,その下に点線で示したド
ミノを配置せぎるを得ないので,この場合のタイリングの総数はαれ_2に
等しい。つまり,漸化式。ぉ=%_1+αη_2が成立する。
"
哺
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図 1.4:ドミノを縦に配置 図 1.5:ドミノを横に配置
ここで示された漸化式を用いて求めたα2の値を表 1.1に示す。
表 1.1:D2,π
D2,πは,漸化式や表で分かるようにフイボナッチ数列である:D2,れの
一般項については第3章で紹介する。
定理 1.2.2 απ=D3,πとおく。また,3×π長方形の左上1つの単位正方
形を除いた領域(図1.6)に対するドミノタイリングの総数を硫とすると,
αl=0,α2=3,bl〒1,b2=0であり,また次の漸化式が成り立つ。
απ=a7n_2+2硫_1
硫=αη_1+硫_2(η≧3)
□
?
ら
η 1 2 3 4 5 6 7 8 9 10
απ 1 2 3 5 8 13 21 345589
(1.2)
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図 1.6:硫のタイリングの領域        ―
証明 αl=0,α2=3,bl=1,b2=0は容易に確かめられる。
3×η長方形の左上端の単位正方形に着目すると, ドミノの配置は2通
りに場合分けすることができる。図1.7に示すように,左上端にドミノを
縦に配置した場合,その下に点線で示したドミノを配置せぎるを得ない
ので,この場合のタイリングの総数は嶋_1に等しい。また,図1.8に示す
ように,左上端にドミノを横に配置した場合,そのすぐ下にドミノを横
に配置すれば,その下に点線で示したドミノを配置せぎるを得ないので,
タイリングの総数はαπ_2に等しい6左上端にドミノを横に配置したすぐ
下にドミノを縦に配置すれば,タイリングの総数は転_1に等しい。つま
り,漸化式αれ=αれ_2+2硫_1が成立する。
図 1.■左上端にドミノを縦に配置
図1.&左上端にドミノを横に配置
次に,図1.6に示した臨は左端の単位正方形に着目すると, ドミノの
配置は2通りに場合分けすることができる。図1.9に示すように,左端に
10
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ドミノを縦に配置した場合,タイリングの総数はαπ_1に等しい。また,
図1.10に示すように,左端にドミノを横に配置した場合,その下と上に
点線で示したドミノを横に配置せざるを得ないので,タイリングの総数
は鋭-2に等しい。つまり,漸化式られ=απ_1+硫_2が成立する。   □
図 1。)硫:ドミノを縦に配置 図 1。lQ硫:ドミノを横に配置
ここで示された漸化式(1.2)を用いて求めたαれ,場の値を表1.2に示す。
表 1.2:D3,π
定理 1.2.3 απ=D41πとおく。また,4×η長方形の左上の縦2つの単位正
方形を除いた領域 (図1.11)に対するドミノタイリングの総数を硫,4×η
長方形の左上端 1つと左下端 1つの単位正方形を除いた領域 (図1.12)に
対するドミノタイリングの総数をら,とすると,al=1,α2=5,bl=1,
b2~2,Q_1,
(1.3)
?
?
?????????
??，
???
?
?
??
〓?
〓
【?
η
?
? 2 3 4 5 6 7 8 9 10
απ 0 3 0
?
? 0 41 0 153 0 571
硫
?
? 0 4 0 15 0 56 0 2090
図 1.11:場のタイリング領域  図 1.12:%のタイリング領域
第 1章 問題提起
証明 αl=1,α2=5,bl=1,b2=2,cl=1,c2=1は容易に確かめ
られる。
4×η長方形の左上端の単位正方形に着目すると, ドミノの配置は2通
りに場合分けすることができる。図1.13に示すように,左上端にドミノ
を縦に配置した場合,タイリングの総数は硫に等しい。また,図1.14に
示すように,左上端にドミノを横に配置した場合,そのすぐ左下にドミ
ノを縦に配置すれば,その下に点線で示したドミノを配置せぎるを得な
いので,タイリングの総数はcπ_1に等しい。すぐ下に2つのドミノを横
に配置すれば,その下に点線で示したドミノを配置せぎるを得ないので,
タイリングの総数はαη_2に等しい。すぐ下に1つのドミノを横に配置し
てすぐ下にドミノを縦に配置すれば,タイリングの総数は硫_1に等しい。
つまり,漸イビ式%=%_2+bη-1+銑_1+bれが成立する。
図 1.13:左上端にドミノを縦に配置
図 1.1生左上端にドミノを横に配置
次に,図1.11に示した硫は左端の単位正方形に着目すると,図1.15に
12
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示すように,左端にドミノを縦に配置した場合,タイリングの総数はαπ_1
に等しい。左端にドミノを横に配置した場合,点線で示したドミノを配
置せぎるを得ないので,タイリングの総数は硫_1に等しい。つまり,漸
化式硫=απ_1+硫_1が成立する。
Eヨ 1.15: bπ
また,図1.12に示したらは左端の単位正方形に着目すると,図1.16に
示すように,左端にドミノを縦に配置した場合,タイリングの総数はαπ_1
に等しい。左端にドミノを横に配置した場合,点線で示したドミノを配
置せぎるを得ないので,タイリングの総数はら_2に等しい。・つまり,漸
化式%=%_1+%-2が成立する。
図 1.16:%
□
ここで示された漸化式 (1.3)を用いて求めたαπ,硫,らの値を表1.3に
示す。
表 1.&D4,れ
η 1 2 3 4 5 6 7 8 9 10
% 1 5 11 36952817812245633618061
硫
?
? 2 7 18.54149430121134569792
% 1・ 6 124210732388825687224
13
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第 1章では,Dれ,れのうちのmを固定して,D2,πD3,πおよび D4,れを
ηについての数列とみて漸化式を考えてきた。第3章でみるように,これ
らの D2,π,D3,πD4,れに関する漸化式は一般項を求めることが可能であ
る。しかし,m=5の場合において,すでIF同様の手法では,5,れの一般
項を求めることが相当困難である。また,D2,れD3,ηD4,πの漸化式に
類似性等が見当たらず,このままDれ,ηの場合へと一般化することは困難
である。
以上のことから,本論文ではこの問題に対して線形代数とグラフ理論
を用いた,Kasteleynによる全く別の解法を考察する。そのために,第2
章では一次独立や一次従属,基底や次元等の,ベクトル空間に関する基
礎的な概念について述べる。また,固有値と行列式の関係および,η次正
方行列の固有値の個数について述べる。第3章では数列における定数係
数線形漸化式の一般論について述べて,D2,πおよびD3,πの一般解を求め
る。その後,第4章以降で本論文のテーマであるKasteleyn行列を用いた
Dm,πの値を与える一般式について述べる。
14
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第2章 線形代数
2。1 ベクトル空間
以下,集合Kは実数全体の集合Rか複素数全体の集合Cとする。また,
Kπとはη個のKの要素の組の集合,つまり,Kの要素αl,.…,αれを用い
て (αl,.…,%)と表されるもの全体のなす集合である。ここでKの要素
の組をベクトルといい,紙面の都合上,
(αl,…・,α
というように,横または縦に並べた形で表されるが,これらはどちらも
同じものである。特に,(0,…。,0)を0と表 し,零ベク トリレという。
この節では,一次独立,一次従属,ベクトル空間の生成,次元といった
ベクトル空間に関する基本的概念について述べる。
定義 2.1.1集合 Kπにおいて,次の2種類の演算を考える。
1.Kπのベクトル"=(″1,・…,″n)とν=(νl,.…,%)に対 して,これらの和を
"+υ=(″1+νl,.…,■η tt νη)
と定める。
2.Kれのベクトルπ=(″1,・…,″π)とKの要素たに対して,たと"の積を
たπ=(ん″1,…。,λ″")
と定める。これを"のスカラ
ー倍という。
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定義 2.1.2Kれの空でない部分集合″ が,次を満たすとき,7をK上
のベクトル空間という。´
1.″の任意のベクトルπ,υに対して,"十υが″ の要素である。
2.″の任意のベクトル"とKの任意の要素たに対して,た"が″ の
要素である。
特に,lK=Rのときは″ を実ベクトル空間,K=Cのときは″ を複素
ベクトル空間という。
例 2.1.3KれはK上のベクトル空間である。また,零ベクトルのみから
なる集合{0}もK上のベクトル空間である。
一般に,Kれのベクトルαl,.…,Omのスカラー倍の和
C101+―・ %.Om(Cl,…。,%∈K)
をαl,.…,αmのK上の一次結合という。
一次結合に関して次の定理が成り立つ。
定理 2.1.4 Kπのベクトルαl,.…,amに対して,ol,.・,amのK上の一
次結合全体の集合を
″={C101+…十%απ lCl,・…,%∈K}
とおくと″ はKれ内のベクトル空間をなす。
証明 ″ のベクトルπ,υに対して
π=C101+・… %αm(Cl,一端∈K)
ν=Jlall十・…+輛 π (al,.…,αれ∈K)
とすると
"+ν=(Cl+αl)o.+…・ ((‰+dm)al協
となり"+υは7の要素である。また,″のベク トルπ,Kの要素のたに対して
λ"=たclol+…・ たCm%
となりん"は″ の要素である。 したがって,7はK"内のベクトル空間である。                            □
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定義 2.1.5 Kπ内のベクトル空間″ と,″内のベクトルαl,….,αれに対
して
″={C101+・・・十%απ 191,...,端∈K}
であるとき,ol,.…,omはKを係数として″ を生成するといい
″″=(01,…。,αm)
と表す。
定義 2.1.6 Kηのベクトルαl,.…,αれに対して
Clαl+。…十%β7m=0(Cl,.…,端∈K)ならば cl=….=%=o
が成り立つとき,01,.…,απはK上一次独立であるという。
定義 2.1.7 Kηのベクトルαl,.…,απが~次独立でないとき,すなわち,
少なくとも1つはoでないcl,.…,端∈Kに対して
C101+・…+Cttam=0
が成り立つとき,01,.…,0れはK上一次従属であるという。
一次独立に関して次の基本性質が成り立つ。
定理 2.1.8Kれのベクトル 01,。…,αれが~次独立ならば,その一部分も
一次独立である。特に,各αを(を=1,…。,π)|ま零ベクトルではない。
証明 αl,.…,Cれの一部分aを11..,o,T(1≦づ1<…・<tr≦m)に対して :
Q10,1+…・十Qra`r=0
とする。この左辺にπ 一r個の零ベク トル 0%(プは
'1,.…
,づr以外)を加
えると,π個のベクトル 01,。…,Omの一次結合が零ベクトルになる。 し
たがって,al,.…,a鳥の一次独立性より,一次結合の係数のスカラーはす
べて0になる。よって,Ql,.…,Qrも0であり。すなわち,0.1,.…,°
'7は一次独立である。
また,このことより,特に,各αぅも一次独立となる。 1個のベクトル
αが一次独立であるのは,α≠0のときであるからQ≠0である。  □
??
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定理 2.1.9Kれのベクトルαl,….,Omおよび,bl,.…,りに対して,bl,.…,L
は一次独立であり,かつ,bl,.…,毎∈(01,….,Om)ならば,r≦πである。
また,このときαl,。…,αれの中の適当なr個(仮に,ol,.…,arとする)
をbl,.…,brで置き換えて            ・
(01,・…,απ)=(bl,…. い,ar+1,.…απ)
b2=αlbl+あα2+・…十αmalπ
と表せる。bl,b2の一次独立性より,b2≠αlblであるから,ぁ,….,鋭の
うち少なくとも1つは0でない。仮にあ≠0とすると
α2==(~分)bl+去b21(~劣)03+…・十(一:昔)bm
つまり
(01,02・…:αm)=(bl,02・…,αm)=(bl:b2,03,。… alm)
以下,同じ操作を繰り返して,o3をb3で,04をb4で,…。,と順に置き
換えていくことを考える。このとき,もしr>mならば,端をbmで置
き換えたところで                      ｀
(01,.…,αm)=(bl,・… bm)
を得るので,LⅢl∈(bl,.…,bれ)となり
bれ+1=λlbl十・…+λπbπ
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と表せる。これはbl,.…,現,端+1の一次独立性に矛盾する。つまり,r≦
%である。よって
(al,.…,αm)=(bl,・… り,ar+1,.…αm)
が成 り立つ。                          □
次に基底と次元について定義して,Kπの基底を構成するベクトルの個
数について述べる。
定義 2.1.10 Kη内のベクトル空間″ を考える。″ 内のベクトルαl,。…,αれ
が次を満たすとき,ol,.…,Cmを″ の(K上の)基底という。
1.ol,1…,αれはKを係数として7を生成する。
2.αl,….,aれはK上一次独立である。
例 2.1.1■Kれの要素
el=(1,0,…。,0)
e2=(0,1,…。,0)
Cη=(0,…。,0,1)
をKπの基本ベク トルという。基本ベク トル el,.…,cれがKπの基底であ
ることは容易に確かめられる。
定理 2.1.12Kれのベクトルαl,….,αれが基底ならばKれの任意のベクト
ル"はol,….,αれの一次結合として,ただ1通りに表される。
証明 基底の定義により,ol,.…,armはKれを生成するから,任意の
“
∈
Kπは"=91ol+…・十%βπ (cl,…。,端∈K)と表される。仮に,
"=C101+…
。+ら2a暁=αlol+…・+塩αれ (al,….,d蹴∈、K)
と2通りに表されたとする。このとき
(Cl―αl)αl+・…+に続一妨紛alπ=0
第2章 線形代数
となり,αl,….,Omは一次独立であることから,
Q一銑=0(を=1,….,π)
が得られる。つまり,Q=銑(づ=1,…。,m)であり表示は一意的である。
□
定理 2.1。13 Kπ内のベクトル空間″ について,7のK上の基底を構成
するベクトルの個数は基底によらず一定である。
証明 ol,。…,Crおよび,bl,.…,bsをベクトル空間″ の2組の基底とす
る。bl,.…,bsが一次独立であり,かつbl,.…,b3∈(al,.…,Cr)=″で
あるから定理 2.1.9よりs≦rである。
一方,ol,.…,arが一次独立であり,かつol,.…,ar∈(bl,…。,bs)=″
であるから定理 2.1.9よりr≦sである。したがって,r=sである。 □
定義 2.1.14 Kπ内のベクトル空間″ のK上の基底を構成するベクトル
の個数を″ のK上の次元という。″ の次元がmのとき,″はK tt m
次元のベクトル空間であるといい
dimK″=π
と表す。特にKれの基本ベクトル el,.…,eれはKπの 1つの基底であるか
ら,構成するベクトルの個数はれであり
dimK Kπ=
である。
2。2 線形写像
定義2.2.17と″をK上のベクトル空間とし,∫をyから″への写像
とする。アの任意の要素",υ,および任意のた∈Kに対して,写像∫が次の2式を満たすとき,写像∫をK上の線形写像という。
∫("+ν)=∫(")+∫(υ)~~  
∫(た")=たノ(■)
20
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定理 2.2.2ノがKπからKπへの線形写像のとき,あるα″∈Kがあって,
任意の″1,.…,″π∈lKに対して,次の式が成り立つ。
証明 αl,.…,αれを∫による基本ベクトルel,.…,cηの像として
∫(el)=a71
ノ(Cη)=alπ
とおく。また,Kれの任意のベクトル"=(■1,・…,%)は,Kりの基底である基本ベクトルel,.…,cれを用いて,
π=πlel+…。+″nen
と一意的に表される。このとき,線形写像∫によるπ=(″1,…。,″η)∈Kπ
の像は
?
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?
??
?
?
?
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??
．‥
?
?
?
?
??
?
?
??
?
?
?
?
〓
??
□‐  となる。
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?
と表される。このとき
とおくと
∫(2)=A"
となる。このスをノを表す行列という。また逆に,ノを4が表す線形写
像という。
定義 2.2.4ノがKηからKれへの線形写像であるとき,
Im∫={∫(a)∈Kmlα∈Kη}
 ｀      Kerノ={α∈Knl∫(a)=0}
をそれぞれ∫の像,∫の核という。Im∫,Ker∫がベクトル空間となるこ
とは容易に確かめられる。
列式を
det五=|ス|=
αll ... αlπ
απl  ...  αη"
などと表す。なお,行列式の定義は既知として扱う。詳しくは例えば 121
を参照のこと。
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並べた行列を
と表す。
定理 2.2.5KれからK鯰への線形写像ノを考える。またノを表す行列をス
とおく。このとき,∫に関する次の5つの条件は互いに同値である。
1.∫は単射でない。
2.Ker∫≠{0}
3.∫は全射でない。
4.スの行列式detス=o
5.ス=(ol・..αη)とするとき,01,.…,απは~次従属である。
証明 以下,1と2と5の同値性を示す。3と4の同値性および,1,2,5と
3,4の同値性は,行列の基本変形等を使って説明されるが,長くなるので｀省略する。例えばp]を参照されたい。
1と2の同値性を示す。ノは単射でないとすると,ある",υ∈Kれに対して
∫し)=∫し) かつ "≠ν
である。よって,                ,
ノ(a)_∫(ν)=0
ノ("一υ)=0
つまり,"―υ≠0はKer∫に属する。逆に,Ker∫≠{0}とすると,oで
ないπ∈Kれに対して
∫(")=0
∫(0)=0
また,電個の縦ベ ?」
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よつて,∫(")=バ0)なので,∫は単射でない。
次に2と5の同値性を示す。Ker∫≠{0}とすると,0でないKerノの元
"が存在する。この"について
∫(・)=0               (2.1)
∫(・)=スπ
″101+・…十″鯰απ=0
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である。よって"=
ノし)=0かつ"≠0
25
□ことが分かる。
?、．．．．???，?，??????（?）???
―
?
とおくと(2.2)の式変形を逆にたどることで ,
定理2.2.5は次の固有値・固有ベクトルの節で利用する。
2。3 固有値 口固有ベクトル
以下,複素数を成分とする行列やベクトルを扱う。つまり,断らない限
リベクトル空間はC上のベクトル空間である。
定義 2.3.1複素数を成分とするη次正方行列スとλ∈Cに対し,ある
"∈Cπし ≠0)が存在し, ス"=λ"
を満たすとき,λをスの固有値という。また,固有値λに対し,スπ=λπ
を満たす0でない"をスの固有値λに対する固有
ベクトルという。なお,
"がスの固有値 λに対する固有
ベクトルであるならば,"のスカラー倍
もまた(0でない限り)同じ固有値の固有ベクトルであることに注意する。
定理2.3.2複素数を成分とするπ次正方行列スに対し,λ∈Cが■の固
有値であるための必要十分条件は,det“―λE)=0となることである。
証明 λ∈Cがスの固有値であることと,0でないある"に対してス"=λπとなることは同値である。それはまた,(■―λE)"=0であること
と同値であり,行列 (五一人oが表す線形写像によってCれの要素π≠0
が0に対応していることである。つまり,定理2.2.5の2と5の同値より,
det(スー人E)=0である。                    □
定理 2。3.3η次実正方行列スにおいて,スの固有値λが実数のときは,λ
に対する固有ベクトルとして実ベクトル"が存在する。
証明 定理2.3.2より,detに一人E)=0である。このとき,“―λE)は
実行列なので,に一人E)が表すRπからRπへの線形写像∫が考えられ
る。定理2.2.5より,ノは単射でない。よっては一人E)"=0となる実ベ
クトル"が存在し,この"が
λに対する実の固有ベクトルとなる。 □
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定義 2.3.4η次正方行列スに対して,未知数λに関する方程式
det(五一人E)=0
をスの固有方程式という。
定理 2.3.5複素数を成分とするπ次正方行列スの相異なる固有値λl,.…,λた∈
Cに対する固有ベクトル
"1,…
_,πたはC上一次独立である。
証明 この仮定のもとで
"1,.…,π.(づ=1,….,λ)が
一次独立があること
を自然数りについて数学的帰納法で示す。
1).づ=1のとき"i≠0なので,cl"1=0とすればcl=oとなり, 1つのベクトルπlは一次独立である。したがって, `=1のとき命
題は成り立つ。
2).づ=π (1≦π ≦ん-1)のとき,"1,…。,"πは~次独立であると
仮定する。
づ=π■1のとき,cl,.…,端,%Ⅲl∈Cに対し
Cl"1+・…+C稀
“
m+C抗+lπ為+1=0       (2.3)
とおく。両辺に左からスをかけると
c14"1+・… %五%+C抗+1■%+1=0
clλl■1+・…+%λm鶴+%+lλm+βれ+1=0   (2.4)
を得る。一方,(2.3)にλπ+1をかけると
clλm+1"1+・…十%λπ+βm十%2+lλπ+βれ+1=0   (2.5)
となり,(2.5)から(2.4)をひいて
Cl鰺π+i一人1)“1+。…+%バλπ+1~入れ)"π=0
を得る。このとき,"1,…。,"れは~次独立なので
′        Cl(λm+1-λl)=・…=ちよλm+1-λm)=0
である。また,固有値は互いに異なるため
Cl=…・=%=0          ｀
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となる。これと(2.3)よりQπ+1“れ+1=0であり%叶1=0となる。
よって,■1,….,"π+1は一次独立である。したがって,=m+1の
ときも命題は成り立つ。
1),2)よりづ=たのときも命題が成り立つ。
□
定理 2.3.6η次正方行列スの固有値は,複素数の範囲で高々η個存在する。
証明 λOをスの固有値とすると,λ。は固有方程式detに一人E)=0の解
である。このスの固有方程式は行列式の定義よりλのη次方程式である。
ここでスの固有方程式が仮に複素数の範囲でη+1個の解を持てば,因
数定理よリスの固有方程式がλの場+1次以上の方程式となり矛盾する。
よって,スの固有値は,複素数の範囲で高々η個存在する。     □
定義2.3.7複素数係数の多項式∫(π)について,ノ(″)=0がα∈Cを解
に持つとする。すると,ノ(■)は少なくとも1回(■―α)で割り切れるため
∫(″)=(″一α)30(″)(S≧1)
と表せる。∫(″)は有限次だから,sはいくらでも大きくはできない。よって
∫(″)=(″一α)30(″)(S≧1)かつ 0(α)≠0
となる自然数sが存在する。このときのsを解αの重複度という。
定義 2.3。8複素数係数の多項式∫(″)の解のすべてをλl,λ2,…。,λrとし,
それぞれの重複度をsl,.…,Srとする。このとき∫(■)は重複度を込めて
Sl+・…+Sr個の解をもつという。このとき,∫(・)は
ノ(″)=(″一人1)'1・…(″一人r)Srg(・)(′(″)は多項式)
と表せる。ここで,(■)が定数でないとすると,代数学の基本定理により
,(″)もまた解をもち,新たな∫(″)の解が存在して矛盾するからg(■)は
定数 (αとおく)であり,                  .
∫(・)=α(″一人1)31.…(″一人r)Sr
と表される。このとき,λlをsl個,λ2をs2個,…。,λrをsr個書き並べたリ
ストがαl,α2,・…,απであるとき,∫(″)の解は重解度を込めてαl,α2,∴。,απ
であるという。
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定義2.3.8から,次の定理が成り立つことは明らかである。
定理 2.3.9π次正方行列スの固有値は重複度を込めてη個存在する。
定理 2.3.10η次正方行列スの固有値を重複度を込めてλl,λ2,…・,λπ∈C
とするとき,次の式が成り立つ。
λlλ2・…λπ=det五
証明 η次正方行列Aに対して固有方程式det“―λO=0の解を重複度
を込めてλl,λ2,・…,ληとすれば,定数 αを用いて
det(■―λE)=α(λ―λl)(λ一人2)°…(λ―λπ)
となる。ληの係数を比較するとα=(-1)れが得 られ
det(スーλE)=(-1)η(λ―λl)(λ―λ2)…°(λ一人π)
=(λl―λ)(λ2二λ)…°(λη一人)
イ サ
は 10祠 サ
AIA2・・・為
となる。この式は人に関する恒等式であるからλ=0とおくと
λlλ2・…λη=det 4
が得られる。                          □
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第3章 線形漸化式の一般論
第3章では数列における定数係数線形漸化式の一般論について述べて,
D2,πおよびD3,れの一般解を求める。また,定数係数線形漸化式の一般論
については第5章のKasteleyn行列の行列式の計算でも利用する。
3.1 定数係数線形漸化式
以下,数列{αn}とは{αl,α2,…・}というようにαlを初項とするものと
する。
定義3.1.1複素数列{απ}に関する,次の形のπ+1項間の漸化式を定
数係数線形漸化式という。
αη=PメL_1+…。十民ηαπ_m(Pl,…。 端∈C,端≠0)
以下,定数係数線形漸化式を単に線形漸化式という。
定理3.1.2線形漸化式απ=Pl%_1+…・十島ρη_m(Pl,…・ 鳥∈
C,端≠0)を満たす2つの数列{%},{硫}に対して
{んαπ},{%+硫}
も同じ線形漸化式を満たす。ただし,た∈Cは定数である。
証明 {%}が与えられた漸化式を満たすとき,漸化式の両辺をた倍すると
んα売=Plんαπ_1+…・十鳥れたαη_π
となり,{たαπ}も同じ線形漸化式を満たす。また,{硫}も与えられた漸
化式を満たすとして,
硫=Pl硫_1+…・+島ι硫_m
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とすると,{απ)と{硫}の満たす式の和は
(απ tt bη)=Pl(αη_1+硫_1)+…。十島 (αη_m十硫_π)
となり,{αη+硫}も同じ線形漸化式を満たす。          □
定理3.1.3数列{α月}が線形漸化式αη=Plαπ_1+…+鳥ρπ_π (Pl,…。,端
C,端≠0)を満たすとき,任意の自然数ηについて
30
αη+π
απ+m-1
:
%+2
arπ+1
PI P2 -・f猛二lf為
1 0 。… ….  0
0
0
αれ十れ-1
αη+π-2
:
απ+1
απ
が成り立つ。
証明 行列で表された式の右辺を計算すると
Plαη+π_1+。…+ILαη
αη+π-1
αη+2
απ+1
となり,左辺のベクトルと成分が等 しい。よって,与えられた式は成 り
立つ。                             □
系3.1.4数列{απ}が線形漸化式αれ=Plαη_1+…+昇ρπ_m(Pl,….,端∈
C,島≠0)を満たすとき,4=lo l ・・・
PI P2 …・ 島-11%
1 0 。… ….  0
が成り立つ。
第3章 線
証明 定理
定理 3.1.5
■=
の固有方程
となる。
証明 定義より,固有方程式は未知数πに関して
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□ある。で
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∈C,端≠0)
=0
と表される。行列式の定義に従って計算すると
det(″E―■)=(″一Pl)″m_1-(一P2)(~1)πm_2+.…    ｀
+(-1)m_2(二f猛_1)(-1)π~2″+(_1)π~1(一J机)(-1)π
~1
=″れ一Pレπ~1二P2Zm-2_…。_端_1,一端 =0
となる。つまり固有方程式は
ππ=Pl″π~1+。…+島
となる。                            □
定義 3.1.6線形漸化式 απ=Plαη_1+…。+鳥ρπ_π (Pl,…,」‰ ∈
C,端≠0)に対 して,未知数 ″に関する方程式
″π=Pl″m_1+・…+島          、
を線形漸化式の固有方程式という。
det(″E一■)=
″~Pl ~P2 ~P3 …。 ~f机_1
-l  o  O .…  ….
0  -l  π .…  ….
三      °・.-1  ″
0  。… .… 0  -1
島
_1
0
1
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は λ
(3.1)
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定理 3.1.7線形漸化式απ=Plαπ_1+…・十鳥ρれ_π
C,端≠0)の固有方程式の解の1つをλ∈Cとする|
?
????」?』
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?
である。つまり
λπれ=Plzm+…。 鳥p″1
λ″π_1=″れ
λ″れ-2=″π-1
λ″2=″3
λ″1=″2
″,=λ'~1(づ=1,…。,m)
となる。ここで
第3章 線形漸化式の一般論
とおくと,上の式のうち (3.1)以外は明らかに成り立つ。
有方程式の解であることから
λπ=Plλπ~1+・…+η嵩_λ+FL
であり,(3.1)も成立する。?まり
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また,λが固
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〓?
は固有ベクトルである。
定理 3.1.8線形漸化式αη=Plαπ_1+…・+鳥メ"_れの固有方程式の解
が,互いに異なるπ個の解λl,.…,λれをもつとき,線形漸化式をみたす
任意の数列{arn}は,あるo,…。,銘∈Cを用いて
αη=σlλl"+…・+Cmλml
と表される。
証明 線形漸化式の固有方程式″m=Pl″π~1+…・+らの解をλl,.∴,λπ
とする。すると,定理 3.1.7より,固有値λl,.…,入れに対する ,
PI P2 …・ 島 -1』‰
1 0 。… ….  0
0  1 ・・.      三
三 ・・. ・・.  o  o
O 。∴ 0  1  0
の固有ベクトルはそれぞれ
となる。これらのスの固有ベクトルは定理 2.3.5よりC上一次独立であ
る。よって,スの固有ベクトルはπ個の一次独立なCmのベクトルであ
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□が成 り立つ。
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3。2 固有値が重解となるとき
定理3.1.8では線形漸化式の固有方程式がすべて異なる解をもつときを
扱った。この節では固有方程式が重解を持つときを扱う。実多項式の解
が重解度たとなるための条件を与える次の定理はよく知られており,高
校の数学の知識でも証明できる。
定理3.2.1実数係数の多項式∫(■)に対して,∫(・)が実数αを重複度ん
の重解に持つための必要十分条件は,次の式が成り立つことである。
{郊8琳
件≒十⇒
ここでは複素数を用いた固有方程式を考えており,上の定理を複素数
に拡張したい。複素係数の多項式でも解析学的な微分は考えられるが,準
備が大変であるし,また,解析的性質はここでは必要はない。そこで形
式的微分という概念を用いて考える。
定義3.2.2複素係数多項式∫(■)=2′十%_1■π~1+…°十p。に対して,
Dノ(″)=町L″π~1+(η-1)λ_1″π~2+…。+ン2Z+pl
と定める。D∫(■)をノ(″)の形式的微分という。また,多項式∫(π)に対
して,その形式微分をとる操作をた回行ったものを∫(■)のた階形式的微
分といい,Dたノ(■)と書く。
定理3.2.3複素係数多項式∫(■),g(″)に対して,以下が成り立つ。
1・ D(∫(″)+g(・))=D∫(・)+Dg(・)
2.D(α∫(・))=α(D∫(・))(α∈Cは定数)
3.D(が×ノ)=(D″を)Xノ+″` X(Dノ)(り,プは非負整数)
4.2(ノ(・)g(″))=(D∫(・))g(・)+∫(・)(Dg(・))         _
5.Dλ(∫(″)g(″))=Σ担。んC(D:∫(″))(Dた~うθ(・))
。(π一λ+1)(″一α)れ
~λ
(ん<m)
)
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証明 定義通り計算すれば確かめられる。詳しくはp]を参照されたい。
□
以下において,多項式の形式的微分に数を代入することを考える。そ
の際,多項式∫(″)とα∈CについてDを∫(α)と表記するときは,∫(″)の
を階形式的微分に″=αを代入した値を表す。(つまり,初めにノ(■)の形
式的微分を求め,その後に″=αを代入する。)
定理 3.2.4複素係数多項式∫(■)に対して,∫(″)が複素数αを重複度た
の重解に持つための必要十分条件は,形式的微分Dに関して,次の式が
成り立つことである。
{:鵜已10=嘔λ~⇒ (3.2)(3.3)
証明 複素係数多項式∫(″)が複素数αを重複度んの重解に持つとすれば
∫(″)=(″一α)んの(・)かつ の(α)≠0
となる。∫(■)のを階形式的微分を考えると
D。バπ)
=Σ]・GDJ{(・―α)た}D'~JO(■) j=1,…。,た-1)
J=0
=(Z一α)たD'0(″)+`Dl{(π一 α)た}Dを
~10(■
)+…・+Dう{(π一 α)た}0(・)
(3.4)
となる。ここで
?
?
?
?
?
???????っ。?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
第3章 線形漸化式の一般論                  37
が成り立つ。
逆に,(3.2),(3.3)が成り立つと仮定する。このとき,∫(・)を(″―α)た
で割った商をo(″),余りをR(″)=αlZた~1+α2メ~2+….+αたとすれば     、
∫(″)=(″一a)た0(″)+R(″)       (3.5)
と表させる。(3.5)の両辺のづ階形式的微分を考えると
Dう∫(・)=Σ]づGDι{(″-9)た}D`~JO(π)+DづR(・)  (3.6)
J=0
となる。(3.2)を仮定 したので,(3.6)より
D.R(α)=0(づ=1,…・,ん=1)
となる。よって
R(・)=0
つまり,∫(")は(π一α)んで割り切れ,∫(″)=(・―α)・0(π)となる。一
方,(3.3)も仮定しているので
Dたノ(α)=λ!0(α)≠0
より,o(α)≠0で∫(″)は(″一α)た+1では割り切れない。      □
複素係数多項式∫(3)について,∫(■)=0の解の重複度を調べるための
定理である定理3.2.4が準備できたので,これを用いて固有方程式が重解
をもつ場合について述べる。
以下,″の多項式Q(■)を,%(■)=″πとおく。
定理 3.2.5複素数民 (島=1,…。,π)について,線形漸化式
%=Plαπ_1+…・+民ηαれ_π (ただし,端≠0)  (3.7)
????
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
??，????
?
?
?
。
?
?
?
?
?
?
?
?
?
?
?
? ‐
、
??‐』?????
?
?
?
?
?
?．
?
?
?
?
?
?」??」?
?
?
??
第3章 線形漸化式の一般論
証明 線形漸化式 (3.7)の固有方程式
″π=Pレπ~1+・…+島
が入を重複度たの重解として持つとする。ここで,
∫(″)=Plππ
~1+。…十島
とおくと,定理3.2.4よりλは
%ズλ)=ノ(λ)
Dl%(λ)=D∫(λ)
D2%(λ)=,2∫(λ)
D卜1%(λ)=Dた~1∫(λ)
38
(3.8)
を満たす。0≦π ≦ηのとき,%(″)=偽_π(・)cm(″)なので
づ=0,1,.…,た-1に対 して,(次の式ではQ(″)等の (″)を省いて書く)
,0%=D.(%_π%)
|
=ΣぅQ(D2~t功(D′%)
′=0
は恒等式である。数列{α9}をα∬)=Dを%(λ)とおくと,π>πとなるη
に対 して
α∬)=Dを硫(λ)
=ΣづQ(ノ→%―協ひD(ノ%0))
′=0
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となる。(3.8)より
α9=Σをの(ノ→年πttD(ノ∫pD
J=0
0
=Σ をQ(D'~Jら_れ似))(■Dセ猛_10)十鳥ノ %_2(λ)+…+島DJCO(λ))
′=0
0
=■ΣをQ(ノ~プら_πttD(D′%_1鰺D
J=0
2
+鳥Σ:Q(プ~′%一πひDにブ%_20))
ブ=0
+…・
十島ΣをOCプ~′銑―πttDcプの0))
′=0                                   °
=PID2(偽_π%_1)(λ)
十P2D'(%―れ _2)(λ)
+…・
十島 D2(%_πCo)(λ)
=Plα21+P2422+…°十島司ユれ
となる。よって{α∬)}が線形漸化式(3.7)を満たす。づ=0,…。,た-1を代
入すると,
謂)=DOばλ)=λπ
覇P=Dl%(λ)〒η矛~1
α″)=D2%(λ)=η(η-1)λη~2
α静-1)・Dλ-1%(λ)=π(π-1)…。(η一た+2)λ協十た+1
が成り立つ。                          □
定理3.2.5を用いると,線形漸化式の固有方程式が重解を持つ場合も含
めて線形漸化式の一般論が得られる。だが,全ての場合を表記すると煩
雑なので,線形3項間漸化式の場合を次節にまとめる。
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3。3 線形3項間漸化式
定理3.3.lP,9∈Cを定数として,線形3項間漸化式
απ=pan_1+9αη_2(g≠o)      (3.9)
を満たす数列{αη}について次の式が成り立つ。
1.固有方程式″2=p″+gが相違なる2つの解α,β∈Cをもつとき,
線形漸化式を表す任意の数列はQ,o∈Cを用いて
απ=Clα鯰十C2βη       (3.10)
と表される。
2.固有方程式″2=p″+αが重解α∈Cをもつとき,線形漸化式を表
す任意の数列はQ,o∈Cを用いて
αη=θlαπ+c2παπ       (3.11)
と表される。
証明 1.線形3項間漸化式απ=pαπ_1+9απ_2の固有方程式
λ2_pλ_9=0
の異なる2解がα,βとすると,定理3.1.8より,あるo,Q∈Cを用いて ′
.        αη=θlαπ tt C2βπ
が成り立つ。
2.線形3項間漸化式%=pan_1+αα犠_2の固有方程式
'λ2=pλ_g=0(g≠0)
の解が重複度2の重解αを持つとき,α≠oであり,定理3.2.5より,次
の数列は(3.9)の解となる。
{ :∫:lin_1   .
40
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このとき,そ
り, こオЪらは
もこれらの一
となるo,α
いlC
=θl(常
)+C'(lI卜)
が任意のη∈Nについて成り立つ。よって
απ=Qα絆)+α紺)
=σlαπ+c,παπ~1
となる。手を改めてのとおけば
αη=θlαη+C2ηαη
が成 り立つ。
3。4 実数列についての線形3項間漸化式
前節では複素数列を扱っていたが,ここでは,実数列{%)についての
線形3項間漸化式に関する結果をまとめておく。実数列なので,漸化式
の係数も
arn=pαπ_1+απ_2し,9∈R,9≠0)
というように実数とする。この線形3項間漸化式の固有方程式
41
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□
″2_p″_g=0
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は実数係数の2次方程式である。よって固有方程式の解は,次の3つに
場合分けされる。
1.相異なる2つの実解α,βをもつとき
2.重複する実数解α(=号)をもつとき
3.複素共役な2つの解α,a(α≠百)をもつとき
1.については定理3.3.1のより線形漸化式を表す任意の数列はq,0∈
Cを用いて
απ=σlαπ tt C2βπ
と表される。特に
{ :i:二:1:illiif2                (3.12)
が成り立つ。 ここでは実押 lJに防1,こし
下
いるたと)(1:) は葉:】枚´ミクトル
であり,α,βも実数解と仮定したから(3.12)により
(:i)=(ゞ  γ )(a)
となる。これをQ,oについて解くと実数係数連立一次方程式となり,
o,のはともに実数である。
2.については定理3.3.1の2より線形漸化式を表す任意の数列はQ,o∈
Cを用いて
αη=σlαπ+C2ηαπ
と表される。特に
{ :::二:1:12ilせ:[子
α2                 (3.13)
が成 り立つ。ここで
1ま
実数列に限定しそいるため
(:i)の
成分およびα
は実数である。よって(3.13)により
(:〔)= (li 2:2) (:ち)           .
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を得て,これをQ,oについて解 くとQ,のはともに実数であることが
分かる。
3.については定理3.3.1のより線形漸化式を表す任意の数列はq,α∈
Cを用いて
43
αη=qαれ+α♂
と表される。特に
{:i:&:T
が成 り立つ。よってこれを解 くと
q=織 ,C=織
であり,α=qとなる。また,極座標表示を用いて
α〓r(COS θ+りsin θ)(r∈R,θ∈R,r>0)
とすると,(3.14)より
αη=qαπtt θ『
′
=σ レ
π
(COSπθ 十
`Sinπ
θ)十qrn(cOS ηθ 一 づsin ηθ)
=2Re{θirη(COSηθ+tSinπθ)}
と表される。q=″+νづ (″,ν∈R)とおくと
αη=2Re{(■+υづ)rη(COS ηθ十づSinηθ)}
=2rπ(■cOSηθ一ν sinπθ)
となり,三角関数の合成より
(3.14)
απ=2y″2+ν2rl Sin(ηθ+φ)
(ただし,COSφ=ヾ
"2+グ
'Sinφ==写弓チ下フジ
と表される。したがって,27″2+ν2を改めてqとぉけば
αn=Clrπ sin(πθ+φ) (Cl∈R,φ∈R)
が成り立つ。また逆にQ,φ∈Rを用いて(3.16)の形で表されるαηが適当
な″,ν∈Rを用いて (3。15)の形に変形できることも容易に確かめられる。
以上のことから,実数列の場合に次の定理が成り立つ。
(3.15)
(3.16)
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定理3.4.lP,9∈Rを定数としα≠0とする。このとき,実数列{αη}に
関する線形3項間漸化式
α唸――Pαη-1■gαπ_2
について,次の式が成り立つ。
1.固有方程式π2=p″+αの解が相違なる2つの実解α,βをもつとき,
線形3項間漸化式を表す任意の数列は,定数の,o∈Rを用いて
απ=σlαπ+C2βπ       (3.17)
と表される。
2.固有方程式″2=ν+αが重複する実数解9(=号)をもつとき,線
形3項間漸化式を表す任意の数列は,定数Q,o∈Rを用いて
αれ=σlαη tt C2ηαπ       (3.18)
と表される。
3.固有方程式″2二p″+gの解が複素共役な2つの解α,百 (α≠百)
をもつとき,線形3項間漸化式を表す任意の数列は,定数q,φ∈R
を用いて
αη=Q′Sin(ηθ+φ)      (3.19)
と表される。ただしα=r(cOS θ+をSinθ)である。
3。5 D2,η,D3,πの一般解
この節では,第1章で表したD2,れ,D3,れの漸化式について,一般項を求
める。
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定理 3.5.12×η長方形に対するドミノタイリングの総数 D2,πについて
次が成り立つ。
I)2,η=ギ讐{(平)π+1_ (ィ)π+1}
証明 απ=D2,っとすると,定理 1.2.1よりαl=1,α2=2であり,線形
3項間漸化式απ=αη_1+αれ_2(η≧3)が成 り立つ。すると,線形3項間
漸化式の固有方程式″2_′″_1=0の解αとβは
α=ギメ=ギ
であり,α≠βであるから,定理3。4.1の(3.17)よリー 般項は定数の,o∈
Rを用いて
(3.20)
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)π
が成り立つ。 □
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定理 3.5.23×η長方形に対するドミノタイリングの総数 D3,りについて,
次が成り立つ。
22π=:{0+ντ)。十νttr+0-桁)O―栢 )π},D・%+1=0
証明 απ=D3,れとし,また臨 を定理 1.2.2のように定めると,αl=o,
α2=3,bl=1,b2=0であり,次の漸化式が成り立つ。
{:|:]:[:i:il:『
2(η≧:3)             |:|::|
3×η長方形であるから,自然数 π について,α2m+1=b2m=0であ
る。b2れ+1=απとおくと,(3.22)より{απ}の階差数列が{α2π}となる。
つまり
α2π=b2m+1~b2π-1
=塩一塩_1       (3.23)
となる。
表 3.1:D3,π
また,(3.22)をαη_1について解 くと
の_1=硫一硫_2
となり,これを(3.21)に代入すると
臨+1-硫_1=2硫_1+硫_1-硫_3
硫+1~4硫_1+硫_3=0 ・
となる。ここで,π=2π+2とすると,
b2m+3~4b2m+1+b2m-1=0
島%+1-4硫+α為_1=0
η 1 2 3 4 5 6 7 8 9 10
αη 0 3 0 11 0 41 0 153 0 571
嶋 1 0 4 0 15 0 56 0 2090
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と表される。線形3項間漸化式島η+1-4(塩+乙…1=0の固有方程式
″2_4″+1=0の2解は
α=2+ντ, β=2-ντ
であり,α≠βであるから,定理3.4.1の(3.17)よリー 般項は定数の,o∈
Rを用いて{塩)の一般項は
ら=qαπ十のβη       (3.24)
と表される。αO=bl=1:αl=b3=4であるから
{魔:1:&1ちルβ
と表され,この連立方程式を解くと
{&::葬
となる。つまり,(3.22)より
απ=σlαπ tt C2βれ
=:{(3+2、/⊃ (1■1/5)(241/5)π~11-(3‐-2、/3)(1--1/5)(2-‐1/5)π-1}
=:{(9+57百)(2ニー1/5)(2■、/1)悔I (9-5、/百)(2→「1/電)(2-―、/5)れ}
=:{(3+ντ)(211ノ電)“―卜(3-ν管)(2-ντ)π}
が成 り立つ。
式 D3,2れを見ると,式の下部である(3-v9)(2二√ )れは自然数れ を
大きくすると0に収束しているため,(3+√)(2+√)ηは自然数πが
大きくなるにしたがい整数の値に近づいている。興味深い事実である。
□      ・
=l土:=⊆。+桁)れ十二三:=⊆0_額)m
が成 り立つ。また,(3.24)より
α2m=dm~島悔_1
=σlαm+C2βπ~σlαm_1_C2βm-1
=Cl(α-1)αm~1+Cズβ-1)βれ~1
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本章では,初めにグラフ理論に関わる基本的用語や概念を定義し, ド
ミノタイリングとの関わりを述べる。
次に本論文のテーマであるKasteleyn行列と呼ばれる行列を導入する。
ドミノタイリングの問題は,これを2部グラフの完全マッチングの数え
上げ問題に変換し,Kasteleyn行列の行列式を利用することで求めること
ができる。Kasteleyn行列は2部グラフσおよび,その各辺に±1を対応
させる関数εに対して定まるもので,その行列式を定義に従って書き下
すと不要な項が消去され,残った項は2部グラフの完全マッチングと一
対一に対応する。さらにその各項は±1の値をとるが,符号の処理を工夫
することで完全マッチングの個数を求めることが出来る。この残った項
の符号の処理には2部グラフにおける完全マッチングは「マッチングの
回転」という操作を通じて互いに移り合うことを利用する。これらの証
明についてはュ]を参考にした。
4。1 グラフの表記・名称
定義 4。1.1グラフGとは,2つの集合yとEの組からなるもので,
1.アは空集合ではない集合で,その元はグラフCの頂点という。
2.Eの元はアの異なる2元からなる集合で,Eの元は辺という。
を満たすものである。
zEからなるグラフGをσ=(zE)と表す。逆にグラフσが指定さ
れているとき,その頂点の集合を7(G),澤の集合をE(C)と表すことも
ある。また,α,bを7の元として,Eの元がe={α,b)のとき,辺cを扇
と表す。
C=(zE)において2つの頂点α,b∈7を結ぶ辺扇がEの中にあると
き,つまりe={α,b)∈Eであるとき,頂点α,bをeの端点という。また,
4章
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そのときαとらは隣接しているという。さらに,頂点αと辺eは接続して
いるという。頂点bと辺θも接続している。
例 4.1.2G=(zE)において
y={α,b,C,α}
E〒{{α,b},{b,C},(C,α},{α, }}
のとき,Eを次のように表すことができる。
E={αb,bらCα,雨}
={θl,e2,C3,C4}
グラフは,いくつかの点と,それらの点を結ぶ線で図示することがで
きる。例 4。1.2を図示すると図4.1のように描くことができる。グラフの
図示においては,線は2点が結ばれているという情報のみを示すために
描かれる。点の位置も問題にしない。例えば図4.2の(1)と(2)は同じグ
ラフを示している。
図 4。1:例4。1.2を図示 した例
図 4。2(1)と(2)は同じグラフ
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定義 4。1.3グラフGにおいて,どの2つの辺も端点以外に共有点をもた
ないように平面上に描くことが可能なグラフCのことを平面的グラフと
いう。図4.3(1)のグラフは,辺が交わらないように描き直すことができ
るので,平面的グラフである。
図ゆ⑭
図 4.3:平面的グラフ
定義 4.1.4グラフG=(スE)において,Cが2部グラフであるとは,次
の条件を満たす空集合でないアの部分集合X,yが存在するときである。
1.X∩y=φかつX∪y=7でぁる。
2.Cの任意の辺αb∈EはXの頂点とyの頂点を接続している。
このときの,X,yを部集合という。
あるいは,Cの各辺が自の頂点と黒の頂点を結ぶことになるように,C
の頂点を自と黒で塗れるとき,Cは2部グラフであるといってもよい。
(図4.4)また,X,y⊂7を部集合とする2部グラフをσ=(XⅡКE)と
表す。
要 〇
図 4.412部グラフ
定義4.1.5グラフC=(zE)およびEの部分集合Mに対して,Mの
任意の2辺el,e2(el≠e2)が同じ端点をもたないとき,νはマッチン
グであるという。さらに,辺集合M⊂Eがマッチングであり,かつ任意
の頂点α∈7がある辺θ∈Mの端点であるとき,辺集合Mが完全マツ
チングであるという。また,グラフGに対して,完全マッチング全体の
なす集合をクイ(C)で表す。
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定義 4.1.6グラフG=(zE)の頂点の列
″ =(Po,Pl,…。,Ph)(Po,Pl,…。,端∈7)
において,づ=0,1,….,π-1の全てのりについて民 と民+1が隣接して
いるとき,7をGの歩道という。このときmを″ の長さという。特に,
P。=らのときσ=(Po,Pl,….,鳥″1)を巡回列と考えて閉歩道という。
また,歩道″ =(P。,Pl,…。,」鴫)において,頂点 P。,Pl,….,島しがすべて
異なるとき,7をGの道という。閉歩道σ=(PO,Pl,…_,見卜1)(PO=
鳥2)において,頂点 P。,Pl,…f,鳥け1がすべて異なるとき,σをCの閉
路という。このとき,やはりπを閉路の長さという。ただし,ここでは
長さ2の閉路は考えない。
ここまでの定義から明らかなように, 2部グラフσ上の任意の閉路σ
については,σ上を一周たどる際,θ上には71とy2の元が交互に現れ
るためθの長さは偶数となることに注意する。
4。2 グラフとドミノタイリングとの関係
第 1章で述べたように, ドミノタイリングとはドミノを縦または横に
重ならないように並べて,π×η長方形に隙間なく敷き詰めることであ
る。これをグラフに置き換えてみると,次のように言い換えることがで
きる。π×η長方形の各単位正方形を,チェス盤のように,つまり隣接す
る単位正方形が異なる色を持つように黒と自で塗り分けておく(図4.5)。
各単位正方形の重心を頂点にして,縦横に隣接する単位正方形の重心を
辺で結んだグラフを考える。また,色分けした単位正方形と同じ色をグ
ラフの頂点に塗れば,このグラフは図4.6に示したような正方格子2部グ
ラフになる。このように,π×η長方形と対応する正方格子2部グラフ
をπ ×π長方形の双対グラフGπ,れという。
この2部グラフの完全マッチングの辺をドミノに対応させれば,双対
グラフGれ,れの完全マッチングはπ×η長方形のドミノタイリングを定め
る。逆に,π×η長方形のドミノタイリングは双対グラフσれinにおける
完全マッチングを定める。
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図 4.5:色分けした長方形 図
例4.2.1図4.7の完全マッチングに対応する
示すものになる。
4.6:双対グラフσ4,5
ドミノタイリングは図4.8に
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図4.Z完全マッチング 図 4.8:図4.7のタイリング
以上のことから,次の定理が成り立つ。
定理 4.2.2双対グラフGれ,ηに関して,次の式が成り立つ。
L,η=‖ン(鶴,→
以下,多(Cπ,π)をン と略記する。また,有限集合スに対し,14とは
スの元の個数のことである。
以下,正方格子2部グラフGれ,っの部集合をyl,72と表す。Cm,η豊(71Ш
y2,0に対して,π,っのどちらかは偶数とすると‖yl=‖y2(=Ⅳとする)
となる。また,Cの頂点を
71={υl,・―,υN}, 72={bl,・…,bN}
と表し,順序を定めることとする。
4:3 Kasteleyn行列
9‐ ■
ニ 4
det κ=
SN=
と表される。
こ こで ,
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また,Cの各辺に+1か-1を対応させる写像ε:E→{±1}を考える。
このεを用いてⅣ×Ⅳ行列κ=“場)を次のように定める。
κり={:(瓦可)亜互[::il
定義によりκ の行列式は
Σ SgnけlKl∝⇒…飾σ0
σ∈SN
{σ:{1,…・,Ⅳ}→{1,一,Ⅳ}lσは全単射}
″ →
∪
ν →
という対応を次のように定める。ν ∈ン とすると,Mは完全マッチ
ングなので各づ∈{1,一,Ⅳ}に対してυぅし∈ν となる辺が唯 1つ存在
する。このとき″ (り)=ブと定める。Mは完全マッチングなので任意の
プ=(1,…。,Ⅳ}に対して鶴′bF・∈νとなるう′も唯1つであるから,″は
単射であり,すなわちν は全単射である。つまりν ∈SNである。
また,σ∈税 に対して,M=σとなるMがあるとすればそのような
完全マッチングν は
ν={鶴bσO Iに1,…,Ⅳ}
と1つに定まるからング→SNは単射である。以上のことを踏まえて,次
の補題を用意する。
補題 4.3.1写像σ∈5Ⅳに対してj
Sgn(σ)ζl∝⇒。…飾 σ(Ⅳ)≠0
であるための必要十分条件は,ν=σを満たすようなν ∈″
`が
存在す
ることである。
?
?
（?
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証明 ∂∈5Nについて,ν=σを満たすようなν ∈″′が存在すると
する。このとき                ・
ν={υあ01j=1,….,Ⅳ}⊂E
であるから,各づ=1,….,Ⅳについて物場(づ)はEの元である。よって
κjσ(り=ε(υ・bσ(を))≠0
Sgn(σ)Kl∝⇒。…κN∝N)≠0
Sgn(σ)Kl∝⇒。…κN∝N)≠0
氏σO≠0(に1,…,Ⅳ)
なので鶴場(ぅ)はEの元である。このとき
ν={鶴陽01`=1,…,N}
とするとMは完全マッチングでノ =σである。
補題4.3.1より,κの行列式は
det κ=Σ sgnけlKl∝⇒…飾σ0
となる。つまり,
が成り立つ。
逆に,
とすると
と表される。以下,
は
□
σ∈SN
Σ Sgn(めろス⇒…鴫ス
“
?
?
?
〓Σ Sgn(⑭o(υl場(⇒):・ε(υNbσ
"リM∈ング
??
??
?????????
、????
?
??
?
?
?
〓??
?
?
dd K=Σ Sgn(めくM)
M∈ング
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となる。もしもこのとき,任意のν ∈ン に対して
sgnσゐε(M)がνによらず一定
であるようにε:E→{±1}を定めることが出来れば
め ε(M)|
Oε(M)|
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“
。1)
|“tη=ILSgnl
=Σ ISgn(M∈ング
=‖ング
となる。(4。1)をεの条件と呼ぶ。(4.1)を満たすεを用いて定まる行列κ
をσれ,れのKasteleyn行列という。次節からはどのようにεを定めればε
の条件を満たすことができるのか述べる。
4。4 マッチングの回転
Cm,"の2つの完全マッチングν,M′を考える。例えば,図4.9と図4。10
の2つの完全マッチングを重ねると,｀図 4。11に示すようにν とν′が一
致するところもあるが,一致しない部分はいくつかの閉路になる。この
閉路上にはMの辺とM′の辺が交互に並んでいる。
図 4.針完全マッチンのν の 図 4。lQ完全マッチンのν′
辺を太線で示す       の辺を自抜線で示す
図 4。11:図4。9と図 4。10の完全マッチングを重ねた
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定義 4.4.12部グラフG=(71 Ⅱ y2,E)において,ν⊂Eを完全マッチ
ングとする。C上の閉路
σ=(η,υl,・ .,υ2π-1)(η=υ%)
について,閉路 σが次の式を満たすとき,σはMの交互閉路であると
ヽヽう 。
υ2をυ2j+1こy, or2づ+lυ2+2¢M(づ=0,_,η-1)
例えば,図4.11で完全マッチングν とν′が一致しない部分の2つの
閉路は,Mの辺が1つおきに現れるためν の交互閉路となっている。
定義4.4.22部グラフσ=(71 Ⅱ y2,E)の完全マッチングM⊂Eおよ
びν の交互閉路 σ=(υ。,υl,.…,υ2行1)に対して,M′⊂Eを
ν′=υИ＼{υ2をめ`
+11づ
=0,…。,π-1})∪{υ2を+lυ2を+21`=0,…・,π-1}
とする。つまり,M′はMに対してθ上のMの辺を除去し,σ上のM
の辺でないものを加えたものである。このMからν′へ変化させること
をσによるマッチングの回転という。
例えば,図4.11では2つの完全マッチングが一致しない部分の閉路は,
Mの2つの交互閉路となっている。図4.11において,Mから2つの交
互閉路上のν の辺を除去し,その後,交互閉路上のν の辺でないもの
を加えればν′が得られる。つまりν′はMの2つの交互閉路について
マッチングの回転を行うことでν から得られる。
命題 4.4.32部グラフσ=(71Ⅱ72,E)の完全マッチングν ⊂Eをν
の交互閉路σ=(η,υl,.…,υ2π-1)でマッチングの回転をしたM′もまた
完全マッチングとなる。
証明 yl Ⅱ y2の元υに対して
1・ υ¢争恥,υl,・…,のを-1)のとき
ν は完全マッチングであるから,υに接続するc∈Mがただ一つ
ある。υ¢{島:υl,・…,υ2を-1)よりcはマッチングの回転で除去され
ないから,cはν′にも含まれる。またν からν′に追加した辺は
υに接続していないので,υに接続するν′の辺はただ1つである。
2.υ∈{η,υl,・…,υ2を-1)のとき
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(a)υ=υ2を とするとυ21-lυ2を ∈ν′である。また,υ2を に接続する
Mの辺はυ2をυ2,+1のみである。これは除去されるからν′に含
まれない。つまり,M′の辺でのメこ接続するのはυ2を-lυ2`∈ν′
のみとなる。
(b)υ=υ21+1とするとυ21+lυ21+2∈ν′である。また,υ2″+1に
接続するノ の辺はυ21υ2二十1のみである。これは除去されるか
らν′に含まれない。つまり,ν′の辺でυ21+1に接続するのは
υ2`+lυ2を+2∈ν′のみとなる。
以上より,任意のυ∈yl Ⅱ y2に対してυに接続するν′の辺がただ l
つ存在するためν′も完全マッチングとなる。          □
命題 4.4.42部グラフσ=(ylⅡy2,0の任意の完全マッチングν,M′⊂
Eに対し,ある互いに辺を共有しないν の交互閉路o,….,Cがあつて,
Mにq,.…,色で順にマッチングの回転をするとM′になる。
証明 σ=(yl Ⅱy2,E)において,Cの頂点をyl={υl,・…,吻0, 72=
{bl,・…,bN}と表し,順序を定める。このとき,
ρ=ν, σ=ν′ oM
とする。σを互いに素な巡回置換の積で表 して
σ=(jF)...j段ャ⇒)( r)。…嘱ャが.…(づF)・..う展s))
とおく。このときr=1,…。,sに対して
α=し,%け…鵠知粉
とおくと,αは閉路である。実際,任意の%∫→∈yl(t=1,…,π(r))に
対して,ρ=″であるから,電P%0→)∈νとなるしよって,%P,%c→)
は隣接する。また,任意の%∫■に対して,σ=ル
ドlo″ょりρoケ~1='
であるから
%←P)=%σ-1←∫■)=b♭C乳)
となる。よって,%(t`→
)%∫?1∈
ν′となり,%(をs→),陽
`ム
は隣接する。さ
らに,オ)。…寃ヤr)tま互いに異なるため,tr)'…:,υづ,し)は互いに暴なり,
“
。2)
に。3)
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ρは全単射であるから,%(.)),―・,%(礁ヤ→)も
互いに異なる。以上のこと
からの は閉路であることが分かる。
次に,Mをo,….,aで回転するとν′になることを示す。ここで,
ν =ρ,M′=ρoσ~1なので
ν={υあ01に1,_,Ⅳ}
M′={υをら。σ-lo lづ=1,…,Ⅳ}
に注意する。あとは
1.のがMの交互閉路である。
2.νをQ,….,色で回転した完全マッチングはノ′の辺をすべて含む。
の2つが示されれば命題は証明できる。
1.について,簡略のため頂点の番号を置き換えて
α圭←雌,し(⇒,….,υπ,ら(m))
とおく。このとき(1,…。,π)(π≧2かつ1,…。,πは互いに異なる)は
σを分解した巡回置換なので,鶴≠りを+1(づ=1,…。,m)に注意する。ま
ず,Cの1つおきの各辺について
υをbρ(ぅ)=υづb訪(を)∈M
である。仮に
bp(。)υを+1∈ν
とすると場bp(→∈νかつυ・≠鶴+1であるから,Mが完全マッチングで
あることに矛盾する。つまり
らOυl+1¢■イ
であり,cはMの交互閉路である。
2.について,MをQ,…。,aで回転したマッチングをν″とする。任
意のM′の元りをしについて,鶴りがMrrに含まれることを示す。
(a)づ=づ∫→となるr,tがないときσ(j)=りである。つまり,ル「
loM(り)=
をより
ブ=ν′(づ)=ν(づ)=ρ(づ)
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となる。またσ(づ)=うということは鶴らoはq,….,色に現れない。
つまりυibρOはQ,_,Cの回転で除去されない。よって,υ島=
υぅbρ(ぅ)∈ν″となる。
(b)づ=j∫
r)となるr,ιがあるとき
の=い物彎矩)%司
と表される。M″はQ,…,Qでν を回転したものだから
%(Pl)鶴P∈ν″
である。いま(4.3)より
.            
ρ
(づ
∫21)=ρ(σ-1(j∫
r)))
弗苗
%ν′°―
づ∫r))=ゴ
より
吻し=υ
`∫
→可
(ぅ∫21)∈M″
となる。
以上より,命題が成り立つ。
4。5 εの条件
任意のν ∈ングに対してεの条件
sgn(めε(ν)がMによらず一定
となるためには,任意のν,M′∈%グについて
Sgn(M)ε(M)=Sgn(M′)εOグ) (4.4)
が成り立てばよい。ここで,命題 4.4。4より,任意のM,M′∈彪グに対し
て,ある互いに辺を共有しないMの交互閉路Q,….,aがあつて,Mに
□
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0,….,色で順にマッチングの回転をするとν′になる。このことから,
任意のν ∈ン とν の任意の交互閉路 σに対して,Mをθで回転し
ても
Sgn(y)ε(M)
が不変であれば(4.4)が成り立つ。
以下,正方格子2部グラフGπ,πの各単位正方形Fに対して,Fの境
界 (反時計回り)の閉路を∂Fと表す。また,∂FやGれ,れ上の閉路σに対
して
Π くの
eはσ の辺
Π ε
"),eは∂Fの辺
をそれぞれε(∂F),ε(σ)と表す。
定理 4.5.1正方格子2部グラフGm,π=(zE)において,写像 ε:E→
{±1)が,Gれ,れの各単位正方形Fについて
ε(∂F)=-1
を満たすとする。つまり,Gれ,っの各単位正方形の4辺のうちεの値が-1
となるのは奇数とする。このとき,εの条件が成り立つ。
この定理を,いくつかの補題を準備して証明する。
補題 4.5.2正方格子2部グラフ上の閉路σについて,θがある完全マッ
チングの交互閉路であるならば,θの内部の頂点の個数は偶数個となる。
証明 σの内部の頂点が奇数個であり,かつ,σ=(υl,ら1,.…,υJ,仇)が
ある完全マッチングMの交互閉路とする。このとき,Mの元は
υlbl,02b2,…。,t」JbJ または らlυ2,b2υ3,…・,bJυl
となる。よってσの内部の頂点を端点とするMの辺のもう一方の端点が
θ上の頂点となることはできないから,Mの辺はσの内部の頂点どうし
をつなぐことになる。しかし,これはσの内部の頂点が奇数個であるこ
とに矛盾する。っまり,σの内部の頂点の個数は偶数個となる。   □
補題 4。5.3工方格子2部グラフGれ,π=(ИE)の各単位正方形Fについ
てε(∂F)=-1が成り立つとする。このとき,Gπ,π上の任意の閉路σに
ついて,σ内部の面積(単位正方形の個数)をsとおくと
ε(θ)=(-1)S
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が成り立つ。
証明 仮定よりσ内部の面積がsであるから,σの内部の単位正方形を
それぞれFl,….,民とする。また,ε(∂F)=-1であるから
ε(∂Fl)。…ε(∂FЭ=(-1)3        (4.5)
と表される。このとき∂Fl,…。,∂民 はσの辺およびσの内部の辺を含む
が,Cの内部の辺は2度ずつ現れるので
ε(∂Fl)・…ε(∂民)
の値に寄与せず,この値はε(σ)に一致する。よって,(4.5)よりε(σ)=
(-1)Sが成り立つ。                       □
補題 4.5.4正方格子2部グラフσれ,れ =(yl Ⅱ y2,E)の完全マッチング
M⊂Eの交互閉路 σ=(η,υl,・…,υ2_1)に対して,σの長さを 2ιとし,
Mをσで回転した完全マッチングをM′とする。このとき,次の式が成
り立つ。
証明 σ=(71 Ⅱ y2,E)において,Cの頂点をyl={υl,・…,υⅣ}, 72=
{bl,・…,bN}とする。また,ここでは議論を簡単にするためにσを
σ={υl,bl,υ2,b2,…・,吻,仇}
とする。すると
M={υlbl,υ2万,・ 1,石ι仇,_}
動「′={扇,b2υ3,…・,bJυl.…}
={υlbJ,1あ可,….,υJbz_1.…}
であるから,置換ル弓i豫について,もとの元とその行き先を上下に対応
させて記すと
sgn(a=sgn(2)×←1ソー 1
?
?
?
?
?
?「（?
?
?
?
?
?
?
?
?
?
?
?
?
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??
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
（????（?
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となる。これより,涵ラは巡回置換 (J,ι-1,…・,2,1)と″ の合成だから
ν′=(J,7-1,_,2,1)″
=(J,J-1)(ι-1,7-2)…。(2,1)M
と互換とMの合成に分解することができる。つまり,ν′はJ-1個の互
換の積とMの合成だから
sgn(a=sgn(2)×←⇒卜1
が成り立つ。                          □
以上の補題を利用して定理 4.5。1を証明する。
正方格子2部グラフσれ,π=(71 Ⅱ y2,E)の完全マッチングν ⊂Eの
交互閉路σ〒(υO,υl,・…,のJ_1)に対して,θの長さをご=2Jとし,Mを
θで回転した完全マッチングをν′とする。σの内部の面積をsとおけば
補題4.5.3と補題4.5。4より
sgn(フト(Mり=Sgn(a×(_1ソ~1×ε(Mつ
=Sgn(M)×(-1)卜1×ε(ノ)×{ε(M)}2
=sgくのε(M)×←サ1×Πε●′)×Πくの「
c′∈]イ′        eciイ
==sgn(Лイ)ε(1イ)× (―-1)J~1 ×       II       ε(θ)
e∈(M―ν′)∪(M′一M)
=Sgn(めε M)×←1)'~1×ε(σ)
=Sgn(五ゐευИ)×←1)'~1×(-1)S
となる。ここで,次のビックの定理を用いる。
(4.6)
定理 4.5.5(ピツクの定理)″υ座標がともに整数である平面上の点を格
子点という。このとき,頂点がすべて格子点である多角形の面積 Sは,多
角形の辺上の格子点の個数3と多角形の内部の格子点の個数」を用いて
S=:3+I-1
で与えられる。
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この定理の証明は,例えば 141を参照されたい。補題 4.5.2より,θの
内部の頂点数 (格子点の個数)をαとおけば,αは偶数なので,ビックの
定理を用いて (4.6)は
sgn(五″)ευビ′)=sgn(πDεげИ)×(-1)g_1×(-1ド
=sgn師りε(ν)×(-1)g+α~1×←1)s
=SgnOF)ε(ν ×(-1)S×(-1)S
=Sgn(M)ε(ν ×←1)23
=Sgn(aεM)
となる。つまり,定理 4.5。1が成 り立つ。
以上のことから,次の定理が成 り立つ。
定理4.5.6正方格子2部グラフCれ,η=(zo (π,つのどちらかは偶数)
及び,写像ε:E→{±1)に対して,Gれ,πの任意の各単位正方形Fにつ
いて
ε(∂F)=-1
が成 り立つとする。このとき,εによって定まるKasteleyn行列 κ につ
いて
‖ング=ldetKI          (4.7)
となる。
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第5章 D鶴,2の値を与える一般式
本章では,Kasteleyn行列 κ を用いて,Dπ,ηの値を与える一般式を
求める。Kasteleyn行列は1960年代にKasteleynによって発見された。
KasteleynはこのKasteleyn行列を導入して,正方格子2部グラフの完全
マッチングの数え上げが線形代数的方法で扱えることを示した。
5。l Gπ,ηに対する行列K
正方格子2部グラフCm,π=(71Ⅱ72,E)(m,ηのどちらかは偶数)に
対して,図5.1のように,Gれ,πの第り行ブ列の頂点を鶴,J(`=1,…。,π,ブ=
1,….,π)と呼ぶこととする。そのとき,写像ε=E→{±1)を
{             if111 (1≦
2ん‐+1≦ηO,11≦J≦π-1)
対応させる写像とする。つまり,Gπ,電の上から奇数番目の横向きの辺は
-1で,それ以外の辺は+1に対応させる(図5.1)。これによって,Gπ,π
の各単位正方形Fについて,ε(∂F)=-1となる。つまり,定理4.5.6よ
り上記のεに対するKasteleyn行列κについて,次の式が成り立つ。
‖ング=ldetκl (5.1)
図 5。1:Gれ,れ
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いま,Kはyl={り1,.‥,υN},72={bl,・…,bN}およびεによって定
まるΨ 次行列であるが,71Ⅱ72全体の順序を
yl Ⅱ 72={υl,・・,υN,bl,...,bN}
={Pl,…・,端π}
と定めて,新たにπη次行列″=OL)を
によって定める。ここで補題を準備する。
補題 5。1.lσ∈SN,Ⅳ×Ⅳ行列ス=(α″)とする。このとき,Ⅳ×Ⅳ行
列B=(場)を場 =ασ(ぅ)σO)とするとdet B=detスが成り立つ。
証明 行列式の性質により,スの行列式の2つの行 (または列)を入れ替
えるごとに,行列式の値は符合だけ変わるから
d飢五=sgn(σ)det(α∝→J)
={Sgn(σ)}2 det(ασ(を)σ(J))
=det B
と変形できる。よって,補題が成 り立つ。             □
補題 5。1.1によればdet KはPl,…。,民mの順序のつけ方に依らないので
為={:(蒻)票[]:il に2)
{fちF」‖二1づ貢`
l二
ili「11非)
の場合を考えると
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(5。→
を対応させる写像とする。また,7全体の順序をy={Pl,…・,端η}と
して,この♂に対してπη次行列χ=(7ヴ)を
F″={:(η票[]:il (5。つ
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が成り立つ。よって(5.1)より,次の式が成り立つ。
‖″=ldetKI=yldet″|
定理 5。1.2正方格子2部グラフθπ,η=(zE)に対して,
を各 c∈Eに ε′(C)={rTI :1:黒:E:i3
ε″(:)〒
{iょι) :|:il:::1曇挙をいを対応させる写像とする。ε″で定まる
'=(π
b)は
'F{:く
羽要[:gi:
であるから,Kの第α行と第α列をλ倍したもので
det″=た2 det'
である。さらにた=土√ とすれば
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に3)
写像ε′:E→C
と定める。このとき,(5。2)で定めたκ に対 して,次の式が成 り立つ。
ldetKI=ldetK′|
証明 いま,1つの頂点 鳥 とん∈Cに対 して,εの値を次のように修正
する操作がdet κ にどう変化を与えるかを考える。写像 ε″:E→Cを
(5。
6)
、  det″=(土ν=1)2 det″
=一det κ″
となるので,εを(5.6)の操作(ん=土√耳)で修正してもl det″|は変わ
らない。そこで,εに
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1。 (図5.2の○頂点)υ2ん+1,2(1≦2ん+1≦π,2≦2J≦η)の周 りの辺
の値を (―周 倍
2.(図5。2の□頂点)υ2た,2(2≦2ん≦π,2≦2J≦η)の周 りの辺の値
を(√可)倍
という修正を行うと横の辺は√ ,縦の辺は(一√可)×√耳=1とな
り,(5.4)で与えた c′になる。
Vll
議2`-1-1 ― 凛 ― t
?
．?
?． =―-1
?
↓ ■
-1
―な。
― 寒
… t ― 巌
“― 栞
― ε
■
―t
-1 -1
-3
‐ ● 1
事
1
-1
― a -3 “ 1 緩 =
ち,1 LE
図5。2εの修正
"仁
1をりで表示)
つまり,κ′を (5。5)で定めたπη×ππ行列とすると,
ldetKI=ldetκ′|
が成 り立つ。                          □
定理 5。1.2および (5.3)より,次の定理が成 り立つ。
定理 5。1.3正方格子2部グラフGπ,η=(zE)(π,れのどちらかは偶数)
に対して,Cm,れの頂点全体にy={Pl,…・,民品}と順序をつける。写像
ε′:E→Cを各 e∈Eに
'       ε′(C)={F :lW:こ:[]
を対応させる写像|して,7=(7″)を
Vl`露
了″={:(1lPF・| 三1[]:il
第5章 Dπ,れの値を与える一般式
と定めれば,次の式が成 り立つ。
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(5。7)
5。2 Kasteleyn行列の固有値
前の節で扱ったdet K′の値を求めたい。κ′の固有値を全て求めること
ができれば,定理2.3.10より固有値の積として行列式の値が求められる。
前節と同様に正方格子2部グラフσπ,π=(zE)(π,πのどちらかは偶
数)に対して,Cm,れの第を行ブ列の頂点をυ・J(j=1,…・,m,ノ=1,…。,η)
と呼ぶこととする。さらに,Gπ,っの頂点全体に
y={υLl,υL2,…,υl,,υ2,1,・・,υ2,π,。っ‰,π}
={Pl,…・ 端η}
と順序をつける。そして,Cm,れの頂点%J・lこ,ある複素数
φl,1,φl,2,。…,φl,れ,φ2,1,…。,φ2,れ,・…,φれ,π
が対応すると考える。いま,κ′はπη×πη行列でπη次ベクトルφ=
(φl,1,φl,2,…。,φl,π,φ2,1,…。,φ2,れ,・…,φれ,m)に対して,K′φはπη次ベクト
ルである。πη次ベクトルを数が1列に並んだものではなくπ×η行列
とすると分かりやすい。以下,p×9のK行列(K=RまたはC)の集合
をら ,9(K)と表すこととし,
φ=(φl,1,φl,2,・…,φl,れ,φ2,1,…。,φ2,れ,…。,φれ,れ)∈Cm
を
Φ=
に対応させる。つまり,
∈Mm,π(C)
ス「′:Cm→cmれ
?
?
???????
???
??????????????」）
?
? ??
?
…
?
?
為,η(C)の同型により
を
ldetκ′|
′ Mm,π(C)―Cmη―一〉Cm→ Mm,売(C)
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α」=φj_1,′+α+1,J十√=1(a,ブ_1+φをJ+1) (5,8)
(ただし,φoJ=φπ+lJ=仇,0=φを,π+1=0とする)
で与えられる。Φ三(aJ)が/の固有値λに対する固有ベクトルになる
ということはφづ,′が
入金,′=φ,_lJ+φ`+1,J+√=1(φ,′
_1+φ″+1)   '(5。9)
(ただし,売」=φπ+1,J=仇,0=φ,π+1=0とする)
を満たすことである。つまり,rの固有値,固有ベクトルを求めること
は現賓Φ)=λΦとなる
0∈臨 ,m(C), λ∈C     ‐
を求めることに等しい。逆に言えば,あるλについて (5。9)を漸化式と考
えて解いたときにφoJ=φれ+lJ=φ:,0=乞2+1=0となる非自明な二重
数列{仇,J}o≦づれ+1,Og≦η+1があれば,それが固有ベクトルである。
定理5.2.1複素数の有限列れを}(り=1,…。,π),{均}(ブ=1,…。,η)及び,
複素数μ,νが
(5.10)
(ただし,左辺で鶴0=%Ⅲl=υ。三%+1=0でぁる)を満たすとする。こ
のとき,aJ〒銑%によって定まる0=(φ・,′)は
/(Φ)=(μ+ν)Φ
を満たす。
{蹴IV;」ιttLし1?…河
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証明 /(φを,ブ)=α」として,φづ,′=υづ%を(5。8)に代入すると
φ:」=φづ_lJ tt φ二十1J tt ν=1(a,′_1+●J+1)
=鶴j_1%十υ`+1%+ν
⊆互(υ・%_1+υを助+1)
=(υ
`_1+υ
を+1)%十√=1(%_1+均+1)銑
=μυ二%十ν%鶴ぅ
=(μ tt ν)υぅ%
=(μ tt ν)φ
`,ブ
となる。また,υO=υπ+1=鈎=%+1=0よりづ=1,πとブ=1,ηの場
合も,上式は正しいことが確かめられる。よってφを,ブ =鶴`%は
/(φ
`J)=
(μ+ν)(φ
`」
)を満たす。                     □
つまり,{υぅ},{%}が(5。10)を満たすとき,仇′=銑ちによって定まる
Φ はc/の固有ベク トルであり,その固有値 λは
λ=μ+ν
で得られる。そこで(5。10)を満たす{%`}とμ,及び{鶴}とνを求めるこ
とを考える。
証明 (必要性)に11)を満たすし1,.…,υπ(π≧2のとき)に対して
鶴
`+1+υ
こ_1=μ鶴づ (5。 12)
を漸化式と考えて,数列を前後に延長することを考えると(5。12)を満た
す数列{鶴:}(り∈Z)が得られる。特に,o。=υm+1=0となる。よって,鶴
は数列{しを}(づ∈Z)の部分列(ol,…。,υm)である。
(十分性)明らかである。                    □
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命題 5。2.3ベクトルυ=(υl,・…,%)∈Cπに対して,υが
(ゴ=2,….,η-1) (5。13)
を満たすための必要十分条件は,υは漸化式%+1+%_1=ν%および
鈍=%+1=0を満たす数列{%}(ゴ∈Z)の部分列(υl,….,%)であること
である。
証明 命題 5。2.2と同様である。
5。3 G2π,2ηの場合
ここからは,G‰,れの場合について,第5章の第2節で定めた/の固
有値を全て求めて,Fの行列式の値を求める。
この場合,/はM九,加(C)からMbれ,2れ(C)への線形写像であり,定理
5。2.1より,複素数の有限列れを}(づ=1,…。,2π),{%}(プ=1,….,2η)が
??〓??
??
?
??
?
?
?
?
―
?
(ただし,左辺でし。=υ2π+1=η=υ2η+1=0である)を満たすならば,
仇J=υj%によって定まる0=(φ,′)は/の固有値λ=μ tt νに対する
固有ベクトルである。また,そのようなμ,ンを求めるには,命題 5。2.2お
よび命題 5。2.3により,七0=υ2m+1=ηυ2η+1=0であり,(5。14)を満
たす非自明な数列{υ`}お
よび{鶴}が存在するように,μおよびνを定め
ればよい。そこで,次の2つの定理を示す。           i
定理 5.3.1ある複素数μについて,漸化式 .
{蹴T酬」冤Lし17初
‰S轟い 初
(5.14)
(5。
15)鶴ぅ+1+統_1=μ銑, η =し2π+1=0
を満たす非自明な数列{υぅ}が存在するための必要十分条件は,μが
(5。
16)
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のぃずれかとなることである。μん=2 cos滅缶とおくと,μ=μたに対す
る(5.15)を満たす非自明な数列は
ど=的n轟い 初
で与えられる (σは0でない定数)。
証明 (必要性)ある複素数μについて,漸化式 (5.15)を満たす非自明な
数列{しを}が存在するとする。このとき,(5。15)の線形3項間漸化式の固
有方程式は
″2_μ″+1=0        (5.17)
である。この固有方程式が重解α∈Cを解に持つとすると,α≠0であ
り,定理3.3.1の(3.11)よりQ,c∈Cを用いて
し。=θlα.十C2りαZ
と表される。しかし,鶴。=鶴‰+1=0よりQ=Q=0となり,{包`}が非自明な数列であることに矛盾するので,固有方程式が重解を解に持つ
ことは不適である。よって (5。17)は重解をもたない。そこで,固有方程
式は異なる2つの解α,βをもつとしてよい。よって,定理3.3.1の(3.10)
よりQ,o∈Cを用いて
しこ=Clα・十C2β2
と表される。このとき,0。=し2れ+1二0であるから
{::属FLちみ肩撃:+c2β‰+1=b
となる。(5。18)および,(5。17)の解と係数の関係より,
15。18)
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
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?
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?
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?
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?
?
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?
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?
?
?
?
?
，
????????????
α→∝乱 請 血鵜 鮨到…μm.ll
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と表される。ただし,α≠βよりα≠±1であるから,た≠0,た≠2π+1
である。さらに,(5。20),(5。21)より
μ=α■α
~1
…鵜 十Л血乱 詢乱 一√血乱
2 cos詰い ¨
となる。よって:必要性が示された。
(十分性)次に,μが (5。16)のいずれかであると仮定して,(5.15)を満た
す非自明な数列{υ・}が存在することを示す。μん=2 cosラ結
=(た
だし,た
は1,.…,2πのいずれか)とおくと,μ=μたに対する(5。15)の線形3項間
漸化式の固有方程式は
.2_μλ″+1=0          (5。22)
である。このとき
α“∝恭 十f血轟
β=C°S2π+1~ν=Isin 2π+1
を(5.22)の″にそれぞれ代入すれば,α,βは(5.22)を満たすことが分か
る。よって,固有方程式 (5.22)は異なる2つの解α,βをもち,漸化式
υ
`+1+銑
_1=μ物を満たす数列{銑)はo,C∈Cを用いて
しを=Clα2+C2β.
と表される。ここで,c=―σlとおけばα,βはα‰+1=β2π+1を満た
すため
0。=Q♂一QβO≡o
。2π+1=Clα2π+1_clβ2れ+1=0
となり鶴。=鶴2れ+1=0が成り立つ。つまり,(5。15)を満たす非自明な数
列{t}が存在する。
次に,実際にμ=μたに対する(5。15)を満たす非自明な数列{υ
`}を
計
算する。ξ=coS覇缶+y=hin覇号とおくと
α=ξた, β=ξ~ん
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である。このときc2=~qょり
鶴∫λ)
=σl(α。一β2)
=σl(ξλを一ξ~たり
=CllCOS轟十 百 血
轟 … 詰
一 百 血
詰 )
2√Q血詰
と表される。したがって,ムだ耳Qをσとおけば
翠=鈍n轟い…′0 叩
が得られる。
実際,(5.23)の数列 {し∫
λ)}が漸化式を満たすことを直接計算で確かめ
てみると,三角関数の加法定理の和積の公式より
研駐+研聾=σ sln宅弊幸P+σSln宅寿千P
==2σcos 2π+l Sln轟
となり,
υ∫駐+41=μたし∫た)
を満たしていることが分かる。また,
ハF)=sl・0=0, 鶴霧+1=sln πん(2π+1)=0
も満たしている。
□
定理 5.3.2ある複素数νについて,漸化式
√耳(%+1+%_1)=ν%, η υ2η+1=0   (5。24)
を満たす非自明な数列{%}が存在するための必要十分条件は,ンが
2′耳cos 2η+l C=L…′→     ●20
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のいずれかとなることである。均=2y_Icosプ≒とぉくと,ν=均に対
する (5。24)を満たす非自明な数列は
イ=鈍nみ。=に笏
で与えられる (σは0でない定数)。
証明 ★ =ν′とおけば,(5。24)は
%+1+%-1=ノ%, υO=υ2π+1=0     (5。26)
と同値である。つまり定理5。3.1より(5。24)を満たす非自明な数列{%}が
存在するための必要十分条件は,
ノ=★=た∝糾TC=颯初
であリンについて解けばンが
2√耳∞s2η+l C=L…′→
のいずれかとなることである。またそのとき,√可〒ν′とすれば,(5.24)
は(5.26)と同値なので定理 5。3.1より
ザ=鈍n轟・=年初
□が得 られる(σは0でない定数)。
{υ`},{%}が(5。
14)を満たすとき,φ″=銑%によって定まる0は/
の固有ベクトルとなるため,定理 5。3.1と定理 5。3.2より
碑り=研り )
=α血轟 ×6血恭 い …′Ъゴ封,コ
とおくと(Q,のは0でない定数)
/●ソ))二(μた十均)0ソ))
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を満たし,鶴ん十υzが/の固有値であることが分かる。ここで,定理2.3.9
よりK′は4πη次正方行列なので,固有値は高々4πη個存在する。一方,
λた,ι =μた+れ
=2 co  7たS2π+1+2ν=1(  
πι
3°S2η+1
(た=1,.…,2m ι=1,…。,2η)
(5。27)
はすべて異なる。よって,(5。27)に示した4πη個の固有値がκ′の固有値
の全てである。これにより,定理2.3.10を用いて K′の行列式は
det κ′= λた,J
λ=1,…,2π,J=1,…2η
=2如%i]iH (COSぅ
属::lT―十 ν
⊆ l COs詰
)
となり,cos,告=~C°S(π一デ幸∋より
det 」F(「′
=4加∽
I]III(COS 2m+1+ν
仁互COS 2η+1) (COS 2m+1~ν
κ
・ lC°S2π―卜1)
=42mπ
liI  (COSち,::ilT‐
十COS2ぅ
万∫:=:)
僧青嵩1象Ъ哲'た=L…つπに対して∞♂滅≒と∞♂0-滅缶)の
detア′={4πあ
1111(COS2 5」F[七
十COS2 2π+1)}2
となる。つまり,定理 5.1.3より
=4πη
IIII(COS'ぅπ:11T―
卜COs2 5子
1可)
が導かれる。以上のことから,次の定理が成り立つ。
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定理 5.3.32m×η長方形のドミノタイリングの総数D2れ,2れは,次の式
で与えられる。
D2,η,2η==4π
η
III  (C°
S22π
+1~十
COS2 2π―+1)
5。4 θ‰_1,2πの場合 '
ここからは,G2π-1,2っの場合について,第5章の第2節で定めた/の
固有値を全て求めて,K′の行列式の値を求める。
この場合,/はν九_1,2π(C)からν九_1,2η(C)への線形写像であり,定
理5.2.1より,複素数の有限列{銑}(j=1,…。2π-1),{%}0=1,…。,2η)
が
{出: Fヽ]」|;=」ι房1'ι:二llII〕η)
(ただし,左辺でし。=υ2π=2JO=υ2η+1=0である)を満たすならば,
a,ブ=υづ%によって定まるΦ≡ (φ
`」
)はc/の固有値λ=μ十ンに対する
固有ベクトルである。また,そのようなμ,νを求めるには,命題 5。2.2お
よび命題 5。2.3により,鶴。=υ‰ =η=Qπ+1=0であり,(5。28)を満た
す非自明な数列 {υぅ}および{%}が存在するように,μおよびνを定めれ
ばよい。νについては前章の定理5.3.2と同様であり,ここではμについ
て,次の定理を示す。
定理 5.4.1ある複素数μについて,漸化式
銑+1+η二1=μυを, 笥 =υ2れ=0 (5。29)
を満たす非自明な数列れを}が存在するための必要十分条件は,μが
(5。28)
(5。30)2 cos,島。=L…"2れ一⇒
のいずれかとなることである。乙=2 cos発とおくと,μ=μlに対する
(5.29)を満たす非自明な数列は
研り=σ dn寡0=1-,2π一⇒
で与えられる (σは0でない定数)。
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証明 (必要性)ある複素数μについて,漸化式 (5.29)を満たす非自明な
数列{銑}が存在するとする。このとき,(5.29)の線形3項間漸化式の固
有方程式は
″2_μ″+1=0        (5.31)
である。この固有方程式が重解α∈Cを解に持つとすると,α≠0であ
り,定理 3.3。1の(3.11)よりの,o∈Cを用いて
しを=Clα.十C2づα2
と表される。しかし,し。=鶴2π=0よりQ〒o=0とな、り,{銑)が非
自明な数列であることに矛盾するので,固有方程式が重解を解に持つこ
とは不適である。よって (5.31)は重解をもたない。そこで,固有方程式
は異なる2つの解α,βをもつとしてよい。よって,定理3.3.1の(3.10)よ
りの,ocCを用いて
υを=Clα2+C2βε
υO=しれ=0であるから
υO=Cl+C2=0
鶴2"=Clα2π+c2β2π=0
(5。31)の解と係数の関係より,
(5。
32)
と表される。このとき,
・  {
となる。(5.32)および,
(5.33)
(5.34)
(5.35)
が満たされる。つまり(5。33),(5。35)よりα如 =1であり,これより
α=∞S需+√耳dn響o=Q…μπ一⇒
と表される。ただし,α≠βよりα≠±1であるから,た≠0,た≠2πで
ある。さらに,(5。34),(5。35)より
μ=α+α~1
=C∝甕等+√卓n留等+∞S七等一√dn甕等
=2 cos勇鮨=1-,2π―⇒
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となる。よって,必要性が示された。
(十分性)次に,μが(5.30)のいずれかになるとする。このとき,(5.29)
を満たす非自明な数列{銑}が存在することを示す。μt=2 cos嘉(ただ
し,たは1,.…,2π-1のいずれか)とおくと,μ=μlに対する(5。29)の
線形3項間漸化式の固有方程式は
″2_μ先″+1=0        (5.36)
である。このとき
α=COS I二十 ν=TSin三生
β=COS,島一ν==dng争
を(5.36)の″にそれぞれ代入すれば,α,βは(5.36)を満たす。よって,固
有方程式(5。36)は異なる2つの解α,βをもち,漸化式しを+1+鶴`_1=μ鶴じを満たすれ,}はQ,C∈Cを用いて
し,=Clα.+Qβ.
と表される。ここで,c=一Qとおけばα,βはα2π=β加を満たすため
υ。=σlα°一Clβ°=0
%2m=σlα2れ_θlβ2π=0
となりo。=z2π=0が成り立つ6つまり,(5.29)を満たす非自明な数列
{銑)が存在する。
次に,μ=μlに対する(5。29)を満たす非自明な数列れを}を求める。
ξ=COS尭十ν=l Sin発とおくと
α=ξた, β=ξ~た
である。このときQ=一Qより
研0
=Cl(α.―β2)
=σl(ξた。一ξ~たり
=a(∞S寡 十 √ Sh劣 一 ∞Sギ ー √ 鳳
等 )
=2√Q dn寡
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と表される。したがって,2ν圧10をθとおけば
研→=θdn寡0=L…"2π一⇒
が得 られる。                          □
{銑},{%}が(5。28)を満たすとき,φJ=%%によって定まるΦは/
の固有ベクトルとなるため,定理 5。4.1と定理 5。3.2より
φ∫ケJ)=し∫た)ザ)
=q dn寡×O dn轟0=L…っ2けL」≡L…"2→
とおくと(0,のは0でない定数)
/●ソ))〒(μl+均)0ソ))
を満たし,%ん+υιが/の固有値であることが分かる。ここで,定理 2.3.9
よりκ′は2η(2π-1)次正方行列なので,固有値は高々2η(2π-1)個存
在する。一方
λた,I=μl+れ
=2 cos,島+2νETcos茅∫幸可
(λ=1,・…,2π-1 :=1,…。,2η)
はすべて異なる。よって,これら2η(2π-1)個の固有値がで の固有値
の全てである。これにより,定理2.3.10よりκ′の行列式は
detχ=  Π  λ暉
た=1,…,2π-1,こ=1,…,2π
=うれ(2m-1)iI11:i(COS:::す1/・TCOS轟
)
となり,cosプ岩=―COS(π一デ告)より
det K=
=4く2m-1)iI1111(COSlll十着 COSラ:1卜T)(COS:二|-1/=・COS亜:1[T)
=4π(2m-1)i[1111(COS::二|+COS2赤 ) ′
ldet κ′|
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と表される。よって,定理 5。1.3より
‖ング=
力η-1
=20m_1》Π
た=1
=20m_⇒πΠ
J=1
81
(直
1/蔦嘉瓦
=嘉
∋
と表される。また,λ=1,…。,π-1に対して,
ycos2(7r一,島)十COS2デ≒ の 値 は 同 じ な の で
‖″
=2(2π-1》II{こOS 2η+1×I] (COS2,島
+coS2 2η+1)}
=2(2m-1)πII{coS 2η+1×i[1(COS2::|+cOS2ラ:1[I)}
となる。ここで2π-1=π′とおくと
が導かれる。以上のことから,次の定理が成 り立つ。
定理 5。4.2m×2π長方形 (πは奇数)のドミノタイリングの総数Dπ,2π
は,次の式で与えられる。
Dm,2η=2れれH {cOS,11卜T×|[: (COS2扇f::T‐
十:OS2詰
)}
定理 5。3.3および定理 5。4.2で示したように,Dπ,っの値を与える一般式
を求めることが出来た。
2}
cos2,吾十COS2,葦lT
第5章 Dm,πの値を与える一般式
5。5 Dπ,πの具体例
ここでは定理5.3.3および定理5.4.2の結果をいくつか直接計算してDれ,π
の値となっていることを確かめてみる9特にcOs晉やCOS普などcosが計
算できる値を含むDπ,れについて扱う。
例 5.5。14×2長方形のドミノタイリングの総数 D4,2は定理 5.3.3によ
れば
D2×2,2×1==42×1垂
1] (COS2,「反1∫≒
FT‐+C°S22×1-+1)
=42垂
 (cos2讐
十COS2:)
==42(cos2:十COS2:)(coS2年十 COS2:)
=42(旦」Ъ
∠互―卜1)(旦
三
七
∠互「卜:)
=:(25--5)
=5
となる。このD4,2の値が正しいことは9ペー ジの表 1。1で確かめられる。
例 5.5.2D4,4は定理 5。3.3によれば
D212,2×2=42×21[II[I(C°S22×
2-卜1・
~C°S2ラ
「粟:;[再巧[)
=4411(coS2讐十C6s2:)(coS2讐+cos21F)
=44(cos2[十COS2:)(coS2:十COS21:F)
(cos2等
+cos2:) (coS2等十 COS2等
)
=(3+ντ)×3×(3-ν5)×3
=36
となる。このD4,4の値が正 しいことは13ページの表 1.3で確かめられる。
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例 5.5.3D5,4は定理 5.4。2によれば
D5,2×
=25×2喜
  {cos,「
受lJ百FT×|[i(COS2轟
十COS2二
「反1」百「T)}
=21°
1璽{COS響
×
垂 (COS2雫
+cos2tl)}
=21°×」L (cos21[+_cOS21:) (cOS21:.coS21:)
×
 (cos2:+cos2等) (coS2:+cos2等)
=28×
(:十
二」苦半「)(:・i」著∠互)
x(:+ユ三著∠互)(:十
二三著三二)
=:lX~ア
~× ~ア~
となる。このD5,4の値が正しいことは11ページの表 1.2で確かめられる。
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例 5.5.4'7,4は定理 5。4。2によれば
'7,2x2
=27×2i  {cos,「反lJ百FT×i[i(COS2拳
十COS2,「反1」:「T)}
=2141璽
{coS響
×
垂 (COS2等
十ιOS2毛:)}
=214×」L(cOS21:.十COS2[)(coS2:[_+cOS2(:) (cOS2 1:F_十COS2 1:二
)
(cos2:+cos2等) (coS21+CO:2等) (coS2¥十
COS2:)
三メ2Ⅸ禁(平十平)(平十平 )
(7+ギ)(平+平)
=26×;皇
“
+2の+ν5)“+2vう一ντ)
(7-2ψtt νttx7-2ψ―～石)
=,I{(7+2ν5) _5)}{(7-2ν2)2_5)}
=|;:(52-■28ψ)(52--28の)
=ぅ×2704-784長2)
=781
となる。このD7,4の値が正しいことは11ページの表 1.2で確かめられる。
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