In this work, we present a new Big-M reformulation for Generalized Disjunctive Programs. The proposed MINLP reformulation is stronger than the traditional Big-M, and it does not require additional variables or constraints. We present the new Big-M, and analyze the strength in its continuous relaxation compared to that of the traditional Big-M. The new formulation is tested by solving several instances of process networks and muli-product batch plant problems with an NLP-based branch and bound method. The results show that, in most cases, the new reformulation requires fewer nodes and less time to find the optimal solution.
Generalized Disjunctive Programming [20] [12] allows the systematic modeling of optimization problems by using algebraic equations, disjunctions and logic propositions. GDP can be considered an extension to the well-known theory of disjunctive programming developed by Balas [21] , and has been applied to a number of process systems engineering areas [7, 11, 14] .
GDP formulation
The general GDP formulation can be represented as follows:
The objective in (GDP) is function of the continuous variables x. The global constraints g(x) must hold true regardless of the discrete decisions. Each of the disjunctions k ∈ K contains disjunctive terms i ∈ D k , linked together by an OR operator (∨). For each disjunctive term in each disjunction, a Boolean variable Y ki is assigned with a corresponding set of inequalities r ki (x) ≤ 0. Only one term in each disjunction must be enforced from the condition i∈D k Y ki . When enforced, its corresponding Boolean variable takes a value of T rue. Therefore, when a disjunctive term is active (Y ki = T rue), its corresponding constraints are also enforced. When it is not active (Y ki = F alse), the constraints are ignored. Ω(Y ) = T rue represents the logic relations between the Boolean variables.
Big-M reformulation of GDP
In order to take full advantage of existing solvers [22] , GDP problems are normally reformulated as MILP/MINLP by using either the Big-M [16] (BM) or Hull Reformulation [15] (HR). (BM) generates a smaller MILP/MINLP, while (HR) generates a tighter one [18] [19] . The interest of this work is a modified version of the (BM). We refer the reader to the MINLP and GDP review work [11] for details on the (HR).
The (BM) reformulation is as follows:
In (BM) the Boolean variables Y ki are transformed into binary variables y ki with a one-to-one correspondence (i.e. Y ki = T rue is equivalent to y ki = 1, while Y ki = F alse is equivalent to y ki = 0). The transformation of logic relations (Ω(Y ) = T rue) to integer linear constraints (Hy ≥ h) can be easily obtained [23] [24] [25] . The equation i∈D k y ki = 1 guarantees that only one disjunctive term is selected per disjunction. For a selected term (y ki = 1) the corresponding constraints r ki (x) ≤ 0 are enforced. For a term not selected (y ki = 0) and a large enough M ki , the corresponding constraint r ki (x) ≤ M ki becomes redundant. Note that the smaller the M-parameters are (M ki ), the tighter the (BM) reformulation is (the right hand side in the constraints is smaller). For this reason, the ideal M-parameter of a constraint is the smallest number that makes such a constraint redundant when required (i.e. when a disjunctive term that does not correspond to such constraint is selected). In many problems, the M-parameter can be obtained from knowledge of the meaning of the constraints. In general, the optimal value of the M-parameter can be calculated as described in the next section.
Finding the optimal M-parameter
Consider E ki to be the set of equations corresponding to a disjunctive term ki. In order to find the optimal M-parameter for a constraint in a disjunctive term (r kie (x), k ∈ K, i ∈ D k , e ∈ E ki ), with respect to another term of the same disjunction i , i ∈ D k , i = i, it is possible to solve the following GDP:
Problem (1) seeks to maximize the value of a constraint (r kie (x)), over the feasible region of the complete problem. It considers that a disjunctive term from the same disjunction different from i (i ∈ D k , i = i) was selected (i.e. Y ki = T rue, so r ki (x) ≤ 0 is enforced).
(1) has to be solved for a given constraint (r kie (x), k ∈ K, i ∈ D k , e ∈ E ki ), for all the terms in it's corresponding disjunction (∀i ∈ D k , i = i). Then, the optimal M-parameter is M kie = max
Note that (1) has almost the same difficulty as solving the original problem, and more so in some cases. Furthermore, it has to be solved several times for every single constraint inside a disjunction. For this reason, a more practical approach is to find an M-parameter that is optimal for the feasible region of its corresponding disjunction (instead of the feasible region of the complete problem). This can be achieved by solving the following NLP (LP for linear constraints):
Problem (2) will provide a M kiei that is optimal for a particular disjunction, although it is weaker than M kiei obtained through (1) . In a similar manner as with (1), the optimal M kie for a constraint (
There are a few things to note about NLP (2):
1. If the problem is linear, then the optimal M-parameters are obtained through the solution of LPs.
2. If the original problem has convex constraints, and r kie (x) is nonlinear, then (2) is non-convex. However, there is no need for a global optimal solution. Problem (2) will normally be a small problem with few constraints, so it is expected to provide a good upper bound (valid M-parameter) fast.
3. It is important to include the bounds of the variables to avoid an unbounded problem. However, (2) is not restricted to only include these constrains. It is possible to include additional constraints that correspond to the continuous relaxation of (1).
The addition of these constraints to (2) will provide better M-parameters, but the NLP will become larger. Considering that in general the NLP is non-convex, finding a good trade-off between good M-parameter and the speed to obtain it is an important consideration.
4. Some conclusions might be drawn from (2) . At least two of them provide valuable information. First, if for a given constraint r kie (x), M kiei i ≤ 0 for all i = i, then that constraint can be removed from the disjunction and be regarded as a global constraints. Second, if (2) is infeasible, then the term ki is infeasible and can be removed from the original problem.
New Big-M reformulation
In disjunctions that contain more than two disjunctive terms, it is possible to have stronger (BM) formulations by assigning more than one big-M term in the constraints (i.e. one big-M term for each other disjunctive term in the disjunction). This formulation is as follows:
The idea behind (MBM) is similar to that of (BM). When a disjunctive term is selected (y ki = 1, i ∈ D k ), the other terms in the corresponding disjunction are not (y ki = 0, ∀i ∈ D k , i = i). Therefore,
M kii y ki = 0, and the corresponding constraints r ki (x) ≤ 0 are enforced. If it is not selected (y ki = 0, k ∈ D k ), then another term must be selected
The optimal value of M kii can be directly obtained as with (BM). M kii is then the vector of M-parameters directly obtained from (1) or (2), with the advantages of using (1) or (2) We note that the general concept of this reformulation was presented before [26] . More recently, a similar reformulation was presented for linear problems in the context of MILP formulation techniques [27] .
Tightness of continuous relaxation of (MBM)
In this section we show that (MBM) is at least as tight as (BM), and can be tighter. Proof. The only difference between (BM) and (MBM) are the two following constraints:
In (3), (1 − y ki ) can be substituted by
We then obtain for (BM) the following equation:
or:
(6) represents the same feasible region than (3) in (BM). By definition M ki = max i ∈D k i =i {M kii }. Therefore, the right hand side of (4) dominates the right hand side of (6) . Note that if M ki and M kii are obtained through (1) instead of through (2), Theorem 3.1 still holds true.
Illustration of (MBM) reformulation
The improved Big-M reformulation is illustrated with the following example:
The traditional Big-M reformulation of (7), using the optimal M-parameter obtained from (2), is the following:
The (MBM) reformulation, using the optimal M-parameter obtained from (2), is the following: 
In the traditional Big-M reformulation (8), the "optimal" M-parameter of the first constraint is M 1 = max{41.42221, 48} = 48. The RHS of the first constraint in (8) is 1 + 48(1 − y 1 ). Therefore, the first constraint in (9) is tighter than its corresponding constraint in (8) . This can be easily seen if (1 − y 1 ) is substituted by y 2 + y 3 in (9). This would yield 1 + 48y 2 + 48y 3 as RHS of the first constraint of (9) . Clearly, the RHS of the constraint in (9) dominates the RHS of the one in (9) . The same holds true for the other two Big-M constraints. In this example, the optimal solution of this problem is z * = −9.472. The relaxation of (8) is z BM = −10.493, and the relaxation of (9) is z MBM = −9.735. It is clear that (9) provides a tighter relaxation.
Examples and results
The new reformulation was tested with several instances of two problems: the process network problem and the design of multi-product batch plant problem.
Process Network (Process)
The process network problem "Process" is a classic optimization problem in process design. The model seeks to maximize the profit of selling a set of products taking into account the cost of raw materials and equipment. The model that describes the performance of each unit is normally large and quite complex. In this example, however, the process is simplified to single input-output relations that give rise to a convex GDP [28] . We refer the reader to the original source for the details of the formulation. The presented problem is a modified version of the original one, for which each disjunction represents the selection of alternative units [29] . The GDP problem formulation is as follows:
Design of multi-product batch plant problem formulation
This problem was presented by Ravemark [30] and a convexified version was provided by Vecchietti and Grossmann [31] . The review [17] . The problem is as follows:
Optimal M-parameters in the multiproduct batch reactor problem
Problem (11) contains three sets of disjunctions. The first set has only two terms, so the optimal M-parameters are the same for the (BM) and the (MBM). The other two sets of disjunctions have to be written as inequalities to perform the reformulation:
In disjunction (12) and (13) the optimal M-parameters of the (BM) and (MBM) are different.
For p = 1, ..., maxp; q = 1, ..., maxp; q = p, the optimal M-parameters of (MBM) are: 
The optimal M-parameters of the (BM) are:
The (BM) of constraints (12) are:
The (MBM) of constraints (12) are: m j ≤ ln(p) + p=1,...,maxp p =q (ln(q) − ln(p))ym j,q = 1 p = 1, ..., maxp m j ≥ ln(p) − p=1,...,maxp p =q (− ln(q) + ln(p))ym j,q = 1 p = 1, ..., maxp
Results
The new reformulation was tested with 10 instances. 4 of these benchmark examples for the multi-product batch plant problem [32] . Two additional multi-product batch problems were generated using data of the benchmark problems. The 4 instances for the process network problems were used as test cases in recent work [29] . The instances were solved with SBB (NLP-based branch and bound) from GAMS 24.3.3 [33] , using in an Intel(R) Core(TM) i7 CPU 2.93 GHz and 4 GB of RAM. The Mparameters for the multi-product batch problems were presented in 4.2.1. The M-parameters for the process network problems were obtained by solving (2) . Table 1 shows the relaxation, number of nodes and time required to solve each of the instances. It is clear that for the process problems (MBM) provides a much better continuous relaxation. The continuous relaxation of both the (BM) and (MBM) is the same for the batch problems (although (MBM) is tighter than (BM) as can bee seen from the constraints described in Section 4.2.1). Fewer number of nodes are required for the (MBM) in 9 of the 10 instances, which generally yields reductions in the solution times. There is only one instance in which the (BM) performs better than the (MBM).
Conclusions
In this work we presented an enhanced Big-M reformulation for GDP problems. The proposed reformulation is at least as tight as the traditional Big-M, and it does not require any additional variables or constraints. We reviewed the method for obtaining optimal M-parameters in the traditional Big-M, and adapted it for the new proposed reformulation. The reformulation was tested with 10 instances, and the new Big-M formulation performed better than the traditional Big-M in 9 out of 10 instances.
