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Abstract
Though black-box predictors are state-of-the-art for many complex tasks, they
often fail to properly quantify predictive uncertainty and may provide inappropriate
predictions for unfamiliar data. Instead, we can learn more reliable models by
letting them either output a prediction set or abstain when the uncertainty is high.
We propose training these selective prediction-set models using an uncertainty-
aware loss minimization framework, which unifies ideas from decision theory
and robust maximum likelihood. Moreover, since black-box methods are not
guaranteed to output well-calibrated prediction sets, we show how to calculate
point estimates and confidence intervals for the true coverage of any selective
prediction-set model, as well as a uniform mixture of K set models obtained
from K-fold sample-splitting. When applied to predicting in-hospital mortality
and length-of-stay for ICU patients, our model outperforms existing approaches
on both in-sample and out-of-sample age groups, and our recalibration method
provides accurate inference for prediction set coverage.
1 Introduction
The advancement of machine learning (ML) is reshaping the medical field; a growing number of
applications aim to predict patients’ diagnosis or response to treatment. To be functional and safe,
ML models should satisfy a number of key features when deployed in real-world settings for making
high-stakes decisions. Although current models typically estimate the expected outcome, a patient is
typically more interested in the set of likely outcomes for herself, also known as a prediction set or
interval. From a public health perspective, it is important to know how often prediction sets cover the
true outcome. Moreover, for patient safety, the model needs to understand the limits of its predictive
capability, i.e., it should not produce predictions for patients that it is highly uncertain about.
In this paper, we consider estimating prediction sets that contain the true outcome with high probability
for every input query. Conditional density estimation [8] and quantile estimation [14] are the primary
methods for obtaining such prediction sets, and are guaranteed to have the correct conditional
coverage under strong assumptions. Unfortunately, flexible black-box methods typically violate
these assumptions and may not achieve the claimed coverage rates in practice. A popular solution is
to subsequently train a separate recalibration model, such as Platt scaling [20], isotonic regression
[25, 15], or temperature scaling [6]. Though this results in better-calibrated models, it is difficult to
quantify the uncertainty of the recalibration method; there is no “certificate” that recalibration has
worked. Moreover, these methods reserve a portion of data for recalibration, which is inefficient.
In addition, most ML methods provide predictions given any input; they fail to recognize situations
in which their predictive power is poor. Combining the prediction function with an abstention option,
also known as selective prediction, allows the model to learn what it does not know [3, 4]. There
are a number of approaches to learning selective prediction models. The decision-theory literature
attributes a cost to abstaining [1] so that the model learns to abstain in regions with highly variable
outcomes. Alternatively, outlier detection methods [19] in the robust statistics literature can flag
unfamiliar inputs that the model should not predict for. Using terminology from epistemology, the
former approach is concerned with learning a model that is aware of aleatoric uncertainty, which
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is uncertainty inherent to the data generating mechanism; the latter is concerned with epistemic
uncertainty, which is uncertainty due to a lack of knowledge [10]. Models typically address these two
sources of uncertainty separately, though in reality they are related.
We propose to train a model that (i) outputs prediction sets with the desired conditional coverage,
(ii) has guarantees on the marginal coverage of the prediction sets, and (iii) accounts for aleatoric
and epistemic uncertainty. The model is composed of a decision function, which can abstain from
making a prediction, and a prediction set function. We train the model by minimizing a penalized
uncertainty-aware loss that unifies ideas from decision-theoretic and robust maximum likelihood
estimation approaches. To provide coverage guarantees, we propose a split-sample procedure that
estimates and constructs confidence intervals for the true coverage of a single selective prediction-set
model as well as a uniform mixture of K such models trained using K-fold sample-splitting. This
recalibration step is agnostic to the training procedure for the selective prediction-set model, which
makes it suitable for black-box estimators. We show that our model achieves better performance
compared to existing approaches for two prediction tasks for in-sample and out-of-sample patients
in the intensive care unit (ICU). In addition, our method constructs confidence intervals for the true
coverage of the selective prediction-set models.
2 Uncertainty-aware Loss Minimization (ULM)
Here we present an empirical loss minimization framework for learning selective predictors that
unifies decision-theoretic and robust maximum likelihood approaches. We consider a prediction
problem from a closed input space X ⊂ Rp to an output space Y ⊆ R, which may be categorical or
continuous. We require the ML practitioner to specify the set of admissible input queries X .1
Suppose training observations (xi, yi) ∈ (X ,Y) for i = 1, .., n are independent and identi-
cally distributed with joint density p∗(x, y). A set h˜ is a 1 − α prediction set for Y |X = x if
Pr
(
Y ∈ h˜|X = x
)
≥ 1 − α. For a given α ∈ (0, 1), our goal is to learn a decision function
ψ : X 7→ {0, 1}, and 1 − α prediction-set function h : X 7→ S(Y), where S(Y) are all subsets of
Y . When ψ(xi) = 0, we abstain for xi; when ψ(xi) = 1, we output the prediction set h(xi). If the
outcome is continuous, we can constrain the prediction sets to be contiguous prediction intervals, i.e.
h(x) = [l(x), u(x)], since intervals are a special case of a set.
2.1 A decision-theoretic approach
From a decision-theoretic perspective, learning a selective prediction-set model is framed as a decision
rule that either abstains or outputs a prediction-set. Let the loss of set h˜ have loss `α(h˜, y) for outcome
y ∈ Y [21], and let the cost of abstaining be δ > 0. We learn the selective prediction-set model
(ψˆα,λ, hˆα,λ) by minimizing the penalized empirical loss
min
ψ,h
1
n
n∑
i=1
{`α (h(xi), yi)ψ(xi) + δ(1− ψ(xi))}︸ ︷︷ ︸
Adaptively truncated empirical prediction set loss
+ λ
∫
X
ψ(x)dx︸ ︷︷ ︸
Uniform acceptance penalty
. (1)
When ψ(xi) = 1, the ith observation contributes to the prediction set loss. When ψ(xi) = 0, the
prediction set loss is truncated, and the ith observation contributes the cost of abstaining. Therefore,
the first term in (1) encourages rejecting x when aleatoric uncertainty is high since the expected set
quality is poor. The second term is the probability of accepting evaluated uniformly over X and
scaled by a penalty parameter λ > 0. This penalty encourages the model to abstain when epistemic
uncertainty is high, such as minority populations for which there are few observations.
To understand the interaction between δ and λ, we characterize the corresponding population-level
selective prediction-set model. The following lemma provides us with a simple interpretation of δ
when λ is very small: for x with density sufficiently away from zero, the decision function accepts x
if there exists a set h˜ ∈ S(Y) with expected loss below δ. The lemma additionally states that at the
population level, solving the problem with a continuous-valued decision rule is equivalent to doing so
with a binary one. We employ this relaxation in practice when solving (1).
1Just as the United States Food and Drug Association requires delineation of the treatment population for a
drug, we also require delineation of the “treatment population” for the ML algorithm.
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Lemma 1. Let D be the set of all functions ψ : X 7→ [0, 1]. Let H be the set of all functions
h : X 7→ S ⊆ S(Y). Define the function `∗α : X 7→ R as `∗α(x) = minh˜∈S EY |X=x
[
`α
(
h˜, Y
)]
.
Any solution ψα,λ, hα,λ that minimizes
E [`α (h(X), Y )ψ(X) + δ(1− ψ(X))] + λ
∫
X
ψ(x)dx
over ψ ∈ D and h ∈ H must satisfy
ψα,λ(x) = 1 {p∗(x) (`∗α(x)− δ) < −λ} ∀x ∈ X
hα,λ(x) = argminh˜∈SEY |X=x
[
`α
(
h˜, Y
)]
∀ψλ(x) = 1.
To make this proposal more concrete, we now consider two prediction set loss definitions and the
resulting models. In the first example, we construct prediction intervals for continuous outcomes. The
second presents some complications with the decision-theoretic approach for classification problems
and motivates an alternative approach based on robust maximum likelihood.
Example 1. To learn prediction intervals for continuous outcomes Y , we can define the loss as the
absolute discrepancy between interval h, with center µh and radius rh, and outcome y ∈ Y [21]
`α(h, y) = αrh + ((µh − rh)− y)+ + (y − (µh + rh))+︸ ︷︷ ︸
Distance outside interval
.
The endpoints of the interval h˜ that minimizes EY |X=x[`α(h˜, Y )] correspond precisely to the α/2
and 1−α/2 quantiles of Y |X = x. Hence, the prediction interval function hα,λ in Lemma 1 outputs
1− α prediction intervals. 4
Example 2. Alternatively, one can generate prediction sets for both continuous and categorical Y
using a step function loss [21]. For tα > 0, set h ∈ S(Y), and outcome y ∈ Y , this is defined as
`α(h, y) = |h|+ t−1α 1{y 6∈ h}, where |h| is the size of the set (for the continuous case, this is the
Lebesgue measure of h). The set h˜ that minimizes EY |X=x[`α(h˜, Y )] is the region with highest
conditional density, i.e., {y : p(y|x) > tα}. To obtain a 1− α prediction set, tα must be equal to the
α quantile of p(Y |x). Unfortunately, these quantiles are generally unknown. Instead, we propose
approximately solving (1) by estimating the density p(y|x) using a likelihood-based approach. 4
The advantage of the decision-theoretic approach is that it is nonparametric: it makes no assumptions
on the distribution of Y |X . However, it can suffer from slower estimation rates compared to its
parametric counterparts and may be more computationally expensive if we want to learn selective
predictors for many α values. These reasons, as well as Example 2, motivate a second approach using
robust maximum likelihood.
2.2 A robust maximum likelihood approach
We now estimate selective predictors using robust maximum likelihood estimation. We learn the
decision and density functions (ψˆλ, fˆλ) and then use the quantiles in fˆλ to construct prediction sets.
Let F be the set of all density functions f and Q be the set of functions mapping X to F , i.e. each
q is a map from input x to conditional distributions for the response given x. We propose using
adaptively truncated maximum likelihood estimation, in which we replace the prediction set loss in
(1) with the negative log likelihood as follows:
ψˆλ, fˆλ ∈ argmin 1
n
n∑
i=1
[− log f(yi|xi)ψ(xi) + δ(1− ψ(xi))]︸ ︷︷ ︸
Adaptively truncated negative log likelihood
+ λ
∫
X
ψ(x)dx︸ ︷︷ ︸
Uniform acceptance penalty
. (2)
Similar to Lemma 1, the population-level decision function abstains for x when the differential
entropy of Y |X = x is large and/or p∗(x) is small, i.e.
ψλ(x) = 1
{(−EY |X=x[log p∗(Y |x)]− δ) p∗(x) < −λ} ∀x ∈ X .
Thus, we can interpret δ as a threshold for entropy. For example, if Y |X = x is Gaussian and
we fit a model for the mean and variance of the distribution non-parametrically, then ψ(x) = 1 if
Y |X = x has entropy 12 log(2epiσ2) / δ and λp∗(x) is close to zero. The decision-theoretic and
robust maximum likelihood approaches should learn similar decision functions as long as the set loss
of the prediction set of Y |X is highly correlated with the entropy of Y |X , which is often the case.
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2.3 Connecting the two approaches and practical considerations
The two approaches discussed above, which we refer to together as uncertainty-aware loss minimiza-
tion, are advantageous in different scenarios. The former, paired with the absolute discrepancy loss,
is useful when there is enough data to train a nonparametric model and we are estimating intervals for
a small number of α values. The latter is useful for regression problems when there is too little data
to use a nonparametric approach and classification problems. To unify the discussion of these two
optimization problems, we use the term “prediction function” to refer to the prediction set function in
(1) and the density function in (2).
We parametrize the decision function as ψ(·;β) for some β ∈ Rq1 and the prediction function as
g(·; θ) for some θ ∈ Rq2 . We relax the decision function to be real-valued with range [0, 1]. The
prediction and decision functions can be defined completely separately or jointly. For example, we
can learn a simple, highly-interpretable prediction model, and protect against model misspecification
by using a separate nonparametric decision function. Alternatively, if the prediction model is already
nonparametric, then we can couple the two functions by fix the functional form of the decision
function based on the population-level model as follows: ψˆ(x;β) = sigmoid
(
β(Hˆ(x)− δ)
)
,
where β ∈ R+, and Hˆ(x) is the estimated entropy or αrˆ(x) where rˆ(x) is the estimated radius of the
interval. It is easy to show that the population-level model, when constrained in this fashion, still
satisfies Lemma 1. We use this latter approach in all of our experiments, unless specified otherwise.
We minimize the uncertainty-aware loss using stochastic gradient descent, where the integral in the
penalty is approximated using Monte Carlo sampling. The efficacy of the penalty depends on the
scaling of the input features. If the set of likely input queries occupies a negligible volume of X ,
then the decision function has trouble learning to abstain over relevant regions. However, the data
often lies in a lower-dimensional space so we can pre-process the data using PCA and whitening
before running our method. In addition, even if a decision function chooses to abstain for a training
observation, that observation may still contain valuable information. As such, we minimize the sum
of the uncertainty-aware loss and the empirical loss 1n
∑
`(h(xi), yi) scaled by a constant γ > 0. We
set γ = 0.5 in our experiments.
The cost of abstaining, δ, is a fixed parameter in the loss function that should be defined based on prior
knowledge. We give examples of how to choose δ in Sections 5 and 6. The penalty parameter λ is
tuned to minimize the generalization error of the fitted model using methods such as cross-validation.
2.4 Related work
Estimating prediction sets or intervals using black-box methods has been explored from various
angles [12]. Many of these approaches, such as mean interval set size minimization [13, 18, 22]
and conformal inference [9], are not directly comparable as they do not aim to output prediction
sets with coverage 1 − α for all x ∈ X . Methods that do provide prediction sets with our desired
coverage properties typically estimate the density [5, 16] or the quantiles [24, 23]. These methods
often neglect to address epistemic uncertainty and therefore can give inappropriate predictions for
unfamiliar inputs. Our ULM framework is general, and can easily augment any of these methods.
To handle epistemic uncertainty, likelihood-based outlier detection methods learn the density of x.
The drawback of these outlier detection methods is that they are separately trained from the prediction
task, so the model is forced to predict for high-density high-entropy regions. In contrast, our decision
function learns to reject inputs that are either difficult and/or unfamiliar. Therefore, our ULM models
will more reliably return high-quality predictions.
3 Coverage guarantees for decision and prediction-set models
The previous section provides a general optimization framework for estimating a decision and
prediction-set model that is compatible with black-box methods. However, a black-box method
(including ULM) that aims to estimate 1− α prediction sets can in fact have very different coverage
levels [6, 15]. In this section, we present a recalibration step that provides a point estimate and
confidence interval (CI) of the true coverage of any selective prediction-set model, which may be
trained using ULM or an alternative approach.
To handle general selective prediction-set models, define a probabilistic decision Ψˆ(x) as a binary
random variable (RV), where 1 means accept and 0 means reject. We also define a probabilistic
prediction set Hˆ(x) as a RV with sample space S(Y). We are interested in the coverage of prediction
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sets Hˆ among those accepted by Ψˆ, i.e.
θΨˆ,Hˆ = Pr
(
Y ∈ Hˆ(X) | Ψˆ(X) = 1
)
. (3)
We begin with recalibration for a single selective prediction-set model using a held-out validation
dataset, and then consider a uniform mixture of K selective prediction-set models which were
trained using K-fold sample-splitting. Throughout this paper, we refer to our recalibration method as
GUARantees for Decision/prediction-Sets (GUARDS).
A possible concern is that θΨˆ,Hˆ is a marginal quantity and the conditional coverage at a particular
x can differ greatly. In real-world settings, it is difficult to evaluate the coverage of a prediction
set at a particular x if one cannot obtain multiple observations with the same sets of features.
Instead, we can consider “local” coverage, which additionally conditions on a subset A ⊆ X , i.e.
Pr
(
Y ∈ Hˆ(X) | Ψˆ(X) = 1, X ∈ A
)
. One can evaluate local coverage for subsets of X defined a
priori. Another approach is to evaluate local coverage for randomly constructed small neighborhoods
in X and visualize the spread of the distribution. In this section, we describe how to perform statistical
inference for (3), but the procedure is easily extended to local coverage.
3.1 Recalibration for a single model
Consider any convergent sequence of decision and prediction-set functions {(ψˆn(·), hˆn(·))}∞n=1. Let
Ψˆn(x) be equal to one with probability ψˆn(x) and let Hˆn(x) ≡ hˆn(x) be a constant random variable.
Suppose the validation set V has nV observations where nV is a fixed proportion of n. Assuming that
(i) the validation samples are independently and identically drawn from the distribution we plan to
generalize to, and (ii) the sample size of the validation set is sufficiently large for asymptotic normality
to hold, we can perform statistical inference for θΨˆn,Hˆn . Our point estimate is θˇΨˆn,Hˆn,nV = γˇnV /qˇnV ,
where γˇnV =
1
nV
∑
i∈V ψˆn(xi)1
{
yi ∈ hˆn(xi)
}
and qˇnV =
1
nV
∑
i∈V ψˆn(xi). We construct a CI
using the asymptotic normal distribution of our point estimate, which follows directly from the
Lindeberg-Feller Central Limit Theorem and the Delta Method:
√
nV
(
θˇΨˆn,Hˆn,nV − θΨˆn,Hˆn
σˇnV
)
→d N (0, 1) (4)
where
σˇ2nV = aˆ
>Ĉov
({(
ψˆn(xi)1
{
yi ∈ hˆn(xi)
}
, ψˆn(xi)
)}
i∈V
)
aˆ
aˆ =
(
1/qˇnV −γˇnV /qˇ2nV
)
.
3.2 Recalibration for multiple models
Now suppose we train K selective prediction-set models through K-fold sample-splitting and
recalibrate each model using the remaining data. For a sample of n observations, denote the kth
fold as Vk,n, and suppose that each fold Vk,n contains nV = n/K observations. Now consider any
convergent sequence of decision and prediction-set functions{{
(ψˆk,n(·), hˆk,n(·))
}K
k=1
}∞
n=1
. (5)
We aggregate the models into a single probabilistic selective prediction-set model. Here Ψˆn(x)
accepts with probability 1K
∑K
k=1 ψˆk,n(x) and Hˆn(x) is constructed by independently adding each
y ∈ Y to Hˆn(x) with probability
(∑K
i=1 ψˆk,n(x)
)−1∑K
i=1 ψˆk,n(x)1
{
y ∈ hˆk,n(x)
}
. This aggre-
gate model is, in fact, equivalent to a uniform mixture of the models. From a practical standpoint,
model aggregation allows more efficient utilization of the data and improves performance for high-
variance methods [2], and we can construct tighter CI for its coverage.
For each (ψˆk,n(·), hˆk,n(·)), let γˇk,nV , qˇk,nV be the associated recalibration quantities as defined in
Section 3.1. Our estimator for θΨˆn,Hˆn is θˇΨˆn,Hˆn,nV = γˇnV /qˇnV where γˇnV =
1
K
∑K
k=1 γˇk,nV
and qˇnV =
1
K
∑K
k=1 qˇk,nV . We can prove under very weak assumptions that the estimator is
asymptotically normal. The crux of the proof is to show that the bias introduced by the dependence
between the K models is a negligible second-order remainder term.
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Figure 1: Simulation results. (A) The decision boundaries for two δ values approximately follow the level-sets
of entropy. (B) The decision boundaries for two λ values approximately follow the level-sets of p∗(x). (C)
The decision function learns to abstain in misspecified region [−1, 1]2. (D) The CIs achieve the desired 95%
coverage rates. (E) The CIs of the aggregate model are consistently narrower than that for individual models. (F)
The aggregate model has a smaller inter-quartile range of PI coverage (for accepted x) than individual models.
Theorem 1. Suppose that the sequence (5) converges to the functions {(ψk(·), hk(·))}Kk=1 . Then
θˇΨˆn,Hˆn,nV has the asymptotic distribution
√
nV
(
θˇΨˆn,Hˆn,nV − θΨˆn,Hˆn
σˇnV
)
→d N (0, 1) (6)
where σˇ2nV = aˆ
>Σˆaˆ, aˆ is the 2K × 1 vector that tiles the vector (1/qˇnV −γˇnV /qˇ2nV ), and Σˆ is a
block diagonal matrix with the kth block as
Ĉov
({(
ψˆk,n(xi)1
{
yi ∈ hˆk,n(xi)
}
, ψˆk,n(xi)
)}
i∈Vk,n
)
.
4 Simulation results
We now verify our theoretical results for estimation and recalibration through simulations. Through-
out, Y is distributed normally conditional on X . We estimate the mean and variance using a neural
network.
Verifying theoretical results for non-convex settings In Lemma 1, we assumed that the estimated
model is a global minimizer of the empirical risk to show that (i) if λ is close to zero, the fitted
decision function accepts x if the entropy of Y |X = x is below the cost for declining δ and (ii) if the
entropy of Y |X = x is constant over X , then the fitted decision function accepts x proportional to
the density of x. However, the optimization problem is non-convex and finding a global minimizer
is difficult in practice. To check if the results hold in practice, we test (i) by setting Var(Y |X = x)
to be piece-wise linear, generating X uniformly over X , fixing λ, and varying δ. To test (ii), we
set Var(Y |X = x) to be constant, generated X from a Gaussian distribution, fixed δ = 2.5, and
varied λ. As expected, the decision functions roughly match the level-sets for entropy in the first test,
and the level-sets of p∗(x) in the second test (Fig. 1 A, B). Thus, the empirical results follow our
theoretical results.
Robustness under model misspecification Another benefit of learning a decision function is that
the model should be robust to model misspecification. In this example, E[Y |X = x] is a linear
function in x, except over the region [−1, 1]2, where it follows a quadratic function. We constrain
the density function to be a linear model but still use a multilayer neural network for the decision
function. Figure 1 (C) shows that our decision function learns to reject the misspecified region.
Comparing aggregate and individual models for prediction set coverage We compare prediction
set coverage estimates, and associated CIs, based on individual and aggregate models from 3-fold
sample-splitting (Fig. 1 D-F). Ideally, the conditional coverage of the prediction sets at every x is
90%. The aggregate model is the most stable, as the inter-quartile range of the conditional coverages
is smaller than that for individual models, particularly for small sample sizes. The CI coverage for
both the individual and aggregate models converge to the correct level of 95%. The CI width for the
aggregate model is, however, smaller than that for individual models. Thus, model aggregation offers
two primary benefits: its conditional coverage over X is less variable and its CI width is smaller.
5 MNIST digit classification
We compare the performance of our method on the MNIST dataset to existing approaches that employ
a single neural network or an ensemble of networks. For baseline comparisons, we train the networks
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Table 1: Comparison of single and ensemble neural networks on MNIST digit classification. We compare
ULM to models that abstain by entropy-thresholding (‘Threshold‘) or both entropy-thresholding and an outlier
detector (‘Threshold+OD‘). Adaptively truncated negative log likelihood (atNLL) is evaluated over seen digits
0-8. Acceptance probabilities are calculated for the unseen digit 9, Fashion MNIST dataset, and white noise.
Standard error shown in parentheses.
Acceptance Probability
atNLL Seen digits Unseen digit Fashion Noise
Single NN
ULM 0.0603 (0.0010) 89.78 (0.08) 28.44 (0.47) 16.05 (0.91) 1.30 (0.10)
Threshold 0.0613 (0.0008) 89.30 (0.06) 23.51 (0.36) 37.80 (0.80) 61.85 (1.08)
Threshold + OD 0.0618 (0.0008) 89.03 (0.06) 23.50 (0.37) 27.44 (0.60) 0 (0.00)
Ensemble of five NNs
ULM 0.0512 (0.0005) 87.03 (0.08) 13.29 (0.26) 5.10 (2.92) 0.10 (0.10)
Threshold 0.0525 (0.0007) 87.43 (0.05) 14.67 (0.25) 15.38 (0.34) 27.35 (0.72)
Threshold + OD 0.0531 (0.0007) 87.04 (0.05) 14.67 (0.25) 10.28 (0.20) 0 (0.00)
using the usual maximum likelihood approach and abstain by thresholding the entropy at δ. We also
consider abstaining using both entropy-thresholding and an outlier detection method; here we use the
Isolation Forest method [17] implemented in scikit-learn.
We train the models only on digits zero to eight. We set the cost of abstaining to 0.3, which is
the entropy of a multinomial RV with probability 0.95 of being one class and uniform across the
remaining eight classes. We evaluate the adaptively truncated negative log likelihood (atNLL) on
images of seen digits in the test data. We also compare the acceptance probabilities of images of the
unseen digit nine, the Fashion MNIST dataset, and random noise.
The values of the loss of all the methods are similar, though ULM does slightly better for both single
and ensemble neural networks (Table 1). All the methods have similar acceptance probabilities for
the unseen digit nine, though ULM has a slightly higher acceptance probability in the single network
case and slightly lower in the ensemble case. The major difference between the methods is that
ULM has the smallest acceptance probabilities for the Fashion MNIST dataset and random noise. An
outlier detector is primarily useful for rejecting random noise, but does not decrease the acceptance
probability of the Fashion data as much (under the constraint that the atNLL does not change too
much). Though ensemble models try to estimate uncertainty by relying on the natural variability
of neural networks, ULM better guards against out-of-sample images since the uniform acceptance
penalty explicitly accounts for epistemic uncertainty.
6 ICU prediction tasks
We now predict in-hospital mortality and length of the ICU stay using the MIMIC-III dataset, which
contains time series data on ICU admissions between 2001 and 2012 for over 40,000 patients [11].
The dataset includes age, gender, ethnicity, and time series of 17 physiological measurements over
the first 48 hours of admission.
In-hospital mortality is a binary outcome, so we used the robust maximum likelihood approach and
output 90% prediction sets based on the estimated model. We set the cost of abstaining δ to 0.5,
which is the entropy of a binary RV with success probability > 0.8 or < 0.2. We estimate the 80%
prediction interval for the length of stay (in log hours) using the decision-theoretic approach with the
absolute discrepancy loss. We set δ = 0.23, which is the expected loss of an 80% prediction interval
[l, u] where u ≤ l × 3 more hours and its expected log-distance to the outcome is 0.5.
We first evaluated the ability of these methods to predict for in-sample and out-of-sample patients. In
particular, the training data only consists of patients under forty years old, but we evaluate on patients
under and over forty. ULM outperforms the other methods for both prediction tasks on the in-sample
age group (Table 2). More interestingly, ULM also scores higher for the out-of-sample age group.
This is not achieved by merely abstaining more for this population – in fact, it accepts more older
patients than using an outlier detector for the in-hospital mortality task. This suggests that ULM has
learned to discriminate between outliers that are easy versus difficult to predict.
Finally, we train the models including all age groups using 5-fold sample-splits, and use GUARDS to
construct CIs of the true coverage of the selective prediction-set models. Figure 2 shows example
predictions from our estimated models. We find that the confidence interval for the coverage of the
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Table 2: Performance on in-hospital mortality (top) and length-of-stay (bottom) prediction tasks for the MIMIC
dataset. We compare ULM to thresholding on entropy/interval length (‘Threshold‘) or thresholding and use an
outlier detector (‘Threshold+OD‘). Models are trained on patients ≤ 40 years old. Test loss is the adaptively
truncated negative log likelihood (top) and absolute discrepancy (bottom). Standard errors shown in parentheses.
Method Test loss ≤ 40yr Accept ≤ 40yr Test loss > 40yr Accept > 40yr
In-hospital Mortality
ULM 0.113 (0.006) 96.7 (0.8) 0.467 (0.011) 96.6 (0.8)
Threshold 0.220 (0.004) 97.2 (0.1) 0.903 (0.019) 97.2 (0.1)
Threshold+OD 0.200 (0.003) 91.7 (0.1) 0.809 (0.013) 74.1 (0.3)
Length of Stay
ULM 0.242 (0.002) 59.0 (1.7) 0.230 (0.002) 62.5 (2.1)
Threshold 0.263 (0.003) 89.2 (1.0) 0.250 (0.003) 91.2 (1.4)
Threshold+OD 0.257 (0.003) 85.0 (1.0) 0.240 (0.002) 74.7 (1.1)
Table 3: Coverage estimates for individual and aggregate models from 5-fold sampling-splitting, compared to
true coverage on test set. We compare GUARDS to Platt scaling for the in-hospital mortality task. There are no
available comparator methods for aggregate models and the length-of-stay prediction task.
GUARDS coverage est (95% CI) Platt scaling Test coverage
In-hospital Mortality
Fold 0 0.954 (0.946, 0.962) 0.967 0.956
Fold 1 0.958 (0.950, 0.965) 0.969 0.947
Fold 2 0.946 (0.937, 0.955) 0.965 0.948
Fold 3 0.952 (0.944, 0.960) 0.963 0.952
Fold 4 0.956 (0.948, 0.964) 0.962 0.949
Agg 0.953 (0.949, 0.957) — 0.950
Length of Stay
Fold 0 0.769 (0.753, 0.784) — 0.784
Fold 1 0.796 (0.781, 0.811) — 0.793
Fold 2 0.799 (0.784, 0.813) — 0.794
Fold 3 0.814 (0.799, 0.829) — 0.795
Fold 4 0.815 (0.801, 0.829) — 0.806
Agg 0.799 (0.792, 0.805) — 0.795
Figure 2: In-hospital mortality prediction sets (left) and length-of-stay prediction intervals (right) for example
subjects, with acceptance probabilities. Prediction interval/sets from the fitted models from each fold are overlaid
on top of each other; dark regions indicate more consensus.
aggregate model is narrower than the individual models. Our coverage estimates for the in-hospital
mortality model are more accurate than recalibrating using logistic regression (Table 3). There is no
recalibration method to compare against for the length-of-stay model because we directly estimated
intervals, whereas existing methods are restricted to models that estimate the CDF. There is also no
comparator for the aggregate case, since existing methods only apply to single sample-splits.
7 Discussion
We have presented a uncertainty-aware loss minimization procedure for training selective prediction-
set models. In addition, we show how to perform statistical inference of the true coverage of any
such model as well as a uniform mixture of such models trained using K-fold sample-splitting. This
framework can easily be implemented along large-scale machine learning systems and is compatible
with black-box methods. In prediction tasks for ICU patients, our method outperforms existing
methods for in-sample and out-of-sample observations. Proofs for the theoretical results and detailed
experiment settings are in the Appendix. Code is available at https://github.com/jjfeng/
ulm-guards.
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A Proof for Lemmas 1
The following is a proof for Lemma 1.
Proof. First, we note that the minimizing
E [`α (h(X), Y )ψ(X) + δ(1− ψ(X))] + λ
∫
X
ψ(x)dx
is equivalent to minimizing the following (as they only differ by constants):
min
ψ∈D,h∈H
∫
X
{(E [`α (h(x), Y ) | X = x]− δ) p∗(x) + λ}ψ(x)dx (7)
As ψ is any decision function, the minimizer of (7) must minimize the integrand for each x. For any
x ∈ X , since p∗(x) and λ are both nonnegative, then
ψα,λ(x) = 1 {(`∗α(x)− δ) p∗(x) + λ < 0} .
If ψα,λ(x) = 1, we must then have that
hα,λ(x) = argminh˜∈SE
[
`α
(
h˜, Y
)
| X = x
]
.
B Proof of Theorem 1
Proof. For (X,Y ), define
Wψ,h = ψ(X)1 {Y ∈ h(X)} (8)
Qψ = ψ(X). (9)
In addition, let Pn denote the expectation with respect to the empirical distribution with observations
i = 1, ..., nV where the ith observation is an array of the ith observation in each of the K folds, i.e.(
(Xi,1, Yi,1)
· · ·
(Xi,K , Yi,K)
)
(10)
Let P0 denote the expectation with respect to the population. Then
(Pn − P0)

Wψˆ1,n,hˆ1,n
Qψˆ1,n· · ·
WψˆK,n,hˆK,n
QψˆK,n
 = (Pn − P0)

Wψ1,h1
Qψ1· · ·
WψK ,hK
QψK
 (11)
+ (Pn − P0)


Wψˆ1,n,hˆ1,n
Qψˆ1,n· · ·
WψˆK,n,hˆK,n
QψˆK,n
−

Wψ1,h1
Qψ1· · ·
WψK ,hK
QψK

 . (12)
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Under the assumption that the fitted functions ψˆk,n, hˆk,n converge to ψk, hk, we have that
Wψˆ1,n,hˆ1,n
Qψˆ1,n· · ·
WψˆK,n,hˆK,n
QψˆK,n
−

Wψ1,h1
Qψ1· · ·
WψK ,hK
QψK
→p 0. (13)
Then by the Central Limit Theorem, the term (12) is a negligible second-order remainder term and
we have that
√
nV (Pn − P0)

Wψˆ1,n,hˆ1,n
Qψˆ1,n· · ·
WψˆK,n,hˆK,n
QψˆK,n
−√nV (Pn − P0)

Wψ1,h1
Qψ1· · ·
WψK ,hK
QψK
→p 0. (14)
Let
q =
1
K
K∑
k=1
E [ψk(X)] (15)
γ =
1
K
K∑
k=1
E [ψk(X)1(Y ∈ hk(X))] . (16)
By the Central Limit Theorem and the Delta Method, it is then easy to show that
√
nV (Pn − P0)
(
θˇΨˆn,Hˆn,nV − θΨˆn,Hˆn
σˇnV
)
→d N
(
0, a>Σa
)
(17)
where a is the 2K × 1 vector that tiles the vector (1/q −γ/q2), and Σ is a block diagonal matrix
with the kth block as the covariance matrix of (Wψk , Qψk). Finally, by Slutsky’s Theorem, we can
plug in the consistent estimator of a>Σa as defined in Theorem1.
C Experiment settings
The neural networks in all of our experiments are densely connected and employ the relu activation
function. For the simulations, we used network structures with one to three hidden layers and 10 to
15 hidden nodes per layer. For the simulations evaluating confidence interval coverage and widths,
we used 100 replicates.
For the MNIST experiments, we pre-processed the 28× 28 images by running PCA and whitening,
where we kept the top 300 principal components (these explained over 99% of the variation). The
network had two hidden layers with 60 and 30 nodes. We displayed results are from 20 evaluation
runs, where the training data was composed of roughly 54000 randomly selected images.
For the ICU data analyses on the MIMIC dataset, we followed the data cleaning and feature extraction
procedure in [7], which outputs age, gender, ethnicity, and 42 summary statistics for the time series
of 17 physiological measurements over the first 48 hours of admission. Unlike them, we also keep
neonates in the data. (For the experiment where we held out the patients under 40 years old, we
also excluded age from the covariates to test if the model could automatically discriminate between
older versus younger patients without the age information.) We then ran PCA and whitening on the
continuous covariates, where we kept the top 20 principal components (these explained over 99% of
the variation). The resulting number of covariates in the data, post-processing, was 117. The network
structure had two hidden layers, with five to 20 nodes per layer. The structures were pre-tuned using
cross-validation. The displayed results are from 40 evaluation runs, where the training data was
composed of roughly 3900 randomly selected observations.
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