When synthetic seismograms are computed for complicated velocity models using asymptotic methods based on ray theory, the caustic and/or pseudo-caustic geometrical catastrophes that often occur in the ray manifolds can cause many difficulties, because ray amplitudes can become infinite, inaccurate or vanish in such situations. The longer the propagation path relative to the scale of the velocity inhomogeneities and the more the propagation tends to be oblique rather than normal to velocity variations, the more troublesome the catastrophes become.
take steps to handle these finite-frequency effects. For generally 1 INTRODUC TION inhomogeneous media they are, for instance, Maslov Ray-based techniques for waveform modelling are attractive asymptotic theory (Chapman & Drummond 1982) , Gaussian in seismic data intepretation because they provide insight into beam summation (Č ervený, Popov & Pšenčík 1982) and the how a wave front will respond to a given velocity structure.
coherent-state transformation (Klauder 1987; Foster & Huang The user has the luxury of being able to monitor a given phase 1991). These techniques include the wavefield contributions of neighbouring or non-geometrical rays at a receiver. As a result in isolation as it steps through the medium. Zeroth-order asymptotic ray theory (ART), or alternatively geometric ray they can predict signals in shadow regions where there are no geometric arrivals and, unlike GRT, they are valid in theory (GRT) is concerned with only the relatively highfrequency component of the waveform, provided the ray tube regions at and near caustics. In this paper we present a Maslov-Kirchhoff hybrid technique. does not vanish. However, in complex media, lower-frequency waveform distortion will be common, and ray tubes shrink to
In an accompanying paper (Huang et al. 1998 , hereafter HM1) we assess the accuracy of Maslov asymptotic theory zero at places called caustics. Other asymptotic techniques (MAT) through comparisons with waveforms synthesized using Brown 1994) . The summation S is over all rays that arrive at the receiver x r . The GRT amplitude is inversely finite-difference methods. It was shown that Maslov waveforms are reasonably accurate at high frequencies. As discussed in proportional to the square root of the Jacobian J(x r )=∂x/∂n= ∂(x 1 , x 3 )/∂(T , q), where n=(T , q) represents the ray coordinate HM1, the occurrence of pseudo-caustics (Kendall & Thomson 1993) hinders the implementation of automated simple-to-use system consisting of the traveltime T and the initial take-off angle q. This Jacobian can be thought of as the cross-sectional techniques for generating Maslov waveforms.
Another group of techniques for waveform modelling is area of the ray tube (Chapman & Drummond 1982) . It is well known that the GRT approximation (1) breaks down at known as the Kirchhoff method. In this approach the wavefield is represented as an integral over one or more intermediate caustics, regions where rays focus and J vanishes, and provides no information about the wavefield energy which arrives in surfaces (Haddon & Buchen 1981; Frazer & Sinton 1984) . As with the Maslov method, it is the aim of Kirchhoff methods geometrically shadowed regions (Chapman 1985) . In order to model waveforms in such regions of interest, to include, via the integration, the contributions of neighbouring rays to generate lower-frequency wave components. The Maslov (1965 Maslov ( , 1972 suggested an integral transform solution which amounts to ray summation over the receiver neighkernel of this integrand is commonly obtained using ART, where rays are traced from the source and receiver positions bouring rays. 
The kernel of the Kirchhoff integral is constructed using the Maslov method, which, unlike ART, is valid in the ×exp[ivh(x r , p s3 )]dp s3 ,
vicinity of ray focusing and caustics. Pseudo-caustics will still arise in the Maslov summation, but the Kirchhoff integration where s is the Maslov index, which functions to ensure the continuity of a physical waveform across a pseudoover secondary sources has the effect of mitigating the spurious signals associated with pseudo-caustics. In essence, we boost caustic by changing its value by one whenever such a point is passed (e.g. Kendall & Thomson 1993; Brown 1994) . the real signal and suppress the numerical 'noise' associated with the pseudo-caustics. It is through the combined appliThe term J is the Maslov Jacobian which is related to the (GRT) Jacobian by the canonical transformation J ( p s3 )= cation of the Maslov and Kirchhoff integrals that we can take advantage of each technique's strengths and, at the same time,
). See Chapman & Drummond (1982) and Thomson & Chapman (1985) for details. overcome some of their limitations.
When rays pass through a caustic and focus in the spatial (x 1 , x 3 ) domain, they will not cross in the transform (x 1 , p 3 ) 2 THEORY domain (Liouville's Theorem; Thomson & Chapman 1985) . It is by virtue of this fact that the Maslov amplitude is stable Both Maslov asymptotic theory and Kirchhoff methods have at caustics. On the other hand, the Maslov integral (2) is been presented separately in many papers. For a review of inaccurate at pseudo-caustics, places where rays are parallel in the Maslov method the reader is referred to Chapman & the spatial domain but focus in the transform domain (Frazer Drummond (1982) , Thomson & Chapman (1985) , Kendall & & Phinney 1980; Chapman & Drummond 1982; Kendall & Thomson (1993) , Brown (1994) , Liu & Tromp (1996 ), Huang Thomson 1993 Brown 1994) . Kendall & Thomson (1993 ) & West (1997 and HM1. A review of the Kirchhoff integral proposed a 'phase-partitioning' technique for treating pseudocan be found in Haddon & Buchen (1981) , Frazer & Sinton caustic problems, and in HM1 it was shown that this technique (1984), Zhu (1988) , Berkhout & Wapenaar (1989) and gives accurate results when it is applicable. The downside is Wapenaar et al. (1989) . In this paper we introduce the necessary that it is not easily automated, as it requires intermediate input formalism for combining the Maslov and Kirchhoff methods.
from an informed user. For simplicity, equations (and later computations) are given It should be noted that the Maslov integral presented here only for the 2-D acoustic case where the density is assumed is slightly different from that presented in HM1. Here the constant. More complicated cases such as 3-D elastic wave integration is over the source slowness p s3 , whereas in HM1 propagation can be treated in an exactly parallel manner.
the integration is over the receiver slowness. In cases of pseudoIn the frequency (v) domain, the GRT solution W to the caustics, integration over receiver slowness is singular as there inhomogeneous Helmholtz equation (∂2
will not be a unique slowness for each ray. On the other hand,
) in a 2-D integration over source slowness is not singular, and is (x 1 , x 3 ) acoustic medium in which c(x) is the velocity is computationally convenient because each ray is uniquely (e.g. Hudson 1980 and Sinton 1984) defined by a source slowness (or take-off angle), even in the presence of pseudo-caustics. Nevertheless, integration through
pseudo-caustics still gives rise to erroneous low-frequency contributions to the waveform (Frazer & Phinney 1980 ;
Brown 1994). According to Liouville's theorem (Maslov & Fedoriuk 1981 ; where the subscripts s and r refer to the source and receiver, respectively, and s is the KMAH index, which monitors ray Thomson & Chapman 1985) , caustics and pseudo-caustics will never occur at the same location. Maslov (1965 Maslov ( , 1972 ) therefore passage through each caustic (e.g. Chapman & Drummond proposed a globally valid high-frequency wavefield solution by appropriate blending of the GRT and MI solution components, i.e. (1) and (2). Although blending provides an efficient tool for modelling waveforms in regions where caustics and pseudo-caustics are well separated compared with the dominant wavelength (Brown 1994; Liu & Tromp 1996; Huang & West 1997) , it fails in practice at places where caustics and pseudo-caustics occur in close proximity to each other (Kendall & Thomson 1993) . We refer to these as joint caustics. Such a situation is not uncommon when treating arbitrary 2-D or 3-D geological structure (Kendall & Thomson 1993) . Clearly a different approach is required.
Unlike real caustics, pseudo-caustics are mathematical arte- general, randomly distributed. They then will cancel during the summation. Kirchhoff integration invokes Huygens' principle that an in the first two steps will tend to cancel in the third step. The reader is referred to HM1 for details of the ray tracing and intermediate wavefield can be treated as a series of secondary sources so the final wavefield is a superposition of the wave Maslov integration employed in our numerical calculations. The Kirchhoff integration is performed using a simple components of these secondary sources (Berkhout & Wapenaar 1989; Wapenaar et al. 1989) . Let W(v, x k ; x s ) be the intertrapezoidal rule numerical integration scheme.
To assess the accuracy of our technique we have compared mediate wavefield from the primary source to the Kirchhoff integration line (KIL) x k (a plane in three dimensions), and the Maslov-Kirchhoff waveforms with those predicted using the finite-difference (FD) and phase-partitioning Maslov W(v, x r ; x k ) be the secondary wavefields from the secondary sources on the KIL to the receiver. The Kirchhoff integral integral (PPMI; Kendall & Thomson 1993) schemes in a variety of cases. Again the reader is referred to HM1 for details (Rayleigh-type) gives the real wavefield at the receiver point:
of the two schemes.
EXPERIMENT Note that all the intermediate and secondary waveforms are
To demonstrate the MK method's effectiveness we examine calculated using the MI solution (2) at a low cost. Pseudo-2-D acoustic wave propagation through a circular low-velocity caustics can arise but they do not impede the calculation. The
Gaussian perturbation in an otherwise uniform-velocity normal derivative of the secondary waveform in (3) is given medium, where the density is everywhere constant (this is due by its Maslov form, to a limitation in the FD code we used, not a limitation in the MK technique). As shown in Fig. 2 , the perturbation acts as a
)|1/2 exp(−ips /2) converging lens and produces the familiar butterfly wave front (triplication) with cusps and ray caustics where the waveforms ×exp[ivh(x r , p k3 )] dp k3 .
are distorted and stronger. Wave-front inflexions also arise, where rays become parallel and pseudo-caustics occur. This integral is easily evaluated. The time-consuming step is tracing rays from the primary source to the intermediate KIL and then tracing rays from the secondary sources on the KIL 4.1 Geometrical problems of the wavefield to the Maslov integration line through the receiver.
The test example is also a good example of joint caustics, so it is hard to compute accurate synthetic seismograms using 3 IMPLEMENTATION GRT or the Maslov method, if one tries to do the calculation in a single step. Fig. 3 displays ray traveltimes and amplitudes The Maslov-Kirchhoff (MK) method is schematically illustrated in Fig. 1 . To model the wavefield propagating from a (primary) in the space and slowness domains, with the left-hand column displayed as a function of receiver position and the right-hand source (star) to a line of receivers (solid circles), a Kirchhoff integration line is introduced somewhere between the source column a function of receiver slowness. Both GRT and MI amplitudes have singularities at almost the same locations. point and the receiver line. The modelling is completed in three steps: first we calculate Maslov waveforms at the seondary Changing the Maslov variable to source slowness can make the Maslov integral integrable (although not necessarily sources on the intermediate KIL using the KIL as the Maslov integration axis; then we compute the Maslov waveforms at accurate). This is illustrated in Fig. 4 . The geometrical problems arising in the receiver slowness domain are depicted in the left the receiver line from each secondary source; and finally we sum all the Maslov waveforms from the secondary sources in column. These are the cusps C∞ x and C◊ x and inflections C∞ p and C◊ p (on the forward branches) of the traveltime (a); inflections the Kirchhoff integral (3). Any pseudo-caustic signals arising C∞ x (on the reversed branch) and C◊ x and cusps C∞ p and C◊ p of the intercept time t ( b); multi-evaluation of the phase function h (e.g. for receiver at x 3 =1 km) (c); and multi-evaluation and singularity of the amplitude (d).
As shown on the right side of Fig. 4 , all the above functions become single-valued in the new source slowness domain ( p s3 ). This is shown by the traveltime in (f ), the intercept time in (g), the phase function in (h) and the normalized MAT amplitude in (i). [In particular, the caustics (cusps) of the traveltime in (a) change to the stationarities C∞ x and C◊ x in (f ). The pseudo-caustics (cusps) of the intercept time in (b) change to the stationarities in (g).] The new Maslov amplitude is everywhere finite (i). However, the non-physical stationarities of the phase function ( h) resulting from the pseudo-caustics (marked by the dashed lines) still causes appreciable error in the MI seismogram (Frazer & Phinney 1980; Brown 1994) as will be shown in Fig. 5(a) . from the cusp into the shadow zone.
Kirchhoff summation, error reduction and optimum sampling
be easily suppressed by adding more traces into the summation, as shown in (c), (d) and (f ). The results in (c) and (d) are satisfactory. A sampling rate of at least three traces per dominant wavelength is suggested from this test. Fig. 5(f ) shows that systematic error arises if the time sampling is made too coarse. A visible timing error appears in several places and some subtle waveform features are not accurately resolved; the waveform at depth 1 km is one such example. We see that MK does require a finer time sampling rate than one-step MI (or GRT). In these tests MI needs at least 20 points per wavelet but MK at least 40. (Note that a sampling rate of 15 points per wavelet can only ensure accuracy of traveltime, not waveform.)
It is interesting to compare MK and RK [the ray-Kirchhoff seismogram method in which GRT serves as the kernel of the interpretation (Haddon & Buchen 1981) ]. The wavefield modelled by RK through the same intermediate wavefield as in Fig. 5(c) is given in (e) . We see that RK does produce cusp diffractions, but the waveforms of the late branch contain errors, and a more serious error appears at a depth of 0.88 km (behind the later branch). These errors are caused by the caustics of the secondary-source rayfields. Their elimination requires many more Kirchhoff integration steps and substantially more computation time.
The computational efficiency of one-step MI is extremely high. MK needs more computation time than MI by tracing more rays from secondary sources to the receiver line; the time required depends on the number of secondary sources and is often one order of magnitude larger. Nevertheless, MK maintains a high computational efficiency compared with FD. In these computations, the times that MI, MK and FD need on a SUN SPARCstation 10 can be optimized to 14 s, 5 min and The whole purpose of asymptotic methods is to model (Fig. 7b) ; testing the MK effect sources are used and they tend to occur as isolated events. seems more attractive. The result from 81 traces is given in Fig. 7 
