A natural way for cooperative tasking in multi-agent systems is through a top-down design by decomposing a global task into subtasks for each individual agent such that the accomplishments of these subtasks will guarantee the achievement of the global task. In our previous work [1], we investigated the task decomposition problem from the automata theoretic point of view, and found that not all task automata are decomposable. Moreover, necessary and sufficient conditions on the decomposability of a task automaton between two cooperative agents were presented, and it was furthermore shown that given a concurrent systems and a decomposable task automaton, the global specification is satisfied by design, if local supervisors exist to satisfy local specifications. This paper represents a continuation of the work in [1] , and deals with the issue when failures occur in sensors, actuators and possibly communication links. The main concern under failure is whether a previously decomposable task can still be achieved collectively by the agents. Please note that no global information on failures is assumed, and each agent is only aware of failure around itself and just trying to accomplish its previously assigned subtasks (assuming that the global task is decomposable before failures, and subtasks are obtained, accordingly). An interesting question is whether these agents can achieve the original global task in spite of failures. If not, we would like to investigate that under what conditions the global task could be robustly accomplished. This is actually the fault-tolerance issue of the top-down design, and the results provide designers hints on which operations (sensing, actuation or communication) is fragile with respect to failures, and whether redundancies are needed. The main objective of this paper is to M. Karimadini and H. Lin are both from the Department of Electrical and Computer Engineering, National University of Singapore, Singapore. Corresponding author, H. Lin elelh@nus.edu.sg identify necessary and sufficient conditions on failed events under which a decomposable global task can still be achieved successfully between two cooperative agents. For such a purpose, a notion called passivity for the failed events is introduced, based on which necessary and sufficient conditions for the reliability of cooperative tasking under failures are derived, followed by illustrative examples and remarks for the derived conditions.
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I. INTRODUCTION
Multi-agent system has emerged as a hot research area with strong support from a wide range of applications such as power grids, transportation networks, ubiquitous computation, and multi-robot systems [2] , [3] , [4] . The significance of multi-agent systems roots in the power of parallelism and cooperation between simple components that lead to sophisticated capabilities and more robustness and functionalities than individual agents [5] , [6] , [7] . However, the design of multi agent system has imposed new theoretical and practical challenges that fall beyond the traditional path planning, output regulation, or formation control [8] , [9] .
So far, most of design approaches for multi-agent systems follow the bottom-up paradigm and mainly draw inspirations from the swarming behaviors of natural systems [10] , [11] , [12] , [13] . It is quite intuitive, but sometimes unexpected behavior could emerge, for which one need to redesign the local interactions and re-investigate the group behavior by usually empirical or sometimes analytical studies. Since it is difficult to guarantee a desired global behavior or avoid undesirable behaviors from the bottom-up design, this trial and error process may quickly make the design intractable. On the other hand, a natural way for cooperative tasking in multi-agent systems is through a top-down design, by decomposing a global task into subtasks for each individual agent such that the accomplishments of these subtasks will guarantee the achievement of the global task.
For such a purpose, in our previous work [1] a top-down design approach for multi-agent cooperative tasking was proposed. The main contribution in [1] is the derivation of necessary and sufficient conditions for task automaton decomposition under which satisfaction of local specifications leads to fulfillment of the global task.
If one is only interested in the logical behavior of multi-agent systems, the proposed top-down cooperative control is closely related to the literature of modular and decentralized supervisory control of discrete event systems (see e.g., [14] for modular structure of conjunctive supervisors for a monolithic plant, [15] , [16] , [17] , [18] , [19] for decentralized supervisory control of a monolithic plant and a global specification, [20] , [21] for decentralized supervisory control of a concurrent plant to achieve a global indecomposable specification, and [22] , [23] , [24] for decentralized supervisory control of concurrent systems to achieve a global decomposable specification).
We note that the decomposition issues were investigated before in the supervisory control literature for language based specifications. For example, for language-based decentralized approach, a notion of separable language was introduced in [22] to characterize the decomposition of language specifications. In many applications, on the other hand, a more expressive equivalence relation of bisimulation [25] is required in order to control the behavior of the system, namely bisimilarity control [26] , [27] . In [28] , the authors characterized automaton decomposability in terms of determinism of its bisimulation quotient and separability of its language. In [1] the automaton decomposability was further characterized in terms of events and transition in the automaton. [1] identified necessary and sufficient conditions under which a deterministic task automaton is decomposable with respect to parallel composition and natural projections into local event sets, namely, the task automaton is bisimilar to the parallel composition of its natural projections, for a team of two agents. Moreover, it has been shown that if the task automaton is decomposable and local supervisors are designed to satisfy local specification automata, then the entire closed loop system satisfies the original global specification. This paper represents a continuation of the work in [1] , and deals with the issue when failures occur in sensors, actuators and possibly communication links. The main concern under failure is whether a previously decomposable task still can be achieved collectively by the agents.
Please note that no global information on failures is assumed, and each agent is only aware of failures around itself and just trying to accomplish its previously assigned subtask (assume that the global task is decomposable before failures, and subtasks are obtained, accordingly).
An interesting question is whether these agents can achieve the original global task in spite of failures. If not, we would like to ask under what conditions the global task could be robustly accomplished. This is actually the fault-tolerance issue of the top-down design, and the results provide designers hints on which operations (sensing, actuation or communication) is fragile with respect to failures, and whether redundancies are needed. The main objective of this paper is to identify necessary and sufficient conditions on failed events under which a decomposable global task can still be achieved successfully between two cooperative agents.
First, it is observed that a necessary condition for preserving the decomposability is that the failed events are only received from the other agents and not produced by the sensors/actuators of the corresponding agent, nor are sent to other agents. We will call these events as passive events in the agent. Based on this notation, it seems that the failure of passive events have no affect on decomposability, as they do not fail in the sender agents and the receiver is just no longer informed about those events. However, we will show that although passivity of failure events is a necessary condition for preserving the decomposability, some additional conditions are required for the task automaton to remain decomposable. The intuitive reason is that when a common event fails, the corresponding agent can no longer use its information as a part of decision making on the order or switch between transitions. Moreover, the failure should satisfy some criteria to ensure that no additional behavior becomes legal after the event failures. In addition, the failure should not impose new nondeterminism into the local task automata. This is to ensure that no legal behavior is prevented collectively, after the failures. In particular, while the passivity of failed events is a necessary condition to preserve the decomposability, this paper shows that for a deterministic task automaton that experiences failures on passive events, the task automaton remains decomposable if and only if the important decisions on order/switch between two events can be accomplished by at least one of the agents after failure; no illegal string is allowed by the composition of local task automata, after the failure, and no irremovable new nondeterminism is imposed due to the failures.
The rest of the paper is organized as follows. Section II provides preliminary lemmas, notations, definitions and recalls the necessary and sufficient conditions on decomposition of an automaton with respect to parallel composition and two local event sets. The main result on decomposability under event failures is formulated in Section III. This section then introduces the necessary and sufficient conditions under which a decomposable task automaton remains decomposable in spite of event failures, followed by illustrative examples for each condition.
Finally, the paper concludes with remarks and discussions in Section IV. The proofs of lemmas are given in the Appendix.
II. PRELIMINARIES
We first recall the definition of an automaton [29] .
Definition 1: (Automaton) An automaton is a tuple A = (Q, q 0 , E, δ) consisting of a set of states Q; an initial state q 0 ∈ Q; a set of events E that causes transitions between the states, and a transition relation δ ⊆ Q × E × Q such that (q, e, q ′ ) ∈ δ if and only if δ(q, e) = q
The operator Ac(.) [30] is then defined by excluding the states and their attached transitions that are not reachable from the initial state as Ac(A) = (Q ac , q 0 , E, δ ac ) with Q ac = {q ∈ Q|∃s ∈ E * , δ(q 0 , s) = q} and δ ac = δ|Q ac × E → Q ac , restricting δ to the smaller domain of Q ac . Since Ac(.) has no effect on the behavior of the automaton, from now on we take A = Ac(A).
The transition relation can be extended to a finite string of events, s ∈ E * , where E * stands for Kleene − Closure of E (the set of all finite strings over elements of E), as δ(q, τ ) = q
(empty move or silent transition), and δ(q, se) = δ(δ(q, s), e) for s ∈ E * and e ∈ E. We focus on deterministic task automata that are simpler to be characterized, and cover a wide class of specifications. The qualitative behavior of a deterministic system is described by the set of all possible sequences of events starting from the initial state. Each such a sequence is called a string, and a collection of strings represents the language generated by the automaton, denoted by L(A). The existence of a transition over a string s ∈ E * from a state q ∈ Q is denoted by
To compare the task automaton and its decomposed automata, we use the bisimulation relations [30] .
Definition 2: (Simulation and Bisimulation) Let two automata
If R is defined for all states and all events in A 1 , then A 1 is said to be similar to A 2 (or A 2
If A 1 ≺ A 2 , A 2 ≺ A 1 and R is symmetric then A 1 and A 2 are said to be bisimilar (bisimulate each other), denoted by A 1 ∼ = A 2 [27] . In general, bisimilarity implies languages equivalence but the converse does not necessarily hold true [25] .
The decomposability problem is to check whether the task automaton A S can be decomposed into sub-automata A S i on the local event sets E i , respectively, such that the collection of these sub-automata A S i is equivalent to A S when put them together. The equivalence is in the sense of bisimilarity as defined above, while the clustering process for these sub-automata A S i could be in the usual sense of parallel composition as defined as follows.
undef ined, otherwise. The parallel composition of A i , i = 1, 2, ..., n is called parallel distributed system (or concurrent system), and is defined based on the associativity property of parallel composition [30] as
Next, let us recall the operation of natural projection to be used for obtaining the decomposed subtask automata.
Definition 4:
(Natural Projection on String) Consider a global event set E and its local event
defined as p i (τ ) = τ , and ∀s ∈ E * , e ∈ E :
The natural projection is also defined on automata as P i (A S ) : A S → A S i , where, A S i are obtained from A S by replacing its events that are belonged to E\E i by τ -moves, and then, merging the τ -related states. The natural projection is formally defined on an automaton as follows.
Definition 5: (Natural Projection on Automaton) Consider an automaton A S = (Q, q 0 , E, δ) and local event sets
i denotes the equivalence class of q defined on ∼ E i , where, the relation ∼ E i (or ∼ i ) is the least equivalence relation on the set Q of states such that δ(q, e) = q
To investigate the interactions of transitions in two automata, particularly in P 1 (A S ) and P 2 (A S ), the interleaving of strings is defined as follows. 
.., e n },δ P A ) with δ P A (q i , e i ) = q i+1 , i = 1, ..., n − 1, and δ P A ′ is defined in a similar way.
Based on these definitions, the decomposability of an automaton with respect to parallel composition and natural projections is formally defined as follows.
Definition 7:
(Automaton decomposability, [1] ) A task automaton A S with the event set E and local event sets
E i , is said to be decomposable with respect to parallel composition and natural projections if
Necessary and sufficient conditions for the decomposability of an automaton A S with respect to two cooperative agents were then proposed as follows.
decomposable with respect to parallel composition and natural projections P i :
if and only if it satisfies the following decomposability conditions:
• DC2: δ(q, e 1 e 2 s)! ⇔ δ(q, e 2 e 1 s)!, and
Remark 1: Intuitively, the decomposability conditions DC1 and DC2 address the capability of the team on the decision making on switch and order between two events, respectively. These conditions say that if the team is not capable of the decision making (no local event set contains both events), then the decision should not be important (both orders should be legal).
In other words, for any decision on switch/order between transitions, either there should exist an agent capable of the decision making, or the decision should not be important in the global specification.
The condition DC3 means that if two strings s and s ′ share the same first appearing common event, then any interleaving of these two strings should be legal in A S . This requirement is due to synchronization of projections of these strings in P 1 (A S ) and P 2 (A S ).
The last condition DC4, ensures the symmetry of mutual simulation relations between A S and
Given the determinism of A S , this symmetry is guaranteed when each local task automaton bisimulates a deterministic automaton, leading to the existence of a deterministic automaton that is bisimilar to P 1 (A S )||P 2 (A S ). If the simulation relations are not symmetric, then some of the sequences that are allowed in A S will be disabled in
In [1] it was also shown that for a decomposable task automaton, if local controllers are designed such that each local closed loop systems (parallel composition of local plant and local controller automata) satisfies its local task (bisimulates the corresponding local task automaton), then the controlled team of agents will satisfy the global specification, as it is stated in the following lemma, for a team of two cooperative agents.
Lemma 2: Consider a plant, represented by a deterministic parallel distributed system
A P i , with given local event sets E i , i = 1, 2, and given specification represented by a deterministic
, derives the global closed loop system to satisfy the global specification A S , in the sense of bisimilarity, i.e.,
III. TASK DECOMPOSABILITY UNDER EVENT FAILURES

A. Problem formulation
In the previous section we recalled the conditions for task automaton decomposability. A natural follow-up question is that if after such decomposition, some of the events fail in some agents, for example some sensors, actuators or communication links are disordered, then whether the global task automaton will still remain decomposable with respect to new set of events. And,
if not, what are the conditions for preserving the decomposability. In order to investigate this problem, we first need to formulate the event failure.
In general, an event can be either private (e ∈ E 1 ∪E 2 ∧e / ∈ E 1 ∩E 2 ) or common (e ∈ E 1 ∩E 2 ).
Failure of private events fails the decomposability as it causes the failure in the whole team of agents. Failure on a common event, on the other hand, may or may not lead to global failure, depending on whether the event fails in a source/relaying agent or in a receiving agent. By source/relaying agent we mean that the event corresponds to a sensor/actuator of the agent or the agent relays the sensor/actuator reading from one agent to the other one. In contrast to these type of communicating agents, receiving agents just receive the information about the event, without further broadcasting. In this case, the event is called to be passive in the receiving agent. In the case of two agents, there is no relaying agent, as each agent can be either sender or receiver.
In the following we will show that the passivity of failed events is a necessary condition for decomposability, after failure. We will further see that, although the passive events are only received and not broadcasted, some other conditions are required to maintain the decomposability.
The reason is that, the passive events may carry the information pertaining the global decision making. Moreover, the failure may lead to change in the set of legal and illegal collective behavior, generated by the parallel composition of local task automata.
In this section, based on the notion of passivity, the problem of decomposability under event failures will be transformed into the standard decomposability problem. Afterwards, this section provides necessary and sufficient conditions under which a decomposable task automaton remains decomposable in spite of event failures.
To proceed the investigation, in the following, we will formally define the event passivity and formulate the event failure. As an essential property, the passivity of an event in an agent can be characterized based on the direction of the communication: whether the agent is source/relaying or receiving, captured by snd(.) and rcv(.) functions. Targets) The set snd e (j) is the set of labels whose agents receive e from A P j , i.e., snd e (j) = {i ∈ {1, ..., n}|A P j sends e to
Definition 8: (Communication
is the set of labels whose agents send e to A P i , i.e., snd e (i) = {j ∈ {1, ..., n}|A P j sends e to A P i }. Alternatively, rec e (i) can be defined based on snd e (.) as rcv e (i) = {j ∈ {1, ..., n}|i ∈ snd e (j)}.
The passive event is then defined as
The event e is passive in E i if (∀k ∈ snd a (i): ∃j ∈ {1, · · · , n}\ {i, k}, k ∈ snd a (j)) and rec e (i) = ∅. The first expression, (∀k ∈ snd a (i) : ∃j ∈ {1, · · · , n}\{i, k}, k ∈ snd a (j)), means that if the i − th agent is a relay for transmission of e, for any receiver agent, there exist another agent to send e. The second expression, rec e (i) = ∅, states that the i − th agent does not receive e from its own sensor/actuator readings.
For the case of two agents, since any agent is either sender or receiver, not relaying, the first expression reduces to snd e (i) = ∅, and the then the event e is passive in E i , i ∈ {1, 2}, if snd e (i) = ∅ ∧ rec e (i) = ∅ (The i − th agent receives e from another agent and it neither sends e to another agent nor receives it from its own sensor/actuator readings).
The event e is active or non-passive in E i , if it is not passive in E i .
E i ⊆ E i is said to be passive, if for all e ∈Ē i , e is passive in E i .
Next, we define the effect of event failures on local event sets and local task automata as follows.
Definition 10: (Event Set Refinement After Event Failures) Consider local task automata
.., n and assume thatĒ i = {a i,r }, i ∈ {1, ..., n}, r ∈ {1, ..., n i } fail in E i (Ē i can be empty). Then, the refinement of E i after event failures is denoted as
The effect of event failures on a local task automaton is defined as
, e is non-passive in E i . The refinement of any other automaton defined over event sets E i , is defined, similarly. For example, F (A P i ) and F (A P i ||A C i ) denote the i − th local plant and local closed loop system, respectively.
Remark 2: According to Definition 10 for any local event set E i , f (E i ) excludes all passive event from E i , while keeps those events that are non-passive in it. Moreover, based on Definition 11, the effect of failure of a passive event e in E i on P i (A S ) is defined as the projection of A S into E i \e (instead of E i ), leading to P E i \e (A S ). This means that the transitions on passive failed events in E i is captured by replacing the corresponding transitions in F (P i (A S )) with τ and merging the τ − related states. Whereas, if the failed event e is non-passive in E i , then its corresponding transitions stop in F (P i (A S )).
This set up results in allowing global transitions in
F (P i (A S )) on passive failed events and disabling global transitions on non-passive failed events, as it is expected. The reason is that for failures on passive events, since the events are excluded from the corresponding local event set and the local task automaton is projected to the rest of events, based on definition of parallel composition, the transition evolve on these events. For non-passive failed events, on the other hand, since they are not excluded from the local event set, but their transitions are stopped, then due to synchronization restriction in definition of parallel composition, the global transitions can not evolve on them. This point is formally stated in the following lemma.
, if a is passive in E i , and it does not evolve in
Proof: See the proof in the Appendix.
Consequently, passivity of failed events is a necessary condition for the task automaton to remain decomposable after the failure. The reason is that any failure on any non-passive event disables global transitions defined on those events.
In the following, we investigate the problem of decomposability under event failure for a team of two cooperative agents.
Problem 1: (Decomposability under event failures) Let a deterministic task automaton A S = (Q, q 0 , E = E 1 ∪ E 2 , δ) is decomposable with respect to parallel composition and natural
Then, does the global task automaton A S remain decomposable in spite of a failure of events {a i,r }, r ∈ {1, ..., n i } in local event sets E i , This problems will be addressed in the following part.
B. Decomposability under failure of events
This section deals with Problem 1 on decomposability under event failures for two cooperative agents.
According to Lemma 3, passivity of all failed event is a necessary condition for automaton to preserve the decomposability. Furthermore, when all failures occur on passive events following properties hold true for the failed event sets, refined local event sets and refined local task automata.
Lemma 4: Consider a deterministic task automaton A S = (Q, q 0 , E = E 1 ∪ E 2 , δ). Assume that A S is decomposable with respect to parallel composition and natural projections P i : A S → P i (A S ), i = 1, 2, and furthermore assume thatĒ i = {a i,r }, r ∈ {1, ..., n i } fail in E i , i ∈ {1, 2}.
IfĒ 1 andĒ 2 are passive, then
These properties will be used in the formulation, proof and interpretation of the main result on decomposability under event failures.
Remark 3:
When all failed events are passive in the corresponding local event sets, due to Lemma 4, Problem 1 can be transformed into the standard decomposition problem as F (P 1 (A S ))||
This means that ifĒ 1 andĒ 2 are passive, then Problem 1 becomes to find the conditions under which
Accordingly, the conditions on the global task automaton to preserve the decomposability under event failures, are reduced into their respective decomposability conditions in Lemma 1, as following two lemmas.
Lemma 5: Consider a deterministic task automaton A S = (Q, q 0 , E = E 1 ∪ E 2 , δ). Assume that A S is decomposable, i.e., A S ∼ = P 1 (A S )||P 2 (A S ), and furthermore, assume thatĒ i = {a i,r } fail in E i , r ∈ {1, ..., n i }, andĒ i are passive for i ∈ {1, 2}. Then, the following two expressions are equivalent:
• (EF 1 and EF 2):
δ(q, e 1 e 2 s)! ⇔ δ(q, e 2 e 1 s)!
• (DC1 Σ and DC2 Σ ):
δ(q, e 1 e 2 s)! ⇔ δ(q, e 2 e 1 s)! .
Remark 4: EF 1 and EF 2 represent the decomposability conditions DC1 and DC2 after failure, i.e., for the refined local event sets Σ 1 and Σ 2 . They say that after the failure, any decision on the switch or the order between two events that can not be accomplished by at least one of the agents ( neither {e 1 , e 2 } ⊆ Σ 1 , nor {e 1 , e 2 } ⊆ Σ 2 ), then the decision should not be important (both orders should be legal). This is a good insight on validity of DC1 and DC2
after failure of passive events as it is illustrated in Figure 1 .
is the union of four spaces:
, and (Ē 1 ) × (Ē 2 ) (see Figure 1 (a) − (d)). Note that due to Lemma 4,
Now, according to Lemma 1, for any pair of events from (E 1 \E 2 ) × (E 2 \E 1 ), (1) and (2) are true as A S is decomposable, before the failure. Moreover, (1) and (2) are also true for the pair of events from other three spaces of (Σ 1 \Σ 2 ) × (Σ 2 \Σ 1 ), due to EF 1 and EF 2 as it is illustrated as follows.
• Figure 1 
any pair of events from this space contains in E 1 , before the failure, but, contains in neither of E 1 and E 2 after the failure;
• Figure 1 − (c) depicts (Ē 2 ) × (E 2 \E 1 ): any pair of events from this space contains in E 2 , before the failure, but, belongs to neither of E 1 and E 2 after the failure;
any pair of events from this space contains in both E 1 and E 2 , before the failure, but, contains in none of them after the failure. 
: (E1\E2) × (E2\E1); (b): (E1\E2) × (Ē1); (c): (Ē2) × (E2\E1), and (d): ((Ē1) × (Ē2)).
be responsible for decision making on switch/order between them (no local event set contains both events), then such decisions should not be important as it stated in EF 1 and EF 2.
Lemma 5 gives the simplified versions of DC1 and DC2 after failures, with respect to refined local event sets. Adopting the same DC3 for the refined local event sets, it remains to represent a simplified version of DC4 for the local task automata, after failure. This condition is stated in the following lemma.
Lemma 6: Consider a deterministic task automaton A S = (Q, q 0 , E, δ). Assume that A S is decomposable, i.e.,
, and suppose thatĒ i = {a i,r } fail in E i , r ∈ {1, ..., n i }, andĒ i are passive for i ∈ {1, 2}. Then, following two expressions are equivalent:
Where, δ Σ is the transition relation in F (P i (A S )).
Remark 5: EF 4 is the counterpart of DC4 after the failures, that takes care of newly possible nondeterminism in the local task automata. The nondeterminism that is propagated from the local task automata of before the failure, are treated by DC4 when A S is decomposable.
Combination of Lemmas 1, 5, and 6 leads to the main result on decomposability under failure as the following theorem.
Theorem 1: Consider a deterministic task automaton
, and furthermore, assume thatĒ i = {a i,r } fail in E i , r ∈ {1, ..., n i }, andĒ i are passive for i ∈ {1, 2}. Then, A S remains decomposable, in spite of event failures, i.e.,
• EF 2:
δ(q, e 1 e 2 s)! ⇔ δ(q, e 2 e 1 s)!;
• EF 3: ∀s, s ′ ∈ E * , sharing the same first appearing common event
Proof: Providing the decomposability of A S and passivity of all failed events, due to Lemma 4, it leads to 
Following examples illustrate these conditions.
Example 1: This example shows a decomposable automaton that stays decomposable, when an even is failed passively in one of the local agents. Next, it will be shown that if the failed event was non-passive in that local event set, then the automaton no longer remained decomposable, even if it satisfied EF 1, EF 2, EF 3 and EF 4. Consider the automaton
/ / • with local event sets E 1 = {a, e 1 } and E 2 = {a}, and 1 ∈ snd a (2), 2 / ∈ snd a (1). This automaton is decomposable, as the parallel composition of
is bisimilar to A S . Now, assume that a fails in E 1 . Then EF 1-EF 4 are satisfied (as δ(q, e 1 a)! ∧ δ(q, ae 1 )!, and hance, EF 1 and EF 2 hold true; after the failure there is no common events, and therefore, EF 3 is satisfied, and finally EF 4 is fulfilled since
• with Σ 2 = {a}, are both deterministic), and hence, the parallel composition of F (P 1 (A S )) and F (P 2 (A S )) is F (P 1 (A S ))||F (P 2 (A S )):
• e 1 ( ( P P P P P P / / • a 6 6 n n n n n n e 1 ( ( P P P P P P
• • a 6 6 n n n n n n that is bisimilar to A S . However, if a was failed in E 1 , while 1 ∈ snd a (2), 2 ∈ snd a (1), then, the parallel composition of F (P 1 (A S )):
• which is not bisimilar to A S . The reason is that in this case, a was non-passive in E 1 and, in contrast to the fist case, a was not excluded from Σ 1 , while a was stopped in
). This, due to the synchronization constraint in parallel composition, disabled the global transitions on a.
Example 2: This example shows a decomposable automaton that will no longer stay decomposable since EF 1 is not satisfied, although other three conditions, EF 2, EF 3 and EF 4, are fulfilled. Consider the automaton A S :
with local event sets E 1 = {a, e 1 } and E 2 = {a}, and 1 ∈ snd a (2) and 2 / ∈ snd a (1). This automaton is decomposable, as the parallel composition of P 1 (A S ) ∼ = A S and P 2 (A S ):
that a is failed in E 1 . Then, the parallel composition of F (P 1 (A S )):
6 6 n n n n n n a ( ( P P P P P P
• • e 1 6 6 n n n n n n which is not bisimilar to A S . The reason is violation of EF 1, as after the failure of a in E 1 , neither there exists an agent that knows both events e 1 and a to decide between them, nor both orders are legal in the global specification.
Example 3: This example shows a decomposable automaton that will no longer stay decomposable as EF 2 is not satisfied, although other three conditions, EF 1, EF 3 and EF 4 are fulfilled. Consider the automaton A S :
{a, e 1 } and E 2 = {a}, and 1 ∈ snd a (2), 2 / ∈ snd a (1). This automaton is decomposable, as the parallel composition of P 1 (A S ) ∼ = A S and P 2 (A S ):
However, A S will not remain decomposable, when a fails in E 1 , as the parallel F (P 1 (A S )):
• • e 1 6 6 n n n n n n that is not bisimilar to A S . The reason is that after failure of a in E 1 , neither there exists an agent that knows both events e 1 and a to decide on the order of them, nor both orders are legal in the global specification.
Example 4:
This example illustrates a decomposable automaton that satisfies EF 1, EF 2 and EF 4, but it will not remain decomposable after event failures, due to violation of EF 3. Consider the automaton A S :
with local event sets E 1 = {a, e 1 , b} and E 2 = {a, b}, and 1 ∈ snd {a,b} (2), 2 / ∈ snd {a,b} (1). This automaton is decomposable, as the parallel composition
that is no longer bisimilar to A S due to violation of EF 3 as δ Σ (z 0 , e 1 ab)! ∧ ¬δ(q 0 , e 1 ab)! and
Example 5: This example shows decomposable automaton that will not remain decomposable in spite of event failures, since it does not satisfy EF 4, although it fulfils EF 1, EF 2 and EF 3.
Consider the automaton
• with local event sets E 1 = {a, b, e 1 } and E 2 = {a, b}, and 1 ∈ snd {a,b} (2), 2 / ∈ snd {a,b} (1). This automaton is decomposable, as the parallel composi-
that is no longer bisimilar to A S due to violation of EF 4 as there does not exists a deterministic
. Another implication of this result is that when the system is comprised of only two agents and one of those agent is failed, while all of its events are passive, then the automaton remains decomposable as Corollary 1: Consider a deterministic task automaton A S = (Q, q 0 , E = E 1 ∪ E 2 , δ). Assume that A S is decomposable, i.e., A S ∼ = P 1 (A S )||P 1 (A S ). Assume furthermore that E 1 entirely fails, i.e.,
F (P i (A S )) if and only ifĒ 1 is passive.
Proof: Sufficiency: SinceĒ 1 = E 1 , from Definition 9, Lemma 4 and E = E 1 ∪E 2 , it follows that E 1 ⊆ E 2 = E and E 1 \E 2 =Ē 2 = ∅, and hence, EF 1 and EF 2 hold true. Moreover, since
that makes EF 3 always true. Finally, by Lemma 4, F (P 1 (A S )) with Σ 1 = ∅ merges into its initial state, with no nondeterminism, and F (P 2 (A S )) with Σ 2 = E is bisimilar to A S which is deterministic, therefore, EF 4 is satisfies, as well. This implies that whenĒ 1 = E 1 , the passivity ofĒ 1 leads to A S ∼ = F (P 1 (A S ))||F (P 2 (A S )).
Necessity:
The necessity is proven by contradiction. Suppose thatĒ 1 = E 1 and A S ∼ = F (P 1 (A S ))||F (P 2 (A S )), but ∃e ∈Ē 1 , e is not passive in E 1 . Then, from Lemma 3 is follows that A S ≇ F (P 1 (A S ))||F (P 2 (A S )) which is a contradiction.
So far, we have presented the necessary and sufficient conditions for a decomposable task automaton to remain decomposable in spite of event failures, namely, the fault-tolerance of the divide-part in the divide-and-conquer paradigm. Now, following result represents the faulttolerance of the conquer-part in the top-down approach. Assume that the global task automaton is decomposable and local controllers have been designed in such a way that local specifications are satisfied, and hence due to Lemma 2, the global specification is satisfied by the team.
Furthermore, assume that some event failures occur, but due to passivity of failed events and EF 1-EF 4, the global task automaton remains decomposable. Then, the question is that whether using the same local controller automata, the team is still able to achieve the global specification.
Following result answers this question.
Theorem 2: Consider a concurrent plant
A P i and a deterministic task automaton
, and suppose that local controller automata A C i , i = 1, 2 have been designed such that each local closed loop system satisfies its corresponding local task, i.e.,
Assume furthermore thatĒ i = {a i,r } fail in E i , r ∈ {1, ..., n i }, E i are passive for i ∈ {1, 2}, and A S satisfies EF 1-EF 4. Then, using the same controller automata A C i , i = 1, 2, the team can achieve its global specification, in spite of event failures,
i.e.,
Proof: Firstly, decomposability of A S and
, the global specification is satisfied by the team.
Moreover, the global specification remains satisfied, in spite of event failures, ifĒ i are passive for i ∈ {1, 2}, and A S satisfies EF 1-EF 4, since
In this expression, the first and the third bisimilarities come from passivity ofĒ i , i ∈ {1, 2}, and the second bisimilarity is followed from A C i ||A P i ∼ = P i (A S ), i = 1, 2, definition of natural projection and from the fact
). The fourth equivalence is implied from passivity ofĒ i , i = 1, 2 and EF 1-EF 4, and finally, the last bisimilarity is due to the decomposability assumption of A S .
Remark 6:
The significance of Theorem 2 is that under passivity condition and EF 1-EF 4, although local task automata may change after the failure (i.e., F (P i (A S )) ≇ P i (A S )), the team of agents can satisfy the global specification, as
Example 6: This example illustrate a specification for a team of two agents that is globally satisfied and remains satisfied in spite of passive event failures, provided EF 1-EF 4. Consider a concurrent plant A P = A P 1 ||A P 2 with local plants A P 1 :
• with E 1 = {a, e 1 } and A P 2 :
with E 2 = {a, e 2 } and communication pattern 1 ∈ send a (2), 2 / ∈ send a (1). Assume that the global specification is given as A S :
A S is decomposable, since the parallel composition of
/ / • is bisimilar to A S . Now, taking local controller as
• e 1 6 6 n n n n n n that is bisimilar to A S , i.e., global specification is satisfied by designing local controllers A C i to satisfy local satisfactions P i (A S ).
Now, assume that a fails in E 1 . Since a is passive in E 1 and A S satisfies EF 1-EF 4 (since δ(q 0 , e 1 ae 2 )! ∧ δ(q 0 , ae 1 e 2 )! in A S , and hence EF 1 and EF 2 are satisfied;
and EF 3 is satisfied, and finally, EF 4 is fulfilled since F (P 2 (A S )) ∼ = P 2 (A S ) is deterministic and there exists a deterministic automaton
Moreover, since the failed event a is passive in E 1 and A S satisfies EF 1-EF 4, as Theorem 2, the global specification remains satisfied after failure, as the parallel composition of
that is bisimilar to A S .
IV. DISCUSSIONS AND CONCLUSIONS
This paper proposed a formal method to investigate whether a decentralized bisimilarity control design remains valid, under failure of some events in multi-agent systems. Necessary and sufficient conditions were proposed for the task automaton to remain decomposable, in spite of failures in some events (sensor readings, actuator commands or communication links).
Furthermore, it was shown that under these conditions the global specification remains satisfied, against failures on passive events.
This work differs from diagnosability and isolation problems [31] , [32] , [33] , [34] , [35] , [36] , [37] , [38] whose interest is on detection and identification of the type of faults. In this work the faults are known and the question is the tolerance of systems in spite of the faults.
It also differs from reliable supervisory control [39] , [40] , [41] , [42] , [43] , [44] that seeks the minimal number of supervisors required for correct functionality of the supervised systems.
Another different problem is robust supervisory control [45] , [46] , [47] , [48] that considers the plant as a set of possible plants and designs supervisor applicable for the whole range of plants.
This work is related to the fault-tolerant supervisory control that has been widely studied in the context of discrete event systems. For examples, [49] proposed switching to another supervisor after fault detection. In another work, [50] , the author proposed to re-synthesis the supervisor upon the fault occurrence. A framework for fault-tolerant supervisory control has been proposed in [51] and further explored in [52] by enforcing given specifications for non-faulty and faulty parts of the plant to ensure that the plant recovers from any fault within a bounded delay, such that the recovered plant is equivalent to the non-faulty plant. In [53] a fault is modeled as an uncontrollable event, that its occurrence causes a faulty behavior. They provided a necessary and sufficient condition for the existence of supervisor under failures, based on controllability, observability and relative-closure, together with the notions state-stability [54] , [55] , and language-stability [56] , [22] . In [57] , a fault recovery result has been proposed by introducing normal, transient and recovery modes, such that the language of the closed loop systems is equal to a given language of the normal mode. Most of these works however address the language specifications and deal with decentralized supervisory control of with distributed supervisor and monolithic plant.
This work, firstly, considers the fault tolerance from a bisimilarity control point of view, and secondly addresses the decentralized structure whose both plan and specification are given as composition of local components. Particularly, this work is a continuation of [1] , in which necessary and sufficient condition was given for task automaton decomposition and the satisfaction of global specification was guaranteed up on satisfaction of local specifications. This work then defines a new notion of passivity under which it is possible to transform the decentralized cooperative control problem under event failures into the standard decomposability problem in [1] , and identify necessary and sufficient condition to still guarantee the supervised concurrent plant to satisfy the global specification, in spite of event failures.
This result is of practical importance as it provides a sense of fault-tolerance to the task decomposition and top-down cooperative control of multi-agent systems, under event failures.
V. APPENDIX
A. proof for Lemma 3
Proof: The proof of this lemma is a direct implication of Definitions 10 and 11 on refinements of local event sets and local task automata after failure, and definition of parallel 
B. Proof for Lemma 4
For i ∈ {1, 2}, ifĒ i is passive, then {a i,r ∈Ē i |a i,r is passive in P i (A S )} =Ē i that from Definition 10 it follows that Σ i = E i \Ē i . Moreover, from Definition 11, forĒ i , then ∀x, x ′ ∈ Q, e ∈ E i , δ i (x, e) = x ′ : δ F i (x, e) = x if e ∈Ē i , e is passive in E i , leading to F (P i (A S )) = P E i \Ē i (A S ) = P Σ i (A S ). For the third case in this lemma, from Definition 9, the event e is passive in E i , i ∈ {1, 2}, if snd e (i) = ∅ ∧ rec e (i) = ∅ that implies loc(e) > 1. When ∀i ∈ {1, 2}, E i is passive, then ∀i ∈ {1, 2}, e ∈Ē i , ∃j ∈ {1, 2}\i, j ∈ loc(e) and e is non-passive in E j and e does not fail in E j , and hence, e ∈ Σ j . This, collectively lead to E = Σ 1 ∪ Σ 2 .
The fourth item is proven based on the fact that if ∃e ∈Ē 1 ∩Ē 2 , then snd e (1) = ∅∧snd e (2) = ∅ which is impossible. The fifth item, comes from passivity ofĒ 1 andĒ 2 that implies that ∀e ∈Ē i , i = 1, 2, snd e (i) = ∅ ∧ rcv e (i) = ∅, and hence loc(e) > 1.
For the last item, Σ 1 \Σ 2 = (E 1 \Ē 1 )\(E 2 \Ē 2 ) is equivalent to (E 1 \(Ē 1 ∪ E 2 )) ∪Ē 2 = (E 1 ∪Ē 2 )\(Ē 1 ∪ E 2 ), that fromĒ 1 ⊆ E 2 andĒ 2 ⊆ E 1 (due to (5) in this lemma), it results in Σ 1 \Σ 2 = (E 1 ∪Ē 2 )\(Ē 1 ∪ E 2 ) = (E 1 \E 2 ) ∪Ē 2 . Similarly, Σ 2 \Σ 1 = (E 2 \E 1 ) ∪Ē 1 .
C. Proof for Lemma 5
To proof the equivalence of two cases in lemma 5, one needs to prove that the set {Ē 1 × E 1 \E 2 ,Ē 2 × E 2 \E 1 ,Ē 1 ×Ē 2 } in EF 1 and Ef 2 is equal to the set {(Σ 1 \Σ 2 ) × (Σ 2 \Σ 1 )} in DC1 Σ and DC1 Σ .
From lemma 4, e 1 ∈ Σ 1 \Σ 2 , e 2 ∈ Σ 2 \Σ 1 is equivalent to e 1 ∈ (E 1 \E 2 )∪Ē 2 , e 2 ∈ (E 2 \E 1 )∪Ē 1 which means that e 1 ∈ E 1 \E 2 ∨ e 1 ∈Ē 2 and e 2 ∈ E 2 \E 1 ∨ e 2 ∈Ē 2 , leading to four possible cases: e 1 ∈ E 1 \E 2 , e 2 ∈ E 2 \E 1 ; e 1 ∈ E 1 \E 2 , e 2 ∈Ē 1 ; e 1 ∈Ē 2 , e 2 ∈ E 2 \E 1 , or e 1 ∈Ē 2 , e 2 ∈Ē 1 . Now, Lemma 5 is proven as follows. For the first case, since decomposability of A S implies DC1 and DC2, then, ∀e 1 ∈ E 1 \E 2 , e 2 ∈ E 2 \E 1 , q ∈ Q, s ∈ E * : (1) and (2) hold true. For the second, third and fourth case, i.e., when e 1 ∈ E 1 \E 2 , e 2 ∈Ē 1 ; e 1 ∈Ē 2 , e 2 ∈ E 2 \E 1 , or e 1 ∈Ē 2 , e 2 ∈Ē 1 , then (1) and (2) are guarantee by EF 1 and EF 2. Therefore, provided the decomposability of A S , EF 1 and EF 2, (1) and (2) become true for all e 1 ∈ Σ 1 \Σ 2 , e 2 ∈ Σ 2 \Σ 1 .
This means that EF 1 and EF 2 are respectively equivalent to DC1 and DC2 after failures (for Σ 1 and Σ 2 ).
D. Proof for Lemma 6
Any nondeterminism in F (P i (A S )) appears either due to nondeterminism from P i (A S ) or newly formed nondeterminism because of replacing of passive events by τ .
In the first case, for any x, x 1 , x 2 ∈ Q i , e ∈ E i \Ē i , t ∈ E * i , x 1 = x 2 , δ i (x, e) = x 1 , δ i (x, e) = x 2 : δ i (x 1 , t)! ⇔ δ i (x 2 , t)!, i.e., δ 
] Σ i , p Σ i (t))!, which is DC4 for F (P i (A S )) (with Σ i ).
For the second case, any newly appeared nondeterminism is induced by transitions, from the original local task automat, in the following form. ∃i ∈ {1, 2}, x, x 1 , x 2 ∈ Q i , t 1 ∈Ē * i , e ∈ E i \Ē i , t ∈ E * i , x 1 = x 2 , δ i (x, t 1 e) = x 1 , δ i (x, e) = 
which is again equivalent to DC4 for F (P i (A S )).
