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1. Introduction
1.1. Results
Assume that D is a smoothly bounded domain in Cn deﬁned by a smooth non-degenerate function r. The Hardy space
hp(bD), 1< p < ∞, is by deﬁnition the space of all functions f which are harmonic in D and satisfy the condition
‖ f ‖php(bD) := sup
ε<0
∫
bDε
| f |p dσbDε < ∞, (1)
where for ε < 0 we set Dε = {ζ : r(ζ ) < ε}. The symbol dσbDε stands for the surface measure induced on bDε by the
volume form in Cn . A priori the deﬁnition depends on the choice of the deﬁning function r. One can easily show, however,
that different choices of r result in equivalent norms (cf. [27, p. 3]). The Hardy space of holomorphic functions Hp(bD), the
central object of this study, is the subspace of hp(bD) consisting of all functions, which are harmonic in D .
One can identify the space Hp(bD) by passing to the (almost everywhere) radial limit with a closed subspace of Lp(bD)
– the space of functions which are p-integrable with respect to the surface measure σ on bD . This explains and justiﬁes
the notation. An excellent reference as far as the theory of Hardy spaces are concerned are [27] and [28] and the seminal
paper [11]. Importantly, if f ∈ Hp(bD), 1 p < ∞, then ‖ f ‖Hp(bD) ∼ ‖ f˜ ‖Lp(bD) , where the symbol f˜ stands for the radial
limit of f . We will refer to this classical result later on.
Hardy spaces play a prominent role in many problems of complex analysis, to mention only the celebrated corona
theorem. Below we list only a couple of results, which are relevant for the results presented in the paper. We emphasize
the geometric aspect of the theory, which implies that we will restrict our attention primarily to ﬁnite type domains in Cn .
S. Krantz and S.-Y. Li in [18] established duality results for these spaces on bounded convex domains of ﬁnite type. The
paper [19] concerns the case of strongly pseudoconvex domains and domains of ﬁnite type in C2. We refer the reader
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168 M. Jasiczak / J. Math. Anal. Appl. 362 (2010) 167–189also to [1] for other results concerning Hardy spaces on strongly pseudoconvex domains. F. Di Biase and B. Fischer studied
boundary behaviour of functions in Hp(bD) and corresponding admissible regions in [3]. Another aspect of the Hardy space
theory, namely decomposition results, were obtained in [20] and [8] in case of strongly pseudoconvex domains and domains
of ﬁnite type in C2 and in [12] for convex domains of ﬁnite type. In [1] the Author proved that on strongly pseudoconvex
domains different deﬁnitions of Hardy spaces coincide (i.e. atomic, maximal and probabilistic).
An important aspect of the theory of Hardy spaces, again motivated by the corona problem and playing a decisive role in
known results concerning this problem, is a characterization of those positive Borel measures μ supported in D for which
the following inequality,∫
D
| f |p dμ C
∫
bD
| f |p dσ (2)
holds with a uniform constant C and 1 < p < ∞ for each f ∈ Hp(D). This inequality, often referred to as the Carleson–
Hörmander inequality, says that the identity operator continuously embeds the Hardy space into the space Lp(D,μ) (the
meaning of the last symbol being clear). The main result of the paper is the following:
Theorem 1.1. Assume that D is a smoothly bounded convex domain of ﬁnite type in Cn. If μ is a Carleson measure, then the inequality
(2) holds.
Naturally, the meaning of the theorem is void unless we deﬁne precisely what we mean by a Carleson measure on a
convex domain of ﬁnite type in Cn . This requires recalling some information concerning the geometry of these domains.
This is why we postpone providing this deﬁnition to the next section (Deﬁnition 2 and Lemma 2.7 below).
We cannot refer to the standard argument to prove the Carleson–Hörmander inequality. Recall that this method relies
on precise estimates of the Poisson–Szegö kernel (cf. for instance [30], Theorem 5.9). This kernel is deﬁned as |S(z,ζ )|
2
S(z,z) with
S(·,·) equal to the Szegö kernel of D . Hence, in order to be able to make use of this argument one needs to have precise
estimates of the Szegö kernel both from below and from above. Such estimates from above for convex ﬁnite type domains
were obtained by J. McNeal and E. Stein in [25]. However, it is not quite an easy task to obtain estimates from below and a
different approach is needed. We shall discuss key steps of the proof in Section 1.3. At this moment let us only say that our
method is based on existence of a Whitney type cover and boundedness of certain maximal operators. Both the cover and
the maximal operators are deﬁned in a way, which reﬂects the geometry of the domain.
Next, we specify to providing concrete examples of Carleson measures. It was shown in [19] that if f belongs to
BMOA(bD) – the space of holomorphic functions of bounded mean oscillation with respect to the surface measure, then
dist(z,bD)|∇ f |2 dV is a Carleson measure on D (the symbol ∇ stands for the gradient) on the assumption that D is a
smoothly bounded convex domain of ﬁnite type in Cn (cf. also [14] for the case of ﬁnite type domains in C2). This is hardly
optimal, if one takes into account the non-isotropic geometry of convex ﬁnite type domains. We improve it by showing the
following result.
Theorem 1.2. Assume that D is a smoothly bounded convex domain of ﬁnite type in Cn and f ∈ BMOA(bD). Then the measures
dist(·,bD)|∂ f ∧ ∂ f |N dV , dist(·,bD)|∂ f |2N dV
are Carleson measures.
This result requires some comment. Firstly, the symbol |Ω|N stands for a non-isotropic norm of a (p,q)-covector Ω –
the deﬁnition is given in Section 2.3 below. This norm is introduced in order to capture the non-isotropic geometry of D .
To explain the meaning of Theorem 1.2 note that if D is strictly pseudoconvex it implies that for f ∈ H∞ ,[
|∂ f |2 + |∂ f ∧ ∂r|2]dV
is a Carleson measure, which is known to be optimal [2]. When D is additionally contained in C2 Theorem 1.2 reduces to
the result proved in [14].
1.2. Intuition behind the ﬁnite type conditions and analysis on ﬁnite type domains
Before we present the proofs and recall the deﬁnitions we intend to provide the Reader with some intuition concerning
analysis on ﬁnite type domains in Cn , n > 1. This is also going to explain our approach.
Assume that D is a smoothly bounded domain in Cn . A point p ∈ bD is said to be of ﬁnite type if the maximal order
of contact at p of bD with germs of non-singular complex analytic sets is ﬁnite. The domain D is said to be of ﬁnite type
if each p ∈ bD is of ﬁnite type. Also, under the assumption that D is additionally convex instead of all germs of all non-
singular analytic sets it is enough to take into account only complex lines [29]. The natural number M , which is equal to the
maximal order of contact of points belonging to bD with complex lines, is called the type of the domain D . The ﬁnite type
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to a certain extent by the problem, which is still in general open. Namely, the problem of extending biholomorphisms up to
the boundary.
The connection between the ﬁnite type condition and function theory in D is hardly clear at ﬁrst. In order to shed some
light on this connection assume that a domain D contains a polydisk
P = {z ∈ Cn: |zi − ζi | < εi, i = 1, . . . ,n}⊂ D (3)
around a point ζ ∈ D . Then by the mean value property for holomorphic functions
∣∣ f (ζ )∣∣ 1
V (P )
∫
P
| f |dV  1√
V (P )
(∫
D
| f |2 dV
)1/2
. (4)
In other words, restrictions on growth of holomorphic functions belonging to L2(D), and as a result also other Lp(D) spaces,
are governed by property (3). Hence, in order to have estimates on functions from this class one should ﬁnd a technique to
embed polydisks into the domain D . The optimal method, i.e. the one which gives sharp estimates, should allow to embed
“the largest” possible polydisks. In view of (4), “the largest” should be understood as “asymptotically of the largest volume”.
For convex ﬁnite type domains the corresponding algorithm was introduced by J. McNeal in [23,24]. Roughly speaking it is
based on ﬁnding at each point ζ ∈ D certain distinguished directions. The construction is designed to reﬂect not only “the
shape” of the boundary but also other level sets of the deﬁning function. It is here where the ﬁnite type condition comes
into play. We will make these statements precise in the next section, when we recall the deﬁnition of an ε-extremal basis
(cf. Deﬁnition 1 in Section 2.1).
What is crucial as far as “the maximal polydisks” are concerned, is the fact that the family consisting of them furnishes
some neighbourhood of D¯ , and also bD , with the structure of a space of homogeneous type (cf. Proposition 2.4, were the
axioms of this structure are formulated). It is rather diﬃcult to overestimate this fact, since it makes it possible to refer to
powerful techniques of harmonic analysis such as for instance the T1 Theorem. Although here we will make use only of
classical results for maximal functions (cf. [27]), we invite the Reader to consult for instance [25], where the T1 Theorem
was used in order to prove regularity properties of the Szegö projection or to [21] and [22] were the Authors studied
generalized Toeplitz operators.
Importantly, the boundary of a smoothly bounded convex domain of ﬁnite type carries two natural homogeneous type
structures. The ﬁrst one is introduced by the Euclidean distance restricted to bD , while the second one is induced by the
pseudodistance associated with the polydisks. We shall refer to the ﬁrst one as the isotropic one and to the second as
non-isotropic.
1.3. Proof strategy
We intend to reduce the proof of Theorem 1.1 to the well-known formula
‖ f ‖Lp(ν) = p
∞∫
0
t p−1ν f (t)dt, (5)
where for a positive Borel measure ν , the symbol ν f (t) stands for the distribution function. In order to be able to deduce
Theorem 1.1 from (5), we intend to show that if a positive Borel measure μ on D satisﬁes the Carleson condition, then
there exists a constant C6 such that for each function f holomorphic in D¯ ,
μ f (t) C6σMN [MI [ f ]](t/C6). (6)
The symbols MN , MI stand for the maximal operators on bD with respect to the non-isotropic and isotropic homogeneous
type structures on bD . It is well known that maximal operators are Lp bounded for 1 < p < ∞. Therefore, estimate (6)
implies the Carleson–Hörmander inequality for functions from H(D¯) and, as a result, also for all functions belonging to
Hp(bD), 1< p < ∞.
The key element in the proof of (6) is the following property: there exist uniform constants c7, C7 such that for each
f ∈ H(D¯) and t  0,
Pc7|r(ζ )|(ζ ) ∩
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t} = ∅ ⇒ π(Pc7|r(ζ )|(ζ ))⊂ {ω ∈ bD: MN [MI [ f ]](ω) t/C7}. (7)
The symbol π stands for a smooth projection onto bD and r deﬁnes D . Roughly speaking property (7) says that if f is
“large” at some point of D , then it is comparably large on the image under π of a suitably deﬁned neighbourhood of ζ .
This interpretation of (7) is “almost correct”, since instead of f itself we can draw this conclusion about MN [MI [ f ]]. This
is not surprising in view of the following classical result:
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Then for each α > 0 and ω ∈ bD,
sup
x∈Γα(ω)
∣∣u(x)∣∣ AαMI [ f ](ω),
for some positive constant Aα , where
Γα(ω) :=
{
x ∈ D: |x−ω| (1+ α)dist[x,bD]}.
Apart from Theorem 1.3, the proof of (7) is based on the mean value property of holomorphic functions in the spirit
of (4). In order to prove (6) we shall construct a suitable cover consisting of polydisks deﬁned by means of ε-extremal
bases. The latter construction resembles the construction of a Whitney type cover. The reader will notice that our approach,
especially Lemma 3.1, is inspired by known methods of proving Fatou theorems in subdomains of Cn (cf. [27] and [17]).
Crucial in the proof of Theorem 1.2 is the following result, which is one of the key steps in [4]:
Theorem 1.4 (Bruna–Charpentier–Dupain). If D is a smooth, bounded, convex domain of ﬁnite type, then there exists a constant C
such that∫
D

∣∣θ(z)∣∣N dV (z) C
∫
D

∣∣θ(z)∣∣dV (z)
for all smooth, closed positive (1,1)-forms in D. The symbol |θ(z)| stands for the Euclidean norm of θ , i.e. a sum of all coeﬃcients.
The proof of Theorem 1.2 is also based on estimates of the Szegö kernel from [25], which we recall in Section 2.4. The
symbol  in Theorem 1.4 stands for |r(·)|, where r is a smooth non-degenerate function, which deﬁnes D . It is well known
that (·) ∼ dist[ · ,bD].
1.4. Style and convention
Function theory on weakly pseudoconvex domains may seem to be a rather technical theory. One reason may be that in
this ﬁeld there is an abundance of constants. These constants are negligible as far as the geometric idea behind the theory,
and also the proofs in this paper, are concerned, but must be taken into account. Often we simply write c,C in order to
denote such constants, the value of which may change from line to line. However, some of them, in some sense the more
important ones, are numbered. For instance, C1 is the constant in the doubling property (cf. Proposition 2.1). The author
believes that this facilitates tracking the argument.
As has already been mentioned above, the most important facts proved in the paper are deﬁnitely property (7)
(Lemma 3.1), the construction of a suitable cover resulting in the proof of Lemma 3.4 and eventually estimate (6) (Propo-
sition 3.7). In order to prove them one needs many auxiliary properties and estimates. For instance, the doubling property
of the intersections of the polydisks with bD with respect to surface measure is well known (cf. for instance [25]). Hence,
stability of this estimate is hardly surprising (Lemma 2.3). However, our choice was to prove all of these facts here in order
to make the paper accessible not only for experts.
We adopt the following standard notation: the expression A  B means A  C B for a universal constant C . The symbol
A  B has a similar meaning, while A ∼ B stands for A  B and A  B .
2. Preliminaries
2.1. Convex domains of ﬁnite type and Carleson measures
Throughout the paper we assume that D is a smoothly bounded convex domain of type M in Cn , n > 1, deﬁned by a
smooth function r, which is non-degenerate on bD . We may and will assume that r is everywhere convex, which plays a
role in the proof of Theorem 1.2, and that 0 ∈ D . The symbol U stands for some ﬁxed neighbourhood of bD . Also, we use
the symbol  to denote |r(·)|. We will refer and make use of many results concerning these domains proved in [4,23–25]
and also recently [13].
Deﬁnition 1 (ε-Extremal basis). Let D = {r < 0}  Cn be a smooth convex domain of ﬁnite type M , r convex and smooth.
For ζ ∈ D¯ and ε > 0, the ε-extremal basis (u1, . . . ,un) at ζ is given as follows: Choose a point q1 with r(q1) = r(ζ ) + ε
in the direction of the line given by the gradient ∂r(ζ ). Then |q1 − ζ | is comparable to the distance from ζ to the level
set bDζ,ε := {z: r(z) = r(ζ ) + ε}. Let u1 be the unit vector in the direction of q1 − ζ . Then choose a unit vector u2 in the
orthogonal complement of the space 〈u1〉 such that the maximal distance from ζ to bDζ,ε along directions orthogonal to
〈u1〉 is achieved along the line given by u2 in a point q2. Now continue by choosing a unimodular u3 in the orthogonal
complement of 〈u1,u2〉, etc., until the basis is constructed.
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C Pε(z) :=
{
z +
n∑
k=1
ζz,ε,kuk ∈ Cn: |ζz,ε,k| Cτ (z,uk, ε), k = 1, . . . ,n
}
, (8)
with C > 0 and z ∈ U , where for u ∈ Cn we set
τ (z,u, ε) := sup{c > 0: ∣∣r(z + λu) − r(z)∣∣ ε, |λ| c}.
To simplify the notation we write τk(·,·) to denote τ (·,uk, ·). The symbol ζz,ε,k in (8) stands for the k-th coordinate of ζ ∈ Cn
with respect to an ε-extremal basis at a point z ∈ U , where U is some ﬁxed neighbourhood of bD . Since by deﬁnition the
ﬁrst vector of the ε-extremal basis is equal to the normalized complex gradient, it holds τ1(ζ, ε) ∼ ε. Furthermore,
τk(ζ, ε) ε1/M ,
where M stands for the type of the domain and, by deﬁnition of an ε-extremal basis,
τ1(ζ, ε) τn(ζ, ε) · · · τ2(ζ, ε).
We will make extensive use of the following properties of the polydisks.
Proposition 2.1. (See Proposition 3.1 in [10].)
(i) There exists a constant C1 such that if ζ1, ζ2 ∈ U , ε > 0 and
Pε(ζ1) ∩ Pε(ζ2) = ∅,
then
Pε(ζ1) ⊂ PC1ε(ζ2) and Pε(ζ2) ⊂ PC1ε(ζ1).
(ii) For each constant K there are constants c(K ),C(K ) such that for each ζ ∈ U and ε > 0,
Pc(K )ε(ζ ) ⊂ K Pε(ζ ) ⊂ PC(K )ε(ζ ), c(K )Pε(ζ ) ⊂ PKε(ζ ) ⊂ C(K )Pε(ζ ).
(iii) There are constants c2 < 1, C2 > 1 such that
1
2
Pε(ζ ) ⊂ C2Pε/2(ζ ), C2Pt(ζ ) ⊂ Pε(ζ ), if t < c2ε.
(iv) There exists a constant c3 such that for each ζ ∈ D,
c3P |r(ζ )|(ζ ) ⊂ D.
There is one feature of the polydisks Pε(ζ ), which is somewhat tricky. Notice that Pε1(ζ ) and Pε2(ζ ) are deﬁned a priori
by means of different bases. Thus there is no reason for the inclusion Pε1(ζ ) ⊂ Pε2 (ζ ) to hold if ε1 < ε2. However, there
exists a uniform constant C such that Pε1 (ζ ) ⊂ C Pε2 (ζ ) if ε1 < ε2. Indeed, we may choose ε in such a way that c2ε = ε2.
Hence, it follows from Proposition 2.1 that if t < c2ε = ε2, then
C2Pt(ζ ) ⊂ Pε2/c2(ζ ) ⊂ C
(
c−12
)
Pε2(ζ ).
Since C2 > 1, it follows that if t < ε2, then Pt(ζ ) ⊂ C(c−12 )Pε2 (ζ ). In particular,
if ε1  ε2, then Pε1(ζ ) ⊂ C
(
c−12
)
Pε2(ζ ) (9)
for each ζ ∈ U and ε > 0. This also means that (i) in Proposition 2.1 can be rephrased in the following way
(i′) There exists a (possibly different) constant C1 such that if Pε1 (ζ1) ∩ Pε2 (ζ2) = ∅ and ε1  ε2, then Pε1 (ζ1) ⊂ PC1ε2 (ζ2).
Indeed, by what we have already said
∅ = Pε1(ζ1) ∩ Pε2(ζ2) ⊂ C
(
c−12
)
Pε2(ζ1) ∩ Pε2(ζ ) ⊂ C
(
c−12
)
Pε2(ζ1) ∩ C
(
c−12
)
Pε2(ζ2) ⊂ PCε2(ζ1) ∩ PCε2(ζ2),
which implies in view of Proposition 2.1 that PCε2 (ζ1) ⊂ PC1Cε2 (ζ2). As a result, we obtain
Pε1(ζ1) ⊂ C
(
c−12
)
Pε2(ζ1) ⊂ PCε2(ζ1) ⊂ PCC1ε2(ζ2).
The following fact was proved ﬁrst in [24].
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small ε > 0, (u1, . . . ,un) be an ε-extremal basis at z and
u =
n∑
j=1
a ju j
be a vector in Cn. Then one has
1
τ (z,u, ε)
∼
n∑
j=1
|a j|
τ j(z, ε)
and for ε1  ε2 suﬃciently small and u ∈ Cn a unit vector one has(
ε1
ε2
)1/M
τ (z,u, ε2) τ (z,u, ε1)
(
ε1
ε2
)
τ (z,u, ε2).
If V denotes the volume measure in Cn , then by deﬁnition of Pε(ζ ),
V
(
Pε(ζ )
)∼ n∏
k=1
τ 2k (ζ, ε).
In view of Proposition 2.2, we also have
V
(
P2ε(ζ )
)
 V
(
Pε(ζ )
)
. (10)
In other words, the volume measure satisﬁes the doubling condition with respect to Pε(ζ ).
We assume that Cn is equipped with the standard Hermitian metric, the real part of which is the Euclidean metric
on R2n . This implies that bD , as a submanifold of Cn , is equipped with the Riemannian metric which is the restriction of
the Euclidean metric to bD . Hence, it is meaningful to talk about the volume form dσ on bD , which is usually called the
surface element. By the Riesz representation theorem, dσ induces a measure on bD . The corresponding measure is called
surface measure and will be denoted by the symbol σ .
One can show (cf. [25, p. 525]) that
σ
(
Pε(ζ ) ∩ bD
)∼ τ1(ζ, ε) n∏
k=2
τ 2k (ζ, ε), (11)
which, again in view of Proposition 2.2, implies that
σ
(
P2ε(ζ ) ∩ bD
)
 σ
(
Pε(ζ ) ∩ bD
)
.
We need a reﬁned version of this estimate.
Lemma 2.3 (Stability of the doubling property). Assume that D is a smoothly bounded convex domain of ﬁnite type inCn, n > 1. Let σt ,
for small |t|, be the surface measure induced by the standard Euclidean volume form dV on
bDt :=
{
η ∈ Cn: r(η) = t}.
There exists a uniform constant C such that for each ζ ∈ U and ε > 0,
σr(ζ )
(
P2ε(ζ ) ∩ bDr(ζ )
)
 Cσr(ζ )
(
Pε(ζ ) ∩ bDr(ζ )
)
.
Proof. First of all, it follows from Proposition 2.1 that
P2ε(ζ ) ⊂ C(2)Pε(ζ ).
Hence, in order to prove the result, it suﬃces to show that
σr(ζ )
(
C(2)Pε(ζ ) ∩ bDr(ζ )
)
 σr(ζ )
(
Pε(ζ ) ∩ bDr(ζ )
)
(12)
with a uniform constant. Before we proceed, notice that this observation simpliﬁes considerably the argument since both
C(2)Pε(ζ ) and Pε(ζ ) are deﬁned with respect to the same orthonormal basis.
In order to prove (12) we choose an ε-extremal basis uζ,ε1 , . . . ,u
ζ,ε
n at ζ . Then the real hyperplane tangent to bDr(ζ ) at ζ
is deﬁned by the condition
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{
z ∈ Cn: 〈uζ,ε1 , z − ζ 〉= 0}
and
Pε(ζ ) :=
{
ζ +
n∑
k=1
ηζ,ε,ku
ζ,ε
k : |ηζ,ε,k| τ
(
ζ,uζ,εk , ε
)}
.
By deﬁnition of the ε-extremal basis, the ﬁrst vector, namely uζ,ε1 , is equal to the normalized complex gradient of r at ζ .
We may assume that u1 = (1,0, . . . ,0). This means that
grad r(ζ )
|grad r(ζ )| = (1,0, . . . ,0)
and Πζ := {ηζ,ε,1 = 0}. Denote by Z ζ,εk the following vector ﬁeld[
Z ζ,εk g
]
(η) := ∂
∂λ
g
(
η + λuζ,εk
)∣∣∣
λ=0.
Let Z ζ,εk := Xζ,ε2k−1 −
√−1Xζ,ε2k , k = 1, . . . ,2n, for real vector ﬁelds Xζ,ε1 , . . . , Xζ,ε2n , and let (Xζ,ε1 )∗, . . . , (Xζ,ε2n )∗ stand for the
dual 1-covectors. By deﬁnition of the surface measure if r(η) = r(ζ ), then
(dσr(ζ ))η = grad r(η)|grad r(η)| dVη
and, as a result,
(dσr(ζ ))η ∼ 1|grad r(η)|
2n∑
k=1
(−1)k+1(Xζ,εk r)(η)(Xζ,ε1 )∗ ∧ · · · ∧ (Xζ,εk−1)∗ ∧ (Xζ,εk+1)∗ ∧ · · · ∧ (Xζ,ε2n )∗,
since uζ,ε1 , . . . ,u
ζ,ε
n are orthonormal by deﬁnition. Furthermore,
dr =
2n∑
k=1
(
Xζ,εk r
)(
Xζ,εk
)∗
and, as a result, if r(η) = r(ζ ) and Xζ,ε1 r(η) = 0, then on TηbD ,
(
Xζ,ε1
)∗ = − 2n∑
k=2
Xζ,εk r(η)
Xζ,ε1 r(η)
(
Xζ,εk
)∗
.
The last equality follows from the fact that dr|TηbD ≡ 0. Consequently, under the assumption that Xζ,ε1 r(η) = 0, we may
write
(dσr(ζ ))η ∼ 1|grad r(η)|
(
2n∑
k=1
|Xζ,εk r(η)|2
Xζ,ε1 r(η)
)(
Xζ,ε2
)∗ ∧ · · · ∧ (Xζ,ε2n )∗.
We may assume that ε > 0 is small enough to guarantee that the piece of bDr(ζ ) contained in Pε(ζ ) is a graph of a function
ρ :Πζ ∼= R2n−1 → R over Πζ . In other words,
(ξ2, . . . , ξ2n) :=
(ηζ,ε1 ,ηζ,ε2 , . . . ,ηζ,εn )
are coordinates on Pε(ζ ) ∩ bDr(ζ ) . As a result,
σr(ζ )
(
C(2)Pε(ζ ) ∩ bDr(ζ )
)= ∫
C(2)Pε(ζ )∩bDr(ζ )
dσr(ζ )
∼
∫
|ξ2|C(2)τ1(ζ,ε),...,|ξ2n|C(2)τn(ζ,ε)
|grad r(η(ξ))|
Xζ,ε1 r(η(ξ))
dξ2 ∧ · · · ∧ dξ2n. (13)
We claim that there exist  > 0 and a uniform constant c > 0 such that if ζ ∈ U and |η− ζ | <  , then |Xζ,ε1 r(η)| c. Indeed,
consider a map
(ζ,η) → Xζ,εr(η).1
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deﬁning function. As a consequence, there exists a constant c > 0 and a neighbourhood U in U × U of the diagonal{
(ζ,η) ∈ U × U : ζ = z}
such that Xζ,ε1 r(η) c if (ζ,η) ∈ U . Notice that since τ (ζ, ε) ε1/M , the polydisk C(2)Pε(ζ ) is contained in the ball centered
at ζ of radius uniformly comparable with (C(2)ε)1/M . Thus, if ε is small enough, equality (13) implies that
σr(ζ )
(
C(2)Pε(ζ ) ∩ bDr(ζ )
)∼ C(2)2n−1τ1(ζ, ε) n∏
k=2
τ 2k (ζ, ε),
and
σr(ζ )
(
Pε(ζ ) ∩ bDr(ζ )
)∼ τ1(ζ, ε) n∏
k=2
τ 2k (ζ, ε).
As a result, for such ε > 0, we obtain
σr(ζ )
(
P2ε(ζ ) ∩ bDr(ζ )
)
 σr(ζ )
(
C(2)Pε(ζ ) ∩ bDr(ζ )
)
 σr(ζ )
(
Pε(ζ ) ∩ bDr(ζ )
)
,
where the involved constant is uniform. Lastly, observe that in order to complete the proof of the lemma it suﬃces to take
into account only small ε > 0. Indeed, if ε  ε0, for some positive ε0, then
σr(ζ )
(
P2ε(ζ ) ∩ bDr(ζ )
)
 σr(ζ )(bDr(ζ )) C  ε2n−10  σr(ζ )
(
Pε(ζ ) ∩ bDr(ζ )
)
.
The second inequality follows from the fact that σt(bDt) is a continuous function of t and D is bounded, while the last one
is a consequence of (13). 
We are now ready to deﬁne Carleson measures on D .
Deﬁnition 2. Assume that D is a smoothly bounded convex domain of ﬁnite type in Cn , n > 1. A positive Borel measure μ
will be called a Carleson measure provided
|μ|c := sup
{
μ(Pε(ω))
σ (Pε(ω) ∩ bD) : ω ∈ bD, ε > 0
}
< ∞. (14)
The same deﬁnition was used in [5] in order to construct analytic sets satisfying the uniform Blaschke condition.
We shall sometimes write C Sε(ω) in order to denote C Pε(ω) ∩ bD for ω ∈ bD and ε > 0.
Deﬁnition 3. Assume that D is a smoothly bounded domain of ﬁnite type in Cn , n > 1. The symbol BMO= BMO(bD) stands
for the space of all functions f , which are locally integrable with respect to σ and satisfy the following condition
‖ f ‖BMO := sup
ω∈bD,ε>0
1
σ(bD ∩ Pε(ω))
∫
Pε(ω)∩bD
∣∣ f − ( f )Pε(ω)∩bD ∣∣dσ < ∞,
where ( f )Pε(ω)∩bD stands for the mean value of f in Pε(ω)∩bD . The symbol BMOA(bD) stands for the space of all function
in H1(bD) whose boundary values belong to the space BMO(bD).
2.2. Spaces of homogeneous type and maximal functions
The function δ :U × U → R+ deﬁned as
δ(z, ζ ) := inf{ε > 0: ζ ∈ Pε(z), z ∈ Pε(ζ )}
is a pseudodistance, i.e. with a uniform constant C > 0 it holds that
δ(z, ζ ) = 0 ⇔ z = ζ,
δ(z, ζ ) = δ(ζ, z),
δ(z, ζ ) C
[
δ(z,w) + δ(w, ζ )]
for z,w, ζ ∈ D . We may assume that δ acts on (D ∪ U ) × (D ∪ U ).
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Q ε(ω) :=
{
η ∈ bD: δ(η,ω) < ε}.
Then
Pcε(ω) ∩ bD ⊂ Q ε(ω) ⊂ PCε(ω) ∩ bD (15)
with uniform constants c,C > 0. Indeed, if η ∈ Pε(ω), then Pε(η)∩ Pε(ω) = ∅. Hence, ω ∈ Pε(ω) ⊂ PC1ε(η) and, as a result,
δ(η,ω)  max{1,C1}ε. If for η ∈ bD , it holds δ(η,ω) < ε, then there exists ε1 < ε such that η ∈ Pε1 (ω). On the other
hand, there exists a uniform constant C > 0 such that Pε1(ω) ⊂ PCε(ω). In other words, for each ε > 0 and η,ω ∈ bD , if
δ(η,ω) < ε, then η ∈ PCε(ω).
Proposition 2.1 implies that the triple (bD, {Q ε(ω)}ε>0,ω∈bD , σ ) is a space of homogeneous type. Speciﬁcally, the follow-
ing result holds:
Proposition 2.4. Deﬁne
Q ε(ω) :=
{
η ∈ bD: δ(η,ω) < ε},
where δ is the pseudodistance associated with the family of polydisks Pε(ω). There exist constants K , c such that for any ω ∈ bD and
ε > 0:
(i) ω ∈ Q ε(ω) for each ω ∈ bD and ε > 0;
(ii) if ω ∈ bD and 0< ε1  ε2 , then Q ε1 (ω) ⊂ Q ε2 (ω);
(iii) 0< σ(Q ε(ω)) < ∞ for all ω ∈ bD and ε > 0;
(iv) bD =⋃ε>0 Q ε(ω);
(v) σ(Q 2ε(ω)) Kσ(Q ε(ω)) for all ω ∈ bD and all ε > 0;
(vi) if Q ε1 (ω1) ∩ Q ε2 (ω2) = ∅ and ε1  ε2 , then Q ε2(ω2) ⊂ Qcε1(ω1);
(vii) for ω ∈ bD,⋂ε>0 Q ε(ω) = ω.
The reader may wonder at this moment, why we have introduced yet another structure on bD . The reason for this is
that boundedness of maximal operators, which will be used later, is established for spaces of homogeneous type. As we
have already noticed property (ii) in the proposition fails in general for polydisks but holds automatically for the pseu-
doballs Q ε(ζ ).
Naturally, the properties listed in Proposition 2.4 are satisﬁed by the intersections with bD of the Euclidean balls centered
at points belonging to bD:
Bε(ω) :=
{
η ∈ bD: |η −ω| < ε}.
Thus, as we have announced in the Introduction, the boundary bD of a convex ﬁnite type domain carries two natural
homogeneous type structures. We shall refer to the ﬁrst one as the non-isotropic and to the second as the isotropic one.
We may deﬁne the maximal operators with respect to these families of pseudoballs
MN [ f ](ω) := sup
ε>0
1
σ(Q ε(ω))
∫
Q ε(ω)
| f |dσ ,
MI [ f ](ω) := sup
ε>0
1
σ(Bε(ω))
∫
Bε(ω)
| f |dσ .
The superscripts N and I are to indicate the underlying non-isotropic or isotropic homogeneous type structure. According
to the classical result (see [27, Theorem 2, p. 10]) the operator MI is bounded on Lp(bD), if 1 < p < ∞, i.e. the space of
p-integrable functions with respect to the surface measure. Naturally, deﬁnition of the operator MI makes sense for each
smoothly bounded domain, not only for bounded convex domains of ﬁnite type.
As for boundedness of maximal operators in the general case of spaces of homogeneous type, notice that MN map L∞
into itself. Hence, continuity of MN is a consequence of Marcinkiewicz interpolation theorem and the fact that MN is of
weak type-(1,1) (cf. [26]).
For further analysis, it is important to notice that property (15) and Lemma 2.3 implies that
MN [ f ](ω) ∼ sup
ε>0
1
σ(Pε(ω) ∩ bD)
∫
Pε(ω)∩bD
| f |dσ . (16)
Apart from the polydisks, we will also need tents over Pε(ω) ∩ bD with ω ∈ bD and ε > 0. Let π :U → bD be a smooth
projection onto bD . Recall that a projection π :U → bD is a smooth mapping deﬁned on an open neighbourhood of bD
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is convex and contains 0, as we may always assume, one can deﬁne π(z) as the unique point where the real line through 0
and z ∈ U intersects bD .
Arguments which have already been used allow to show the following fact:
Lemma 2.5. (See (ix) in Proposition 3.1, [10].) If π is a projection, then δ(ζ,π(ζ )) ∼ (ζ ). Also, δ(η, ζ ) ε implies that η ∈ Pt(ζ ) for
all t  ε.
Observe that since δ(ζ,π(ζ ))  |r(ζ )|, Lemma 2.5 implies immediately that there exists a constant, say c˜ > 0 such
that if t  c˜|r(ζ )|, then π(ζ ) ∈ Pt(ζ ). Consider a polydisk Pc|r(ζ )|(ζ ), where c > 0. If c  c˜, then π(ζ ) ∈ Pc|r(ζ )|(ζ ). Thus,
Pc|r(ζ )|(π(ζ ))∩ Pc|r(ζ )|(ζ ) = ∅, which implies that Pc|r(ζ )|(ζ ) ⊂ PC1c|r(ζ )|(π(ζ )), where C1 is the constant from Proposition 2.1.
If c < c˜, then there is a uniform constant C˜  1 such that Pc|r(ζ )| ⊂ PC˜c˜|r(ζ )|(ζ ). It follows from Proposition 2.1, that π(ζ ) ∈
PC˜c˜|r(ζ )|(ζ ), which implies that
Pc|r(ζ )|(ζ ) ⊂ PC˜c˜|r(ζ )|(ζ ) ⊂ PC1 C˜ c˜|r(ζ )|
(
π(ζ )
)
.
In other words, we have proved the following lemma:
Lemma 2.6. Assume that D is a smoothly bounded convex domain of ﬁnite type in Cn. For each c > 0, there exists a constant C4(c)
such that
Pc|r(ζ )|(ζ ) ⊂ PC4(c)·c|r(ζ )|
(
π(ζ )
)
.
Naturally, if c  c˜ then simply C4(c) = C1. If c < c˜, then C4(c) = C1C˜ c˜c−1.
For ω ∈ bD and ε > 0 we deﬁne a tent over Pε(ω) ∩ bD as
Tε(ω) :=
{
ζ ∈ D¯: π(ζ ) ∈ Pε(ω) ∩ bD and (ζ ) ε
}
.
Although this deﬁnition differs from the one used in [25], it is equivalent in the following sense:
Lemma 2.7. There exist uniform constants c9,C9 such that for each ω ∈ bD and ε > 0,
Pc9ε(ω) ∩ D¯ ⊂ Tε(ω) ⊂ PC9ε(ω) ∩ D¯.
As a result, for any positive Borel measure μ,
|μ|c ∼ sup
{
μ(Tε(ω))
σ (Pε(ω) ∩ bD) : ω ∈ bD, ε > 0
}
.
Proof. Notice that if ζ ∈ Pε(ω) with ω ∈ bD , then |r(ζ )| ε and
δ
(
π(ζ ),ω
)
 δ
(
π(ζ ), ζ
)+ δ(ζ,ω) ∣∣r(ζ )∣∣+ ε  ε.
In other words, there exists a uniform constant C such that |r(ζ )|  Cε and π(ζ ) ∈ PCε(ω). Hence, the proof of the ﬁrst
inclusion is completed with c9 = C−1.
Assume that ζ ∈ Tε(ω). Then
δ(ζ,ω) δ
(
ζ,π(ζ )
)+ δ(π(ζ ),ω) ∣∣r(ζ )∣∣+ ε  ε,
which implies that there exists C9 such that ζ ∈ PC9ε(ω). The statement concerning the measure is obvious now. 
2.3. Non-isotropic norm on differential forms
We shall introduce non-isotropic norms on the exterior algebra of the complexiﬁed cotangent space. Assume that Ω is a
(p,q)-form on U ⊃ D¯ . We deﬁne
∣∣Ω(z)∣∣N := sup
{
(z)−(p+q)
∣∣Ω(z)(v1 ∧ · · · ∧ vp ∧ v¯ p+1 ∧ · · · ∧ v¯ p+q)∣∣× p+q∏
j=1
τ
(
z, v j,(z)
)
: v1, . . . , vp+q = 0
}
.
We warn the reader that in order to simplify the notation we suppress denoting dependence of | · |N on z ∈ U .
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ζ,(ζ )
n be a (ζ )-extremal basis at ζ and (Z
ζ,(ζ )
i )
∗ be the dual (1,0)-form to the (1,0)-vector ﬁeld
deﬁned in the following way
(
Z
ζ,(ζ )
i g
)
(η) :=
[
∂
∂λ
g
(
η + λuζ,(ζ )i
)]∣∣∣∣
λ=0
.
With this notation for each ζ ∈ D ∩ U and i, j = 1, . . . ,n,
∣∣(Z ζ,(ζ )i )∗ζ ∧ (Z ζ,(ζ )j )∗ζ ∣∣N ∼ τ (ζ,u
ζ,(ζ )
i ,(ζ ))τ (ζ,u
ζ,(ζ )
j ,(ζ ))
2(ζ )
.
Proof. It follows from the deﬁnition that∣∣(Z ζ,(ζ )i )∗ζ ∧(Z ζ,(ζ )j )∗ζ ∣∣N = sup
{∣∣(Z ζ,(ζ )i )∗ζ ∧ (Z ζ,(ζ )j )∗ζ (v1 ∧ v¯2)∣∣τ (ζ, v1,(ζ ))τ (ζ, v2,(ζ ))2(ζ ) : v1, v2 = 0
}
.
Thus for each  > 0 there are non-zero vectors v1, v2 in Cn (strictly speaking in T
1,0
ζ D¯ – this is the reason for adding
subscript ζ below and above) such that
∣∣(Z ζ,(ζ )i )∗ζ ∧ (Z ζ,(ζ )j )∗ζ ∣∣N  ∣∣(Z ζ,(ζ )i )∗ζ ∧ (Z ζ,(ζ )j )∗ζ (v1 ∧ v¯2)∣∣τ (ζ, v1,(ζ ))τ (ζ, v2,(ζ ))2(ζ ) + .
Obviously, we can write
v1 =
n∑
k=1
a1k
(
Z
ζ,(ζ )
k
)
ζ
=
n∑
k=1
a1ku
ζ,(ζ )
k , v2 =
n∑
k=1
a2k
(
Z
ζ,(ζ )
k
)
ζ
=
n∑
k=1
a2ku
ζ,(ζ )
k
for some (ai1, . . . ,a
i
n) ∈ Cn , i = 1,2. Therefore,∣∣(Z z,εi )∗ζ ∧ (Z z,εj )∗ζ ∣∣N  ∣∣a1i a¯2j ∣∣τ (ζ, v1,(ζ ))τ (ζ, v2,(ζ ))2(ζ ) + . (17)
Furthermore, it follows from Proposition 2.2 that for 1 l n and i = 1,2, it holds that
1
τ (ζ, vi,(ζ ))
∼
n∑
k=1
|aik|
τk(ζ,(ζ ))

|ail |
τ (ζ,u
ζ,(ζ )
l ,(ζ ))
. (18)
Hence, if ail = 0, as we may assume without loss of generality, then
τ
(
ζ, vi,(ζ )
)

τ (ζ,u
ζ,(ζ )
l ,(ζ ))
|ail |
.
This implies in view of (17) that
∣∣(Z ζ,(ζ )i )∗ζ ∧ (Z ζ,(ζ )j )∗ζ ∣∣N  τi(ζ,(ζ ))τ j(ζ,(ζ ))2(ζ ) + ,
which suﬃces to complete the proof, since on the other hand
∣∣(Z ζ,(ζ )i )∗ζ ∧ (Z ζ,(ζ )j )∗ζ ∣∣N  ∣∣(Z ζ,(ζ )i )∗ζ ∧ (Z ζ,(ζ )j )∗ζ (uζ,(ζ )i ∧ u¯ζ,(ζ )j )∣∣τi(ζ,(ζ ))τ j(ζ,(ζ ))2(ζ )
= τi(ζ,(ζ ))τ j(ζ,(ζ ))
2(ζ )
. 
The next lemma is an easy consequence of the deﬁnition and Lemma 2.8.
Lemma 2.9. Assume that Ω belongs to Λp,qCTzD and Θ ∈ Λs,tCTzD. Then
|Ω ∧ Θ|N  C |Ω|N |Θ|N ,
and if Ω ∈ Λ0,qCTzD, Θ ∈ Λ0,tCTzD, then
|Ω ∧ Θ|N  C |Θ ∧ Θ¯|1/2N |Ω ∧ Ω¯|1/2N
with a uniform constant C > 0.
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v∗1, . . . , v∗n the corresponding covectors and write
Ω =
∑
| J |=q
′
ω J v¯
∗ J , Θ =
∑
|L|=t
′
θL v¯
∗L,
with ωI, J , θK ,L ∈ C,
|Ω ∧ Θ|N =
∣∣∣∣∑
J ,L
ω J θL v
∗I v¯∗ J ∧ v¯∗L
∣∣∣∣N = (z)−(q+t)
∑
J∩L=∅
|ω J θL |
∏
j∈ J∪L
τ
(
z, v j,(z)
)
 2n
(
(z)−2q
∑
| J |=q
|ω J |2
∏
j∈ J
τ 2
(
z, v J ,(z)
))1/2(
(z)−2t
∑
|L|=t
|θL |2
∏
j∈L
τ 2
(
z, v j,(z)
))1/2
 2n|Ω ∧ Ω¯|1/2N |Θ ∧ Θ¯|1/2N . 
2.4. The Szegö projection on convex domains of ﬁnite type
Recall that the Szegö projection S : L2(bD) → H2(bD) is the orthogonal projection onto the Hardy space. In [25] the
authors proved that the Szegö projection is an operator of the so called S-type of order 0. We will not recall the deﬁnition
here, since we need is the next lemma, which is an easy consequence of estimates proved in [25].
Lemma 2.10. Assume that z ∈ Pε(ω)∩ D, whereω ∈ bD and ζ ∈ (C P2kε(ω) \ cP2k−1ε(ω))∩bD for some positive constants C , c > 1
and k ∈ N. The following estimate holds
∣∣Zu S(z, ζ )∣∣ 1
τ (z,u,2kε)σ (P2kε(ω) ∩ bD)
,
for each u ∈ Cn with |u| = 1. The operator Zu acts on the ﬁrst variable and for any g, which is smooth in a neighbourhood of z, is
deﬁned in the following way
(Zu g)(z) := ∂
∂λ
g(z + λu)
∣∣∣
λ=0.
3. Proofs of main results
3.1. Proof of Theorem 1.1
For c > 0 we deﬁne a family of polydisks of “radius” comparable with the distance to the boundary. Namely, for c > 0
set
Pc :=
{
Pc(ζ )(ζ ): ζ ∈ D ∩ U
}
.
At this moment we only assume that c is chosen in such a way that Pc(ζ )(ζ )  D , such a choice being possible by
Proposition 2.1. For an arbitrary f ∈ H(D¯), deﬁne
Lc, f (t) :=
{
P ∈Pc: P ∩
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t} = ∅}.
Lemma 3.1. Assume that D is a smoothly bounded convex domain of ﬁnite type in Cn. There exist constants c7,C7 > 0 such that for
each t ∈ R+ and f ∈ H(D¯),
P ∈ Lc7, f (t) ⇒ π(P ) ⊂
{
ω ∈ bD: MN [MI [ f ]](ω) t/C7}.
Before we provide the proof of Lemma 3.1, we need to formulate an auxiliary and rather technical result. Denote by πt
the restriction of the map π to the set
bDt :=
{
ζ ∈ Cn: r(ζ ) = t}.
Naturally, πt :bDt → bD is a diffeomorphism for small |t|. The symbol dσt stands for the surface element on bDt , in
particular dσ = dσ0 is the surface element on bD .
We intend to compare two measures on bDt . The ﬁrst one is induced by the surface element dσt , while the second is
induced by the pull back of dσ by πt . The latter object is denoted by π#t dσ . Speciﬁcally, in the proof of Lemmas 3.1 and 3.5
we will use the following estimates:
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∫
bDt
h
(
dσt −π#t dσ
)∣∣∣∣ c(t)‖h‖L1(dσt ),
∣∣∣∣
∫
bD
g
(
dσ −π−1#t dσt
)∣∣∣∣ c(t)‖g‖L1(dσ ).
The constants c(t) tend to 0 as t → 0.
Lemma 3.2 concerns smoothly bounded domains in general and does not depend on the complex or non-isotropic ge-
ometry of the domain. This is the reason for omitting its rather standard proof.
Before we present the proof of Lemma 3.1, an additional comment is in order. Namely, if π :U → bD is a projection,
with U ⊃ bD an open subset, then there is α > 0 such that for each ζ ∈ U ∩ D ,∣∣ζ −π(ζ )∣∣ (1+ α)dist[ζ,bD]. (19)
In order to justify (19) ﬁx a point ω ∈ bD and choose a coordinate system (V , x = (x1, . . . , x2n)) around ω with V ⊂ U in
such a way that
(i) (x1, . . . , x2n)(V ) = (−1,1)2n.
(ii) V ∩ bD = {ζ ∈ V : x2n(ζ ) = 0}.
(iii) for each ξ = (ξ1, . . . , ξ2n−1) ∈ (−1,1)2n−1,
π
({
(x1, . . . , x2n)
−1(ξ, t): t ∈ (−1,1)})≡ const.
The fact that such a choice is possible is a consequence of the rank theorem. Indeed, denote by p a projection of V onto
the space tangent to bD at ω. Naturally, we may assume that V is small enough to guarantee that p is a diffeomorphism.
The rank theorem can now be applied to that map p ◦π :R2n ⊃ V → R2n−1 ↪→ R2n . This implies that there exist diffeomor-
phisms ϕ : (−1,1)2n → V and ψ : p ◦π(V ) → (−1,1)2n such that
ψ ◦ p ◦π ◦ ϕ : (−1,1)2n  (t1, . . . , t2n) → (t1, . . . , t2n−1,0).
We deﬁne now the diffeomorphism x as follows
x(ζ ) := (π2n−1 ◦ ψ ◦ p ◦π(ζ ), r(ζ )),
where π2n−1 :R2n → R2n−1 is the projection onto the ﬁrst 2n − 1 variables. One easily checks that x satisﬁes properties
(i)–(iii), since we may assume without loss of generality that r(V ) = (−1,1).
The map x : V → (−1,1)2n is a diffeomorphism. Hence, for each ζ ∈ V it holds that∣∣ζ −π(ζ )∣∣= ∣∣x−1x(ζ ) − x−1x(π(ζ ))∣∣ ∣∣x(ζ ) − x(π(ζ ))∣∣= dist[x(ζ ), {ξ2n = 0}] dist[ζ,bD], (20)
since {ξ ∈ (−1,1)2n: ξ2n = 0} = x(V ∩ bD).
There exists a ﬁnite number of charts {(V 1, x1), . . . , (V l, xl)} satisfying properties (i)–(iii) which cover bD , since bD is
compact. Thus there also exists a uniform constant C such that (19) holds for ζ ∈ U , after perhaps shrinking the neighbour-
hood U ⊃ bD .
Proof of Lemma 3.1. We assume that c7 is small enough to guarantee that Pc7|r(ζ )|(ζ )  D . However we postpone for a
while the choice of its precise value. Assume that Pc7|r(ζ2)|(ζ2) ∈ Lc7, f (t) and let
ζ1 ∈ Pc7|r(ζ2)|(ζ2) ∩
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t}.
In order to complete the proof we need to show that there exists C7 such that if ζ3 ∈ Pc7|r(ζ2)|(ζ2), then
MN
[
MI [ f ]](π(ζ3)) t/C7.
We accomplish this task in a couple of steps. First of all, by the mean value property for holomorphic functions
t 
∣∣ f (ζ1)∣∣ 1
V (Pc7|r(ζ1)|(ζ1))
∫
Pc |r(ζ )|(ζ1)
| f |dV  C 1
V (PC21c7|r(ζ1)|(ζ3))
∫
P 2 (ζ3)
| f |dV ,
7 1 C1c7 |r(ζ1)|
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V (PC1c7|r(ζ1)|(ζ2))
V (Pc7|r(ζ1)|(ζ1))
V (PC21c7|r(ζ1)|(ζ3))
V (PC1c7|r(ζ1)|(ζ2))
. (21)
Notice that the doubling property of the volume measure (10) implies that (21) is uniformly bounded from above.
Under our working assumption that Pc7|r(ζ )|(ζ ) ⊂⊂ D , it holds that |r(ζ1)| ∼ |r(ζ3)|. Therefore, we may write
t  C 1
V (PC8|r(ζ3)|(ζ3))
∫
PC8 |r(ζ3)|(ζ3)
| f |dV
with a uniform constant C8 = C8(c7). Now we are ready to deﬁne the constant c7. Namely, we choose c7 in such a way that
for each z ∈ D ,
PC8(c7)|r(z)|(z) ⊂
{
ζ ∈ D: r(ζ ) < r(z)/2}.
The fact that such a choice is possible follows from Lemmas 2.1 and 2.5. We have sketched the proof of the fact that there
exists a constant α > 0 such that for each ζ ∈ D ,
∣∣ζ −π(ζ )∣∣ (1+ α)dist[ζ,bD]. (22)
As a consequence, according to Theorem 1.3 for each ζ ∈ D ,
∣∣ f (ζ )∣∣ AαMI [ f ](π(ζ )).
Hence, we may write
t  C V (PC4C8|r(ζ3)|(π(ζ3)))
V (PC8|r(ζ3)|(ζ3))
1
V (PC4C8|r(ζ3)|(π(ζ3)))
∫
PC4C8 |r(ζ3)|(π(ζ3))∩D
| f |dV
 C 1
V (PC4C8|r(ζ3)|(π(ζ3)))
∫
PC4C8 |r(ζ3)|(π(ζ3))∩D
∣∣MI [ f ](π(ζ ))∣∣dV (ζ ), (23)
again invoking property (10), where C4 = C4(C8(c7)) is the constant from Lemma 2.6.
We claim that this implies that
t  C 1
σ(PC13|r(ζ3)|(π(ζ3)) ∩ bD)
∫
PC13 |r(ζ3)|(π(ζ3))∩bD
∣∣MI [ f ]∣∣dσ (24)
for some uniform constant C13 and, as a result also,
t  C sup
ε>0
1
σ(Pε(π(ζ3)) ∩ bD)
∫
Pε(π(ζ3))∩bD
∣∣MI [ f ]∣∣dσ ∼ MN [MI [ f ]](π(ζ3)),
which suﬃces to complete the proof.
In order to prove that (23) implies (24), observe that∫
PC4C8 |r(ζ3)|(π(ζ3))∩D
∣∣MI [ f ](π(ζ ))∣∣dV (ζ ) ∫
TC9C4C8 |r(ζ3)|(π(ζ3))
∣∣MI [ f ](π(ζ ))∣∣dV

C9C4C8|r(ζ3)|∫
0
∫
π−1−t (PC9C4C8 |r(ζ3)|(π(ζ3))∩bD)
∣∣MI [ f ](π(ζ ))∣∣dσ−t dt,
where C9 is the constant from Lemma 2.7.
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π−1−t (PC9C4C8 |r(ζ3)|(π(ζ3))∩bD)
∣∣MI [ f ](π(ζ ))∣∣dσ−t 
∫
PC9C4C8 |r(ζ3)|(π(ζ3))∩bD
∣∣MI [ f ]∣∣(π−1−t )# dσ−t

∫
PC9C4C8 |r(ζ3)|(π(ζ3))∩bD
∣∣MI [ f ]∣∣dσ ,
if |t| is small enough to guarantee that the corresponding constants c(t) are less than 1/2.
Therefore, ∫
PC4C8 |r(ζ3)|(π(ζ3))∩D
∣∣MI [ f ](π(ζ ))∣∣dV (ζ ) ∣∣r(ζ3)∣∣
∫
PC9C4C8 |r(ζ3)|(π(ζ3))∩bD
∣∣MI [ f ]∣∣dσ .
As a consequence, we obtain
1
V (PC4C8|r(ζ3)|(π(ζ3)))
∫
PC4C8 |r(ζ3)|(π(ζ3))∩D
∣∣MI [ f ](π(ζ ))∣∣dV (ζ )
 |r(ζ3)|
V (PC4C8|r(ζ3)|(π(ζ3)))
∫
PC9C4C8 |r(ζ3)|(π(ζ3))∩bD
∣∣MI [ f ](η)∣∣dσ
 1
σ(PC9C4C8|r(ζ3)|(π(ζ3)) ∩ bD)
∫
PC9C4C8 |r(ζ3)|(π(ζ3))∩bD
∣∣MI [ f ](η)∣∣dσ ,
which completes the proof. Indeed, it follows from Lemma 2.3 and Proposition 2.2 that
|r(ζ3)|
V (PC4C8|r(ζ3)|(π(ζ3)))
= |r(ζ3)|∏n
k=1 τ 2k (π(ζ3),C4C8|r(ζ3)|)
 1
σ(PC9C4C8|r(ζ3)|(π(ζ3)) ∩ bD)
. 
We keep the function f ∈ H(D¯) ﬁxed and for each t ∈ R+ we deﬁne now a function m1t :bD → R ∪ {−∞} by the
following condition
mt(ω) =m1t (ω) := sup
{
ε > 0: there exists P = Pε(ζ ) ∈ Lc7, f (t) such that π(ζ ) = ω
}
,
provided there exists P = Pε(ζ ) ∈ Lc7, f (t) such that π(ζ ) = ω. Otherwise, we simply set m1t (ω) := −∞. This function will
be used to choose a suitable subfamily of Lc7, f (t). The method resembles the construction of a Whitney type cover. In order
to accomplish the task of constructing such a cover, choose a sequence of numbers (an)∞n=1 such that
(i) 0< an < 1;
(ii)
∏N
n=1 an converges to a positive number a > 0 as N → ∞.
For instance, the sequence an = 1− 1(n+1)2 would work.
Under the assumption that Lc7, f (t) = ∅ let L1 := Lc7, f (t) and
s1 := sup
ω∈bD
m1t (ω).
Notice that supω∈bD m1t (ω) > −∞. Indeed, the assumption Lc7, f (t) = ∅ implies that there exists ζ ∈ D such that | f (ζ )| t .
Consequently, s1 m1t (π(ζ )) = c7|r(ζ )|.
Assume that ω1 ∈ bD is chosen in such a way that m1t (ω1)
√
a1s1. Furthermore, choose ζ1 ∈ D with π(ζ1) = ω1 such
that Pε1 (ζ1) ∈ Lc7, f (t) and ε1 
√
a1m1t (ω1). Naturally, such a choice is possible by the deﬁnition of the number s1 and
the function m1t . Denote P
1 := Pε1 (ζ1). Although it is not important at this moment, recall that by deﬁnition of the family
Lc7, f (t), it holds that ε1 = c7|r(ζ1)|.
For l  1 assume that the families Lc7, f (t) = L1 ⊃ · · · ⊃ Ll and the functions m1t , . . . ,mlt have been deﬁned and the
polydisks P1, . . . , Pl chosen. Set
Ll+1 := {P ∈ Lc7, f (t): π(P ) ∩π(P i)= ∅, i = 1, . . . , l}
and
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{
ε > 0: there exists P = Pε(ζ ) ∈ Ll+1 such that π(ζ ) = ω
}
,
if there exists P = Pε(ζ ) ∈ Ll+1 such that π(ζ ) = ω. Otherwise we put ml+1t (ω) := −∞.
If Ll+1 = ∅, then the process stops at step l. If Ll+1 = ∅, deﬁne
sl+1 := sup
ω∈bD
ml+1t (ω).
Naturally, the fact that Ll+1 = ∅ implies that sl+1 > −∞. Indeed, if Pε(ζ ) ∈ Ll+1, then sl+1 ml+1t (π(ζ )) c7|r(ζ )|. There-
fore, we can ﬁnd ωl+1 in such a way that ml+1t (ωl+1) 
√
al+1sl+1. We can also ﬁnd ζl+1 ∈ D such that π(ζl+1) = ωl+1,
Pεl+1(ζl+1) ∈ Ll+1 and εl+1 
√
al+1ml+1t (ωl+1).
In the result of this construction, under the assumption that Lc7, f (t) = ∅, we obtain either
(i) a ﬁnite number of polydisks P1, . . . , Pl such that π(P i) ∩π(P j) = ∅, i = j or
(ii) an inﬁnite sequence P1 = Pε1 (ζ1), P2 = Pε2 (ζ2), . . . such that π(P i) ∩ π(P j) = ∅ if i = j. In this case the sequence
ε1, ε2, . . . tends to 0. Indeed, since the images of P1, P2, . . . under π are disjoint and bD is compact, it holds that
∞∑
i=1
σ
(
π
(
P i
))
 σ(bD) < ∞,
which is impossible by (3.2), if εi are bounded away from 0.
In both cases we will use the symbol Pc7, f (t) in order to denote the corresponding ﬁnite or inﬁnite sequence of polydisks.
Naturally, the construction of the family Pc7, f (t) depends on f and t . However, the constants which appear during this
construction do not.
Notice that although s1  s2  · · · , we cannot claim that ε1  ε2  · · · . However, for each l we have
εl 
√
alm
l
t(ωl) alsl,
which implies that
εl
al
 sl  sl+1  εl+1,
since Ll+1 ⊂ Ll and, as a result, mlt(ω)ml+1t (ω) for each ω ∈ bD . Therefore,
ε1  a1ε2  a1a2ε3  · · ·
l−1∏
i=1
aiεl  · · · . (25)
We will make use of this property in the next lemma.
Lemma 3.3. If P = Pε(ζ ) ∈ Lc7, f (t), then there exists P j = Pε j (ζ j) = Pc7|r(ζ j)|(ζ j) ∈Pc7, f (t) such that
π(P ) ∩π(P j) = ∅
and ε j  aε.
Proof. If P = Pε(ζ ) ∈ Lc7, f (t), then Pc7, f (t) = ∅. Assume ﬁrst that the set
Pc7, f (t) =
{
P1 = Pε1(ζ1), P2 = Pε2(ζ2), . . .
}
is of inﬁnite cardinality. Notice that since ε j tends to 0 and
∏l
i=1 ai → a as l → ∞, it holds that
∏l−1
i=1 aiεl → 0. As a result,
there exists k such that
ε1  a1ε2  · · ·
k−1∏
i=1
aiεk  aε >
k∏
i=1
aiεk+1.
We claim that π(Pε(ζ )) ∩ π(Pε j (ζ j)) = ∅ for some 1 j  k. Assume, on the contrary, that this is not the case. Then P =
Pε(ζ ) ∈ Lk+1 and, consequently, sk+1  ε = c7|r(ζ )|. On the other hand, εk+1  ak+1sk+1, which implies that εk+1  ak+1ε.
Altogether we obtain
aε >
k∏
aiεk+1 
k+1∏
aiε,
i=1 i=1
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i=1 ai
a
>
∏∞
i=1 ai
a
= 1.
The same argument works if cardPc7, f (t) < ∞. Indeed, in view of the above arguments we only need to take into account
the situation when for each 1 j  l it holds that
j−1∏
i=1
aiε j  aε. (26)
If π(P ) ∩ π(P j) = ∅ for 1  j  l, then Ll+1 = ∅ and the process should not have stopped at step l. This implies that if
Pc7, f (t) is ﬁnite and (26) holds, then π(P ) ∩π(P j) = ∅ for some 1 j  l.
In either case there exists j ∈ N such that π(P ) ∩π(P j) = ∅ and
ε j 
j−1∏
i=1
aiε j  aε.
This completes the proof. 
Lemma 3.4. Assume that for f ∈ H(D¯) and t  0, the family
P f ,c7(t) =
{
Pε1(ζ1), Pε2(ζ2), . . .
}
was constructed as above. There exists a constant C10 such that for each f ∈ H(D¯) and t  0,
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t}⊂ ∞⋃
i=1
PC10εi (ζi).
Proof. First of all notice that we may assume that Pc7, f (t) = ∅. Indeed, if Pc7, f (t) = ∅, then also{
ζ ∈ D: ∣∣ f (ζ )∣∣ t}= ∅
and there is nothing to prove.
Let ζ ∈ D satisfy the condition | f (ζ )| t . Consider the polydisk Pρ(ζ ′) ∈ Lc7, f (t) such that π(ζ ′) = ω = π(ζ ) and
c7
∣∣r(ζ ′)∣∣= ρ  2mt(π(ζ ′))/3.
Naturally, the ﬁrst equality follows from the fact that Pρ(ζ ′) ∈ Lc7, f (t). The existence of Pρ(ζ ′) follows from deﬁnition of
the function mt .
It follows from Lemma 3.3 that there exists j ∈ N such that 2ε j  ρ (for simplicity we assume that a = 1/2) and
π
(
Pρ(ζ
′)
)∩π(Pε j (ζ j)) = ∅.
The assumption | f (ζ )| t implies that Pc7|r(ζ )|(ζ ) belongs to Lc7, f (t) and, as a consequence,
c7
∣∣r(ζ )∣∣mt(π(ζ ))=mt(ω) = sup{ε > 0: there exists Pε(ζ ) ∈ Lc7, f (t) with π(ζ ) = ω} 32ρ = 3c72
∣∣r(ζ ′)∣∣.
(27)
Assume that ω′ ∈ π(Pρ(ζ ′)) ∩ π(Pε j (ζ j)) and let ω′ = π(ζ ′j) and ω′ = π(ζ ′′), where ζ ′j ∈ Pε j (ζ j) and ζ ′′ ∈ Pρ(ζ ′), respec-
tively. Then, since δ is a quasi-distance
δ(ζ, ζ j) δ
(
ζ,π(ζ )
)+ δ(π(ζ ),π(ζ ′))+ δ(π(ζ ′), ζ ′)+ δ(ζ ′, ζ ′′) + δ(ζ ′′,π(ζ ′′))
+ δ(π(ζ ′′),π(ζ ′j))+ δ(π(ζ ′j), ζ ′j)+ δ(ζ ′j, ζ j).
Firstly, notice that δ(π(ζ ),π(ζ ′)) = 0= δ(π(ζ ′′),π(ζ ′j)) and, by Lemma 2.5,
δ
(
ζ,π(ζ )
)

∣∣r(ζ )∣∣, δ(π(ζ ′), ζ ′) ∣∣r(ζ ′)∣∣, δ(ζ ′′,π(ζ ′′)) ∣∣r(ζ ′′)∣∣, δ(π(ζ ′j), ζ ′j) ∣∣r(ζ ′j)∣∣.
As a result,
δ(ζ, ζ j)
∣∣r(ζ )∣∣+ ∣∣r(ζ ′)∣∣+ c7∣∣r(ζ ′)∣∣+ ∣∣r(ζ ′′)∣∣+ ∣∣r(ζ ′)∣∣+ c7∣∣r(ζ j)∣∣.j
184 M. Jasiczak / J. Math. Anal. Appl. 362 (2010) 167–189Since ζ ′′ ∈ Pc7|r(ζ ′)|(ζ ′) and ζ ′j ∈ Pc7|r(ζ j)|(ζ j), it holds |r(ζ ′′)| ∼ |r(ζ ′)| and |r(ζ ′j)| ∼ |r(ζ j)|. Also, the inequality (27) implies
that |r(ζ )| |r(ζ ′)|. Altogether, we obtain
δ(ζ, ζ j)
∣∣r(ζ ′)∣∣+ ∣∣r(ζ j)∣∣.
Now we invoke Lemma 3.3 in order to obtain that
δ(ζ, ζ j)
∣∣r(ζ j)∣∣= 1
c7
ε j,
which completes the proof. Indeed, this precisely means that there exists a uniform constant C10 such that ζ ∈
PC10ε j (ζ j). 
We have already noticed that for each ω ∈ bD and ε > 0,
σ
(
P2ε(ω) ∩ bD
)
 σ
(
Pε(ω) ∩ bD
)
. (28)
Unfortunately this does not suﬃce for our purposes. We shall need the following estimate:
Lemma 3.5. For each c > 0 there exists C14(c) such that for each ζ ∈ U ,
σ
(
π
(
Pc·c7|r(ζ )|(ζ )
))
 C14(c)σ
(
π
(
Pc7|r(ζ )|(ζ )
))
.
Proof. First we prove that there exists a uniform constant C = C(c) such that
σ
(
π
(
Pc·c7|r(ζ )|(ζ )
))
 σ
(
πr(ζ )
(
PCc·c7|r(ζ )|(ζ ) ∩ bDr(ζ )
))
. (29)
This suﬃces to complete the proof. Indeed, with (29) we may write
σ
(
π
(
Pc·c7|r(ζ )|(ζ )
))
 σ
(
πr(ζ )
(
PCc·c7|r(ζ )|(ζ ) ∩ bDr(ζ )
))= ∫
πr(ζ )(PCcc7 |r(ζ )|(ζ )∩bDr(ζ ))
dσ

∫
PCcc7 |r(ζ )|(ζ )∩bDr(ζ )
π#r(ζ ) dσ 
∫
PCcc7 |r(ζ )|(ζ )∩bDr(ζ )
dσr(ζ ),
where the last estimate is again a consequence of Lemma 3.2. On the other hand, it follows from Lemmas 2.3 and 3.2 that
σr(ζ )
(
PCcc7|r(ζ )|(ζ ) ∩ bDr(ζ )
)
 σr(ζ )
(
Pc7|r(ζ )|(ζ ) ∩ bDr(ζ )
)

∫
Pc7 |r(ζ )|(ζ )∩bDr(ζ )
π#r(ζ ) dσ = σ
(
πr(ζ )
(
Pc7|r(ζ )|(ζ ) ∩ bDr(ζ )
))
.
Therefore, if (29) holds true, then
σ
(
π
(
Pcc7|r(ζ )|(ζ )
))
 σ
(
πr(ζ )
(
PCcc7|r(ζ )|(ζ ) ∩ bDr(ζ )
))
 σ
(
πr(ζ )
(
Pc7|r(ζ )|(ζ ) ∩ bDr(ζ )
))
 σ
(
π
(
Pc7|r(ζ )|(ζ )
))
.
Thus, in order to complete the proof, it suﬃces to justify (29). We will show that there exists a uniform constant C such
that
π−1r(ζ )π
(
Pcc7|r(ζ )|(ζ )
)⊂ PCcc7|r(ζ )|(ζ ).
Choose η ∈ D with r(η) = r(ζ ) and π(η) = π(ζ ′) for some ζ ′ ∈ Pcc7|r(ζ )|(ζ ). Then
δ(η, ζ ) δ
(
η,π(η)
)+ δ(π(η),π(ζ ′))+ δ(π(ζ ′), ζ ′)+ δ(ζ ′, ζ ) cc7∣∣r(ζ )∣∣,
since, the fact that ζ ′ ∈ Pcc7|r(ζ )|(ζ ) implies that
δ
(
ζ ′,π(ζ ′)
)

∣∣r(ζ ′)∣∣ dist[ζ ′,bD] dist[ζ,bD] ∣∣r(ζ )∣∣.
This means that η ∈ PCcc7|r(ζ )|(ζ ) with a constant C , which depends only on c when c7 is ﬁxed. 
Lemma 3.6. There exists a constant C11 such that for each ζ ∈ D ∩ U ,
PC4C10c7|r(ζ )|
(
π(ζ )
)∩ bD ⊂ π(PC11C4C10c7|r(ζ )|(ζ )),
where C4 = C4(C10c7) is the constant, the existence of which is proved in Lemma 2.6.
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Tc9ε(ω) ⊂ Pε(ω) ∩ D¯ ⊂ TC9ε(ω)
for each ω ∈ bD and ε > 0.
First of all
PC4C10c7|r(ζ )|
(
π(ζ )
)∩ D¯ ⊂ TC9C4C10c7|r(ζ )|(π(ζ ))⊂ Pc−19 C9C4C10c7|r(ζ )|(π(ζ )). (30)
This implies that
PC4C10c7|r(ζ )|
(
π(ζ )
)∩ bD ⊂ TC9C4C10c7|r(ζ )|(π(ζ ))∩ bD = π(TC9C4C10c7|r(ζ )|(π(ζ )))
and π(TC9C4C10c7|r(ζ )|(π(ζ ))) ⊂ π(Pc−19 C9C4C10c7|r(ζ )|(π(ζ ))). The constant C4 = C4(C10c7) was deﬁned in Lemma 2.6 in such a
way that PC10c7|r(ζ )|(ζ ) ⊂ PC4C10c7|r(ζ )|(π(ζ )). Also, by (30) we have PC4C10c7|r(ζ )|(π(ζ ))∩ D¯ ⊂ Pc−19 C9C4C10c7|r(ζ )|(π(ζ )), which
implies that
Pc−19 C9C4C10c7|r(ζ )|
(
π(ζ )
)⊂ PC1c−19 C9C4C10c7|r(ζ )|(ζ ).
Altogether, we obtain
PC4C10c7|r(ζ )|
(
π(ζ )
)∩ bD ⊂ π(Pc−19 C9C4C10c7|r(ζ )|(π(ζ )))⊂ π(PC11C4C10c7|r(ζ )|(ζ )),
with C11 := C1C9c−19 . 
Proposition 3.7. Assume that D is a smoothly bounded convex domain of ﬁnite type in Cn, n > 1,μ is a Carleson measure on D. There
exists a constant C6 > 0 such that for each f ∈ H(D¯),
μ f (t) C6σMN [MI [ f ]](t/C6),
where
μ f (t) := μ
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t},
and
σMN [MI [ f ]](t) := σ
{
ω ∈ bD: MN [MI [ f ]](ω) t}.
Proof. Observe that in view of Lemmas 3.4 and 2.6
μ
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t} ∞∑
j=1
μ
(
PC10ε j (ζ j) ∩ D
)

∞∑
j=1
μ
(
PC4C10ε j
(
π(ζ j) ∩ D
))
 |μ|c
∞∑
j=1
σ
(
PC4C10ε j
(
π(ζ j)
)∩ bD) |μ|c ∞∑
j=1
σ
(
π
(
PC11C4C10ε j (ζ j)
))
,
where C4 = C4(C10c7), since by deﬁnition of the family Pc7, f (t) ⊂ Lc7, f (t), it holds ε j = c7|r(ζ j)|. The third inequality is a
consequence of the fact the μ satisﬁes the Carleson condition. The last one follows from Lemma 3.6.
On the other hand, by construction of Pc7, f (t) for each j ∈ N,
Pε j (ζ j) ∩
{
ζ :
∣∣ f (ζ )∣∣ t} = ∅.
Therefore, it follows from Lemma 3.1 that
π
(
Pε j (ζ j)
)⊂ {ω ∈ bD: MN [MI [ f ]](ω) t/C7}.
Thus, invoking Lemma 3.5, we obtain
μ
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t} |μ|c ∞∑
j=1
σ
(
π
(
PC11C4C10ε j (ζ j)
))
 |μ|c
n∑
j=1
σ
(
π
(
Pε j (ζ j)
))
 |μ|cσ
{
ω ∈ bD: MN [MI [ f ]](ω) t/C7},
since the polydisks Pε j (ζ j) were constructed in such a way that π(Pεi (ζi)) ∩π(Pε j (ζ j)) = ∅, if i = j and ε j = c7|r(ζ j)|. The
last estimate is a consequence of Lemma 3.1. This completes the proof. 
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consequence of Lemma 3.2 we have∫
bD
| ft |p dσ =
∫
πt (bDt )
∣∣ f ◦π−1t ∣∣p dσ =
∫
bDt
| f |pπ#t dσ 
∫
bDt
| f |p dσt + c(t)
∥∥| f |p∥∥L1(bDt ,σt )

(
1+ sup c(t)) sup
t
∥∥| f |p∥∥L1(bDt ,σt ) = (1+ sup c(t))‖ f ‖Hp(bD).
This implies, in view of “Lebesgue’s dominated convergence theorem”, that ft tends to f in the norm of the space Lp(bD, σ ).
As has been recalled in the Introduction, ‖ f ‖Hp(bD) ∼ ‖ f˜ ‖Lp(dσ) for 1 p < ∞, where f˜ stands for the radial limit of f . As
a result, ft tends to f (or rather f˜ ) also in Hp(bD) for 1  p < ∞. As a result H(D¯) is dense in Hp(bD), which will be
used below in the proof of Theorem 1.1.
Proof of Theorem 1.1. Assume that f ∈ H(D¯) and μ is a Carleson measure in D . Denote
μ f (t) := μ
{
ζ ∈ D: ∣∣ f (ζ )∣∣ t}, σg(t) := σ{ω ∈ bD: ∣∣g(ω)∣∣ t}.
Recall that
‖ f ‖pLp(μ) = p
∞∫
0
t p−1μ f (t)dt, ‖g‖pLp(bD) = p
∞∫
0
t p−1σg(t)dt.
Then, it follows from Proposition 3.7 that
‖ f ‖Lp(μ) = p
∞∫
0
t p−1μ f (t)dt  C6
∞∫
0
t p−1σMN [MI [ f ]](t/C6)dt
= C1+p6
∞∫
0
sp−1σMN [MI [ f ]](s)ds =
∥∥MN [MI [ f ]]∥∥Lp(bD).
Both MN and MI are bounded on Lp(bD). Therefore,
‖ f ‖Lp(μ) 
∥∥MN [MI [ f ]]∥∥Lp(bD)  ‖ f ‖Lp(bD).
In other words, for any f ∈ H(D¯) and 1< p < ∞, if μ is a Carleson measure, then∫
D
| f |p dμ
∫
bD
| f |p dσ .
This completes the proof, since H(D¯) is dense in Hp(bD) provided 1 p < ∞. 
3.2. Proof of Theorem 1.2
We shall specify to providing examples of Carleson measures. Notice that since D is convex we may assume that f in
the proofs below is smooth in some neighbourhood of D¯ .
Theorem 3.1. Assume that f ∈ H2(bD), then∫
D
|∂ f ∧ ∂ f |N dV 
∫
bD
| f |2 dσ .
Proof. Assume that f ∈ H2(bD). By Green’s theorem (cf. [2] for a similar argument) we have∫
D
|∂ f |2 dV 
∫
bD
| f |2 dσ , (31)
since r is everywhere convex and consequently subharmonic. From Theorem 1.4 it follows that
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D
|∂ f ∧ ∂ f |N dV 
∫
D
|∂ f ∧ ∂ f |dV 
∫
D
|∂ f |2 dV 
∫
bD
| f |2 dσ ,
since
√−1∂ f ∧ ∂ f is a closed, positive (1,1)-form provided f is holomorphic. 
Proof of Theorem 1.2. Fix now Sε(z) = Pε(z)∩ bD with z ∈ bD and write f := f1 + f2 + f3 = ( f )ASε(z) + ( f − ( f )ASε(z))χ +
( f − ( f )ASε(z))(1−χ) for a uniform constant A, which is chosen in such a way that Pε(ω) APε(ω). The symbol χ stands
here for the characteristic function of the set ASε(z).
It is a consequence of Lemma 2.9, that we do not have to deal with mixed terms. We start with ∂ S f2 ∧ ∂ S f2, for which
the following estimate holds∫
Pε(z)∩D
|∂ S f2 ∧ ∂ S f2|N dV 
∫
bD
|S f2|2 dσ 
∫
bD
| f2|2 dσ =
∫
ASε(z)
| f − f ASε(z)|2 dσ  σ(Sε)‖ f ‖2BMO(bD).
The last inequality follows by the John–Nirenberg inequality. The symbol S stands for the Szegö projection.
The rest follows from size estimates and is based on estimates of the Szegö kernel from [25], which have been recalled
in Section 2.4. Namely, in the case of ∂ S f3 ∧ ∂ S f3 corresponding estimates are consequence of the following inequality
∣∣Zu(S f3)(z)∣∣ ‖ f ‖BMO
τ (z,u, ε)
, (32)
which hold for z ∈ D ∩ Pε(ω), where ω ∈ bD and u ∈ Cn satisﬁes |u| = 1. As before, the symbol Zu stands for
(Zu g)(z) := ∂
∂λ
g(z + λu)
∣∣∣
λ=0.
Also, for any orthonormal vectors e1, . . . , en ,
∂ g(z) =
n∑
k=1
(Zek g)(z) · (Zek )∗,
where (Zek )
∗ stands for the (1,0)-form, which is dual to the (1,0)-vector Zek .
The estimate (32) suﬃces to complete the proof. Indeed, if ζ ∈ Pε(ω) ∩ D , then
∣∣∂ S f3 ∧ ∂ S f3(ζ )∣∣N =
∣∣∣∣∣
(
n∑
i=1
(
Z
ζ,(ζ )
i S f3(ζ )
) · (Z ζ,(ζ )i )∗
)
∧
(
n∑
j=1
(
Z
ζ,(ζ )
j S f3(ζ )
) · (Z ζ,(ζ )j )∗
)∣∣∣∣∣N (ζ )
 C
n∑
i, j=1
‖ f ‖BMO
τ (ζ,u
ζ,(ζ )
i , ε)τ (ζ,u
ζ,(ζ )
j , ε)
∣∣(Z ζ,(ζ )i )∗ ∧ (Z ζ,(ζ )j )∗∣∣N (ζ ),
provided ζ ∈ D ∩ Pε(ω), where we used symbols uζ,(ζ )1 , . . . ,uζ,(ζ )n in order to denote a (ζ )-extremal basis at ζ . We have
written | · |N (ζ ) to indicate that the norm is to be computed at the point ζ .
It follows from the deﬁnition of the non-isotropic norm and Lemma 2.8 that for any ζ ∈ Pε(ω) ∩ D it holds that
∣∣∂ S f3 ∧ ∂ S f3(ζ )∣∣N  C
n∑
i, j=1
‖ f ‖2BMO
τ (ζ,u
ζ,(ζ )
i , ε)τ (ζ,u
ζ,(ζ )
j , ε)
τ (ζ,u
ζ,(ζ )
i ,(ζ ))τ (ζ,u
ζ,(ζ )
j ,(ζ ))
2(ζ )
.
Thus, for ζ ∈ Pk(ω) := Pε(ω) ∩ {z: c2−kε  (z) c2−k−1ε} we obtain the following estimate
∣∣∂ S f3 ∧ ∂ S f3(ζ )∣∣N  C‖ f ‖2BMO
n∑
i, j=1
1
2−2kε2
τ (ζ,u
ζ,(ζ )
i ,2
−kε)τ (ζ,uζ,(ζ )j ,2
−kε)
τ (ζ,u
ζ,(ζ )
i , ε)τ (ζ,u
ζ,(ζ )
j , ε)
.
Also, it follows from Proposition 2.2 that
τ (ζ,u
ζ,(ζ )
i ,2
−kε)
τ (ζ,u
ζ,(ζ )
i , ε)
 2−k/M .
The uniform constant c in the deﬁnition of Pk(ω) was chosen in such a way that (Pk(ω))k∈N0 covers Pε(ω) for any ω ∈ bD
and ε > 0. As a result,
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Pε(ω)∩D
(ζ )
∣∣∂ S f3 ∧ ∂ S f3∣∣N (ζ )dV (ζ )
 ‖ f ‖2BMO
n∑
i, j=1
∫
Pε(ω)∩D
(ζ )
τ (ζ,u
ζ,(ζ )
i , ε)τ (ζ,u
ζ,(ζ )
j , ε)
τ (ζ,u
ζ,(ζ )
i ,(ζ ))τ (ζ,u
ζ,(ζ )
j ,(ζ ))
2(ζ )
dV (ζ )
 C‖ f ‖2BMO
n∑
i, j=1
∞∑
k=1
2−2k/M
∫
Pk(ω)∩D
1
(ζ )
dV (ζ ) C‖ f ‖2BMO
∞∑
k=0
2−2k/M V (P
k(ω))
2−k−1ε
 C‖ f ‖2BMOσ
(
Pε(ω) ∩ bD
) ∞∑
k=0
2−2k/M . (33)
In order to prove (32) recall that it was shown in [9] that one can choose uniform constants C, c > 0 in such a way that
Pk(ω) := C P2kε(ω)\ cP2k−1ε(ω),k ∈ N is a cover of Pε0(ω)\ APε(ω), where ε0 is a uniform positive number. Notice that the
meaning of the symbol Pk(ω) differs here from the one which was used above in (33). Consequently, in view of Lemma 2.10
it holds for z ∈ Pε(ω) ∩ D that
∣∣Zu S f3(z)∣∣=
∣∣∣∣
∫
c ASε(ω)
(Zu S)(z, ζ )
(
f (ζ ) − f Sε(ω)
)
dσ(ζ )
∣∣∣∣

∞∑
k=0
1
τ (z,u,2kε)σ (Sε(ω))σ (bD ∩ Pk(ω))
∫
Pk(ω)∩bD
∣∣∣∣
∫
Sε(ω)
(
f (ζ ) − f (η))dσ(η)∣∣∣∣dσ(ζ )

∞∑
k=0
1
τ (z,u,2kε)
(
2‖ f ‖BMO +
∣∣( f )Sε(ω) − ( f )S2kε(ω)∣∣) ‖ f ‖BMOτ (z,u, ε) .
The last inequality is a consequence of the following inequality
∣∣( f )Sε(ω) − ( f )S2kε(ω)∣∣
k−1∑
j=0
∣∣( f )S2 jε(ω) − ( f )S2 j+1ε (ω)∣∣ 2k‖ f ‖BMO
and the fact that the sequence (kτ (z,u, ε)/τi(z,u,2kε))k∈N is summable uniformly with respect to u and ε > 0. Similar
arguments work in case of S f1.
Altogether, we obtain∫
Pε(ω)∩D
|∂ f ∧ ∂ f |N dV  C‖ f ‖2BMO(bD)σ
(
Pε(ω)
)
,
which shows that |∂ f ∧ ∂ f |N dV is a Carleson measure. One also easily notices that∣∣∂ f (z)∣∣2N  |∂ f ∧ ∂ f |N ,
which completes the proof. 
Corollary 3.1. Assume that f1, . . . , fl+1 are bounded holomorphic functions in D. The function
l(z)
∣∣∂ f1 ∧ · · · ∧ ∂ fl+1(z)∣∣N
is a Carleson measure in D.
Proof. The proof follows easily from the deﬁnition of the norm | · |N , Cauchy estimates and Theorem 1.2. 
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