Concerning the number of periodic solutions of 2-dimensional periodic systems, there are several interesting results. For example, it is well known that the Duffing equation with periodic forcing term ti+cf+au+pu'=Bcost where c > 0, a > 0, p > 0, and B are constants, has one and only one 27c-periodic solution if the damping coefftcient c is large enough, can have at least three 27r-periodic solutions in the case where c = 0 and a = 0. For reference, see [2, 3; 4; 61. The method used in [2] for the Duffing equation considered there can be adapted to a 2n-periodic equation like (1) by making a change of time scale; wt + t. In fact, unless this is done, the basic averaging theorem [2, Theorem 3.2, p. 1901, which deals with Tperiodic systems, T independent of E, cannot be used since in this equation w = v'-for some /3 > 0, i.e., T = 271/d-. The purpose of this paper is to give sufficient conditions on a 2-dimensional o-periodic system that it has a finite number of o-periodic solutions. Since an o-periodic system is also an no-periodic system for any positive integer n, our conditions will also show that under them, only a finite number of nw-periodic solutions are possible for each such positive integer n. For stronger sufficient conditions that higher dimensional periodic systems have at most a finite number of periodic solutions, cf. [9 ] . 430 
We shall denote by R" n-dimensional real Euclidean space, set R1 = R and define its topology by means of the Euclidean norm. We shall consider a 2-dimensional periodic system Ii = qt, II, v), ti = V(t, 24, II),
where U(t, U, V) and V(t, U, v) are continuous in (t, U, v) E R 3 and periodic in t of period w > 0; that is, qt + w, u, u) = qt, u, u), V(t + co, u, u) = V(1, u, 0) for all (t, U, V) E R 3.
Furthermore, we assume that solutions of (2) are uniquely determined by initial conditions and denote by (u(t, x,y), v(t, x, y)) the solution of (2) through (x, y) E R* at t = 0. (i) the solution (u(t, x, y), v(t, x, y)) exists for all t > 0 and for 6,~) E R*,
(ii) there is a compact subset D of R 2 such that for any (x,~) E R*, we have 04, x, Y), 0, x, Y)> E D for all large t > 0.
When system (2) is dissipative, we can see that the periodic points are contained in D, and hence the set of periodic points is bounded.
Remark. System (2) is dissipative if and only if its solutions are ultimately bounded in the sense of the definition in [8, p. 361. Our main result is the following:
THEOREM.
Assume that system (2) is dissipative, U(t, u, v) and V(t, u, v) of (2) are analytic in (u, v) E R*, and u, u) + g (t, u, 0) < 0 for (t, u, v) E R3.
Then the number of w-periodic points is finite.
NAKAJIMA AND SEIFERT
For the proof we require Lemmas 1-5. Even though some of these appear in the standard literature, we have for the sake of completeness included proofs for all but the first. In Lemmas 1-3, we assume that solutions (u(t, x, y), v(t, x, y)) exist for 0 < t < o and for (x, y) E R '. LEMMA 1. If U(t, u, v) and V(t, u, v) are analytic in (u, v) E R *, then u(t, x, y) and v(t, x, y) are analytic in (x, y) E R *.
For the proof, see [l, p. 361. Let M(t, x, y) be the Jacobian matrix of ~(t, x, y) and n(t, x, y) with respect to x and y, that is, LEMMA 2. Suppose condition (3) holds for 0 < t < o and for (u, v) E R *.
Then for every (x, y), at least one eigenvalue of M(o, x, y) is not 1. Here we shall consider an n-dimensional w-periodic system; zi=U(C,u) .=$ ) c 1 where u = (u, , u2 ,..., UJ, w, u) = (V,(L u),..., U"(t, u)), U(t, u) and its first partial derivatives with respect to the components of u are continuous on R x R". and o-periodic in t. Denoting by u(t, x) the solution of (5) if not, make the change of t; t -+ -t. Since D is invariant under T, the set {u(t, x) E R"; t E R, x E D} is bounded in R", and hence, using the periodicity of U, there is a constant a > 0 such that + au, (t, u(t, x)) < -a y7, aui for all f E R and xE D. 4. In system (2), suppose that condition (3) holds for all (t, u, v) E R 3. Then there exists no Jordan curve in R ' which consists of only w-periodic points.
Proof. Suppose that there exists such a Jordan curve. Clearly it is invariant under the w-period map T for system (2) . If D is the open set interior of this curve, we can see from the uniqueness of the initial value problem that D is invariant under T. For if not, some solution (x(f), y(f)) of (2) would satisfy (x(O), y(0)) E D, (x(w), y(w)) @ D, and so (%(tr), jj((ti) = (x(t,), y(t,)) for some t, E(O, w] and solution (f(t), y(f) of (2) First of all, we shall show that C is a one-dimensional smooth manifold. We show that the condition in (9) 5 (XO~Ydf 0 implies (10); a similar argument, which we omit, shows that the other case in (9) implies (11). Therefore, we may assume that 
and any point (x, y) in L(p,) can be represented as
provided L(p,) is assumed to be a sufficiently small neighbourhood of po. Therefore for such a L(p,) we have UP,) = {(&Y(x)); x E 4.
It remains to show that UP,) = {(XYY(X)h x E 47
that is, (-5 Y(X)> = w for x E I, which is equivalent to
by ( Clearly, zeros of F(x,y) are identical with o-periodic points of system (2). Therefore our purpose is to prove that O(F) consists of a finite number of elements.
We have that F(x, y) is analytic in (x, y) E R * by Lemma 1. Moreover we shall show that condition (9) Since system (2) is dissipative, O(F) is bounded. Therefore, if O(F) has infinitely many elements, then it follows from Lemma 5 that there exists a Jordan curve consisting of only o-periodic points, which contradicts Lemma 4. The proof is complete.
We now apply our theorem to the Duffmg equation (1) which is equivalent to the system
System (15) is dissipative (cf. [7 ] ), the right-hand side is analytic in u and v and Therefore by our theorem and a previous remark, we can conclude that for any integer n > 0, (15), and hence also (l), can have at most a finite number of 2nrr-periodic solutions.
The following example shows that there exist nonautonomous o-periodic systems like (2) 
where c > 0 is a fixed constant. It follows easily that (16) has constant solutions (critical points) (x,(t), y,(t)) = (l/nn, 0), n = 1,2,..., which for n odd are asymptotically stable focii or nodes, and for n even are unstable saddles; the characteristic exponents associated with these critical points all have nonzero real parts. By standard perturbation results (cf. [2] ) there exists for each it = 1,2,..., an E, > 0 such that x' =y, y' = -cy -g(x) + E, sin t (17n)
has a 2x-periodic solution (T,(t), jjn(t)) near (l/nn, 0). Clearly, l/(n + 2) 7c < Xn+ ,(t) < l/nrr for all t and n = 1, 2 ,..., and 3,(t) > 1/2n for all t.
Define the closed bounded interval I,, to be the range of f,(t); clearly, I, + , c [ l/(n + 2) 71, l/n7r], n = 1,2 )...) and I, c [ 1/27r, co). By choosing E, appropriately small, n = 1, 2, 3 ,..., we may assume Zj n I, empty for j # k. Let h(x) be any C" function on R such that h(x) = h(-x), h(x) = E, for x E I, ) n = 1) 2 ).... It follows that the 2n-periodic system x' =y, y' = -cy -g(x) + h(x) sin t
has for each n = 1, 2,..., the 27c-periodic solution (Y,,(t), y,(t)). The divergence condition (3) holds trivially for (17). To show (17) dissipative we may use [7, Theorem II].
Finally we give an example of a 3-dimensional w-periodic system which is analytic, dissipative, satisfies the divergence condition (6) , and yet has an infinite number of distinct m-periodic solutions. The system is as follows:
where 8, a, A, and A4 are positive constants with E < 1.
Since the first two equations of (18) form a van der Pol equation, this 2-dimensional system is dissipative and has a nontrivial periodic solution of least period T = T(E) > 0. We choose M such that /x(t)] < M and / y(t)] < A4 for all t sufficiently large and choose w = 27r/T.
It is straightforward to verify that (6) holds for n = 3; that (18) is dissipative also follows easily; we omit the detail.
If (z(t),J(t)) is a periodic solution of the first two equations of (18), clearly for any 8, 0 < 0 < T, (Y(t + f?), y(f + 19)) is also a periodic solution. Putting x =x(t) in the third equation of (18), and using the fact that the resulting coefficient of z is less than --E for all t, we see easily that the third equation in (18) has a unique w-periodic solution Y(t, 13). But the w-periodic solutions (f(t + 8),J(t + B), Y(l, 8)) of (( 18) are distinct for distinct B in (0, T) = (0,27r/o). Thus (18) has an infinite number of w-periodic solutions, one for each 0 in (0, T). This verifies that the example is as asserted, and shows that our basic theorem holds only for 2-dimensional systems.
For another example of a periodic system with an infinite number of stable periodic solutions in a bounded region, cf.
[lo].
