A stable discontinuous Galerkin method for linear elastodynamics in
  geometrically complex media using physics based numerical fluxes by Duru, Kenneth et al.
A stable discontinuous Galerkin method for linear elastodynamics in1
geometrically complex media using physics based numerical fluxes2
Kenneth Durua,b,d, Leonhard Rannabauerc, On Ki Angel Lingb, Alice-Agnes Gabrielb, Heiner Igelb,3
Michael Baderc4
aMathematical Sciences Institute, The Australian National University, Canberra, Australia5
bDepartment of Geophysics, Ludwig-Maximilian University, Munich, Germany6
cTechnical University of Munich, Germany7
dCorresponding author: kenneth.duru@anu.edu.au8
Abstract9
High order accurate and explicit time-stable solvers are well suited for hyperbolic wave propagation problems.10
For the complexities of real geometries, internal interfaces, nonlinear boundary and interface conditions,11
discontinuities and sharp wave fronts become fundamental features of the solutions. These are also effects12
of the presence of disparate spatial and temporal scales, present in real media and sources. As a result high13
order accuracy, geometrically flexible and adaptive numerical algorithms are critical for high fidelity and14
efficient simulations of wave phenomena in many applications.15
Using a physics-based numerical penalty-flux, we develop a provably energy-stable discontinuous Galerkin16
approximation of the elastic wave equation in complex and discontinuous media. By construction, our17
numerical flux is upwind and yields a discrete energy estimate analogous to the continuous energy estimate.18
The discrete energy estimate holds for conforming and non-conforming curvilinear elements. The ability19
to handle non-conforming curvilinear meshes allows for flexible adaptive mesh refinement strategies. The20
numerical scheme has been implemented in ExaHyPE, a simulation engine for hyperbolic PDEs on adaptive21
Cartesian meshes, for exascale supercomputers.22
We present 3D numerical experiments demonstrating stability and high order accuracy. Finally, we
present a regional geophysical wave propagation problem in a 3D Earth model with geometrically complex
free-surface topography.
Keywords: elastic waves, first order systems, discontinuous Galerkin spectral element method, curvilinear23
elements, boundary conditions, interface conditions, stability, high order accuracy.24
1. Introduction25
The arrival of exascale supercomputers will potentially unleash unprecedented computational power,26
enabling high fidelity and optimal solutions to complex multiscale and multiphysics geophysical problems.27
To fully leverage the computational powers of exascale machines, flexible, robust (provably stable) and energy28
aware numerical algorithms are critical for efficient simulations on such machines.29
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Numerical algorithms based on the discontinuous Galerkin (DG) method [28, 31, 35, 25, 27], can be30
flexible, high order accurate, provably stable, and well suited for complex large scale wave propagation31
problems [27, 43, 42]. Further, high order accurate DG method has been shown to minimize energy as well32
as time-to-solution [41], for a given error tolerance.33
In this study, we will pay special attention to scattering of linear elastic waves in heterogeneous, isotropic34
and anisotropic, solid Earth models with complex free surface topography, and the interactions of linear35
acousto–elastic waves in general heterogeneous media with complicated non–planar ocean bottom bathymetry.36
Accurate and efficient numerical simulation of seismic surface and interface waves, and scattering of high37
frequency wave modes by complex geometries are critical for assessing and quantifying seismic risks and38
hazards [36]. Surface and interface waves [15] are often the largest amplitude waves modes, and probably39
the most important wave modes in the medium. Thus, accurate and flexible representation of complex40
geometries becomes critical for reliable and efficient numerical simulations. For effective representation of41
complex geometries, we use adaptive boundary conforming curvilinear elements embedded in Peano [12, 11],42
an octree-like framework for dynamically adaptive Cartesian meshes. The elastic wave equation is then43
transformed from the Cartesian coordinates to the curvilinear coordinates using structure preserving coordi-44
nate transformations. The transformation is local within the element, and inside the element the curvilinear45
elements have logical Cartesian coordinates. Essentially, we solve the equations on an adaptive Cartesian46
mesh, and the complex geometries are moved into variable metric terms and are used to define transformed47
variable material parameters.48
In the past decade, the DG method has increasingly become an attractive method for approximating49
partial differential equations (PDEs), and has been successfully used to solve the elastic wave equation, in-50
cluding (element-wise constant) heterogeneous material properties [43, 42, 30]. However, a crucial component51
of the DG method is the numerical flux [22, 23], inherited from finite volume and finite difference methods52
[29, 4] for hyperbolic PDEs, based on approximate or exact solutions of the Riemann problem. Once the53
solution of the Riemann problem is available, information is exchanged across the element boundaries using54
numerical fluxes. The choice of a numerical flux and (approximate) solutions of the Riemann problem are55
critical for accuracy and stability of the DG method [20, 21, 45]. The Rusanov flux [4] (also called local56
Lax-Friedrichs flux) is widely used, because of its simplicity and robustness. However, the Rusanov flux57
might be inappropriate for simulating seismic surface waves [3].58
The Godunov flux with the exact solution to the Riemann problem seems, so far, to be a good choice59
for seismological applications [30, 43, 42]. However, the Godunov flux requires a complete eigenvector and60
eigenvalue decomposition of the coefficient matrices of the spatial operator. In a general anisotropic media,61
the eigen-decomposition can be nontrivial. The eigenvector-eigenvalue decomposition will become even much62
more cumbersome if elements are curved.63
In [3], we introduced an alternative but equivalent approach, using physics based numerical fluxes. The64
physics based flux does not require a complete eigenvector-eigenvalue decomposition of the spatial coefficient65
2
matrices, and can be easily adapted to model linear and nonlinear boundary and interface wave phenomena66
[18, 13]. In spirit our approach, is analogous to the method used in a finite difference framework [7] to model67
frictional sliding during dynamic earthquake ruptures [18, 13, 14] . However, static and/or dynamic adaptive68
mesh refinement in a finite difference setting is arduous.69
In this study, we will extend the physics based numerical fluxes to 3D geometrically complex elastic and70
acousto-elastic media, and use it to patch adaptive curvilinear DG elements together, in a provably stable71
manner. The main idea is to extract the tractions and particle velocities on an element face in Cartesian72
coordinates, and rotate them into the curvilinear coordinates. The rotated tractions and particle velocities,73
with the impedance, can be used to extract characteristics, plane shear waves and compressional waves,74
propagating along the boundary surface. Then, we construct boundary and interface data by solving a75
Riemann-like problem and constraining the solutions against the physical conditions acting at the element76
faces. The physics based fluctuations are constructed by penalizing data against the incoming characteristics.77
These fluctuations are then appended to the discrete equations with physically motivated penalty weights78
chosen such that the semi-discrete approximation satisfies an energy estimate analogous to the continuous79
energy estimate. The energy estimate proves the asymptotic stability of the semi-discrete approximation.80
The semi-discrete DG approximation is integrated in time using the Arbitrary DERivative (ADER) time81
integration [19]. The combination of the DG approximation in space and the ADER time integration is often82
referred to as the ADERDG scheme [30, 43]. For the ADERDG scheme, the numerical flux fluctuation is83
evaluated only once for any order of accuracy. The implication is that most of the computations are per-84
formed within the element to evaluate spatial derivatives. This can have a huge impact in high performance85
computing applications, since we can easily design efficient communication avoiding parallel algorithms. We86
will present numerical simulations verifying accuracy and stability of the method, using community devel-87
oped benchmark problems [16, 17, 1, 2]. We will also present simulation on real geologically constrained88
complex geometries.89
The remaining part of the paper will proceed as follows. In the next section, we introduce a general90
model for linear elastodynamics and acousto-elastic waves. Curvilinear coordinates and structure preserving91
curvilinear transformations are presented in section 3. In section 4, we present physical boundary and92
interface conditions and derive energy estimates. In section 5, the physics based numerical flux and the93
algorithms for solving the Riemann problem in heterogeneous media and arbitrary curvilinear coordinates94
are presented. The ADERDG approximations are presented in sections 6 and 7. Numerical experiments are95
presented in section 8 verifying accuracy and stability, and demonstrating the potentials of the method in96
simulating complex wave phenomena. In the last section we draw conclusions and suggest future work.97
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2. The first order linear hyperbolic PDE98
Consider the 3D first order linear hyperbolic system in a source–free heterogeneous medium
P−1
∂Q
∂t
=
∑
ξ=x,y,z
Aξ
∂Q
∂ξ
, (1)
where P = PT with QTPQ ≥ 0 and Aξ = ATξ , ξ = x, y, z. Here, t ≥ 0 denotes time and (x, y, z) ∈ Ω are
the Cartesian coordinates of the spatial domain Ω ⊂ R3. At the initial time, t = 0, we set the smooth initial
condition
Q(x, y, z, 0) = Q0(x, y, z) ∈ Hs, s ≥ 0, (2)
belonging to a suitable Soboleve space Hs, that is the space of L2 functions whose weak derivatives of99
order up to s are also L2. In general, the symmetric positive definite matrix P depends on the spatial100
coordinates x, y, z, and encodes the material parameters of the underlying medium. It is possible sometimes101
that P is symmetric positive semi-definite. Thus, if P is singular then P−1 will denote the pseudo-inverse of102
P. The non-dimensional constant matrices Aξ encapsulate the underlying linear conservation law and the103
corresponding linear constitutive relation.104
Introduce the energy density and the physical energy, defined by
dE(x, y, z, t)
dxdydz
=
1
2
[
QTP−1Q
]
> 0, E(t) =
∫
Ω
dE(x, y, z, t) > 0. (3)
Let Γ denote the boundary of the domain Ω, and n = (nx, ny, nz)
T
the outward unit normal on the boundary.
To show that the Cauchy problem, (1) with the decay condition |Q| → 0 at (x, y, z) → Γ, is well-posed,
we multiply (1) with φT (x, y, z) from the left, where φ(x, y, z) ∈ L2 (Ω) is an arbitrary test function, and
integrate over the whole spatial domain, Ω. We have
∫
Ω
φTP−1
∂Q
∂t
dxdydz =
∫
Ω
φT
 ∑
ξ=x,y,z
Aξ
∂Q
∂ξ
 dxdydz. (4)
In the right hand side of (4), integrating-by-parts, and using the fact that the coefficient matrices are
constant and symmetric, Aξ = A
T
ξ , gives∫
Ω
φTP−1
∂Q
∂t
dxdydz =
1
2
∫
Ω
 ∑
ξ=x,y,z
[
φTAξ
∂Q
∂ξ
−QTAξ ∂φ
∂ξ
] dxdydz + 1
2
∮
Γ
φT
 ∑
ξ=x,y,z
nξAξ
QdS. (5)
Replacing φ with Q in (5), in the right hand side, the volume terms vanish, having
∫
Ω
QTP−1
∂Q
∂t
dxdy =
1
2
∮
Γ
QT
 ∑
ξ=x,y,z
nξAξ
QdS. (6)
The decay condition, |Q| → 0 at (x, y, z) ∈ Γ→∞, yields the energy equation
d
dt
E(t) = 0. (7)
The energy is conserved, E(t) = E(0) for all t ≥ 0. Therefore, the Cauchy problem (1) is well-posed and105
asymptotically stable.106
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Depending on the coefficient matrices P,Aξ the system (1) can describe acoustic waves, electromagnetic107
waves, linear MHD waves, linear elastic waves, or the interaction of acousto–elastic waves propagating in108
a heterogeneous medium. Our general interest is the development of a provably stable DG approximations109
for first order linear hyperbolic PDEs of the form (1), in heterogeneous and geometrically complex media,110
subject to well-posed boundary conditions.111
In this study, we will pay special attention to scattering of linear elastic waves in heterogeneous, isotropic112
and anisotropic, solids with complex free surface topography, and the interactions of linear acousto–elastic113
waves in general heterogeneous media with complicated non–planar ocean bottom bathymetry. From now,114
we will focus on the equations of linear acousto–elastic waves. However, with limited modifications the115
method we develop can be extended to other problems modeled by (1).116
2.1. Waves in elastic solids117
To describe wave propagation in elastic solids, we introduce the unknown wave fields
Q (x, y, z, t) =
v(x, y, z, t)
σ(x, y, z, t)
 , (8)
with the particle velocity vector, v(x, y, z, t) = [vx, vy, vz]
T
, and the stress vector,
σ(x, y, z, t) = [σxx, σyy, σzz, σxy, σxz, σyz]
T
. The symmetric constant coefficient matrices Aξ describing the
conservation of momentum and the constitutive relation, defined by Hooke’s law, are given by
Aξ =
03 aξ
aTξ 06
 , ax =

1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
 , ay =

0 0 0 1 0 0
1 0 0 0 0 0
0 0 0 0 0 1
 , az =

0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
 , (9)
where 03 and 06 are the 3-by-3 and 6-by-6 zero matrices.118
The symmetric positive definite material parameter matrix P is defined by
P =
ρ−11 0
0T C
 , 1 =

1 0 0
0 1 0
0 0 1
 , 0 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , C =

c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66

, (10)
where ρ(x, y, z) > 0 is the density of the medium, and C = CT > 0 is the symmetric positive definite119
matrix of elastic constants. With the unknown wave fields prescribed by (8), and the coefficient matrices120
defined in (9) and (10), then the first three equations in (1) are the conservation of momentum and the last121
six equations are the time derivatives of the constitutive relation, defined by Hooke’s law, relating the stress122
field to strains where the constant of proportionality is the stiffness matrix of elastic coefficients C.123
The mechanical energy density is the sum of the kinetic energy density and the strain energy density
dE
dxdydz
:=
1
2
[QTP−1Q] =
ρ
2
(
v2x + v
2
y + v
2
z
)
+
1
2
σTSσ > 0, (11)
where S = C−1 is the compliance matrix.124
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In a general anisotropic medium the stiffness matrix C is described by 21 independent elastic coefficients.
In orthotropic anisotropic media the stiffness matrix has 9 independent elements,
C =

c11 c12 c13 0 0 0
c12 c22 c23 0 0 0
c13 c23 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c55 0
0 0 0 0 0 c66

. (12)
In the isotropic case, the medium is described by two independent elastic coefficients, the Lame´ parameters
µ > 0, λ > −µ, thus we have
C =

2µ+ λ λ λ 0 0 0
λ 2µ+ λ λ 0 0 0
λ λ 2µ+ λ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

. (13)
Introduce the 3D canonical basis vectors
ex = (1, 0, 0)
T
, ey = (0, 1, 0)
T
, ez = (0, 0, 1)
T
, (14)
and define the Cartesian components of the velocity and traction vectors
v =

vx
vy
vz
 , T(ξ) =

T
(ξ)
x
T
(ξ)
y
T
(ξ)
z
 = σ¯eξ, ξ = x, y, z, σ¯ =

σxx σxy σxz
σxy σyy σyz
σxz σyz σzz
 . (15)
Define the coefficient matrices
A˜ξ = PAξ. (16)
In the absence of boundaries and discontinuous interfaces, the elastic wave equation supports two families
of waves, the primary waves (p-waves) and the secondary (s-waves). The p-wave and s-wave modes are
related to the nontrivial eigenfunctions of A˜ξ, and the nontrivial eigenvalues of A˜ξ, ±cpξ, ±cshξ, ±csvξ,
are the corresponding p–wave and s–wave speeds. Note that cpξ > 0 are the p-wave speeds, cshξ > 0 are the
wave speeds of the horizontally polarized s-wave and csvξ > 0 are the wave speeds of the vertically polarized
s-wave. The negative and positive going p-wave and s-wave modes are given by
Zpξvξ ∓ T (ξ)ξ , Zshξvη ∓ T (ξ)η , Zsvξvθ ∓ T (ξ)θ , (17)
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where Zpξ = ρcpξ, Zshξ = ρcshξ, Zsvξ = ρcsvξ are the impedances. Here, ξ, η, θ = x, y, z, η 6= ξ, and θ 6= ξ, η.
The wave modes defined in (17), are the plane p–waves and plane s–waves propagating along the ξ-axis, and
corresponding to the 1D Riemann invariant. The eigenvalues of the matrices A˜ξ can be easily determined.
For example in orthotropic anisotropic media, with C defined in (12), the eigenvalues are given by
cpx =
√
c11
ρ
, cshx =
√
c44
ρ
, csvx =
√
c55
ρ
, (18)
cpy =
√
c22
ρ
, cshy =
√
c66
ρ
, csvy =
√
c44
ρ
,
cpz =
√
c33
ρ
, cshz =
√
c55
ρ
, csvz =
√
c66
ρ
.
Note that for the same wave mode, the wave speed can vary in all directions. In isotropic media, the
eigenvalues are uniform in all directions
cpξ = cp =
√
λ+ 2µ
ρ
, cshξ = csvξ = cs =
√
µ
ρ
. (19)
Thus, in isotropic media a wave mode propagates with a uniform wave speed in all directions. In isotropic125
media, note in particular that the vertically polarized and the horizontally polarized s–waves have an identical126
wave-speed cshξ = csvξ = cs, in all directions.127
2.2. Acoustic waves in fluids128
In acoustics, the unknown wave fields
Q =
v(x, y, z, t)
p(x, y, z, t)
 , (20)
are the particle velocity vector, v(x, y, z, t) = [vx(x, y, z, t), vy(x, y, z, t), vz(x, y, z, t)]
T
, and the pressure field,
p(x, y, z, t). The symmetric constant coefficient matrices Aξ describing the conservation of momentum and
the constitutive relation, is given by
Ax =

0 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 0
 , Ay =

0 0 0 0
0 0 0 −1
0 0 0 0
0 −1 0 0
 , Az =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 −1 0
 , (21)
and the material parameter matrix is defined by
P =
ρ−11 0
0 λ
 , 1 =

1 0 0
0 1 0
0 0 1
 , λ > 0, (22)
where ρ(x, y, z) > 0 is the density of the medium, and the positive definite bulk modulus λ > 0, is the
measure of incompressibility of the medium. In an acoustic medium, that is (1) with the wave field given by
7
(21) and the coefficient and material parameters give by (21), (22), the bulk modulus λ > 0 and the density
ρ > 0 determine the speed of sound waves (pressure waves) cp =
√
λ/ρ. Note that here P, defined in (22),
is diagonal. Thus, the mechanical energy is the sum of the kinetic energy and the potential energy
dE
dxdydz
:=
1
2
[QTP−1Q] =
ρ
2
(
v2x + v
2
y + v
2
z
)
+
1
2λ
p2 > 0. (23)
The nontrivial eigen-pairs of A˜ξ = PAξ with P, Aξ defined (21), (22), are
±cp, Zpvξ ± p, cp =
√
λ/ρ, Zp = ρcp > 0.
In acoustic media, with no boundaries and discontinuous material interfaces, the system supports only one129
wave mode, pressure waves.130
We can also model acoustic waves with the isotropic elastic wave equation, where the unknown wave131
fields are prescribed by (8), and the coefficient and material matrices defined in (9) and (10). This can132
be helpful when simulating interactions of acoustic and elastic waves, since we solve only one equation and133
the material parameter matrix P will define elastic or acoustic media. Here, the stiffness matrix of elastic134
coefficients C is defined in (13) with vanishing shear modulus µ = 0. Note, however, with µ = 0 the material135
parameter matrix P will become singular, and the elastic energy density (11) is no longer well defined. But,136
with µ = 0, the shear stresses have trivial solutions, σxy = σ
0
xy, σxz = σ
0
xz, σyz = σ
0
yz, and the pressure field137
satisfies p = −σxx = −σyy = −σzz. Thus, we can eliminate the shear stress fields, and with the energy138
density defined by (23), the Cauchy problem also satisfy the energy equation (7).139
Our main interest is the development of an energy stable DG approximation of the equation of motion140
(1) defined by (8), (9) and (10), in heterogeneous and geometrically complex acousto-elastic media with141
complicated nonplanar free-surface topography and ocean bottom bathymetry.142
We will now introduce the anti-symmetric split form. This will be necessary in the development of143
provably stable approximations on curvilinear meshes for complex geometries, and arbitrary heterogeneous144
media.145
2.3. Anti-symmetric splitting146
To enable effective numerical treatments, we introduce the split form of the equation of motion (1) defined
by
P−1
∂
∂t
Q =
∑
ξ=x,y,z
Aξ
∂Q
∂ξ
=∇ · F (Q) +
∑
ξ=x,y,z
Bξ (∇Q) , P = PT ≥ 0. (24)
Definition 1. Consider the equation of motion (1). Suppose that the spatial operator can be split into:∑
ξ=x,y,z
Aξ
∂Q
∂ξ
=∇ · F (Q) +
∑
ξ=x,y,z
Bξ (∇Q) , (25)
where the first term, with ∇·F (Q), is called the conservative flux term and the second term, with Bξ (∇Q),
is the non-conservative-products flux term. The split operators, given in (25), are anti-symmetric if
QTBξ (∇Q)− ∂Q
T
∂ξ
Fξ (Q) = 0. (26)
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The anti-symmetric split-form, (24) with (26), can be useful when designing provably stable approxima-147
tions on curvilinear meshes for complex geometries, and variable material properties.148
There are several ways of casting a hyperbolic PDE, such as (1), in the anti-symmetric form, see for
examples [48, 49, 50, 51, 52]. Here, our choice of the anti-symmetric form will be motivated by the underlying
physics. For example, for linear elasticity we will use
Fξ (Q) =

eξxσxx + eξyσxy + eξzσxz
eξxσxy + eξyσyy + eξzσyz
eξxσxz + eξyσyz + eξzσzz
0
0
0
0
0
0

, Bξ (∇Q) =

0
0
0
eξx
∂vx
∂ξ
eξy
∂vy
∂ξ
eξz
∂vz
∂ξ
eξy
∂vx
∂ξ
+ eξx
∂vy
∂ξ
eξz
∂vx
∂ξ
+ eξx
∂vz
∂ξ
eξz
∂vy
∂ξ
+ eξy
∂vz
∂ξ

, eξ = (eξx, eξy, eξz)
T , (27)
where the conservative flux comes from conservation of momentum, that is Newton’s second law of motion,149
and the non-conservative product term comes from Hooke’s law, the underlying constitutive relation. In a150
Cartesian coordinate system, eξ are the canonical bases defined in (14). In general coordinates the bases eξ151
are arbitrary nonzero vectors, with |eξ| > 0.152
Lemma 1. Consider the split form of the equation (24), with the split operators defined in (27). For
arbitrary bases vectors eξ, with |eξ| > 0, the conservative flux term and the non-conservative-products flux
term satisfy the anti-symmetric property (26), that is
QTBξ (∇Q)− ∂Q
T
∂ξ
Fξ (Q) = 0.
Proof. The proof of the lemma follows from direct calculations, by evaluating the products in (26).153
Another important consequence of the choice of the split operators (27) is the fact
QTFξ (Q) = v
T (σ¯eξ) = v
TT(ξ). (28)
Theorem 1. Consider the split form of equation of motion (24) for the linear elastic wave equation, defined
by (27) in the spatial domain (x, y, z) ∈ Ω where Γ denotes the boundary of the domain and n is the outward
unit normal on the boundary. Let T = σ¯n denote the traction on the boundary, the energy density defined by
(11) for an elastic medium and by (23) for an acoustic medium. The solutions of the anti-symmetric split
form (24) satisfy
d
dt
E (t) =
∮
Γ
vTTdS, E (t) =
∫
Ω
dE > 0. (29)
Proof. From the left, multiply the split form of equation of motion (24) by QT and integrate over the whole
domain Ω, having∫
Ω
QTP−1
∂
∂t
Qdxdydz =
∫
Ω
QT∇ · F (Q) dxdydz +
∑
ξ=x,y,z
∫
Ω
QTBξ (∇Q) dxdydz. (30)
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On the left hand side of (46) we recognize time derivative of the energy E (t). On the right hand side of
(30), integrating–by–parts the first (conservative flux) term, we have
d
dt
E (t) =
∑
ξ=x,y,z
∫
Ω
[
QTBξ (∇Q)− ∂Q
T
∂ξ
Fξ (Q)
]
dxdydz +
∮
Γ
vTTdS. (31)
By the anti-symmetric property (26), the volume terms vanish having
d
dt
E (t) =
∮
Γ
vTTdS. (32)
154
In the coming section below, we will introduce curvilinear coordinates and transformations.155
3. Curvilinear coordinates and structure preserving transformations156
To simplify the presentation, we consider two DG elements filled with heterogeneous, elastic or acoustic,
media separated by an interface at (x˜ (y, z) , y, z), where x˜ (y, z) is an arbitrary smooth level surface describing
the surface of the interface. The interface can be a pre-existing fault in the medium, an interface between
an acoustic medium and an elastic solid, or the interface between two DG elements containing entirely one
kind of material, an elastic or acoustic medium. For geometrically complex models, numerical treatments
Figure 1: Internal and external boundary conforming curvilinear meshes and coordinate transformation
can be simplified if there is a smooth coordinate transformation from the physical space to a reference unit
cube (q, r, s) ∈ Ω˜ = [0, 1]× [0, 1]× [0, 1]. We split the domain along the interface and map each block to the
unit cube, defined by
(x (q, r, s) , y (q, r, s) , z (q, r, s))↔ (q (x, y, z) , r (x, y, z) , s (x, y, z)) . (33)
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Note that the mapping and coordinate transformations are element local.157
Let us denote the metric coefficients and the Jacobian of the transformation (33) by
J = xq (yrzs − zrys)− yq (xrzs − zrxs) + zq (xrys − yrxs) > 0,
qx =
1
J
(yrzs − zrys) , rx = 1
J
(zqys − yqzs) , sx = 1
J
(yqzr − zqyr) ,
qy =
1
J
(zrxs − xrzs) , ry = 1
J
(xqzs − zqxs) , sy = 1
J
(zqxr − xqzr) ,
qz =
1
J
(zrys − yrxs) , rz = 1
J
(yqxs − ysxq) , sz = 1
J
(xqyr − xryq) .
Here, the subscripts denote partial derivatives, that is xq =
∂x
∂q , xr =
∂x
∂r , etc.158
To construct structure preserving coordinate transformation, we will use two different transformations of
the spatial derivatives in the transformed coordinates [7], the conservative form:
∂v
∂x
=
1
J
(
∂
∂q
(Jqxv) +
∂
∂r
(Jrxv) +
∂
∂s
(Jsxv)
)
, (34)
and the non-conservative form:
∂v
∂x
= qx
∂v
∂q
+ rx
∂v
∂r
+ sx
∂v
∂s
. (35)
Note that in the continuous setting, the transformed derivatives (34) and (35) are mathematically equivalent.159
In nontrivial geometries, discrete approximations of the transformed derivatives (34) and (35) will yield two160
different discrete spatial operators.161
In order to preserve the anti-symmetric structure, in (24), it becomes natural to transform the derivatives
in the conservative flux term using the conservative transformation (34), and the derivatives in the non-
conservative-products term using the non-conservative transformation (35). The elastic wave equation (24)
in the transformed curvilinear coordinates (q, r, s) is
P˜−1
∂
∂t
Q =∇ · F (Q) +
∑
ξ=q,r,s
Bξ (∇Q) . (36)
Here, ∇ = (∂/∂q, ∂/∂r, ∂/∂s)T is the gradient operator, P˜ = J−1P, where P is the material matrix defined
in (9), and
Fξ (Q) =

J (ξxσxx + ξyσxy + ξzσxz)
J (ξxσxy + ξyσyy + ξzσyz)
J (ξxσxz + ξyσyz + ξzσzz)
0
0
0
0
0
0

, Bξ (∇Q) =

0
0
0
Jξx
∂vx
∂ξ
Jξy
∂vy
∂ξ
Jξz
∂vz
∂ξ
J
(
ξy
∂vx
∂ξ
+ ξx
∂vy
∂ξ
)
J
(
ξz
∂vx
∂ξ
+ ξx
∂vz
∂ξ
)
J
(
ξz
∂vy
∂ξ
+ ξy
∂vz
∂ξ
)

, ξ = q, r, s. (37)
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162
Note that in (36) all spatial derivatives for the stress fields are transformed using the conservative form163
(34) and all spatial derivatives for the velocity fields are transformed using the non-conservative form (35).164
When discrete approximations are introduced, this is crucial in order minimize the number of floating point165
operations, and also prove numerical stability [7].166
We will show that the transformed equation of motion (36) with (37) preserves the anti-symmetric167
property (26).168
Lemma 2. Consider the transformed equation of motion (36), in curvilinear coordinates, with the conserva-
tive flux terms and non-conservative-products flux terms given by (37). The corresponding spatial operators
satisfy the anti-symmetric property (26), that is
QTBξ (∇Q)− ∂Q
T
∂ξ
Fξ (Q) = 0.
Proof. With eξ = J (ξx, ξy, ξz)
T
, the proof of Lemma 2 follows directly from Lemma 1.169
Let ξ = q, r, s, and Γ denote a boundary face at ξ = 0 or ξ = 1. The the positively pointing unit normals
on the boundary are given by
n =
1√
ξ2x + ξ
2
y + ξ
2
z

ξx
ξy
ξz
 . (38)
Note again that
QTFξ (Q) = J
√
ξ2x + ξ
2
y + ξ
2
zv
TT, (39)
where v is the velocity vector, and T = σ¯n is the traction vector. Define the boundary term
BTs (v, T ) :=
∮
Γ
vTTdS =
∑
ξ=q,r,s
∫
Γ˜
((
J
√
ξ2x + ξ
2
y + ξ
2
zv
TT
) ∣∣∣
ξ=1
−
(
J
√
ξ2x + ξ
2
y + ξ
2
zv
TT
) ∣∣∣
ξ=0
)
dqdrds
dξ
,
(40)
and Γ˜ = [0, 1]× [0, 1] is the reference boundary surface.170
Another important consequence of the the transformed anti-symmetric split form (36) with (37) is the171
following172
Lemma 3. Consider the conservative flux term defined in (37). We have∫
Ω˜
QT∇ · F (Q) dqdrds =−
∑
ξ=q,r,s
∫
Ω˜
∂QT
∂ξ
Fξ (Q) dqdrds+ BTs (v, T ) , (41)
where the boundary term BTs (v, T ) is defined in (40)173
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Proof. Consider ∫
Ω˜
QT∇ · F (Q) dqdrds =
∑
ξ=q,r,s
∫
Ω˜
QT
∂Fξ (Q)
∂ξ
dqdrds, (42)
and integrate-by-parts, we have∫
Ω˜
QT∇ · F (Q) dqdrds =
∑
ξ=q,r,s
(
−
∫
Ω˜
∂QT
∂ξ
Fξ (Q) dqdrds+
∫
Γ˜
QTFξ (Q)
∣∣∣ξ=1
ξ=0
dqdrds
dξ
)
(43)
Using the fact (39), and the boundary term BTs (v, T ) defined in (40) completes the proof.174
Introduce the energy density in the transformed space
dE˜
dqdrds
=
1
2
[
QT P˜−1Q
]
> 0. (44)
Analogous to Theorem 1, we also have175
Theorem 2. Consider the transformed equation of motion (36), in curvilinear coordinates, (q, r, s) ∈ Ω˜,
with the flux terms and non-conservative products terms given by (37). Let ξ = q, r, s, and Γ denote a
boundary face at ξ = 1 or ξ = 1, with T = σ¯n denote the traction on the boundary. The solutions of the
transformed equation (36) satisfy
d
dt
E (t) = BTs (v, T ) , E (t) =
∫
Ω˜
dE˜ > 0, (45)
where BTs (v, T ) is the boundary term defined in (40).176
Proof. From the left, multiply the transformed equation of motion (36) by QT and integrate over the whole
domain Ω˜, having∫
Ω˜
QT P˜−1
∂
∂t
Qdqdrqs =
∫
Ω˜
QT∇ · F (Q) dqdrqs+
∑
ξ=q,r,s
∫
Ω˜
QTBξ (∇Q) dqdrqs. (46)
On the left hand side of (46) we recognize time derivative of the energy. On the right hand side of (46), we
use lemma 3, and replace conservative flux term with (41), we have
d
dt
E (t) =
∑
ξ=q,r,s
∫
Ω˜
[
QTBξ (∇Q)− ∂Q
T
∂ξ
Fξ (Q)
]
dqdrqs+ BTs, (47)
where BTs is the boundary term defined in (40). By lemma 2, the volume terms in (47) vanish, having
d
dt
E (t) = BTs. (48)
177
The boundary term, BTs, is the rate of the work done by the traction, T = σ¯n, against the boundary.178
Note that the energy rate is controlled by the boundary term, BTs. In bounded domains, well-posed boundary179
conditions are designed such that the boundary term is never positive, BTs ≤ 0.180
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4. Boundary and interface conditions181
We will now introduce physical boundary and interface conditions prescribed at element faces. In Figure182
1, for each of the two blocks, there are five external boundaries, and one internal boundary connecting the183
two blocks. First, we will consider boundary conditions posed at external element boundaries, and proceed184
later to interface conditions acting at the internal element face, connecting the two adjacent elements.185
4.1. Boundary conditions186
Here, we present linear well-posed boundary conditions closing the external boundaries. Consider the
5 external boundaries of each elastic block, see Figure 1. To define well-posed boundary conditions, we
introduce the basis vectors denoted by n = (nx, ny, nz) ,m = (mx,my,mz) , l = (lx, ly, lz), where, n is the
unit normal, defined by (38), on the boundary pointing in the positive ξ-direction, with ξ = q, r, s. Note
  
n
m
l
Figure 2: An element face and local basis vectors.
that the unit vectors are locally defined on each point on the boundary, see also Figure 2. Given the unit
normal n, defined by (38), we can construct the other two basis vectors l,m, as follows:
m =
m0 −
(
nTm0
)
n
|m0 − (nTm0) n| , l = n×m. (49)
Here, m0 (6= ±n) is an arbitrary unit vector. Let the local impedances at the boundary be denoted by
Zη, η = l,m, n, where Zn = ρcn is the p–wave impedance and Zm = ρcm, Zl = ρcl are the s–wave impedances.
Here, cn, cm, cl are the corresponding effective wavespeeds defined by
cn =
√ ∑
ξ=x,y,z
(nξcpξ)
2
, cm =
√ ∑
ξ=x,y,z
(nξcshξ)
2
, cl =
√ ∑
ξ=x,y,z
(nξcsvξ)
2
. (50)
In anisotropic media with a geometrically complex curvilinear coordinate system, the effective wavespeeds187
depend on the orientation of the normal vector n. Note that n2x + n
2
y + n
2
z = 1. Thus, in an isotropic medium188
the effective wavespeeds are given by cn = cp, cm = cl = cs.189
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On each point on the boundary, we denote the particle velocity vector, traction vector, and the local
rotation matrix on the boundary by
v =

vx
vy
vz
 , T =

Tx
Ty
Tz
 = σ¯n, R =

nx ny nz
mx my mz
lx ly lz
 , (51)
where det{(R)} 6= 0 and R−1 = RT .190
Next, rotate the particle velocity and traction vectors into the local orthonormal basis, l , m and n,
having
vη = (Rv)η , Tη = (RT)η , η = l,m, n. (52)
The corresponding in and out of the domain characteristics at the boundary are
qη =
1
2
(Zηvη + Tη) , pη =
1
2
(Zηvη − Tη) , Zη > 0. (53)
Here, the characteristics defined in (53) are plane p–waves and plane s–waves propagating along the normal
vector n. Note that in acoustics we have Zn > 0 and Zl = Zm = 0. Also, the fact that σxy = σxz = σyz = 0
and p = −σxx = −σyy = −σzz imply that the shear tractions vanish identically
Tl = Tm ≡ 0, and Tn = −p, (54)
where p is the pressure field. Thus, the only nontrivial characteristics are the right and left going p-wave191
mode, qn, pn.192
At the boundary ξ = 1 (ξ = 0), if Zη > 0 then qη (pη) are the characteristics going into the domain and
pη (qη) the characteristics going out of the domain. The number of boundary conditions must correspond to
the number of characteristics going into the domain, see [7, 46]. We consider linear boundary conditions,
qη − γηpη = 0 ⇐⇒ Zη
2
(1− γη) vη − 1 + γη
2
Tη = 0, ξ = 0,
pη − γηqη = 0 ⇐⇒ Zη
2
(1− γη) vη + 1 + γη
2
Tη = 0, ξ = 1,
(55)
where the reflection coefficients γη are real numbers with 0 ≤ |γη| ≤ 1. The boundary conditions (55) specify
the ingoing characteristics on the boundary in terms of the outgoing characteristics. Again, in acoustics,
we have Zn > 0, Zl = Zm = 0, and from (55) we will have only one boundary condition, corresponding to
η = n, at the boundaries ξ = 1, (ξ = 0). In an elastic medium, we have Zη > 0 for all η = l,m, n, and there
are three boundary conditions at each boundaries ξ = 1, (ξ = 0). The boundary condition (55), can describe
several physical situations. We have a free-surface boundary condition if γη = 1, an absorbing boundary
condition if γη = 0 and a clamped boundary condition if γη = −1. For later use in deriving energy estimates,
we note that
at ξ = 0, vηTη =
Zη (1− γη)
(1 + γη)
v2η =
(1 + γη)
Zη (1− γη)T
2
η > 0, ∀|γη| < 1, and vηTη = 0, ∀|γη| = 1,
at ξ = 1, vηTη = −Zη (1− γη)
(1 + γη)
v2η = −
(1 + γη)
Zη (1− γη)T
2
η < 0, ∀|γη| < 1, and vηTη = 0, ∀|γη| = 1.
(56)
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Lemma 4. Consider the well-posed boundary conditions (55) with |γη| ≤ 1. The boundary term BTs defined193
in (40) is negative semi-definite, BTs ≤ 0, for all Zη ≥ 0.194
Proof. With vTT = (Rv)
T
(RT) =
∑
η=l,m,n vηTη, the boundary term BTs (v, T ) defined in (40) can be
written as
BTs (v, T ) =
∑
ξ=q,r,s
∫
Γ˜
∑
η=l,m,n
((√
ξ2x + ξ
2
y + ξ
2
zJvηTη
) ∣∣∣
ξ=1
−
(√
ξ2x + ξ
2
y + ξ
2
zJvηTη
) ∣∣∣
ξ=0
)
dqdrds
dξ
. (57)
If Zη = 0 then from (54) we have Tη ≡ 0 and vηTη ≡ 0. And if Zη > 0, then (56) completes the proof of the195
lemma.196
Using the energy method we can now prove:197
Theorem 3. Consider the transformed equation of motion (36) subject to the boundary condition (55),
with homogeneous boundary data. The solutions of the transformed equation (36) subject to the boundary
condition (55) satisfy
d
dt
E (t) = BTs ≤ 0. (58)
Proof. The proof of theorem 3 follows the same steps as in the proof of theorem 2, arriving at (48). We198
complete the proof using lemma 4, by ensuring that the boundary terms are never positive, BTs ≤ 0.199
4.2. Interface conditions200
We introduce physical interface conditions acting at internal DG elements boundaries, and consider
simulations of elastic waves, acoustic waves and acousto-elastic waves. These physical interface conditions will
connect two adjacent elements elastic–to–elastic media, acoustic–to–elastic media, or acoustic–to–acoustic
media. One objective of this study is to use the physical conditions to patch DG elements together [3].
Consider the interface, as in Figure 1 and denote the corresponding fields and material parameters in the
positive/negative sides of the interface with the superscripts +/−. To define the interface conditions we rotate
the particle velocity vector and the traction vector on the boundary into the local orthogonal coordinates
n,m, l, as in (52), having
v±η =
(
Rv±
)
η
, T±η =
(
RT±
)
η
, η = l,m, n. (59)
We define the jumps in the velocity fields
[[vη]] = v
+
η − v−η , η = l,m, n.
As before, to ensure well–posedness, the number of interface conditions must be equal to the number of201
ingoing characteristics at the interface. We will consider separately an elastic–elastic interface, elastic–202
acoustic interface, and an acoustic–acoustic interface.203
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4.2.1. Elastic–elastic interface204
We consider first two elastic solids in a locked contact, with Z±η > 0 for all η = l,m, n. The interface205
is locked, that is, there is no opening/gap, and no slip. As shown in figure 3, there are a total of 6 (3206
characteristics going into the negative element and 3 characteristics going into the positive element) ingoing207
characteristics at the interface. Therefore, we will need exactly 6 conditions specifying the relationships of208
the fields across the interface. The interface conditions are force balance, and vanishing opening and slip209
velocities210
Figure 3: Characteristics propagating across an elastic-elastic interface.
T+η = T
−
η = Tη, [[vη]] = 0, η = l,m, n. (60)
4.2.2. Acoustic–elastic interface211
Now, let the negative element denote an acoustic medium and the positive element an elastic solid. There
are a total of 4 (1 characteristic going into the negative (acoustic) element and 3 characteristics going into
the positive (elastic) element) ingoing characteristics at the interface, see figure 4. We will need exactly 4
conditions specifying the relationships of the fields across the interface.
Figure 4: Characteristics propagating across an acoustic-elastic interface. To the left of the interface is an acoustic medium
and to the right of the interface is an elastic medium.
[[vn]] = 0, T
+
n = T
−
n = Tn, T
+
l = 0, T
+
m = 0. (61)
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The acoustic–elastic interface condition (61) specifies the continuity of the normal fields. The condition (61)212
also ensures that the shear tractions, for the elastic block, vanish on the interface. Note that there are no213
conditions on the tangential components of the traction and velocity vectors for the acoustic block.214
4.2.3. Acoustic–acoustic interface215
Finally, we consider two acoustic media in contact. In acoustic media we have Z±n > 0 and Z
±
l = Z
±
m = 0.
Thus, there are only 2 (1 characteristic going into the negative element and 1 characteristic going into the
positive element) ingoing characteristics at the interface. See also figure 5. We will need exactly 2 conditions
specifying the relationships of the fields across the interface.
[[vn]] = 0, T
+
n = T
−
n = Tn. (62)
The interface condition (62) specifies the continuity of the pressure field and normal components of the216
velocity vector across the interface.217
Figure 5: Characteristics propagating across an acoustic-acoustic interface.
Now, we will show that the interface conditions, (60), (61), and (62), with the equation of motion (36),
conserve the total mechanical energy. Introduce the interface term
ITs(v
±, T±) = −
∑
ξ=q,r,s
∑
η=l,m,n
∫
Γ˜
√
ξ2x + ξ
2
y + ξ
2
zTη[[vη]]J
dqdrds
dξ
≡ 0. (63)
Note that if Z±η = 0 then from (54) we have T
±
η ≡ 0 and v±η T±η ≡ 0. Thus, by (60) (61) (62) we have218
Tη[[vη]] = 0. The interface term vanishes identically, ITs(v
±, T±, Z±) = 0. In particular we can prove the219
theorem:220
Theorem 4. Consider the modeling domain decomposed into two elements, Ω = Ω− ∪ Ω+, as in Figure 1,
and denote the corresponding fields, material parameters and energies in the positive/negative sides of the
interface with the superscripts +/−. Let the transformed equation of motion (36) be defined on each element
and subject to the interface conditions (60), (61), and (62). The sum of the energies satisfies
d
dt
(
E−(t) + E+(t)
)
= ITs(v
±, T±) ≡ 0. (64)
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Proof. Using the energy method, from (46)–(48), we again have
d
dt
E (t) = BTs. (65)
Collecting contributions from both elements and ignoring all other boundaries, excepting the boundary at
the interface, we have
d
dt
(
E−(t) + E+(t)
)
= ITs(v
±, T±, Z±). (66)
Using the fact (63) that the interface term vanishes identically, ITs(v
±, T±, Z±) ≡ 0, completes the proof.221
Theorems (3) and (4) prove that the corresponding IBVPs are well-posed and asymptotically stable. The222
challenge, for the DG scheme, will be how to incorporate the boundary conditions and the interface conditions223
in a provably stable manner, in general heterogeneous media with complex geometries. To succeed, we will224
introduce hat-variables, so that we can simultaneously construct data for the velocity fields and traction225
fields, at internal and external element faces.226
5. Hat-variables and physics based fluxes227
We will now reformulate the boundary condition (55) and interface conditions (60), (61), and (62),228
by introducing transformed (hat-) variables so that we can simultaneously construct (numerical) bound-229
ary/interface data for particle velocities and tractions. The hat-variables encode the solution of the IBVP230
on the boundary/interface. The hat-variables will be constructed such that they preserve the amplitude of231
the outgoing characteristics and exactly satisfy the physical boundary conditions [7]. To be more specific,232
the hat-variables are solutions of the Riemann problem constrained against physical boundary conditions233
(55), and the interface conditions (60), (61), (62). We refer the reader to [3] for more detailed discussions.234
Once the hat-variables are available, we construct physics based numerical flux fluctuations by penalizing235
data against the incoming characteristics (53) at the element faces.236
5.1. Boundary data237
For Zη > 0, we define the characteristics
qη =
1
2
(Zηvη + Tη) , pη =
1
2
(Zηvη − Tη) , η = l,m, n. (67)
Here, qη are the left going characteristics and pη are the right going characteristics. We will construct238
boundary data which satisfy the physical boundary conditions (55) exactly and preserve the amplitude of239
the outgoing characteristics qη at ξ = 0, and pη at ξ = 1.240
To begin, define the hat-variables preserving the amplitude of outgoing characteristics
qη
(
v̂η, T̂η, Zη
)
= qη (vη, Tη, Zη) , at ξ = 0, and pη
(
v̂η, T̂η, Zη
)
= pη (vη, Tη, Zη) , at ξ = 1. (68)
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Since hat-variables also satisfy the physical boundary condition (55), we must have
Zη
2
(1− γη) v̂η − 1 + γη
2
T̂η = 0, at ξ = 0, and
Zη
2
(1− γη) v̂η + 1 + γη
2
T̂η = 0, at ξ = 1. (69)
The algebraic problem for the hat-variables, defined by equations (68) and (69), has a unique solution,
namely
v̂η =
(1 + γη)
Zη
qη, T̂η = (1− γη)qη, at ξ = 0, and v̂η = (1 + γη)
Zη
pη, T̂η = −(1− γη)pη, at ξ = 1. (70)
The expressions in (70) define a rule to update particle velocities and tractions on the physical boundaries
ξ = 0, 1. That is
vη = v̂η, Tη = T̂η, at ξ = 0, and vη = v̂η, Tη = T̂η, at ξ = 1. (71)
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The computation of the hat-variables for the external boundaries is summarized in Algorithm 1 below.242
Algorithm 1 Generalized Riemann solver for external element faces
1: procedure To compute the Riemann states T̂η, v̂η with the inputs variables Tη, vη, Zη, γη,
and ξ = 0, 1.
2: loop: over the elements at the external boundaries
3: loop: for each η = l,m, n
4:
5: if Zη > 0 and ξ = 0 then from (67) compute qη, and
v̂η =
(1 + γη)
Zη
qη, T̂η = (1− γη)qη,
6: if Zη > 0 and ξ = 1 then from (67) compute pη, and
v̂η =
(1 + γη)
Zη
pη, T̂η = −(1− γη)pη,
7: if Zη = 0 then
T̂η = Tη, v̂η = vη.
By construction, the hat-variables v̂η, T̂η, satisfy the following algebraic identities:
qη
(
v̂η, T̂η, Zη
)
= qη (vη, Tη, Zη) , at ξ = 0, pη
(
v̂η, T̂η, Zη
)
= pη (vη, Tη, Zη) , at ξ = 1, (72a)
q2η (vη, Tη, Zη)− p2η
(
v̂η, T̂η, Zη
)
= ZηT̂η v̂η, at ξ = 0, p
2
η (vη, Tη, Zη)− q2η
(
v̂η, T̂η, Zη
)
= −ZηT̂η v̂η, at ξ = 1,
(72b)
T̂η v̂η =
1− γ2η
Zη
q2η (vη, Tη, Zη) ≥ 0, at ξ = 0, T̂η v̂η = −
1− γ2η
Zη
p2η (vη, Tη, Zη) ≤ 0, at ξ = 1. (72c)
Note that if Zη = 0, then T̂η v̂η = Tηvη ≡ 0. The algebraic identities (72a)–(72c) will be crucial in proving243
numerical stability. Please see [3] for prove and more details.244
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Lemma 5. Consider the boundary term BTs defined in (40), where vη = v̂η, Tη = T̂η, with T̂η, v̂η defined
in (70) and |γη| ≤ 1. The boundary term BTs is never positive, that is
BTs
(
v̂η, T̂η
)
= −
∑
ξ=q,r,s
∫
Γ˜
∑
η=l,m,n
((√
ξ2x + ξ2y + ξ2zJT̂η v̂η
) ∣∣∣
ξ=0
−
(√
ξ2x + ξ2y + ξ2zJT̂η v̂η
) ∣∣∣
ξ=1
)
dqdrds
dξ
≤ 0. (73)
Proof. Consider first Zη = 0, then Tη = 0, and we have T̂η v̂η = Tηvη ≡ 0 at ξ = 0, 1. With Zη > 0, for any
|γη| ≤ 1, from (72c) we have
T̂η v̂η =
1− γ2η
Zη
q2η (vη, Tη, Zη) ≥ 0, at ξ = 0, T̂η v̂η = −
1− γ2η
Zη
p2η (vη, Tη, Zη) ≤ 0, at ξ = 1. (74)
BTs (v, T ) =−
∑
ξ=q,r,s
∫
Γ˜
∑
η=l,m,n
((√
ξ2x + ξ
2
y + ξ
2
zJ
1− γ2η
Zη
p2η (vη, Tη, Zη)
)∣∣∣
ξ=1
)
dqdrds
dξ
−
∑
ξ=q,r,s
∫
Γ˜
∑
η=l,m,n
((√
ξ2x + ξ
2
y + ξ
2
zJ
1− γ2η
Zη
q2η (vη, Tη, Zη)
)∣∣∣
ξ=0
)
dqdrds
dξ
.
(75)
We must have BTs
(
v̂η, T̂η
)
≤ 0 for all |γη| ≤ 1 .245
Lemma 5 is completely analogous to Lemma 4. We will now formulate a result equivalent to theorem 3.246
Theorem 5. Consider the transformed equation of motion (36) subject to the boundary condition (71). The
solutions of the transformed equation (36) with (71) satisfy
d
dt
E(t) = BTs
(
v̂, T̂
)
≤ 0. (76)
5.2. Interface data247
To begin, define the outgoing characteristics at the interface
q+η =
1
2
(
Z+η v
+
η + T
+
η
)
, p−η =
1
2
(
Z−η v
−
η − T−η
)
, η = l,m, n, (77)
where Z±η > 0 are the impedances. We define the hat-variables preserving the amplitude of the outgoing
characteristics at the interface
q̂+η
(
v̂+η , T̂
+
η , Z
+
η
)
= q+η
(
v+η , T
+
η , Z
+
η
)
, p̂−η
(
v̂−η , T̂
−
η , Z
−
η
)
= p−η
(
v−η , T
−
η , Z
−
η
)
. (78)
The hat-variables also satisfy the interface conditions (60), (61), or (62) exactly. For each setup, given248
q+η , p
−
η , the procedure will solve (78), and (60), (61), or (62) for the hat-variables, v̂
±
η , T̂
±
η .249
5.2.1. Elastic–elastic interface data250
We consider first an interface separating two elastic solids. The hat-variables must satisfy (78) and the
interface conditions, (60), that is, force balance, no opening and no slip conditions. Combining the two
equations in (78) and ensuring force balance, T̂−η = T̂
+
η = T̂η, we have
T̂η + ηη[[v̂η]] = Φη, Φη = ηη
(
2
Z+η
q+η −
2
Z−η
p−η
)
, ηη =
Z+η Z
−
η
Z+η + Z
−
η
η = l,m, n. (79)
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Furthermore, enforcing no opening and no slip conditions, [[v̂η]] = 0, in (79) gives
T̂η = Φη, [[v̂η]] = 0, η = l,m, n. (80)
We can now define explicitly the hat-variables corresponding to the particle velocities and tractions
T̂−η = T̂
+
η = T̂η, v̂
+
η =
2p−η + T̂η
Z−η
, v̂−η =
2q+η − T̂η
Z+η
, η = l,m, n. (81)
5.2.2. Acoustic–elastic interface data251
Next, we consider an interface separating an elastic medium and an acoustic medium. Again, the hat-
variables must satisfy (78) and the interface conditions, (61). Here, Z±n > 0, and Z
+
η > 0, Z
−
η = 0, η = l,m.
Thus, from (79) and (61) we have
T̂n = Φn, [[v̂n]] = 0,
and
v̂+n =
2p−n + T̂n
Z−n
, v̂−n =
2q+n − T̂n
Z+n
, T̂−n = T̂
+
n = T̂n, T̂
−
η = T
−
η , v̂
−
η = v
−
η , T̂
+
η = 0, v̂
+
η =
2
Z+η
q+η , η = l,m.
(82)
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5.2.3. Acoustic–acoustic interface data253
Finally, we consider an interface separating two acoustic media. Here, Z±n > 0, and Z
±
η = 0, η = l,m.
Again, from (79) and (62) we have
T̂n = Φn, [[v̂n]] = 0.
We can now define explicitly the hat-variables corresponding to the particle velocities and pressure fields
v̂+n =
2pn + T̂n
Z−n
, v̂−n =
2qn − T̂n
Z+n
, T̂−n = T̂
+
n = T̂n, v̂
±
η = v
±
η , T̂
±
η = T
±
η , η = l,m. (83)
We remark that if v̂±η = v
±
η and T̂
±
η = T
±
η , then neither the velocity field nor the traction field is altered254
at the element boundaries. These will correspond to time constant wave modes with zero wave speeds and255
impedances, Z±η = 0.256
Note that we have equivalently redefined the physical interface condition (60), (61), and (62) as follows
v±η = v̂
±
η , T
±
η = T̂η, η = l,m, n. (84)
The procedure to compute the hat-variables for the internal element boundaries is summarized in Algo-257
rithm 2. Note that if Zη = 0, the boundary values for tractions and particle velocities are not altered, that258
is v̂±η = v
±
η , T̂
±
η = T
±
η .259
By construction, the hat-variables v̂±η , T̂
±
η satisfy the following algebraic identities:
qη
(
v̂+η , T̂
+
η , Z
+
η
)
= qη
(
v+η , T
+
η , Z
+
η
)
, pη
(
v̂−η , T̂
−
η , Z
−
η
)
= pη
(
v−η , T
−
η , Z
−
η
)
, (85a)
(
q2η
(
v+η , T
+
η , Z
+
η
))− p2η (v̂+η , T̂+η , Z+η ) = Z+η T̂η v̂+η , p2η (v−η , T−η , Z−η )− q2η (v̂−η , T̂−η , Z−η ) = −Z−η T̂η v̂−η , (85b)
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Algorithm 2 Generalized Riemann solver for internal element faces
1: procedure To compute the Riemann states T̂±η , v̂
±
η with the inputs variables T
±
η , v
±
η and
Z±η .
2: loop: over the elements points on the interface
3: loop: for each η = l,m, n
4:
5: if Z−η > 0 and Z
+
η > 0 then from (53) and (79) compute Φη, and
T̂±η = T̂η = Φη, [[v̂η]] = 0, v̂
+
η =
2p−η + Φη
Z−η
, v̂−η =
2q+η − Φη
Z+η
.
6: if Z−η = 0 and Z
+
η > 0 then
T̂−η = T
−
η , v̂
−
η = v
−
η , T̂
+
η = 0, v̂
+
η =
1
Z+η
p+η .
7: if Z−η > 0 and Z
+
η = 0 then
T̂−η = 0, v̂
−
η =
1
Z−η
q−η , T̂
+
η = T
+
η , v̂
+
η = v
+
η .
8: if Z−η = 0 and Z
+
η = 0 then
T̂−η = T
−
η , v̂
−
η = v
−
η , T̂
+
η = T
+
η , v̂
+
η = v
+
η .
23
1Z+η
(
q2η
(
v+η , T
+
η , Z
+
η
)− p2η (v̂+η , T̂+η , Z+η ))+ 1
Z−η
(
p2η
(
v−η , T
−
η , Z
−
η
)− q2η (v̂−η , T̂−η , Z−η )) = T̂η[[v̂η]] ≡ 0, (85c)
The identities (85a)–(85b) can be easily verified, see [3], and will be useful in the prove of numerical stability.260
We can now formulate a result equivalent to Theorem 4.261
Theorem 6. Consider the modeling domain decomposed into two elements, Ω = Ω− ∪ Ω+, as in Figure
1. Denote the corresponding fields, material parameters and energies in the positive/negative sides of the
interface with the superscripts +/−. Let the transformed equation of motion (36) be defined on each element,
with the two adjacent elements are connected at the interface through the interface conditions interface
condition (84). The sum of the energies satisfies
d
dt
(
E− + E+
)
= ITs(v̂
±, T̂±) ≡ 0. (86)
5.3. Physics based flux fluctuations262
The next step is to construct fluctuations by penalizing data, that is hat-variables, against the ingoing
characteristics only. If Zη > 0, then we have
Gη =
1
2
Zη (vη − v̂η) + 1
2
(
Tη − T̂η
) ∣∣∣
ξ=1
, G˜η :=
1
Zη
Gη =
1
2
(vη − v̂η) + 1
2Zη
(
Tη − T̂η
) ∣∣∣
ξ=1
,
Gη =
1
2
Zη (vη − v̂η)− 1
2
(
Tη − T̂η
) ∣∣∣
ξ=0
, G˜η :=
1
Zη
Gη =
1
2
(vη − v̂η)− 1
2Zη
(
Tη − T̂η
) ∣∣∣
ξ=0
.
Else if Zη = 0, then Gη = G˜η = 0. The fluctuations are computed in the transformed coordinates l,m, n .
We will now rotate them to the physical coordinates x, y, z, having
G :=

Gx
Gy
Gz
 = RT

Gn
Gm
Gl
 , G˜ :=

G˜x
G˜y
G˜z
 = RT

G˜n
G˜m
G˜l
 . (87)
Note that (
vTG−TT G˜+ vTT
) ∣∣∣
ξ=0
=
∑
η=l,m,n
(
vηGη − 1
Zη
TηGη + vηTη
) ∣∣∣
ξ=0
=
∑
η=l,m,n
1
Zη
(
|Gη|2 + p2η (vη, Tη, Zη)− q2η
(
v̂η, T̂η, Zη
)) ∣∣∣
ξ=0
=
∑
η=l,m,n
(
1
Zη
|Gη|2 + T̂η v̂η
) ∣∣∣
ξ=0
,
(
vTG+TT G˜− vTT
) ∣∣∣
ξ=1
=
∑
η=l,m,n
(
vηGη +
1
Zη
TηGη − vηTη
) ∣∣∣
ξ=1
=
∑
η=l,m,n
1
Zη
(
|Gη|2 + q2η (vη, Tη, Zη)− p2η
(
v̂η, T̂η, Zη
)) ∣∣∣
ξ=1
=
∑
η=l,m,n
(
1
Zη
|Gη|2 − T̂η v̂η
) ∣∣∣
ξ=1
.
(88)
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The physics based flux fluctuations obeying the eigen–structure of the elastic wave equation are given
by
FL =
[
Gx, Gy, Gz,−nxG˜x,−nyG˜y,−nzG˜z,−
(
nyG˜x + nxG˜y
)
,−
(
nzG˜x + nxG˜z
)
,−
(
nzG˜y + nyG˜z
)]T
, (89)
FR =
[
Gx, Gy, Gz, nxG˜x, nyG˜y, nzG˜z,
(
nyG˜x + nxG˜y
)
,
(
nzG˜x + nxG˜z
)
,
(
nzG˜y + nyG˜z
)]T
.
The elemental weak form reads∫
Ω˜
φT P˜−1
∂
∂t
Qdqdrds =
∫
Ω˜
φT (∇ · F (Q) +B (∇Q)) dqdrds
−
∑
ξ=q,r,s
∫
Γ˜
√
ξ2x + ξ2y + ξ2z
([
φTFL
]
ξ=0
+
[
φTFR
]
ξ=1
)
J
dqdrds
dξ
. (90)
Here, the variable ξ = q, r, s, indicates the directions where the flux is computed. The flux fluctuation264
vectors, FL,FR enforce weakly the boundary conditions (71) and interface interface conditions (84) at the265
element faces. Note that since we have not introduce any numerical approximations, the fluctuations vanish266
identically, G±η = G˜
±
η = 0, we have FL ≡ 0, FR ≡ 0.267
Introduce the fluctuation term
Fluc (G,Z) = −
∑
ξ=q,r,s
∑
η=l,m,n
∫
Γ˜
√
ξ2x + ξ
2
y + ξ
2
z
(((
1
Zη
|Gη|2
) ∣∣∣
ξ=0
+
(
1
Zη
|Gη|2
) ∣∣∣
ξ=1
))
J
dqdrds
dξ
≤ 0.
(91)
For the two elements model we introduce the external boundary terms
BTs
(
v̂−η , T̂
−
η
)
=−
∑
ξ=r,s
∫
Γ˜
∑
η=l,m,n
((√
ξ2x + ξ
2
y + ξ
2
zJT̂
−
η v̂
−
η
) ∣∣∣
ξ=0
−
(√
ξ2x + ξ
2
y + ξ
2
zJT̂
−
η v̂
−
η
) ∣∣∣
ξ=1
)
dqdrds
dξ
−
∫
Γ˜
∑
η=l,m,n
((√
q2x + q
2
y + q
2
zJT̂
−
η v̂
−
η
) ∣∣∣
q=0
)
drds ≤ 0,
BTs
(
v̂+η , T̂
+
η
)
=−
∑
ξ=r,s
∫
Γ˜
∑
η=l,m,n
((√
ξ2x + ξ
2
y + ξ
2
zJT̂
+
η v̂
+
η
) ∣∣∣
ξ=0
−
(√
ξ2x + ξ
2
y + ξ
2
zJT̂
+
η v̂
+
η
) ∣∣∣
ξ=1
)
dqdrds
dξ
+
∫
Γ˜
∑
η=l,m,n
((√
q2x + q
2
y + q
2
zJT̂
+
η v̂
+
η
) ∣∣∣
q=1
)
drds ≤ 0,
and the interface term
ITs(v̂
±, T̂±) = −
∑
η=l,m,n
∫
Γ˜
√
q2x + q
2
y + q
2
z T̂η[[v̂η]]Jdrds ≡ 0.
We can now prove the theorem.268
Theorem 7. The elemental weak form (90) satisfies the energy equation
d
dt
(
E−(t) + E+(t)
)
= ITs
(
v̂±, T̂±
)
+BTs
(
v̂−, T̂−
)
+BTs
(
v̂+, T̂+
)
+ Fluc
(
G−, Z−
)
+ Fluc
(
G+, Z+
) ≤ 0. (92)
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Proof. In (90) replace the test function φ by the solution Q, and integrate the conservative flux term only
by parts. The volume term vanishes, having
d
dt
∫
Ω˜
1
2
[QT P˜−1Q]dqdrds = −
∑
ξ=q,r,s
∫
Γ˜
((
J
√
ξ2x + ξ
2
y + ξ
2
z
(
vTG−TT G˜ + vTT
))
ξ=0
)
dqdrds
dξ
−
∑
ξ=q,r,s
∫
Γ˜
((
J
√
ξ2x + ξ
2
y + ξ
2
z
(
vTG + TT G˜− vTT
))
ξ=1
)
dqdrds
dξ
.
(93)
Collecting contributions from the two elements on both sides of the interface, and using (88) and the269
identities (72) and (85) gives the energy equation (92).270
In the next section, we will introduce the discontinuous Galerkin approximation and prove numerical271
stability by deriving discrete energy estimates analogous to (92).272
6. The discontinuous Galerkin approximation273
Inside the transformed element (q, r, s) ∈ Ω˜ = [0, 1]3, approximate the elemental solution and the flux
term by polynomial interpolants, and write
Q¯(q, r, s, t) =
P+1∑
i=1
P+1∑
j=1
P+1∑
k=1
Q¯ijk(t)φijk(q, r, s), F
(
Q¯
)
=
P+1∑
i=1
P+1∑
j=1
P+1∑
k=1
Fijk
(
Q¯(t)
)
φijk (q, r, s) , (94)
where Fijk
(
Q¯(t)
)
= F
(
Q¯ijk(t)
)
, Q¯ijk(t) are the elemental degrees of freedom to be determined, and
φijk(q, r, s) are the ijk-th interpolating polynomial. We consider tensor products of nodal basis with
φijk(q, r, s) = Li(q)Lj(r)Lk(s), where Li(q), Lj(r), Lk(s), are one dimensional nodal interpolating La-
grange polynomials of degree P , with Li(qm) = δim. Here, δim is the Kronecker delta, with δim = 1 if i = m,
and δim = 0 if i 6= m. The interpolating nodes qm, m = 1, 2, . . . , P + 1, are the nodes of a Gauss quadrature
with
P+1∑
i=1
P+1∑
j=1
P+1∑
k=1
f(qi, rj , sk)hihηhk ≈
∫
Ω˜
f(q, r, s)dqdrds, (95)
where hi > 0, hj > 0, hk > 0, are the quadrature weights. We will only use quadrature rules such that274
for all polynomial integrand f(ξ) of degree ≤ 2P − 1, the corresponding one dimensional rule is exact,275 ∑P+1
m=1 f(qm)hm =
∫ 1
0
f(q)dq. Admissible candidates can be Gauss-Legendre-Lobatto quadrature rule with276
GLL nodes, Gauss-Legendre quadrature rule with GL nodes and Gauss-Legendre-Radau quadrature rule277
with GLR nodes. While both endpoints, q = 0, 1, are part of GLL quadrature nodes, the GLR quadrature278
contains only the first endpoint q = 0 as a node. Lastly, for the GL quadrature, both endpoints, q = 0, 1,279
are not quadrature nodes. Note that when an endpoint is not a quadrature node, q1 6= 0 or qP+1 6= 1,280
extrapolation is needed to compute numerical fluxes at the element boundaries, q = 0, 1. We also remark281
that the GLL quadrature rule is exact for polynomial integrand of degree 2P − 1, GLR quadrature rule is282
exact for polynomial integrand of degree 2P , and GL quadrature rule is exact for polynomial integrand of283
degree 2P + 1.284
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6.1. The spectral difference approximation285
Introduce the matrices H,A ∈ R(P+1)×(P+1), defined by
H = diag[h1, h2, · · · , hP+1], Aij =
P+1∑
m=1
hmLi(qm)L
′
j (qm) =
∫ 1
0
Li(q)L
′
j (q)dq. (96)
Note that the matrix
D = H−1A ≈ ∂
∂q
, (97)
is a one space dimensional spectral difference approximation of the first derivative.286
Using the fact that the quadrature rule is exact for all polynomial integrand of degree ≤ 2P − 1 implies
that
A+AT = B, Bij = Li(1)Lj(1)−Li(0)Lj(0). (98)
Equations (97) and (98) are the discrete equivalence of the integration-by-parts property. If boundary287
points q = 0, 1 are quadrature nodes and we consider nodal bases with Lj(qi) = δij then we have B =288
diag[−1, 0, 0, . . . , 0, 1]. The matrix B projects the nodal degrees of freedom to element faces.289
The one space dimensional derivative operator (97) can be extended to higher space dimensions using
the Kronecker products ⊗, having
Dq = (I9 ⊗D ⊗ I ⊗ I) , Dr = (I9 ⊗ I ⊗D ⊗ I) , Ds = (I9 ⊗ I ⊗ I ⊗D) , (99)
Hq = (I9 ⊗H ⊗ I ⊗ I) , Hr = (I9 ⊗ I ⊗H ⊗ I) , Hs = (I9 ⊗ I ⊗ I ⊗H) , H = HqHrHs. (100)
Here, I is the (P + 1)× (P + 1) identity matrix, and I9 is the 9× 9 identity matrix. Note that the matrix
product H commutes, that is H = HqHrHs = HrHqHs = HsHrHq. We also introduce the projection
matrices
eq(η) = (I9 ⊗ e(η)⊗ I ⊗ I) , er(η) = (I9 ⊗ I ⊗ e(η)⊗ I) , es(η) = (I9 ⊗ I ⊗ I ⊗ e(η)) , Bη(ψ, ξ) = eη(ψ)eTη (ξ).
290
6.2. The semi–discrete approximation291
We will now make a classical Galerkin approximation, by choosing test functions in the same space as the
basis functions. Thus, replacing Q(q, r, s, t) by Q¯(q, r, s, t) and F (Q) by F
(
Q¯
)
in (90), and approximating
all integrals with the corresponding quadrature rules yields the semi-discrete equation,
P˜−1
d
dt
Q¯ =∇D • F
(
Q¯
)
+
∑
ξ=q,r,s
Bξ
(∇DQ¯)− Flux (Q¯) , (101)
for the evolving degrees of freedom, Q¯ = [Q¯ijk]. The numerical flux fluctuation term Flux
(
Q¯
)
implements
the boundary conditions (55), and the interface conditions (60), (61), and (62) at the element faces, and
defined by
Flux
(
Q¯
)
:=
∑
ξ=q,r,s
H−1ξ
([
φT
[
J
√
ξ2x + ξ2y + ξ2zFL(Q¯(q, r, s, t))
]]
ξ=0
+
[
φT
[
J
√
ξ2x + ξ2y + ξ2zFR(Q¯(q, r, s, t))
]]
ξ=1
)
.
(102)
27
The elemental degrees of freedom have been arranged row-wise as a single vector of length 9(P + 1)3.
Note the close similarity between the semi-discrete approximation (101) and the continuous analogue (36).
The discrete operator ∇D = (Dq,Dr,Ds)T is also analogous to the continuous gradient operator ∇ =
(∂/∂q, ∂/∂r, ∂/∂s)
T
. In ∇D we have replaced the continuous derivative operators in ∇ with their discrete
counterparts,
∂
∂q
→ Dq, ∂
∂r
→ Dr, ∂
∂s
→ Ds,
where the spatial derivative operators, Dq,Dr,Ds, are given in (99).292
6.3. Numerical stability293
To prove the stability of the semi-discrete approximation (101), we will derive a semi–discrete energy
estimate analogous to (92). To begin, approximate the continuous energy in each element by the quadrature
rule (95), having
E (t) :=
1
2
Q¯THP˜−1Q¯ =
P+1∑
i=1
P+1∑
j=1
P+1∑
k=1
1
2
[Q¯T (qi, rj , sk) P˜
−1 (qi, rj , sk) Q¯ (qi, rj , sk)]hihjhk. (103)
We also approximate the surface integrals in the boundary and interface terms (63), (73) and (91). We have294
Lemma 6. Consider the semi-discrete approximations of the transformed equation of motion (101), in curvi-
linear coordinates, with the flux terms and non-conservative product terms given by (37). For a polynomial
approximation of degree P , if the quadrature rule
∑P+1
m=1 f(ξm)hm =
∫ 1
0
f(ξ)dξ is exact for all polynomial
integrand f(ξ) of degree ≤ 2P − 1, then the corresponding spatial discrete operators satisfy the discrete
anti-symmetric property
Q¯TH∇D • F
(
Q¯
)
=−
∑
ξ=q,r,s
(
DξQ¯
)T
HFξ
(
Q¯
)
+
∑
ξ=q,r,s
P+1∑
ψ=1
P+1∑
θ=1
[(
J
√
ξ2x + ξ2y + ξ2zv
TT
)
ξ=1
−
(
J
√
ξ2x + ξ2y + ξ2zv
TT
)
ξ=0
]
ψθ
hψhθ,
(104)
Proof. Consider
Q¯TH∇D • F
(
Q¯
)
=
∑
ξ=q,r,s
Q¯THDξFξ
(
Q¯
)
, (105)
and and use the discrete integrate-by-parts principle, (97) and (98), we have
Q¯TH∇D • F
(
Q¯
)
=
∑
ξ=q,r,s
(
− (DξQ¯)T HFξ (Q¯)+ Q¯THH−1q (Bξ (1, 1)−Bξ (0, 0)) Fξ (Q¯)) (106)
Using the fact that
Q¯THH−1ξ (Bξ (1, 1)−Bξ (0, 0))Fξ
(
Q¯
)
=
P+1∑
ψ=1
P+1∑
θ=1
[(
J
√
ξ2x + ξ2y + ξ2zv
TT
)
ξ=1
−
(
J
√
ξ2x + ξ2y + ξ2zv
TT
)
ξ=0
]
ψθ
hψhθ,
completes the proof.295
28
Note that due the our choice of the ani-symmetric form (24), we have
Q¯TBξ
(∇DQ¯)− (DξQ¯)T Fξ (Q¯) = 0. (107)
and the identity
Q¯THBξ
(∇DQ¯)− (DξQ¯)T HFξ (Q¯) = P+1∑
i=1
P+1∑
j=1
P+1∑
k=1
(
Q¯TBξ
(∇DQ¯)− (DξQ¯)T Fξ (Q¯))
ijk
hihjhk = 0. (108)
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For the two elements model we introduce the external boundary terms
BT s
(
v̂−η , T̂
−
η
)
=
∑
ξ=r,s
P+1∑
ψ=1
P+1∑
θ=1
∑
η=l,m,n
((√
ξ2x + ξ
2
y + ξ
2
zJT̂
−
η v̂
−
η
) ∣∣∣
ξ=1
−
(√
ξ2x + ξ
2
y + ξ
2
zJT̂
−
η v̂
−
η
) ∣∣∣
ξ=0
)
ψθ
hψhθ
−
P+1∑
ψ=1
P+1∑
θ=1
∑
η=l,m,n
((√
q2x + q
2
y + q
2
zJT̂
−
η v̂
−
η
) ∣∣∣
q=0
)
ψθ
hψhθ ≤ 0,
BT s
(
v̂+η , T̂
+
η
)
=
∑
ξ=r,s
P+1∑
ψ=1
P+1∑
θ=1
∑
η=l,m,n
((√
ξ2x + ξ
2
y + ξ
2
zJT̂
+
η v̂
+
η
) ∣∣∣
ξ=1
−
(√
ξ2x + ξ
2
y + ξ
2
zJT̂
+
η v̂
+
η
) ∣∣∣
ξ=0
)
ψθ
hψhθ
+
P+1∑
ψ=1
P+1∑
θ=1
∑
η=l,m,n
((√
q2x + q
2
y + q
2
zJT̂
+
η v̂
+
η
) ∣∣∣
q=1
)
ψθ
hψhθ ≤ 0,
and the interface term
IT s
(
v̂±, T̂±
)
= −
P+1∑
ψ=1
P+1∑
θ=1
∑
η=l,m,n
(√
q2x + q
2
y + q
2
z T̂η[[v̂η]]J
)
ψθ
hψhθ ≡ 0.
We can now prove the numerical stability of the semi-discrete approximation (101).297
Theorem 8. Consider the semi-discrete DG approximation (101). If the quadrature rule
∑P+1
m=1 f(ξm)hm =∫ 1
0
f(ξ)dξ is exact for all polynomial integrand f(ξ) of degree ≤ 2P − 1, then the numerical solution satisfies
the energy equation
d
dt
(
E−(t) + E+(t)
)
= IT s
(
v̂±, T̂±
)
+BT s
(
v̂−, T̂−
)
+BT s
(
v̂+, T̂+
)
+Fluc
(
G±, Z±
) ≤ 0. (109)
Proof. We will use the energy method. From the left, multiply (101) by Q¯TH
Q¯THP˜−1
d
dt
Q¯ = Q¯TH∇D • F
(
Q¯
)
+
∑
ξ=q,r,s
Q¯THBξ
(∇DQ¯)− Q¯THFlux (Q¯) . (110)
On the left hand side of (110) we recognize time derivative of the semi-discrete energy E (t) defined in (103).
With
∑P+1
m=1 f(qm)hm =
∫ 1
0
f(q)dq, then the summation-by-parts principle, (98), (97) holds. On the right
hand side of (110), we use lemma 6, that is replace the conservative flux term with (104), we have
d
dt
E (t) =
∑
ξ=q,r,s
[
Q¯THBξ
(∇DQ¯)− (DξQ¯)T HFξ (Q¯)]
+
∑
ξ=q,r,s
P+1∑
ψ=1
P+1∑
θ=1
[(
J
√
ξ2x + ξ
2
y + ξ
2
zv
TT
)
ξ=1
−
(
J
√
ξ2x + ξ
2
y + ξ
2
zv
TT
)
ξ=0
]
ψθ
hψhθ − Q¯THFlux
(
Q¯
)
.
(111)
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Using the fact (108), the volume terms vanish, remaining only the surface terms and having
d
dt
E (t) = −
∑
ξ=q,r,s
P+1∑
ψ=1
P+1∑
θ=1
((
J
√
ξ2x + ξ
2
y + ξ
2
z
(
vTG−TT G˜ + vTT
))
ξ=0
)
ψθ
hψhθ
−
∑
ξ=q,r,s
P+1∑
ψ=1
P+1∑
θ=1
((
J
√
ξ2x + ξ
2
y + ξ
2
z
(
vTG + TT G˜− vTT
))
ξ=1
)
ψθ
hψhθ.
(112)
Collecting contributions from both elements, and using (88) and the identities (72) and (85) give the energy298
equation (109).299
Note the similarities between Theorem 8 and Theorem 7. The only differences are that we have replaced300
the solution Q by its polynomial interpolant Q¯, and the integrals by quadrature rules.301
By (109), the semi-discrete DG approximation (101) is asymptotically stable. This means that the302
solutions can never grow in time. We can now integrate (101) in time using any suitable explicit ODE303
scheme, such as high order explicit Runge-Kutta methods. In this paper we will integrate the (101) in time304
using the ADER scheme [19, 30, 43].305
7. The Arbitrary DERivative (ADER) time integration306
In this section we will summarize the ADER time-stepping scheme. For more elaborate discussions, we
refer the reader to [19, 30, 43]. To begin, we rewrite the semi-discrete approximation (101) as an autonomous
first order ODE
dQ¯
dt
= DQ¯︸︷︷︸
PDE
+ F Q¯︸︷︷︸
Num. flux→0
, (113)
with
DQ¯ := P˜
∇D • F (Q¯)+ ∑
ξ=q,r,s
Bξ
(∇DQ¯)
 , F Q¯ := −P˜Flux (Q¯) . (114)
where DQ¯ is the discrete spatial operator is split into the derivative term, emanating from the PDE, and307
F Q¯ is the numerical flux fluctuation term, incorporating the boundary and interface conditions.308
Note that the right hand of (113) is well defined even when P˜ is not invertible. For example in acoustics,309
we have µ = 0 and the right hand side for the shear stress equations vanish identically. Thus in acoustics,310
the shear stress fields have trivial solutions, σxy = σ
0
xy, σxz = σ
0
xz, σyz = σ
0
yz.311
The numerical flux fluctuation is a very small term, F Q¯ ≈ 0, and will vanish F Q¯ → 0 in the limit of312
mesh refinement ∆t→ 0.313
We now introduce the discrete time variables tk ≤ t ≤ tk+1, ∆tk = tk+1 − tk, and the pseudo time
variable τ = t− tk such that 0 ≤ τ ≤ ∆tk, and d/dτ = d/dt. Going from the current time level τ = 0 to the
30
next time level τ = ∆tk, we integrate the ODE (113), exactly having
Q¯(∆t) = Q¯(0) +
∫ ∆tk
0
DQ¯dτ +
∫ ∆tk
0
F Q¯dτ,
= Q¯(0) +D
∫ ∆tk
0
Q¯dτ + F
∫ ∆tk
0
Q¯dτ,
(115)
where the second equality follows from linearity. If we can evaluate the integrals
∫∆tk
0
Q¯dτ in (115), then the
time integration in (115) is exact. However, exact time integration is possible only in the most trivial case
where the right hand side of (113) vanish identically for all components. Now, we will make an important
approximation. We assume that the time step ∆t is sufficiently small, such that
dQ¯(τ)
dτ
≈ DQ¯, F Q¯ ≈ 0, (116)
are reasonable approximations. Next we construct the predictor, ˜¯Q(τ), by Taylor expansions of the solution
around τ = 0 and replace the time derivatives with spatial operator in (116), we have
˜¯Q(τ) = Q¯(0) + τ dQ¯(0)
dτ
+
τ2
2
d2Q¯(0)
dτ2
+ ... ≈
P∑
m=0
τm
m!
DmQ¯(0), (117)
where P is the polynomial degree used in the spatial approximation. We can now approximate the integrals
in (115) using the predictor. The result of this integration is called the time average∫ ∆tk
0
Q¯dτ ≈ Q¯(0) =
∫ ∆tk
0
˜¯Q(τ)dτ = P∑
m=0
∆t
(m+1)
k
(m+ 1)!
DmQ¯(0). (118)
By replacing the integrals in (115) by the time average Q¯(0), we derive a high order accurate, explicit, one
step, time integration scheme
Q¯(∆t) = Q¯(0) +DQ¯(0) + F Q¯(0). (119)
Note that the numerical flux fluctuations, F Q¯(0), is evaluated only once for any order of approximation. This314
is opposed to Runge–Kutta methods or standard Taylor series methods where the numerical flux fluctuation315
is included in the spatial operator, Dm → (D + F )m, to approximate higher time derivatives in the Taylor316
series terms. For the ADER scheme, the fact that the numerical flux fluctuation is evaluated only once317
for any order implies that most of the computations are performed within the element to compute the318
predictor in (117) and the time average in (118). This has a huge impact in high performance computing319
applications, since we can design efficient communication avoiding parallel algorithms. Since the predictor320 ˜¯Q(τ) is defined in the entire time interval 0 ≤ τ ≤ ∆tk, the ADER scheme, (115)–(119), is also easily321
amenable to local time-stepping methods. When the ADER time stepping scheme is combined with the DG322
spatial approximation the fully discrete scheme is often referred as the ADERDG method [30, 43]. For a323
DG polynomial approximation of degree P , a stable ADERDG method is (P + 1)th order accurate in both324
space and time .325
31
8. Numerical experiments326
We will now present some numerical simulations, in 3D isotropic and anisotropic elastic media. The327
experiments are designed to verify accuracy and numerical stability of the method, for both body waves328
and elastic surface waves. We will also demonstrate the potential of our method in modeling geometrically329
complex free surface topography.330
The numerical experiments will be conducted in 3D elastic media. Mesh refinement studies will not331
be performed here because of the unaffordable computational cost required for multiple high resolution332
simulations. Simulations will be performed on moderately fine 3D meshes, and the simulated solutions will333
be compared to analytical solutions of community defined benchmark problems [16, 17, 5, 40, 1, 2]. The334
reader is referred to [3], where detailed convergence studies for the physics based flux for elastodynamics are335
performed in 1D and 2D.336
In many of the simulations, we have used the PML to efficiently absorb outgoing waves. Details of the337
discretization and implementation of the PML will be reported in a forthcoming paper. We have used GLL338
nodes for most of the experiments presented here. However, it is important to note that similar results can339
be obtained using the GL nodes.340
We introduce the effective grid size h = ∆x/(P + 1), comparable to a finite difference grid size. We will
use the global time-step
∆t =
CFL
d
hmin
cmax
, hmin =
∆min
(P + 1)
(120)
where P is the degree of the polynomial approximation, d = 3 is the spatial dimension, CFL = 0.9 and
∆min = min (∆x,∆y,∆z) , cmax = max
√ ∑
ξ=x,y,z
q2ξcn,
√ ∑
ξ=x,y,z
r2ξcn,
√ ∑
ξ=x,y,z
s2ξcn
 , cn = √ ∑
ξ=x,y,z
(nξcpξ)
2.
Note that
∑
ξ=x,y,z n
2
ξ = 1, and in an isotropic medium the effective normal p-wave speed is cn = cp.341
8.1. The whole space problem342
Here, we consider solutions of a 3D homogeneous isotropic elastic medium in a whole space, with a
compressional point source. The density and wave speeds of the medium are
ρ = 2670 kg/m
3
, cp = 6000 m/s, cs = 3464 m/s. (121)
We consider homogeneous initial conditions, and generate waves by adding the compressional moment tensor
point source
f(x, y, z, t) = Mδx(x− x0)δy(y − y0)δz(z − z0)g(t), g(t) = 1
σ0
√
2pi
e
− (t−t0)
2
2σ20 , σ0 = 0.1149 s, t0 = 0.7 s, (122)
with M = M0I, where I is the 3-by-3 identity matrix, that is Mxx = Myy = Mzz = M0, and M0 = 10
18 Nm343
is the moment magnitude. Here, δη(η) are the one dimensional Dirac delta function and (x0, y0, z0) is the344
source location.345
32
In the absence of boundaries, the problem has an analytical solution, see for example [5, 40].346
We now consider the computational cubic domain (x, y, z) ∈ [0, 9] × [0, 9] × [0, 9], discretize the domain347
uniformly with 27 elements in each direction, and place the source at x0 = y0 = z0 = 3.1667 km. We place348
two receivers at 1 km from the source (xr = 4.1667 km, yr = zr = 3.1667 km) , and at 5 km from the source349
(xr = 8.1667 km, yr = zr = 3.1667 km), where the solutions are recorded. The computational domain was350
surrounded by the PML to prevent artificial reflections from contaminating the solutions.351
We consider polynomial approximation of degree P = 6, with GLL nodes and evolve the wave fields with352
the time-step ∆t = 0.0024 s until the final time t = 3 s. In Figure 6, we compare the analytical solution353
with the simulated solutions at the two stations. Note that the numerical solution matches the analytical354
solution very well, with less than 1% relative error.355
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Figure 6: A comparison of the numerically simulated particle velocity with the analytical solution in a whole space. To the left,
the receiver is located at (xr, yr, zr) = (4.1667, 3.1667, 3.1667), 1 km from the source; and to the right the receiver is located at
(xr, yr, zr) = (8.1667, 3.1667, 3.1667), 5 km away from the source.
8.2. Layer over a half-space (LOH1)356
To assess the numerical accuracy of the method, for free surface and interface waves in a discontinuous
elastic medium, we choose the Seismic wave Propagation and Imaging in Complex media: a European
network (SPICE) code validation problem, Layer Over Homogeneous Half-space (LOH1) [16, 17]. The
LOH1 benchmark problem consists of a planar free surface and an internal planar interface between a thin
homogeneous soft layer and hard half-space. The material properties in the medium are given by
soft upper crust : ρ = 2600 kg/m
3
, cp = 4000 m/s, cs = 2000 m/s, x ≤ 1 km,
hard lower crust : ρ = 2700 kg/m
3
, cp = 6000 m/s, cs = 3343 m/s, x > 1 km.
The benchmark considers homogeneous initial conditions for all fields, and generates waves by adding the
double-couple moment tensor point source
f(x, y, z, t) = Mδx(x− x0)δy(y − y0)δz(z − z0)g(t), g(t) =
(
t
T 2
e−t/T
)
, T = 0.1 s
33
located at 2 km depth, under the planar free surface. The only non-zero components of the moment tensor357
are Mzy = Myz = M0, and a moment magnitude of M0 = 10
18 Nm. As before, δη(η) are the one dimensional358
Dirac delta function and (x0, y0, z0) is the source location.359
The only physical boundaries present is the free surface at x = 0 where tractions vanish, and the internal360
interface at x = 1 km. Note that domain is unbounded at depth and in y and z directions. The semi-bounded361
problem, LOH1 benchmark problem, has a semi-analytical solution and has been used to benchmark elastic362
wave propagation codes [16, 17].363
To perform numerical simulations, we consider the computational cubic domain (x, y, z) ∈ [0, 17 km]×364
[0, 17 km]× [0, 17 km], and place the source at (2 km, 4.0926 km, 4.0926 km). We also place three receivers365
on the free surface at Station 1: (0 km, 4.5826 km, 4.5826 km), Station 2: (0 km, 4.0926 km, 4.0926 km)366
and Station 3: (0 km, 8.0116 km, 8.0116 km), where the solutions are sampled. The computational domain367
was surrounded by the PML, at depth x = 17 km and in y and z directions, to prevent artificial reflections368
from contaminating the solutions.369
First, we discretize the domain uniformly with 27 elements in each direction, and consider degree P = 6370
polynomial approximation, with GLL nodes. The effective grid resolution comparable to a finite difference371
grid size is h = 90 m. We evolve the wave fields with the time-step ∆t = 0.0015 s until the final time.
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Figure 7: Verification of the accuracy of exahype with the LOH1 bench mark problem. The receivers are placed at the surface
with Station 1: (0 km, 4.5826 km, 4.5826 km), Station 2: (0 km, 4.0926 km, 4.0926 km) and Station 3: (0 km, 8.0116 km,
8.0116 km).
372
In Figure 7, we compare the numerical solutions with the semi-analytical solutions. Note that the373
numerical solution agrees very well with the semi-analytical solution.374
Further, we investigate static adaptive mesh refinement, and stability for non conforming elements. Now375
the domain is discretized adaptively with the uniform element ∆x = 17000/9 m in the bedrock x > 4,376
∆x = 17/(9 × 3) km in the source region 1 km < x ≤ 4 km, and with ∆x = 17/(9 × 9) km in the377
topmost layer 0 ≤ x ≤ 1 km, see the left panel in Figure 8. Note that in the topmost layer closest to the378
surface, where surface waves are present the mesh size is 3 times smaller. We used GL nodes and degree379
P = 3 polynomial approximation. The effective grid resolution comparable to a finite difference grid size is380
h = 53 m in the topmost layer 0 ≤ x ≤ 1, h = 3× 53 m in the source region 1 < x ≤ 4 km, h = 9× 53 m381
in the bedrock x > 4 km. We evolve the wave fields with the time-step ∆t = 0.0026 s until the final time.382
As proposed in [16, 17], we post process the seismograms, by passing the seismograms through a band383
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Figure 8: LOH1: Time and frequency error misfit (0.1 – 5 Hz)
pass filter, and compute the envelop misfit (EM) and the phase misfit (PM), and the time-frequency envelop384
misfit (TFEM), time-frequency phase misfit (TFPM). For Station 1 and the z component of the particle385
velocity vz, these quantities are displayed in the right panel of Figure 8. Note that EM∼ 5%, and PM∼ 2%,386
which are very moderate error tolerance.387
8.3. Surface waves in anisotropic media388
We consider simulations of elastic waves propagating in an orthotropic anisotropic medium [1, 2]. Wave
propagation in anisotropic elastic media is much more complex, and interesting, than in isotropic elastic
media. From both analytical and numerical perspectives, anisotropy introduces additional difficulty, since
the a wave mode can propagate with different wave speeds in different directions. In fact, analytical solutions
exist for only a very few problems. Numerical simulations become inevitable for studying wave propagation
in anisotropic elastic media. We will study the accuracy of the method for surface waves in an anisotropic
crystal, where analytical solutions exists. The crystal is apatite and the set-up is the same as in [2]. The
density of the medium and elastic constants are given in Table 1, with c55 = c44, c66 = (c11 − c12) /2. From
Table 1: The density and elastic constants for the crystal Apatite. With c55 = c44 c66 = (c11 − c12) /2
ρ c11 c12 c13 c23 c22 c33 c44
3190 kg/m3 167 GPa 13.1 GPa 66 GPa 66 GPa 167 GPa 140 GPa 66.3 GPa
(18), we can determine the wave speeds
cpx = 7235 m/s, cshx = 4559 m/s, csvx = 6945 m/s,
cpy = 7235 m/s, cshy = 6945 m/s, csvy = 6945 m/s,
cpz = 6624 m/s, cshz = 4559 m/s, csvz = 4559 m/s.
35
The computational domain is the cube (x, y, z) ∈ [0, 20 cm]× [0, 20 cm]× [0, 20 cm]. Waves are excited by
adding the point source
f(x, y, z, t) = δx(x− x0)δy(y − y0)δz(z − z0)g(t), (123)
to the first component of the momentum equation, where the source time function is
g(t) = cos [2pi (t− t0) f0] e−2(t−t0)2f20 , t0 = 3/(2f0) + 5× 10−6 s, f0 = 250 kHz,
δη(η− η0) are the one dimensional Dirac delta function. The source is located at x0,= 10 cm, y0,= 10 cm,389
z0 = 0, the surface of the crystal. At the surface z = 0, we impose the free surface boundary condition and390
the absorbing boundary condition at the other 5 boundaries of the domain.391
We discretize the computational domain uniformly with 27 elements in each spatial direction, with a392
polynomial approximation of degree P = 6. We place a receiver at x0,= 10 cm, y0,= 10 cm, z0 = 15 cm,393
and evolved the wave fields, with the global time step ∆t = 0.015 µs, until the final time, t = 50 µs.394
In Figure 9, we compare the analytical solution with the numerically simulated solution. The numerical
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Figure 9: A comparison of exahype and the analytical solution in an orthotropic anisotropic media
395
solution matches the analytical solution very well, with less than 1% relative error.396
8.4. Wave propagation in complex geometries397
We will now demonstrate the potential of the method in model elastic wave propagation in geometrically398
free surface topography. We consider the topography data shown in Figure 10. The data spans a rectangular399
surface area (x, z) ∈ [0 km, 78 km] × [0 km, 60 km], with 200 m resolution of the elevation data. Down400
36
dip we truncate the domain at y = 60 km, so that the computational domain corresponds to the modulated401
rectangular cuboid (x, y, z) ∈ [0 km, 60 km] × [y˜, 60 km] × [0 km, 60 km], where y˜(x, z) is the elevation402
data.
Figure 10: Surface topography data, showing the elevation of a section of Wasatch fault area.
403
We consider the homogenous material properties (121), and homogeneous initial data. The compressional404
point source (122) is placed at the center of the domain, 10 km down dip, that is x0,= 30 km, y0,= 10 km,405
z0 = 30 km. At the free surface y˜(x, z), we set tractions to zero, and at the other boundaries of the domain406
we impose absorbing conditions by setting the incoming characteristics to zero.407
The domain is discretized uniformly with 27 elements in each spatial direction, and consider degree408
P = 5 polynomial approximation. The effective grid resolution comparable to a finite difference grid size is409
h = 370.37 m. We evolve the solution with the time step ∆t = 0.004 s until the final time. Snapshots of410
the wave fields at t = 2, 4, 5, 6 s are presented in Figure 11. Note the scattering effects of the nonplanar411
topography at t = 4, 5, 6 s.412
For this problem there is no analytical solution. In order to make a comparison, we run a simulation413
with WaveQLab3D [7], a high order accurate finite difference solver, with h = 400 m resolution. We place414
3 receivers on the free surface at Station 1: xr = 15 km, y˜(xr, zr), zr = 30 km, Station 2: xr = 30 km,415
y˜(xr, zr), zr = 30 km, Station 3: xr = 45 km, y˜(xr, zr), zr = 32 km. In Figure 12, we compare416
seismograms from ExaHyPE and WaveQLab3D. We can observe the good agreement of the seismograms.417
37
The little difference in the seismograms come from low resolutions of the topography, and will diminish as418
we increase the resolution.
Figure 11: Snapshots of the wave field, from left to right, at t = 2, 4, 5, 6 s for the Wasatch surface topography.
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Figure 12: A comparison of waveqlab and exahype for the Wasatch surface topography. All stations are at the surface. The
station to the left is located at x = 15 km, z = 30 km. The station at the center is located at the epicenter with x = 15 km,
z = 30 km. The station to the right is located at the peak altitude with x = 45 km, z = 32 km
419
9. Summary and outlook420
In this paper, we present a new energy-stable discontinuous Galerkin approximation of the elastic wave421
equation in general and geometrically complex 3D media, using the recently developed physics-based numer-422
ical penalty-flux [3]. As opposed to the Godunov flux, the physics based flux does not require a complete423
eigenvector-eigenvalue decomposition of the spatial coefficient matrices. By construction, our numerical flux424
is upwind and yields a discrete energy estimate analogous to the continuous energy estimate. The discrete425
energy estimate holds for conforming and non-conforming curvilinear elements. The ability to handle non-426
conforming curvilinear meshes allows for flexible adaptive mesh refinement strategies. The numerical scheme427
has been implemented in ExaHyPE, a simulation engine for hyperbolic PDEs on adaptive structured meshes,428
for exascale supercomputers.429
Numerical experiments are presented in 3D isotropic and anisotropic media demonstrating stability and430
accuracy. Finally, we present a regional geophysical wave propagation problem in an Earth model with431
geometrically complex free-surface topography.432
The numerical method can be easily adapted to model linear and nonlinear boundary and interface wave433
phenomena. In a forthcoming paper we will extend the method to nonlinear frictional problems, and present434
38
numerical simulations of nonlinear dynamic earthquake ruptures on dynamically adaptive meshes.435
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