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Abstract
E’ stato aggiornato e potenziato al CILEA il parco macchine per il calcolo parallelo e ad alte
prestazioni.
L’attuale configurazione delle macchine prevede ora un calcolatore HP serie V2500 e due calcolatori
HP delle serie N4000 per un totale complessivo di 36 CPUs e 32 GB di memoria centrale.
Dal giorno 24 gennaio 2000, il CILEA mette a
disposizione per il supercalcolo la nuova
soluzione HyperPlex dell’HP nella forma di una
macchina V2500 e due macchine N4000
collegate fra di loro tramite HyperFabric.
La soluzione adottata prevede di avere così un
sistema a 36 CPUs totali e con 32 GB di
memoria centrale complessiva.
Tutte e tre le macchine sono dotate di processori
PA-RISC 8500 a 440MHz.
Di seguito, nelle tabelle 1 e 2, verrà data una
descrizione delle macchine V2500 e degli
N4000, rimandando per maggiori informazioni
all’articolo di presentazione delle macchine
stesse pubblicato sul Bollettino del CILEA -
n.69 - settembre 1999.
Tabella 1      V2500   (vic20.cilea.it)
System Processing Unit
Central Processor 64-bit PA-RISC PA-8500
Clock Frequency 440-MHz
Number of Processors 20
Cache size (per processor) 1 MB Data Cache (on chip)
 0,5 MB Instruction Cache (on chip)
Operating System HP-UX 11.
HyperPlane Crossbar, Memory Subsystem (SMP,SCA)
Memory Architecture Crossbar-based symmetric multiprocessor (SMP)
Type 8x8 non-blocking multiported crossbar
Bandwidth (max) 15.36 GB/s
Memory Capacity 16 GB
I/O Subsystem
Number of channels 8xPCI 64-bit
Channel bandwidth 240 MB/s (bidirectional)
Peak Aggregate I/O Channel Bandwidth 1.9 GB/s
Number of controllers 4 Ultra2 Wide SCSI
Number of disks 10 disks of 18 GB each one
User Accessible Media Drives 1 DVD drive + 1 DDS-3 DAT drive
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Tabella 2   N4000  (vic23.cilea.it, vic24.cilea.it)
Central Processor 64-bit PA-RISC PA-8500
Clock Frequency 440-MHz
Number of Processors 8  each one
Cache size (per processor) 1 MB Data Cache (on chip)
0,5 MB Instruction Cache (on chip)
Operating System HP-UX 11.
Peak Aggregate I/O Channel BandWidth 5.8 GB
Number of disks 2 disk of 8 GB each one + 3 Fiber Channel disk of
18 GB each one
Memory Capacity 8 GB
HyperFabric
Le tre macchine descritte sopra, cioè il V2500 e
le due N4000 sono interconnesse tra loro con un
HP switch HyperFabric le cui caratteristiche
principali sono:
- collegamento molto veloce 320 MB/s (2560
Mb/s) per collegamento
- ritardo ridotto, usando software TCP/IP
standard (< 80µs )
- possibilità di avere fino a 16 connessioni su
uno switch ad alta capacità (40,96 GB/s
complessivo)
- connessioni attualmente con cavi paralleli ( <
20 m), possibilità di usare fibra ottica in
futuro.
Configurazione delle macchine
installate e modalità di utilizzo
Il cluster è stato implementato in modo tale che
solo la macchina V2500 sia raggiungibile
dall’esterno (con telnet, xwin ecc.), mentre i due
N4000 non sono raggiungibili via rete ma solo
attraverso il sistema batch implementato, cioè il
sistema LSF; la coda che permette di utilizzare
tutte e tre le macchine si chiama:
any_NV
di cui nel seguito verranno date le istruzioni
d’uso.
Le tre macchine condividono lo stesso disco
/users (home directory di tutti gli utenti), e lo
stesso account-userid, per cui un utente che ha
una userid sulla macchina vic20 (V2500)
automaticamente ha anche l’accesso batch a
vic23 e vic24 (i due N4000).
Istruzioni per l'uso del cluster HP
con la coda batch any_NV
La coda batch any_NV permette di lanciare
l'esecuzione dei lavori su una qualunque delle
macchine vic20 (HP 9000 V2500 Enterprise
Server), vic23 e vic24 (HP 9000 N4000
Enterprise Server).
La scelta della macchina sulla quale verrà
effettivamente eseguito il calcolo è fatta
dinamicamente dal sistema LSF, sulla base del
carico degli elaboratori ed eventualmente altri
parametri, anche legati al comportamento della
macchina relativamente al prodotto applicativo
da eseguire. Questo permette di sfruttare al
meglio le capacità del sistema di calcolo,
evitando di sovraccaricare la macchina singola,
a discapito della sua efficienza e dei tempi di
risposta.
Per questo la coda any_NV è configurata in
modo che, quando possibile, i file di input del
lavoro vengono copiati sul file system /scratch
della macchina e da lì lanciati. Al termine del
lavoro i file con i risultati vengono ricopiati sul
direttorio di origine. Questo viene fatto automa-
ticamente dalle procedure appositamente im-
plementate, a patto naturalmente di rispettare
alcune semplici norme.
La prima regola è che i file di input siano
visibili da tutte le tre macchine, ovvero devono
risiedere nel file system /users, contrariamente
a quanto finora consigliato ai nostri utenti.
Inoltre è necessario che siano definite alcune
variabili d'ambiente, alle quali le procedure
sono sensibili:
LSF_INPUTDIR
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Direttorio contenente i file di input (nel file
system /users)
LSF_INPUTFILES
Lista dei file (o dei direttori) di input (da
copiare)
LSF_WORKDIR
Direttorio del file system locale da cui lanciare
il lavoro
LSF_OUTPUTFILES
Lista dei file (o dei direttori) dei risultati, da
ricopiare in $LSF_INPUTDIR
LSF_DELWKDIR
Controlla l'eliminazione automatica dei file con
i risultati
Tutte le variabili d'ambiente indicate devono
essere definite, tranne l'ultima la quale, se
definita (ad es. con setenv LSF_DELWKDIR),
provoca l'eliminazione automatica dei file con i
risultati, dopo che questi sono stati ricopiati nel
direttorio di input di origine.
In ogni caso viene generato un file di nome
nnnn.rjclean  nel direttorio di origine,
contenente il nome della macchina sulla quale è
stato eseguito il lavoro, il nome del direttorio di
lavoro, la scritta "O.K." nel caso tutti i file dei
risultati sono stati ricopiati con successo nel
direttorio originale.
Il file nnnn.rjclean  può essere utilizzato
insieme alla procedura rjclean  per cancellare
il direttorio di lavoro, dopo aver controllato che
tutti i file con i risultati sono stati ricopiati
correttamente, oppure nel caso che il sistema
abbia rilevato qualche errore (manca la scritta
"O.K."). La cancellazione dei direttori di lavoro è
caldamente consigliata, perciò si invitano gli
utenti a definire la variabile LSF_DELWKDIR
prima di lanciare i lavori con la coda any_NV.
Alternativamente si dovrà usare regolarmente
la procedura rjclean  per la pulizia dei
direttori di lavoro dopo avere controllato
manualmente i risultati.
Esempio di utilizzo della coda
any_NV
Gli utenti che usano i prodotti applicativi
commerciali sulle piattaforme di calcolo del
CILEA beneficiano automaticamente dell'uso di
questa coda batch, purché non specifichino una
coda batch diversa nei loro comandi di
esecuzione.
Viceversa gli utenti che utilizzano programmi o
applicativi non commerciali possono
ugualmente avvalersi delle procedure
implementate con la coda batch any_NV,
purché seguano le regole spiegate prima e
riepilogate nel seguente esempio.
Nell'esempio si intende lanciare l'esecuzione del
programma morphing che, sulla base di
istruzioni lette nel file morph.inp , elabora
l'immagine origine.bmp  del direttorio forma1
e genera le due immagini origine1.bmp ,
origine2.bmp  nello stesso direttorio, insieme
al file di messaggi morph.log .
# Si genera la procedura batch:
cat > lancio.batch << FinE
#!/bin/csh
$HOME/morphing
FinE
# Si rende eseguibile la procedura:
chmod u+x lancio.batch
# Si definiscono le variabili d'ambiente
setenv LSF_INPUTDIR `pwd`
setenv LSF_INPUTFILES "lancio.batch
morph.inp forma1"
setenv LSF_WORKDIR "/scratch/temp_$$"
setenv LSF_OUTPUTFILES "morph.log forma1"
# Si sottopone la procedura
#  all'esecuzione batch:
bsub -q any_NV -o lancio.log
$cwd/lancio.batch
# Mediante il comando bjobs si può
#  monitorare l’attività.
# Al termine si controlla il lavoro fatto
#  e si pulisce il direttorio di lavoro
ll ./
ll ../forma1
rjclean
Istruzioni per l'uso dei prodotti
applicativi
Sulle piattaforme di calcolo del CILEA i
prodotti applicativi commerciali possono essere
utilizzati con apposite procedure.
Il comando prodotti fornisce le informazioni
sugli applicativi disponibili e sul loro utilizzo.
Trasmettendo solamente il comando relativo ad
un prodotto vengono visualizzate le istruzioni
per il suo utilizzo, su come consultare
l'eventuale documentazione e a volte alcuni
suggerimenti d'uso.
In generale queste procedure sottomettono il
lavoro sulla coda batch any_NV, che permette
di gestire al meglio i calcolatori disponibili,
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purché il lavoro sia sottomesso da un direttorio
sotto /users . Se la procedura non implementa
questa funzionalità, viene esplicitamente
segnalato nelle istruzioni d'uso.
E' consigliabile che, per ogni esecuzione, venga
generato un direttorio apposito, contenente tutti
i file necessari all'elaborazione. Prima
dell'esecuzione del lavoro, sullo /scratch  della
macchina scelta dal sistema LSF per
l'elaborazione, viene generato un direttorio di
lavoro e qui vi viene copiato l'intero direttorio di
partenza, contenente i file di input. Al termine
dell'esecuzione, l'intero direttorio di lavoro
viene ricopiato nel direttorio di partenza.
La variabile d'ambiente LSF_DELWKDIR
permette di controllare questo.
Ovvero, se la variabile viene definita, con il
comando setenv LSF_DELWKDIR, il direttorio
di lavoro viene cancellato automaticamente,
dopo che tutti i file sono stati ricopiati con
successo. In caso contrario è disponibile la
procedura rjclean , che permette di ripulire
tutti gli eventuali direttori di lavoro generati,
purché i file di nome nnnn.rjclean  non siano
cancellati.
Istruzioni per l'uso della procedura
rjclean
La procedura rjclean  ricerca nel direttorio i
file di nome nnnn.rjclean , prodotti dalle pro-
cedure che gestiscono la coda  any_NV. Questi
file contengono indicazioni sulla macchina che
ha eseguito il lavoro, sul direttorio di lavoro
utilizzato, sulla correttezza del trasferimento
dei file con i risultati. Nel caso che tutto abbia
funzionato correttamente, la procedura chiede
l'assenso alla rimozione del direttorio; in caso
contrario avvisa l'utente di controllare i risul-
tati e scrive a video il comando per cancellare
quanto è  rimasto sull'elaboratore.
Sintassi d'uso:
   rjclean
   rjclean  macchina direttorio
Consigli
Per maggiori informazioni sono disponibili sulla
macchina vic20 i seguenti file:
/users/README
/users/README.CODE.LSF
/users/README.USO.CLUSTER
Nel caso di dubbi, problemi o informazioni, è
possibile contattare le seguenti persone:
- Dott.ssa Rosalba Galloni, responsabile della
gestione delle macchine
(galloni@cilea.it)
- Dott. Claudio Arlandini ,sistemista
(arlandini@cilea.it)
- Dott. Maurizio Cremonesi, per il software
installato e le tecniche di programmazione
(maucrem@cilea.it)
- Dott. Paolo Ramieri, per il software
installato e le tecniche di programmazione
(ramieri@cilea.it)
