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概 要
連続変化と離散変化を併せ持つ系であるハイブリッドシステムは，物理学や制
御工学など様々な分野の事象やシステムを扱えるために，そのシミュレーション
や検証の手法が盛んに研究されている．既存のハイブリッドシステムの記述形式
では，複雑なモデルの制約を簡潔に過不足なく記述するのが困難な場合があった．
また，高信頼なシミュレーションや検証のためには，パラメタ変数により表現さ
れるような不確実性を持つモデルの到達可能範囲をできるだけ正確に計算する必
要があるが，既存ツールの中には対応していないものも多い．ハイブリッドシス
テムを簡潔に記述するための新たな枠組みとして，制約概念に基づくモデリング
言語HydLaが提案，開発されている．HydLaでは不等式により不確実性を持った
モデルを記述できるが，そのようなモデルの到達可能範囲を計算しシミュレーショ
ンする手法は確立されていない．
本研究ではまず，不確実値を持つHydLaモデルに対して，変数の取りうる値を
区間で表現し，モデルの到達可能範囲を漏れなく包囲するような指定した最大区
間幅の box（区間ベクトル）集合を計算する手法を提案する．さらに，その実装と
してHydLaのシミュレーション実行処理系BPSimulatorを作成する．
区間演算に基づく非線形制約求解手法という手法では，変数の表と，非線形等
式または不等式（非線形制約）制約を入力とし，制約の解を全て含む box （区間
ベクトル）集合を得る．box中の各区間は各変数が取りうる値を表す．提案手法で
は，モデルの離散変化と連続変化それぞれの状態について満たすべき制約を決定
し，上記の求解手法へ入力することで各状態における到達可能範囲包囲を求めて
ゆく．含意 (entailment)に基づく条件付き制約に対しては保守的に判断し，条件
を含意するかしないか確実に判断できない場合には両方の場合に対してそれぞれ
計算することで包囲の漏れを防ぐ．
提案手法をC++，Mathematicaおよび既存の非線形制約求解ライブラリを用い
て実装し，HydLaプログラムとシミュレーション時間を入力としたシミュレーショ
ン実行処理系BPSimulatorを作成した．同時に開発された数式処理による処理系
との統合処理系として作成され，どちらの処理系を使用するか選択可能な 1つの
シミュレーターとなっている．BPSimulatorを用いていくつかの例題についてシ
ミュレーションし，不確実性を持つモデルや定性的な分岐を含むモデルに対して
も到達可能範囲の包囲が漏れなく計算されていることを確認した？
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1第1章 はじめに
1.1 研究の背景と目的
時間の経過に伴って状態が連続変化したり，状態や方程式自体が離散変化した
りする系をハイブリッドシステムと呼ぶ．物理学，生命工学，制御工学などをは
じめとする様々な分野のモデルをハイブリッドシステムとして統一的に扱うこと
ができるため，ハイブリッドシステムの簡潔な記述形式や，シミュレーション・検
証などの実行手法が研究されている．[15]
既存の記述形式としてハイブリッドオートマトン [11]やHybridCC[8]などが挙
げられるが，複雑なモデルの制約を過不足なく記述することは難しい．それらに
対し，より簡潔な記述を目指したハイブリッドシステムモデリング言語として，制
約概念に基づくモデリング言語HydLa[23]が提案，開発されている．
既存の実行手法（ツール）として，ハイブリッドシステムの数値計算シミュレー
ションが可能なMATLAB/Simulink[21]や，多くのシミュレーション，検証ツール
は精度保証された計算をしておらず，計算誤差により正しくない結果を招く可能
性がある [3]．また，ハイブリッドシステムの高信頼なシミュレーションや検証に
おいては，初期状態にパラメタ変数を用いて不確実性を持たせたモデルなどにお
いても，モデルの到達可能範囲を漏れなくかつできるだけ厳密に計算できること
が重要であるが [19]，不確実性を持つモデルに対して単純な数値計算により到達可
能範囲を厳密に計算することは難しい．高信頼なモデル検査手法として，ハイブ
リッドオートマトンを入力とし，モデルの到達可能範囲を区間や多角形で包囲し
て検証条件を判定する手法が開発されている [20, 6]．一方，HydLaには数式処理
によるシミュレーション実行処理処理系の実装が進んでいる [28]．この処理系は数
式処理によりモデルの厳密な軌道をシミュレーションできるが，パラメタ変数を
導入することはできす，不確実性を持つモデルを扱うことはできない．
本研究では，不確実性を持つHydLaで記述されたモデルに対して，その到達可
能範囲の高信頼な包囲を計算するシミュレーション実行処理系の作成を目的とし，
作成した区間制約に基づくシミュレーション実行処理系BPSimulatorの設計と
実装について述べる．HydLaによるモデルは，制約階層と不確実性によって無数
の解（軌道）を持つ場合があるが，BPSimulatorはその全ての解を包囲する box
（区間ベクトル）集合を計算する．その際 box内の最大区間幅を指定することで，
モデルの到達可能範囲に対する包囲の厳密さを指定することが可能である．
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1.2 論文構成
本論文の構成は下記の通りである．
² 第 2章
ハイブリッドシステムについてその概要と既存の記述，実行手法について述
べる．
² 第 3章
モデリング言語HydLaについての概要を，例題を交えて解説する．
² 第 4章
BPSimulatorに用いている区間演算と，区間制約を含む制約の求解をおこな
う非線形制約求解系について概要とその特徴について述べる．
² 第 5章
区間制約に基づく HydLaのシミュレーション手法についてアルゴリズムを
述べる．
² 第 6章
BPSimulatorの実装について，5章で述べたアルゴリズムやデータ構造の実
装を述べる．
² 第 7章
いくつかの例題について，作成したBPSimulatorによる実行結果を掲載し考
察する．
² 第 8章
本研究についてのまとめと今後の課題について言及する．
3第2章 ハイブリッドシステム
本章では，本研究が対象とするハイブリッドシステムについての概要と，ハイ
ブリッドシステムに関する既存の研究について述べる．また，既存の研究につい
て本研究との関連を述べる．
2.1 概要
ハイブリッドシステムとは，時間の経過に伴って状態が連続変化したり，状態
や方程式系自体が離散変化する系のことである．ハイブリッドシステムの例とし
て，物体の自由落下と地面との衝突を含む系が挙げられる．物体をある高さから
落としたとき，空中にいる間は重力加速度にしたがって物体の高さおよび速度が
連続的に変化する（連続変化）．物体が地面と衝突した瞬間，物体と地面との反発
係数にしたがって物体の速度が離散的に変化する（離散変化）．この 2つの変化を
繰り返す系はハイブリッドシステムの 1例となっている．
上記の例で挙げた物理学の他にも，生命工学，制御工学など様々な分野のモデ
ルがハイブリッドシステムであるため，多くの人が記述しやすいハイブリッドシ
ステムの記述形式や，それらを入力としたシミュレーションツール，検証ツール
が研究，開発されている [15, 3]．
2.2 記述形式
ハイブリッドシステムの記述形式は様々あるが，代表的なものや後述するHydLa
と関係が深いものについて述べる．
2.2.1 ハイブリッドオートマトン
ハイブリッドオートマトン [11]は離散変化事象系を表すオートマトンの概念を
拡張し，ノードに 1つの連続変化状態を表す常微分方程式を，エッジに離散変化
が起きる条件（ガード）と変化そのものを表す代入式（リセット）を記述するこ
とでハイブリッドシステムをグラフ表現できるようにしたものである．一般的な
ハイブリッドオートマトンでは離散変化は非決定的に起きるものであり，必ず離
散変化が起きるモデルを記述したい場合にはノードに連続変化状態が満たす条件
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（インヴァリアント）を記述する必要がある．ハイブリッドオートマトンは計算機
科学や制御工学の分野で多く用いられている．
2.2.2 ハイブリッドペトリネット
ハイブリッドペトリネット [4]もまたペトリネットをハイブリッドシステム記述
のために拡張したものである．条件や資源を表すプレースを連続プレースと離散
プレースの 2種類に分け，中に入れることのできるトークンをそれぞれ実数と整
数とすることで，連続変化と離散変化を表現する．ペトリネットは人造システム
を表現するのに相性がよく，ハイブリッドペトリネットでも交通流の記述例など
がある．また生命工学の分野ではよく使用されている．
2.2.3 ハイブリッド並行制約プログラミング
ハイブリッド並行制約プログラミング (HCC)[8]は正確には言語パラダイムであ
るが，HCCを記述する言語 HybridCC[1]が存在する．HCCは並行制約プログラ
ミング，デフォルト並行制約プログラミングをさらに拡張し，時間概念を加えた表
現を可能にしたものである．常微分方程式や等式，不等式を制約として宣言的に
記述し，さらに含意 (entailment)に基づく条件付き制約を記述することでハイブ
リッドシステムを表現する．条件付き制約が離散変化の起きる条件と離散変化を
記述し，その他の制約で連続変化を記述する．既存のプログラミング言語に似て
いるが，複雑なモデルやハイブリッドオートマトンと等価なモデルを記述するた
めに特殊なキーワードを多く持ち，正確なモデリングにはそれらを正しく使える
必要がある．
2.2.4 その他の記述形式
その他の記述形式として，CLP(F)[13]を挙げる．CLP(F)は言語とその処理系
を含むため，処理についてもここで述べる．CLP(F)は実数と関数との間の解析的
関係を記述するための制約論理プログラミング言語で，区間演算に基づく処理も
サポートされている．ただし，CLP(F)の処理は，離散変化処理の際に区間幅が大
きく増大する可能性がある．またCLP(F)は基本構文としてProlog構文を採用し
ており，時間概念を伴う制御やプログラム部品化に関する表現力が低い．
2.3 シミュレーション，検証ツール
ハイブリッドシステムを対象としたツールは大きく，シミュレーションツール
と到達可能性検証ツールに分類できる．
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2.3.1 シミュレーションツール
シミュレーションツールには以下のようなものがある．単純な数値計算による
ツールが多く，不確実性を持つモデルや，計算の誤差について考慮されていない．
HybridCCは区間をサポートしているが，離散変化に関して不確実性を考慮した計
算をおこなっていない点で本研究と異なる．
² MATLAB/Simulink
主に制御システムのモデリング・シミュレーションツール
数値計算
² HyVisual
Hybrid System Visual Modeler
数値計算
http://ptolemy.eecs.berkeley.edu/ptolemyII/index.htm
² Hybrid CC
高水準ハイブリッドシステムモデリング言語とインタプリタ
区間をサポートした数値計算
² Cell Illustrator[18]
システム生物学のモデリング・シミュレーションツール
2.3.2 検証ツール
検証ツールについて以下に挙げる．入力はハイブリッドオートマトンが多く，ま
た数式が線形であるオートマトンを対象とするものや，内部で線形オートマトン
へ近似するものがある．[12, 5, 19] モデルの到達可能範囲を多角形で包囲し，より
正確な包囲を目指す PHAver[6]などは区間ベクトルで包囲する本研究より正確な
包囲が可能だが，高水準なモデリング言語であるHydLaに同様の手法が適用可能
かは自明ではない．
² d/dt
http://www-verimag.imag.fr/»tdang/Tool-ddt/ddt.html
² HSolver[20]
http://hsolver.sourceforge.net/
² HyTech
http://embedded.eecs.berkeley.edu/research/hytech/
² PHAVer[6]
http://www-verimag.imag.fr/»frehse/phaver web/index.html
6第3章 モデリング言語HydLa
3.1 概要
HydLa[22]は 2008年から共同で提案，開発しているハイブリッドシステムモデ
リング言語である．その特徴として以下を挙げることができる．
1. 数式・論理式宣言型言語
論理式で系を記述し，数学や論理学の記法を最大限利用することで新たに習
得すべき概念や記法を最小限にすることを目標としている．
2. 制約ベース
プログラム中のすべての変数は \時刻の関数"であり，それらの変数に関し
て等式・不等式および常微分方程式からなる制約式を記述することにより，
直感的なモデリングをおこなう．
3. 制約階層 (constraint hierarchy)[2]の導入
制約間に優先度を設け，ある時刻で矛盾する複数の制約を記述，簡潔なモデ
リングを可能とすることを目標としている．
これらの特徴は，モデルを表す数式をできるだけそのまま記述し，その実行や解
析をおこなうことを目標としている．プログラミングを専門としない技術者の利
用を目指している点からはモデリング言語と呼ぶのがふさわしいが，論理学にお
ける用語法との混乱を避けるために，HydLaで記述したものはモデルでなくプロ
グラムと呼ぶ．
3.2 構文規則
HydLa プログラムは，方程式系（等式・不等式および常微分方程式）を定義す
る部分と，方程式系に優先度を付与する部分からなる．HydLaでは方程式系の記
述にはできるだけ数学と論理学の記法を利用しており，構文規則においても数学
記法をそのまま使うこととする．
まず，HydLaの構文規則を以下に示す．さらに，それぞれについて詳細を述べる．
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(hydla program) H ::= (D. j P.)¤
(de¯nition) D ::= Pname(
¡!
X )fPg j Cname(¡!X ) <=>C
(program) P ::= MS j Pname(¡!E )
(module set) MS ::= M j MS,MS j MS <<MS
(module) M ::= C
(constraint) C ::= E relop E j Cname(¡!E )
j C /\C j C \/C j C =>C j []C
(expression) E ::=通常の式 j E' j E-
3.2.1 名前
HydLaでは，以下の名前を扱う．
関数変数 時刻 t ¸ 0で定義された実数値関数の集合を領域とする変数である．そ
の具体形が満たすべき制約条件を HydLaプログラムが与える．プログラム
中では引数として与える時刻を省略し明記しない．特別な場合として数値定
数がある．数値定数は，その値を常に返す定数関数とみなす．
定義名 (Pname, Cname) ユーザ定義されたプログラムおよび制約に命名するた
めの名前である．定義名は引数をとることができる．制約を表す定義名は，
最終引数として暗黙の時刻引数をもつ．
束縛変数 (¡!X ) 上記の名前の他に，述語定義に現れる束縛変数が存在する．
3.2.2 HydLaプログラム
HydLaのプログラムは，プログラムまたは制約の定義と，制約モジュールの順
序集合の記述からなる．定義をおこなわず，個々の制約を直接記述することも可
能だが，定義を利用することによってモデルをより明確な形で表現でき，簡潔か
つ可読性の高いプログラムとなる．
3.2.3 定義
定義にはプログラム定義と制約定義の 2種類が存在する．大きな違いは，プロ
グラム定義は内部に制約階層を記述可能なことである．制約階層を内部に持つこ
とで，より大きな単位を一つのプログラムとしてモデル化でき，モデルのライブ
ラリ化といった応用も検討することができる．
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ただし，HydLaにはローカル変数が存在せず，プログラム定義内部にある変数
は外部にある同じ名前の変数と同一である．モジュール化を意識したHydLaプロ
グラムを作成するためには処理系による拡張をおこなう必要があると考えられる．
3.2.4 プログラム
プログラムは上記のとおり，制約モジュールの順序集合である．プログラムに
名前を付けて定義し，呼び出すといったこともできる．その際，束縛変数は呼び
出しの引数に完全に展開される．
3.2.5 制約モジュール集合と制約モジュール
制約モジュール集合は制約モジュールの半順序集合である．順序関係を記述す
る<<，順序関係をもたない合成を記述する,の 2種類によって半順序集合を記述す
ることができる．半順序関係を考慮した制約モジュール集合の集合を作成するこ
とで，順序関係を展開し制約モジュール集合を制約の論理積とみなすことができ
る．そのようにすることで，HydLaプログラムを各離散変化，連続変化ごとの制
約充足問題へ落とし込むことができ，シミュレーション実行手法を提案すること
ができた．??節で詳細を述べる．
3.2.6 制約と式
制約は主に式の論理積である．HydLaでは制約システムをパラメタとして考え，
記述可能な方程式や不等式のクラスを特に定めない．ただし連続・離散変化の記述
に必須となる時間微分E'，および左極限E-をとるための演算子を用意している．
また式の中では時刻 tへの明示的な言及はおこなわない．たとえば式 x+y+1の
意味は x(t) + y(t)+1，x'の意味は dx(t)=dtとなる．
3.3 制約の種類
HydLaプログラムを実行する上で，構文規則にはない制約の種類付けをおこなっ
ている．プログラムの基本的な実行手法と制約の種類付けはHybridCC[1]を参考
に再構成したものである．
Tell制約 ある時刻において満たすべき 1つの式をTell制約と呼ぶ．
Ask制約 =>を持つ条件付き制約を Ask制約と呼ぶ．=>の左辺を特に含意条件と
呼ぶ．Ask制約にはさらに 2つの種類付けをおこなう．
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離散変化Ask制約 Ask制約のうち，含意条件に左極限演算子-を持つものを離散
変化 Ask と呼ぶ．離散変化 Ask制約は 5章で述べる離散変化処理でしか考
慮せず，連続変化処理では無視する．
連続変化Ask制約 Ask制約のうち，含意条件に左極限演算子-を持たないものを
連続変化Ask制約と呼ぶ．連続変化Ask制約は離散変化処理，連続変化処理
どちらにおいても考慮する．
Always制約 Always演算子 []を頭に持つ制約をAlways制約と呼ぶ．Always制
約がある時刻において満たすべき制約となれば，その時刻において []を消
去しても意味は変わらない．このことは自明なため，以降において特に説明
せずに []の消去を適宜おこなう．
3.4 例題
HydLaプログラムの簡単な例として，床で跳ね返るボールのモデルを示す．
プログラム 3.1: 床で跳ね返るボール
INIT <=> ht = 10 /\ v = 0.
FALL <=> [](ht' = v /\ v' = -10).
BOUNCE <=> [](ht- = 0 => v = -(4/5)*v-).
INIT , FALL << BOUNCE.
関数変数 htと vを用い，htがボールの位置（高さ），vがボールの移動速度を
表す．1{3行目において INIT，FALL，BOUNCEという 3つの制約を定義している．
INITは関数 htと vの時刻 0における初期値，FALLは時刻 0以降に成り立つべき
(always演算子 [])，ボールの空中での移動を表す微分方程式 (ht'で htの導関数
を表す)，BOUNCEはボールが床に到達した際の vの離散変化を記述した含意規則に
なっている (ht-は離散変化時刻における ht の左極限値を表す)．4行目で制約モ
ジュールの合成をおこなっている．FALLと BOUNCEについて，両者が矛盾した場
合は BOUNCEを優先的に採用するように合成し，さらに優先順序をつけずに INIT
を合成している．
プログラム 3.1の軌道を図 3.1に示す．図 3.1は 6章で述べるHydLa実行処理系
の数式処理による手法を用いて描画したものである．
3.5 解軌道
HydLaプログラムの解軌道とは，HydLaプログラム中の関数変数の値を具体化
した実ベクトル関数R! Rn(nは関数変数の数)である．図の時間軸を区分けして
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図 3.1: 床で跳ね返るボールのモデルの実行結果
幅 0の閉区間と開区間の列を考える (t1 = 0; t2; t3 2 R)．
[t1; t1]; (t1; t2); [t2; t2]; (t2; t3); [t3; t3]; : : :
連続変化 (例: 空中でのボールの移動) を，となりあう閉区間と開区間を結合した
区間上の連続微分可能な関数 ~xi : [ti; ti+1)! Rn とする (i 2 N)．離散変化 (例: 床
での速度変化) を，各閉区間の時刻における，左側の関数の左極限値からその時刻
の値 (右側の関数の初期値) への変換 ~xi¡1(ti)¡ 7! ~xi(ti)とする．軌道とは，時間軸
上に並んだ連続変化と離散変化の列である (時刻 0における初期値の宣言も離散変
化とみなす)．
上記の連続変化と離散変化は，プログラム中の制約を満たすように具体化され
る．各時間区間について満たすべき制約は，プログラム中の制約モジュールから
その時間区間において無矛盾かつ極大なものを選択したものになる．このことか
ら逆に，満たすべき制約が変化した際にその時間区間が終了し，次の時間区間に
ついて考える必要があることも言える．詳細は文献 [23]の宣言的意味論を参照さ
れたい．
3.6 解候補モジュール集合とその導出
制約階層は，制約間に優先順位を設け記述性向上などをはかる概念である．HydLa
では半順序階層を採用し，HydLaプログラムが制約モジュールの半順序集合となっ
ている．ある時間区間中に満たすべき制約，すなわち制約モジュール集合は，プ
ログラムに関して upward closedになるもののうち，無矛盾かつ極大であるものが
採用される．
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プログラムから半順序を満たすような制約モジュール集合の集合MSSを導出
し，MSS中の極大元をとることで，満たすべき制約モジュール集合を決定する手
法が提案されている．[27] 以下に定義する関数msを用いてMSSを導出する．制
約モジュール集合の集合は以下の規則により導出される．なおM は制約モジュー
ル，MSは制約モジュール集合，X およびYは制約モジュール集合の集合である．
ms(M) = ffMgg
ms((MS1;MS2)) = parallel(ms(MS1);ms(MS2))
ms((MS1 ¿ MS2)) = ordered(ms(MS1);ms(MS2))
parallel(X ;Y) = X [ Y [ fx [ y j x 2 X ; y 2 Yg
ordered(X ;Y) = Y [ fx [ y j x 2 X ; y 2 Yg
msにより導出されたMSS は制約モジュールの包含関係に基づく半順序集合と
なっているため，極大は容易に求めることができる．また，極大元の制約モジュー
ル集合が矛盾していた場合にはMSSからその元を取り除き再度極大を求めるこ
とで，無矛盾極大な制約モジュール集合をすべて求めることが可能である．
3.7 HydLaプログラムの不確実性
HydLaプログラム中の不等式制約により，プログラムが無数の解軌道を持つ場
合がある．
例えば，プログラム 3.1の，位置を表す変数 htが 9 · ht · 11のうちのどれか
の実数を時刻 0において取りうるようなプログラムを考える．ht = 9から開始さ
れる軌道もプログラムの解であるし，ht = 10から開始される軌道もプログラム
の解である．htが取りうる実数は無数に存在するため，プログラムの解軌道もま
た無限にあり，確実な 1本の解軌道は存在しなくなる．このようなプログラムを，
不確実性を持つプログラムと呼ぶ．
上記の例のようにパラメタ変数のような用途を想定した不確実性の他にも，厳
密な数で表現することのできない物理定数のような値を上下から挟みこんだ区間
で表現したモデルも不確実性を持つと言える．本研究では，そのどちらの場合に
対してもプログラムの解軌道全体，すなわち到達可能範囲の包囲を計算すること
を目的としている．
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第4章 区間演算と区間演算に基づく
非線形制約求解手法
本章では，区間制約に基づくHydLaのシミュレーション手法で用いる，区間演
算に基づく非線形制約求解手法について，その基礎となる区間演算から述べる．区
間演算は区間の計算を計算機上で厳密におこなうための技術であるため，概念と
しての区間演算と計算機上での実現を交えている．
4.1 区間
一般に閉区間 [l; u](l; u 2 R; l · u)は実数の集合 fr 2 R j l · r · ugを表す．ま
た，記号1を用いて実数全体を表す開区間 (¡1;1)やある実数以上を表わす半
開区間 [l;1)などを表現する．
上記の数学的な区間は計算機上では厳密に扱えないため，計算機上では 2つの
浮動小数点数により数学的な区間を包括する機械区間を用いる．F¤により機械表
現可能な浮動小数点数の集合を表す．F¤には，無限大に大きいことを表す1が
含まれているものとする．x 2 F¤である xに対して，x+ 2 F¤により xより大き
い最小の浮動小数点数を，x¡ 2 F¤により xより小さい最大の浮動小数点数を表
す．機械区間 [lF ; uF ](lF ; uF 2 F¤; lF · uF )は実数の集合 fr 2 R j lF · r · uFg
を表す．また，1を用いた開機械区間または半開機械区間はそれぞれ以下を表す．
(¡1;1) = fr 2 Rg
[lF ;1) = fr 2 R j lF · rg
(¡1; uF ] = fr 2 R j r · uFg
I¤により機械区間の集合を表す．機械区間 I = [lF ; uF ] 2 I¤について，lb(I) = lF
は I の下限を，ub(I) = uF は上限を，w(I) = lF ¡ uF は幅を表す．
浮動小数点数で表現できない可能性のある上限または下限を持つ数学的な区間
[l; u]に対して，計算機上では機械区間 [lF ; uF ](lF ; uF 2 F¤; lF · l; u · uF )で表現
する．ただし，lF は l以下の最も大きい浮動小数点数，uF は u以上の最も小さい
浮動小数点数である．以降，本論文では区間という表現はすべて機械区間を指す．
ある変数 xが取りうる値の範囲が区間 [l; u]であるとき，式
x = [l; u]
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を xに関する区間制約という．区間制約は以下の 2本（または 1本）の不等式と等
価であり，また求解の結果以下の不等式が得られるような式も合わせて本論文で
は区間制約と呼ぶ．
l · x; x · u
4.2 区間演算
区間 I1; : : : ; In 2 I¤ の組 (I1; : : : ; In)を n次元の boxという．fw(Ii)g1·i·n 中
の最大値を boxの精度という．box B の第 i要素を Bi と表す．boxの集合 B =
fB1; : : : ; Bngについて，¤Bにより各 boxの和B1 [ ¢ ¢ ¢ [Bnを表す．
関数 f : Rm ! Rnに対して，関数 F : I¤;m ! I¤;nが条件
8I12I¤ ¢ ¢ ¢ 8Im2I¤ 8r12I1 ¢ ¢ ¢ 8rm2Im
8i2f1; : : : ; ng (fi(r1; : : : ; rm) 2 Fi(I1; : : : ; Im))
を満たすとき，F を fの区間拡張という．例として，実数に対する四則演算f+;¡g
の区間拡張を考える．2つの区間 I1; I2に対して四則演算 f+;¡gの区間拡張は
I1 + I2 = [lb(I1) + lb(I2); ub(I1) + ub(I2)] (4.1)
I1 ¡ I2 = [ub(I1)¡ lb(I2); ub(I2)¡ lb(I1)] (4.2)
となる．このとき，計算機上での計算誤差を結果に含めるために，浮動小数点の
丸めをおこなう必要がある．計算結果の下限は下方向に，上限は上方向に丸める．
四則演算のような実数に対する基本演算の区間拡張を用意し，一般の実関数の区
間拡張を求める手法を区間演算という．
区間演算（あるいは区間解析）は 1966年にMooreによって提案され [16]，その
後区間拡張の求め方や演算の高速化などについて盛んに研究されている．区間お
よび区間演算に関する詳細は文献 [17, 9]などを参照されたい．
4.3 区間演算に基づく非線形制約求解系
区間演算に基づき，非線形制約の解を包囲する boxの集合 (解の区間包囲) を求
めるBranchAndPruneアルゴリズム [10]が提案されている．以下の定義は文献
[10]にもとづいたものである．
BranchAndPruneアルゴリズムは入力として
² 非線形制約 f(¡!x ) ² 0 (f は連続関数Rn ! R，² 2 f=;·;¸g)
² n変数の組 x
² 各変数のとりうる範囲を格納した box D0
4.3 区間演算に基づく非線形制約求解系 14
² 精度 ² 2 F¤
を受け取り，以下の条件を満たす boxの集合Dを出力する:
² D0中の非線形制約の解はいずれかのD 2 Dに含まれる
² 各D 2 Dの精度は ²以下
² 各 (I1; : : : ; In) 2 Dについて，Ii µ D0;i
(1 · i · n)
² 各D 2 Dは入力の制約に関してBox-Consistent
BranchAndPruneアルゴリズムの概要を以下に示す．Prune は Box-Consistentで
あるようにD0を削減する処理，BranchはD0を 2つのbox D1; D2に分割する処理
である．詳細は文献 [10]を参照されたい．本論文ではこのBranchAndPruneアル
Input: 非線形制約 f，変数の組 x，box D0，精度 ²
Output: f の解の区間包囲D
1: D := Prune(f; x;D0)
2: if D = :; then
3: if w(D) · ²) then
4: return D
5: else
6: (D1; D2) := Branch(D)
7: return BranchAndPrune(f; x;D1; ²) \BranchAndPrune(f; x;D2; ²)
8: else
9: return ;
図 4.1: BranchAndPruneアルゴリズム
ゴリズムの適用を手続き Solve とし，5章で使用する．また，Pruneの際に区間
ニュートン法を用いることで，制約の唯一解が¤Dに含まれていることを保証する
ことが出来る．本論文では唯一解の保証のついた手続きをGSloveとし，Solve
の出力に唯一解の存在保証 g 2 ftrue; falseg を加えた組 (D; g)を出力するものと
する．さらに本論文ではBranchAndPruneによる区間包囲の計算手法とその実装
をそれぞれ，区間演算に基づく非線形制約求解手法，区間演算に基づく非線形制
約求解系と呼ぶ．
最後に，Box-Consistencyについて述べる．ある box D = (I1; : : : ; In)が制約の
4.3 区間演算に基づく非線形制約求解系 15
区間拡張 F (¡!X )に関してBox-Consistentであるとは，
8i2f1; : : : ; ng (
Ii = [l; u]
^ F (I1; : : : ; [l; l+] ; : : : ; In)
^ F (I1; : : : ; [u¡; u] ; : : : ; In) )
を満たしていることをいう．直感的には，box内の全ての区間に対してその両端に
おいて制約が成り立つことを表す．このConsistencyにより，制約を満たさない範
囲を極力削減された box集合を得ることができる．
16
第5章 区間制約に基づくシミュレー
ション手法
3章で述べたように，HydLaプログラムの解軌道は実ベクトル関数 R ! Rn(n
は関数変数の数)であり，ある時刻におけるプログラムの状態（各関数変数の値）
は実数ベクトルRnである．プログラムが不確実性を持つ場合，プログラムの解軌
道は無数に存在する可能性があるが，その無数の解軌道をすべて束ねたものであ
るプログラムの到達可能範囲を厳密に計算することは困難である．
例として，プログラム 3.1の初期位置 (ht)を ht = 8から ht = 12まで 0:4ずつ変
化させた場合のそれぞれの解軌道を図 5.1に示す．図 5.1において緑太線は ht = 8
図 5.1: 初期位置を変化させたそれぞれの解軌道
と ht = 12の場合の解軌道を示しており，両線に囲まれた範囲を緑色で表示して
いる．赤線は中間の初期位置から開始される解軌道を表わす．時刻 4や 6のあたり
に注目すると，緑色の範囲にない赤線が存在することがわかるが，これはパラメ
タ変数の値域の両端についての計算結果に包囲される範囲が到達可能範囲をすべ
5.1 シミュレーション手法の概要 17
て含んではいないことを示している．同様に，不確実性を持つプログラムにおい
て解軌道のいくつか求めただけでは到達可能範囲を計算できたとは言えないため，
単純な数値計算とは異なる手法を用いる必要がある．
本章では，区間制約に基づきHydLaプログラムの到達可能範囲を漏れなく包囲
する box集合を計算するシミュレーション手法HydLaBPSimulateを提案する．
なお，本章では実ベクトル関数である 1つの解軌道と，定性的に同一である無数
の解軌道の束を同じく解軌道と呼ぶ．
5.1 シミュレーション手法の概要
HydLaBPSimulateはHydLaプログラムP，シミュレーション時間 st 2 Rお
よび boxの精度 p 2 Rを入力とし，プログラムの到達可能範囲を包囲するbox集合
T を出力する．各離散変化，連続変化の制約についてbox-consistentである boxを
計算することで，時刻の経過に伴う区間幅の増大をある程度抑え，T が包囲する範
囲の拡がりを抑えることが可能である．また pにより T が包囲する範囲の正確さ
を優先させるか計算速度を優先させるかを選択可能である．図 5.2にHydLaBP-
Simulateを示す．T はHydLaBPSimulate内のアルゴリズムPointPhaseと
IntervalPhaseの副作用として計算されるものであるため，正確には各アルゴ
リズムの出力ではないが，HydLaBPSimulateの出力を明確にするため組にし
て表示している．
HydLaBPSimulateはまず，3.6節の手法を用いてHydLaプログラムを制約モ
ジュール集合の集合MSSへ変換する．このとき，プログラム呼び出しや定義呼
び出しは展開され，3.2節の構文規則における constraintから定義呼び出しを除い
たものへと同時に変換されるものとする．詳細は文献 [26]を参照されたい．次に，
シミュレーションにおける現在時刻を表す変数 t0，その時刻における各変数の値
を表わす box D0を用意する．HydLaBPSimulateにおいては時刻も区間で表わ
すため，初期時刻区間として [0; 0]を代入する．この時点ではプログラム中の変数
についての情報が得られないため，D0は ;を代入する．そして，時刻と変数の値
を組にしたステートを作成し，初期状態として集合 Sへ加える．
この初期ステートから，一般的なハイブリッドシステムシミュレーションと同
じく各離散変化・連続変化ごとに軌道の包囲を計算していく．軌道の包囲を計算
するにあたり，各変化において \次の変化が起きるステート" をまず求め，各変化
での初期ステートと \次の変化が起きるステート"を補完する範囲を求めることで
軌道の包囲 T 0を得る．離散変化・連続変化において \次の変化が起きるステート"
を計算するアルゴリズムはそれぞれ，PointPhase，IntervalPhaseである．各
変化において軌道の定性的な分岐が起こりうる場合には，分岐したそれぞれの軌
道について \次の変化が起きるステート"を計算する．
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Input: HydLaプログラム P，シミュレーション時間 st 2 R，boxの精度 p 2 R
Output: P の到達可能範囲を包囲する box集合 T
1: T := ;
2: P を制約モジュール集合の集合MSSへ変換
3: t0 := [0; 0]
4: D0 := ;
5: SP := f(t0; D0)g
6: SI := ;
7: while SP 6= ; do
8: for all S 2 SP do
9: (S 0; T 0) :=PointPhase(MSS; S; p)
10: SI := SI [ S 0
11: T := T [ T 0
12: for all S 2 SI do
13: (S 0; T 0) :=IntervalPhase(MSS; S; p; st)
14: SP := SP [ S 0
15: T := T [ T 0
16: return T
図 5.2: HydLaBPSimulate
5.2 離散変化処理 PointPhase
離散変化処理PointPhaseは，3.5節で述べた離散変化の，xi¡1(ti)¡の区間包
囲から xi(ti)の区間包囲を計算する処理である．ただし時刻 0においては x1(t1)の
区間包囲を計算する．PointPhaseを図 5.3に示す．
PointPhaseは制約モジュール集合の集合MSS，離散変化開始時のステート
Sおよび計算時の box精度 pを入力とし，MSS の Sに関して無矛盾極大なすべ
ての制約モジュール集合に対して離散変化後のステート集合を出力する．図 5.3で
はステート集合と解の区間包囲の組となっているが，両者は同じものとなるため
ここでは省略する．
プログラムの階層構造や不確実性により，1つのステートから複数の離散変化後
のステートが計算する必要がある可能性がある．PointPhaseは階層構造による可
能性に対応するために，MSS中のすべての極大制約モジュール集合Mに対して計
算する．各制約モジュール集合に対する離散変化の計算はPointPhaseSubアル
ゴリズムによりおこない，Sに関する無矛盾性についてはPointPhaseSubが空集
合を出力するかで判断する．不確実性に対する可能性についてはPointPhaseSub
において対応する．
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Input: 制約モジュール集合の集合MSS，ステート S = (t0; D0)，boxの精度 p
Output: 離散変化後のステート集合と解の区間包囲 (S 0; T 0)
1: MSSの極大集合Mを計算
2: for all MS 2M do
3: MS 中の常微分方程式を変換，変数表 xを得る
4: xを元にD0を更新
5: S 0 :=PointPhaseSub(MS ; x; S; p)
6: if S 0 = ; then
7: MSS n fMSgからMを再計算
8: T 0 := S 0
9: return (S 0; T 0)
図 5.3: PointPhase
5.2.1 常微分方程式の変換と変数表の作成
3行目では，MS 中の常微分方程式を解析的に解いて時刻変数 tなどを用いた式
へ変換する．さらに，変換後の制約モジュール集合を元に変数名の表 xを作成す
る．例として，プログラム 3.1から得られる制約モジュール集合の一つ，
fBOUNCE, FALLg
を考える．制約定義をを展開し，常微分方程式を変換すると，
f[](ht- = 0 => v = -4/5*v-);
[](ht = ht0+ v0*t - 1/2*10*t
2
/\ v=v0 - 10*t)g
となる．ここで，変換以前に制約モジュール集合から抽出できる変数
ht; v
に加え，変換したことで新たに現れた変数
t; ht0; v0
を含めた変数名の表 xを作成する．tは時刻を表す変数，ht0，v0はそれぞれ ht，
vの初期値を表す変数である．ただし，ここでいう時刻はシミュレーション開始時
からのそれではなく，PointPhase，IntervalPhase開始時からの時刻を表す．
さらに4行目でD0を更新する．アルゴリズム開始時点で，各変数はすべて(¡1;1)
を取りうる．ただし，時刻を表す変数 tのみ [0; 0]を取りうる．よってD0 = ;の
場合，(xの個数)¡1だけ (¡1;1) を D0 へ挿入する．さらに [0; 0]を挿入する．
D0 = ;の場合，D0内の区間はすべて各変数の左極限値を表している．そのため，
やはり (xの個数)¡1だけ (¡1;1)をD0へ挿入する．さらに [0; 0]を挿入する．
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5.2.2 PointPhaseSub
PointPhaseSubは制約モジュール集合MS 2MSS，変数表 x，ステートSお
よび boxの精度 pを入力とし，MS による離散変化後のステート集合を出力する．
出力が ;であった場合はMSがSに関して矛盾することを表す．PointPhaseSub
を図 5.4に示す．
PointPhaseSubは C に満たすべき制約を集め，S に関して C を満たす解を
¤Solveで求めることでステートを得る．Cは制約の集合だが，それぞれを論理
積でつないだ制約でもある．¤Solveを用いることで，Cを満たす値，すなわち
離散変化後の各変数の値をすべて含むような boxが得られる．Cに正しく制約を
集めるため，11行目や 14 行目においてMS 内の制約を変更している．
PointPhaseSubで問題となるのは，
² 条件付き制約（Ask制約）の含意条件を含意しているかどうかの判定
² 含意条件を含意している区間と含意していない区間を両方含む boxの扱い
の 2点である．これらについてそれぞれ，
² CheckEntailmentにより，3値 ftrue; false; unknowngの保守的判定をお
こなう
² trueである範囲をすべて含むような box Dtと falseである範囲をすべて含む
ような box Df を求め，それぞれについて次のステートを計算する
ことで対応する．このうち，CheckEntailmentについては次節で述べる．後者
については 16{20行目でおこなっている．含意条件 gまたはその否定 :gを制約
に含めて Solveを適用することで，true である範囲をすべて含むような box Dt
と false である範囲をすべて含むような box Df が得られる．それぞれについて，
CheckEntailmentが trueであるステートの計算，falseであるステートの計算
をおこない次のステートを求めることで，両方を包囲し，プログラムの不確実性
による軌道の分岐に対応する．
ここで注意するべき点は，Dtのもとで gに対してCheckEntailmentを適用す
ると trueではなく unknownと判定される点である．これは，Dtが gに関して true
となる範囲をすべて含むよう計算されるのに対し，CheckEntailmentは box内
の全ての値に対して制約を満たさなければ trueと判定しないために起こる．Dfも
同様である．この点は各変化処理が切り替わる際，すなわちPointPhaseの次に
IntervalPhaseを適用する際（あるいはその逆）に問題となる．詳細は 5.4節で
述べる．
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Input: 制約モジュール集合MS，変数表 x，ステート S = (t0; D0)，boxの精度 p
Output: 離散変化後のステート集合 S 0
1: expanded := true
2: while expanded = true do
3: C := ;
4: T := MS 中のTell制約
5: if ¤Solve(C; x;D0; p) = ; then
6: return ;
7: A := MS 中のAsk制約
8: expanded := false
9: for all g => c 2 A do
10: if CheckEntailment(g; C; x;D0) = true then
11: MS := MSn fg => cg [ fcg
12: expanded := true
13: else if CheckEntailment(g; C; x;D0) = false then
14: MS := MSn fg => cg
15: else if CheckEntailment(g; C; x;D0) = unknown then
16: Dt := ¤Solve(C [ fgg; x;D0; p)
17: MS t := MSn fg => cg [ fcg
18: Df := ¤Solve(C [ f:gg; x;D0; p)
19: MS f := MSn fg => cg
20: return PointPhaseSub(MS t; x; (t0; Dt); p)[
PointPhaseSub(MS f ; x; (t0; Df ); p)
21: return f(t;¤Solve(C; x;D0; p))g
図 5.4: PointPhaseSub
5.2.3 CheckEntailment
CheckEntailmentは box Dのもとで制約（集合）C が制約 gを含意するか
どうかの関係を判定する．関係は ftrue; false; unknowngの 3値で判定され，それ
ぞれ
² gは必ず含意される
² gは必ず含意されない
² gが含意される区間とされない区間両方を含む可能性がある
という意味である．CheckEntailmentを図 5.5に示す．
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Input: 制約 g，制約（集合）C, 変数表 x，box D，
Output: 含意関係 e 2 ftrue; false; unknowng
1: if ¤Solve(C [ fgg; x;D; p) = ; then
2: return false
3: else if ¤Solve(C [ f:gg; x;D; p) = ; then
4: return true
5: else
6: return unknown
図 5.5: CheckEntailment
5.3 連続変化処理 IntervalPhase
連続変化処理 IntervalPhaseは，3.5節で述べた連続変化の，~xi(ti)の区間包
囲から，~xi(ti+1)¡の区間包囲を求める処理である．また副作用として，軌道 ~xi :
[ti; ti+1) ! Rnの区間包囲を出力することができる．IntervalPhaseを図 5.6に
示す．
IntervalPhaseは 18行目まではPointPhase，PointPhaseSubとほぼ同じ
処理をおこなう．異なる点は 2点である．1点目は，行目において，時刻を表す変
数 tの取りうる値として [0; st ]を挿入する点である．そして 2点目は，CheckEn-
tailmentが unknownを出力しないことを仮定している点である．直前の処理で
あるPointPhaseにおいて，CheckEntailmentが unknownを出力するような
Sについては分岐処理をおこなったためこれを仮定している．しかし，実際には
unknownが出力される場合がある．この問題については節で述べる．
18行目までで満たすべき制約Cを決定した後，次の離散変化が起きる直前のス
テート集合 S 0を FindNextStateにより求める．S 0より次の離散変化が起きる
時刻の最大値が分かり，その値を元にD0 内の区間を更新して Solveを適用する
ことで，次の離散変化時刻までの到達可能範囲の包囲 T 0が得られる．本手法では
時刻を制限して包囲を計算するため，取りえない軌道が一部出力されてしまうが，
離散変化が起きる条件式を考慮することで出力を抑制できると考えられる．
5.3.1 FindNextState
FindNextStateは現在のステートSと満たすべき制約Cをもとに，次の離散
変化が起きる直前のステートを計算する処理である．FindNextStateを図 5.7に
示す．
離散変化はMS 中の含意条件を含意するようになる，または含意しなくなるこ
とで起きる．そこで，全ての含意条件について，現在含意しているならばしなく
なるステートを，していないならばするようになるステートを計算する．それら
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Input: 制約モジュール集合の集合MSS，ステート S = (t0; D0)，boxの精度 p，
シミュレーション時間 st
Output: 次の離散変化直前のステート集合と軌道の区間包囲 (S 0; T 0)
1: MSSの極大集合Mを計算
2: for all MS 2M do
3: MS 中の常微分方程式を変換，変数表 xを得る
4: xを元にD0を更新
5: expanded := true
6: while expanded = true do
7: C := ;
8: T := MS 中のTell制約
9: if ¤Solve(C; x;D0; p) = ; then
10: MSS n fMSgからMを再計算，2行目へ戻る
11: A := MS 中のAsk制約
12: expanded := false
13: for all g => c 2 A do
14: if CheckEntailment(g; C; x;D0) = true then
15: MS := MSn fg => cg [ fcg
16: expanded := true
17: else if CheckEntailment(g; C; x;D0) = false then
18: MS := MSn fg => cg
19: S 0 :=FindNextState(MS ; S; x; C; p)
20: S 0内の時刻の最大値を元にD0の時刻区間を更新
21: T 0 :=Solve(C; x;D0; p)
22: return (S 0; T 0)
図 5.6: IntervalPhase
の中で最も起きる時刻が早いものを採用するが，開始時のステート Sの全てがそ
の離散変化を起こすとは限らない．FindNextStateでは制約の求解に唯一解存
在保証を出力可能なGSolveを用いることで，Sの全てがその離散変化を起こす
かどうか grtを出力し，全てが離散変化を起こすまで次の離散変化について計算を
おこなう．全てのAsk制約について grtが得られない場合には，シミュレーション
時間 st まで連続変化が続く軌道が存在することになる．
FindNextStateでは，GSolve(C [ fgg; x;D0; p)が数学的に複数の解を持つ
場合，正しいステートを出力できない．この問題はGSolveの唯一解保証をさら
に利用した手法により解決できると考えられ，今後の課題となっている．また，こ
のアルゴリズムでは同時刻に複数の離散変化が同時に起きるプログラムについて
正しい結果を得ることができない．複数のうち一つの離散変化のみが起こるもの
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として計算され，残りの離散変化が残らないものとして計算される．後者の問題
については適切なアルゴリズムの改良を考案する必要がある．
Input: 制約モジュール集合MS，ステート S = (t0; D0)，変数表 x，制約（集合）
C，boxの精度 p
Output: 次の離散変化が起きる直前のステート集合
1: A := MS 中のAsk制約
2: S := ;
3: grt := false
4: while grt = false ^ A 6= ; do
5: for all g => c 2 A do
6: S 0 := ;（時刻は無限大に大きいとみなす）
7: if CheckEntailment(g; C; x;D0) = true then
8: (sS 00; grt 0) :=GSolve(C [ f:gg; x;D0; p)
9: else if CheckEntailment(g; C; x;D0) = false then
10: (sS 00; grt 0) :=GSolve(C [ fgg; x;D0; p)
11: if S 00の時刻の最小値< S 0の時刻の最小値 then
12: S 0 := S 00
13: grt := grt 0
14: S := S [ S 0
15: if grt = false then
16: A := A n S 0を導出したAs制約
17: return S
図 5.7: FindNextState
5.4 保守的な含意判定の注意点
CheckEntailmentは保守的に条件の含意を判定するが，Solveは区間を広げ
る方向に近似計算する．このことが，PointPhaseと IntervalPhaseで同じ含
意条件を判定するときに問題となるため，考察と対策案を述べる．
PointPhaseSubにおいてCheckEntailmentにより unknownと判定された
含意条件を持つAsk制約を，trueであると仮定した場合と falseであると仮定した
場合の 2つについて分岐して計算している．trueであると仮定した場合を例にと
る．分岐後の計算により出力されたステートが次の IntervalPhaseの入力となっ
た際に，同じAsk制約について再びCheckEntailmentによる判定がおこなわれ
る．直前の計算において trueであると判定された（と仮定した）Ask制約につい
ては trueと判定されることが期待されるが，実際には unknownと判定される．こ
の判定により再び分岐をおこなうのは明らかに冗長であるため，IntervalPhase
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では unknown判定はないものとして処理しているが，実際の出力に対して適当に
処理する必要がある．
同じ問題は IntervalPhaseの出力を PointPhaseへ入力する際にも起こる．
FindNextStateにより出力されたステートは，あるAsk制約の含意条件を含意
する時刻のステートであるため，明らかに含意条件を含意している（逆の場合もあ
るが，省略する）．そのステートをPointPhaseへ入力し，CheckEntailment
により判定すると，trueであることが期待されるが，やはり unknownと判定され
る．この場合，アルゴリズムにしたがって分岐をおこなうと，離散変化が起きな
かった軌道を計算することになるため，定性的に正しくない包囲がおこなわれて
しまい，今後の応用に関して非常に無益な出力となってしまう可能性がある．
この問題の対策として，各アルゴリズム内のCheckEntailmentにより判定さ
れた結果を次のアルゴリズムへ引き継ぐ方法が考えられる．次のアルゴリズムで
は，CheckEntailmentにより unknownと判定されたAsk制約に対して引き継
いだ結果をもとに，期待される判定であるとして計算をおこなう．
こうすることで正しく計算される一方，各アルゴリズムの入力と出力が複雑に
なってしまう．6章の実装BPSimulatorでは，IntervalPhaseの出力についての
みこの対策案を用い，定性的に正しくない包囲が計算されることを防いでいる．
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第6章 BPSimulatorの実装
BPSimulator(Branch & Prune Simulator)は5章で述べたHydLaBPSim-
ulateアルゴリズムを C++言語で実装したシミュレーション実行処理系である．
ただし，HydLaプログラムから制約モジュール集合の集合への変換処理などは含
まれておらず，HydLaシミュレーション実行処理系の一部として実装されている．
本章では，まずHydLaシミュレーション実行処理系全体とその中での BPSim-
ulator の位置づけを述べ，その後BPSimulatorについて詳細を述べる．
6.1 HydLaシミュレーション実行処理系
開発が進められていた数式処理に基づくシミュレーション実行処理系 [28]の拡
張と，区間制約すなわち数値計算に基づく実行処理系を統合し，制約の求解など計
算手法に依存する部分以外を共通化したシミュレーション実行処理系を廣瀬賢一
氏，高田賢士郎氏と共同で作成した．本論文ではこの実行処理系を便宜的にHyd-
LaSimulatorと呼ぶ．
処理系はC++およびMathematicaによって約 2万行記述され，Windowsおよび
Linuxにおいてコンパイル・実行可能である．汎用的なライブラリとしてBoost C++
Libraries(http://www.boost.org/)を，区間演算に基づく非線形制約求解ライブラ
リとしてRealPaver[7]を使用している．現時点での処理系であるHydLaSimulator
version 0.4の構造を図 6.1に示す．
HydLaSimulatorはプログラムのパーザー (Parse Tree Generator)，半順序構造
から制約モジュール集合の集合を生成する制約階層ソルバ (Constraint Hierarchy
Solver)，時刻 0からのシミュレーションフレームワークであるForward Simulator，
制約求解手法を隠蔽したソルバである仮想制約ソルバ (Virtual Constraint Solver)
からなる．BPSimulatorは Forward Simulatorのフレームワークに則ったシミュ
レータという位置づけで，約 2500行からなる．また，HydLaBPSimulateの制
約求解部の実装として，RealPaver constraint solver（約 3500行）も作成した．そ
の他の，パーザー，階層制約ソルバ，Forward Simulatorの作成は廣瀬賢一氏が，
仮想制約ソルバの設計は高田賢士郎氏がおこなった．
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図 6.1: HydLa Simulator ver. 0.4 の構造
6.2 HydLaSimulatorのデータ構造
BPSimulatorはHydLaSimulatorで定義されているデータ構造を用いて作成され
ている．本節ではそれらをHydLaBPSimulateアルゴリズムと対応させながら
解説する．
6.2.1 ParseTree
ParseTreeはプログラムをパーズして得られたツリー構造で，アルゴリズムにお
ける制約モジュール集合の集合MSS を生成するために使用する．MSS そのも
のに対応するデータ構造はModuleSetContainerである．ModuleSetContainerを
生成するにあたり，今後の処理を容易にするために，ツリーに以下の処理を施す．
² Ask制約の離散変化Ask，連続変化Askへの分類
² Ask制約における含意条件のDNF(Disjunctive Normal Form)への変換
² DNF形式の含意条件の分解
上記の処理により各変化時に考慮すべきAsk制約が明確になる．また，含意条件
から論理和が消え，後述するRealPaver constraint solverへの制約の入力が容易に
なる．
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さらに，時刻 0においてのみ成立する制約を加えたModuleSetContainerと，加
えないModuleSetContainerの 2つをツリーから生成することで各変化の処理中に
考慮すべき制約モジュールの数を事前に削減している．
6.2.2 Node, ModuleSet
Nodeは上記のParseTreeを構成するノードであるが，あるNodeを根とするサブ
ツリーが様々な概念を表す．たとえば，等号=を表すNodeを根とするサブツリー
は式を表す．Tell制約やAsk制約であることを表すNodeは，そのNodeを根とす
るサブツリーから実際に求解可能な制約を生成できる．HydLaの構文規則にしたが
い，制約モジュールを表すNodeの配列を持つのがModuleSetである．ModuleSet
は制約モジュール集合に対応する．
6.2.3 PhaseState
アルゴリズムにおける，時刻とboxの組である \状態"S = (t;D)に対応するデー
タ構造がPhaseStateである．PhaseStateは実際には，ハッシュマップVariableMap
と時刻Timeの組になっている．VariableMapとは，変数名とその値を格納するマッ
プである．PhaseStateはC++のテンプレートを用いて記述されているため，時刻
や値に対して自由に型を与えることができる．BPSimulatorの場合は型として区
間，すなわち 2つの浮動小数点小数型を与える．
6.3 BPSimulatorの構造
BPSimulatorはHydLaBPSimulateのPointPhaseと IntervalPhaseに対
応する 2つの関数 point phaseと interaval phaseを持つ．また，PointPhaseSub
に対応する do point phaseを持ち，高田賢士郎氏が設計，共同で実装した Virtu-
alConstraintSolver内に CheckEntailmentに対応する check entailment，Find-
NextStateに対応する integrateを持つ．本節では，実装において工夫を要した
常微分方程式の変換部と，制約求解部 check entailmentおよび integrateについて述
べる．
6.3.1 常微分方程式の変換
5章では，PointPhase，IntervalPhaseの両アルゴリズムにおいて常微分方
程式の変換をおこなっているが，実装において point phaseでは未変換のままでも
正しい結果が得られるため，interval phaseにおいてのみ変換している．
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常微分方程式変換のための変換器として Mathematica(http://www.wolfram.
com/)を用いた．Mathematicaは数式処理エンジンを中核としたソフトウェアシス
テムで，数式の代数的求解や独自の言語を用いたプログラミングなどが可能であ
る．BPSimulatorではMathematicaの数式求解機能をC言語の外部プログラムか
ら呼び出すことができるMathLinkインターフェースを用いて常微分方程式を変
換する．処理系で用いるためにC++によるラッパークラスを作成して使用した．
MathLinkはMathematicaのシンボルを単位としてMathematicaへ送信し，計算
結果を同じくシンボル単位で受信する機能を提供する．変換したい常微分方程式を
ModuleSetより抽出し，変数名や演算子などを文字列形式にしてMathematicaの
関数DSolveへの入力としてMathLinkを介して送信し，解析的に求解した変換後の
式を受け取ることで変換をおこなう．受け取った式から6.3.2節で述べるRealPaver
の式構造体 rp constraintを生成し，以降の求解処理で使用する．例として，以下の
Mathematica式をMathLinkを用いて求解する処理を考える．
DSolve[{y'[t] == v[t],v'[t] == -10,y[0] == y0,v[0] == v0},
{y[t], v[t]},
t]
DSolveの第一引数は変数 tに関する常微分方程式，第二引数は求解したい変数，第
三引数は独立変数である．この式は可読性のため表記が簡略化されており，Math-
ematicaの全てのシンボルを明示すると以下のようになる．
DSolve[List[Equal[Derivative[1][y][t], v[t]],
Equal[Derivative[1][v][t], -10],
Equal[y[0], y0],
Equal[v[0], v0]],
List[y[t], v[t]],
t]
DSolve，List，1といった個々の要素は全てシンボルである．これらをひとつず
つMathLinkを介して文字列で送ると，以下のような解が計算される．
2
{{y[t] -> -5 t + t v0 + y0, v[t] -> -10 t + v0}}
この表記も簡略されており，シンボルを明示すると
List[List[Rule[y[t],
Plus[Times[-5, Power[t, 2]], Times[t, v0], y0]],
Rule[v[t], Plus[Times[-10, t], v0]]]]
となる．このシンボルの式部分を適切に受け取ることで，常微分方程式の変換を
実現する．
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6.3.2 RealPaver
4章で述べた制約求解に用いる非線形制約求解手法の実装として，BPSimulator
ではライブラリ RealPaver[7]を使用している．以降の説明で RealPaverの構造体
や関数を使用するため，ここで概要と構造を述べる．
RealPaverは，区間演算ライブラリがC言語で，非線形制約求解系がC++言語
で記述されており，さらに非線形制約求解問題を記述するモデリング言語処理系
とパーザーが付属している．おもな構造体およびクラスとしては，
² 区間構造体 rp interval
² box構造体 rp box
² 変数・定数構造体 rp variable,rp constant
² 式構造体 rp constraint
² 問題構造体 rp problem
² 求解クラス rp bpsolver
が挙げられる．変数の取りうる値（例えば (¡1;1)）を変数構造体に設定し，変
数，定数，式の配列から問題を生成する．生成した問題を求解クラスへ入力し，関
数 compute nextを呼び出すことで，解である box構造体をひとつずつ得ることが
できる．
式構造体の内部はツリー構造になっており，同じくツリー構造であるHydLaSim-
ulatorのNodeから容易に生成可能である．また，MathLinkから受信したシンボ
ルもひとつひとつをノードとみることで比較的容易に式構造体に変換できる．
6.3.3 check entailment
check entailmentはCheckEntailment中のSolveを rp bpsolverによる求解処
理とし，ほぼ忠実に実装できる．しかし，アルゴリズム中のSolve(C[f:gg; x;D; p)
を求めるために工夫を要する．
含意条件 gが複数式の論理積である場合，その否定:gは複数式の論理和となる．
rp problemで保持する rp constraintの配列は式の論理積を意味しており，論理和は
入力することができないため，:gの各式 g1 _ : : : _ gnのそれぞれに対しC ^ giを
解くことでC ^ :gを実現している．この場合はCは複数式の論理積とみなす．
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6.3.4 integrate
FindNextStateでは唯一解存在保証付きの計算をおこなうことで複数の離散
変化の可能性を判定しているが，RealPaverでは唯一解存在保証を簡潔に得る方
法が存在しない．BPSimulatorではその代わりとして，次の方法で複数の離散変
化可能性を判定する．まず，rp bpsolverの出力結果 boxの和をとる．次に結果の
和と変化開始時の PhaseStateを，各変数の初期値を表す変数について比較して，
PhaseState内の区間を和が全て含んでいればそれ以上の離散変化が起こらないも
のと判定する．
具体例として，プログラム 3.1の初期位置に不確実性を持たせ，9 · ht · 11と
したプログラムの最初の integrateの計算結果をもとに説明する．最初の integrate
ではプログラム中の含意条件 ht- = 0を満たすような，次の式を満たすステート
(box)を計算する．なお，最初の 2式は連続変化の初期ステートを式に変換したも
のである．
9 · ht0 · 11
v0 = 0
ht = ht0 + v0t¡ 5t2
v = v0 ¡ 10t
ht = 0
精度を 0.1として計算した結果，次の 2つの boxを得ることができる．
t = [1.355261854357877 , 1.428571428571429]
ht0 = [9 , 10]
v0 = 0
ht = 0
v = [-14 , -13.28156617270719]
t = [1.428571428571428 , 1.498298354528788]
ht0 = [10 , 11]
v0 = 0
ht = 0
v = [-14.68332387438212 , -14]
このプログラムにおいて初期値を表す変数は ht0と v0 の 2つで，2つの boxの和
をとるとそれぞれ ht0 = [9:11]，v0 = 0となる．これは初期ステート中のそれぞれ
の値と一致するため，初期ステートの全ての範囲からこの離散変化が起き，他の
変化が起きることはないと判定する．
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第7章 例題と実行結果
本章では，いくつかのHydLaプログラムについてBPSimulatorによる実行結果
を示し，考察する．
7.1 床で跳ね返るボール
まず，プログラム 3.1の実行結果を図 7.1に示す．シミュレーション時間は 6，精
度は 0.5とした．また，同じプログラムについて，シミュレーション時間を 6，精
度を 0.1としたものを図 7.2に示す．図 7.1は約 220の boxが，図 7.2は約 1030の
boxが描かれている．自明なことであるが，精度が小さい，すなわち高いほうがよ
り詳細で正確な包囲を計算していることがわかる．
次に，初期位置に不確実性を持たせ，9 · ht · 11としたプログラムの実行結果
を図 7.3に示す．この図に様々な初期位置 9 · ht · 11からの軌道を重ね合わせて
確認したところ，重ね合わせたものついては全ての軌道を含んだ包囲が計算でき
ていることが確認できた．
7.2 のこぎり波
よく知られた波形のひとつである，のこぎり波を描くプログラムを以下のプロ
グラム 7.1に示す．
プログラム 7.1: のこぎり波
INIT <=> f=0.
INCREASE <=> [](f'=3).
DROP <=> [](f- = 10 => f=0).
INIT , INCREASE << DROP.
さらに，BPSimulatorによる実行結果を図 7.4に示す．シミュレーション時間は 6，
精度は 0.5とした．
プログラム 7.1の波形のリセット条件が不確実性を持つような次のプログラム
7.2について同様に実行した．結果を図 7.5に示す．グラフ上方の線は全てリセッ
ト条件 aを示しており，常に 9 · a · 10であることを表している．このように，
7.3 天井と床で跳ね返るボール 33
図 7.1: プログラム 3.1の実行結果（精度 0.5）
初期状態だけでなく含意条件が不確実であるプログラムについても実行でき，正
しい結果を得ることができた．
プログラム 7.2: のこぎり波（不確実なリセット条件）
INIT <=> f=0 /\ 9<=a /\ a<=10.
INCREASE <=> [](f'=3 /\ a'=0 /\ a=a-).
DROP <=> [](f- = a => f=0).
INIT , INCREASE << DROP.
7.3 天井と床で跳ね返るボール
次に，複数のAsk制約を持つプログラムについて実行する．プログラム 7.3は，
プログラム 3.1を拡張し，位置 15に天井を加えたモデルである．このプログラムの
実行結果を図 7.6に示す．このプログラムでは全ての初期位置から必ず天井に衝突
することが数学的にわかり，実行結果もその通りになっていることが確認できる．
プログラム 7.3: 天井と床で跳ね返るボール（初期位置 11 · ht · 12）
INIT <=> 11<=ht /\ ht <=12 /\ v=10.
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図 7.2: プログラム 3.1の実行結果（精度 0.1）
FALL <=> [](ht' = v /\ v' = -10 /\ ht = ht -).
BOUNCE <=> [](ht- = 0 => v = -(4/5) * v-).
CEIL <=> [](ht- = 15 => v = -(4/5) * v-).
INIT , FALL << (BOUNCE /\ CEIL).
天井に衝突する初期位置と衝突しない初期位置を含むものプログラムの初期位
置を変え，9 · ht · 11としたものがプログラム 7.4である．このモデルは初期位
置が 10未満ならば天井に衝突せず，10より大きければ天井に衝突するため，この
プログラムの初期位置は両方の可能性を含むものとなっている．実行結果を図 7.7
に示す．
プログラム 7.4: 天井と床で跳ね返るボール（初期位置 9 · ht · 11）
INIT <=> 9<=ht /\ ht <=11 /\ v=10.
FALL <=> [](ht' = v /\ v' = -10 /\ ht = ht -).
BOUNCE <=> [](ht- = 0 => v = -(4/5) * v-).
CEIL <=> [](ht- = 15 => v = -(4/5) * v-).
INIT , FALL << (BOUNCE /\ CEIL).
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図 7.3: プログラム 3.1に不確実性を持たせたプログラムの実行結果 (精度 0.1)
図を見ればわかるように，到達可能範囲は包囲されているが，あまり意味をなさ
ない包囲が計算されている．boxの計算量が多すぎるため，5秒で計算を打ち切っ
ている．これは，含意条件 ht- = 15を満たすようなステートを計算する処理にお
いて，ht- · 15から ht- = 15を満たしたステートと，そこからさらに時刻が進
み，ht- ¸ 15から ht- = 15を満たしたステート両方が計算されていることが原因
であると考えられる．直感的には，いったん天井を突き抜けて上から天井に当た
る軌道を計算していることになる．現在のアルゴリズムと実装ではこの 2つのス
テートを区別することはできない．ただし，4章で述べた，BranchAndPruneの唯
一解存在保証を得られる機能を用いることで解決可能であると思われる．連続変
化の初期ステートの一部についてのみある離散変化が起きることが判明した場合，
その離散変化が必ず起きる初期ステート，必ず起きない初期ステート，どちらか分
からない初期ステート，の 3つに分ける．3種類の分類はCheckEntailmentの
手法を応用することで可能であると考えられる．3種のうち，どちらか分からない
初期ステートに関してのみ両方の可能性を計算することで，不要な包囲が計算さ
れることを極力抑えることができると考えられる．
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図 7.4: プログラム 7.1の実行結果（精度 0.5）
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図 7.5: プログラム 7.2の実行結果（精度 0.5）
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図 7.6: プログラム 7.3の実行結果（精度 0.5）
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図 7.7: プログラム 7.4の実行結果（精度 0.5）
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第8章 まとめと今後の課題
本論文では，HydLaの区間制約に基づくシミュレーション手法を提案し，実行
処理系BPSimulatorとして実装した．また，いくつかの例題をBPSimulatorで実
行し，到達可能範囲を正しく包囲していることが確認できた．これにより，不確
実な初期状態や条件など，不確実性を持つHydLaプログラムに対して，その到達
可能範囲の包囲を計算可能になった．
今後の課題として，まず解析的に解けない常微分方程式に対しても実行可能に
するよう条件を緩和することが考えられる．常微分方程式の区間による近似解を
計算するツールが存在しており，それを組み合わせることで実現可能であると考
えられる．
また，より正確な到達可能範囲を求める手法として，boxの代わりに平行四辺形
で包囲することが考えられる．検証ツール PHAverでは，到達可能範囲を多角形
で包囲する手法を採用しており，それらの手法を採用することでどの程度実行時
間と包囲の精度に影響するか確認しつつ，より良い結果が得られそうであれば採
用，実装すべきである．
大きな課題としては，本研究により作成した BPSimulatorを用いて到達可能性
検証をおこなう手法を検討することが挙げられる．また，到達可能性検証以外に
も，数学的な手法を組み合わせることでモデルの定性的な性質を導き，安全性検
証や活性検証をおこなう手法を検討することで，ハイブリッドシステムの記述，実
行，検証をHydLaというひとつの枠組みで実行可能となるだろう．
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