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Abstract: This paper presents and first scientifically substantiates the generalized theory of binomial
number systems (BNS) and the method of their formation for reliable digital signal processing (DSP),
transmission, and data storage. The method is obtained based on the general theory of positional
number systems (PNS) with conditions and number functions for converting BNS with a binary
alphabet, also allowing to generate matrix BNS, linear-cyclic, and multivalued number systems.
Generated by BNS, binomial numbers possess the error detection property. A characteristic property
of binomial numbers is the ability, on their basis, to form various combinatorial configurations
based on the binomial coefficients, e.g., compositions or constant-weight (CW) codes. The theory of
positional binary BNS construction and generation of binary binomial numbers are proposed. The
basic properties and possible areas of application of BNS researched, particularly for the formation
and numbering of combinatorial objects, are indicated. The CW binomial code is designed based
on binary binomial numbers with variable code lengths. BNS is efficiently used to develop error
detection digital devices and has the property of compressing information.
Keywords: binomial number systems (BNS); generalized positional number systems (GPNS); bino-
mial code; constant-weight (CW) binomial code
1. Introduction
Positional number systems (PNS) solve two main tasks, namely determining the
amount and arranging information about different objects. The PNS uses numeric number-
ing according to specific rules and provides arithmetic operations’ performance on them.
In addition, these systems number numbers according to particular rules and perform
arithmetic operations on them [1]. The most simple and effective PNS used remain nat-
ural number systems, namely decimal, binary, and octal. There are more complex PNS,
e.g., polyadic, allowing to solve particular tasks, such as transforming numbers from the
system of residual classes into PNS, or using such an important variable as factorial number
systems to generate permutations for combinatorial optimization problems.
Many researchers have investigated the non-integer PNS based on the golden ratio [2],
Fibonacci code [3–5]. The development of new number systems research is available in [6,7].
Scientific works in the field of complex numbers are considered in [8–10]. A new method for
representing images using a non-standard PNS is developed and discussed in [11]. These
papers have shown that the research and development of PNS are of scientific importance
and potential for applications. The effective use of PNS in design technologies and new
applications in cryptography, machine learning and deep convolutional neural networks,
the internet of things (IoT) devices, post-quantum algorithms and circuits, embedded
processor design, and other related emerging topics based on the algorithms of the residue
number system (RNS) are addressed in [12–17]. A comparison of various techniques and
architectures for efficiently performing arithmetic operations in the logarithmic number
system (LNS) is presented in [18].
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PNS comprises the alphabet, the set of numbers representable in it, restrictions, and a
numerical (numbering) function. Conditions of the PNS form the numbers used by number
systems, determine the rules for performing arithmetic operations on them, and, if adding
redundancy, make it possible to detect errors. However, the primary function for the
number system is the numerical function, which uses the digits of numbers as arguments.
Such a function solves the task of numbering, transforms it from the original number
system into the numbers of the natural system, and, vice versa, organizes the transition
from numbers of the natural number system to the numbers of the original design. When
the digits numerate, the data compression function performs, and when denumerated, it
restores. Data compression is possible only for numbers with rather complex restrictions,
leading to redundant information and, therefore, the error detection property for error
detection codes. Natural number systems have the most specific limits in the number of
digits in the alphabet and representable numbers in its set. It, therefore, does not have
redundant information in the numbers and thus cannot detect errors.
The most famous system among redundant number systems is the Fibonacci number
system [19]. At present, several classes of BNS are being developed. These are binary,
multivalued, linear-cyclic, matrix systems [20,21]. Each of these classes has its specific
features, united by binomial coefficients as its weights. Fibonacci and BNS can detect errors
in numbers for different types of errors. However, the increased complexity of BNS makes
them less used for building universal devices, although its error detection property is not
lower than that of Fibonacci. BNS can generate and number based on its digits various
combinatorial configurations, which makes its use preferable to other number systems
when solving several information tasks and, especially, in the circuit implementation of
the corresponding digital devices [20,21]. The BNS determines the weight of the digits of
binomial numbers and depends not only on their positions in the number, but also on the
digits preceding it. Such connections complicate the algorithms for constructing binomial
numbers, although they lead to new positive qualities. The most researched theoretical
and practical applications are binary BNS, are considered in sufficient detail in [20]. This
paper aims to present the most significant theoretical and empirical results in the theory
and practice of binary BNS.
The paper is structured as follows. Section 2 describes the theory of BNS. The quanti-
tative characteristics of BNS are present in Section 3. The generation of CW binomial code
is shown in Section 4. Finally, we conclude this paper in Section 5.
2. Theory of BNS
Definition 1. A binary k—BNS is a system that includes a numeric function:
F = xr−1C
k−qr−1
n−1 + . . . xiC
k−qi





set of binomial numbers F = xr−1 . . . xi + . . . + x1x0, binary alphabet xi = 0, 1, and systems of
conditions, generating binomial code [21]:{ q ≤ r ≤ n− 1 (2)
x0 = 1, q = k (3)
and { n− k = r− q (4)
x0 = 0, 0 ≤ q ≤ k− 1, (5)
where r denotes the number of binary digits in binomial numbers (code length); r ∈ 1, 2, . . . ,.
i is a position index i = 0, 1, . . . , r − 1;
q is a number of 1’s in a binomial code;
n, k is an integer parameter of the BNS—1,2, . . . ;
qi is a sum of 1’s bits of the xi from (r − 1)-th to the (i + 1)-th bits,






i = 0, 1, . . . , r − 1; xr = 0.
Definition 2. Any finite sequence of binary digits xr−1, . . . , x1, x0, with conditions (2) and (3) or
(4) and (5) is the binary binomial number.
Thus, the codewords shown in Table 1 below are binary binomial numbers with the
above conditions. Based on the binomial numbers, binomial codes have two essential
features that distinguish them from ordinary numbers in natural number systems. The
first feature of binomial codes is that their code lengths r are different, and in total, they
form a prefix code, that is, a code in which no combination can be the beginning of another.
It follows from the systems of equalities (2) and (3), (4), and (5), where r is a variable
depending on the number of q ones in codes and their parameters n and k. Such codes are
called non-uniform, in contrast to binomial codes in natural number systems, such as the
binary system, which have the same code length. Therefore, such codes are called uniform.
The second feature of binomial codes is the presence of the dependence of the values of the
weights of their digits not only on their position in the number, as is the case in natural
number systems, but also on the importance of the preceding most significant bits (MSB),
which equation described (6). Due to this property, the lengths of the binomial codes are
different. These properties significantly complicate the binomial codes, give them the
property of error detection, and enable them to form various combinatorial configurations,
e.g., combinations, combinations with repetitions, compositions, etc.
Table 1. Binomial non-uniform codewords with parameters n = 6, k = 4 and quantitative equivalents.
No Binomial Codeword Quantitative Equivalent
0 00 0C45 + 0C
4
4












































































11 11011 1C45 + 1C


















3 + 0 + 1C
1
1







As a weighting coefficient of the i-th digit of a numerical function, the binomial
coefficient is determined Ck−qin−r+i. The binomial coefficient depends on the position index
i = 0, 1, . . . , r − 1 and the amount, qi preceding this index of bits xi. There can be as many
binary BNS for code length n as there can be for n values of the parameter k. Therefore, for
the BNS, it is necessary to indicate the parameters n and k, or at least the parameter k, since
it does not exceed the value of n.
For example, Table 1 shows the binomial codewords with parameters n = 6 and k = 4
and quantitative equivalents.
The binomial codewords with different code lengths r are shown in Table 1, which for
numbers corresponding to the system of equalities (2) and (3) varies from q = k = 4 (3)
to n− 1 = 6− 1 = 5 (2). Moreover, all these codewords have 1 in the least significant bit
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(LSB). The codewords in the considered example, containing k = 4 ones and 1 in the LSB,
are determined by the binomial coefficient C45 = 5. These are the codewords—01111, 10111,






2 = 14 in this example is
the largest.
For the remaining codewords, based on the system of Equations (4) and (5), with the
number of units q = 0, code length r = n− k + q = 6− 4+ 0 = 2, for q = k− 1 = 4− 1 = 3,
r = n− k + q = n− k + k− 1 = n− 1 = 6− 1 = 5. Moreover, all these codewords must
contain 0 in the LSB. Consequently, the code length r of the binomial code for equalities (4)
and (5) varies from n− k to n− 1 value. For the number of ones q = 0, as follows from
equality (4), codeword obtained encoding 0 and consisting only of n − k = 6− 4 = 2
zeros. The presence of such a zero-code combination for positional numbers of any
class is required. The codewords with 0 in the LSB, for the example under consider-
ation in Table 1, are determined by the binomial coefficient C25 = 10. These are the
codewords—00, 010, 0110, 01110, 100, 1010, 10110, 1100, 11010, 11100. The code com-
bination 00 = 0C45 + 0C
4
4 = 0 in this example is the smallest. Summing the numbers of
codewords, the LSB containing 0 and 1, we obtain the range of binomial codes for the
parameters n = 6 and k = 4 − C25 = C35 + C45 = C46 = 15.
In Table 1, the r of binomial codes in classes containing 0 and 1 in the LSB does
not exceed the value n − 1 = 5. If the codewords in the LSB contain 1, then it must
contain q = k = 4 ones, if the LSB contains 0, then the number of q units changes from 0
to k − 1 = 4 − 1 = 3, wherein the number of zeros constant and equals n − k = 6 − 4 = 2.
Violation of these conditions is a sign of errors in binomial codes. For example, if binary
code combinations represented by binomial codes have the form 11111, 000, 0001, they
contain errors since they belong to the code combinations prohibited for binomial codes.
In the first case, the sequence has more than five ones, and in the second and third, there
are more than two zeros in the code combination. The above conditions for binomial codes
forbid both cases.
However, the indicated errors in binomial codes detect if markers of the MSB and LSB
of the binomial code combinations. These markers indicate using zeros, which contain the
LSB that transforms non-uniform binomial code into uniform code, with length r = n − 1,
shown in Table 2.















0 00 00000 8 10111 10111
1 010 01000 9 1100 11000
2 0110 01100 10 11010 11010
3 01110 01110 11 11011 11011
4 01111 01111 12 11100 11100
5 100 10000 13 11101 11101
6 1010 10100 14 1111 11110
7 10110 10110
Thus, non-uniform binomial codewords are binomial codewords. Binomial uniforms
codewords are converted binomial code combinations with added redundancy. In the
binary code combinations 01100 00000 11101 11010 by their number equal to 5, it is possible
to identify binomial uniform codewords and, accordingly, errors in them. For example, if,
after counting five positions, the code combination 01101 appears instead of the binomial
codeword 01100, then it is not a binomial code. This error is detected because in non-
uniform binomial codewords having 1 in the LSB, with parameters n = 6, k = 4, there can
be no zeros until the first 1 on the right, but in this case, there are two of them.
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3. Quantitative Characteristics of BNS
3.1. BNS Property
Each PNS, including BNS, must meet several requirements for such number systems.
First of all, this is the requirement to represent the digits of the number system in bits.
After this, the implementation of transitions from these codes to the corresponding codes
of the natural number system. The transition for PNS with redundant information leads to
its elimination and, accordingly, information compression. Moreover, the requirement for
PNS is the ability to implement the reverse transition from the obtained natural number
to the digit of the original redundant number system. At the same time, in the transition
from one natural number system to another, there is no compression of information since
natural number systems do not contain redundant information.
As shown above, binomial numbers effectively represent using the system condi-
tions (2) and (3), (4) and (5), and from the numerical function for the BNS (1), it follows
that it is calculating entirely and, therefore, is capable of transforming binomial numbers to
their natural digits. The inverse problem of converting the digits of the natural number
system into binomial numbers can also be solved efficiently using this numerical func-
tion [21]. Thus, the requirement for efficient representation of binomial numbers using BNS
is performers. Algorithms for constructing binomial numbers obtain if the conditions meet
the specified restrictions. Further theoretical constructions aim to prove the theoretical
foundations for creating all binomial numbers from a given range.
Theorem 1. The sum of zeros contained in the binomial code combinations formed by conditions (2)
and (3):
l = 0, 1, . . . , n− k− 1. (7)
Proof of Theorem 1. The sum of zeros l in binomial code combinations is equal to l = r − q.
Condition (3) shows that q = k. Therefore, l = r − k. Since it follows from condition (2) of the
system of conditions (2) and (3) that the minimum value is r = rmin = k, and the maximum
value is r = rmax = n − 1. Then, substituting the minimum value rmin and maximum value
into equation l = r − k, as a result l = lmin = 0 and l = lmax = n − k − 1. Other possible values
are between lmin and lmax, respectively l = 0, 1, . . . , n − k − 1. 
Theorem 2. The sum of zeros in binomial codes, which comply with the conditions (4) and (5):
l = n− k. (8)
Proof of Theorem 2. The sum of zeros l in binomial codes, including specified by the
conditions (4) and (5), equals l = r − q. It follows from Equation (4) that the number of ones
in the corresponding binomial code combinations is q = r − (n − k). This is substituting the
last equality in the previous: l = n − k. 
Theorem 3. The number of units q, which correspond to conditions (2) and (3), equals k, and
conditions (4) and (5)—0, 1, . . . , k − 1.
Proof of Theorem 3. The first condition of the theorem follows from Equation (3) of the
system of conditions (2) and (3). From Equation (5) of the system of conditions (4) and (5)
follows that q = qmin = 0 иq = qmax = k − 1. Other possible values of q are in the range
between qmin and qmax. Therefore, the number of ones in binomial codes with zero in the
LSB is q = 0, 1, . . . , k − 1. 
Theorem 4. The maximum code length of binomial codes specified by conditions (4) and (5) is
rmax = n − 1, the minimum is rmin = n − k.
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Proof of Theorem 4. From Equation (4) of the system of conditions (4) and (5), it follows
that r = n − k + q, and from Equation (5) of the same system, it follows that the maximum
value q = qmax = k − 1. Then, r = rmax = n − k + qmax = n − k + k − 1 = n − 1. It also follows
from (5) that the minimum value q = q min = 0 and, accordingly, r = rmin = n − k + qmin = n − k. 
Theorem 5. The number of different code lengths of the binomial codes with conditions (2) and (3),
d’ = n − k, and the number of different code lengths given by the conditions (4) and (5), d” = k.
Proof of Theorem 5. To find the number of code lengths of binomial codes, it is necessary
to subtract the minimum code length rmax from its maximum code length rmin, adding 1 to
this difference. From Equation (2), it follows that rmax = n − 1 and rmin = k, the number of
different code lengths of binomial code combinations determined by conditions (2) and (3)
is found from the expression: d′ = rmax − rmin + 1 = (n− 1)− k + 1 = n− k. For binomial
codes corresponding to conditions (4) and (5), it follows from Theorem 4 that rmax = n− 1 and
rmin = n − k. Then, the number of different code lengths of binomial codes by conditions (4)
and (5) determines from the expression d′′ = rmax − rmin + 1 = (n− 1)− (n− k) + 1 = k. 
Theorem 6. The parameter k (the maximum number of units) in binomial codes is equal to the
minimum value kmin = 1, and the maximum value is equal to kmax = n − 1.
Proof of Theorem 6. From Equation (5): q ≤ k − 1 and q ≥ 0. These inequalities follow
that for q = 0 = k − 1, and parameter k reaches its minimum value kmin, equal to 1. Since
the code length of binomial codes is r = q + l, for the system of conditions (2) and (3), q = k,
then r = k + l. Substituting k + l into Equation (2):
k ≤ k + 1 ≤ n− 1.
In this equation, k reaches its maximum value kmax, when l comes the minimum value
lmin. As follows from Theorem 1, l = lmin = 0. Substituting this value into the inequality
obtained above, we obtain that, for l = 0, it is transformed into the form k ≤ n − 1. Thus,
the parameter k reaches the maximum value if k = n − 1, for k = kmax = n − 1. 
Corollary 1. There are no binomial codes with parameter k = 0.
Corollary 2. In the case when the parameter k = kmin = kmax = 1 in binomial codes, the value of the
parameter n becomes minimal—n = nmin = 2. Thus, n = 2, 3, . . .
Obviously, for n = nmin = 2 only two non-uniform binomial code combinations with
k = 1—0, 1 are possible; three for n = 3—00, 01, 1, four for n = 4—000, 001, 01, 1, etc. The
corresponding uniform binomial codewords: 0, 1, 00, 01, 10; 000, 001, 010, 100. In the case
when k = n − 1, for n = 2 we have 0.1; for n = 3—0, 10, 11; for n = 4—0, 10, 110, 111. The
corresponding uniform binomial codewords are 0, 1, 00, 10, 11; 000, 100, 110, 111.
3.2. BNS Classes
The BNS comprises two classes. The first contains numbers with a constant amount of
k units and variables of i = 0, 1, . . . , n − k − 1 number of zeros. The second class of the
BNS consists of the constant number n − k number of zeros and a variable amount of units
q = 0, 1, . . . , k − 1.
Theorem 7. Conditions (2)–(5) divide binomial codes into two disjoint classes, the first of which
contains k ones and 0 ≤ l ≤ n − k − 1 zeros, and the second includes l = n − k zeros and
0 ≤ q ≤ k − 1 units.
Proof of Theorem 7. From Equation (3), it follows that conditions (2) and (3) generate
binomial codes containing k ones, and from Theorem 2, those conditions (4) and (5) generate
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numbers that constantly have n − k zeros. It also follows from Theorem 1 that the number
of zeros in binomial codes specified by conditions (2) and (3), l = 0, 1, . . . , n − k − 1, and
the number of ones in numbers specified by conditions (4) and (5), q = 0, 1, . . . , k − 1.
Moreover, binomial codes corresponding to conditions (2) and (3) do not correspond
to requirements (4) and (5) and vice versa. By definition, there are no other binomial codes,
except for the numbers generated by conditions (2)–(5).
Therefore, each binomial code can belong only to one of two classes of binomial numbers,
corresponding to conditions (2) and (3) and consisting of k ones and 0 ≤ l ≤ n − k − 1 zeros
or resembling conditions (4) and (5) and consisting of n − k zeros and 0 ≤ q ≤ k − 1 units. 
Corollary 3. Binomial codes of the first-class contain 1 in the LSB, and the second class include 0
in the LSB since when the k-th unit or (n − k)-th zero appears, is the critical sign of the formation
of the binomial codes.
Lemma 1. The sum of binomial codes of the first-class contains 1 in the LSB, with a fixed number
of zeros l, 0 ≤ l ≤ n − k − 1:
Nl = Clk+l−1. (9)
Proof of Lemma 1. Since in the LSB of each binomial code combinations of the first class,
by Corollary 1 of Theorem 7, there is 1, then the total number of binomial code of code
length r for a given value l Nl = Clr−1. Since the code lengths of binomial code from this
class are r = k + l, then r − 1 = k + l − 1, and accordingly Nl = Clk+l−1. 
Corollary 4. For l = lmax = n − k − 1:







Corollary 5. For l = lmin = 0:
Nl = Nlmin = C
0
k−1 = 1. (11)
For parameters n = 6, k = 4, the number of binomial codewords, which contain 1 in the LSB
and do not contain zeros, by Corollary 2, equal to 1, and with one 0—Nl=1 = Clr−1 = C
1
5−1 = 4.
These are the codewords: 1111 и01111, 10111, 11011, 11101. No other codewords contain
more than one zero and have 1 in the LSB in this class of binomial codes, since with two zeros,
the binomial codes, by Theorem 7, transform to the type of numbers containing 0 in the LSB.
Theorem 8. Sum of all binomial code combinations of the first-class contain 1 in the LSB:
Nk = Ckn−1. (12)
Proof of Theorem 8. Summing the Nl values obtained in Lemma 1 over all possible l = 0,
























Theorem 8 that the sum of binomial code combinations for n = 6, k = 4 containing 1 in the LSB is
equal to Ckn−1 = C
4
6−1 = 5. The sum of the numbers given in the previous example, the LSB of which
includes 1, also using Table 1, their total number is 5, which confirms this theorem. 
Lemma 2. The sum of binomial code combinations of the second class containing 0 in the LSB and having a
fixed number of ones q, 0 ≤ q ≤ k − 1:




Proof of Lemma 2. Since, by Corollary 1 of Theorem 7, the LSB of the binomial codes contain 0, the
total number of binomial codes, for a given value of q, is determined by the number of combinations
of q units of r − 1 element Nq = Cqr− 1. For r = n − k + q, Nq = C
q
n− k+q−1. 
Corollary 6. For the number of units in binomial code combinations, q = qmax = k − 1:





Suppose it is necessary to determine the sum of binomial code combinations with two units







3 = 3. Table 1 also shows that there are three such binomial code
combinations, 0110, 1010, and 1100.




Proof of Theorem 9. Summing the values obtained in Lemma 2 Nq for all possible q = 0, 1, . . . , k − 1,






















The sum of such binomial codewords with parameters n = 6, k = 4 are Ck−1n−1 = C
4−1
6−1 = 10. 
Theorem 10. Sum of binomial code combinations, with conditions (2)–(5):
N = Ckn. (16)
Proof of Theorem 10. Since the value N = Nk + Nn−k, then instead of Nk and Nn−k, values from
Equations (13) and (17) are used:








Corollary 7. Since the sum of all binomial code combinations specified by conditions (2) and (3), (4) and (5) is
equal to Ckn, then the range P is equal to the same number:
P = Ckn. (17)
4. Generation of Constant-Weight (CW) Binomial Code
4.1. Binomial Counting Algorithm
BNS, which generate binomial numbers and codes, can potentially be helpful for algorithms
that solve practical tasks in information coding and the construction of reliable and high-speed
digital technology. In conceptual terms, some of the possible applications of binomial numbers are
implemented either in programs or schematic form for specialized digital devices and systems, data
compression, and error detection codes. However, the practical application of binomial numbers
does not end with this list. Almost everything practically implemented based on binary numbers can
be implemented on binomial numbers, but in some exceptional cases with greater efficiency. These
numbers’ efficiency use on binomials is the same as the structure of combinatorial objects built on
combinations. This makes it easy to transform from these objects to binomials and vice versa. As
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a result, it is possible to propose a unified method for constructing combinatorial objects based on
binomial numbers. In this case, there is no need for each type of combinatorial object to develop its
process of creating them.
The binomial counting algorithm consists of two steps, the transition from several combinatorial
objects to the binomial number. Then, a change is made, respectively, either to a combinatorial object
or to a number. In the first case, the task of constructing combinatorial objects based on code
combinations is solved, and in the second, their numbering. A universal approach is used for solving
tasks of creating and numbering combinatorial objects, which makes it possible to simplify them and
improve the quality of solutions.
We developed the binomial counting algorithm based on binomial numbers to solve many
practical coding tasks independently and as part of binary digital devices and systems. The binomial
counting algorithm consists of the following steps:
(1) An initial code combination consisting of n − k zeros is formed.
(2) The LSB of the code combination is set to 1, which is assigned a zero to the right.
(3) Step 2 is repeated until the number of ones in the code combination becomes equal to k − 1.
After that, one is set into the LSB, but 0 is not assigned.
(4) The LSB containing zero is set 1, and zeros are assigned to the right so that their number in the
number becomes n − k.
(5) The number of units in the code combination is determined. If it is equal to k and the ones not
contained in the k MSB, the algorithm returns to step 2.
(6) If k ones are contained in the code combination of k MSB, the algorithm stops.
(7) If the number of ones in the code combination is not equal to k, then to the right of the LSB
containing 1, zeros are set until their total number becomes n − k.
(8) Return to step 2.
This algorithm makes it possible to obtain all binomial codewords similar to the codewords
shown in Table 1, but with a considerable code length, containing tens or more digits, which is a
determining factor for many practical applications.
The considered algorithm can be used for a software implementation or microprocessor system
(MPS). However, due to the uneven length of binomial codes, it is practically difficult to implement
it in the form of a digital circuit with rigid logic, for example, on a field-programmable gate array
(FPGA). Therefore, for particular tasks, there are more complex binomial calculating algorithms
than the one presented above, using uniform binomial numbers, with the help of which several
specific binomial digital devices and systems are constructed [20,21]. Uniform binomial codes, as
indicated above, can also be obtained by replacing non-uniform binomial codes with uniform ones by
equalizing the r of the first zeros, as shown in Table 2. As a result, they acquire the property of error
detection, which can be practically used to detect errors due to the natural redundancy introduced
into the structure of these devices at the time of their construction. This allows for an additional
effect of error detection without introducing artificial redundancy while adding to these codes for
higher noise immunity and artificial redundancy.
4.2. CW Binomial Code
The main property of binomial numbers, both uniform and non-uniform, is forming various
combinatorial configurations. In this paper, we consider CW binomial codes contained in each of
their code combinations the same number of zeros and ones. Such codes widely used in practice for
a long time, such as error-control codes. However, binomial numbers give them new properties. For
example, they can effectively compress information [21].
The algorithm for generating CW binomial codes based on binomial numbers differs in its
practical implementation in its simplicity. This is implemented by assigning ones to the binomial
code if it contains (n − k) zeros, or if it contains k ones, zeros until its length equals n bits. The
algorithm for obtaining CW codes consists of two steps—acquiring binomial numbers from natural
number systems and constructing CW code combinations on their basis. The first step, which requires
the conversion of binary numbers into binomial numbers for its implementation, is described, for
example, in [21]. The second step, which transforms binomial numbers into CW binomial code
combinations, is considered above. Based on binomial numbers, using the formation of CW binomial
code combinations according to the above algorithm, it is also easy to organize their enumeration. It
can convert binary codes into CW binomial codes and build the corresponding encoders [21].
Using the considered algorithm, Table 3 shows an example of transitions from binomial code-
words to CW binomial codewords, for n = 6, k = 4.
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0 00 001111 8 10111 101110
1 010 010111 9 1100 110011
2 0110 011011 10 11010 110101
3 01110 011101 11 11011 110110
4 01111 011110 12 11100 111001
5 100 100111 13 11101 111010
6 1010 101011 14 1111 111100
7 10110 101101
The advantage of this algorithm, in addition to simplicity, is that on its basis, especially when
using specialized devices, it is possible to quickly obtain combinations of CW binomial codes of
considerable code length. CW binomial codes are indivisible error-detecting codes since they do not
have an information and control part. As is the case with ordinary block codes, e.g., Hamming or
low-density parity-check (LDPC) forward error correction (FEC) codes. These codes are asymmetric
and adapt to the nature of the interference, which is one of their advantages over cycling block codes.
With 100% asymmetry of the communication channel, these codes can detect all errors. The second
advantage of these codes is the ease of detecting errors in their code combinations. It is enough to
count the number of units in the code combination to find an error. If the number of ones is equal
to k, then it is considered that there is no error in the code combinations, and if it is not identical,
then its presence is assumed. This property is beneficial for hardware implementation based on CW
binomial codes of encoding devices. The disadvantage of these codes is their inseparability, making
it necessary to develop special algorithms for converting binary codes into CW binomial codes and
vice versa with a considerable length of code combinations [21].
CW binomial codes, especially with a considerable code length, can also compress information,
including digital images. It is enough to count the number in the compressible binary array of data to
convert it into the CW binomial code combination. After that, we apply the standard procedure for
moving from equilibrium codewords which consists of deleting the ones to the right to the first zero
or zeros to the first unit (please see Table 3). The binomial number is obtained and converted to the
corresponding binary numbers using a numeric function. In this case, that information compresses,
and the degree of information compression depends on the number of ones and the code length of
the original binary code combination.
Without the digit k, the number is not easy to recover, protecting information from unauthorized
access. In this case, the parameter k is the key. If necessary, two keys can be entered, k and n.
However, in this case, transmission reliability decreases since the natural redundancy removes
from the messages. However, applying FEC codes with artificial redundancy, the reliability of the
systems is increased. All considered coding operations solve without CW binomial codes based on
binomial codes only. Still, the coding efficiency will be somewhat lower, although the equipment and
algorithms will be more straightforward and reliable.
5. Conclusions
The BNS with the binary alphabet uses binomial coefficients as bit weights. The binomial
numbers generated by the BNS divide into the first and second classes, characterized by 0 or 1 in
the LSB of the binomial code. Each class is divided into groups with binomial codes of the same
code length within the groups and different code lengths between the groups, differing by one bit.
Compared with natural PNS, the advantage of binomial codes is the property of error detection and
practical uses in information systems for data transmission and processing. Based on the BNS, digital
devices, such as binomial decoders and counters, are effectively developed, which have the property
of detecting errors. The binomial code has the data compressing property and allows the generation
of CW binomial codes. Binary binomial codes have a novelty compared to known PNS and known
binomial codes of different classes. The scientific novelty of this paper lies in the generalization of
scientific results in the field of BNS and the method of obtaining them.
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