Purdue University

Purdue e-Pubs
ECE Technical Reports

Electrical and Computer Engineering

5-20-1995

CLASSIFICATION OF HIGH DIMENSIONAL
MULTISPECTRAL DATA
Joseph P. Hoffbeck
Purdue University School of Electrical Engineering

David Landgrebe
Purdue University School of Electrical Engineering

Follow this and additional works at: http://docs.lib.purdue.edu/ecetr
Hoffbeck, Joseph P. and Landgrebe, David, "CLASSIFICATION OF HIGH DIMENSIONAL MULTISPECTRAL DATA" (1995).
ECE Technical Reports. Paper 121.
http://docs.lib.purdue.edu/ecetr/121

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.

TR-EE 95-14
MAY 1995

CLASSIFICATION OF
HIGH DIMENSIONAL
MULTISPECTRAL DATA

Joseph P. Hoffbeck
David Landgrebe

TR-EE 95-14
May, 1995

School of Electrical Engineering
Purdue University
West Lafayette, Indiana 47907-1285

This work was sponsored in part by
NASA under Grants NAGW-925 and NAGW-3924.

TABLE OF CONTENTS
Page
ABSTRACT ....................................................................................................................
v
LIST OF ABBREVIATIONS .....................................................................................
v
CHAPTER 1: INTRODUCTION .................................................................................1
1
1.1 Statement of the Problem .............................................................................
2
1.2 Organization of Thesis ................................................................................
CHAPTER 2: TRAINING A CLASSIFIER FOR HIGH D1ME:NSIONAL
DATA ........................................................................................................................
5
2.1 Introduction .................................................................................................
5
2.2 Previous Work .............................................................................................
7
2.2.1 Discriminant analysis feature extraction .......................................7
8
2.2.2 Gaussian ML classification ...........................................................
2.2.3 Estimating the mean vector and covariance matrix ......................8
9
2.2.4 Binary encoding ............................................................................
9
2.2.5 A knowledge. based expert system ..............................................
2.2.6 Simplified maximum likelihood method ......................................10
2.2.7 Non-parametric methods ...............................................................
10
2.3 A Technique for Classifying High Dimensional Multispectral Data ...........12
2.3.1 Labeling training samples .............................................................12
2.3.2 Feature extraction ..........................................................................13
14
2.3.3 Classification .................................................................................
2.3.4 Evaluation of results ......................................................................
14
15
2.4 Experimental Results ...................................................................................
2.4.1 Identifying training samples using absorption features ................16
20
2.4.2 Feature extraction and classification .............................................
2.4.3 Evaluation of preliminary results ..................................................20
21
2.4.4 Final results ....................................................................................
26
2.4.5 Insensitivity to noise ......................................................................
2.5 Conclusion ...................................................................................................28
CHAPTER 3:
EFFECT OF ATMOSPHERIC ADJUSTMENT ON
31
CLASSIFICATION ACCURACY ...........................................................................
3.1 Introduction .................................................................................................
31
32
3.2 Previous Work ..............................................................................................
Affine
Transformations
..........................................................
33
3.3 Non-singular
3.4 Gaussian ML Classification .........................................................................
34
35
3.5 Discriminant Analysis Feature Extraction ...................................................
3.6 Experiments Using ATREM and Log Residue ........................................37
3.6.1 Effect of ATREM on classification accuracy ...............................38
3.6.2 Effect of log residue on classification accuracy ............................39
40
3.6.3 Similarity of classifications...........................................................
3.7 Conclusion ...................................................................................................40
CHAPTER 4: COVARIANCE ESTIMATION .............................................................43
4.1 Introduction ..................................................................................................43
4.2 Previous Work ..............................................................................................
44
44
4.2.1 Regularized discriminant analysis ................................................

4.2.2 Other covariance matrix estimators .............................................. 45
4.3 Covariance Estimation ................................................................................ 4 6
4.3.1 Form of the proposed estimator .................................................... 47
4.3.2 Selecting an appropriate mixture .................................................. 48
4.3.3 Efficient implementation of sample covariance-common
covariance mixture ..................................................................................50
4.3.4 Approximation for diagonal sample covaria.nce-sample
covariance mixture ..................................................................................53
4.3.5 Approximation for common covariance-diagonal common
covariance mixture ................................................................................. 54
4.4 Experimental Results ................................................................................... 55
4.4.1 Experimental results with computer generated data ..................... 55
4.4.2 Experiments with AVIRIS data .................................................... 64
4.4.3 Discussion ..................................................................................... 69
4.5 Comparison of LOOC and RDA .................................................................. 70
4.6 Use of LOOC with Feature Extraction Algorithms ..................................... 71
4.7 Conclusion .................................................................................................. 72
CIKAPTER 5: ESTIMATING THE NUMBER OF CLUSTERS .................................. 73
5.1 Normal Mixture Density .............................................................................. 74
5.2 Previous Work ............................................................................................ 75
5.2.1 ML clustering .............................................................................. 7 5
5.2.2 Nearest means clustering .............................................................. 76
5.3 Estimating the Number of Clusters using Nearest Mean Clustering ...........77
5.3.1 Description of the estimation algorithm......................................... 77
5.3.2 LOOL for nearest means clustering .............................................. 77
5.3.3 Efficient implementation of LOOL................................................79
5.3.4 Experiments with computer generated data ...................................80
5.3.5 Experiments with AVIRIS data .................................................... 86
5.3.6 Discussion ..................................................................................... 89
5.4 Estimating the Number of Clusters using ML Clustering............................ 90
5.4.1 Description of the estimation algorithm........................................ 90
5.4.2 LOOL for ML clustering ................................................................ 90
5.4.3 Experiments with computer generated data ..................................91
5.4.4 Experiments with AVIRIS data .................................................... 95
5.4.5 Discussion ..................................................................................... 99
5.5 Conclusions .................................................................................................. 100
CHAPTER 6: CONCLUSIONS AND SUGGESTIONS FOR ETJRTHER
RESEARCH.............................................................................................................. 101
6.1 Conclusions .................................................................................................. 101
6.2 Suggestions for Future Research.................................................................. 102
Appendix A: Multimodal Density Functions ................................................................. 105
A.1 Bimodal Density Function ..........................................................................105
A.2 Density Function with Three Modes ........................................................... 107
Appendix B: Program Listings ......................................................................................109
BIBLIOGRAPHY ........................................................................................................... 109

ABSTRACT
New sensor technology has made it possible to gather multi!;pectral images in
hondreds and potentially thousands of spectral bands, whereas current sensors typically
gather images in 12 or fewer bands. This tremendous increase in spectral resolution
should provide a wealth of detailed information, but the techniques used to analyze lower
di:mensional data often perform poorly on high dimensional data. In this thesis,
algorithms are developed to analyze high dimensional multispectral data. In particular a
method for gathering training samples is demonstrated, the effect of atmospheric
adjustments on classification accuracy is explored, a new method for estimating the
covariance matrix of a class is presented, and a new method for estimating the number of
clusters in a data cloud is developed. These techniques enable the data analyst to classify
high dimensional data more accurately and efficiently than is possible with standard
pattern recognition techniques.

LIST OF ABBREVIATIONS
ATREM - Atmosphere Removal Program
AVIRIS - Airborne Visible/Infrared Imaging Spectrometer
DBFE - Decision Boundary Feature Extraction
L - number of classes
LOOC - Leave-One-Out Covariance
LOOL - Leave-One-Out Likelihood
ML - Maximum Likelihood
NM - Nearest Mean
p - dimension of data
SNR - Signal to Noise Ratio

CHAPTER 1: INTRODUCTION

l.:l Statement of the Problem
Remote sensing technology has made it possible to take detailed measurements over
the entire surface of Earth relatively cheaply and efficiently. This techinology has made it
pclssible to examine any particular part of Earth's surface and to study Elarth as a complete
system. The dynamics of the entire global environment and man's effect on it can be
studied from images collected by remote sensing platforms. These images can be used to
help solve a variety of important problems including developing global environmental
models, locating and managing natural resources, studying the spread of crop disease or
pests, and planning large construction projects.
Black and white aerial photographs taken from tethered balloons were used as early
as the Civil War to gather information, and later color and infrared photographs were
used. Photo interpretation, which is the art of analyzing these photogre~phs,relies heavily
on human intelligence and experience. When multispectral scanners were introduced that
collected images in more than 3 spectral bands, it became advantagelous to analyze the
images by computer.
Statistical pattern recognition techniques were applied to the multispectral images
with much success. These classification techniques typically assume that there are
enough training samples available to obtain reasonably accurate estimates of the class
statistics. Typically additional information about the scene, such as that produced from
ground observations, photo interpretation, or previous maps, is used to manually label the
tra.ining samples.
Today sensors are being operated that collect images in many more spectral bands
with large dynamic range and fine spatial resolution. The Airborne Visiblennfrared
Irr~agingSpectrometer (AVIRIS), for example, gathers images in 220 spectral bands with
20 m spatial resolution and 10 bits of dynamic range. The availability of a large number

of' spectral features should make it possible to discriminate between many more ground
cover classes with much greater accuracy than would be possible with the data from
earlier sensors. In fact, the spectral resolution of the AVIRIS sensor is so fine that
absorption features caused by molecular bonds can be seen for some materials.
Unfortunately, the number of training samples required to train a statistical
c1,assifierfor high dimensional data (i.e. data with many spectral features) is much, much
greater than that required for low dimensional data, and gathering these training samples
ca.n be difficult and expensive. Therefore, the assumption that enough training samples
are available to accurately estimate the class statistics is likely to be :;imply not true for
high dimensional data. In order to successfully extract the wealth of information
contained in high dimensional data, either many more training samples are required or
ne:w algorithms must be developed.
The goal of this research is to develop algorithms that allow t.he data analyst to
classify high dimensional multispectral data more accurately and efficiently than is
currently possible. A technique for labeling training samples is demonstrated that could
substantially reduce the cost of labeling training samples for some classes, and some
algorithms are developed to allow the application of statistical piattern recognition
techniques with fewer training samples.

1.2 Organization of Thesis
Chapter 2 of this thesis demonstrates a method of labeling training samples by
comparing estimates of the surface reflectance to laboratory reflectance curves. This
technique, which could substantially reduce the cost of labeling training samples for some
classes, is used to produce a geologic map.
Some classification techniques require that the data be transform~edto approximate
ref ectance so the data can be compared to laboratory reflectance curves, but it is not clear
whether or not this transformation is useful, or even desirable, when using a statistical
classifier. It is shown in Chapter 3 that some techniques to remove the effects the
atmosphere and convert the data to reflectance have no effect on the Gaussian maximum
1ik:elihood (ML) classifier, and experimental results show that other radiance-toref ectance transformations can actually reduce the classification accuracy.

A covariance estimator is developed in Chapter 4 that leads to better classification
accuracy than the ML estimate when the number of training samples is limited. An
efficient implementation of the estimator is presented, and the results of several
experiments with computer generated data and AVIRIS data are presented that test its
pe:rformance.
It is common to apply the Gaussian ML classifier to mu1tispeci:ral data, but some
cl;ssses may be non-Gaussian or even multimodal, and therefore, not well represented by
a ;single Gaussian density function. Clustering algorithms divide sam:ples into relatively
homogeneous clusters, each of which can be better represented by the Gaussian density
function, but these usually require that the user specify the appropriate number of
clusters. The focus of Chapter 5 is to develop two new methods of estimating the
appropriate number of clusters. Several experiments with computer generated data and
A'VIRIS data are presented that show the effectiveness of these techniques.
Conclusions are presented in Chapter 6, along with suggestions for future research
in areas related to classification of high dimensional data.

CHAPTER 2: TRAINING A CLASSIFIER FOR. HIGH
DIMENSIONAL DATA

A method for classifying remote sensing data with high spectral dimensionality that
combines the techniques of chemical spectroscopy and pattern recognition is described in
this chapter. The technique uses a simple qualitative atmospheric adjustment to allow a
human operator to identify and label training samples by visually com~laringthe remotely
sensed spectra to laboratory reflectance spectra. Training samples for materials without
obvious spectral features are identified by traditional means. Features which are effective
for discriminating between the classes are then derived from the original radiance data
and used to classify the scene. No adjustment for the atmosphere or other scene variables
is made to the data before classification. This technique is applied to Airborne
VisibleIInfrared Imaging Spectrometer (AVIRIS) data taken over Cuprite, Nevada in
1992, and the results are compared to an existing geologic map. This technique
performed well even for classes with similar spectral features and fix classes without
obvious spectral features.

2.11 Introduction
Many materials can be identified by unique features in their reflectance spectra.
However, the shape of these features is severely distorted in remotely sensed radiance
spczctra due to the effects of the solar curve, atmosphere, noise, specbral resolution, and
other factors, all of which complicate efforts to classify based on the l~nownreflectance
features. Previously, researchers have reported difficulty using absorption features to
map minerals when the minerals lacked strong absorption features and the remote sensing
data had a low signal-to-noise ratio (SNR) [I].
In the technique presented in this chapter, known reflectance features are used only
to label training samples, and training samples for materials that cannot be directly

identified by reflectance features are found by traditional metholds. Then pattern
recognition techniques that are effective in the presence of noise are applied to the
original radiance data and used to classify the scene. If the results of the classification
inldicate inadequate training, more training samples may be identified and the process
re;peated (see Fig. 2.1).
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Fig. 2.1. Flowchart of Classification Technique
This approach has the advantage of being able to work with classes whose
reflectance spectra are variable or not known, and can incorporate any available spatial
information to aid in labeling training samples. Furthermore, the classification is not
sensitive to artifacts in the radiance-to-reflectance transformation ancl does not require
tha.t the entire scene be converted to approximate reflectance.
The general technique is described next, and then the results; of applying the
technique to the Cuprite, Nevada site are presented. The Cuprite results compare

favorably with existing geologic maps, even though some classes lack known absorption
features and some classes have similar spectral features. The primauy purpose of this
example is to demonstrate the classification method on a data set containing some classes
with narrow spectral absorption features and some that do not, rather than to analyze the
Cuprite scene from a geologist's point of view.

2.:2 Previous Work

Since high dimensional multispectral remote sensing images have only become
available relatively recently, not much has been published about classifying them. Since
the reflectance spectra of some minerals have diagnostic absorption features that allow
the minerals to be directly identified from their reflectance spectra, mo!jt of what has been
published concerns the classification of minerals. Previous research related to
classification of high dimensional multispectral data is presented below.

2.2.1 Discriminant analysis feature extraction
Discriminant analysis feature extraction [7]is a feature extraction method which
produces features that maximize the separation between the classes and minimize the
scatter of the classes. Let L be the number of classes, and let pi, Ini, and Ci be the
priobability, mean vector, and covariance matrix of class i respectively.. The global mean
m,,,between-class scatter matrix Cb,and the within-class scatter matrjx Cw, are defined
as follows.

The discriminant features are the L-1 eigenvectors of Z;':Z~ with non-zero
eigenvalues. Let x be a (p by 1) vector representing the original spectral measurements of
a sample, and let the columns of the (p by L-1) matrix A be the discriminant features.

Tlie original samples are projected onto the discriminant features by y := A ~ X .

2.2.2 Gaussian ML classification

The decision rule in Gaussian ML classification is to label the (1) by 1) vector x as
cliiss j if the density of class j, evaluated at x, has the highest value of any of the classes:
Choose wj if arg max[f (xlwi)]= j

(2.4)

1

where mi is the mean vector of class i, and Ziis the covariance matrix of class i. In
practice the mean vector and covariance matrix are not known, and :must be estimated
from training samples.

2.:!.3 Estimating the mean vector and covariance matrix

Assume the vectors x j for 1I j I Ni are training samples from class i. The mean
ve'ctorof each class is usually estimated by the sample mean:

The covariance matrix of each class is usually estimated by the sample covariance:
1 Ni
T
x.=N i - 1 . (xj - m i ) ( ~ mi)
~
I

~=1

Tlne covariance matrix is singular if there are fewer than p+l training samples available
for the class. Since the covariance matrix must be inverted to com~putethe Gaussian
density function, a singular covariance matrix is useless for classificatilon.

2.2.4 Binary encoding
One technique for classifying high dimensional remote sensing data is called binary
encoding [ 2 ] . In this method, the spectral mean of each sample i:s found, and each
spectral measurement is converted to a one if it is greater than or eqlual to the spectral
mean, or a zero if it is less than the spectral mean. The slope at each point in the
spectrum is coded as a one if it is positive, or zero if it is negative. The Hamming
Distance, which is simply the number of elements that differ between two binary vectors,
is used to compare two binary encoded spectra.
Although this technique can be successful in classifying minerals that have deep
absorption features and it is quite fast compared to most statistical methods, the
litnitations of this method are significant. Since only one spectrum is used to represent
each class, the results of the classification can be sensitive to the: selection of this
spectrum. Also, the method will only work on spectra where the abso:rption features due
to the surface material are the most prominent spectral features. Remote sensing
platforms measure radiance spectra where the most prominent features are due to
at~nosphericwater absorption and the shape of the solar curve and art: not related to the
surface material. The binary encoding method, therefore, requires that the radiance data
be converted (sometimes called calibrated) to reflectance. This conversion is time
consuming, may require additional atmospheric measurements at the time of the flight,
and is difficult to do accurately.

-

2.2.5 A knowledge based expert system

Another approach is to develop a list of absorption features in spectra, and use this
list for classification [3]. In this method, an absorption feature is defined as a local
minimum in the reflectance spectra of a sample which is more than a user-specified
threshold below the sample spectral mean. The spectrum is divided into several regions

numbered 1, 2, 3, etc. A code is generated that lists the regions which contain an
absorption feature. The list is then sorted in decreasing order of absorption feature depth.
The codes from the scene are then compared to codes from reference samples whose class
is known. A sample is classified as a given class only if the sample code is identical to
the reference code for that class.
This method has some of the same limitations as binary encoding. As was the case
with binary encoding, this method can only be applied to reflectance spectra, and it is
sensitive to the signal-to-noise ratio of the sensor [3]. The sensitivity 03 noise may be due
to the fact that in the presence of noise, the local minimum may not be a reliable feature.
A method for selecting the user-specified threshold has been proposed [3], but it requires
the use of ground truth data.

2.2.6 Simplified maximum likelihood method
One method of reducing the number of parameters that need to 'be estimated is the
simplified maximum likelihood method [4]. In this method, spectral bands that have high
cclrrelation in the global covariance matrix are grouped together, and it is assumed that
the correlation between the groups is zero. This method reducczs the number of
pa.rameters to be estimated in the class conditional covariance matric'es, but ignores the
cclrrelation between groups of features. The features have to be ordered so that highly
ccrrelated features occur in adjacent groups, and there is no unique or rigorous way to
select the groups. The main advantage of this method is that it is faster than the
trstditional Gaussian ML classification.

2.:2.7 Non-parametric methods

Non-parametric methods do not assume that the data comes from a known
parametric distribution. One non-parametric method is the Parzen classifier [7]. In this
method, the density function of each class is estimated by averaging a kernel function
placed around each training sample. An unknown sample can then be classified as
belonging to the class whose estimated density function evaluated at the unknown sample

is largest. The accuracy of the classifier is effected by the choice of the size and shape of
the kernel function.
The kNN (k nearest neighbor) method of non-parametric classification [7] is similar
to the Parzen classifier, except that instead of a fixed kernel function being placed over
each training sample, a variable size kernel function is used. The size of the kernel
function is adjusted to include k training samples. The volume of the kernel function is
used to estimate the density function. Small values of k lead to higher values of variance
in the density estimate, and high values of k lead to a greater bias, so ;some care must be
utilized in deciding the value of k,
The voting kNN method [7] is a variation of the kNN method. In this method the k
nearest neighbors of an unknown sample are found without regard to training class. The
unknown sample is then labeled as that class with the most training samples in the set of
k nearest neighbors. Again the value selected for k affects the accuracy of the
classification.
When a classifier is designed using a finite number of training samples, the
expected probability of error is greater than if an infinite number of training samples were
available. The rate that the expected probability of error decreases as more training
sainples are added depends on the type of classifier used. In one example it was found
[J that the additional error due to finite training sample size for parametric classifiers
1

was proportional to - where N is the number of training samples*,whereas for the
N
Parzen classifier the additional error was proportional to

K-.

This result indicates that

the additional error due to finite training sample size decreases more quickly for
parametric classifiers than for non-parametric ones. Since in remote sensing applications
tht: number of training samples is usually limited by the difficult:^ and expense of
gathering them, parametric techniques seem to be more appropriate than non-parametric
ones.

2.3 A Technique for Classifying High Dimensional Multispectral Data
A classification technique is presented in this section. The tecl~niqueis to iterate
between the steps of labeling training samples, feature extraction, classification, and
ekraluating the classification until the results of the classification are delemed adequate.

2.3.1 Labeling training samples
The first step in the analysis is to obtain training samples that are representative of
each class of interest. Training samples are pixels in the image whose class identity is
determined by the data analyst. By selecting and labeling training sa.mples, the analyst
defines the classes of interest and provides typical examples of each class. In effect the
training samples tell the computer how the spectrum of each class will look under the
current observing conditions, without the need to define all of the current observation
conditions or to correct for them.
High dimensional multispectral sensors like AVIRIS have such fine spectral
re:solution that molecular absorption features and other narrow-band lcharacteristics can
often be seen in individual spectra. Since several techniques exist that adjust remotely
sensed radiance spectra so that they approximately resemble reflectance spectra, training
samples for some materials may be identified directly by visual c:omparison of the
remotely sensed spectia to a library of laboratory reflectance spectra [6:1.
Many ground cover classes, however, do not have simple, uniquely identifiable
reflectance spectra. The reflectance spectra of vegetated areas, for example, change
continuously throughout the growing season. Many classes are cornplex mixtures of
varying amounts of different materials, each with its own spectrum. Forests, for example,
consist of various proportions of leaves, branches, undergrowth, and soil which produce a
variety of spectra. Furthermore, some minerals do not have absorption features in the
wavelengths that are measured by remote sensing platforms. It seems unlikely that
classes such as these could be accurately identified by comparison to previously
measured reflectance curves.
Fortunately, there is often other information that can be used to identify training
samples for those classes without unique or known reflectance curves. Photo

interpretation, clustering techniques, multitemporal images, and ancillary information on
the climate or geology of the region have been used successfully in the past to locate and
identify training samples. Sometimes ground observations or previous maps are
available. Even if some classes in the scene cannot be immediately identified, usually
they still can be distinguished from other known classes and properly mapped.

2.;3,2Feature extraction
For a fixed, finite number of training samples, the accuracy of a classifier will
usually rise, level off, then fall as the number of features is increased. In remote sensing
applications, there may be a large number of spectral bands availa~ble,but there are
usually only a limited number of training samples. Therefore, some method of reducing
the number of features is usually required to achieve acceptable classification accuracy.
The use of feature extraction has the additional benefit of reducing the amount of
computation required for classification. While numerous metllods of reducing
diinensionality exist, the most appropriate ones for classification will retain only features
that are useful in discriminating between the classes of interest. The features that are
most effective in discriminating between the classes depend on the classes of interest and
are usually derived from the training samples. The selection of the feature extraction
algorithm is also dictated by the amount of computation required, as some feature
extraction methods that work quite well in lower dimensions require too much
computation to be practical with high dimensional data.
Discriminant analysis [7] was chosen for the experiments belovv, because it finds
features that maximize the separation of the classes and is fast enough to use with high
di~nensionaldata. A disadvantage with this method is that it does not function well for
classes with similar mean values, and it delivers reliable features only up to the number of
c1;isses minus one, L-1. Thus for a problem with a relatively small number of classes
which are difficult to separate, G I features may not be adequate. to achieve good
classification accuracy. In such cases, other means for feature extracition could be used
such as the Decision Boundary Feature Extraction @ B E ) method [8]. It is much more
computationally intensive, but typically continues to improve class separation as more
feiitures are added beyond L-1. It also directly provides information about the number of
feiitures needed to achieve good accuracy. However, it could not be applied to the

experiments below because for some of the classes there were nctt enough training
samples to make the sample covariance matrices non-singular.
While it is helpful to adjust the remotely sensed radiance spectra to resemble
reflectance spectra to allow a human to label training samples, it is shown in Chapter 3
that this adjustment is not required for feature extraction or Gaussian ML classification.
Therefore, the feature extraction method may be applied to the origin(a1remotely sensed
radiance data, which eliminates the need to convert the entire data set to reflectance and
avoids the effect of any inaccuracies in the atmospheric and other adjustments.
Since the discriminant features are ordered in terms of decreasing class separation,
the appropriate number of features to be retained for classification can1 be determined by
using the leave-one-out method [7] to estimate the accuracy for various number of
features, and choosing the number of features with the highest estimated accuracy [ 5 ] .

2.3.3 Classification
In Gaussian ML classification, which has been widely used i.n remote sensing
applications, an unknown sample is assigned to the training class for which the density
function has the greatest value (see section 2.2.2). Since it is very difficult to find
training samples to represent every sample in the scene, a threshold can be set to reject
samples that are not likely to belong to any of the training classes. Re.jected samples are
labeled as background.
It is useful to make a likelihood map which represents the greatest likelihood value
foi: each sample. Dark areas on this map indicate low likelihood values and hence
samples that are unlikely to belong to any of the current training classes. These areas can
help guide in the selection of additional training classes or in adjusting the training of
current classes.

23.4 Evaluation of results

The classification map can be compared to any available prior knowledge of the
area to identify inadequacies of the training. Also, samples that have low likelihood,

w:hich are represented by dark samples in the likelihood map, may indicate the location of
ne:w classes or samples that are not well represented by the current training classes. The
classification can be improved if these samples can be identified and included as training
samples.

2.4 Experimental Results
The technique was applied to the 1992 AVIRIS data taken over the Cuprite Mining
District in southwestern Nevada. The data set consisted of 220 spectral bands covering
the range 0.4 to 2.5 pm, and an image of one band of the data is shown in Fig. 2.2. The
sil.e, which contains an interesting geological feature called a hydrc~thermalalteration
zone, has several exposed minerals including alunite, buddingtonite, dickite, illite,
kaolinite, and quartz.

Fig. 2.2. The 1.20 pm band from the Cuprite site

2.4.1 Identifying training samples using absorption features
The reflectance spectra of six minerals as measured in the laboratory are shown in
Fig. 2.3. All the curves except Quartz were taken from [9]; the Quartz spectrum was
taken from [ 101 and may be plotted on a different vertical scale. Each of these minerals
has unique absorption features where the reflectance curve reaches a local minimum.
Bilddingtonite has a broad, weak absorption feature at 2.11 pm, and illlite has two strong
atlsorption features at 2.20 and 2.34 pm. Dickite has a double absorption feature at 2.17
ax~d2.20 pm, and kaolinite has a double feature at 2.16 and 2.21 pm. .Alunite has a broad
atlsorption feature at 2.17 pm and a weaker one at 2.32 pm. Quartz has a broad, weak
atlsorption feature at 2.30 pm.
Fig. 2.4 shows a part of the radiance spectra as measured in the Cuprite scene by the
AVIRIS sensor of single samples dominated by each of the six minerals. The
wi~velengthsshown here (2.05 - 3.25 pm) represent only 31 of the 220 bands measured by
the AVIRIS sensor. While the absorption features that distinguish the different minerals
can easily be seen in the reflectance spectra measured in the laboratory, they can be quite
difficult to see in the AVIRIS radiance spectra.

Fig. 2.3. Laboratory
Reflectance Spectra

B - Buddingtonite
I - Illite

Fig. 2.4. AVIRIS
Radiance Spectra

D - Dickite
K - Kaolinite

Fig. 2.5. Log Residue
Spectra

A - Alunite

Q - Quartz

The log residue method [ l l ] may be used to adjust the shape of the AVIRIS spectra
to be more similar to the laboratory reflectance spectra. This adjustment suppresses
multiplicative factors that are constant over the entire scene but vary with wavelength
(e.g., the shape of the solar curve, atmospheric effects, etc.), and suppresses
mi~ltiplicativefactors that are constant with wavelength but vary over .the scene (e.g., the
effects of topology). The log residue calculation is based entirely on the data in the
scene, does not require any external measurements of the atmospheric conditions, and is
computed by the following formula.

Yik

where

xikx..

=Xi.x.k

yik is the log residue value of sample i and spectral band k,
xik is the raw radiance data measured by the sensor,
xi. is the geometric mean taken across the spectrum of sample i,
xakis the geometric mean of spectral band i taken across all samples, and
x.. is the geometric mean taken across all samples and a.11 spectral bands.

In, order to avoid overflow problems, logarithms are used to compute the geometric
means which gives rise to the name of the method.
Fig. 2.5 shows the log residue spectra derived from the same AVIRIS radiance
spectra shown in Fig. 2.4. The absorption features in the log residue spectra are more
similar to the laboratory reflectance curves than are the AVIRIS radiance spectra, but the
features in the log residue spectra are corrupted by noise and still are not exactly the same
shape as the reflectance curves.
Several log residue spectra from the scene were visually compared to the laboratory
reflectance spectra. The samples whose log residue spectrum had a,bsorption features
which appeared similar to one of the reflectance spectra were selected as training
samples. In all, 1090 samples of alunite, 71 samples of buddingtonite, 162 samples of
dickite, 243 samples of illite, 232 samples of kaolinite, and 489 samples of quartz were
identified. Fig. 2.6 shows the log residue of the average spectrum of the training samples
for each class.

B - Buddingtonite
I - Illite
D - Dickite
K - Kaolinite
A - Alunite
Q - Quartz

2.05 2.20 2.35
Wavelength (pm)
Fig. 2.6. Log Residue of the Mean
of Training Samples

Since dickite and kaolinite have very similar spectral features in the 2.05 - 2.35 pm
range, training samples west of Highway 95 (see Fig. 2.8) that resembled kaolinite and
dickite were assumed to be dickite, and those to the east were assumed to be kaolinite.
This assumption was based on the report that there was field verification of the existence
of dickite on the west side of the highway, but not on the east side [ % I ] , and kaolinite is
known to exist on the east side.
Some samples in the scene were mixtures of more than one mineral. Since mixed
sa:mples were not selected as training samples, the final classification represented the
dominant mineral in each sample. If one were interested in mapping mixed samples,
additional classes could be defined to represent various mixtures.

2,4.2 Feature extraction and classification
Discriminant analysis was performed with the six classes with known absorption
fe:atures and the 196 bands (0.40 - 1.35, 1.42 - 1.81 , and 1.95 - 2.47 pm) of the AVIRIS
ra.diance data which were not in the water absorption regions of the spectrum. Equally
likely classes were assumed. A Gaussian ML classifier was used to classify the resulting
five discriminant features, and the likelihood map in Fig. 2.7 was produced.

Fig. 2.7. A Likelihood Map. Dark areas indicate low likelihood of membership in the
class to which they have been assigned, while light areas indicate high likelihood.

2.4.3 Evaluation of preliminary results
The dark areas of the likelihood map indicate samples that are urrlikely to belong to
arly of the current training classes and suggest the location of additional classes. The
spectra of several of these dark samples were examined to find more training samples of
the six minerals. Additionally some areas were selected as training samples for new
classes of argillized, tuff, unaltered, and playa. Since classes like argillized, tuff,
urraltered, and playa do not have known absorption features, additional information was
required to determine their identity. In this case the names of the classes argillized, playa,

- 21 and unaltered were determined by comparison with the geologic map of Fig. 2.8 [12], and
tu.ff was identified in [13]. Had this information not been available, tlle training samples
still could have been located and the classes mapped, but the names of the classes would
not be known.

2.4.4 Final results
Next, discriminant analysis was run using the 10 classes and 196 bands of the
AVIRIS radiance data. To determine the appropriate number of feadures to use in the
final classification, the classification accuracy was estimated by the leave-one-out method
fca the first discriminant feature, the first two features, the first three features, etc. It was
found that using all nine discriminant features gave the highest leave-one-out accuracy.
The thematic map in Fig. 2.9, whose legend is in Fig. 2.10, vvas produced by a
Gaussian ML classifier using the nine discriminant features, and is printed sideways with
north to the left of the page. The background class consisted of those samples whose
greatest likelihood was so low it fell below a threshold designed to reject 0.1% of the
training classes.
The geologic map in Fig. 2.8 [12] divides the Cuprite region into silicified,
opalized, and argillized zones. The silicified zone contains abundant quartz, and the
opalized zone contains opal, alunite, and kaolinite. No attempt was made to adjust the
geometry of the AVIRIS data to any geographic coordinate system, so the geometry of
Fig. 2.8 and 2.9 may not coincide. The regions classified as quartz correspond to the
silicified zones in the geologic map. The regions classified as alu.nite and kaolinite
cclrrespond to the opalized zone in the geologic map. The regions classified as unaltered,
and argillized correspond to regions in the geologic map with the same names. The
re,gionsclassified as tuff correspond to the tuff regions in a geologic map [13] not shown
he.re. Also, even though dickite and kaolinite have similar absorpt:ion features, there
appears to be little confusion between them as most of the samples classified as dickite
are on the west side of Highway 95, and most kaolinite samples are on the east side.
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Fig. 2.9. Classification Map of Cuprite, Nevada Based on 1992 AVIRIS Data
(Refer to legend in Fig. 2.10.)
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Fig. 2.10. Legend for Classification Map of Cuprite (Fig. 2.9)

The likelihood map in Fig. 2.11 shows that the training samples represent the center
of' the scene reasonable well, but the areas near the edges may contain additional classes.
Other classifications of this scene are presented in [14], [ 151, [I], and [(ti].

Fig. 2.11. Likelihood Map for Final Classification

The classification accuracy is difficult to assess quantitatively without knowledge of
th~zactual dominant mineralogy for each sample in the scene. Two indirect methods to
estimate the accuracy of a classification are the resubstitution method which is
o~ltimisticallybiased, and the leave-one-out method which provides a lower bound on the
accuracy [7]. The resubstitution accuracy for the classification in Fig. 2.9 was 96.7%,
and the leave-one-out accuracy was 96.4%.
The log residue of the mean of the samples classified into each class (not including
the training samples) is shown in Fig. 2.12. These curves compare reasonably well with
the reflectance curves in Fig. 2.3, which lends support to the hypothesis that most of the
samples are classified correctly.

B - Buddingtonite
I - lllite
D - Dickite
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A - Alunite
Q - Quartz
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Fig. 2.12. Log Residue of the
Mean of Classified Samples

2.4.5 Insensitivity to noise
The fact that this method of classifying high dimensional remote sensing data is
relatively insensitive to noise is demonstrated by noting that the final classification
changed very little regardless of whether or not the water absorption bands were included
in the analysis. The reflected radiation in these bands (1.36 - 1.41 pim and 1.82 - 1.94
11n)is completely absorbed by the atmosphere, and so the data in these bands contained
ncb information about the surface, only noise. When the water absorption bands were
included in the analysis, the resubstitution accuracy was 97.0%, the leave-one-out
accuracy was 96.7%, and the classification of only 4.75% of the samples changed.
It is also instructive to examine the discriminant analysis features that resulted when
the water absorption bands were included. Fig. 2.13 through Fig. 2.16 show the absolute
value of the first four discriminant analysis features onto which the original data was
projected. Each discriminant feature is a linear combination of all the original bands
wlnere the weights for each band are the elements of the discriminant features. The bands
wiith the greatest weights are those near 2.15 pm, where the absorptio~ifeatures for some
of the classes occur. This indicates that the discriminant analysis algorithm found these
bands to be important in separating the classes. Furthermore, the bands in the water
absorption regions were given relatively low weight. Fig. 2.17 shows the mean AVIRIS
spectra over all the classes, and the water absorption regions (1.36 - I .41 bm and 1.82 1.94 bm) are apparent.
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Furthermore, an analysis was performed on the 1987 AVIRIS data set taken over
Cuprite, Nevada, which is known to have a much lower signal-to-noise ratio than the
1992 data set [46]. The 1987 data set had been subjected to some radiometric adjustment
at the time of its collection and consisted of 210 spectral bands evenly spaced 0.0098 pm
apart covering the range 0.4000 to 2.4482 pm. Several training samples were identified
by comparing the log residue spectra to the laboratory reflectance spectra in Fig. 2.3. The
nc.mber of training samples in each class was 236 (alunite), 65 (buddingtonite), 142
(kaolinite), 113 (quartz), 344 (tuff), 682 (unaltered), 192 (playa), and 80 (argillized). The
original data was projected onto the first 8 discriminant analysis features and classified
with a Gaussian ML classifier with a 0.1 % threshold. Since the 1987 flight did not cover
the area west of Highway 95, only the hydrothermal alteration zone to the east of the
highway was analyzed. The results from the 1987 data shown in Fig. 2.18 are similar to
east side of Fig. 2.9, but somewhat speckled due to the lower signal-to-noise ratio. The
resubstitution accuracy was 97.2% and the leave-one-out accuracy was 96.9%.
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Fig. 2.18. Classification Map of Cuprite, Nevada from 1987 A'VIRIS Data

2..5 Conclusion

Currently, spectral features that are diagnostic of some materials are commonly
detected by manual inspection or by a computer algorithm intended to identify the same
features used in manual identification. These methods require the remotely sensed
radiance spectra to be calibrated to reflectance in both magnitude and wavelength and to
ha.ve high signal-to-noise ratio. However, it is clear from signal theory principles that
features which uniquely define the classes are already present in the un'calibrated radiance
spectra, even though these features are not observable manually.
In this chapter, a method has been demonstrated for analyzing a data set of high
spectral dimensionality. Such high dimensional data not only make possible the use of
na.rrow spectroscopic features where they are known to exist, but are also able to make
awailable the inherently higher information content of such data as predicted by signal
theory principles. Training samples for materials with strong absorption features were
lolzated in the data using the log residue method to adjust the radiance spectra to resemble
thl: reflectance spectra. Training samples for materials without strong absorption features
or known reflectance spectra were located with other knowledge such as photo

interpretation, ground observations, etc. Features maximally effectivle in discriminating

between the classes were then computed from the original radiance data by the
discriminant analysis method, and these features were classified bly a Gaussian ML
classifier.
This method generated good results even with classes that lacked strong absorption
features and with classes with similar spectral features. It effectively combined the
human operator's knowledge of chemical spectroscopy with the powel: and robustness of
a statistical classifier to perform the classification, greatly reducing the dependence of the
analysis process on both reflectance and wavelength calibration and on high signal-tonoise-ratio. The ability to label training samples by comparison to laboratory reflectance
curves has the potential to greatly reduce the cost of label training samples for some
c1,asses.

CHAPTER 3: EFFECT OF ATMOSPHERIC ADJUSTMENT ON
CLASSIFICATION ACCURACY

Some analysis algorithms for high-dimensional remote sensing data require that the
remotely sensed radiance spectra be transformed to approximate reflectance to allow
comparison with a library of laboratory reflectance spectra. In Gaussian ML
classification, however, the remotely sensed spectra are compared to training samples,
thus a transformation to reflectance may or may not be helpful. Therefore, the effect of
several radiance-to-reflectance transformations on Gaussian ML classil'ication accuracy is
investigated in this chapter (see also [16]).

3.1 Introduction
In remote sensing applications where the scientist is interested in deriving
information about the surface of the earth, it is desirable to adjust for the variations in the
measured radiance due to the solar output, atmosphere, and sensor noise, in an attempt to
or~lyretain variations caused by the reflectance of the material on the surface. Several
radiance-to-reflectance transformations have been proposed that are designed to remove
th: effects of the solar output and atmosphere in order to estimate the: reflectance of the
surface.
If an estimate of the surface reflectance is available, it may be possible to identify
some materials by comparison to laboratory reflectance curves. This approach was
shown in Chapter 2 to be useful in labeling training samples for a maximum likelihood
cliissifier when the material has obvious spectral features. The question this chapter
addresses is: Once the training samples have been labeled, is it better to classify using
estimates of reflectance or the original radiance data?

In this chapter, it is shown that the empirical line approach, LOPJTRAN7, flat-field
correction, single spectrum method, and internal average reflectance are non-singular
af'fine transformations, and non-singular affine transformations have no effect on
discriminant feature extraction and Gaussian ML classificatj.on. (An affine
trimsformation is a linear transformation with an optional offset.) Since the Atmosphere
R~zmovalProgram (ATREM) and the log residue method are not affirie transformations,
experiments with AVIRIS data were conducted to determine the effect of these
transformations on Gaussian ML classification accuracy. The average classification
accuracy of the data transformed by ATREM and the log residue method was slightly less
than the accuracy of the original radiance data.

3.:2 Previous Work
The empirical line approach [I] is a transformation from the radiance spectra
m'zasured by a remote sensing platform to approximate reflectance. Reflectance spectra
of field samples from two sites in the scene are measured, and the corresponding samples
from the image located. Then offset and gain values for each band are found that provide
the best fit in the least-squares sense of the radiance values to the corresponding
reflectance values. The same offset and gain are used to convert all sa~nplesin the image
to approximate reflectance.
The LOWTRAN7 method [17] is an atmospheric model that predicts the
atlnospheric transmission and path radiance expected for the given observation
conditions. The user can use default atmospheric parameters and specify only the time,
date, and location of the flight, or can use atmospheric parameters measured at the time of
the flight. A scale factor is produced that converts the radiance data to approximate
ref ectance, and this scale factor is applied to all the samples in the scene.
In order to apply the flat-field correction [17], the image must contain an area that is
known to be spectrally and physically flat. The radiance values in each. band of the entire
image are divided by the average of the radiance values over this flat area. Thus, it is
hoped, the effects of the atmosphere and solar curve are divided out.
In the single spectrum method [ 181, for each band, the reflectance:value of a ground
sample from a suitable site in the scene is divided by the correspondj.ng radiance value

measured by the remote sensing platform. The resulting scale factor is used to multiply
th.e value in that band of all the samples in the scene.
The scale factor used to compute the internal average reflectance [18] is the average
vitlue in each band. The value in each band for all the samples in the image are divided
bly this average value.
The ATREM program [I91 estimates the amount of water vapor in an AVIRIS
scene on a sample by sample basis, and this result is used to estimate the reflectance of
the surface material. The transformation varies depending on the estimated amount of
water vapor.
In the log residue method [17], the radiance value for a given sample in each band is
divided by the average radiance value taken over the entire scene, a,nd by the average
radiance value taken over the spectrum of that sample. The transfoirmation, therefore,
varies depending on the average brightness of each sample.

3..3 Non-singular Affine Transformations
Let x be a (p by 1) vector containing the spectral measurements of a sample. A
ncm-singular affine transformation is any function of the data that can be written in the
form y = A ~ +XB where A is a constant, non-singular (p by p) matrix, and B is an
oj~tional,constant (p by 1) vector.
In the empirical line approach, LOWTRAN7, flat-field correction, single spectrum
mcthod, and internal average reflectance, the data in each spectral band is multiplied by a
scale factor and in some cases shifted by a constant offset. A different scale factor and
offset may be used for each band, but the same scale factors and offsets are applied to
every sample in the scene. Therefore, each of these transformations from the original
radiance data x, to the estimate of reflectance y, can be written as y = A ~ +XB where A
is a diagonal matrix whose elements are the scale factors for each band, and B is a vector
of the offsets for each band or zeros if the method has no offset. Since the determinant of
a diagonal matrix is the product of the diagonal elements, the determinant of A will be
ncln-zero if all the scale factors are non-zero, which is usually the (case. A non-zero
determinant implies that A is non-singular. Thus the empirical line approach,

LOWTRAN7, flat-field correction, single spectrum method, ancl internal average
re.flectance are non-singular affine transformations.

3.4 Gaussian ML Classification
This section shows that non-singular affine transformations have no effect on
Gaussian ML classification, which is a well known result. The decision rule in Gaussian
ML classification is to label a (p by 1) vector x as class j if the density of class j has the
highest value of any of the classes:
Choose wj if arg max[f x(xlwi)]= j
i

where mxi is the mean vector of class i, and Cxi is the covariance. mamx of class i.
Suppose a non-singular affine transformation is applied to the data: y = ATx + B. The
mean vector of class i in the transformed data y is myi = AT mfi + B, the covariance
mamx is XYi= ATCXiA,and the density is

The value of the density of the transformed data y is simply the va1u.e of density of the
original data x divided by a positive number. Since the density of each class is divided
by the same positive number, the class with the largest likelihood value in the original
data x will also have the largest likelihood value in the transformed data y. Therefore the
classification of the vector x and y is the same, which implies that a 11on-singularaffine
trimsformation has no effect on the results of Gaussian ML classification.

3.5 Discriminant Analysis Feature Extraction
Discriminant analysis feature extraction (see section 2.2.1) is a feature extraction
method that finds a linear combination of the original features that maximizes the
separation of the classes. Next it is shown that if the original data x: are changed by a
ncm-singular affine transformation, the discriminant features will also be changed by a
ncm-singular affine transformation. Therefore, if the discriminant features are classified
using a Gaussian ML classifier, it will make no difference whether the ,originaldata or the
transformed data are used.
Let L be the number of classes and pi be the a priori probability that class i will
L

occur. The global mean is defined as mxo= x p i m x i ,the between-class covariance
i=l

L

matrix is defined as Zxb= x p i ( m x i- mxo)(mxi- mxo)T, and the within-class
i=l

L

and the
covariance matrix is defined as Zx, = C p i Z x i . Each eigenvalue lxi
i=l

corresponding eigenvector exi of Z;;Zxb

Since the rank of

satisfies

z;;zxb is L-1, there are L-1 eigenvectors whose eigenvalues are non-

zero. Let 0, = [exl ex2...ex(L-,)]be a matrix whose columns are the L-1 eigenvectors.
The original data are projected onto the discriminant features by zx = CDxT x.

Now consider the effect of a non-singular affine transformation y = ATx+ B.
Using the transformed data, the global mean, the between-class covariance, and the
within-class covariance are as follows.

The eigenvectors and eigenvalues satisfy the following equations.

Comparing equations (3.1) and (3.2), we see that the affine transformation did not
change the eigenvalues: hyi = hxi. Also, each eigenvector from the transformed data is a
siinple function of the eigenvector from the original data: e,,i = A -1eXi. Let

aY= [eyl e y ~ . . - e y ( ~] - be
l)

a matrix whose columns are the eigenvectors.

discriminant features of the transformed data are written as follows.

The

The discriminant features of the transformed data zy are simply the dirscriminant features
of' the original data z, plus a constant offset. Since adding a constant offset is a nonsi.ngular affine transformation (where A=I), the Gaussian ML classification of the
discriminant features will be the same regardless of whether the original data or the
transformed data are used. Therefore, the empirical line approach, LOWTRAN7, flatfic:ld correction, single spectrum method, and internal average reflectance have no effect
or1 discriminant analysis followed by Gaussian ML classification.

3.16 Experiments Using ATREM and Log Residue
In the ATREM and log residue methods, the transformation is not constant across
the scene. For example in ATREM, the amount of water vapor in each sample is
estimated from the values of the data near the water absorption bands, and this estimate is
used in the transformation of that sample. In the log residue method, each sample
spectrum is divided by the spectral average of that sample. Since the transformation for
each sample depends on the value of the sample, these transformations are not affine and,
and so they may or may not effect classification accuracy.
In order to evaluate the effect of the ATREM and log residue transforms on
cliissification accuracy, experiments were performed with AVIRIS data. Samples whose
cliiss was known were selected from the radiance data. A certain perce:ntage (12.5,25, or
5Ct%) of these samples was selected at random to be training samples, and the rest were
used as test samples. The training samples were used to computr: the discriminant
ei;;envectors and to train a Gaussian ML classifier. The discrimi~~ant
features were

extracted from the test samples and classified. The average classification accuracy for 10
trials was computed. Then the whole experiment was repeated using the reflectance data
and identical training sets. The details of each experiment and the average classification
accuracy are presented below.

3.6.1 Effect of ATREM on classification accuracy
Experiments were performed with ATREM data from two sites: Jasper Ridge in
Cdifornia, and Indian Pine in Indiana. The 1992 AVIRIS radiance data taken over Jasper
R:idge was converted to reflectance using the ATREM program. Clalsses from this site
were identified by comparing the scene to a ground cover map made from aerial
photographs [20]. In all, 3207 samples were selected from the jfollowing classes:
ekPergreenwoodland, serpentine grassland, greenstone grassland, deciduous woodland,
ct~aparral,and water. The 193 spectral bands (0.40-1.34, 1.43-1.80, and 1.95-2.47p.m)
outside the water absorption bands were used, and the average classification accuracy
using 12.5,25, and 50% of the samples for training samples is shown in Fig. 3.1. Note
that in the trials, the average classification accuracy was slightly lower for the ATREM
da.ta than for the original radiance data.
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Fig. 3.1. Accuracy versus Number of Training Samples for Jasper Ridge Site
The 1992 AVIRIS Indian Pine scene taken over Tippecanoe County, Indiana was
also processed using the ATREM program. Ground observations were: used to identify a
toi:al of 2521 samples from the following classes: beans with no residue, beans with corn
residue, corn with no residue, corn with bean residue, corn with wheat :residue,and wheat
with no residue. The spectral bands used (0.42-1.34, 1.43-1.80, and I .95-2.47p.m) were

outside the water absorption bands and totaled 191 bands. Again, the average
classification accuracy was slightly lower for the ATREM data than for the original
radiance data (see Fig. 3.2).
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Fig. 3.2. Accuracy versus Number of Training Samples for Indian Pine Site

3.16.2 Effect of log residue on classification accuracy
The log residue transform was computed using the 1992 AVIR1,S scene taken over
Cuprite, Nevada. Four of the classes (alunite, buddingtonite, kaolinite, and quartz) had
easily identifiable absorption features and were identified by comparj.ng the log residue
spectrum to laboratory reflectance curves [lo]. The classes alluvium, iugillized, tuff, and
playa were identified by comparing the scene to a geology map prodaced from ground
oklservations [13] and [I]. The experiment used 2744 samples and 191 bands (0.40-1.34,
1.43-1.80, 1.96-2.46ym). The average classification accuracy was slightly lower for the
lo,presidue data than for the radiance data (see Fig. 3.3).
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Fig. 3.3. Accuracy versus Number of Training Samples for Cuprite Site

When only the 4 classes which were identified using the log residue method and the
3;1 bands (2.05-2.35pm) surrounding the absorption features of these minerals were used,
the average accuracy of the log residue data was slightly higher than that of the original
radiance data (see Fig. 3.4). This improvement did not occur, however, when the other
classes and the other bands were used.
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Fig. 3.4. Accuracy versus Number of Training Samples for Cuprite Site

3.6.3 Similarity of classifications
Another experiment was performed with each of the three scenes to measure how
many samples would be classified differently when the reflectance data was used instead
of the radiance data. In this experiment, all the samples of the known classes were used
to train a Gaussian ML classifier, and a large portion of the scene was classified. The
percentage of samples whose classification differed between the radiance classification
and the reflectance classification was 2.7% (Jasper Ridge), 8.4% (Indian Pine), and 5.6%
(Cuprite), which indicates that the classification results were similar regardless of
whether the radiance data or the reflectance data were classified.

3.'7 Conclusion
Although an estimate of the reflectance of a sample can be quite: useful in labeling
training samples for a Gaussian ML classifier, it matters little if the actual classification is

performed on the original radiance data or data that has been transformed to approximate
re,flectance. This result suggests that Gaussian ML classification is; insensitive to the
vwiations caused by the solar curve and the atmosphere, so that attempts to correct for
these changes are unnecessary.

CHAPTER 4: COVARIANCE ESTIMATION

A new covariance matrix estimator which is useful for designing parametric
classifiers with limited training data is presented in this chapter. The estimator employs a
mixing parameter to select an appropriate mixture of the sample covariance, diagonal
sample covariance, common covariance, and diagonal common co~ari~ance.
The mixture
deemed appropriate is the one that achieves the best fit to the training samples in the
sense that it maximizes the average likelihood of training samples thalt were not used in
the estimate. This covariance estimator is typically non-singular when at least three
samples are available regardless of the dimension of the data, and so it can be used even
when the sample covariance or common covariance estimates are singular. In
experiments with both simulated data (generated by computer) and AVIRIS data, this
estimator usually led to higher classification accuracy than either the sample covariance
estimate or the common covariance estimate. The estimator was also compared to
regularized discriminant analysis (RDA), which is an existing scheme fbr estimating class
statistics with limited training data. In half of the experiments, the new estimator
achieved higher classification accuracy than RDA and required much less computation.

4.l Introduction
When classifying data with the Gaussian ML classifier, the mean vector and
covariance matrix of each class usually are not known and must be estimated from
training samples. For p-dimensional data, the sample covariance estimate is singular, and
therefore unusable, if fewer than p+l training samples from each class are available, and
it is a poor estimate of the true covariance unless many more than( p+l samples are
available. In some applications, such as remote sensing, there is often a large number of
spectral features available, but the number of training samples is limited due to the
di:Fficulty and expense in labeling them. Since inaccurate estimates of the covariance

matrix lead to lowered classification accuracy when classifying samples other than the
training samples, having too few training samples can be a major impediment in using the
G,aussian ML classifier to classify high dimensional data. When the :number of training
samples is limited, estimating the mean vector for each class, but using one common
covariance estimate for all the classes, can sometimes lead to higher a.ccuracy because it
reduces the number of parameters to be estimated.
The proposed covariance estimator examines mixtures of the sample covariance,
diagonal sample covariance, common covariance, and diagonal colnmon covariance.
Whereas the maximum likelihood estimator maximizes the likeliho'od of the training
samples used to estimate the covariance matrix, the proposed covariance estimator selects
the mixture that maximizes the likelihood of training samples not useti in the covariance
estimate.
The proposed estimator is defined in this chapter, and an efficient implementation
that incorporates an approximation is derived. The results of several experiments are
presented that compare the estimator, with and without the approximation, to the sample
cclvariance estimate, common covariance, Euclidean distance, and regularized
discriminant analysis (RDA). With the approximation, the proposed estimator usually led
to higher classification accuracy than the sample estimate, common covariance, and
Euclidean distance, and it led to similar accuracy as RDA, but required much less
cclmputation. Without the approximation, the proposed estimator led to even higher
accuracy in some cases, but required significantly more computation.

4.:2 Previous Work
In practice, the covariance matrix is usually estimated by the sample covariance (see
section 2.2.3). Some other methods of covariance estimation are reviewed in this section.

4.:2.1 Regularized discriminant analysis
Regularized discriminant analysis (RDA) is a covariance estima~iionmethod useful
for designing classifiers with limited training data [29]. It is a two-dimensional

optimization over four-way mixtures of the sample covariance, common covariance, the
identity matrix times the average diagonal element of the common covariance, and the
identity matrix times the average diagonal element of the sample covariance. The two
mixing parameters are named lambda and gamma, and the index that is maximized is the
leave-one-out classification error. Since the index depends on the covariance estimates of
the other classes, the same values of the mixing parameters are used for all classes.

4.:2.2 Other covariance matrix estimators
Two covariance matrix estimators developed in [21] are a mixture of the sample
co'variance and a pooled covariance. A prior probability density function for the class
covariance matrices are estimated from the training data and used to estimate an
appropriate value of the mixing parameter. The results of a Monte Carlo study showed
the proposed estimators led to higher classification accuracy in most cases than did the
linear discriminant rule and the quadratic discriminant rule.
It is known that the largest eigenvalues of the sample covariancc: matrix tend to be
larger than the eigenvalues of the true covariance, and the smallest eigenvalues tend to be
smaller. A covariance estimator was developed that employed improved estimators of
these eigenvalues [22]. This estimator dominates the sample covariance estimator in
t e ~ m of
s a loss function.
Two covariance matrix estimators are presented in [23], that have the form of the
sample covariance plus a scalar times an arbitrary positive definite matrix. The
estimators are compared to estimators of the form of a scalar times the sample covariance
miitrix, and it is shown that each of the estimators dominate in one of two different loss
functions.
In [24], an estimate for the inverse of the covariance matrix is developed that
shrinks the eigenvalues toward a common value. It is shown that this estimator
dominates a certain loss function over any constant multiple of the inverse sample
covariance matrix.
An interesting Monte Carlo simulation study in [25] comparetl four methods of
covariance estimation: common covariance, sample covariance, c:ommon principle

components, and proportional covariance matrices. The results showed that when the
number of training samples was limited, a simpler model for the covariance matrix led to
higher classification accuracy even when the assumptions in the siirnpler model were
incorrect. Another Monte Carlo simulation study in [26] compared four covariance
estimators to the sample covariance estimator under two loss functions. Three of the
methods showed substantial improvement over the sample covariance.

4.,3 Covariance Estimation

The decision rule in a Gaussian ML classifier is to label the (p by 1) vector x as
class j if the likelihood of class j is the greatest among the classes:
Choose wj if arg max[f (XImi, zi)]= j

(4.1)

i

where mi is the mean vector, and Xi is the covariance matrix. Usually in practice the
tnle values of the mean and covariance are not known and must be estimated from
1 Ni
training samples. The mean is typically estimated by the sample mea.n mi = - X x i q j ,
Ni

j=l

where xiSjis sample j from class i. The covariance matrix is typically estimated by the
1 Ni
sample covariance Ci =-z ( x i s j-mi)(xi,j -mi)T, or the maximum likelihood
Ni - 1 j=1
1 Ni
covariance estimate 2ML= -X(xiBj - mi)(xiVj- mi)T.
Ni j=l
The sample mean and the maximum likelihood covariance estimate have the
property that they maximize the joint likelihood of the training salmples, which are
assumed to be statistically independent (see, for example, [27]):
Ni

Ni

mi = a r g m a x n f (ximjlm,
xi) and 2YL= argmax n f ( ~ ~ , ~2).
lm~,

"

j=1

\=I

The classification rule that results from replacing the true mean and covariance with
the maximum likelihood estimates in a ML classifier achieves optimal classification
accuracy only asymptotically as the number of training samples increases toward infinity.
This classification scheme is not optimal when the training sample is small [28].
When the training set is small, the sample estimate of the co\rariance is usually
highly elliptical and can vary drastically from the true covariance. In fact when the
number of training samples is fewer than p+l, the sample covariance is always singular
regardless of the true value of the covariance matrix.
For limited training data, the common covariance estimate can lead to higher
accuracy than the sample estimate even when the true covariance matrices are quite
different [29]. It is useful, then, to determine whether the samp:le covariance, the
common covariance, or some other restricted estimate would be appropriate in a given
situation, and this is exactly what the proposed estimator does.

4..3.1 Form of the proposed estimator
Depending on the true class statistics, different covariance estimators are optimal.
For example, if the classes all have the same covariance matrix, the common covariance
estimate will lead to higher classification accuracy than the sample covariance. Even if
thz covariance matrices of the classes differ greatly, the common covariance estimate can
lead to higher classification accuracy if the number of training samples is small. Which
estimate is best in a given situation depends in a complicated way on the true statistics of
the classes, the number of features, and the number of training samples.
The proposed estimate examines the sample covariance and the common covariance
estimates, as well as their diagonal forms, to determine which would be most appropriate.
F~~rthermore,
it examines the following pair-wise mixtures of the estimators: diagonal
sample covariance-sample covariance, sample covariance-common covariance, and
common covariance-diagonal common covariance. The proposed estimator has the
following form:

where Ei is the sample covariance matrix and the common covariance is defined by the
average sample covariance matrix S =

-L1 z=z i .

The variable ai is a mixing parameter

i=l

that determines which estimate or mixture of estimates is selected. If ai = 0 , the
diagonal sample covariance is used. If ai = 1, the estimator returns the sample
covariance estimate. If ai = 2, the common covariance is selected, and if ai = 3 the
diagonal common covariance results. Other values of ai lead to mixtures of two
estimates. The next section addresses how an appropriate value of ai can be estimated
from the training samples.

4.:3.2 Selecting an appropriate mixture

The value of the mixing parameter ai is selected so that the best f i t to the training
samples is achieved, in the sense that the average log likelihood of Ileft-out samples is
maximized. The technique is to remove a sample, estimate the mean and covariance from
the remaining samples, then to compute the log likelihood of the sample which was left
O U . ~given
,
the mean and covariance estimates. Each sample is removed in turn, and the
average log likelihood is computed. By changing the value of a i , se.vera1mixtures are
examined, and the value of ai that maximizes the average log likelihood is selected.
1 Ni
The mean of class i, without sample k, is milk = -E n i v j ,where the notation
Ni - 1 j=1

/k indicates the quantity is computed without sample k. The sample covariance of class i,
without sample k, is

and the common covariance, without sample k from class i, is Silk =

;J
-Czj

+

The proposed estimate for class i, without sample k, can then be computed as follows:

Next the average log likelihood of xiSj,is computed as follows:

This computation is repeated for several values of ai over the range ID 5 ai5 3 , and the
value of ai with the highest average log likelihood is selected. Once the appropriate
value of ai has been estimated, the estimated covariance matrix is computed with all the
training samples (4.2) and is used in the Gaussian ML classifier (4.1).
Since evaluation of the Gaussian density function requires he inverse of the
cclvariance matrix, an estimate of the covariance is only useful for classification if it is
ncm-singular (i.e. invertible). The sample covariance estimate is si~ngularif there are
fewer than p+l samples available. The proposed estimate though can produce diagonal
estimates, and since a diagonal matrix is non-singular if its diagonal elements are all nonzero, the diagonal estimate is non-singular as long as the sample covariance has non-zero
diagonal elements, which occurs if there are at least 2 linearly independent samples
available. The division in (4.3), however, requires the number of samples in each class to
be at least three regardless of the dimension of the data. Therefore, if the training
samples are linearly independent, the proposed estimate will be non-singular if there are
at least three samples per class.

4.3.3 Efficient implementation of sample covariance-common cova~riancemixture
If implemented directly, the computation of the proposed estimate would require
computing the inverse and determinant of the (p by p) matrix Cil,; for each training
sa.mple, which would be quite expensive computationally. Fortunately, a significant
reduction in the required computation can be achieved by writing the matrix in a form
that allows the determinant and inverse to be computed efficiently. Consider the sample
covariance-common covariance mixture (1 Iai 1 2). The sample covariance estimate of
class i without sample k can be written as follows [7]:

where v = xi,k- mi. The common covariance estimate without sample k from class i can

be: written as follows.

Tlnen the proposed estimate for 1 I ai 12 becomes:

where G = (2 - ai)(Ni- 1)
(Ni - 2)

Then

ciIk(ai)-'
can

+

I

(ai- 1) Zi + (ai- 1)s
L ( N ~- 2)

be computed efficiently using the Sherman-Morrison-

Woodbury formula [30].

It will be useful to rewrite the term

- mi,kas follows [7].

T l ~ quadratic
e
term in the Gaussian density function then becomes:

+ kl V
= (L
NiP -1
[VTG-~~

1-k1v G v

1 - kld

I

T ~ T- l-1~ ~ T ~ - l ~

I

where d = v TG-1v

The determinant can also be computed efficiently [7]:

Finally, the log likelihood function for 1 I ai1 2 can be computed efficiently as follows:

Instead of inverting a (p by p) matrix and finding its determinant for every training
sa.mple in the class (4.4), it is only necessary to compute the inverse and the determinant
of' matrix G once, then only a relatively simple computation ( d = vTG -1v) is required for
each sample.

4.3.4 Approximation for diagonal sample covariance-sample covariance mixture
Unfortunately, there does not appear to be a similar method to avoid inverting a
large matrix for each sample in the diagonal sample covariance-sample covariance
mixture. However, if one is willing to accept the approximation that the diagonal
covariance changes little when a single sample is removed (diag(Zi) diag(Zilk)), a

-

si,gnificant reduction in computation can be realized. Experiments presented below
confirm the validity of this assumption when at least a moderate number of training
samples are available. With this approximation, the proposed estimate: for 0 I aiI 1 can
be: written as follows.

where G2 = (1 - ai)diag(Ci)+

ai(Ni - 1)
(Ni - 2)

I

Tlhen using the same steps a in the previous section, the log likelihood function is

r

4.3.5 Approximation for c mmon covariance-diagonal common covariance mixture
The computation of
can be simplified in a
little when a single
be:low confirm the

common covariance-diagonal common covariance mixture
way by assuming the diagonal common covariance changes
removed (diag(S) = diag(silk)). Experiments presented
assumption for moderate sample sizes.

where G3= (3 - a i )

1
Zi
L(N, - 2)

1

+ (ai- 2)diag(s)

Tlhen using the same steps as before, the log of the density function car1 be found:

For convenience, we will designate the estimator resulting from the approximations
in equations (4.8) and (4.9) as the leave-one-out covariance (LOOC:) estimate, and the
estimator without these approximations as the LOOC-Exact estimate.

4.,4 Experimental Results

Experiments with computer generated data and AVIRIS data were conducted to
cclmpare the classification accuracy resulting from the use of LOOC aind LOOC-Exact to
that of the common covariance, sample covariance, RDA, and Euc1ide:an distance. In all
these experiments, the values of the mixing parameters were sampled over a very course
grid. Both RDA mixing parameters took the values 0.00,0.25,0.50,0.75, and 1.00. The
LOOC and LOOC-Exact mixing parameter aitook the values 0.00, 0.25, 0.50, 0.75,
1.00, 1.25, 1.50, 1.75,2.00, 2.25, 2.50,2.75, and 3.00.

4.4.1 Experimental results with computer generated data

In all the experiments with compute generated data, 15 independent random training
samples were generated from three different Gaussian distributions, the mean and
covariance were estimated, and the classification accuracy was measured by classifying
lClO independent test samples. These tests represent the case where the training data are
extremely limited because only 15 training samples are used even though the dimension
of the data ranges from p=6 to p=40. Six distributions which were adapted from [29]
were used, and each distribution was tested at four different dimensions. Each
experiment was repeated 25 times, and the mean and standard deviation of the
classification accuracy and the selected mixing parameters were recorded. In the tables
below, the standard deviation is listed in parentheses beside the corresponding mean

value. The notation N/A in the Sample Cov column indicates that the sample covariance
was singular and, therefore, could not be inverted in order to classify the test samples.
In Experiment 4.1, the covariance matrix of all three classes was the identity matrix,
but each class had a slightly different mean vector. The mean of the first class was the
origin, the mean of the second class was 3.0 in the first variable anti zero in the other
variables, and the mean of the third class was 3.0 in the second variable and zero in the
other variables. The results of the experiment are shown in Table 4.1, and the mean
~l~assification
accuracy for each covariance estimate is graphed in Fig. 4.1.

Table 4.1
Mean Classification Accuracy and Mixing Values for Experiment 4.1
Accuracy (%)
Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact
Mixing Values
RIIA
Lambda
Gamma

P=6

P=lO

P=20

pZ40

88.1 (2.0)
79.7 (4.6)
89.6 (2.0)
89.8 (1.9)
87.9 (2.5)
89.1 (2.2)

86.0 (2.5)
64.4 (6.3)
87.8 (2.6)
88.8 (2.3)
86.1 (2.0)
88.2 (2.4)

76.8 (4.8)
N/A
85.9 (2.'7)
86.6 (2.:5)
80.9 (4.4)
85.9 (2.6)

51.2 (5.6)
N/A
82.5 (3.4)
84.1 (2.2)
76.5 (5.8)
83.1 (3.3)

0.93 (0.24)
0.81 (0.29)

0.90 (0.20)
0.63 (0.35)

0.87 (0.28)
0.75 (0.26)

0.75 (0.34)
0.74 (0.24)

LC)OC

Class 1
Class 2
Class 3

0.09 (0.36)
0.12 (0.46)
0.12 (0.50)

0.10 (0.50)
0.00 (0.00)
0.15 (0.55)

0.00 (0.00)
0.00 (0.00)
0.01 (0.05)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

LC)OC-Exact

Class 1
Class 2
Class 3

2.72 (0.64)
2.73 (0.70)
2.76 (0.62)

2.89 (0.21)
2.93 (0.14)
2.76 (0.61)

2.96 (0.09)
2.95 (0. LO)
2.92 (0.14)

2.98 (0.07)
2.98 (0.07)
3.00 (0.00)

YU

CommonCov

85
80
75
70
3 65
0
,O 60
55
50

-3

Sample Cov
RDA

Euclid

rJ LOOC
Dimension of Data

I

Fig. 4.1. Mean Classification Accuracy for Experiment 4.1

The Euclidean distance, which is equivalent to assuming the covariance matrices
are equal to the identity matrix, led to higher classification accuracy than any of the other
covariance estimates in Experiment 4.1. This result is not surprising since the true
covariance matrices of all the classes were equal to the identity matrix. Similarly it is not
surprising that the common covariance estimate led to higher accuracy than the sample
cclvariance since the classes all have the same true covariance. Since .there were only 15
training samples for each class, the sample covariance could not be inverted for the
hi,gherdimensional data (p=20 and p=40), and so the classification accuracy could not be
computed. The accuracy of LOOC-Exact method was greater than or equal to that of
RIIA for three of the four trials, but RDA performed better than LOOC in all four trials.
The LOOC-Exact method selected values of the mixing parameter close to 3.0
which selects the diagonal common covariance estimate and is the most appropriate form
of the estimate in this case. The LOOC method, which incorporates the approximations
in sections 4.3.4 and 4.3.5, selected values of the mixing parameter close to 0.0, which
selects the diagonal sample covariance estimate. Apparently 15 training samples were
nost enough to make the approximations hold in this case, and caused the estimator to
fator the diagonal sample covariance estimate.
In Experiment 4.2, the three classes have different spherical ccbvariance matrices
and different mean vectors. The covariance of class one, two, and three was I, 21, and 31,
respectively. The mean of the first class was the origin, the mean of the second class was
3.0 in the first variable and zero in the other elements, and the mean of the third class was

4.0 in the second variable and zero in the other elements. The results of the experiment
are presented in Table 4.2, and the mean classification accuracy foir each estimator is
graphed in Fig. 4.2.
Table 4.2
Mean Classification Accuracy and Mixing Values for Experi.ment 4.2

6

P=10

P=20

p=40

Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

82.3 (2.8)
75.0 (4.1)
85.2 (2.8)
85.0 (2.7)
84.8 (2.5)
84.2 (3.0)

79.9 (2.9)
64.1 (6.2)
86.0 (2.5)
83.6 (2.4)
85.8 (3.8)
85.4 (3.8)

70.2 (5.'0)
N/A
87.3 (3.5)
79.9 (2.16)
84.7 (226)
84.5 (4.2)

47.0 (4.8)
N/ A
89.9 (2.7)
76.2 (3.3)
85.0 (3.4)
87.3 (3.5)

Lambda
Gamma

0.56 (0.42)
0.82 (0.27)

0.33 (0.34)
0.71 (0.28)

0.19 (0.:22)
0.92 (0.16)

0.11 (0.13)
0.95 (0.12)

LOOC

Class 1
Class 2
Class 3

0.02 (0.07)
0.02 (0.07)
0.01 (0.05)

0.00 (0.00)
0.01 (0.05)
0.02 (0.07)

0.01 (0.05)
0.01 (0.05)
0.00 (0.130)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

LOOC-Exact

Class 1
Class 2
Class 3

1.28 (1.13)
2.73 (0.67)
0.63 (1.17)

0.91 (1.17)
2.75 (0.60)
0.51 (1.11)

0.95 (1.:35)
2.98 (0.07)
0.25 (0.83)

0.24 (0.83)
3.00 (0.00)
0.00 (0.00)

Accuracy (%)

Mixing Values
RI>A

90
85
80
E 75
70
L 65
83 60
a 55
50
45

Common Cov

-

Q Sample Cov

2

RDA
Euclid

LOOC

p=6

p=10
p=20
Dimension of Data

p=40

Fig. 4.2. Mean Classification Accuracy for Experiment 4.2

RDA performed better than the other estimators in Experiment 4.2, followed by
LOOC and LOOC-Exact. The values of the mixing parameters for LOOC-Exact for

Class 2 were close to 3.0, which selects the diagonal common covariance estimator, and
this is appropriate in this case because the true covariance of Class 2 is the same as the
average covariance matrix of all the classes ( I 21 31 = 21). The LOOC method,
3
which employs the approximations, again chose mixing parameters clolse to 0.0.
+

+

In Experiment 4.3, all three classes have the same highly el.liptica1 covariance
matrix, and the primary difference in the mean vectors is in the variables with low
variance. The covariance matrix for all three classes is a diagonal matrix whose diagonal
2

ebments are given by oi =

1l i I p. The mean vect'or of the first class

is the origin, the elements of the mean vector of the second class are given by
f

1 l i l p , and the mean of class three is defined by
. 7

~ ~ 3=
. 1(

- 1 ) ' ~ ~See
~ ~Table
.
4.3 and Fig. 4.3 for the results.

Table 4.3
Mean Classification Accuracy and Mixing Values for Experiment 4.3
Accuracy (%)
Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

Mixing Values
RDA
Lambda
Gamma

P=6

P=10

~ 2 0

pE40

93.3 (2.3)
88.0 (2.8)
92.9 (2.9)
75.8 (4.3)
93.5 (2.1)
94.2 (2.1)

89.0 (1.9)
70.5 (6.5)
87.8 (4.4)
71.7 (4.7)
89.4 (2.3)
91.5 (1.7)

78.0 (4.4)
N/A
75.9 (4.!))
64.5 (4.5)
83.4 (3.13)
87.2 (2.2)

49.3 (6.1)
N/ A
61.3 (5.7)
57.0 (3.8)
75.9 (3.5)
82.9 (2.6)

0.93 (0.20)
0.01 (0.05)

0.74 (0.32)
0.03 (0.11)

0.89 (0.;18)
0.11 (0.22)

0.79 (0.28)
0.41 (0.23)

LCbOC

Class 1
Class 2
Class 3

0.01 (0.05)
0.06 (0.30)
0.03 (0.08)

0.01 (0.05)
0.00 (0.00)
0.01 (0.05)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

LClOC-Exact

Class 1
Class 2
Class 3

2.66 (0.70)
2.67 (0.65)
2.71 (0.68)

2.89 (0.16)
2.82 (0.60)
2.92 (0.12)

2.97 (0.08)
2.93 (0.111)
2.92 (0.1,2)

3.00 (0.00)
2.99 (0.05)
2.99 (0.05)

Common Cov

FJ

Sample Cov
RDA
Euclid
LOOC

p=6

p=10
p=20
Dimension of Data

p=40

LOOC-Exact

Fig. 4.3. Mean Classification Accuracy for Experiment 4.3

The LOOC-Exact method led to the highest accuracy in Experiment 4.3, followed
by the LOOC method. Since the true covariance matrices were identical and diagonal,
mixing parameters near 3.0 would be expected. Once again, the L'OOC-Exact chose
values close to 3.0, while the LOOC chose values close to 0.0. Even though the LOOC
method chose mixing parameter values close to 0.0, the resulting estirrrate still performed
better than RDA in this case.
In Experiment 4.4, the same highly elliptical covariance matrix from Experiment
4.3 is again used for all three classes, but the difference in mean vectors occurs in the
variables that have high variance. The mean of the first class is again at the origin, the

three is defined as p i = (-l)ip,i.The results of the experiment are in Table 4.4 and
Fig. 4.4.

Table 4.4
Mean Classification Accuracy and Mixing Values for Experiment 4.4

P=6

~

Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

93.5 (1.9)
87.1 (3.2)
94.1 (1.4)
93.7 (1.4)
93.5 (1.8)
94.1 (1.7)

Lambda
Gamma

LOOC

LOOC-Exact

p-20

@O

88.1 (3.5)
68.8 (7.3)
90.8 (1.9)
90.6 (1.7)
89.2 (2.2)
90.9 (2.2)

77.7 (5.1)
N/A
86.4 (3.1)
87.4 (1.9)
83.3 (2.7)
87.0 (2.2)

49.0 (6.1)
N/A
83.7 (2.5)
83.9 (2.4)
75.6 (3.4)
82.4 (3.0)

0.93 (0.24)
0.62 (0.34)

0.85 (0.31)
0.62 (0.35)

0.81 (0.33)
0.73 (0.27)

0.86 (0.29)
0.85 (0.18)

Class 1
Class 2
Class 3

0.03 (0.08)
0.00 (0.00)
0.02 (0.07)

0.01 (0.05)
0.02 (0.07)
0.12 (0.50)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

Class 1
Class 2
Class 3

2.58 (0.77)
2.79 (0.61)
2.84 (0.51)

2.82 (0.60)
2.89 (0.18)
2.75 (0.56)

2.97 (0.08)
2.85 (0.55)
2.99 (0.05)

2.97 (0.08)
3.00 (0.00)
3.00 (0.00)

Accuracy (96)

Mixing Values
RI>A

1

0

95
90
-- 85
80
75
3 70
5 65
,O 60
4 55
50
45

RDA

IEuclid
I-OOC

p=6

p=10
p=20
Dimension of Data

p=40

I-OOC-Exact

Fig. 4.4. Mean Classification Accuracy for Experiment 4.4

The accuracy of the LOOC-Exact method was greater than or equal to that of RDA
in 3 of the 4 trials, but RDA outperformed LOOC in all four of these trials.
In Experiment 4.5, the mean vector of all three classes is the origin, but the class
covariance matrices are quite different and highly elliptical. The diagonal elements of the

covariance matrices for each class are defined by olVi
=
2
02.i

=

]

9(i - '1)

+

IliSp,

9)
2

9(i I S i S p , and q i = [ p - l

1 5 i S p . See Table 4.5

artd Fig. 4.5 for the results.

Table 4.5
Mean Classification Accuracy and Mixing Values for Experiment 4.5
P=6
P=10
p=20
p=40

Accuracy (%)

Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

39.7 (4.1)
85.4 (2.7)
83.6 (3.6)
38.8 (4.5)
90.4 (1.7)
90.4 (1.9)

40.4 (4.1)
83.3 (5.7)
86.1 (5.7)
40.6 (4.1)
97.5 (0.9)
97.5 (0.9)

42.7 (3.3)
N/A
90.6 (4. I)
43.8 (3.'7)
99.8 (0.3)
99.8 (0.3)

40.5 (4.5)
N/A
93.0 (2.7)
45.0 (3.0)
100.0 (0.1)
100.0 (0.1)

Lambda
Gamma

0.00 (0.00)
0.13 (0.15)

0.03 (0.08)
0.29 (0.17)

0.04 (0.09)
0.46 (0.;12)

0.01 (0.05)
0.57 (0.11)

LOOC

Class 1
Class 2
Class 3

0.00 (0.00)
0.02 (0.10)
0.00 (0.00)

0.01 (0.05)
0.00 (0.00)
0.04 (0.09)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

LOOC-Exact

Class 1
Class 2
Class 3

0.04 (0.09)
0.07 (0.17)
0.05 (0.10)

0.04 (0.09)
0.02 (0.07)
0.07 (0.11)

0.01 (0.05)
0.01 (0.05)
0.01 (0.05)

0.00 (0.00)
0.01 (0.05)
0.00 (0.00)

Mixing Values
RDA

Common Cov
Sample Cov
RDA

Euclid
LOOC

p=6

p=10
p=20
Dimension of Data

p=40

LOOC-Exact

Fig. 4.5. Mean Classification Accuracy for Experiment 4.5

In this experiment, LOOC-Exact and LOOC resulted in very sinlilar estimates, and
led to higher classification accuracy than any of the other methods. The true covariance
matrices in experiment 4.5 were diagonal and varied drastically from class to class. This
situation favors LOOC-Exact and LOOC because one of the estimates considered by
these methods is the diagonal sample covariance. The mixture parameters selected by the
LOOC-Exact and LOOC methods were close to 0.0, which is appropriate for diagonal
cc~variancematrices that differ greatly between the classes.
In Experiment 4.6, the same covariance matrices were used as :in Experiment 4.5,
arid the mean vector for class one was the origin, but the mean vectors for classes one and
14
two were given as follows: p2,i = - 1 Ii I p and p3,i= (-1)1p2,i. The results are

&

presented in Table 4.6 and Fig. 4.6.

Table 4.6
Mean Classification Accuracy and Mixing Values for Experiment 4.6

P=6

p.10

P=20

P=40

Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

83.7 (2.9)
97.0 (1.7)
95.0 (3.2)
84.9 (2.6)
98.2 (0.9)
98.1 (1.1)

80.7 (2.8)
93.6 (3.7)
94.5 (3.1)
83.5 (2.5)
99.2 (0.5)
99.3 (0.5)

73.5 (4J3)

55.2 (7.1)

N/ A

N/A

94.4 (2.:3)
82.0 (2.13)
99.9 (0.1)
99.9 (0.1)

94.8 (2.3)
76.6 (3.7)
100.0 (0.0)
100.0 (0.0)

RI)A

Lambda
Gamma

0.04 (0.09)
0.26 (0.25)

0.07 (0.14)
0.33 (0.19)

0.11 (0.13)
0.50 (0.18)

0.09 (0.12)
0.63 (0.15)

LOOC

Class 1
Class 2
Class 3

0.02 (0.07)
0.00 (0.00)
0.01 (0.05)

0.00 (0.00)
0.00 (0.00)
0.01 (0.05)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

LOOC-Exact

Class 1
Class 2
Class 3

0.11 (0.18)
0.05 (0.10)
0.11 (0.16)

0.06 (0.11)
0.02 (0.07)
0.06 (0.11)

0.00 (0.00)
0.02 (0.07)
0.01 (0.05)

0.00 (0.00)
0.00 (0.00)
0.00 (0.00)

Accuracy (%)

Mixing Values

Common Cov
Sample Cov
RDA
Euclid
LOOC

p=6

p=10
p=20
Dimension of Data

p=40

LOOC-Exact

Fig. 4.6. Mean Classification Accuracy for Experiment 4.6

In Experiment 4.6, the LOOC-Exact and LOOC methods led to higher classification
accuracy than the other methods. The mixing parameters selected by the LOOC-Exact
and LOOC methods were close to 0.0, which is appropriate in this case.

4.4.2 Experiments with AVIRIS data
The following experiments were performed on AVIRIS data collected in 1992.
Several samples of various ground cover classes were identified in e:ach of the scenes.
Then a small percentage of the samples were selected at random and used to estimate the
c l ; mean
~ ~ and covariance matrix. Finally, the remaining samples were classified to
mazasure the classification accuracy. The experiment was repeated 10 times, and the
mzan and standard deviation were recorded. Experiments were conducted with four
different numbers of features. The features were selected evenly spaced across the
spectrum, but did not include those bands that lie in the water absorpticln regions.
The Cuprite, Nevada scene covers an interesting geologica!l feature called a
hj~drothermalalteration zone, which is exposed due to sparse vegetation. Four of the
c1;isses in the Cuprite scene (alunite, buddingtonite, kaolinite, and (quartz) had easily
identifiable absorption features and were labeled by comparing the log residue spectrum
to laboratory reflectance curves [lo]. The classes alluvium, argillized, tuff, and playa
were identified by comparing the scene to a geology map produced from ground

ol~servations[13], [I]. A total of 2744 samples and 191 bands (0.40-1.34, 1.43-1.80,

1.96-2.46pm) were used in the experiment. The number of training samples in each class
was 145, 14,46,77, 137, 50, 58, and 18, which represented 20% of t.he total number of
available samples. The results of the experiment are presented in Table 4.7 and Fig 4.7.
Table 4.7
Mean Classification Accuracy and Mixing Values for Cuprite Site
F=10

F=50

p=100

p191

Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

92.4 (0.8)
95.2 (0.8)
94.8 (0.6)
40.8 (1.2)
95.8 (0.7)
95.8 (0.7)

95.5 (0.8)
N/A
97.7 (0.4)
42.3 (1.5)
98.1 (0.3)
98.1 (0.3)

96.1 (0.5)
N/A
97.5 (0.4)
41.7 (0!9)
97.4 (0.3)
97.4 (0.4)

96.0 (0.4)
N/A
96.2 (1.1)
42.0 (1.2)
95.2 (0.3)
95.2 (0.3)

Lambda
Gamma

0.25 (0.00)
0.00 (0.00)

0.28 (0.08)
0.00 (0.00)

0.35 (0.17)
0.00 (0.00)

0.45 (0.16)
0.00 (0.00)

Accuracy (%)

Mixing Values
RI)A
LOOC

Alunite
Buddingtonite
Kaolinile
Quartz
Alluvium
Playa
Turf
Argillizcd

LOOC-Exact

Alunite
Buddinglonite
Kaolinile
Quartz
Alluvium
Playa
Turf
Argillized

-E.
e

100

'

Common Cov

90
80

Q Sample Cov

70

RDA

60
50
40

Euclid
LOOC

p=10

p=50
p=100
Dimelision of Data

Fig. 4.7. Mean Classification Accuracy for Cuprite Site

In this experiment, where most of the classes had more training samples than the
experiments with computer generated data, LOOC-Exact and LOOC selected exactly the
same mixing parameters, and so resulted in exactly the same covariance estimates. This
result implies there were enough training samples to justify the app:roximations in the
LOOC method. The LOOC-Exact and LOOC methods led to higher accuracy than the
other methods in the experiments with lower dimensions (p=10 and p=50), but RDA
performed slightly better in higher dimensions (p=100 and p=19 1).
For the Indian Pine site, which is an agricultural area in Tippecanoe County,
Indiana, ground observations were used to identify a total of 2521 samples from the
following classes: beans with no residue, beans with corn residue, corn with no residue,
corn with bean residue, corn with wheat residue, and wheat with no residue. From the
total number of available samples, 20% were used as training samples making the
number of training samples in each class 104, 90,74, 98,77, and 60. See Table 4.8 and
Fig. 4.8 for the results of the experiment.

Table 4.8
Mean Classification Accuracy and Mixing Values for Indian Pine Site
p=10

~ 5 0

~ 1 0 0

~ 1 9 1

Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

73.0 (0.6)
80.5 (0.6)
80.5 (0.6)
65.5 (0.4)
80.1 (0.6)
80.1 (0.6)

80.7 (0.7)
68.7 (1.6)
83.8 (0.7)
66.5 (0.4)
84.1 (0.8)
84.1 (0.8)

81.:i (0.8)
N/A.
82.7 (1.6)
66.6 (0.6)
8 1.8 (1.2)
8 1.8 (1.2)

81.4 (1.0)
N/ A
82.6 (1.3)
66.9 (0.8)
80.9 (0.8)
80.9 (0.8)

Lambda
Gamma

0.00 (0.00)
0.00 (0.00)

0.28 (0.08)
0.00 (0.00)

0.55 (0.23)
0.03 (0.08)

0.68 (0.12)
0.00 (0.00)

LOOC

Bcans/Corn Residue
Corn/No Residue
Com/Bcan Residue
Beans/No Residue
Cornwheat Residue
WheauNo Residue

1.12 (0.13)
1.07 (0.12)
1.25 (0.00)
1.25 (0.00)
1.25 (0.00)
1.25 (0.00)

1.75 (0.00)
1.75 (0.00)
1.75 (0.00)
1.75 (0.00)
1.75 (0.00)
1.75 (0.00)

1.77' (0.08)
1.98,(0.08)
2.00 (0.00)
1.85 (0.13)
2.001(0.00)
2.0a1(0.00)

2.00 (0.00)
1.75 (0.53)
2.00 (0.00)
2.00 (0.00)
2.00 (0.00)
2.00 (0.00)

LOOC-Exact

Beans/Corn Residue
Corn/No Rcsidue
CornDean Residue
Bcans/No Residue
CornWhcat Residue
WhcauNo Residue

1.12 (0.13)
1.07 (0.12)
1.25 (0.00)
1.25 (0.00)
1.25 (0.00)
1.25 (0.00)

1.75 (0.00)
1.75 (0.00)
1.75 (0.00)
1.75 (0.00)
1.75 (0.00)
1.75 (0.00)

1.77 (0.08)
1.98 (0.08)
2.00 (0.00)
1.85 (0.13)
2.00 (0.00)
2.00 (0.00)

2.00 (0.00)
1.75 (0.53)
2.00 (0.00)
2.00 (0.00)
2.00 (0.00)
2.00 (0.00)

Accuracy (%)

Mixing Values
RIIA

US

Common Cov

80

Q Sample Cov

V

$75

RDA

3

lruclid

a 70

I-ooc

65

Dimension of Data

1

Fig. 4.8. Mean Classification Accuracy for Indian Pine Site

The LOOC-Exact and LOOC methods chose exactly the same mixing parameters,
and so resulted in exactly the same estimates. The LOOC-Exact and LOOC chose

mixing parameters close to 2.0 (common covariance) as the dimension of the data
increased.
In the Jasper Ridge site, which is a biological preserve in ScanMateo County,
C,nlifornia,classes were identified by comparing the scene to a ground cover map made
from aerial photographs [20]. In all, 3207 samples were selected. The 193 spectral bands
(0.40-1.34, 1.43- 1.80, and 1.95-2.47pm) outside the water absorptiori bands were used.
The number of training samples in each class was 90, 20, 81, 20, 49, and 59, and
represented 10% of the 3207 available samples (see Table 4.9 and Fig. 4.9).

Table 4.9
Mean Classification Accuracy and Mixing Values for Jasper Ridge Site
P=lo

P=50

p=100

p=193

Common Cov
Sample Cov
RDA
Euclid
LOOC
LOOC-Exact

97.9 (0.2)
98.5 (0.2)
98.4 (0.2)
95.4 (0.4)
98.7 (0.2)
98.7 (0.2)

98.9 (0.3)
N/ A
99.0 (0.3)
95.9 (0.7)
99.1 (0.3)
99.1 (0.3)

99.0 (0.2)
N/A
99.0 (0.2)
96.1 (0.6)
98.8 (0.5)
98.8 (0.5)

98.4 (0.3)
N/A
98.0 (0.6)
95.4 (0.8)
98.6 (0.4)
98.6 (0.4)

Lambda
Gamma

0.12 (0.13)
0.12 (0.18)

0.68 (0.26)
0.00 (0.00)

0.65 (0.34)
0.00 (0.00)

0.90 (0.24)
0.10 (0.17)

LOOC

Evergreen
Serpentine
Greenstone
Watcr
Dcciduous
Chaparral

1.OO (0.00)
1.38 (0.43)
1.02 (0.08)
1.43 (0.12)
1.00 (0.00)
1.00 (0.00)

1.75 (0.00)
2.00 (0.00)
1.65 (0.32)
2.00 (0.00)
1.75 (0.00)
1.75 (0.00)

1.75 (0.00)
2.00 (0.00)
1.65 (0.32)
2.00 (0.00)
2.00 (0.00)
1.98 (0.08)

0.75 (0.00)
0.75 (0.00)
0.75 (0.00)
2.17 (0.12)
0.75 (0.00)
0.75 (0.00)

LClOC-Exact

Evergreen
Serpcntine
Grcenstone
Water
Deciduous
Chaparral

1.00 (0.00)
1.38 (0.43)
1.02 (0.08)
1.43 (0.12)
1.OO (0.00)
1.00 (0.00)

1.75 (0.00)
2.00 (0.00)
1.65 (0.32)
2.00 (0.00)
1.75 (0.00)
1.75 (0.00)

1.75 (0.00)
2.00 (0.00)
1.65 (0.32)
2.00 (0.00)
2.00 (0.00)
1.98 (0.08)

0.75 (0.00)
0.75 (0.00)
0.75 (0.00)
2.17 (0.12)
0.75 (0.00)
0.75 (0.00)

Accuracy (%)

Mixing Values
RDA

Common Cov
Sample Cov

RDA
Euclid
LOOC

Dimension of Data

I

I

Fig. 4.9. Mean Classification Accuracy for Jasper Ridge Site

The LOOC-Exact and LOOC resulted in exactly the same estimates and led to
higher classification accuracy than RDA in 3 of the 4 trials. Tlhe classes in this
experiment were well separated, and so all the estimators led to high accuracy except the
sample covariance when it was singular.

4.4.3 Discussion

In all the experiments with computer generated data, LOOC led to higher accuracy
than the sample covariance, and in all but one (Experiment 4.1, p=6) LOOC led to higher
accuracy than did the common covariance estimate. In 15 of the 24 experiments, LOOC
led to higher accuracy than the Euclidean distance. In half of the experiments
(Experiments 4.3, 4.5, and 4.6), LOOC led to higher accuracy than RI>A. The accuracy
of LOOC was within 3% of the accuracy of LOOC-Exact except in the higher dimensions
(p:=10,and p=20) of Experiments 4.1, 4.3, and 4.4, where the accuracy of LOOC was
within 7% of the accuracy of LOOC-Exact.
The mixing values for LOOC-Exact were reasonable. In the experiments having
diagonal common covariance matrices (Experiments 4.1, 4.3, and 4.4)1,the values of the
mixing parameter ai were close to 3.0, which selects the diagonal cclmmon covariance
esrimate. The classes in Experiments 4.5 and 4.6 had very different diagonal covariance
matrices, and the values of aiwere close to 0.0, which selects the: diagonal sample
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covariance estimate. In Experiment 4.2, the value of ai was close to 3.0 for Class 2,
which selects the diagonal common covariance estimate. This resu:lt was appropriate,
however, since the true covariance matrix for Class 2 was the same as the common
covariance in this case.
The mixing values for LOOC, which employed the approximations, were not as
accurate as LOOC-Exact. In all the experiments with computer generated data, the
values of ai for the LOOC method were close to 0.0, which selects the diagonal sample
cc~varianceestimate. With only 15 training samples in each class, the approximation in
equation (4.8) biased the estimator toward the diagonal sample covariance estimate
(cci = 0.0). The values of a ; ,though, still resulted in reasonable estimates, and the
accuracy was within 7% of the LOOC-Exact method.
In 9 out of 12 experiments with AVIRIS data, LOOC led to higher classification
accuracy than the common covariance estimate, and in all the experiments but one
(Indian Pine Site, p=10), LOOC produced higher accuracy than the sample covariance
estimate. In all cases, LOOC led to higher classification accuracy than the Euclidean
distance classifier, and the difference was quite substantial with the Cuprite and Indian
Pine sites. In half of the tests with AVIRIS data, LOOC led to higher classification
accuracy than RDA. In all the tests with AVIRIS data, where there were more training
sa:mples, LOOC and LOOC-Exact returned precisely the same estimates, which indicates
tht: approximations in equations (4.8) and (4.9) were justified for these cases.

4.5 Comparison of LOOC and RDA

Since RDA uses the leave-one-out classification accuracy as the index to be
optimized, and this index depends on the covariance estimates of all the classes, RDA
must use the same mixing parameters for all the classes. However, the leave-one-out
likelihood, which is the index optimized by LOOC and LOOC-Exact, depends only on
the covariance estimate of one class. In LOOC and LOOC-Exact, therefore, each class is
processed independently, which allows a separate mixing parameter to be computed for
each class. If some classes have many more training samples than others, it is appropriate
to allow the classes to have different mixing parameters.

RDA requires more computation than the LOOC method (about 7 times as much
with the implementation used in the experiments). For each point on the optimization
grid, RDA classifies each training sample, which requires the evaluation of the density
function for each class, whereas LOOC requires only the evaluation of the one density to
which the sample belongs. Thus, if there are L classes, RDA requires the evaluation of L
times as many density functions. Also, since RDA involves a two-dimensional
optimization and LOOC requires only a one-dimensional optimization, many more points
must be visited with RDA, especially if the optimization is to be done over a fine grid.
Finally, RDA requires the computation of the eigenvalues and eigenvectors for a (p by p)
matrix for each value of lambda, which is not required by LOOC. 'The RDA method,
however, requires less computation than LOOC-Exact.
RDA is rotationally invariant, but not scale invariant, whereas L,OOC and LOOCExact are scale invariant, but not rotationally invariant. This means that scaling features
by a non-zero constant, which is commonly done before quantizing sensor output to
di,gital values, will have no effect on the classification accuracy with the LOOC and
LOOC-Exact methods, but may affect the accuracy with the RDA method. Neither RDA,
LOOC, or LOOC-Exact are effected by shifting the data by a constant offset.

4.6 Use of LOOC with Feature Extraction Algorithms

The experiments have shown that the LOOC can increase the classification
aclzuracy of the ML classifier when there are many features and a limited number of
training samples. Usually in practice, though, a feature extraction algorithm would be
uslzd in such cases to reduce the dimensionality of the data, the number of parameters,
and the computation time. The LOOC can be very helpful whein using a feature
extraction algorithm like DBFE [8] that requires the estimation of the covariance matrix
in high dimensional space.
In DBFE, discriminantly informative features are found that, as much as possible,
preserve the high dimensional decision boundary in a lower dimensional space. This
method is very effective in finding effective features, and its performance does not
deteriorate when there is no mean difference or when there is no covariance difference
between the classes. The method also provides a way to estimate the number of features

that are required to achieve the same accuracy as would have been achieved by using all
the features. But if the estimates of the high dimensional covariance matrices are
inaccurate, the decision boundary that is preserved by DBFE is not accurate.

In order to demonstrate the advantages of using the LOOC estimator with DBFE, an
experiment was performed with the 191 band data set from Indian Pine Site 2. First,
approximately 213 of the samples were selected at random to be training samples, and the
rest were reserved as test samples. The number of training samples in each class was
350, 300, 250, 330, 250, and 200. The sample covariance of each class was computed
and passed to the DBFE algorithm. Next, the data were projected onto the first 12 DBFE
fetstures. The test samples were then classified by a Gaussian ML, classifier, which
achieved 76.0% accuracy. The same training samples were used to compute the LOOC
estimates. The mixing parameter selected for each class was 1.75, which is a mixture of
25% of the sample covariance and 75% of the common covariance. Next, DBFE was run
using the LOOC estimates, and the data was projected onto the first 12 features. The test
sa~npleswere then classified as before, but this time the accuracy was 90.8% (an increase
of 14.8%). DBFE performed substantially better when it started with more accurate
estimates of the covariance matrices.

4.7 Conclusion

A new covariance estimator was presented which leads to higher classification

accuracy than the sample covariance and the common covariance estimators when the
number of training samples is limited compared to the number of features. An efficient
im;plementation of the estimator was derived that incorporates an approximation, and the
approximation was found to be effective when at least a moderate number of training
samples was available. In half of the experiments, the new estima.tor led to higher
classification accuracy than RDA, and required much less computation.

CHAPTER 5: ESTIMATING THE NUMBER OF CLUSTERS

This chapter addresses the problem of dividing samples into ho.mogeneous groups
called clusters, without having access to training samples from each cluster. Clustering
telzhniques are used in unsupervised classification, where no training samples are
akailable, and to divide the samples from a single multimodal class into individual
modes. Although the techniques presented in this chapter can be applied to the
uc,supervised classification problem, only the problem of dividing a nnultimodal class is
addressed here.
A criticism of modeling the density of the classes in multispectrell data as Gaussian
is that the classes may be multimodal, and therefore, not well represented by the Gaussian
density function. However, non-parametric density techniques, which can model
ml~ltimodalclasses, typically require many more training samples than paramemc ones,
es:?ecially in high dimensional data [5]. In remote sensing applications, where training
sainples are usually difficult and expensive to obtain, the use of high dimensional data
with non-parametric techniques may not be practical.
The normal mixture density, which models the density as the sum of one or more
weighted Gaussian components, is a compromise between Gaussian and non-parametric
densities. It allows more flexibility than the Gaussian density, yet requires fewer
parameters to be estimated than non-parametric densities.
Many researchers have investigated methods to estimate the parameters of the
normal mixture density, but most of these methods assume the appropriate number of
components is known. Usually in practice, though, the number of components is not
k n ~ w nand
, must be estimated from the training samples. It is the problem of estimating
the: appropriate number of components in a normal mixture density that is addressed in
this chapter. Once the training samples from a class are divided into an appropriate

number of components, a mixture density can be estimated for the c:lass, and a normal
mixture classifier can be defined.
The normal mixture density function will be presented in this cha.pter, followed by a
brief review of previous work related to cluster analysis and estimation.of normal mixture
parameters. Then two new methods of estimating the appropriate nurrtber of components
in a normal mixture are developed. In both methods, the approach is to divide the data
from each class into various numbers of clusters, compute the Leave-One-Out Likelihood
(L.OOL) which measures how well the training data are represented by the clusters, and to
select the number of clusters that best fits the data. Two different clus'tering methods are
investigated, the nearest means algorithm and the maximum likelihood estimation for
normal mixtures. The results of several experiments with both compilter generated data
ac.d AVIRIS data confirm the usefulness of this approach.

5.1 Normal Mixture Density
In order to model multimodal classes, consider the normal mixture density, which is
thlz weighted summation of L Gaussian density functions:

where f(xlmi,zi)=

T -1

Xi (x-mi)

I

Each term in the summation of (5.1) is called a component of the normal mixture density.
The weights a i , which must sum to unity, are apriori probabilities of the components.
In practice the parameters of the density function (L, a i , mi, and Ci fior i = 1,2,...L ) are
usually not known and must be estimated from the training samples. EAultimodal classes
can be represented by the normal mixture density with one or more components
representing each mode.

5.2 Previous Work
Many authors have investigated methods to estimate the parameters of the normal
mixture density, but most of the methods require that the number of components be
specified beforehand [31], [32], and [33]. Of the techniques designed to estimate the
number of clusters, some are based on techniques for splitting and me.rgingclusters [MI,
[35], [36], and [37], some on the appearance of an "elbow" in the plot of likelihood
versus number of clusters [7], some on the generalized likelihood function [38], some on
tree structures [39], [40], and [41], one on Akaike's Information Criterion [42], and one
or1 convex regions [43]. Several techniques are reviewed in 1441, w:here it is observed
that the engineering literature to a large extent has ignored the question of cluster validity.
Next, two clustering methods are presented that will be used later in this chapter.

5.:2.1 ML clustering
Maximum likelihood estimation of the normal mixture parameters is presented in
[7:1. For convenience, this method will be abbreviated as ML clusterin,g. It is an iterative
method for computing the maximum likelihood estimates of the mean vector, covariance
m;ltrix, and apriori probability of the components in a normal mixture. It can correctly
identify clusters that have the same mean vectors but different covariance matrices. The
number of components L must be specified at the outset. The maximum likelihood
estimation method proceeds as follows:
1) Choose an initial classification of the samples into L clusters.
2) Estimate the a priori probability a i , the mean vector mi, and the sample
covariance Xi of each cluster.
3) Compute q

j,

which is the a posteriori probability of class i g:iven sample j:

4) Compute new estimates of the a priori probability, mean vector, and sample
covariance of each cluster:

where N is the total number of samples to be clustered.
5) If any qibjchanged, repeat steps 3-4, otherwise stop.

5.:2.2 Nearest means clustering

One popular clustering technique, which requires the number of clusters to be
specified, is the nearest means clustering algorithm that proceeds as follows [7]:
1) Choose an initial classification of the samples into L clusters and compute the
mean of each cluster.

2) Reclassify each sample to the cluster with the lowest Euclideain distance between
the mean of the cluster and the sample.

3) If the classification of any sample has changed, calculate new mean vectors and
return to step 2; otherwise stop.

The nearest means clustering algorithm is not guaranteed to converge [7], so in
practice a limit might be set on the maximum number of iterations allowed. Also, it
enlploys the Euclidean distance, which may not be appropriate if the features are highly
correlated.

5.3 Estimating the Number of Clusters using Nearest Mean Clustering
In this section, an algorithm will be presented that estimates the number of clusters
in a data cloud using nearest means clustering and the LOOL. The algorithm was tested
on both computer generated data and AVIRIS data.

5.3.1 Description of the estimation algorithm
In order to estimate the number of clusters in a class, first assume the class has only
orre cluster, estimate the mean and covariance of the cluster, and measure how well this
model represents the data using the LOOL, which is described below. Next, divide the
training data into two groups using the nearest means clustering algorithm, and again
compute the LOOL. Repeat this process up to a user-specified number of clusters. Then,

using the number of clusters which led to the greatest LOOL, compute the mean vector,
cc~variancematrix, and prior probability of each cluster, and use these parameters to
de:fine the components in a normal mixture. The algorithm is outlined below:
1. Let k = 1, where k is the number of clusters.

2. Using the nearest means clustering algorithm, group the training samples into k
clusters.

3. Compute the LOOL value.
4. If k is less than a user-specified number, increment k and go back to step 2.
5. As an estimate of the number of clusters, use the number of clusters that led to
the greatest LOOL value, and compute the mean, covariance, and prior probability
of each cluster.

5.3.2 LOOL for nearest means clustering

A common measure of "goodness of fit" is the joint likelihood of the training
samples. For example, the sample mean, which is a maximum likelihood estimate of the
mean, maximizes the likelihood of the training samples, given the: estimated mean.

Maximum likelihood estimates are intuitively appealing, and are optimal in some cases as
the number of training samples increases toward infinity. It might seem reasonable, then,
to estimate the number of clusters by dividing the training set into various numbers of
clusters, and choosing the number of clusters that maximizes the joint likelihood of the
training samples in the mixture density. However, the likelihood of the sample generally
increases monotonically as the number of clusters increases, and so this method will
usually select the maximum number of clusters tested regardless of {.hetrue number of
clusters [32].
The LOOL avoids this problem by measuring the likelihood of samples that were
not used in the estimates of the mean vector and covariance matrix. Thus the samples
us'ed to test the estimates are independent of the samples used to compute estimates.
W'hen using a clustering algorithm that assigns each sample to exact1:y one cluster, such
as the nearest means clustering algorithm, the LOOL can be computed as follows.
1) Let xiYkbe a (p by 1) vector that represents sample k from cluster i, and Ni be
the number of samples in cluster i. Remove one sample, say xi,k,and compute the
likelihood of the sample in the normal mixture density using estimates of the mean
and covariance without the removed sample. The notation /k indicates the quantity
is computed without sample k.

1 Ni
C.11k = N i - 2 . C ( ~ i-,mi/k)(xi.j
j
-m i l k y
I =1

The function f(xiBklmj,Zj)
is the Gaussian density function (5.2) with the sample
mean and the sample covariance. The function f(xi,klmilk,Zilt)is the Gaussian
density function (5.2) using estimates of the mean ( milk) and covariance ( Cilk)

that do not include xivk. The prior probability of each componr:nt is estimated by
N.
ai = 1where N is the total number of training samples.

N

2) Repeat the calculation for all the samples, and compute the average log
likelihood.

If implemented directly, this approach would require computirlg the inverse and
determinant for the (p by p) matrix C i I k for each sample in cluster i, which would require
an enormous amount of computation. Fortunately there is an efficient method to compute
the LOOL.

X3.3 Efficient implementation of LOOL

In section 4.3.3, an efficient method of computing the LOOL for the LOOC
estimate, which includes the sample covariance as a special case (ai= I), was presented.
Here it is desired to compute the LOOL for the sample covariance, and this may be
accomplished by substituting ai = 1 into (4.5) through (4.7), which results in the
following:

The antilog of (5.15) can be then be substituted into (5.7). Since the inverse and
determinant of the (p by p) matrix G need be computed only onlce for each class,
entonnous savings in computation are achieved.

5.3.4 Experiments with computer generated data

Several experiments with computer generated data were perfiormed in order to
de:termine how accurately the number of clusters could be estimatedl, and to see if the
c1,assification accuracy would be improved using the estimated normal mixture density
rather than the Gaussian density. In all the experiments in this section, 100 samples were
ge:nerated from two classes. The samples from each class were divilded by the nearest
means algorithm into various number of clusters, and the LOOL was computed. Then,
using the clusters that lead to the greatest LOOL, the mean, covariance, and a priori
probability of the clusters were computed and used to define a normi11 mixture density.
Then, 100 additional samples were generated from each class and were classified by a
nc~rmalmixture classifier and a Gaussian ML classifier.
Each experiment was repeated 25 times, and the mean and standard deviation of the
estimated number of clusters and the classification accuracy were recorded. In all cases,
the true density of Class 1 was Gaussian with the mean at the origin and a covariance
matrix equal to the identity matrix, but the true density of Class :I differed in each
experiment. Initial clusters for the nearest means algorithm were selected by generating
samples from a uniform random variable whose density covered the same range as the
data.
One dimensional data were used in Experiment 5.1, and Class 2 was Gaussian (i.e.
ur~imodal)and had a mean of 3.0 and variance equal to 1.0 (see Fig. 5.1). The maximum
number of clusters considered was 8. In Table 5.1, the label "Mixtul-e (NM)" indicates
the normal mixture classifier, and the label "Gaussian" indicates the Gaussian ML
chssifier. The mean accuracy for the 25 iterations is presented with the standard
de:viation in parentheses. The mean of the number of clusters that led to the highest
LOOL is also listed with the standard deviation in parentheses. 'The Gaussian ML
cliassifier has one cluster per class, and so in the table the number of clusters in the

"(jaussian" row is always one. The actual number of clusters in the true densities is also
listed.

Fig. 5.1. Density Functions for Experiment 5.1

Table 5.1
Classification Accuracy and Number of Clusters for Experirnent 5.1
Mixture (NM)
G;iussian
Actual

Accuracy (%)
93.2 (1.8)
93.2 (1.8)

# Clusters (Class 1)
1.0 (0.0)
1
1

# CILusters(Class 2)

1.O (0.0)
1
1

Experiments 5.2 - 5.7 represented the worst case for the Gaussian density in the
sense that Class 2, which had a multimodal distribution, had an overa1,l mean at the origin
arid overall covariance equal to the identity matrix (see Appendix), which was the same
as the mean and covariance of Class 1. Thus the Gaussian ML classifier is expected to
pt:rform poorly in this case.
One dimensional data were again used in Experiment 5.2, and Class 2 was a normal
mixture density with two equally likely components. The variance of each component
was 0.05, and the mean of the components were chosen to be + 6 3 . 0 5 = k0.97. The
maximum number of clusters considered was 8. The distributions are depicted in Fig 5.2,
arid Table 5.2 contains the results of the experiment.

Ia.-..... 1
Class 1
Class 2

Fig. 5.2. Density Functions for Experiment 5.2

Table 5.2
Classification Accuracy and Number of Clusters for Experiment 5.2
Mixture (NM)
Gz~ussian
Actual

Accuracy (%)
77.8 (2.8)
49.4 (7.1)

1.O (0.0)

# Clusters (Class 1)

# Clusters (Class 2)
2.0 (0.0)

1
1

2

1

In Experiment 5.3, Class 2 was composed of three univariate components, each
with a variance of 0.05. The mean of each component was chosen to be
-(I- 0.05) = -1.19, 0, and

= 1.19. The maximum iiumber of clusters

cc~nsideredwas 8. The densities are graphed in Fig 5.3, and the results of the experiment
are presented in Table 5.3.

pq
Cllass 2

Fig. 5.3. Density Functions for Experiment 5.3

Table 5.3
Classification Accuracy and Number of Clusters for Experiment 5.3
Mixture (NM)

Ga.ussian
Actual

Accuracy (%)

# Clusters (Class 1)

# Clusters (Class 2)

68.7 (3.2)
48.5 (3.8)

1.O (0.0)

3.0 (0.0)

1
1

3

1

The densities in Experiment 5.4 were bivariate, and Class 2 consisted of four
cctmponents, each with a covariance equal to the identity matrix tirr~es0.05 and mean
= S . 9 7 (i.e. [0.97 0.9'71T, [-0.97 0.97]T,
vectors equal to all permutations of &.\I[0.97 -0.971T, [-0.97 -0.971T). The maximum number of clusters considered was 8. Fig.
5.,4 represents lines of equal likelihood of the bivariate densities, and Table 5.4 contains
the results of the experiment.
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Fig. 5.4. Density Functions for Experiment 5.4

Table 5.4
Classification Accuracy and Number of Clusters for Experinnent 5.4
Mixture (NM)
G:~ussian
Actual

Accuracy (%)
85.7 (2.9)
50.3 (7.2)

# Clusters (Class 1)

1.O (0.0)

1
1

# Clusters (Class 2)
4.2 (0.4)
1
4

The bivariate densities used in Experiment 5.5 are depicted in FGg. 5.5. This time
C:lass 2 was composed of nine components, each with a covariance rnatix equal to the
identity matrix times 0.01 and mean vector equal to all permutations of
-J'+=-1.22,

0,

1 1 . 2 (i.e. 11.22 1 . 2 2 1 ~ r1.22
,
OJT, L1.22

-1.22]T, [0 1.22]T, [0 0]T, [0 - 1.22]T, [-1.22 1 .221T, [- 1.22 OIT, and [-1.22 -1.221). The
maximum number of clusters considered was 12, and the results are presented in Table
5.5.

Fig. 5.5. Density Functions for Experiment 5.5

Table 5.5
Classification Accuracy and Number of Clusters for Experiment 5.5
M.ixture(NM)
G;mssian.
Actual

Accuracy (%)
87.1 (3.2)
50.8 (5.4)

# Clusters (Class 1)

1.O (0.0)
1
1

# Clusters (Class 2)
8.9 (:1.4)
1
9

Three dimensional data was used in Experiment 5.6, and Class 2 was composed of
ei,ghtcomponents each with covariance matrix equal to the identity matrix times 0.01 and
mean vectors were equal to all permutations of + d m = fl.995 (i.e. [0.995 0.995
0.'9951T, [0.995 0.995 -0.995]T, [0.995 -0.995 0.995]T, [0.995 -0.995 -0.995]T, [-0.995
0.995 0.995]T, [-0.995 0.995 -0.995]T, [-0.995 -0.995 0.995]T, and [-0.995 -0.995
-0.9951T). The maximum number of clusters considered was 12, and the results are
presented in Table 5.6.

Table 5.6
Classification Accuracy and Number of Clusters for Experirnent 5.6
Mixture (NM)
Gaussian
Actual

Accuracy (%)
94.7 (1.9)
52.7 (4.8)

# Clusters (Class 1)

# Clusters (Class 2)

1.O (0.0)

7.8 ((1.3)
1
8

1

1

5.3.5 Experiments with AVIRIS data
The algorithm was also tested on AVIRIS data taken in 1992 over three sites: Indian
Pine (Site 2), Cuprite, and Jasper Ridge. In each of the experiments in this section, half
of' the samples were randomly selected to be training samples, and the rest were used to
measure the classification accuracy. The maximum number of clusters considered in
these experiments was 8, and each experiment was repeated 25 times. Initial clusters
ce,ntersfor the nearest means algorithm were scattered along the princ:iple component of
each class. The features in these experiments were individual AVIRIS bands uniformly
s~lacedacross the spectrum, except that bands in the water absorptioin regions were not
included in the experiment.
Data from the Indian Pine (Site 2) was used in Experiment 5.7, and the number of
training samples in each class was 260, 225, 186, 245, 194, and 1580. The mean and
standard deviation of the accuracy and the number of components; estimated by the
al,gorithmare presented in Table 5.7 and Fig. 5.6.

Table 5.7
Classification Accuracy and Number of Clusters for Indian Pine Site
Accuracy (9%)
Mixture (NM)
Gaussian

p=5

p = 10

p=25

p=50

82.0 (1.2)
78.2 (0.7)

86.0 (0.8)
85.4 (0.6)

86.9 (0.8)
86.9 (0.8)

86.8 (1.0)
86.8 (1.0)

4.0 (1.4)
1.4 (0.5)
2.5 (0.7)
4.4 (1.3)
3.4 (1.8)
2.0 (0.0)

3.4 (0.7)
1.0 (0.0)
2.0 (0.0)
1.4 (0.8)
1.3 (0.5)
2.0 (0.2)

1.0 (0.0)
1.0 (0.0)
1.O (0.0)
1.0 (0.0)
1.0 (0.0)
1.0 (0.0)

1.0 (0.0)
1.0 (0.0)
1.0 (0.0)
1.0 (0.0)
1.0 (0.0)
1.0 (0.0)

# of Components

BeansICorn Residue
Corn/No Residue
Com/Bean Residue
Bcans/No Residue
ComlWheat Residue
Wheat/No Residue

p=5

p=10
p = 25
Dimension of Data

p = 50

Fig. 5.6. Mean Classification Accuracy for Indian Pine Site

In Experiment 5.8, data from the Cuprite site were used. The number of training
samples in each class was 364, 35, 116, 192, 344, 126, 146, and 46. The results are
presented in Table 5.8 and Fig. 5.7.

Table 5.8
Classification Accuracy and Number of Clusters for Cuprite Site
Accuracy (%)
Mixture (NM)
Gaussian

p=2

p=5

p = 10

p = 30

59.3 (1.9)
48.1 (1.0)

87.8 (0.7)
84.5 (0.8)

98.4 (0.3)
98.0 (0.3)

96.0 (0.6)
96.0 (0.6)

# of Components

Alunite
Buddingtoni te
Kaolinite
Q11art.z

Alluvium
Phya
T~,ff
kgillized

1.O (0.0)
2.1 (0.6)
1.2 (0.8)
1.0 (0.0)
3.0 (0.0)
1.8 (2.2)
2.9 (0.4)
1.O (0.0)

Mixture (NM)

Gaussian
p=2

p=5
p=10
Dimension of Data

Fig. 5.7. Mean Classification Accuracy for Cuprite Site

Data from the Jasper Ridge site were used in Experiment 5.9, and the number of
training samples in each class was 450, 101, 405, 104, 247, and 296. Table 5.9 and Fig.
5.8 present the results of the experiment.

Table 5.9
Classification Accuracy and Number of Clusters for Jasper Ridge site
Accuracy (%)
Mixture (NM)
Gaussian

p=5

p = 10

p = 25

p = 50

98.4 (0.3)
98.6 (0.3)

99.2 (0.2)
99.2 (0.2)

99.5 (0.2)
99.5 (0.2)

98.9 (0.3)
98.9 (0.3)

1.O (0.0)
1.9 (0.4)
4.2 (1.4)
2.9 (0.7)
1.0 (0.0)
1.0 (0.2)

1.O (0.0)
1.4 (0.5)
2.1 (1.0)
1.4 (0.5)
1.0 (0.0)
1.0 (0.0)

1.O (0.0)
1.O (0.0)
1.O (0.0)
1.O (0.0)
1.O (0.0)
1.O (0.0)

1.0 (0.0)
1.0 (0.0)
1.0 (0.0)
1.0 (0.0)
1.O (0.0)
1.0 (0.0)

# of Components

E\ ergreen
Serpentine
Greenstone
Water
Deciduous
Chaparral

Mixture (NM)

Gaussian
p=5

p=10
p = 25
Dimension of Data

p = 50

L

Fig. 5.8. Mean Classification Accuracy for Jasper Ridge Site

5.3.6 Discussion
In Experiments 5.1-5.3, the estimated number of components; was equal to the
ac:tual number of components in every iteration, and in Experiments 5.4-5.6, the
estimated number of components was, on average, very close to the: actual number of
cc~mponents. Since the estimated number of components was 1 in Experiment 5.1, the
normal mixture classifier was identical to the Gaussian ML classifiser, and resulted in
identical classification accuracy. The average classification accuracy of the normal
mixture classifier was substantially higher than the Gaussian ML classifier in
Ecperiments 5.2-5.6, where the true density of Class 2 was multimodal.
In all the experiments with AVIRIS data, the accuracy of th~enormal mixture
c1,sssifierwas greater than or equal to the accuracy of the Gaussian MIL classifier, except
the Jasper Ridge experiment with p=5, where the accuracy was slightly less. A
substantial increase in accuracy was achieved in the Cuprite experimcmt with p=2. The
experiments with AVIRIS data showed a clear tendency for the algorithm to select fewer
cc~mponentsas the number of features increased and the number of training samples
remained constant. This behavior indicated a tendency to select a simpler model when
the number of samples was not large compared to the number of features.

5.4 Estimating the Number of Clusters using ML Clustering
Since it based on the Euclidean distance, the nearest means clustering technique
tends to produce spherical clusters which may not be appropriate when the features are
highly correlated. Therefore, in this section, ML clustering (see section 5.2.1) is
investigated for use with LOOL.

5.4.1 Description of the estimation algorithm

The following approach is proposed to estimate the number of clusters. It is same
basic algorithm as that used for nearest means clustering (see section 5.3.1), except ML
cliistering is used instead of nearest means clustering. First assume the class has only one
cl~ister,estimate the mean and covariance of the cluster, and measure how well this model
represents the data using the LOOL, which is described below. Next, divide the training
data into two groups using the ML clustering algorithm, and again co~mputethe LOOL.
Repeat this process up to a user-specified number of clusters. Then using the number of
clilsters which led to the greatest LOOL, compute the mean vector, covariance matrix,
and prior probability of each cluster, and use these parameters to define the components
of a normal mixture density.

5.4.2 LOOL for ML clustering

Unlike nearest means clustering, which assigns each sample to exactly one cluster,
ML clustering assigns a set of weights to each sample that indicates its membership in
each cluster. Therefore, each sample can belong to some extent to all the clusters, which
changes the form of the LOOL calculation as follows:
1) Let xk be a (p by 1) vector representing sample k, and N be the number of
samples. Remove one sample, say x k , and compute the probability, mean, and
covariance with the remaining samples as follows. The notation /k indicates the
quantity is computed without sample k.

Compare (5.16) through (5.18) to (5.4) through (5.6).
2) Compute the likelihood of the left-out sample, given the: estimated mean,
covariance, and probability.

~ ( x ~ Iis the
~ Gaussian
~ ~ ~density
~ function
z ~ ~(5.2)~ using
) estimates of the
mean and covariance that do not include xk.
where

3) Repeat steps 1 and 2 for all training samples in the class, and compute the
average log likelihood.

where N is the total number of training samples.

5.4.3 Experiments with computer generated data

Several experiments were conducted with computer generated data to compare the
classification accuracy and estimated number of components that resulted from the ML
clustering and nearest means clustering techniques. The classification accuracy was also
compared to the Gaussian ML classifier. In all the experiments in this section, 100

training samples were generated from each class. A normal mixture density was
estimated using both ML clustering (see section 5.4.1) and nearest means clustering (see
section 5.3.1). Then, 100 additional samples were generated from each class and used to
measure the classification accuracy of three different classifiers: the normal mixture
classifier using the densities estimated using ML clustering (labeled "hlixture ML" in the
tables), the normal mixture classifier using the densities estimated using nearest means
clustering (labeled "Mixture NM"), and the Gaussian ML classifier (labeled "Gaussian ").
Each experiment was repeated 10 times, and the mean and variance of the accuracy
and the number of components were recorded. The distributions of the two classes in
Experiments 5.10 through 5.15 were the same as in Experiments 5.1 through 5.6. The
density of Class 1 was Gaussian with mean at the origin and covariance equal to the
identity matrix. The density of Class 2 varied for each experiment. The maximum
number of clusters considered was 10, and the initial cluster centers were selected by
generating samples from a uniform random variable whose density covered the same
range as the data.
In Experiment 5.10, which had the same univariate distributions as Experiment 5.1,
Class 2 was Gaussian with mean equal to 3 and variance equal to 1 (:see Fig. 5.1). The
classification accuracy and the number of components are presented in Table 5.10.

Table 5.10
Classification Accuracy and Number of Clusters for Experiment 5.10
Mixture (ML)
Mixture (NM)
Gaussian
Actual

Accuracy (%)
93.2 (1.9)
93.1 (1.6)
93.1 (1.6)

# Clusters (Class 1)
4.6 (3.4)
1 .O (0.0)

1
1

# Cl~usters(Class 2)
4.7 (3.3)
1.O (0.0)
1

1

In Experiment 5.11, the densities were again univariate, but Cliiss 2 was bimodal
wi.th two equally likely components, each with a variance of 0.015 and a mean of
= k0.97 (see Experiment 5.2). The classification accuracy and the number of
components are presented in Table 5.11.

Table 5.1 1
Classification Accuracy and Number of Clusters for Experiment 5.11
Mixture (IvlL)
Mixture (NM)
Ga.ussian
Actual

Accuracy (%)
72.7 (16.5)
78.5 (3.0)
52.9 (5.4)

# Clusters (Class 1)
5.2 (2.1)
1.O (0.0)
1
1

# Clusters (Class 2)
5.7 (3.4)
2.0 (0.0)
1
2

In Experiment 5.12, which had the same univariate distributions ,as Experiment 5.3,
Class 2 had three equally likely components each with variance of 0.05 and mean of
= -1.19,

0, or

= 1.19.

The results are presented in

Table 5.12
Classification Accuracy and Number of Clusters for Experiment 5.12
Mixture (IvlL)
Mixture (NM)
Gaussian
Actual

Accuracy (%)
68.2 (3.8)
68.0 (3.1)
50.6 (3.7)

# Cluslers (Class 1)
4.6 (3.7)
1 .O (0.0)
1
1

# Cl~usters(Class 2)
7.2 (2.3)
3.8 (2.2)
1
3

The bivariate densities used in Experiment 5.13 were the same as those in
Experiment 5.4. Class 2 had four equally likely components each with covariance matrix
equal to the identity matrix times 0.05 and mean vectors equal to all permutations of
+ - d m = f0.97. See Table 5.13 for the results of the experiment.
Table 5.13
Classification Accuracy and Number of Clusters for Experiment 5.13
Mixture (IvlL)
Mixture (NM)
Gaussian
Actual

Accuracy (%)
81.6 (5.8)
85.0 (2.9)
54.5 (7.9)

# Cluslers (Class 1)
6.3 (2.9)
1.O (0.0)

1
1

# Clusters (Class 2)
5.0 (0.8)
4.1 (0.3)
1
4

Experiment 5.14, which used the same densities as Experiment 5.5, used bivariate
data, and Class 2 had nine components, each with a covariance matrix equal to the

identity matrix times 0.01 and mean vector equal to all permutations of
= 1.22. See Table 5.14 for the results.

Table 5.14
Classification Accuracy and Number of Clusters for Experiment 5.14
Mixture (ML)
M.ixture (NM)
Gaussian
Actual

Accuracy (%)
82.0 (3.7)
86.7 (3.3)
50.5 (4.6)

# Clusters (Class 1)
5.3 (2.9)
1.O (0.0)
1
1

# Clusters (Class 2)

7.2 (1.2)
8.3 (0.7)
1
9

Three dimensional data was used in Experiment 5.15, which had the same densities
as Experiment 5.6. Class 2 had eight components each with covariance matrix equal to
the identity matrix times 0.01 and mean vectors were equal to all permutations of
= +0.995. Table 5.15 contains the results of the experiment.

Table 5.15
Classification Accuracy and Number of Clusters for Experim~ent5.15
Mixture (ML)
Mixture (NM)
G2,ussian
Actual

Accuracy (%)
92.6 (3.9)
94.8 (2.3)
51.8 (4.2)

# Clusters (Class 1)

3.1 (1.6)
1.O (0.0)
1
1

# Clusters (Class 2)
5.7 (1.3)
7.2 (:l.l)
1
8

The Class 2 density in Experiment 5.16 has not been used in previous experiments.
It was designed to test the effectiveness of ML clustering over nearest means clustering
when the clusters shared the same mean, but had different covariance matrices. Class 2
had two equally likely components, each with mean at the origin, but: the covariance of
one component was [o.b5

0.Q5], and the covariance of the other was

Fig. 5.9 represents lines of constant likelihood of the densities, and Table 5.16 contains
the results of the experiment.
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Class 2

1

Fig. 5.9. Density Functions for Experiment 5.16

Table 5.16
Classification Accuracy and Number of Clusters for Experirr~ent5.16
Mixture (ML)
Mixture (NM)
Gaussian
Actual

Accuracy (%)
68.0 (2.9)
66.5 (4.2)
50.2 (5.2)

# Clusters (Class 1)
4.8 (3.2)
1.0 (0.0)
1

# Clusters (Class 2)
6.3 (2.1)
4.9 (0.9)

1

2

1

5.4.4 Experiments with AVIRIS data
Tests were also performed using AVIRIS data taken in 1992 over three sites: Indian
Pine (Site 2), Cuprite, and Jasper Ridge. In each of these experirnents, 20% of the
samples were used as training samples, and the rest were used to measure the
classification accuracy. The maximum number of clusters considered in these
experiments was 5, and each experiment was repeated 5 times. Samples from a uniform
random variable, whose density covered the same range as the data, were used to define
the initial cluster centers. The features in these experiments were individual AVIRIS
bands uniformly spaced across the spectrum, except that bands in the water absorption
regions were not included in the experiment.
In Experiment 5.17, which used data from the Indian Pine (Site 2) scene, the
number of training samples in each class was 104,90, 74,98,77, and 60. The mean and
standard deviation of the accuracy and the number of components are presented in Table
5.17 and Fig. 5.10.

Table 5.17
Classification Accuracy and Number of Clusters for Indian Pine Site
Accuracy (9%)
Mixture (ML)
Mixture (NM)
Gaussian

p= 1

p=2

p=3

p=4

p=5

56.7 (0.2)
56.7 (0.8)
56.3 (0.7)

66.5 (0.9)
67.1 (0.8)
66.9 (0.7)

81.3 (1.2)
78.7 (2.2)
75.6 (0.9)

79.3 (0!9)
77.9 (0!9)
76.6 (110)

80.8 (1.8)
78.5 (0.7)
77.2 (0.2)

3.2 (1.6)
2.0 (1.2)
4.0 (1.2)
3.4 (1.8)
4.2 (0.8)
4.0 (1.4)

4.4 (0.9)
3.4 (1.5)
3.6 (0.9)
3.2 (0.8)
4.0 (0.7)
4.0 (1.2)

3.6 (1.1)
3.0 (0.7)
3.0 (0.7)
3.0 (0.7)
3.2 (1.1)
2.8 (0.8)

4.2 (0.8)
2.6 (0.5)
1.8 (0.4)
3.2 (0.4)
2.4 (1.1)
1.4 (0.5)

2.4 (0.5)
2.0 (0.7)
1.8 (0.4)
2.6 (0.5)
2.2 (0.4)
1.6 (0.5)

1.0 (0.0)
4.0 (1.7)
2.6 (1.5)
1.0 (0.0)
1.8 (0.4)
3.4 (2.2)

1.0 (0.0)
1.0 (0.0)
1.4 (0.5)
1.0 (0.0)
1.2 (0.4)
1.2 (0.4)

3.0 (1.O)
1.0 (0.0)
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Fig. 5.10. Mean Classification Accuracy for Indian Pine Site

In Experiment 5.18, which used data from the Cuprite site, the number of training
samples in each class was 145, 14, 46, 77, 137, 50, 58, and 18. The mean and standard

dewiation of the accuracy and the number of components are presented in Table 5.18 and
Fig. 5.11.

Table 5.18
Classification Accuracy and Number of Clusters for the Cuprite Site
Accuracy (%)
Mxture (ML)
M~xture(NM)
Gs~ussian

p=l

p=2

p=3

p=4

p=5

42.0 (2.0)
43.0 (3.0)
37.1 (1.0)

57.1 (0.8)
56.1 (1 .O)
51.5 (1.7)

69.7 (0.9)
69.3 (0.8)
60.5 (0.3)

75.7 (1.6,)
75.8 (0.8)
70.4 (1 .ON)

85.7 (2.2)
86.8 (1.8)
84.3 (1.1)

# of Components-

ML Clustering
Al unite
Buddingtonite
Kaolinite
Quartz
Alluvium
Playa
Tulf
Argillized

3.8 (1.3)
1.8 (0.8)
2.2 (1.1)
3.6 (0.9)
4.6 (0.9)
2.2 (1.3)
4.4 (0.9)
1.2 (0.4)

# of ComponentsNkrl Clustering
Al~nite
Buddingtonite
Kaolinite
Q~lartz
A1luvium
Playa
Tuff
Argillized

Mixture (ML)

Mixture (NM)

p=l

p=2
p=3
p=4
Dimension of Data

p=5

I

(Gaussian

Fig. 5.11. Mean Classification Accuracy for Cuprite Site
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In Experiment 5.19, which used data from the Jasper Ridge site, the number of
training samples in each class was 450, 101, 405, 104, 247, and 2916. The results are
presented in Table 5.9 and Fig. 5.12.

Table 5.19
Classification Accuracy and Number of Clusters for Jasper Ridge Site
Accuracy (9%)
Mixture (ML)
Mixture(NM)
Gaussian

p= 1

p=2

p=3

p=4

p=5

69.4(1.2)
67.7(1.9)
68.5(1.9)

93.2(0.4)
93.4(0.5)
93.5(0.5)

98.0(0.3)
97.9(0.2)
98.1(0.2)

97.8 (0.5;)
98.0(0.2:)
98.1(0.2:)

98.1(0.5)
98.5(0.3)
98.6(0.1)

3.6(1.5)
3.0(1.6)
4.2
(0.8)
4.0(1.4)
3.0(1.4)
1.8(0.8)

4.2
(0.8)
2.0(1 .O)
3.8(1.3)
2.4(0.5)
3.6(0.5)
3.2(1.3)

3.8(0.8)
1.4(0.5)
3.8 (1.1)
2.2(0.4)
2.2(0.8)
2.8(0.8)

3.2(1.3)
1.O(0.0)
3.4(0.9)
1.8(0.4)
2.4(1.5)
1.6(0.5)

3.6(1.3)
1.0(0.0)
3.2(1.3)
1.2(0.4)
1.8(0.8)
2.4 (1.1)

1.O(0.0)
1.O(0.0)
1.4(0.5)
2.8(0.8)
2.8(1.6)
1.8(1.8)

1.O(0.0)
1 .O(0.0)
1.2(0.4)
3.0
(0.7)
1.0(0.0)
1.8(1.8)

1.O(0.0)
1.8(0.4)
2.6(1.7)
2.0(0.7)
1.0(0.0)
2.2(0.8)

1.O(0.0)
1.O(0.0)

1.O(0.0)
1.O(0.0)
3.6(1.1)
1.4(0.5)
1.O(0.0)
1.8(0.4)

# of Cornponents-

ML Clustering
E\fergreen
Serpentine
Gleenstone
Water
Deciduous

Ct~aparral
# of Cornponents-

NIM Clustering
E\,ergreen
Serpentine
G~eenstone
Water
Deciduous
Chaparral

100
.- 95
90
2 85
3 80
8 75
%a
70
65

1.8(0.8)
1.4(0.5)
1.0(0.0)
1.8(0.4)

Mixture (ML)

.d

Mixture (NM)

p=l

p=2
p=3
p=4
Dimension of Data

p=5

I

Gaussian

Fig. 5.12. Mean Classification Accuracy for Jasper Ridge Site
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5.4.5 Discussion
In Experiments 5.10-5.13 and 5.16, the number of components selected using ML
clustering was greater than the actual number of components. In Experiments 5.14 and
5.15, where the actual number of components was larger, the number of components
selected using ML clustering was, on average, fewer than the actual number of
components. In all the experiments with computer generated data, the normal mixture
chosen with ML clustering achieved higher accuracy than the Gaussian ML classifier,
a r ~ din Experiments 5.10, 5.12, and 5.16, it achieved higher accuracy than the normal
mixture chosen with nearest means clustering. Since the true clustel-s shared the same
mean in Experiment 5.16, one would expect the ML clustering to be: more appropriate
than nearest means clustering, but the normal mixture chosen with ML clustering
achieved only slightly higher accuracy than the normal mixture chosen with nearest
means clustering.
The fact that LOOL with ML clustering method failed to accu~ratelyestimate the
tnie number of clusters may be caused by the ML clustering method converging to a local
minimum. For example, suppose there are actually two clusters, but when the ML
clustering method runs with two components, it converges in a local minimum and
th~zreforefails to provide a good fit to the data. Then it is possible that a better fit will be
achieved by more than the true number of components. It might be possible to avoid this
problem by running the ML clustering algorithm with several different initial conditions
and selecting the clustering that provides the best fit.
In the experiments with AVIRIS data, the algorithm using ML clustering usually
selected more components than did the algorithm using nearest means clustering. Also,
thl= experiments showed a tendency to estimate a lower number of components as the
number of features increased and the number of training samples remained constant. In 8
of the 15 experiments with AVIRIS data, the algorithm using ML clustering achieved
higher classification accuracy than did using nearest means clustering, and in 10 of the 15
experiments, it performed better than the Gaussian ML classifier.

5..5 Conclusions
The number of components in a normal mixture can be estimated using the
algorithms presented in this chapter. The algorithm using nearest means clustering had
the desirable properties that it accurately estimated the true number of clusters, at least
when the clusters were well separated by a difference in mean and the ;numberof samples
was large compared to the number of dimensions and the number of clusters. When the
number of samples was small compared to the number of features, the algorithm tended
to underestimate the number of components, choosing a simpler model that has fewer
pa.rameters to estimate. The normal mixture classifier that resulted firom this algorithm
achieved higher classification accuracy than the Gaussian ML classifier when the classes
were indeed multimodal, and achieved the same accuracy when the classes were
ur~imodal. Since an efficient implementation of the LOOL for nearest means clustering
wias derived, it does not require excessive amounts of computation.
When the true clusters share the same means and differ only in the covariance
m.ztrices, the algorithm using ML clustering should be more appropriate than that using
nearest means clustering. In the experiments though, the improvement over the algorithm
using nearest means clustering was slight, and it failed to accurately estimate the true
number of components. Furthermore, unless an efficient implementation of the LOOL
for ML clustering can be found, it requires too much computation to be practical in many
prdablems.

CHAPTER 6: CONCLUSIONS AND SUGGESTIONS FOR
FURTHER RESEARCH

6.1 Conclusions
The research in this thesis helps make it possible to analyze high dimensional
multispectral image data with statistical pattern recognition techniques'. A basic problem
in applying statistical pattern recognition techniques to high dimension,al data is that often
there are not enough training samples to accurately estimate the class statistics. The
results in Chapter 2 demonstrate that training samples for some classes can be labeled by
cclmparison to laboratory reflectance curves. So, for classes whose splectra have obvious
known features, training samples can be labeled without ground observations or photo
in terpretation.
Some non-statistical classification techniques for high dimensional data require that
the radiance spectra measured by the remote sensing platform be converted to
approximate reflectance spectra to facilitate comparison to laboratory reflectance curves.
This transformation can only be approximately accurate, and round-off error can
introduce noise into the data. In Gaussian ML classification, unknown samples are
compared to training samples, not laboratory reflectance curves, and the radiance-toreflectance transformations studied in Chapter 3 either had no effecit on Gaussian ML
cliissification, or slightly decreased the accuracy.
Since it is unlikely that enough training samples will be available to accurately
estimate the covariance matrix in high dimensional data, Chapter 4 develops a covariance
estimator that examines mixtures of the sample covariance and various restricted forms of
the covariance to see which best fits the training samples. Experiments showed that
higher classification accuracy can be obtained using this estimator than is possible with
the sample covariance and the common covariance when training samples are limited.
F~~rthermore,
this estimator led to higher accuracy than RDA in half of the experiments,

but required much less computation, and it was shown to improve feature extraction as
well.
High quality sensor data can reveal that the samples in a class tend to fall into more
than one cluster, and therefore, the Gaussian density function may not model the class
very accurately. In Chapter 5, the problem of estimating the appropriate number of
clusters into which the samples from a class should be divided is addressed. A new way
of' estimating this number and experimental results that confirm the usefulness of this
approach are presented. This technique can also be used in unsupervised clustering to
estimate the number of different classes.

6.2 Suggestions for Future Research
In Chapter 4, the method to search for the best value of the mixirig parameter ai in
the LOOC estimate was simply to evaluate the index for several values of ai,and select
the value of aithat led to the highest index value. It would be useful to investigate
ol~timizationprocedures for finding the best value of a i ,especially if it could be shown
that the index is a convex function of ai.
When using a statistical classifier, it is implicitly assumed that the training samples
represent the true classes. This assumption may not be true for several reasons. First, for
high dimensional data it is unlikely that enough training samples will be available to
accurately estimate the parameters of the density functions. Secortd, in applications
samples from one class often come from adjacent areas on the ground, and so are
spectrally more similar than can be expected from the entire class. For example, if all the
training samples of corn are from one field, they will tend to be very similar because the
corn in a field was all planted at the same time, treated with the same chemicals, received
about the same amount of rainfall, was the same variety of corn, etc. The result is that the
cliissifier tends to perform well only for a limited area spatially adjacent to the training
fields. Significant improvements in the accuracy of statistical ~l~assifiers
could be
achieved if a statistically acceptable method of selecting and labeling training samples
wiis developed that is also physically feasible. With classes like rninerals that have
un.iquely identifiable spectral features, a feasible approach might be r:o randomly select
training samples throughout the scene and have an analyst label them.

Several researchers have compared neural networks to statistical pattern
recognition, but many of these papers have compared neural networks only to ML
classification. In situations in which the ML classifier performs relatively poorly due to
insufficient training samples or due to multimodal distributions, neural networks can (of
course) perform better. A comparison of neural networks to more sophisticated statistical
techniques like classification using LOOC estimates or classification using mixture
densities would be more meaningful, especially for high dimensional data.
There is some evidence that the accuracy of a Gaussian ML classifier tends to
decrease near the boundaries between two classes where the sample is i%mixture of two or
more classes [45]. It may be useful to try to identify these border samples and other
samples not well represented by the training classes, and model them as a linear mixture
of' two or more classes that are spatially adjacent to the border samples..
Modern sensors generate an incredible volume of data, and the practical problems
of' transporting, manipulating, and archiving this data are certainly non-trivial. Since the
data in high dimensional data sets tends to be highly correlated, it seems likely that
cclmpression algorithms could allow the data to be stored in much less space. Many
lossless algorithms exist that might be effective on high dimensional images, but if the
users are willing to accept certain types of distortion, even greater compression ratios
ccluld be achieved.

A,ppendix A: Multimodal Density Functions

A . l Bimodal Density Function

In Chapter 4, certain bimodal density functions were selected to have an overall
mean at the origin and an overall covariance matrix equal to the identity matrix. This
section shows how these density functions were selected.
Consider a univariate bimodal density, where the two modes are equal likely
weighted Gaussian densities with means of -m and +m, and variance of 0 2 (see Fig.
A.1).

-m

0

m

X

Fig. A.1. A Univariate Bimodal Density Function.

Tl~isdensity function can be written as follows.
f (x) =

1
2&o

1

The overdl mean is zero by symmetry, and the overall mean square can be computed as
fc~llows.

x- m
x+m
Let hl = , h2=-

o

o

Setting the mean square value to 1 and solving for m results in m = 1'1 - u2. Since the
overall mean is zero, the overall variance equals the mean square value of 1.
In the 2 and 3 dimensional density functions, each feature was independent and
identically distributed with mean of zero and variance of 1. Therefore the mean of the 2

anld3 dimensional density functions was at the origin, and since independence implies the
features were uncorrelated, the covariance matrix was the identity matrix.

A..2 Density Function with Three Modes

Consider a univariate density function with three modes, where the modes are
equally likely weighted Gaussian densities with means of -m, 0, and -I-m,and variance of
(see Fig. A.2).
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x

Fig. A.2. Density Function with Three Modes.
This density function can be written as follows.
f (x) = 3 4 % ~ ~

(?;.;'I+

+ ex[.;

(~ll)2]}

The overall mean is zero by symmetry, and the overall mean square value can be found as
follows.

Therefore, m = ]?(I - 0 2 ) will set the overall mean square to be 1. Since the overall
2
mean is zero, the overall variance equals the mean, and is also set to be 1.
Again, in the 2 and 3 dimensional density functions, each feature was independent
and identically distributed with mean of zero and variance of 1. Therefore the mean of
the 2 and 3 dimensional density functions was at the origin, and since independence
innplies the features were uncorrelated, the covariance matrix was the identity matrix.

Agpendix B: Program Listings

The program listings for the algorithms presented in this thesis are available upon
re:quest from the author or from Dr. David Landgrebe, School of E1ec:trical Engineering,
Purdue University, West Lafayette, IN 47907-1285, Internet: landgret@ecn.purdue.edu
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