1. Introduction. In [1] Fitzgerald and Yucas defined the notion of an n-dimensional generating pattern over F p . In particular an n-tuple (a 0 , . . . , a n−1 ) with a i ∈ F p was called an n-dimensional generating pattern over F p if for every n-dimensional vector space V over F p and every basis v 1 , . . . , v n of V , the recursive sequence {s k } defined by (1) s k = v k if k ≤ n , n−1 i=0 a i s k−n+i if k > n , consists of all nonzero elements of V for k = 1, . . . , p n − 1. Such generating patterns are of interest because they provide simple algorithms for generating the linear span of independent subsets of vector spaces over F p (see [1] for details).
In this paper we generalize a number of the results from [1] by working over F q where F q is the finite field of order q and by showing that if a 0 = 0, (a 0 , . . . , a n−1 ) is an n-dimensional generating pattern over F q if and only if f (x) = x n − n−1 i=0 a i x i is a primitive polynomial over F q . More generally, we show that the number of distinct elements generated by a linear recurring sequence is related to the order of its characteristic polynomial. For q = p n < 10 50 with p ≤ 97, we indicate when one can find an optimal n-dimensional generating pattern over F p with weight two, i.e. with two nonzero a i 's (in [1] the length is defined to be the number of nonzero a i 's but a more natural term is Hamming weight).
If V is an n-dimensional vector space over F q then V is isomorphic to F q n as a vector space over F q . Consequently, instead of considering vectors in V as in [1] , we may assume that the elements of the sequence are in F q n . We will make this identification throughout the remainder of the paper.
From (1) it is easily seen that the recursive sequence {s k } is really a linear recurring sequence. If n is a positive integer and a 0 , a 1 , . . . , a n−1 ∈ F q , a sequence s 0 , s 1 , . . . of elements of F q satisfying the relation (2) s k+n = a n−1 s k+n−1 + a n−2 s k+n−2 + . . . + a 0 s k for k = 0, 1, . . .
is called a linear recurring sequence in F q . The vectors
are called the i-th state vectors. If a 0 = 0 in (2) then the sequence {s k } is periodic (see [3, Thm. 8 .11]). The polynomial f (x) = x n − n−1 i=0 a i x i is a characteristic polynomial for the sequence {s k } defined by (2) . Hence we note that if s 0 , s 1 , . . . , s n−1 is a basis of F q n over F q and f is a monic polynomial of degree n with f (0) = 0, then f corresponds to an n-dimensional generating pattern if and only if the linear recurring sequence with initial state vector S 0 = (s 0 , . . . , s n−1 ) and characteristic polynomial f (x) is uniformly distributed over F * q n . Let
be the companion matrix of f (x). Then we have S k = S 0 A k , for k ≥ 0. Moreover, if a 0 = 0 and s 0 , s 1 , . . . , s n−1 are linearly independent over F q then for any k, s k , s k+1 , . . . , s k+n−1 is a basis since A is nonsingular. We also note that if a 0 = 0 then the sequence is ultimately periodic with a preperiod of length h where f (x) = x h g(x) with g(0) = 0. We shall hence consider only linear recurring sequences for which a 0 = 0. For further details and many other properties of linear recurring sequences over F q , see [3, Ch. 8] .
If f (x) is a polynomial over F q with f (0) = 0 then the order of f , denoted by ord(f ), is the least positive integer e for which f (x) divides x e − 1. We note that if f is irreducible of degree n over F q then ord(f ) divides q n − 1 (see [3, Cor. 3.4] ). If f is reducible, such a result does not hold in general but Theorems 3.8 and 3.11 of [3] provide a method for the calculation of orders. For numerous other details concerning polynomials and their orders over F q , see [3, Ch. 3 
2. Basic properties. The following result generalizes Proposition 1 of [1] .
i=0 a i x i with a 0 = 0 be a polynomial of degree n over F q . Let s 0 , s 1 , . . . , s n−1 ∈ F q n be a basis of F q n over F q .
Let s 0 , s 1 , . . . be the linear recurring sequence with initial state vector S 0 = (s 0 , s 1 , . . . , s n−1 ) and characteristic polynomial f (x). If ord(f ) = e then the elements s 0 , s 1 , . . . , s e−1 are distinct and the least period of this sequence is e. P r o o f. If A is the companion matrix of f (x) from (3) then S i = S 0 A i for i ≥ 0 and {s i , s i+1 , . . . , s i+n−1 } is a basis of F q n over F q . Let t be the smallest positive integer so that s t = s i for some 0 ≤ i ≤ t−1. We note that n ≤ t ≤ e and without loss of generality, we can assume s t = s 0 for otherwise, if s t = s i we may consider the sequence s i , s i+1 , . . . Now S t = S 0 A t and since {s 0 , s 1 , . . . , s n−1 } is a basis of F q n over F q and A ∈ GL(n, q), the general linear group of all nonsingular n × n matrices over F q , the first column of A t has entry 1 in the (1, 1) position and 0 elsewhere.
From the definition of A, it is easy to see that the (k + 1)-st columns of both A t−k and A 2t−k are of the form
Let B be the (n − 1) × (n − 1) matrix obtained from A t−k by deleting the first row and (k + 1)-st column. Then we have
. . .
Since A t−k is nonsingular, B is nonsingular and so a i,k+1 = 0 for i = k + 1.
Since the first row of A t−k has entry 1 at the (k + 1)-st place, we have a k+1,k+1 = 1. Hence for 1 ≤ k ≤ n − 1,
Combining this with the fact that A t has first column of the form
we have A t = I n , the n × n identity matrix. Since the order of A ∈ GL(n, q) is equal to ord(f ) = e, we have e | t but since n ≤ t ≤ e, we have t = e. Thus s 0 , s 1 , . . . , s e−1 are distinct and so the least period of this sequence is e since S e = S 0 A e = S 0 I n = S 0 .
The following corollary generalizes Proposition 1 of [1] .
Corollary 2.2. Let s 0 , s 1 , . . . , s n−1 be a basis of F q n over F q . The monic polynomial f (x) of degree n over F q with f (0) = 0 corresponds to an n-dimensional generating pattern if and only if f (x) is a primitive polynomial.
P r o o f. If f (x) is a primitive polynomial then ord(f ) = q n − 1. It follows from the theorem that the linear recurring sequence with initial state vector (s 0 , s 1 , . . . , s n−1 ) and characteristic polynomial f (x) has period q n −1 and s 0 , s 1 , . . . , s q n −2 are distinct so f (x) corresponds to an n-dimensional generating pattern.
Conversely, if f (x) corresponds to an n-dimensional generating pattern, the linear recurring sequence with initial vector (s 0 , s 1 , . . . , s n−1 ) and characteristic polynomial f (x) has least period q n − 1. Since f is monic and f (0) = 0, f is primitive by [3, Thm. 3.16] .
Since the number of primitive polynomials of degree n over F q is known to be φ(q n − 1)/n where φ is Euler's function (see [3, Thm. 3 .5]), we have Corollary 2.3. The number of distinct n-dimensional generating patterns (a 0 , . . . , a n−1 ) over F q with a 0 = 0 is φ(q n − 1)/n. 
] the least period of the sequence is at most ord(f ) and so N ≤ ord(f ). We will show that the subspace V k of F q n generated by s k , s k+1 , . . . , s k+n−1 is the same as the subspace V k+1 generated by s k+1 , s k+2 , . . . , s k+n . Since s k+n is a linear combination of s k , . . . , s k+n−1 , we have V k+1 ⊆ V k . Let T be the subspace of F q n generated by s k+1 , . . . , s k+n−1 over F q . If T = V k then s k ∈ T and so s k+n ∈ T and thus
We have shown that for any k, V k = V 0 , the subspace generated by s 0 , s 1 , . . . , s n−1 . Every element of the sequence is in V 0 so that N ≤ q m . Since N ≤ ord(f ) we have N ≤ min{q m , ord(f )}.
The following example shows that equality may not hold in Theorem 3.1. Let f (x) = x 3 + x + 1 be a polynomial over F 4 so that f is irreducible and ord(f ) = 7. Let α ∈ F 4 3 , α = 0 and set s 0 = α, s 1 = s 2 = 0. Then the linear recurring sequence with initial state vector (α, 0, 0) and characteristic polynomial f consists of only two distinct elements and 2 < min{4, 7}.
We do note, however, that from Theorem 2.1 equality holds when m = n, i.e. when the initial state vector consists of a basis. We now consider another special case in which equality holds in Theorem 3.1.
Theorem 3.2. Let f be a primitive polynomial of degree n over F q . Let s 0 , s 1 , . . . , s n−1 ∈ F q n and let m < n be the largest number of linearly independent elements among s 0 , s 1 , . . . , s n−1 . If N is the number of distinct elements in the linear recurring sequence with initial state vector (s 0 , s 1 , . . . , s n−1 ) and characteristic polynomial f , then N = q m .
P r o o f. If S denotes the sequence and its least period is r, then r | ord(f ). Consider any basis {t 0 , t 1 , . . . , t n−1 } of F q n over F q . Let T be the linear recurring sequence with initial state vector t 0 , t 1 , . . . , t n−1 and characteristic polynomial f . Then T has least period ord(f ) = q n − 1 and the elements t 0 , t 1 , . . . , t q n −2 are distinct by Theorem 2.1. Hence {t i | 0 ≤ i ≤ q n − 2} = F * q n . Let σ be the linear transformation of F q n into itself defined by σ(t i ) = s i , 0 ≤ i ≤ n − 1. Let T be the sequence so that for each i ≥ 0, the ith term t i of T is t i = σ(t i ). We will show that the sequences T and S are identical.
From the construction of T , t i = s i for 0 ≤ i ≤ n − 1. Write
For any k ≥ 0, t k+n = a n−1 t k+n−1 + . . . + a 0 t k so that for any k ≥ 0
Hence f is a characteristic polynomial of T . Since T and S have the same initial state vector and the same characteristic polynomial, T and S are identical. We have shown that
n − 2} consists of exactly q m distinct elements. This completes the proof. R e m a r k. We would like to thank Harald Niederreiter for the following argument which provides, in the m = 1 case, a sufficient condition in order that N = q. The condition is that r ord(f ) > (q − 1) 2 q n where r is the least period length of the sequence. If f (x) is the minimal polynomial of the sequence so that r = ord(f ), the condition simplifies to ord(f ) > (q −1)q n/2 . By [3, Thm. 8 .82] we have
where Z(b) denotes the number of n with 0 ≤ n < r, with s n = b. Thus
for all b ∈ F q so that every b ∈ F q occurs in the sequence and hence N = q.
A periodic sequence is said to be weakly equidistributed in F q if every element of F * q appears equally often in a period of the sequence. Since we can embed F q k as a subspace of F q n over F q if k ≤ n, then from the proof of Theorem 3.2 each nonzero element of F q k appears exactly q n−k times and so we may state Corollary 3.3. Let f be a primitive polynomial of degree n over F q . Let s 0 , s 1 , . . . , s n−1 ∈ F q k , where 1 ≤ k ≤ n. Let s 0 , s 1 , . . . be the linear recurring sequence on F q k with initial state vector (s 0 , s 1 , . . . , s n−1 ) and characteristic polynomial f (x). Then the sequence is weakly equidistributed on F q k if and only if the subspace of F q k generated by s 0 , s 1 , . . . , s n−1 over F q equals F q k , or equivalently, there are exactly k linearly independent elements over F q among s 0 , s 1 , . . . , s n−1 .
The result of Corollary 3.3 is related to [4, Cor. 1]. We close this section with the following:
Problem. Find an exact formula for the number N of distinct elements given in Theorem 3.1 where the elements of the initial state vector generate a subspace of dimension m ≤ n and f is any monic polynomial of degree n over F q with f (0) = 0.
4. An application. In [1] , parts 2 and 3 of Corollary 2 are incorrectly stated. The modulus should be p n −1 rather than p n . This error also occurs in the proof of Proposition 4 of [1] . For a corrected and generalized version over F q we prove
i=0 a i x i with a 0 = 0 be a polynomial of degree n over F q . Let s 0 , s 1 , . . . , s n−1 ∈ F q n be a basis of F q n over F q . Let s 0 , s 1 , . . . be the linear recurring sequence with initial state vector S 0 = (s 0 , s 1 , . . . , s n−1 ) and characteristic polynomial f (x). Then for any k and j 
So {s j − s k , s j+1 − s k+1 , . . . , s j+n−1 − s k+n−1 } is a basis of F q n over F q if and only if A j−k − I is nonsingular. The last statement is equivalent to that 1 is not an eigenvalue of
of m-dimensional subspaces of F q n satisfying U i ∩ U j = {0} for i = j and W = U i . While we can consider W a subset of F q n , we will restrict our attention to the case when W is a subspace of F q n over F q . Take any two distinct vectors S i,1 + S i−1,r 1 + . . . + S 1,r i−1 and S j,1 + S j−1,t 1 + . . . + S 1,t j−1 . Let U, V be subspaces of W spanned by these two vectors, respectively. If i = j, it is easy to see U ∩ V = {0}. So, consider i = j. Let a ∈ U ∩ V . There are two column vectors B 1 , B 2 ∈ F q m so that We note that the first assertion of our theorem was proved by induction for F p by Fitzgerald and Yucas [1] . The first assertion is quite well known. We, however, give a constructive proof using the second assertion.
5. Optimal n-dimensional generating patterns. In [2] for each p n < 10 50 with p ≤ 97, Hansen and Mullen have obtained a primitive polynomial of degree n over F p . Moreover, the given polynomial has minimal weight, i.e. the minimal number of nonzero coefficients among all primitive polynomials of degree n over F p . From their tables, with the exception of 234 values of p n in the above range, there is always a primitive trinomial of degree n over F p and hence always an optimal n-dimensional generating pattern with weight two. Of the exceptions, 90 occur in the p = 2 case and 144 occur for odd p. Tables of primitive polynomials from [2] are available upon request from the second author.
