Abstract-Finding a fire fast is crucial in firefighting. For risky situations, it would be idealistic to send a firefighting robot that could quickly and efficiently find the fire and suppress it. This paper introduces an algorithm developed for an intelligent firefighting mobile robot to find a fire efficiently by fusing long wave infrared camera, ultraviolet radiation sensor, and LIDAR. For its validation, an experimental test-bed was constructed with a hallway and two rooms, with one of the rooms containing a real size fire created by propane gas. The robot immediately calculates its path towards the fire, moves towards it avoiding obstacles, and ultimately finds the fire. When the fire is out, the robot returns to its original starting place.
I. INTRODUCTION
Firefighting is a difficult and dangerous job that puts fire fighters at risk. According to the U.S. Fire Administration (USFA), a provisional total fatality of on-duty firefighters was 83 for the years 2011 and 2012 [1] . In order to reduce losses of fire fighters and increase their effectiveness on the job, firefighting robots have been extensively researched. The need for efficient firefighting robots has been presented on other countries as well. For example, Japan developed Rainbow 5 [2] , an unmanned robot that has the capability to handle big fires such as petrochemical complex fires, aircraft crash fires, etc. This robot is equipped with an obstacle remover to discard fallen or dangerous objects. Another robot is LUF60 [3] , designed in Germany, this was created to exhaust gas and extinguish fires from sixty meters away. F2GV [4] , designed in Malaysia has a track system with heavy rubber track belts. It also has maximum speed of 2.36 km/h and curb weight of 910 kg. A water hose mounted on the top of the robot is remotely controlled to suppress fire. Unfortunately, these robots were designed to perform from an outdoor location; they are too big to be utilized indoors.
There are several firefighting robots applicable to indoor tasks. In South Korea, Fire Searcher [5] , a scout robot is sent to hazardous sites where fire and poisonous gas exist. This robot delivers internal conditions about fire and victims of the building it is in. The operator can also directly communicate with the trapped victims via wireless communication, allowing for an efficient rescue plan. Tehzeeb [6] Platform [7] which was designed to detect flame and extinguish it by using a fan mounted on top. A set of black lines guides its patrolling movement with line following techniques. Another from Korea is the portable fire evacuation guide robot [8] which can be remotely controlled and was built to be thrown into high risk areas and transfer environmental information back to the operators. In addition, it is capable of searching for victims and helping them evacuate by voice communication between firefighters and the victims themselves.
All the above mentioned indoor robots have the capability of performing firefighting tasks indoors and some even in tight spaces due to their smaller sizing. However, some are nonautonomous which makes them mainly dependent on a remote operator to decide where to move and search. In addition, limitations of the current wireless communication technology can create unstable connections that make data collection and communication challenging. These robots also only allow a small and narrow view for the operator which may make it difficult for the operator to find fire and make quick decisions. Although some of the robots do have autonomous systems to do their own tasks, they might spend much time moving restlessly in areas where there is no fire before finding fire. All in all, these robots' functions may waste crucial time during urgent situations.
In this paper, we introduce the seek-and-find fire algorithm that enables a firefighting robot to reach fire fast by analyzing temperature distribution of its surrounding area. It also calculates and determines the best way for the robot to approach fire by avoiding obstacles. Thus, the proposed algorithm is able to increase effectiveness of task in firefighting. The algorithm was also developed for SAFFiR (Shipboard Autonomous Firefighting Robot), an autonomous humanoid firefighter, but to validate the proposed algorithm, it was first tested on a four-wheel skid-steering autonomous mobile robot platform.
II. SYSTEM ARCHITECTURE
This section describes the system architecture of the firefighting robot shown in Fig. 1 . The hardware of this system includes an autonomous mobile robot platform, tablet PC for supervision, and sensors such as long wave IR (LWIR) camera, LIDAR, ultraviolet radiation (UV) sensor, and a visual camera. Each sensor provides information about temperature, UV level, and distances to objects within its field of view. Together with the three different modes (obstacle, fire locating, and near-fire modes), the seek-and-find algorithm synthesizes all the information gathered to determine the most efficient behavior the robot needs to undertake to move and locate the fire.
Sensor Fusion Based Seek-and-Find Fire Algorithm for Intelligent Firefighting Robot
The robot is sent in difficult indoor fires where it may be too dangerous for fire-fighters to perform. A table PC can be used to oversee the situation from a remote location. The tablet PC operated by iOS can be connected with the computer system inside of the robot to provide visual and thermal information, UV light level, and information about distance for the navigation. Moreover, the robot can be remotely controlled by the firefighter through the tablet PC; however, in the experiments described herein the robot was completely autonomous. 
A. Autonomous Mobile Robot Platform
The autonomous mobile robot platform was built to validate the proposed algorithm before applying it on the humanoid robot SAFFiR. The dimension of the platform was 0.54 meter in length and 0.56 meter in width to accommodate missions indoors where the doors and hallways are narrow. In addition, four high torque DC motors were installed to support various sensors and the suppression equipment for firefighting tasks. For the robot to autonomously control the DC motors, a microcontroller (Arduino Uno) and a servo controller were used which allowed the robot to move up to 10cm/sec. To reduce the payload, the frame was built with aluminum. For a forty minute runtime, the robot was equipped with a 24V battery to power the DC motors and three 12V batteries for the sensors.
B. Sensors
The robot is equipped with a fit-PC and several sensors such as web camera, LWIR camera, LIDAR, and UV sensor. The fit-PC has an i7 Intel core processor and Wi-Fi 802.11b/g/n. It connects the sensors and handles the data processing. LABVIEW is installed on this computer and is used to acquire data from the sensors and display visual and thermal images. In addition, a LABVIEW interface for the Arduino (LIFA) is employed to communicate between the Arduino and algorithms developed for the robot motion control. A web camera is mounted on the top of the robot. It provides constant visual images and records them during the experiment. A FLIR Tau 2 320 long wave IR (LWIR) camera is installed beside the web camera. It produces a thermal image stream with a resolution of 640×480 which is down-sampled to 360×240 as the images are acquired. The thermal images are turned into the seek-and-find algorithm to calculate the best way to find fire. A LIDAR, Hokuyo UTM-30LX, is mounted in the front of the robot. It measures the distance to objects at angles between -120 and 120 degrees over a horizontal plane. This information is used for navigation. The UV sensor, Hamamatsu C10423, is equipped between the visual and LWIR cameras. Because the UV sensor picks up UV lights from 180 degrees, the field of view was narrowed to 20 degrees by optimizing its focal length. 
III. THE SEEK-AND-FIND ALGORITHM
To take advantage of the sensors and make the robot able to reach the fire effectively, sensor fusion is applied. The sensor fusion technique is crucial in order for the sensors to work efficiently to achieve the task of finding the fire. There are many different situations the robot could face during its firefighting task. Each situation requires different sensors to be fused. To solve this problem, three modes were defined; fire locating mode, obstacle mode and near-fire mode. Each mode allowed the robot to react to different situations accordingly until ultimately finishing its task.
A. Fire Locating Mode
The fire locating mode activates when there is a fire somewhere in the structure but there are no obstacles within a meter. In this mode, the robot analyzes the relative thermal intensity distribution generated by the LWIR camera. Each pixel of the image includes a relative thermal intensity value expressed as an integer between 0 to 255. This range indicates temperature level with respect to the rest of the scene. For example, if a pixel is 0, it means it has very low intensity. In contrast, if it is 255, it means it has a very high intensity relative to the gain temperature range and other objects in the scene. The maximum intensity tracking algorithm was developed for gathering this temperature-related intensity information from the image and determining which vertical columns or horizontal rows contained the highest intensity pixels. This result is finally translated into a direction for the robot to move, which is also indicated as a vertical red line on the thermal image. However, this algorithm does not consider surface materials, ambient temperature and existence of other secundary radiation sources. The fire locating mode allows the robot to keep following the intensity distribution produced by the fire in an indoor environment. Thus, as long as there are no obstacles, the direction determined by the maximum temperature tracking algorithm works as the highest priority.
B. Obstacle Mode
The obstacle mode activates when the robot faces obstacles. In this mode, the distance information from LIDAR is a priority over the thermal information. However, the seek-and-find algorithm does not depend solely on LIDAR information. In other words, the LWIR and LIDAR are fused together in order not to lose its original goal towards the fire by keeping the direction calculated during the fire locating mode. In this mode, the vector field histogram (VFH) [9] is applied at first to identify the robot's possible paths. Then, the most convenient path is selected by integrating the possible paths with the direction generated by the fire locating mode. At the same time, the robot takes its own width into consideration when calculating the gap between obstacles or walls. The robot is also able to calculate the precise medial path it needs to take between obstacles it is about to pass. Additionally, this mode can detect upcoming rooms by detecting slanting on the path. If the slanting is large enough that the robot determines it needs to accommodate itself to be in a new medial space, it will slightly turn its body. But if the robot does not detect a high temperature in the room, it passes it and continues its movement to the initial direction calculated earlier.
C. Near-fire Mode
The near-fire mode activates when the UV sensor detects a strong UV light emission. This mode fuses LWIR camera and UV sensor in order to detect fire and face it. The UV sensor outputs signal pulses when it perceives UV light radiated from fire. Because the frequency of these signals is related to the intensity of the incident UV light, the frequency varies up to 40 Hz when the robot is close to a fire. Thus, analyzing the frequency helps the robot judge whether there is fire nearby. Due to the effects of cosmic rays and/or static electricity, the output pulses are infrequently created at a lower rate. Through this characteristic, the UV sensor output was divided into three levels; weak, normal, and strong. The near-fire mode is activated only when strong UV emission is detected. However, the UV sensor can only tell there is fire nearby; it does not provide information of the exact location or direction of the fire. Therefore, the robot is programmed to stop at the moment the UV sensor detects strong UV emission. From there it relies on the maximum temperature tracking algorithm used in the fire locating mode to analyze the direction of the highest temperature and turns its body to face the fire. The robot will stay in this mode until there is no longer a fire. The robot will start moving again when the strong UV light is no longer present. A movement will only be made after determining its new mode; obstacle versus fire locating mode. Fig. 3 describes the flow chart of the seek-and-find algorithm. The fire locating mode plays the role of a compass when under an indoor fire where there are walls, rooms, and obstacles to avoid. Because fire influences temperature in the rooms, the robot tracks and searches fire by the maximum intensity tracking algorithm, which is able to analyze thermal intensity distribution from LWIR camera. Because this process is repeated every 0.2 seconds, the robot is able to act according to the different situations the robot encounters along its path. The process starts by determining whether there is an obstacle within a meter distance away, if there is an obstacle, the obstacle mode will be activated but if there isn't, it will move on to the next stage. At this time, the UV sensor output is checked and if it is strong, the near-fire mode will be activated. If the UV sensor signal is low or normal, it will switch to fire locating mode and continue its search. The obstacle mode has a general navigation algorithm of an autonomous mobile robot. This enables the robot to avoid obstacles and plan its path while seeking direction towards the fire. The near-fire mode turns on when the robot reaches close to a fire site. The robot repeats this process over and over until it overcomes all obstacles and returns back to its original starting location.
D. Synthesized Algorithm

IV. IMPLEMENTATION RESULT
A. Fire Test-bed
The fire test-bed [10] , similar to a general indoor environment, consists of a hallway with two rooms. One room located on the side at the closed end of the hallway and another in the middle of the hallway as shown in Fig. 4 . A 0.3m square sand burner powered with propane was used to produce a 20 kW diffusion flame in the larger room at the end of the hallway. This resulted in a flame height of approximately 1 m. The open end of the hallway is located beneath an exhaust hood to remove smoke produced by the fire inside of the test setup. Light bulbs were installed for clear view of the robot's movements and to allow the visual camera to collect all necessary data. Type K thermocouples were installed to measure gas temperatures along the ceiling and at different elevations in the two rooms and the hallway. A laser extinction system was added to measure the visibility of the smoke layer that accumulates in the hallway due to the blockage at the exit beneath the hood. The fire was ignited in the room located by the closed hallway. The hallway and rooms were heated to be over 50 o C before starting the test.
B. Results
Fig . 5 to 13 show the visual (left) and thermal (right) images captured during the experiment. The experimental results of each numbered point in the Fig. 4 will be explained as the robots progresses towards the fire and back.
① .
The robot is located at a start point. Because there are no obstacles at the starting area, the fire locating mode is automatically activated and the robot starts searching for an area of higher temperature. The seek-and-find algorithm guides the robot towards the entrance of the hallway.
② . When the robot senses the wall on the left of the entrance, it switches to obstacle mode and turns in order to avoid hitting this wall.
③ .
As it turns, it finds the midway between the walls in the hallway; it converts back to fire locating mode. However, the robot moves to left because it detects the room on the left side of the hallway and converts back to the obstacle mode again.
④ . The robot becomes aware of the room but passes it because it does not pick up high enough temperatures and the incident UV light is low. Because of this, it recognizes there is no fire in there and switches to the fire locating mode. Then, the robot moves towards the entrance of the room at the end of the hallway where the highest temperature is emitted.
⑤ . On the way it becomes close to the wall on its left. It changes to obstacle mode and turns slightly right to avoid the wall. Then, it changes back to fire locating mode to continue its way towards the room at the end of the hallway.
⑥ . When the robot reaches the end of the hallway, it switches to obstacle mode. It senses the high temperature of the fire coming from inside the room and it turns left. When it is turning left, it becomes aware of the doorway and calculates to position itself to enter the room without hitting either sides of the doorway. However, as soon as it turns it senses the high incident UV light and changes to near-fire mode and stops. Then, the robot makes small movements left and right in order to face the fire.
⑦ .
The robot was able to find fire effectively. After the robot found the fire, the propane gas was turned off. It took about a minute for the fire to completely go out due to residual gas in the line. When the fire went completely, the incident UV light lowered and the robot automatically starts to move toward where the fire was because it senses a warm temperature at the former fire site.
⑧ . When it senses the obstacle it changes to obstacle mode. The robot becomes aware that there is no longer a fire as it reaches the end of the room. Then it moves toward the doorway through which it entered the room.
⑨ .
As it exits the room, it senses the left wall at the end of the hallway and it turns right and exits the hallway to go back to the starting point of location. 
V. CONCLUSION
This paper has presented the seek-and-find algorithm for an intelligent firefighting robot. At the instant the robot was powered on, it immediately started its move toward the direction where the fire was located. It avoided obstacles by turning accordingly. It recognized a room but passed it because there was no fire in it and ultimately found the room with the fire, stopped in front of it, and turned to face the fire. When the fire was out, it headed back to the point where it first started the search.
The proposed algorithm enabled the robot to reach fire effectively by fusing sensors. The robot increased its effectiveness by switching modes that were according to each situation it encountered.
