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The pressure dependence of the structural (Ts), antiferromagnetic (Tm), and superconducting (Tc) transition tem-
peratures in FeSe is investigated on the basis of the 16-band d-p model. At ambient pressure, a shallow hole pocket
disappears due to the correlation effect, as observed in the angular-resolved photoemission spectroscopy (ARPES) and
quantum oscillation (QO) experiments, resulting in the suppression of the antiferromagnetic order, in contrast to the
other iron pnictides. The orbital-polarization interaction between the Fe d orbital and Se p orbital is found to drive the
ferro-orbital order responsible for the structural transition without accompanying the antiferromagnetic order. The pres-
sure dependence of the Fermi surfaces is derived from the first-principles calculation and is found to well account for
the opposite pressure dependences of Ts and Tm, around which the enhanced orbital and magnetic fluctuations cause
the double-dome structure of the eigenvalue λ in the Eliashberg equation, as consistent with that of Tc in FeSe.
1. Introduction
The discovery of iron-based superconductors1) is one of the
highlights of condensed matter physics and offers us a means
of understanding fundamental phenomena of electronic prop-
erties. In most iron-based superconductors, the superconduc-
tivity is found in the proximity of a magnetic ordered state.
Just above the magnetic ordered state (in the 1111 systems
such as LaFeAsO and 122 systems such as BaFe2As2), a
structural (nematic) transition from the tetragonal to the or-
thorhombic phase is realized that spontaneously breaks the
fourfold symmetry C4. The relation between the structural
transition and the magnetic ordered phase has been a con-
troversial issue, the understanding of which may provide in-
sights into the pairing mechanism and symmetry.2–8) To eluci-
date the origin of the structural transition above the magnetic
order, spin-nematic theory9, 10) and orbital order theory11, 12)
have been intensively proposed. The microscopic pictures of
these theories are the spin-quadrupole order induced by the
spin fluctuation9) and the orbital-spin mode-coupling charac-
terized by the Aslamazov–Larkin vertex correction,12) respec-
tively. On the other hand, another candidate mechanism of
the orbital order was suggested in Ref. 13 by taking into ac-
count an orbital-polarization interaction, which was derived
from the orbital dependence of the intersite d-p Coulomb in-
tegrals between Fe dzx/yz orbitals and As px/y orbitals.
The surprising phase diagram of FeSe has attracted much
attention in investigating the origin of the superconductivity
and nematicity in iron-based superconductors. This material
shows a structural transition at Ts ∼ 90 K and a supercon-
ducting transition at Tc ∼ 9 K without long-range magnetic
order. Ts (Tc) is decreased (increased) by isovalent doping
in Fe(SexS1−x)
14, 15) and Fe(SexTe1−x),
16) and by applying
pressure,17) whereas Ts and Tc are suppressed by nonmag-
netic impurity (Co) doping.18) Toward Ts, the softening of
the elastic constant C66
19) and the enhancement of Raman
nematic susceptibility χcx2−y2
20) are observed. These results
clearly indicate the existence of ferro-orbital fluctuation and
electronic ferro-orbital order, as is recognized in other iron-
based superconductors, both theoretically8, 9, 12, 13) and exper-
imentally.21–23) The most remarkable feature of FeSe is ob-
served in the temperature dependence of the spin-lattice re-
laxation rate 1/T1T in NMR experiments.
24, 25) With decreas-
ing temperature, 1/T1T decreases and reaches a minimum at
T ∼ Ts. With further decreasing temperature, 1/T1T starts to
increase toward the superconducting temperature. The tem-
perature dependence of 1/T1T together with NMR Knight
shift is interpreted by the low-energy properties of the ef-
fective tight-binding model derived in Ref. 26 using a priori
information of recent angular-resolved photoemission spec-
troscopy (ARPES) and quantum oscillation (QO) measure-
ments.
Above Ts (at a high temperature), ARPES experi-
ments27–30) found that hole Fermi surfaces consist of two
small pockets of mainly dzx and dyz character around the
Γ-Z line. A narrow dxy hole band also exists in ∼50 meV
below the Fermi level. The orbital-dependent mass enhance-
ments were estimated as dzx/yz ∼ 3 and dxy ∼ 8. ARPES
experiments also found a small electron Fermi surface at the
M point of mainly dzx and dyz characters. The QO measure-
ment28) performed at a low temperature detected the presence
of the dxy electron pocket, which is difficult to observe in
ARPES. Below Ts, ARPES observed large band splitting of
∼ 50 meV at the M point, which corresponds to the orbital
order breaking the degeneracy of the dzx and dyz orbitals.
The orbital order has momentum-dependent sign inversion30)
as Eyz(Γ)−Ezx(Γ) ∼ −10meV and Eyz(M)−Ezx(M) ∼
+50meV, which is interpreted on the basis of the orbital order
scenario31–33) of Aslamazov–Larkin vertex corrections.
FeSe gives us a remarkable phase diagram as a function of
pressure. An early powder sample study17) showed that Tc can
be enhanced by∼ 37K at a pressure∼ 9GPa. Polycrystalline
samples of FeSe1−x were investigated in early NMR mea-
surements and muon-spin rotation (µSR) experiments.34–36)
According to these results, the spin fluctuation is enhanced at
1
J. Phys. Soc. Jpn.
pressures up to∼2.2 GPa34) and a pressure-induced antiferro-
magnetic ordered state is stabilized above∼1 GPa.35, 36) More
recent studies on single crystals revealed the comprehensive
and complex T -P phase diagram from macro- and micro-
scopic measurements under high pressure.37–42) Remarkably,
a nonmagnetic structural transition Ts is quickly suppressed
at pressures up to P ∼ 1 GPa39) and the antiferromagnetic or-
dered state is stabilized in a wide pressure region (1 < P < 6
GPa) with a dome shape at the maximum value of Tm ∼ 45
K (P ∼ 4.8 GPa).38) Thus, the superconductivity meets three
quantum critical points at T = 0 with increasing P . One is
the nematic quantum critical point, the others are magnetic
ones accompanied by the enhancement of Tc. It is noteworthy
that the stripe-type antiferromagnetic order breaks not only
time-reversal symmetry but also C4 symmetry. Simultaneous
first-order magnetic and structural transitions were observed
in transport measurement.40)
To elucidate the electronic correlation effects on FeSe, the-
oretical studies have been intensively performed.43–48) The
constrained random phase approximation (cRPA)46) com-
bined with the ab initio calculation scheme indicates that
the correlation strength plays an important role in under-
standing the material dependence of the iron-based super-
conductors; for instance, the Coulomb interaction of FeSe is
larger than that of LaFeAsO. The larger Coulomb interac-
tion yields larger mass enhancement with significant orbital
dependence.44, 45) However, the origin of unusual electronic
states observed in experiments27, 28) has been a controversial
issue.
In contrast to the 1111 and 122 systems, FeSe at ambi-
ent pressure shows a very weak antiferromagnetic fluctuation
above Ts. The absence of the low-energy spin response seems
to be consistent with orbital-polarization interaction mecha-
nism,13) which merely relies on the orbital degrees of free-
dom in principle, as mentioned above. Furthermore, the aver-
age value of the intersite Coulomb integrals is large for FeSe
relative to those for the 1111 and the systems.46) Thus, by
considering suitable intersite d-p Coulomb integrals, FeSe is
expected to have larger orbital-polarization interaction than
the 1111 and 122 systems.
In this article, we show a detailed analysis of a 16-band d-p
model for FeSe. In Sect. 2, we show that the spectral function
of the xy orbital derived from dynamical mean-field theory
(DMFT) deviates from the first-principles calculation owing
to the orbital dependence of the 3d Coulomb interaction. The
absence of a hole Fermi surface composed of the xy orbital is
in agreement with experiments.27, 28) The experimental results
of the NMR spin-relaxation rate,24, 25) in which the spin fluctu-
ation is very weak above the structural transition, was verified.
We show that the orbital fluctuation enhanced owing to the
orbital-polarization interaction.13) The enhancement explains
the elastic constants in ultrasonic experiments19) and the sus-
ceptibility in Raman scattering experiments.20) In Sect. 3, we
present the pressure dependence of the spin and orbital fluc-
tuations and the superconductivity using the RPA calculation.
Here, we assume the derived Coulomb interaction parameters
at ambient pressure and neglect the correlation effect for sim-
plicity. The pressure dependence of the electronic state was
derived from first principles. From the first-principles analy-
sis, the temperature-pressure phase diagram of FeSe can be
naturally understood. The orbital-dependent Coulomb inter-
action not only reproduces the key properties of FeSe well but
also provides a helpful perspective to investigate the strongly
correlated multiorbital systems.
2. Electronic State at Ambient Pressure
In this section, we use the model of FeSe at ambient pres-
sure derived from first principles and solve this model by
DMFT to investigate the effect of the orbital dependence of
the Coulomb interaction. We show how the dxy hole band lies
under the Fermi level predicted by several experiments and
elucidate the origin of the orbital-energy shift. Consequently,
the spin fluctuation due to the xy orbital is clearly sup-
pressed. Moreover, we show the orbital fluctuation enhance-
ment by introducing an “orbital-polarization d-p Coulomb in-
teraction”,13) which is not attributable to the spin degrees of
freedom.
2.1 Dynamical mean field theory
In this subsection, we illustrate the DMFT49, 50) for the mul-
tiorbital d-p model on the FeSe system.
First, we introduce a 16-band d-pmodel including the mul-
tiorbital Coulomb interactions Hdd between 3d electrons on
the Fe site and Hpp between 4p electrons on Se site and the
intersite Coulomb interaction Hdp between 3d and 4p elec-
trons,
H = H0 +Hdd +Hpp +Hdp. (1)
H0 is the tight-binding Hamiltonian derived from first princi-
ples using maximally localized Wannier functions.51–54) The
electronic structure is described by density functional theory
using the WIEN2k code.55, 56) DiagonalizingH0, we obtain the
non-interacting band structure and the Fermi surface.
The on-site Coulomb interaction part on the Fe site is given
as
Hdd =
∑
i
∑
l
Ulld
†
il↑d
†
il↓dil↓dil↑
+
∑
i
∑
l>l′
∑
σ,σ′
Ull′d
†
ilσd
†
il′σ′dil′σ′dilσ
+
∑
i
∑
l>l′
∑
σ,σ′
Jll′d
†
ilσd
†
il′σ′dilσ′dil′σ
+
∑
i
∑
l>l′
∑
σ 6=σ′
Jll′d
†
ilσd
†
ilσ′dil′σ′dil′σ, (2)
where d
(†)
ilσ is the annihilation (creation) operator of the 3d
electron with orbital l spin σ on site i, and Ull, Ull′ , Jll′ , Jll′
are the Coulomb interaction matrix of the intra- and inter-
orbital direct terms, the Hund’s rule coupling, and the pair
transfer, respectively. From the first-principles downfolding
scheme given by the cRPA method, Ref. 46 revealed that
Ull, Ull′ , Jll′ , Jll′ in Hdd are orbital-dependent and that the
average of Ull is U¯d = 7.2 eV for FeSe.
The on-site Coulomb interaction part on Se site is given as
Hpp =
∑
i
∑
m
Ummp
†
im↑p
†
im↓pim↓pim↑
+
∑
i
∑
m>m′
∑
σ,σ′
Umm′p
†
imσp
†
im′σ′pim′σ′pimσ
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+
∑
i
∑
m>m′
∑
σ,σ′
Jmm′p
†
imσp
†
im′σ′pimσ′pim′σ
+
∑
i
∑
m>m′
∑
σ 6=σ′
Jmm′p
†
imσp
†
imσ′pim′σ′pim′σ,(3)
where p
(†)
imσ is the annihilation (creation) operator of
the 4p electron with orbital m spin σ on site i, and
Umm, Umm′ , Jmm′ are the Coulomb interaction matrix. U¯p =
4.7 eV was estimated for FeSe from cRPA study.46) We as-
sume (Umm, Umm′ , Jmm′) = (Up, U
′
p, Jp), Up = U
′
p + 2Jp,
and Jp/Up = 0.1. Hereafter, labels l and m represent Fe-3d
and Se-4p orbital indices, respectively.
The intersite Coulomb interaction part is written as
Hdp = V
∑
〈i,j〉
ndinpj +V
′
∑
〈i,j〉
(ndizx−ndiyz)(npjx−npjy),
(4)
where ndil (npjm) is the number operator of a d (p) elec-
tron with orbital l (m) on site i (j), ndi =
∑
l ndil (npj =∑
m npjm), and 〈i, j〉 represents the summation of nearest-
neighbor Fe and Se sites. In Eq. (4), V ′ is the d-p orbital-
polarization interaction, which has been found to enhance
the orbital fluctuation as discussed for the iron-pnictides,13)
originating from the orbital dependence of the Coulomb in-
tegrals Vlm between Fe d orbitals and Se p orbitals: V
′ =
(Vzx,x − Vzx,y)/2.
In DMFT with a sublattice degree of freedom, the original
site is mapped onto the effective impurity system for each sub-
lattice. Hence, one needs to solve the impurity problem twice
on two adjacent sites of the original lattice. Note that the d
orbital for the five- or ten-orbital model contains considerable
Se p orbital components, and thus the hybridizationmakes the
Wannier function delocalized and anisotropic. This indicates
that the d-p model is a good starting point of DMFT rather
than the d model. In the d-p model, since the Coulomb inter-
action parameters are almost isotropic, the double counting of
the correlation effect considered in the local density approxi-
mation is expected to be very simple.46) Hence, we argue that
the orbital dependence of the double counting is negligibly
small.
The spin (charge-orbital) susceptibility in the d-p model is
given by
χˆs(c)(q) = χˆ0(q)
[
1ˆ− (+)Γˆs(c)(q)χˆ0(q)
]−1
, (5)
where q = (q, iωn) with the wave vector q and bosonic Mat-
subara frequency ωn = 2npiT . The irreducible susceptibil-
ity is defined as χˆ0(q) = −(T/N)
∑
k Gˆ(k + q)Gˆ(k), where
Gˆ(k) = [(iεm+µ)−Hˆ0(k)−Σˆ(iεm)]−1 is the lattice Green’s
function, Hˆ0(k) is the kinetic part of the Hamiltonian with the
wave vector k, Σˆ(iεm) is the lattice self-energy, which coin-
cides with the impurity self-energy obtained in the impurity
Anderson model, and k = (k, iεm = i(2m+ 1)piT ). Γˆ
s(c) is
the spin (charge-orbital) vertex, which is given by the follow-
ing matrix:
Γˆs(iωn) =
[
Γˆsdd(iωn)⊗ σˆ0 0
0 Γˆspp(iωn)⊗ σˆ0
]
, (6)
Γˆc(q) =
[
Γˆcdd(iωn)⊗ σˆ0 Γˆc,0dp (q)
Γˆc,0 †dp (q) Γˆ
c
pp(iωn)⊗ σˆ0
]
, (7)
where σˆ0 is the 2 × 2 identity matrix for the sublattice.
Γˆ
s(c)
dd(pp)(iωn) is the local irreducible spin (charge-orbital) ver-
tex function in which only the external frequency (ωn) depen-
dence is considered as a simplified approximation49, 57) and is
explicitly given by
Γˆs(c)(iωn) = −(+)
[
χˆ−1s(c)(iωn)− χˆ−10 (iωn)
]
, (8)
with χˆ0(iωn) = −T
∑
εm
Gˆ(iεm + iωn)Gˆ(iεm), where
χˆs(c)(iωn) is the local part of the spin (charge-orbital) sus-
ceptibility. The matrix elements in the d-p submatrix are
Γc,0llmm(q)=2(V ± V ′)φ(q), where +V ′ for (l,m) = (zx, x)
or (yz, y), −V ′ for (l,m) = (zx, y) or (yz, x), and other-
wise V ′ = 0. φ(q) =
∑
〈i,j〉 e
iq(Ri−Rj) represents the q-
dependent factor due to intersite Fe-Se contributions, where
Ri − Rj denotes the lattice vector. Here, we ignored the
ladder-type Feynman diagrams for V ′ in Γˆc,0(q).
The spin susceptibility obtained fromDMFT is reduced rel-
ative to that from the RPA due to the local correlation effect
but is still overestimated as the non local correlation is ne-
glected. In order to avoid the divergence of spin susceptibil-
ity, we introduce a reduction factor fd or fp, that is, fdHdd
or fpHpp and fd(p) < 1, while keeping the relative orbital
dependence of the Coulomb interaction, as previously done
in the RPA study.13) Hereafter, we set fd ∼ 0.5 for DMFT,
fd ∼ 0.25 for the RPA, fd = fp. For the intersite d-p
Coulomb interaction, V = 0.4 eV and V ′ are assumed to be
parameters including the reduction factors and are set to be
smaller than the cRPA value of 1.7 eV given in Ref. 46. We
use the exact diagonalization method for a finite-size cluster
as an impurity solver to obtain the local quantities such as
the self-energy, which is calculated at T = 0 as the explicit
T -dependence is expected to be small in the intermediate cor-
relation regime with Z >∼ 0.5. For the double-counting cor-
rection, we use the fully localized limit (FLL) formula.58)
The implementation of DMFT in the ab initio downfolding
model with the d and p orbital Coulomb interaction is firstly
reported in the present study. Although the double-counting
problem is at present a major difficulty, the application of the
FLL formula with only the d orbital interaction gives simi-
lar results for fd = 0.5, except for a small difference in the
d-p hybridization gap between the conduction bands and va-
lence bands. Thus, we expect that the present calculation is
sufficiently accurate at least up to the intermediate regime.
2.2 Results
We respectively show in Figs. 1(a)-1(c) the orbital-
averaged, xy orbital, and zx/yz orbital components of the
spectral function, which are obtained by numerical analytic
continuation to iωn → ω + iδ using the Pade´ approxima-
tion, along high-symmetry directions with T = 0.03 eV and
fd = fp = 0.5, that is, Uxy = 3.55 eV, Uzx/yz = 3.63
eV, and Up = 2.35 eV. Note that the renormalization fac-
tor defined by Zl =
[
1− dΣl(ε)d(ε)
∣∣
ε→0
]−1
is Zxy = 0.77
for fd = 0.5 and Zxy = 0.16 for fd = 1, as is predicted
in DMFT with the continuous-time quantum Monte Carlo.44)
The orbital-averaged spectral function exhibits overall renor-
malizations of quasiparticle bands, even in Se p bands. The
orbital-resolved spectral function shows that a hole Fermi sur-
face of xy orbital character around the Γ point is pushed
3
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downward below the Fermi levelExy(Γ) ∼ −50meV. This is
because the deviation of the Coulomb repulsion yields the or-
bital dependence of the self-energy in the real part, resulting
in the crystal field splitting owing to the electronic correla-
tion. The obtained electronic state captures the experimental
result, namely the absence of the xy-orbital hole pocket.27, 28)
In Figs. 2(a) and 2(b), we show the xy and zx orbital com-
ponents of the spin susceptibility obtained by the RPA and
DMFT, respectively. Because of the absence of electron-hole
nesting in the xy orbital, the relation χsxy ≪ χszx is found
in DMFT, whereas χsxy ≫ χszx in the RPA. It is recognized
that weak spin susceptibility and χsxy ≪ χszx are satisfied
within the RPA26) when the ab initio tight-binding model is
adjusted to reproduce ARPES and QO results, and the spin-
lattice relaxation rate is weak above Ts, consistent with exper-
iments.24, 25) From our results, the weakness of the spin fluc-
tuation is confirmed from a self-energy correction.
Next, we address the effect of the intersite Coulomb in-
teraction. In our DMFT, the intersite interaction is con-
sidered by RPA, since the intersite self-energy correlation
is expected to be negligibly small except in the proxim-
ity of the critical point. We show in Fig. 3 that the ferro-
orbital (nematic) susceptibility defined as χcx2−y2(0, 0) =∑
l1,l2,l3,l4
ol1l2x2−y2χ
c
l1,l2;l3,l4
(0, 0)ol4l3x2−y2 with o
zx,zx
x2−y2 =
−oyz,yzx2−y2 = −(
√
3/2)o3z
2−r2,x2−y2
x2−y2 = 1
7) is enhanced by
the orbital-polarization interaction V ′ for fd = 0. In addition,
the on-site Coulomb interaction (fd) also enhances the orbital
susceptibility for both the DMFT and RPA cases as shown in
Fig. 3. Similar to the spin susceptibility, the orbital suscepti-
bility from DMFT is reduced relative to that from the RPA,
especially for large fd due to the local correction effect. For
a typical value fd = 0.5, the critical interaction for the or-
bital (nematic) order is V ′ ∼ 0.48 eV (DMFT) and V ′ ∼ 0.4
eV (RPA). Note that the Hund’s coupling always suppresses
the orbital fluctuation. The ratio between the Hund’s coupling
and Coulomb interaction is J¯d/U¯d = 0.0945 in FeSe and
J¯d/U¯d = 0.134 in LaFeAsO. The smallness of J¯d/U¯d re-
sults in the χc enhancement in FeSe being larger than that of
LaFeAsO.
3. Electronic State Under Pressure
In this section, we study the pressure dependence of the
spin and orbital fluctuations in paramagnetic FeSe within the
RPA instead of DMFT because of the following two reasons:
(1) the DMFT calculation for each pressure requires consid-
erable CPU time, and (2) the spin susceptibility from DMFT
is well reproduced by that from the RPA with the use of the
low-energy effective model (see later) as shown in Fig. 2(c).
3.1 Construction of the d-p model
To accurately predict the electronic structure from first
principles, we employ a downfolding scheme in the follow-
ing. We construct the global band structure using density
functional theory within the generalized gradient approxima-
tion.55, 56) To minimize the lattice energy from first principles,
we start with the structural optimization of the internal co-
ordinate hSe and c/a ratio in each pressure with the space
group P4/nmm and the experimental crystal parameters of
FeSe.17, 59) We have optimized the structure requiring the Se
atomic force to be less than 0.5 mRy/bohr. The optimized lat-
tice parameter a is 2% smaller (and c is 2% larger) than those
in experiments at ambient pressure.
We construct a tight-binding Hamiltonian exploiting the
maximally localized Wannier functions including Fe-3d or-
bitals and Se-4p orbitals using the WANNIER90 code53)
through the WIEN2WANNIER interface.54) We introduce
the intraorbital hopping parameters (δεxy, δt
nn
xy, δt
nnn
xy ) =
(−0.025,+0.0125,−0.06625) [eV] into the tight-binding
Hamiltonian, which corresponds to the energy shift of the xy
orbital band of (δEΓ, δEM, δEX) = (−0.24,−0.34,+0.24)
[eV] for the unfoldedBrillouin zone.We also introduce the in-
traorbital hopping parameters (δεzx/yz, δt
nn
zx/yz, δt
nnn
zx/yz) =
(0,−0.03,−0.03) [eV], where the energy shift of the zx/yz
orbital band is (δEΓ, δEM, δEX) = (−0.24, 0,+0.12) [eV].
These parameters are attributable to the self-energy. Since the
experimental Fermi surface under pressure has not been de-
tected clearly, we introduce the same δtl for each pressure as
a simplified approximation.
Figure 4 shows the band structures together with the orbital
weights at P = 0.0, 1.5, 3.0, and 4.5 GPa. The low-energy
band structure for P = 0.0 GPa is in good agreement with
the ARPES results above Ts.
28) It seems that the band struc-
ture of 4.5 GPa resembles that of 0.0 GPa, but total bandwidth
is widened by ∼1 eV by the pressure effect. Furthermore, by
comparing the band structure near the Fermi level at the Γ
point [see Fig. 4(e)], one sees a characteristic orbital energy
shift. Namely, the hole band of mainly xy orbital character at
EΓ ∼ −50 meV is pushed upward to ∼25 meV and the two
degenerated hole bands of mainly zx/yz orbital character at
EΓ ∼ 60meV are pushed downward to∼−25meV, which in-
dicate a topological transition induced by the pressure effect
from the first-principles band calculation. It is worth noting
that the consequences of the transfer integrals between the xy
orbitals together with the Se height are significant for the or-
bital energy shift,60) which will be discussed later in detail. To
obtain more insight about the low-energy property, the Fermi
surfaces at P = 0.0, 1.5, 3.0, and 4.5 GPa with zx/yz and xy
orbital weights are shown in Fig. 5. At 0.0 GPa, the electron-
hole nesting in the zx/yz orbital is most important. By apply-
ing pressure, one can see that the small two-hole pockets de-
form and shrink, while a new hole pocket of mainly xy orbital
character appears. Note that the two-electron pockets slightly
change their shape. In the configurations for P = 3.0 and
4.5 GPa, the electron-hole nesting in the xy orbital is most
important, in contrast to that for 0.0 GPa.
Now let us discuss why the hole band of xy orbital char-
acter is pushed upward with increasing pressure. This is at-
tributable to the lattice parameter of Se height [see Fig. 6(d)],
which tends to increase with pressure. This effect has been
recognized from an early study on the 1111 system, i.e., the
lattice parameter of the pnictogen height determines the mix-
ture of the xy orbital contribution, and in turn, the construc-
tion of the hole Fermi surface at the Γ point.60) To examine
this effect on FeSe under pressure, Figs. 6(a)-6(c) show the
pressure dependences of intraorbital hopping integrals tl and
tlm between the lattice vector illustrated in the inset of the
Figs. 6(a)-6(c) for (l,m) = (zx/xy, x). These hopping inte-
grals tend to more increase with increasing P owing to the
decrease in unit-cell volume. The xy hopping integrals have
4
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)
(a) (b) (c)xy zx / yz
Fig. 1. (Color online) Spectral function A(k, ω) for orbital-averaged components (a), xy orbital components (b), and zx/yz orbital components (c). The
non-interacting band structure is depicted as red solid lines.
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Fig. 2. (Color online) Orbital-resolved spin susceptibility in qx-qy plane
for the RPA (a) and (c), and DMFT (b) at qz = 0 and iωn = 0. Here,
fd = 0.3 for the RPA, and fd = 0.5 for DMFT. In the calculation of (c), the
xy orbital energy level is shifted by −0.14 eV.
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Fig. 3. (Color online) Ferro-orbital (nematic) susceptibility for RPA (a)
and DMFT (b) at q = (0, 0, 0) and iωn = 0. In DMFT, the non local
self-energy is omitted as mentioned in the text. The RPA data for fd = 0
coincides that for DMFT.
considerably larger pressure dependence than the zx ones.
The difference increases as P increases in the low-pressure
region, and for further increasing P , it starts to decrease for
P > 3.5 GPa.
3.2 Random phase approximation
We apply the RPA to each model, where the self-
energy correction was neglected. The spin (charge-orbital)
susceptibility in the RPA is given by χˆs(c)(q) =
P=0.0 GPa P=1.5 GPa
P=3.0 GPa P=4.5 GPa
E
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Fig. 4. (Color online) Band structures of FeSe at P = 0.0, 1.5, 3.0, and
4.5 GPa obtained by effective tight-binding models, where orbital weights
are plotted as 3z2 − r2 (red), zx (green), yz (cyan), xy (blue), x2 − y2
(pink), x (light green), y (light blue), z (gold).
χˆ0(q)
[
1ˆ− (+)Γˆs(c),0(q)χˆ0(q)
]−1
, where Γˆs(c),0(q) is the
bare spin (charge-orbital) vertex given in Ref. 13.
To examine the superconductivity, we solve the linearized
Eliashberg equation,
λ∆ll′ (k) = − TN
∑
k′
∑
l1l2l3l4
Vll1,l2l′(k − k′)
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×Gl3l1(−k′)∆l3l4(k′)Gl4l2(k′), (9)
and obtain the superconducting gap function ∆ˆ(k) with the
eigenvalue λ, which becomes unity at the superconducting
transition temperature Tc, where the effective pairing inter-
action for the spin-singlet state is given as
Vˆ (q) =
3
2
Γˆs,0χˆs(q)Γˆs,0 − 1
2
Γˆc,0(q)χˆc(q)Γˆc,0(q)
+
1
2
(ˆ
Γs,0+Γˆc,0(q)
)
. (10)
We perform RPA calculations for each model with V ′ =
0.464 eV. V ′ is simply a parameter to adjust the orbital fluc-
tuation strength, which was determined to reproduce the ex-
perimental observations at ambient pressure, i.e., to satisfy
the condition that the orbital fluctuation is larger than the
spin fluctuation. Hereafter, we mainly discuss the total spin
susceptibility χs(q, 0) =
∑
l,l′ χ
s
l,l;l′,l′(q, 0) at the Fe site
and the orbital susceptibility χcx2−y2(q, 0). The spin (charge)
Stoner factor αs(c) is given by the maximum eigenvalue of
Γˆs(c)(q)χˆ0(q, 0). The magnetic (orbital) order is realized
when αs(c) becomes unity. Note that although αs(c) is not ex-
perimentally observable, these values are taken as a measure
of Tm(s). In the previous study
61) for the five-orbital model,
both αs and the eigenvalue of the Eliashberg equation were
found to monotonically decrease upon applying pressure, in
contrast to the experimental observations. The effect of the
unusual Fermi surface and the uplift of the Se atomic position
were not sufficiently included in Ref. 61. Also, the pressure
dependence of αc was not clarified.
3.3 Spin and orbital fluctuations in tetragonal state
Figures 7(a) and 7(b) respectively show the q depen-
dences of the orbital and spin susceptibilities for P =
0.0, 0.5, 1.5, 2.5, 3.5, and 4.5 GPa with T = 0.03 eV, fd =
0.279, and fp = 0.25. One observes that the orbital suscep-
tibility for q = (0, 0) is enhanced owing to the d-p orbital-
polarization interaction at ambient pressure. It decreases as P
increases, since the shrinkage of the two-hole Fermi surfaces
yields the reduction of zx/yz orbital contribution to the Fermi
energy. Conversely, the spin susceptibility for q = (pi, pi) is
strongly enhanced by applying pressure for P < 3.5 GPa and
decreases moderately for P > 3.5 GPa.
In order to understand this behavior, we study the orbital-
resolved spin susceptibility. In the low-pressure region, the
total spin fluctuation χs is composed of mainly χsl,l;l,l of
l = zx/yz62) due to the Fermi surface nesting of the zx/yz
orbitals with the wave vector q = (pi, pi). Note that the spin
fluctuation is not so strong owing to the smallness of the
Fermi surfaces. In the high-pressure region, the hole Fermi
surface, which primarily consists of the xy orbital, supersedes
the zx/yz hole Fermi surfaces, and then χsl,l;l,l of l = xy is
dominant, which originates from the xy intraorbital nesting
between the electron and hole Fermi surfaces. In contrast to
the spin fluctuation, χcx2−y2 is primarily composed of χ
c
l,l;l′,l′
of (l, l′) = (zx/yz, zx/yz) with q = (0, 0) at all pres-
sures. This component does not require on the electron-hole
Fermi surface nesting of the zx/yz orbital with q = (pi, pi)
or the xy orbital contribution to the Fermi surfaces. In other
words, the d-p orbital-polarization interaction only enhances
the ferro-orbital fluctuation owing to the zx/yz orbital con-
tribution to the Fermi surfaces. Note that the charge suscepti-
bility
∑
l,l′ χ
c
l,l;l′,l′ with q = (0, 0) is also enhanced owing to
the d-p Coulomb interaction V .
Figure 7(c) shows the spin and charge Stoner factors as a
function of pressure. Similarly to the spin and orbital suscepti-
bilities, in the low-pressure region up to 3.5GPa, αs markedly
increases while αc is deceased, leading to noteworthy oppo-
site pressure dependences of the spin and orbital fluctuations
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Fig. 7. (Color online) q dependence of (a) orbital and (b) spin susceptibil-
ities of FeSe at P = 0.0, 0.5, 1.5, 2.5, 3.5, and 4.5 GPa with fd = 0.279.
(c) Pressure dependence of charge and spin Stoner factors, which are taken as
measures of Ts and Tm, respectively. (d) Experimental result of temperature
vs pressure from Ref. 38.
for the reasons mentioned above. For P > 3.5 GPa, αs and
αc are decreased and αs exhibits a single-dome shape at 3.5
GPa. These results are in good agreement with the experi-
mental phase diagram of Ts(m) vs P in Ref. 38 [shown in
Fig. 7(d)].
3.4 Superconductivity in orthorhombic state
In this subsection, we address the pressure-induced super-
conductivity mediated by the pressure-induced spin fluctua-
tion in the orthorhombic phase. We study uniform orbital-
ordered and k-dependent orbital-ordered states, the latter of
which is written as δΣzx(yz) = −(+)14 (δEΓnem + δEMnem) +
(−)18 (δEMnem − δEΓnem)(cos kx + cos ky), namely a sign-
reversing orbital splitting.30, 31) Here, δEnem = Ezx − Eyz
is the orbital energy splitting at the Γ and M points. We set
δEΓnem = −0.05 eV and δEMnem = 0.15 eV. This orbital order
yields a good nesting of the Fermi surface for the yz and xy
orbital components but poor nesting for the zx component, so
the yz and xy orbital components of the spin fluctuation are
enhanced.
Figures 8(a) and 8(b) show the pressure dependence of the
eigenvalue λ of the Eliashberg equation for fd = 0.237,
V ′ = 0, and T = 0.01 eV. λ exhibits broad enhancement
with a double-dome shape in the k-dependent orbital-ordered
state. The sharp peak at P = 3.5 GPa is due to the proxim-
ity to the antiferromagnetic order. Indeed, the peak shifts to
a low pressure as fd increases [see Fig. 8(b)]. The nonmono-
tonic increase such as that of the double-dome λ is character-
ized by the switch of the dominant orbital components of the
spin fluctuation. In Figs. 8(c)-8(f), the gap function shows a
large anisotropy, namely nodal-like s±-wave pairing, which
has gap minima (represented by arrows in the figures) on the
hole and/or electron Fermi surfaces due to the orbital depen-
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Fig. 8. (Color online) (a) Pressure dependence of the superconducting
eigenvalue for fd = 0.237 in the tetragonal (Normal), uniform orbital-
ordered (Uniform OO), and k-dependent orbital-ordered (k-dep. OO) states.
(b) Pressure dependence of the superconducting eigenvalue for several fd
values in the k-dep. OO state. (c)-(f) Gap function ∆(k, ipiT ) on Fermi sur-
faces at P = 0.0 and 3.5 GPa for fd = 0.237 in the k-dep. OO state. The
black arrows represent the gap minima.
dence of the spin fluctuation. At P = 0GPa, the magnitude of
the gap is weak on the Fermi surface composed of the zx or-
bital, in agreement with experiments,63, 64) and it is also weak
on the xy orbital.
The obtained result for the k-dependent orbital-ordered
state seems to be consistent with the experimental phase di-
agram in the low-pressure region, where Tc increases with
increasing pressure. For the high-pressure region, however,
our calculation is restricted to the case without the antifer-
romagnetic order, in contrast to the experiment, and thus we
need further investigation including the antiferromagnetic or-
der as well as a full DMFT calculation over the whole pressure
regime.
4. Summary and Discussion
We studied the electronic state of FeSe at ambient pressure
and under pressure.
In Sect. 2, we presented a systematic analysis of a 16-
band d-pmodel of FeSe at ambient pressure within dynamical
mean-field theory. We found that the dissipation of a shal-
low hole pocket occurs owing to the orbital dependence of
on-site Coulomb interaction, in agreement with the orbital-
dependent band lifting observed by the recent ARPES and
QO experiments.27, 28) We also found that the intersite orbital-
polarization Coulomb interaction between the Fe d orbital and
Se p orbital drives an electric orbital order in the absence of a
low-energy commensurate spin response.
In Sect. 3, we investigated the spin-charge-orbital fluctua-
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tion and superconductivity under pressure in the 16-band d-p
Hubbard model for FeSe in the paramagnetic phase by us-
ing the random phase approximation with respect to the Fe
3d Coulomb interaction and the orbital-polarization interac-
tion. The Fermi surfaces obtained from the effective tight-
binding model clearly indicate the signature of the topolog-
ical transition with increasing pressure. We clarified that the
ferro-orbital order is monotonically suppressed with increas-
ing pressure, whereas the antiferromagnetic order is robustly
realized with a dome shape at 3.5 GPa, in good agreement
with experiments. The nodal-like s± pairing is realized owing
to the orbital dependence of the spin fluctuation in C2 sym-
metry. The eigenvalue λ shows the double-dome shape due to
the pressure-induced spin fluctuation.
The effects of several parameters were investigated such as
the reduction factors with varying values and the additional
hoppings. In the analysis of the pressure dependence, the ad-
ditional hopping were introduced and justified by both the ex-
perimental observation and the DMFT analysis in Sect. 2. The
additional hoppings depress (raise) the orbital energy level at
the Γ- (M-) point. To obtain insight about the parameter-free
pressure dependence, a DMFT calculation at all pressure val-
ues will be required and will be explicitly discussed in a sub-
sequent paper.
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