The marginalized particle filter is a powerful combination of the particle filter and the Kalman filter, which can be used when the underlying model contains a linear substructure subject to Gaussian noise. This paper surveys state of the art for theory and practice.
INTRODUCTION
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The paper is based on [28] and it discusses state-ofthe-art of MPF theory and some applications. Kalman Filter (EKF) [13] that linearizes the nonlinear dynamics or the particle filter (PF) [8, 12, 24] which applies to general nonlinear models, and does not utilize the linear dynamics in (1).
The marginalized particle filter (MPF), or Rao-Black- 
In the MPF setup, U and V are represented by the linear and nonlinear states, respectively. This is sometimes referred to as Rao-Blackwellization, see e.g., [25] . The last term disappear in the MPF, which leads to the variance reduction.
* Complexity analysis. The complexity for the two cases mentioned above (with same or different Ricatti equations for the KF's) is analyzed in [18] .
There are certainly more topics that fit within the MPF framework, for instance quantization, [16] , data association, and simultaneous localization and mapping (SLAM) 
