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We report absolute optical frequencies of electronic transitions from the X 2Π3/2, v
′′ = 0, J ′′ = 3/2
rovibronic ground state to the 12 lowest levels of the A 2Σ+, v′ = 0 vibronic state in 16OH, as well
as to the 16 lowest levels of the same vibronic state in 16OD. The absolute frequencies of these
transitions have been determined with a relative uncertainty of a few parts in 1011, representing a
∼1000-fold improvement over previous measurements. To reach this level of precision, an optical
frequency comb has been used to transfer the stability of a narrow-linewidth I2-stabilized reference
laser onto the 308-nm spectroscopy laser. The comb is also used to compare the optical frequency
of the spectroscopy laser to an atomic clock reference, providing absolute accuracy. Measurements
have been carried out on OH/OD molecules in a highly-collimated molecular beam, reducing possible
pressure shifts and minimizing Doppler broadening. Systematic shifts due to retroreflection quality,
the Zeeman effect, and the ac Stark effect have been considered during the analysis of the measured
spectra; particularly in the case of the OD isotopologue, these effects can result in shifts of the
fitted line positions of as much as 300 kHz. The transition frequencies extracted in the analysis were
also used to determine spectroscopic constants for the A 2Σ+, v′ = 0 vibronic state. The constants
fitted in this work differ significantly from those reported in previous works that measured the
A − X transitions, resulting in typical deviations of the predicted optical transition frequencies
of ∼150 MHz, but they generally agree quite well with the constants determined using hyperfine-
resolved measurements of splittings within the A state.
The hydroxyl radical, OH, is a prototypical open-shell
diatomic molecule that is important in a variety of fields,
including atmospheric chemistry [1], interstellar chem-
istry [2], crossed-beam molecular collision studies [3],
and Stark deceleration [4]. In laboratory studies, OH
is commonly detected with rotational state selectivity
by measuring laser-induced fluorescence from ultraviolet
A 2Σ+ −X 2Π transitions. More-recently, a sensitive de-
tection scheme based on 1+1’ resonance-enhanced multi-
photon ionization (REMPI) was demonstrated which also
makes use of A ← X excitation as a first step [5]. Pre-
vious studies have determined the absolute frequencies
of the A−X transitions with an uncertainty of approx-
imately 0.005 cm−1 (150 MHz) [6–8]. This level of accu-
racy is quite sufficient for excitation with commonly-used
frequency-doubled pulsed dye lasers, which typically have
a bandwidth on the order of 0.1 cm−1, but for driving
the transitions with a continuous-wave (cw) laser with a
linewidth on the order of 1 MHz or less, the transition
frequencies must be known much more exactly.
In this work, we present high-precision measurements
of the A 2Σ+, v′ = 0← X 2Π3/2, v′′ = 0, J ′′ = 3/2 transi-
tions in 16OH and 16OD. Using a frequency-doubled cw
dye laser which is stabilized and monitored with the help
of an optical frequency comb, we have measured transi-
tions to the 12 lowest levels of the A 2Σ+, v′ = 0 vibronic
state of 16OH and to the 16 lowest A levels in 16OD with
an experimental uncertainty of a few tens of kHz, or a
few parts in 1011 relative uncertainty. These measure-
∗ samuel.meek@mpibpc.mpg.de
ments have enabled us to determine spectroscopic con-
stants such as the A 2Σ+, v′ = 0 band origin and the
rotational constant B with orders of magnitude higher
precision than previously possible.
I. EXPERIMENTAL SETUP
The experimental setup can be roughly divided into
two major components: a precision laser system, which is
used in this work to generate a frequency-stable, narrow-
linewidth cw beam with a wavelength near 308 nm whose
absolute frequency is known relative to atomic clock ref-
erences, and a molecular beam apparatus for producing
packets of rotationally-cold OH radicals in vacuum and
detecting the fluorescence induced by the spectroscopy
laser.
A. Precision laser system
A schematic diagram of the precision laser system is
shown in figure 1. The foundation of the laser system is
a short-term frequency reference based on a 1064-nm cw
neodymium-doped yttrium aluminum garnet (Nd:YAG)
laser (Coherent Mephisto 1000 NE), part of which
is frequency doubled to 532 nm using a periodically-
poled lithium niobate (PPLN) waveguide (NTT Elec-
tronics). Using a similar apparatus to that described by
Do¨rringshof et al. [9], the laser’s optical frequency is sta-
bilized to the a10 component of the R(56) 32–0 transition
in molecular iodine (I2) using saturated absorption spec-
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FIG. 1. Schematic overview of the precision laser system used
to produce a tunable, narrow-linewidth 308-nm cw beam for
spectroscopy of the low-lying A − X transitions in OH/OD.
The optical frequency of the UV source is stabilized to an I2-
referenced 1064/532-nm laser using an optical frequency comb
as a transfer oscillator. The comb is also used to monitor the
laser’s optical frequency relative to a local rubidium oscilla-
tor and a global navigation satellite system (GNSS) receiver,
providing a record of its absolute optical frequency during the
measurement.
troscopy. The optical frequency of the stabilized 532-nm
laser is approximately f532 = 563 260 203.42 MHz and has
remained stable to within 50 kHz over several months.
On shorter timescales (100 to 10 000 s), comparisons of
this reference to a rubidium oscillator, using the method
described in the next paragraph, show an Allan devia-
tion of at most a few parts in 1013, which is likely limited
by the rubidium reference. The system constructed by
Do¨rringshof et al. was shown to have an Allan deviation
of approximately 10−14 at these timescales.
An optical frequency comb is then stabilized to this
optical frequency reference. The comb is based on a
Ti:Sapphire femtosecond oscillator with a ∼1-GHz rep-
etition rate (Taccor-6 from Laser Quantum) which is
broadened to cover the spectral region from 1100 to
500 nm using a photonic crystal fiber module (NKT Fem-
towhite 800). The two degrees of freedom that deter-
mine the absolute frequency of every comb mode (com-
monly defined in terms of the repetition rate fr and the
carrier-envelope offset frequency f0 [10]) are stabilized to
the iodine frequency reference using the combination of
an optical beatnote between the comb and the 1064-nm
beam and a beatnote between the comb and the 532-nm
beam. Specifically, a pair of phase-locked loops ensure
that one mode of the comb has an optical frequency ex-
actly 100 MHz lower than the 1064-nm beam and that an-
other comb mode is exactly 200 MHz lower in frequency
than the 532-nm beam. These constraints force f0 to be
zero and result in a direct link between fr and f532 given
by
fr =
f532 − 200 MHz
2n
, (1)
where n is an integer describing the number of comb
modes between the 1064-nm and 532-nm frequencies. For
the measurements shown in this paper, n is either 281 630
(as shown in figure 1) or 281 631, resulting in a repeti-
tion rate of 1 000 000 006.1 Hz or 999 996 455.3 Hz, respec-
tively. While the exact value of fr can vary over time,
due to slight drifts of the iodine-locked optical reference,
absolute accuracy is nonetheless achieved by recording
the comb’s repetition rate on deadtime-free frequency
counter. The counter is referenced to a rubidium os-
cillator (PRS10 from Stanford Research Systems) which
is stabilized against long-term drifts using a pulse-per-
second (PPS) signal from a global navigation satellite
system (GNSS) receiver (PolaRx4TR PRO from Septen-
trio). The GNSS receiver also records data that can
be used to reconstruct the phase error of the rubidium
oscillator relative to GNSS time, enabling further post-
correction of the frequency offset. For the precision of the
current measurements, however, this extra step was not
found to be necessary: when averaged over 1000-second
intervals, typical for a single measurement scan, the rel-
ative root mean square deviation between the frequency
given by GNSS time and that produced by the rubidium
oscillator is found to be less than 1.5 · 10−12. Radio-
frequency (rf) reference signals for stabilizing the various
beatnotes are also derived from the rubidium oscillator,
so any beatnote frequencies specified in this work (such
as the “200 MHz” in equation 1) are defined relative to
this reference.
The 308-nm spectroscopy laser is based on a tunable
cw dye laser operating at 616 nm (Matisse 2 DR from
Sirah GmbH) which is subsequently converted to 308 nm
through second-harmonic generation (SHG) using a beta
barium borate (BBO) crystal in an enhancement cavity
(WaveTrain 2 from Sirah). The optical frequency of the
dye laser is compared to the frequency comb using an op-
tical beat note and stabilized with a tunable frequency
offset (specified using a computer-controlled rf generator)
to the nearest comb mode using a feedback loop that con-
trols piezo mirrors on the dye laser’s cavity. To scan over
each transition, the frequency of the rf generator is ad-
justed in 100 kHz steps over a typical span of between 16
and 25 MHz. Unfortunately, it is not possible to stabilize
the dye laser’s optical frequency at every offset frequency
between 0 and fr/2: if the beatnote frequency is too low,
there is ambiguity as to whether the laser’s frequency
is higher or lower than the comb mode, and if it is too
high, there is ambiguity between the beatnote with comb
mode below and with the comb mode above the laser’s
frequency. While the full range of beatnote frequencies
could theoretically, with our 1-GHz comb, span from 0
to ∼500 MHz, the feedback loops can only operate prop-
erly when the offset frequency is between 50 MHz and
450 MHz. If the comb were only stabilized at the repeti-
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FIG. 2. Schematic overview of the OH molecular beam appa-
ratus. OH/OD molecules are produced through photodissoci-
ation of (deuterated) nitric acid with an ArF excimer laser in
a xenon-seeded pulsed supersonic molecular beam. Approx-
imately 625 mm downstream, the molecules are excited by
the 308-nm spectroscopy laser, emitting fluorescence which is
detected by a photomultiplier tube (PMT). Near its source,
the spectroscopy laser passes through a reflective attenua-
tor (AT) and a 0.8-mm pinhole (PH), after which it travels
approximately 2 m through free space, diverted only by flat
mirrors. Immediately before entering the vacuum chamber,
the laser is collimated by a 2-m focal length lens (L), and af-
ter exciting the chamber on the other side is retroreflected by
a flat mirror (M). The retroreflected beam returns through
the pinhole, reflects off the attenuator, and is detected on a
photodiode (PD). By maximizing the intensity of the beam
reaching the photodiode, the residual angle between the coun-
terpropagating beams is minimized.
tion rate corresponding to n = 281 630 (from equation 1),
measuring certain transitions would require scans that,
at least partially, overlap with the dead zones. Fortu-
nately, all of the transitions that fall into dead zones for
n = 281 630 end up with more favorable offset frequencies
for n = 281 631, so all transitions presented in this work
could be measured using one of these two comb repetition
rates.
B. Molecular beam
Figure 2 shows a schematic diagram of the molecular
beam apparatus used in the experiment. The OH/OD
molecules in the molecular beam are produced through
the photodissocitation of nitric acid (HNO3/DNO3) with
a 193-nm ArF excimer laser. First, a dilute mixture of
nitric acid vapor in xenon is produced by passing xenon
gas through reservoir containing white fuming nitric acid
soaked onto glass wool. The reservoir is chilled to −15 ◦C
to prevent condensation elsewhere in the gas system; this
limits corrosion further downstream, and as Scharfenberg
has noted [11], has little effect on the OH density in the
final molecular beam. The mixture is then expanded in
∼100-µs pulses through a Series 9 Parker General Valve
with a 6-mm long quartz capillary attached to the output
of its 1-mm nozzle. The excimer laser (GAM EX5/250-
180, producing ∼8 mJ, 10 ns pulses) is weakly focused
onto a 1 mm× 2 mm patch near the tip of the capil-
lary to dissociate the HNO3/DNO3 molecules just be-
fore the gas mixture expands into vacuum, producing a
rotationally-cold sample of OH/OD molecules after the
expansion. Based on time of flight measurements, the
OH/OD molecules have a longitudinal velocity of approx-
imately 340 m/s.
The expanding molecular beam passes through a 4-mm
skimmer into a second differentially-pumped chamber
containing the traveling-wave Stark decelerator described
in [12]. This decelerator has a 4-mm wide circular pro-
file and is approximately 480 mm long. For the cur-
rent experiments, the decelerator electrodes are simply
grounded, which results in a narrow transverse veloc-
ity spread in the molecular beam (∼2.5 m/s full width
at half maximum) and ensures a negligibly-small electric
field strength in the spectroscopy region at the expense
of molecular density. After passing through the decelera-
tor, the molecules interact with the 308-nm spectroscopy
laser, producing fluorescence which is collected with a
50-mm fused silica lens and directed onto an on-axis pho-
tomultiplier tube (PMT, model 9829QSB from ET En-
terprises). To reduce the intensity of the light from the
photodissociation pulse that reaches the PMT, a UG5
color filter has been inserted just behind the collection
lens and a UG11 filter directly in front of the PMT. The
gain of the PMT is also suppressed for a 20-µs interval
around the excimer laser pulse by switching the photo-
cathode to a more positive potential than the first dyn-
ode.
The 308-nm laser originates from a small waist in the
BBO crystal and travels approximately 2.3 meters before
reaching the Brewster window at the entrance of the vac-
uum chamber. Immediately before entering the chamber,
the beam is collimated with a 2-m focal length lens, re-
sulting in an approximately 0.8 mm× 1.0 mm wide beam
in the spectroscopy region. Inside the chamber, a to-
tal of four 5-mm circular light baffles (two before the
spectroscopy region and two after) help to shield stray
light from the photomultiplier. The beam exits the vac-
uum chamber through a second Brewster window and
is retroreflected along the same path. Exciting the
molecules using two beams exactly anti-parallel to one
another helps to eliminate residual Doppler shifts due to
a non-zero average velocity of the molecules along the
propagation axis of the laser. To help ensure the retrore-
flected beam is as anti-parallel to the original beam as
possible, a 0.8-mm circular aperture is placed approxi-
mately 27 cm after the source waist, or about 2 m before
4the collimating lens. The retroreflection is then adjusted
in order to maximize the fraction of the returning beam
that passes through the original aperture. Using this
technique, we estimate that the offset between the outgo-
ing and returning beams at the aperture can be reduced
to less than 0.1 mm. More details of the retroreflection
will be discussed in section III A.
II. MEASUREMENTS
Measurements of individual transitions in OH and
transition clusters in OD were carried out by scanning
the frequency offset between the 616-nm laser and the
nearest mode of the frequency comb in 100 kHz steps
and recording the resulting fluorescence with a photo-
multiplier tube. At each frequency, the analog signal at
the anode of the photomultiplier (with a 100 kΩ load to
ground) was recorded on a digital oscilloscope from 1.0
to 3.8 ms after the excimer pulse with a resolution of 2 µs;
measurements were averaged over 50 shots at a repetition
rate of 10 Hz. A single scan results in a two-dimensional
matrix of fluorescence intensity versus laser frequency
and time delay after the excitation pulse. Scans over
a single transition were repeated consecutively between
4 and 30 times, depending on the signal-to-noise ratio of
a single measurement.
The resulting two-dimensional matrices from the re-
peated scans were then averaged into a single matrix.
Since the frequencies in each scan correspond to fixed
offsets from the nearest comb mode, these must first be
converted to absolute frequencies using the formula
fabs = 2(nfr + fbn), (2)
where n is an integer determined through frequency mea-
surements with a wavemeter, fbn is the beatnote fre-
quency, and fr is approximated as the average frequency
of the comb’s repetition rate over the scan. This approxi-
mation preserves the 200-kHz spacing between individual
lines in the frequency scan, but due to small drifts of the
reference laser frequency from one scan to the next, each
scan has a slightly different frequency offset. To account
for these offsets, scans after first were shifted slightly in
frequency, using linear interpolation between laser fre-
quencies at each time delay, to match the offset in the
first scan.
An example of the resulting averaged matrix, as well
as a cut-through at a single laser frequency, are shown in
figure 3. In addition to fluorescence from the packet of
molecules (arriving at ∼1.84 ms), there are background
contributions at early times due to fluorescence resulting
from the excimer pulse and a steady-state background
due to scattering of the spectroscopy laser. To remove
these background contributions, the entire time trace at
each frequency is fit independently to a model contain-
ing 7 parameters: two for an exponential decay, two for a
linear trend of the baseline (which likely contains one or
more exponential decays with a long time constant), and
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FIG. 3. Fluorescence intensity as a function of time delay af-
ter the excimer dissociation pulse and optical frequency of the
spectroscopy laser. The bottom half of the figure shows the
fluorescence intensity as a function of time delay at a single
laser frequency (indicated in the top half by a red horizontal
line). The red curve in the bottom half shows the 7-parameter
fit used to determine the background intensity at this partic-
ular laser frequency.
three (amplitude, position, and standard deviation) for a
Gaussian profile to describe the packet of molecules. The
four components of the fit associated with background
contributions are then subtracted from the trace, and the
fluorescence intensity is computed by integrating over a
fixed time window around the measured arrival time of
the molecules. The limits of this window are determined
by summing all traces in a spectrum and performing the
same 7-parameter fit as before; the region considered en-
compasses ±2 fitted standard deviations around the fit-
ted center position of the Gaussian profile.
Figure 4 shows typical fluorescence intensity versus
laser frequency curves for a single transition in OH and
a single transition cluster in OD. Measured curves are
shown in black while simulated curves from a detailed fit
described in section III C are shown in red. For OH, all
hyperfine transitions were separated by much more than
the measured linewidth, so a single transition to each
accessible A-state level, generally the strongest transi-
tion from the J ′′ = 3/2,Ω′′ = 3/2 ground state, was
measured. With OD, however, most transitions were
blended, due to a smaller ground-state hyperfine split-
ting, and it was necessary to scan over all allowed tran-
sitions from the multiple ground-state hyperfine levels
to each excited-state hyperfine level. Fortunately, the
ground-state splittings are quite well known (see section
IV B), which simplified the subsequent analysis. Each
transition or transition cluster was measured at least
twice, on separate days, to ensure the measurements are
reproducible.
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FIG. 4. Typical relative fluorescence intensity curves (in
black) for the N ′ = 1, J ′ = 1/2, F ′ = 0 ← f, F ′′ = 1
transition in OH (transition #4 in table II) and a cluster
of transitions to the N ′ = 1, J ′ = 3/2, F ′ = 3/2 state from
f, F ′′ = 1/2, 3/2, and 5/2 (including transition #6 in table
III). The fluorescence intensities are extracted by subtracting
the background components of the fit shown in figure 3 and
integrating over a ±2 standard devation region around the
fluorescence peak. Red overlayed curves show the results of
the full quantum-mechanical fits described in section III C.
III. SYSTEMATIC EFFECTS
In order to extract the line positions from these mea-
surements, we must first account for possible systematic
shifts to the observed line positions. In this section, we
discuss what we consider to be the three largest system-
atic error sources in this experiment: the quality of the
retroreflection of the spectroscopy laser, Zeeman shifts,
and the combination of ac Stark shifts and saturation
effects. While OH and OD are both equally affected by
retroreflection quality, the effects of Zeeman and ac Stark
shifts are larger in OD, due to its smaller hyperfine split-
tings.
A. Retroreflection quality
The transitions being measured are subject to Doppler
shifts due to the motion of individual molecules along
the spectroscopy laser’s propagation direction. While
the laser’s propagation direction should, in principle, be
perpendicular to the molecular beam, an error as small
as 100 µrad (0.006°) would result in a shift of the mea-
sured transition frequency of 110 kHz. Such systematic
Doppler shifts can be largely mitigated by retroreflecting
the spectroscopy laser. For perfect retroreflection (i.e. a
reflected beam that has the same intensity and profile as
the original beam and is exactly anti-parallel), any sys-
tematic Doppler shifts for molecules excited by the outgo-
ing beam will have the opposite sign in molecules excited
by the retroreflected beam. If the reflected beam is not
exactly anti-parallel, however, a small residual Doppler
shift can remain.
As stated in section I B, a 0.8-mm aperture was placed
near the laser source, and the pointing of the retrore-
flected beam was adjusted for maximum retransmission
through the aperture. Including the effect of the 2-m col-
limation lens, an offset between the outgoing and return-
ing beams at this aperture of 0.1 mm would correspond
to an angle of 40 µrad between the two beams in the
spectroscopy region, leading to a ∼23-kHz shift of the
measured transition frequency if the offset is along the
direction of the molecular beam. Based on the sensitiv-
ity of the retroreflected signal to small transverse adjust-
ments of the aperture position, as well as the precision
with which we can reproducibly adjust the pointing of
the mirrors along the beamline, the 0.1 mm and 40µrad
values were found to be reasonable estimates of the re-
producibility of the retroreflection. Over the course of
each measurement, the pointing was frequently reopti-
mized, leading to the magnitude and sign of this residual
error to be continually randomized. Additionally, only
offsets along the molecular beam direction result in a
shift. Based on this, we estimate the overall contribution
of pointing differences between the outgoing and return-
ing beams to the uncertainty of each measurement of a
transition frequency to be less than 10 kHz.
A mismatch between the intensities of the outgoing
and retroreflected beams can also potentially induce a
shift in the measured transition frequencies. The return-
ing beam must necessarily have a lower intensity than the
outgoing beam due to losses in the retroreflection mir-
ror and Brewster window. If the returning beam excites
a different velocity class from the outgoing beam, the
stronger weighting of excitation by the outgoing beam
will result in a net shift. The single-pass transmission
through the Brewster window has been measured to be
98.5 %, and the retroreflection mirror in our setup has
a UV-enhanced aluminum coating with a reflectance of
93 % at 308 nm. As a result, the returning beam only has
90 % of the intensity of the outgoing beam in the inter-
action region. To mitigate the influence of this effect, we
measured select transitions both with and without the
retroreflection beam and adjusted the angle of the spec-
troscopy laser such that no significant difference could
be observed in the transition frequencies. Comparisons
between the spectra with and without the retroreflected
beam show no detectable difference in the line shape once
this alignment step has been performed, indicating that
there is no significant asymmetry in the molecular ve-
locity distribution along the laser axis. After performing
this alignment step, we estimate that the additional error
contributed by the amplitude mismatch is less than 5 kHz
and therefore assign an overall uncertainty to the transi-
tion frequency due to retroreflection quality of 10 kHz.
While the random fluctuations of the beam pointing
can result in an uncorrelated 10-kHz error for each tran-
sition frequency measurement, it is also possible that, due
to deviations from a TEM00 Gaussian beam profile, max-
imum retransmission of the returning beam through the
aperture does not exactly correspond to perfect retrore-
flection. Measurements of the laser beam profile in the
6direction of the molecular beam using a knife edge indi-
cate that approximately 80 % of the power is in TEM0n
Hermite-Gaussian modes, and the remaining 20 % of the
power is in TEM1n modes. Combining this with the ob-
servation that approximately one half of the returning
beam passes through the 0.8 mm aperture, we conclude
that there could potentially be an offset of as much as
0.27 mm between the intensity maximum and the true
beam center, corresponding to a 60-kHz offset of the mea-
sured transition frequencies. Since there were no signifi-
cant changes to the beam path during the measurements,
this offset is expected to be the same for all measure-
ments.
B. Zeeman shift
All measurements were conducted in the ambient mag-
netic field present in the laboratory, with no active com-
pensation. Using Hall-effect probes (HMMT-6J04-VR
and HMNA-1904-VR from Lake Shore Cryotronics), the
field strength in the spectroscopy region was measured to
be 74µT in the vertical direction, 14 µT along the spec-
troscopy laser’s propagation direction, and 2 µT in the
horizontal direction perpendicular to the spectroscopy
laser. Since the laser’s polarization is horizontal, the
magnetic field is almost exactly perpendicular to the
laser’s polarization axis. The field measurements were
carried out with a vented vacuum chamber through an
open CF40 flange. To determine whether the turbo-
molecular pumps and other devices that are running dur-
ing the experiment affect the field, we measured the field
at a fixed point just outside the chamber both with the
pumps off and the pumps on and found no measurable
change.
Since the magnetic field is, to good approximation, per-
pendicular to the laser polarization, the transitions ob-
served are those with ∆MF = ±1. In the limit of a small
magnetic field, the shifts of the ∆MF = +1 transitions
would be equal and opposite to those of the ∆MF = −1
transitions, and the blended line would show no net shift.
For larger shifts, however, the states can mix with other
hyperfine components, resulting both in a deviation from
the linear Zeeman shift and a change of the transition
strength. Since one of the states will be shifted closer
to the other hyperfine component while the other will be
shifted further away, a non-zero net shift can appear.
To account for the effect of the magnetic field, we make
use of an effective Hamiltonian model computed by the
program PGOPHER [13] to predict the eigenstates and
eigenenergies of a molecule in the field. Further details of
this effective Hamiltonian model are discussed in section
IV B. The zero-field parameters for the preliminary model
were determined by first estimating approximate line po-
sitions through Gaussian fits of the measured spectra, ig-
noring the Zeeman shifts, and then fitting the zero-field
parameters to these line positions; the absolute line posi-
tions predicted by this fit were within 250 kHz of the final
line positions. Zeeman terms were then included in the
Hamiltonian assuming a 75-µT magnetic field perpendic-
ular to the laser polarization and magnetic g-factors of
gL = 1 for the orbital angular momentum in the elec-
tronic ground state, gS = 2.002 for the electron spin,
and gr = 0 for the rotational angular momentum. The
eigenstates and eigenenergies predicted by this model are
then used by the subsequent fits of the spectra described
in sections III C and IV A.
C. AC Stark shift and saturation effects
To estimate the shifts of the extracted transition fre-
quencies caused by the spectroscopy laser’s time-varying
(“alternating current” or ac) electric field and distortions
of the spectra due to saturation effects, the spectra were
simulated by computing the evolution of the quantum-
mechanical density matrix described by the Lindblad
master equation (see equation A.1) using the preliminary
model described in section III B as a basis. Full details of
this calculation are discussed in the Appendix. The sim-
ulation is fit to each measured spectrum using five free
parameters, p0 – p4, using the fitting function
I(ν) = p0 + p1S(ν + p2, p3, p4), (3)
where S is the simulated spectrum given by the approx-
imate evaluation of equation A.9. Figure 4 shows two
such fits, in red, for a transition in OH and a transition
cluster in OD overlayed on the measured traces. An ab-
solute, zero-field line positions can extracted from each
fitted spectrum by subtracting p2 from the zero-field line
positions predicted by the preliminary model, while the
Gaussian linewidth due to Doppler broadening and the
effective laser power as determined by the relative peak
heights can be determined by p3 and p4, respectively.
While the values of p3 and p4 that result from the fit are
generally in the right order of magnitude, there are some
slight inconsistencies. The fitted values for the Gaus-
sian linewidth cluster around σ = 3.3 MHz for OH and
3.0 MHz for OD, with a standard deviation of 0.15 MHz
for each isotope; no corresponding shift between OH and
OD is observed in the forward velocity of the molecular
beam based on the arrival time distribution. For OD, the
fitted values for the effective laser power tend to cluster
between 0.2 and 0.4 times the measured power, with sev-
eral outliers on transitions where the peaks are heavily
blended and the relative peak heights cannot be deter-
mined. The reason for these discrepancies is not clear
and may indicate there are still some effects not cap-
tured by this model. Because only one peak is observed
in each OH spectrum, there is insufficient information to
determine the laser power in these fits; for this reason,
the laser power in the fits of OH transitions has been
constrained to between 0.2 and 0.4 times the measured
power.
7IV. ANALYSIS
A. Zero-field line positions and uncertainties
Each measured spectrum has been fit using the model
described in section III C, resulting in an estimate of a
transition frequency νi and a corresponding statistical
uncertainty σi. To account for fluctuations of the di-
rection of the retroreflected beam, each σi is augmented
with the 10-kHz uncorrelated uncertainty estimated in
section III A using a Pythagorean sum, i.e.
σ′2i = σ
2
i + (10 kHz)
2. (4)
Since each transition or transition cluster was measured
at least twice, all measurements of the same transition
have been combined in a weighted mean with σ′−2i as the
weighting factor. The overall uncertainty of a transition
frequency can be estimated either by combining the indi-
vidual σ′i or by computing the standard deviation of the
(unweighted) mean of the individual measurements; the
errors reported in this work represent the larger of the
errors determined by these two methods for each transi-
tion:
σtot = max
((∑
σ′−2i
)−1/2
,
√∑(
νi −
∑
νi/N
)2
N(N − 1)
)
.
(5)
Here, the sums are computed over all measurements of a
particular transition, and N is the number of measure-
ments of that transition.
To evaluate the influence of the systematic effects de-
scribed in sections III B and III C on the extracted line
positions, the theoretical profiles determined by fitting
each experimental spectra with the model described in
section III C were fit using a simpler model based on a
sum of Voigt profiles. The fitting function for this sim-
plified model is given by
I(ν) = p0+p1
∑
i
p2
(
1−exp(−µ2i /p2))V (ν−νi+p3, p4,Γ)
(6)
where V (ν, σ,Γ) is a Voigt profile with a Lorentzian width
given by Γ and a Gaussian width given by σ, νi and
µi are the frequencies and transition dipole moments,
respectively, of the individual transitions predicted by
the effective Hamiltonian in section III B, and p0 – p4
are fitting parameters. The parameter p2 is an empiri-
cal saturation parameter introduced to account for the
different relative peak strengths in the OD spectra; for
OH, where there is insufficient information to determine
the degree of saturation, p2 is assumed to be very large,
and the prefactor p2(1 − exp(−µ2i /p2)) is replaced with
µ2i . Similar to the previous fit, the line position is de-
termined by subtracting p3 from the zero-field transition
frequency predicted by the preliminary model. Each the-
oretical spectrum was modeled using three different val-
ues of magnetic field strength (70 µT, 75 µT, and 80 µT)
TABLE I. Summary of the transition frequency uncertainties
resulting from systematic effects.
Retroreflection
quality
Correlated: 60 kHz
Uncorrelated: 10 kHz
Zeeman shift Correlated: (νsimp,80 µT−νsimp,70 µT)/2
AC Stark shift and
saturation effects
Correlated: νQM,75 µT − νsimp,75 µT
in the effective Hamiltonian. Since a field strength of
75 µT is assumed in the full quantum-mechanical model,
we interpret the difference between the simplified model
fit using 75µT and the full fit to represent the effect of
the ac Stark shift and saturation effects. Similarly, we
interpret the difference between 75-µT simplified model
fit and the fits assuming 70µT or 80 µT as the effect of a
5-µT variation of the magnetic field strength. Based on
the large discrepancy between the measured power and
the power determined based on the fit of the OD spec-
tra, we conservatively assign an error due to the ac Stark
shift equal to the total value of the shift. For the Zeeman
shifts, we estimate that the measurement error for the
magnetic field strength could be as large as ±5 µT and
thus estimate a shift due to the magnetic field strength
uncertainty of half the difference between the positions
determined with the 70 µT and 80 µT simplified model
fits.
It is not expected that the nature of the power discrep-
ancy or the absolute magnetic field strength will change
over time, so these errors are assumed to produce cor-
related shifts of the transitions. Because of this, these
errors, as well as the 60-kHz correlated shift described
in section III A, are not included in the statistical errors,
but are considered when determining the errors of the
parameters resulting from effective Hamiltonian fit de-
scribed in section IV B. To estimate the overall shift of a
transition due to the correlated uncertainties, the shifts
are computed for each spectrum individually and com-
bined using a weighted mean, with σ−2i as the weighting
factor. Table I provides a summary of the correlated and
uncorrelated shifts due to the systematic effects described
in section III.
The zero-field transition frequencies, together with the
corresponding uncertainties, are summarized in table II
for OH and table III for OD. All measured transitions
originate from the X 2Π3/2, v
′′ = 0, J ′′ = 3/2 rovi-
bronic ground state. The p′′ and F ′′ columns indicate
the ground-state parity and F quantum number, respec-
tively, while the N ′, J ′, and F ′ columns indicate the
excited-state (A 2Σ+, v′ = 0) quantum numbers. One
standard deviation statistical uncertainties are indicated,
in units of the last digit, in parentheses next to the fre-
quency, and deviations between the observed and calcu-
lated (see section IV B) transition frequencies are shown
in the column labelled “O−C”. For OD, the effect of the
uncertainties of the magnetic field strength and optical
field strength on each transition frequency are shown in
8TABLE II. Measured transition frequencies for OH.
# p′′ F ′′ N ′ J ′ F ′ Frequency [MHz] O−C [kHz]
1 e 1 0 1/2 0 972 543 544.417(26) −3
2 e 2 0 1/2 1 972 544 263.293(20) 1
3 f 2 1 1/2 1 973 552 522.962(27) 10
4 f 1 1 1/2 0 973 552 777.917(27) 9
5 f 1 1 3/2 1 973 562 502.848(38) −15
6 f 2 1 3/2 2 973 562 933.668(41) −25
7 e 2 2 3/2 2 975 583 190.355(38) −21
8 e 1 2 3/2 1 975 583 518.439(21) −13
9 e 1 2 5/2 2 975 600 025.186(28) 17
10 e 2 2 5/2 3 975 600 407.540(27) 16
11 f 2 3 5/2 3 978 623 067.641(37) −8
12 f 1 3 5/2 2 978 623 423.479(78) 41
TABLE III. Measured transition frequencies for OD.
# p′′ F ′′ N ′ J ′ F ′ Frequency Zee AC O−C
[MHz] [kHz]
1 e 1/2 0 1/2 1/2 975 191 151.074(33) 20 −42 −28
2 e 1/2 0 1/2 3/2 975 191 328.844(35) 3 1 44
3 f 1/2 1 1/2 3/2 975 729 510.621(13) 5 0 −5
4 f 1/2 1 1/2 1/2 975 729 554.271(68) 2 −23 63
5 f 1/2 1 3/2 1/2 975 734 850.974(54) −42 −34 −21
6 f 1/2 1 3/2 3/2 975 734 909.606(45) 5 11 −5
7 f 1/2 1 3/2 5/2 975 735 003.948(17) 3 5 0
8 e 1/2 2 3/2 5/2 976 811 945.177(42) 1 7 −30
9 e 1/2 2 3/2 3/2 976 811 996.579(40) 3 −2 23
10 e 1/2 2 3/2 1/2 976 812 027.711(96) 20 −22 103
11 e 1/2 2 5/2 3/2 976 820 926.936(96) 0 −7 33
12 e 1/2 2 5/2 5/2 976 820 984.166(27) 3 −7 −42
13 e 1/2 2 5/2 7/2 976 821 062.836(26) 2 1 40
14 f 1/2 3 5/2 7/2 978 434 703.880(28) 2 1 11
15 f 1/2 3 5/2 5/2 978 434 756.718(37) 1 −12 −13
16 f 1/2 3 5/2 3/2 978 434 794.681(86) −28 −34 −1
table III in the columns labelled “Zee” and “AC”, re-
spectively; for OH, such effects were determined to be
negligibly small (< 2 kHz) and are thus omitted from
table II. Although not shown in table III, the effect of
neglecting magnetic fields in the model entirely was also
computed and generally found to be about 7 times larger
than values shown in the “Zee” column, with a deviation
as high as 300 kHz in the case of transition #5. Due to
multiple blended transitions being fit simultaneously, all
transitions in OD are shown as if they originated from
an F ′′ = 1/2 level, even if this transition would be for-
bidden by angular momentum selection rules. Transition
frequencies have been corrected for the recoil shift by
subtracting hν2/(2mc2), where h is Planck’s constant, ν
is measured transition frequency, m is the mass of the
molecule, and c is the speed of light. These corrections
amount to approximately 124 kHz for OH and 118 kHz
for OD.
B. Effective Hamiltonian fit
The measured transitions were fit to an effective molec-
ular Hamiltonian by varying the A-state parameters to
minimize the root mean square residuals. The effective
Hamiltonian used in this work follows, where possible,
the linear molecule terms of the 1994 IUPAC recommen-
dation for fine and hyperfine structure parameters [14],
and the quantum numbers follow the 1997 IUPAC rec-
ommendation on notations and conventions in molecular
spectroscopy [15]. The rotational part of the Hamiltonian
(which is not defined in the IUPAC recommendations)
follows the Nˆ2 convention, i.e.
Hˆrot = BNˆ
2−DNˆ4+HNˆ6+LNˆ8+MNˆ10+PNˆ12+QNˆ14.
(7)
Centrifugal distortion terms are similarly described in
terms of anti-commutators with powers of Nˆ2. For ex-
ample, the spin-orbit Hamiltonian, including centrifugal
distortion terms, is given by
Hˆso = A[Nˆ
2,ΛΣ]+ +AD[Nˆ
4,ΛΣ]+ +AH [Nˆ
6,ΛΣ]+ + · · ·
(8)
The fitting procedures were carried out using PGOPHER
[13], whose definitions of the spectroscopic constants gen-
erally match those described above.
To model the structure of the X 2Π3/2, v
′′ = 0 ground
state, we rely on the comprehensive global fit carried
out by B. J. Drouin [16], which distills the large body
of microwave, pure rotational, and rovibrational spec-
troscopy that has been carried out on the various iso-
topologues of OH into a single set of Dunham parame-
ters. For our analysis, it was more convenient to con-
vert the Dunham parameters to two separate parameter
sets that describe a single vibronic state of each isotopo-
logue, as summarized in table IV. All transitions mea-
sured originate from the various Λ-doublet and hyperfine
components of the Ω′′ = 3/2, J ′′ = 3/2 rotational state.
For OH, the model yields a term value of the absolute
ground state (e, F ′′ = 1) of −589 594.229 MHz, with the
other levels 53.171 MHz (e, F ′′ = 2), 1665.402 MHz (f ,
F ′′ = 1), and 1720.530 MHz (f , F ′′ = 2) higher in energy.
For OD, the term value of the absolute ground state (e,
F ′′ = 1/2) is −1 250 744.792 MHz, with the other lev-
els 7.112 MHz (e, F ′′ = 3/2), 19.229 MHz (e, F ′′ = 5/2),
310.143 MHz (f , F ′′ = 1/2), 317.326 MHz (f , F ′′ = 3/2),
and 329.591 MHz (f , F ′′ = 5/2) higher.
The previous best values of the A −X transition fre-
quencies in OH and OD come from Stark et al. [8], as well
as from two earlier papers by Coxon [6, 7]. Additionally,
for OH, ter Meulen et al. [17] have measured several of the
A-state spin-rotation splittings with high precision using
microwave double-resonance spectroscopy, and for OD,
numerous authors have measured the A-state hyperfine
splittings [18–20]. Since we have only been able to mea-
sure transitions to the lowest rotational states, we have
augmented our effective Hamiltonian fits with informa-
tion from these previous works, which include transitions
to higher rotational levels. In particular, we have fixed
9TABLE IV. Parameters for the X 2Π3/2, v
′′ = 0 ground state,
in MHz, derived from the global fit by B. J. Drouin [16]
16OH 16OD
B 555 661.4693 296 158.6891
D 57.229 288 3 16.143 28
H × 103 4.281 065 6 0.6400
L× 109 −448.6944 −35
M × 1012 33.315 1.3
P × 1018 −838.20 −6.0
Q× 1021 −796.21 −9.4
A −4 168 708.0644 −4 167 841.97
AD −17.8685 −9.8676
AH × 103 18.631 5.23
γ −3488.3181 −1858.746
γD 0.610 15 0.1714
γH × 106 −73.14 −11
p 7053.354 621 3762.013 17
pD −1.551 093 8 −0.436 101
pH × 106 157.746 23.97
pL × 109 −28.57 −2.3
q −1160.120 299 9 −328.052 845
qD 0.442 118 25 0.066 052 1
qH × 106 −82.4266 −6.5218
qL × 109 15.1479 0.63
qM × 1012 −2.525 06 −0.056
qP × 1018 332.81 3.9
a 86.108 353 13.304 73
bF −73.155 434 −11.174 00
c 130.643 272 20.169 23
d 56.683 092 8.772 94
dD × 103 −23.007 −1.872
cI × 103 −98.9043 −8.047
c′I × 103 6.837 0.56
eQq0 0.285 69
eQq2 −0.1205
the values for H, L[21], M , and γH to those given by
Coxon [7] for OH and those given by Stark et al. [8] for
OD. For OH, we have combined our 12 measurements
with the 8 given by ter Meulen et al. [17] into a single
global fit, and for OD, we have included the A-state hy-
perfine splittings measured by Carter et al. [19], as well
as those measured by Xin et al. [20].
While all OH transitions measured in this work (as
well as all transitions from ter Meulen et al.) were in-
cluded in the effective Hamiltonian fit, two OD splittings,
N = 3,J = 7/2,F ′ = 9/2 ↔ F ′′ = 7/2 from Carter et
al. and N = 1,J = 3/2,F ′ = 3/2 ↔ F ′′ = 1/2 from Xin
et al., were excluded as outliers (residuals of more than
3σ). There is no indication that any of these anomalies
are the result of a deviation between the actual splittings
and the effective Hamiltonian model, since the splittings
in other data sets that involve the same levels as those in
the anomalous splittings do not show any significant de-
viations from the values predicted by the effective Hamil-
tonian fit. The levels involved in the outlier from Carter
et al., however, are not sampled in any of the other data
sets.
TABLE V. Fitted parameters for the A 2Σ+, v′ = 0 state of
16OH, in MHz.
This work Stark et al. [8] Coxon [7]
T
971 954 529.223
971 954 376(3)
971 954 664(54)
(11)(60) 971 954 520(60)
B 508 601.5809(53) 508 603.268(66) 508 599(2)
D 61.876 24(52) 61.8903(36) 61.853(15)
H × 103 3.69a 3.82(11) 3.687(44)
L× 106 −0.41a −0.60 −0.412(57)
M × 109 −0.11a −0.021 −0.109(27)
γ 6777.832(10) 6775.74(18) 6762(10)
γD −1.435 17(89) −1.379(11) −1.430(54)
γH × 103 0.23a 0.069 0.228(60)
bF 772.077(26)
c 161.732(68)
cI −0.0335(77)
a Parameter held fixed at value from Coxon [7]
TABLE VI. Fitted parameters for the A 2Σ+, v′ = 0 state of
16OD, in MHz.
This work Stark et al. [8] Coxon [6]
T
973 940 524.775
973 940 470(3) 973 940 860(60)
(21)(62)
B 271 124.841(13)(7) 271 123.980(48) 271 117.4(36)
D 17.3464(14)(7) 17.3428(13) 17.2758(78)
H × 103 0.56a 0.561(36) 0.4932(84)
L× 109 −39a −39 −18.0(42)
M × 1012 −2.1a −2.1 −3.51(87)c
γ 3614.148(25)(10) 3616.72(14) 3600.6(63)
γD −0.4093(52)(22) −0.4011(66) −0.3580(72)
γH × 106 13a 13
bF 118.468(20)(18)
c 24.863(56)(45)
cI × 103 −2.7b
eQq0 0.277(26)(4)
a Parameter held fixed at value from Stark et al. [8]
b Value from our OH fit, scaled by reduced mass ratio and
proton-deuteron g-factor ratio (in total, approximately 0.08136)
c Represents difference between M in excited and ground states
The effect of the correlated systematic errors on the
OD parameters were determined by shifting each mea-
sured transition frequency by the offsets given in the
“Zee” or “AC” columns of Table III and refitting the
spectroscopic parameters. The difference between the
parameters computed with and without offset is taken
as the error due to that systematic effect. For both OH
and OD, an additional systematic error of 60 kHz was
assigned to the band origin, corresponding to the corre-
lated uncertainty due to retroreflection quality. All three
errors for each parameter are combined into a total sys-
tematic error using a Pythagorean sum.
Tables V and VI summarize the A 2Σ+, v′ = 0 parame-
ters for OH and OD, respectively, calculated in this work
and those from other works based on measurements of
electronic transitions. One standard deviation statisti-
cal uncertainties and uncertainties due to the systematic
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shifts are indicated, in units of the last digit, in paren-
theses next to the values, where applicable. Because the
previous articles use slightly different definitions of the ef-
fective Hamiltonian, their parameters have been adjusted
to match our definition. For the A state, the other ar-
ticles define the centrifugal distortion constants for γ in
terms of Jˆ2 instead of Nˆ2. Accounting for this requires
modifying the parameters as follows:
B = Bprev + γD,prev/2 + γH,prev/4 (9)
D = Dprev − γH,prev (10)
γ = γprev − γD,prev/4 + γH,prev/16 (11)
γD = γD,prev + γH,prev/2 (12)
In order to compare the values given for the A 2Σ+, v′ = 0
band origin, the ground state effective Hamiltonian must
be considered as well. Stark et al. [8] and the OD paper
from Coxon [6] use a ground state Hamiltonian based on a
Van Vleck transformation of a Hamiltonian containing a
unique perturbing 2Σ+ state (for which matrix elements
are given in [22]), while the OH paper from Coxon [7]
uses a Hamiltonian derived using spherical tensor meth-
ods, with an Rˆ2 rotational Hamiltonian [23]. With the
Hamiltonians used by Stark et al. and in Coxon’s OH pa-
per, the A-state band origin can be approximately con-
verted to our notation using the formula
T ′ = T ′prev +B
′′
prev +D
′′
prev. (13)
The Hamiltonian used in Coxon’s OD paper includes an
additional Λ-doubling o parameter, so the band origin
from this work has been converted [24] using the formula
T ′ = T ′prev +B
′′
prev +D
′′
prev − o′′prev/2. (14)
In equations 13 and 14, parameters with a single prime
refer to A-state parameters, while those with a double
prime refer to X-state parameters.
Based solely on the uncertainties quoted in the previ-
ous works, our fits have determined the A-state band ori-
gins with approximately two orders of magnitude higher
precision and the rotational constant B with approxi-
mately one order of magnitude higher precision. It should
be noted, however, that the band origins and rotational
constants given by these previous works often differ from
our values by much more than the stated uncertainties
should allow. In the case of Stark et al. [8], the band
origins for OH and OD differ from our values by 51σ and
18σ, respectively, while the rotational constants B differ
by 26σ and 18σ, respectively. While there is some ambi-
guity in the conversion of the A-state band origins, using
another method for the conversion (based on the differ-
ence of the term values of the absolute ground state in
the two models, ignoring hyperfine effects) only resulted
in larger discrepancies. While it is difficult to say with
certainty why the deviation is so large, we suspect some
combination of a pressure shift due to the 2.2-Torr of he-
lium in the discharge source used in the previous work,
as well as errors in the absolute positions of the Fe I lines
used for calibration [25].
The parameters determined in the previous hyperfine-
resolved studies [17, 19, 20] generally show much better
agreement with those presented here. The bF , c and γ
parameters in ter Meulen et al. [17] agree with our pa-
rameters for OH to within 2.2 standard deviations; while
γD differs by 4σ, this discrepancy could be due to the in-
clusion of a γH parameter in this work, which was absent
in the previous source. The bF , c, and eQq0 parameters
for OD reported by Carter et al. [19] agree to within two
standard deviations, while those in Xin et al. [20] differ
by less than 1σ. A high level of agreement should not
be surprising, since the data from all of these works has
been included in our parameter fits. For the same rea-
son, the values reported here also have a slightly smaller
uncertainty than those reported previously.
V. CONCLUSIONS
The results presented in this work represent some of
the most precise Doppler-broadened measurements of
molecular electronic transitions to date, comparable in
relative precision to the recent measurements of the P7
P7 B-band transition in O2 by Bielska and coworkers
[26]. By measuring all experimentally-accessible tran-
sitions from the rovibronic ground state, we have also
been able to determine the A-state spectroscopic con-
stants, particularly the band origin and rotational con-
stants, with far higher precision than in previous mea-
surements. Fitting multiple measured transitions to an
effective Hamiltonian model also serves as a cross-check
of the measurement precision of the individual transition
frequencies.
We expect that the experimental precision can be im-
proved by an additional order of magnitude by canceling
the residual magnetic fields and measuring the transition
frequencies with Doppler-free saturation spectroscopy.
Future work will also focus on measuring transitions to
higher vibrational levels of the A state. With sufficient
data, we can hopefully start to construct a global model
of the A 2Σ+ electronic state, similar to the one produced
by Drouin for the X 2Π ground state.
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Appendix: Quantum-mechanical simulation of the
measured spectra
The spectra measured in this work were simulated nu-
merically by computing the evolution of the quantum-
mechanical density matrix using the Lindblad master
equation [27]:
∂ρ
∂t
= − i
h¯
[H, ρ] +
∑
i
γi
(
AiρA
†
i −
1
2
(A†iAiρ+ ρA
†
iAi)
)
(A.1)
Here, ρ is the density matrix, H is the Hamiltonian, Ai
are normalized “jump” operators that each describe a
spontaneous decay process by transforming a pre-decay
state to a post-decay state, and γi are the corresponding
decay rates. Equation A.1 is solved in this work using
the open-source Python framework QuTiP [28].
The basis set used in the simulation are the eigenstates
from the effective Hamiltonian model described in sec-
tion III B (which already includes the effect of the 75-µT
static magnetic field). Eigenenergies in zero optical field
and electric transition dipole moments between the indi-
vidual X and A eigenstates are calculated using PGO-
PHER. In order to determine the values of the transition
dipole moments in absolute terms, PGOPHER requires
a single “Strength” parameter, which corresponds to the
A − X transition dipole moment in the molecule-fixed
frame. Based on the 688-ns lifetime for the v′ = 0, N ′ = 0
excited state measured by German [29], the value of this
parameter is found to be
|〈A, v′ = 0|T 1q=±1(~µ)|X, v′′ = 0〉|2 = 0.26 D. (A.2)
The transition dipole moments are also used to compute
the M state resolved Einstein A coefficients, which are
equivalent to the γi coefficients in equation A.1. When
simulating the spectrum for a given transition or tran-
sition cluster, all X and A levels that are involved in a
transition from a X, v′′ = 0,Ω′′ = 3/2, J ′′ = 3/2 level to
an A, v′ = 0 level that is no more than 2 GHz from the
measured spectral region are included in the basis set.
Additionally, all X, v′′ = 0 levels that have an allowed
transition to any of the included A levels are added to the
basis set. To reduce the number of basis states involved,
only transitions for which ∆J = ±1 or 0 are considered;
any transitions for which this is not true are only allowed
by hyperfine coupling or through mixing due to the mag-
netic field and thus will be extremely weak. For OH/OD,
the basis contains 8/12 X, v′′ = 0,Ω′′ = 3/2, J ′′ = 3/2
initial levels (corresponding to all levels in either the up-
per or lower Λ-doublet component), up to 12/18 A, v′ = 0
levels, and up to 64/96 additional X, v′′ = 0 levels to
which population in the A levels can decay.
The retroreflected spectroscopy laser is assumed to
propagate along the yˆ direction with a polarization vector
in the xˆ direction. If the optical field is approximated as
a pair of collimated counterpropagating Gaussian beams
with equal intensity in the outgoing and returning beams,
the electric field vector as a function of position and time
can be described by the equation
Ex(x, y, z, t) = 2
√
µ0cP0
piw20
exp
(
−x
2 + z2
w20
)
cos
(
2piνy
c
)
(exp(2piiνt) + exp(−2piiνt)), (A.3)
where µ0c is the impedance of free space (approximately
377 Ω), P0 is the laser power in one propagation direc-
tion, w0 = 0.5 mm is the 1/e
2 beam radius, and ν is the
laser frequency. This can be incorporated into a total
Hamiltonian given as
H = H0 − Exµx. (A.4)
In the matrix representation of this Hamiltonian, H0 is a
diagonal matrix containing the eigenenergies of the basis
states and µx contains the off-diagonal transition dipole
moment matrix elements coupling states of ∆MF = ±1.
Since the presence of the optical frequency ν and the
large A−X splittings in the Hamiltonian would result in
high-frequency oscillations in the density matrix which
are difficult to handle numerically, it is helpful to remove
them by applying a unitary transformation to the density
matrix and invoking the rotating-wave approximation.
Time-dependent unitary transformations of the density
matrix ρ given by ρ′ = U†ρU , where U is a unitary ma-
trix, result in an equivalent Hamiltonian and jump op-
erators that preserve the form of equation A.1. These
transformed operators are given by
H ′ = U†HU − ih¯U† ∂U
∂t
(A.5)
A′i = U
†AiU (A.6)
In the present case, U is chosen to be a diagonal ma-
trix with exp(−2piiνt) in every position corresponding to
an A-state level and 1 in every position corresponding
to an X-state level. Based on this definition, the sec-
ond term of equation A.5 shifts every A-state level by
−hν, while the transformation in the first term multi-
plies every off-diagonal element in H that connects an
A-state level to a X-state level by either exp(2piiνt) or
exp(−2piiνt). This effectively converts one of the terms
in the last factor of equation A.3 to 1 while converting
the other to exp(±4piiνt). The rotating-wave approxima-
tion is invoked by setting the rapidly-oscillating term to
12
zero, removing the time dependence of the electric field
at a fixed point in space and resulting in a Hamiltonian
given by
H ′ = H ′0 − 2µx
√
µ0cP0
piw20
exp
(
−x
2 + z2
w20
)
cos
(
2piνy
c
)
,
(A.7)
where H ′0 is H0 with all A-state levels shifted by −hν,
and the symbols in the second term are as defined for
equation A.3. The transformed jump operators for tran-
sitions from A-state levels to X-levels have the form
A′i = exp(−2piiνt)Ai. (A.8)
Because Ai always appear in conjugate pairs in equation
A.1, the additional phase factor in equation A.8 cancels
out. As a result, the same time-independent Ai jump
operators can be used when solving equation A.1 without
changing the result.
Using the Hamiltonian H ′ from equation A.7 together
with the Lindblad master equation (equation A.1), the
evolution of the density operator ρ of a molecule pass-
ing through the beam can be calculated. The initial
value assumed for ρ corresponds to an incoherent mix-
ture of all X, v′′ = 0,Ω′′ = 3/2, J ′′ = 3/2 levels in the
basis set in equal proportions, and the total fluorescence
emitted by the molecule as it passes through the beam
is used as a proxy for the signal that would be mea-
sured in the experiment. In the simulation, the total
fluorescence is determined by integrating the population
in each A-state level and computing a weighted sum with
the total fluorescence decay rate as the weighting factor.
Each molecule is assumed to transit the beam with a con-
stant velocity vector. The velocity in zˆ direction fixed at
vz = 340 m/s, corresponding to the mean forward veloc-
ity of the molecular beam. Motion in the xˆ direction is
nearly equivalent to motion in the zˆ direction (differing
only in relation to the laser polarization and magnetic
field axes), and the velocity of molecules in the xˆ direc-
tion is much smaller than vz, so vx is fixed to zero. Four
other parameters, specifically the laser frequency ν, the
laser power P0, the velocity along the laser propagation
direction, vy, as well as the y coordinate of the molecule
at its closest approach to the center of the beam (y0) are
taken as a variables. While the x position (which is con-
stant in a single trajectory) can be taken as a variable
as well, the signal resulting from trajectories with a non-
zero values for the x position are equivalent to replacing
P0 with P0 exp(−2x2/w20).
If I(ν, P0, vy, y0) represents the fluorescence emitted by
a single molecule passing through the beam, then the to-
tal fluorescence that would be expected in the experiment
at a single laser frequency would be proportional to
S(ν, P0, σ) =
∫ ∞
0
∫ ∞
0
∫ c
4ν
0
exp
(
−∆
2
ν
2σ2
)
I(ν, P0 exp(−2x2/w20), c∆ν/ν, y0)dy0 d∆ν dx (A.9)
Here, ∆ν has been defined as νvy/c. Since each eval-
uation of I(ν, P0 exp(−2x2/w20), c∆ν/ν, y0) is computa-
tionally expensive, the integral has been approximated
as follows: the inner two integrals are evaluated with
fixed values of P0 exp(−2x2/w20) given by 1 mW · 10n/5,
where n is an integer. The largest value of n is cho-
sen based on the highest laser intensity used when
measuring a particular transition/transition cluster, and
the smallest value is chosen such that the value of
I(ν, P0 exp(−2x2/w20), c∆ν/ν, y0) is approximately linear
in P0 exp(−2x2/w20) for all ν in the spectral region of
interest. Over the range from 0 to 2 MHz, the integral
over ∆ν is approximated as a sum of the integrand at
50-kHz intervals. For values of ∆ν larger than 400 kHz,
I(ν, P0 exp(−2x2/w20), c∆ν/ν, y0) is approximately inde-
pendent of y0, so the integral over y0 is only evaluated
for y0 = 0; at values of ∆ν ≤ 400 kHz, the integral over
y0 is approximated by averaging the values at y0 = 0
and y0 = c/(4ν). For sufficiently large values of ∆ν , the
molecule only interacts with one of the two counterprop-
agating beams that contribute to the standing wave, so
the portion of the integral over ∆ν for values larger than
2 MHz is evaluated, again with 50-kHz steps, using the
approximation
I
(
ν, P0 exp
(−2x2/w20), c∆ν/ν, 0)
≈ I(ν + ∆ν , P0 exp(−2x2/w20)/2, 0, 0)
+I
(
ν −∆ν , P0 exp
(−2x2/w20)/2, 0, 0).
(A.10)
The final integral over x is evaluated using a lin-
ear interpolated function between the fixed values of
P0 exp(−2x2/w20) calculated in the previous steps. To
handle regions where P0 exp(−2x2/w20) < 1 mW ·
10nmin/5, a value of 0 is added to the the interpolated
function where P0 exp(−2x2/w20) = 0.
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