Introduction
What's the use of theoretical linguistics for understanding human language processing? Looking at the vast majority of studies on morphological processing, the impression one will get is: not much. For example, casual inspection of the major international journals in experimental psycholinguistics (Cognition, Language and Cognitive Processes, Brain and Language, Journal of Memory and Language) reveals hardly any reference to notions and concepts from theoretical morphology. Instead, it is claimed that morphological distinctions have little effect on performance and that other (non-morphological) factors determine how a morphologically complex word is processed (see e.g. Raveh and Rueckl 2000) . Connectionist models represent one of the most popular approaches, and most connectionist models are indeed 'eliminative' (Marcus 2001) in the sense that all inflected or derived words are said to be stored within a single associative system without any explicit representation of their morphological structure (see e.g. Bybee 1995; Rumelhart and McClelland 1986; Sereno and Jongman 1997; Joanisse and Seidenberg 1999; among others) . Instead, these studies implement networks that represent the mapping relationship between the base of a word and its inflected or derived form through associatively linked orthographic, phonological and semantic codes.
Whether morphological structure is indeed secondary, i.e. derivable from phonology and semantics, and as such dispensable is ultimately an empirical question. What is unfortunate, however, is how naïve some of the psycholinguistic work is from a linguistic perspective, with the result that data from otherwise carefully designed and empirically demanding studies are sometimes hard to interpret. A famous example is the phonological encoding system employed by Rumelhart and McClelland's (1986) pattern-associator network of past-tense formation in English, in which phonological form is represented as a set of 3-character sequences, so-called 'Wickelfeatures' (after a scheme developed by Wickelgren 1969) . The word strip, for example, takes the form { # s t , s t r , t r i , r i p , i p # } in their notation. Pinker and Prince (1988: 96ff.) show that this phonological encoding system is in principle incapable of handling phonological processes (e.g. reduplication) and appropriate phonological generalizations. In terms of Wickelfeatures it is, for example, as costly to change brid into something phonetically distant such as bald or blud as it is to turn brid to bird, the latter of which is the actual phonological change the word bird underwent in the history of English. On the other hand, there are no constraints or mechanisms in the trigram encoding system that would restrict phonological changes to those that are attested in natural languages. Pinker and Prince point out that the inadequacies of their encoding system have serious implications for Rumelhart and McClelland's own simulations and the grand conclusions drawn from these simulations. Essentially, the pattern associator simply does not work without this particular encoding system, and if this system is 'categorically the wrong thing ' (Pinker and Prince 1988: 101) , then the simulations that depend on it cannot be right either. Consider another example of a psycholinguistic study in which ignoring basic linguistic properties of the morphological system under study has led to a dubious interpretation of the empirical data. Orsolini, Fanari, and Bowles (1998) investigating past-tense and past participle formation in Italian children found that most errors were with 2 nd conjugation forms, while 1 st conjugation forms were rarely overapplied. For example, instead of the correct (but idiosyncratic) form cadde 'fall-3sg. past' for the 2 nd conj. verb cadere, the children produced *cadè, which is the more common past-tense form of verbs of the 2 nd conjugation, as for example in temere 'to fear' ~ temè 'fear-3sg. past'. Orsolini, Fanari, and Bowles (1998) assumed that the 2 nd conjugation, being non-productive, has inflected verb forms which are all listed, while 1 st and 3 rd conjugations, being productive, have rule-based inflected forms. Given these assumptions, it looks as if non-productive (listed) forms (i.e. 2 nd conj. forms) rather than rule-based (default) forms are overapplied by Italian children. The problem in Orsolini et al's treatment of Italian inflection is that it confuses the properties of conjugation membership with those of inflectional processes, even though in neither case is there a direct mapping between the two sets of properties in Italian. It is true that only the first conjugation shows unrestricted productivity in Italian and can accommodate any type of root, but verbs belonging to 2 nd or 3 rd conjugation classes may still be subject to rule-based inflectional processes in the same way as 1 st conjugation verbs. Thus, contrary to Orsolini, Fanari, and Bowles' (1998) claims, an inflectional error in which a regular 2 nd conjugation past-tense form is produced instead of the required irregular one (e.g. *cadè instead of cadde) is a straightforward overregularization and does not represent an overextension of a non-productive form. Say and Clahsen (2002) reanalyzed their child language data and found that almost all of the errors were indeed overgeneralizations of regular stems and regular affixation rules to irregular verb forms. The fact that most errors were seen in 2 nd conjugation simply reflects the fact that most of the verbs in Italian that have irregular past-tense forms are members of this class. It would not be difficult to come up with more examples of processing models that are based on oversimplified views of word structure and paradigm structure and claim that the recognition and production of inflected or derived words does not involve more than phonological (and semantic) pattern matching. Against this background, the purpose of the present chapter is to show that structured morphological representations from different morphological subsystems play a crucial role in language processing and are essential for understanding results from psycholinguistic experiments. Specifically, we argue that morphological processing is affected by structural representations at the level of (i) morphological types (roots, stems), (ii) inflectional versus derivational processes, and (iii) inflectional paradigms.
2. The Correspondence Hypothesis: A framework for linguistically informed psycholinguistic research Given the view that knowledge of language (and in particular grammatical knowledge) is represented in a cognitive system which is part of any normal human being's mental or psychological structure, the question arises of how the mentally represented grammar is employed in language processing. The strongest and (to me) most interesting view concerning the grammar-processing relation is the correspondence hypothesis (originally proposed by Miller and Chomsky 1963) according to which the mental grammar is directly used in language processing. This means that grammatical rules and principles are mentally represented and that in recognition and production the language processor constructs such representations using the normal structures and operations of the grammar. The appeal of the correspondence hypothesis is that it provides a parsimonious and straightforward account of how grammatical knowledge and processing are related: The parser is said to make basically the same distinctions as the grammar (Jackendoff 1997; Phillips 1996) . Connectionist models in the tradition of Rumelhart and McClelland (1986) and other associative models of language (e.g. Bybee 1995) also claim psychological and even neurological plausibility for their accounts while, at the same time, denying any direct role of morphological structure for handling inflected or derived words. The controversial question then is whether the language processor constructs direct mappings involving orthographic, phonological and semantic codes or whether it also relies on structured morphological representations akin to those posited by linguists. In the domain of morphology, much psycholinguistic work has focused on the contrast between regular and irregular inflection. This research has employed different psycholinguistic methods and techniques and has led to a number of consistent and replicable experimental results; see Clahsen (1999) , Marslen-Wilson and Tyler (1998) and Pinker (1999) , for review. Consider, for example, results from lexical decision experiments. The subjects' task is to discriminate between existing words (that have been encountered before) and nonce words (that have never been encountered before), e.g. house vs. nouse. The lexical decision task encourages subjects to rely on lexical entries stored in memory, and word−based effects have indeed consistently been obtained with these experiments. In particular, lexical decision times were found to be affected by word frequency: Subjects take less time to decide that high-frequency items are existing words than they do for low-frequency items (see Balota 1994 for review) . This can be conceived of as an effect of lexical memory: As memory traces get stronger with additional exposure, high-frequency entries can be more readily accessed than low-frequency ones. Clahsen, Eisenbeiss, and Sonnenstuhl (1997) , for example, obtained processing differences between regularly and irregularly inflected word forms in visual lexical decision experiments. Shorter lexical decision times were found for irregular German participles with a high word−form frequency than for those with a low word−form frequency. For regular participles, however, there was no corresponding word−form frequency effect. These results suggest that only irregular participles access full−form entries in the mental lexicon; see section 3 for a more detailed discussion of these results. Another commonly used experimental task are priming experiments. In such studies, stimulus pairs are presented to subjects, and the researcher manipulates the relation between them. In a cross-modal immediate repetition priming experiment, subjects hear a spoken prime immediately followed by a visually presented target form for which they are required to make a word/non-word decision. It has been argued that cross-modal priming is particularly sensitive to the internal structure of a morphologically complex word. Evidence for this comes from previous studies of regular and irregular inflection. The baseline condition is identical repetition, e.g. walk followed by walk. In this case, access to the lexical entry of the second presentation is facilitated, reflected in faster response times relative to a control condition in which walk is preceded by an unrelated item, e.g. smile. Sonnenstuhl, Eisenbeiss, and Clahsen (1999) investigating priming effects in German past participles found an equivalent amount of facilitation when the prime was a regularly inflected participle and the target contained its corresponding root. That is, a regular participle form fully primes its corresponding root. Irregular participle forms, on the other hand, primed their stems less effectively than did the stem itself. Importantly, these regular/irregular priming differences were found despite the fact that the phonological and orthographical distance between the participle forms and their corresponding stem forms was identical for both regular and irregular verbs. For example, an irregular participle such as geschlafen 'slept' is as similar to its root (schlaf) as a regular participle (e.g. geöffnet 'opened') is to its root (öffn-), and despite these formal similarities the regular form produced full priming, and the irregular one did not. The simple idea (see e.g. Rueckl et al. 1997 ) that phonological and/or orthographical overlap between the prime and the target accounts for the observed priming differences (which may apply to corresponding experiments on English (compare walked walk vs. taught teach)) cannot explain the German priming these results. On the other hand, the findings on regular and irregular inflection and the contrast between built and frozen forms do not necessarily rule out a wholeword conception of the lexicon, provided that lexical entries are not simply encoded in terms of phonological (and semantic) properties, but incorporate morphologically structured representations for regulars, and not (or less so) for irregulars. The priming differences seen in Sonnenstuhl, Eisenbeiss, and Clahsen's (1999) experiments correspond to this contrast in morphological structure. Given that regular -t participles are morphologically decomposed forms (e.g. [ge−kauf−t] 'bought') they can directly access the root, hence the full priming effects in the experiments. If, on the other hand, irregularly inflected participle forms do not have such structured representations, they cannot directly access the root, and hence the reduced priming effects in the experiments.
These results suggest that structural differences between built and frozen forms converge with the way they are segmented by the speaker-hearer during online production and comprehension. From the perspective of theoretical morphology, however, the linguistic distinction between regular and irregular inflection is a relatively simple one, and a general claim such as the correspondence hypothesis should not only rest on the set of phenomena that fall in the regular/irregular cluster. According to the correspondence hypothesis, the speaker-hearer's internal representations of morphologically complex words are mediated by structures that are isomorphic to those that the grammatical formalism employs. If this is correct, we should not only see effects of the linguistic distinction between regulars and irregulars in psycholinguistic experiments, but also effects of other primitive morphological objects and operations. In this chapter, we will report three sets of experimental findings to show that morphological distinctions that go beyond the regular/irregular contrast are indeed crucial for understanding how the speaker/hearer processes inflected and derived words.
3. Beyond words and rules: Morphological types in the mental lexicon What are the basic morphological units and operations that the speaker/hearer employs in processing inflected words? The answers to this question are controversial among psycholinguists. Some argue that words are the basic processing units and that each word form of a given lexeme has its own entry in the mental lexicon (Butterworth 1983; Manelis and Tharp 1977 ; see also Rumelhart and McClelland 1986) . Others have argued that affixes and roots are the major units in morphological processing. Taft, Forster and their collaborators (Taft 1988; Taft, Hambly, and Kinoshita 1986) posited parsing operations such as 'prefix stripping' by which roots are identified and matched against entries stored in the mental lexicon. The distinction between roots and affixes is also essential to Pinker's (1999) 'words−and−rules' model in which irregular inflection is tied to roots, and regular inflection is based on affixation, e.g. on rules such as 'Add −ed' which concatenates a bound past−tense morpheme to a verbal root (walk+ed). The fact that much psycholinguistic work on inflectional morphology has only employed a restricted set of largely morpheme−based concepts (words, roots, affixes) coincides with its strong focus on English for which these morphological types seem sufficient. Indeed, Pinker (1999) shows that his simple words−and−rules model can explain a range of findings from different kinds of processing experiments on the English past tense, but at the same time he readily admits that accounting for results from other languages may require more complex distinctions. To illustrate this point, we do not have to go very far. Consider, for example, the experimental results from Sonnenstuhl and Huth (2002) on -n plurals in German. They found that -n plurals of feminine nouns that end in a schwa, e.g. (die) Tasche -Taschen 'the pocket -pockets' (labelled class I), yielded a word-form frequency effect in unprimed lexical decision, i.e. significantly shorter response times for high−frequency plural forms such as Bienen 'bees' than for low−frequency ones such as Gesellen 'lads' (518 vs. 568 ms), and a full root−priming effect in cross-modal priming, i.e. the plural form primed the root (e.g. Taschen → Tasche) as effectively as an identical prime (e.g. Tasche → Tasche). By contrast, -n plurals of non-feminine nouns without a final schwa, e.g. der Bauer -Bauern 'the farmer -farmers' (labelled class II) also produced a response-time advantage for high-frequency over low-frequency plural forms in unprimed lexical decision (535 vs. 594 ms), but in the cross-modal priming task it only yielded a reduced priming effect, i.e. response times that were shorter than for an unrelated prime (e.g. Glas → Bauer), but longer than for an identical prime. These results are hard to account for within the limited set of morphological types employed in the familiar psycholinguistic frameworks. The frequency effects may be taken to indicate that −n plurals have full−form representations. The full priming effect for class I −n plurals, however, is suggestive of a decomposed root+affix representations. In Pinker's words−and−rules model, for example, one may say that class I −n plurals are regular, i.e. based on affixation, whereas class II −n plurals are irregular, i.e. roots. This provides an account of the different priming effects, but it requires additional considerations to explain why both types of −n plural yielded full−form frequency effects in unprimed lexical decision. An explanation for Sonnenstuhl and Huth's findings will be proposed at the end of this section. In addition to words (or rather lexemes), roots, affixes (or exponents), many morphologists consider stems as an independent morphological type. Aronoff (1994) , for example, points out that a root is morphologically unanalyzable and is defined with respect to a lexeme. A stem, by contrast, is defined with respect to a series of forms (not with respect to a lexeme), represents recurrent parts within such a series, and may be morphologically complex. To illustrate these notions, consider inflected verb forms of Spanish in which inflectional affixes are typically combined with stems, which in turn are combinations of theme vowels and roots. This is illustrated in (1) for a finite form of the verb cantar 'to sing'.
( About 30 of these are highly irregular, including verbs such as estar 'to be', caber 'to fit', querer 'to want', poner 'to put', tener 'to have', ir 'to go', venir 'to come'. This is illustrated in (2) for the past indicative of poner 'to put'.
(2) puse 'I put' pusiste 'You put' puso 'she/he/it put' pusimos 'we put' pusisteis 'you put' pusieron 'they put'
The paradigm illustrates that the marked stem pus-is used in past tense forms, sometimes without a theme vowel, as for example in puse, puso, and sometimes together with the 2 nd conj. theme vowel (= −i), as for example in pus-i-ste. Another kind of marked stem form involves diphthongization, e.g. entender -entiendo 'to understand -I understand', rogar -ruego 'to beg -I beg', which is common in Spanish, not only in verbs. There are, however, many verbs that have (non-low) vowels which do not undergo diphthongization, e.g. notár-nóto 'to note-I note'. Diphthongized stems are therefore opaque, in the sense that their alternating behaviour cannot be predicted from either surface alternant. The case of Spanish illustrates two general properties of stems. First, stems such as cant−a, pus− or duerm− (= the marked stem of dormir 'to sleep') preserve the inherent morphosyntactic and semantic properties of the root, and they form the base for the application of inflectional rules. These properties suggest that stems (along with roots) form lexical entries and may be members of an extended lexical stem set (Anderson 1992: 133) . For example, for the verb with the root pon− in Spanish, one may define an indexed stem pus− which is selected by members of the past series. The second property of stems is that they fall into two broad classes, combinatorial and suppletive. Both types of stems can be defined in terms of realization rules (see Blevins 2003) . Combinatorial stems, e.g. [cant−a], can be represented by a rule that introduces −a as the theme vowel of any 1 st conj. root. Suppletive stems, e.g. [pus], can be described in terms of a realization rule that spells out the property [past] as a constant stem entry. Thus, the distinction between productive (combinatorial) stems and static (suppletive) stems can be recast as a contrast between rules that contain variables (for verbal roots of a given conj. class) and those that have a constant (lexeme−specific) output. According to the correspondence hypothesis, we would expect to find effects of these different kinds of stem formation processes in morphological processing experiments. Given that stems form lexical entries, we would expect that in experimental tasks that tap lexical entries, all stems (combinatorial as well as suppletive) should produce lexicality effects, e.g. frequency effects in the lexical decision task. Moreover, in tasks that are sensitive to the internal morphological structure of an inflected word form, we would expect to find effects of the difference between combinatorial and suppletive stems. Combinatorial stems should produce the same experimental effects as regularly inflected word forms, since both processes are based on morphologically decomposed representations that contain variables. By contrast, suppletive stems should pattern with irregular inflection in such tasks. We have investigated stem formation processes in a number of languages using different experimental paradigms and other sources of psycholinguistic evidence (German: Clahsen et al. 2001a Clahsen et al. , 2002a Spanish: Clahsen, Aveledo, and Roca 2002b; Rodríguez−Fornells, Münte, and Clahsen 2002; Catalan: Rodríguez−Fornells et al. 2001; Italian: Say and Clahsen 2002) . Consider first findings from a series of experiments using Event−Related Brain Potentials (ERPs). Active neurons in the brain produce electrical activity which can be measured by electrodes placed on the scalp. Psycholinguists are concerned with isolating the electrical activity associated with a specific task -the event-related potentials -from background activity with the aim of identifying the electrical components associated with a given linguistic stimulus (for reviews see Osterhout and Holcomb 1995; Kutas and Van Petten 1994) . While many of the techniques involved in psycholinguistic research are only able to measure the end-result of the task, this technique has the advantage of being able to measure linguistic processing as it actually occurs. Table 1 Penke et al. (1997) compared ERPs to German participles with correct regular affixes (getanz-t 'danced') and correct irregulars (gelad-en 'loaded') with ERPs to incorrect participles, that is, regular verbs with the incorrect ending −n (*getanz-en) and irregular verbs with the regular affix −t (*gelad-et). The critical words were visually presented in three different versions to three different groups of subjects, as part of a simple sentence, in a word list, and embedded in a story; for each version separate ERPs were recorded. The task assigned to the subjects was to judge whether a probe sentence was or was not an exact repetition of one of the previous 10 sentences and to press one of two buttons accordingly. The probe sentence was shown in red letters and was either an exact repetition of one of the 10 sentences shown before or was slightly modified, by exchanging one word. The ERP responses were very consistent across the three versions of the experiment. Overregularized participles (e.g. *gelad-et) produced a negative waveform with a focal left anterior temporal distribution between 300 and 800ms after the onset of the critical word, an effect that has been discovered in previous ERP studies and that has been called a L(eft) A(nterior) N(egativity); no such effect was observed for correct vs. incorrect regulars. The LAN effect was replicated by Weyerts et al. (1997) for overapplications of regular -s plurals (e.g. *Muskel−s instead of Muskeln 'muscles'). In previous ERP studies, LAN effects have been obtained for violations of morpho-syntactic rules in a range of languages, for example, violations of subject-verb agreement (*you goes, see Münte, Heinze, and Mangun 1993; Osterhout and Mobley 1995) , number errors in Turkish (Münte et al. 1995) , phrase structure violations in English (Neville et al. 1991) and in German (Friederici, Hahne, and Mecklinger 1996) and ungrammatical wh questions (Kutas and Kluender 1994) . These results suggest that morphological overregularizations such as *Muskel−s and *gelad-et and syntactic violations involve similar neural processes. Linguistically, misapplications of regular inflection are akin to the morphosyntactic violations that were tested in the studies mentioned above, in that two legal components, i.e. the stem and the regular affix, appear in illegal combination. Irregulars, on the other hand, are not decomposed into stem and affix, and hence irregularizations do not produce an ERP effect, i.e. a LAN, that is typical of combinatorial violations. Against this background, Rodríguez−Fornells et al. (2001) investigated stem formation processes in Catalan, also using the ERP violation paradigm. The most interesting finding of this study was a left sided negativity for stem violations. LAN effects were seen for overapplications of the 1 st conjugation theme vowel -a-to a verb form that requires a 2 nd or 3 rd conjugation form, e.g. *dorma-t instead of the correct dorm-i-t 'slept' or *tem-a-t instead of tem-u-t 'feared'. This finding is parallel to our previous results on German participles and noun plurals. In line with the interpretation of the effects found in the German studies, the LAN effect for stem violations in Catalan can also be taken to reflect a combinatorial violation. Given that 1 st conjugation stems are combinations of a verbal root and the theme vowel −a, the morphological anomalies in incorrect 2 nd and 3
rd conjugation forms such as *dormat and *temat represent violations of morphological structure-building in that two legal components (a 2 nd or 3 rd conjugation root and the 1 st conj. theme vowel −a) appear in illegal combinations. Taken together, these findings show that LAN effects are not restricted to morpho−syntactic violations, but that they can also be obtained for purely morphological violations, as in the case of Catalan. From a linguistic perspective, the fact that the brain produces similar responses for violations of regular inflection as well as for violations of productive stem formation processes confirms that these are based on the same process, namely on combinatorial rules. ERPs have also been used to study brain activity in the repetition priming task. Several previous ERP experiments have shown that unexpected words elicit a so−called N400 component, i.e. a negativity at central electrode sites with a maximum at approximately 400ms after the onset of the stimulus word (for a recent review see Kutas and Schmitt 2003) . The N400 is supposed to tap processes of lexical access. It has also been found that when written words are repeated within a list, the ERP to their second presentation is associated with an N400 that is reduced in amplitude relative to non−repeated words. The reduced N400 is conceived of as a repetition priming effect in that lexical access is facilitated relative to unprimed words in the list. Münte et al. (1999) examined English past tense forms in an ERP priming study. They found that uninflected verb forms (walk) primed by regularly inflected past-tense forms (walked) showed a reduced N400 relative to unprimed verb forms (e.g. look). No such effect was observed either for irregular verbs or for other control conditions that exhibited the same degree of orthographic and phonological overlap to their targets as regularly inflected verbs (card → car). The reduced N400 for regular past tense forms indicates that these forms are morphologically decomposed, thereby making the unmarked stem/root (e.g. walk) available for priming. Irregular past−tense forms (drank), on the other hand, can only indirectly access the unmarked stem/root, and do therefore not lead to a modulation of the N400. These results are compatible with previous findings from behavioral priming experiments in which only regularly inflected word forms showed full priming effects (see e.g. Sonnenstuhl, Eisenbeiss, and Clahsen 1999) . Rodríguez−Fornells, Münte, and Clahsen (2002) employed the same ERP repetition priming paradigm to examine the processing of different kinds of stem/root forms in Spanish. There were two experimental conditions; in the first condition, e.g. ando → andar 'I walk-to walk', the prime and the target shared the same root (= and−), whereas in the second condition, e.g. duermo → dormir 'I sleep-to sleep', the prime contained a marked stem/root (= duerm−). A reduced N400 was found for the target forms in the first condition (ando → andar), but not in the second one (duermo → dormir). Control conditions using nonce words demonstrated that the surface form properties (i.e. the different degree of phonetic and orthographic overlap between primes and targets) do not explain the observed priming difference. As mentioned above, a reduced N400 is indicative of a priming effect, i.e. facilitated lexical access to the target form. This finding on Spanish is parallel to what was found for regularly inflected verb forms in English. In the case of Spanish, effective priming is possible for prime-target pairs such as ando → andar because the prime and the target access the same entry, i.e. the root [and−] , in the same way as for prime−target pairs such as used → use in English. By contrast, the priming effect is not present for marked stems (e.g. duerm−), parallel to irregular past−tense forms in English (e.g. found), indicating that these forms do not permit any direct access to the root and do therefore fail to produce an effective facilitatory effect on accessing the target. Consider finally some findings from unprimed visual lexical decision experiments investigating different kinds of German verb forms. Table 2 presents a summary from 4 experiments. Cases in which the bracketed forms shown in Table 2 yielded a significant frequency effect, i.e. shorter response times for high−frequency forms than for low−frequency ones, are indicated by an asterisk.
//INSERT TABLE 2 ABOUT HERE//
In experiment 2 of Clahsen, Eisenbeiss, and Sonnenstuhl (1997) , 20 -n participles of different subclasses of irregular verbs were compared with 20 -t participles of regular verbs. The -t and -n participles were divided into two subgroups each according to the (word-form) frequencies of the participle forms, a high-frequency group and a low-frequency group. The experiment revealed a significant (59ms.) advantage for high−frequency −n participles of irregular verbs, whereas for regular -t participles there was no such effect.
In experiment 3 of Clahsen, Eisenbeiss, and Sonnenstuhl (1997) , 18 -n participles of the A−B−B subclass of irregular verbs which have the same marked stem in the participle and in preterite forms (e.g. gleiten − glitt − geglitten 'glide' were compared with 18 -t participles of regular verbs.
The -t and -n participles were again divided into two subgroups each according to the (word-form) frequencies of the participle forms. Moreover, the items were matched for stem frequency, and this was held constant across the high-and low-frequency conditions. The results are parallel to the previous one: Only irregular participles gave rise to a significant word−form frequency effect. Taken together, these results indicate lexicality effects for irregular participles suggesting that they access entries in the mental lexicon. In two further lexical decision experiment, we examined irregular preterite stem forms that were suffixed with regular person and number affixes, such as sangen 'sang-1st/3rd pl.'. In experiment 3 of Clahsen et al. (2001a) , 52 items from the three subclasses of irregular verbs were arranged in two conditions, one with low preterite stem and one with high preterite stem frequencies. To control for other frequency effects, the items in both conditions were matched for their mean word form and their mean verb frequencies. The experiment revealed a significant (49ms.) advantage for verb forms with high preterite stem frequencies indicating that irregular stems are lexically represented (rather than rule-based) and that preterite stems are represented separately from the inflectional affixes with which they may occur (rather than being stored as wholes). Experiment 4 of Clahsen et al. (2001a) investigated regularly inflected preterite forms of A-B-B verbs which exhibit the same stem change in preterite and participle forms. The experimental items were arranged pairwise in two conditions according to their stem frequencies in preterite forms, with a high and low frequency condition. In addition, the items in both conditions were matched for their mean B-stem frequencies, i.e. the mean frequency of all preterite and participle forms of each experimental item. The results are parallel to the previous experiment: Reaction times for A-B-B verbs with high preterite stem frequencies were significantly shorter than for those with low preterite stem frequencies indicating that preterite stems access entries in the mental lexicon. The results on German −n plurals mentioned at the beginning of this section can also be accounted for in these terms. Blevins (2000) argued (on independent linguistic grounds) that a second noun stem underlies all −n plurals as well as other German plural forms (except those in −s). Note, for example, that all kinds of plurals (except −s plurals) irrespective of their gender or stem properties are in principle available for further word-formation processes yielding forms such as taschen-los 'pocket-less', or Bauern-schaft 'farming community'. On the other hand, -n plurals do not represent a homogeneous class in German. There are (at least) two types, with different degrees of productivity and predictability. While plural formation with -n is fully predictable for feminine nouns with a stem-final schwa, e.g. (die) Tasche -Taschen 'the pocket -pockets' (see class I above), plural formation with -n is not predictable for non-feminine nouns without a stem-final schwa, e.g. der Bauer -Bauern 'the farmer -farmers' (class II above). Given the fact that there is no single exception to -n plurals of class I, i.e., all feminine nouns with a stem-final schwa take the -n plural, we might hypothesize that class I -n plurals are based on combinatorial stems, whereas all other -n plurals are suppletive. The experimental results obtained by Sonnenstuhl and Huth (2002) correspond to these distinctions. Class I -n plurals form stems, hence the full-form frequency effect in the lexical decision task. On the other hand, these -n plurals are combinatorial, i.e. decomposable, hence the full priming effect found in the cross-modal priming task. Class II -n plurals are also stems, and consequently yield the same frequency effect as class I -n plurals, but unlike the latter, class II -n plurals are suppletive, i.e. not decomposable, and can therefore only indirectly access the root; the result is a reduced priming effect in the cross−modal priming task.
Summarizing, the findings reported in this section were meant to show that distinguishing between different morphological types can be useful for better understanding how the speaker/hearer processes inflected word forms. The results mentioned specifically demonstrate the significance of stems in morphological processing. We found evidence for two essential linguistic properties of stems, firstly that they are associated with lexical entries, hence the lexicality effects in our experiments, and secondly that stems may be either combinatorial or suppletive, hence the decomposition effects in our experiments for combinatorial stems but not for suppletive ones.
Dissociating derivation and inflection in language processing
Previous psycholinguistic studies of derived word forms have yielded a mixed set of results. Some studies argued that different mechanisms are involved in the processing of inflectional and derivational forms (see e.g. Stanners et al. 1979) , while others claimed that non-morphological factors such as frequency and semantic transparency affect the processing of both inflected and derived word forms (Raveh and Rueckl 2000 , among others). Here we argue that by considering relevant linguistic distinctions the psycholinguist will get a clearer picture of the processing differences between derived and inflected word forms. Different morphological theories assume that derivational or lexeme formation processes are distinct from, and in some sense prior to, inflectional or paradigmatic processes (see Spencer 1991 for review). Anderson's (1992) realization-based model, for example, recognizes a general class of Word Formation Rules but claims that this class is effectively partitioned into two discrete subclasses. Derivational rules 'constitute sources for lexical stems', whereas inflectional rules 'introduce inflectional material into the surface forms of words' (Anderson 1992: 184-5 , emphasis added). Other realization-based approaches, such as Matthews (1991) and Stump (2001) , establish a similar split between the rules that define derivational stem entries from those that define inflected word forms. The difference between the outputs of inflectional and derivational rules is what accounts for the relative ordering of derivation and inflection. Derivational rules map one stem entry, or feature-form pairing, onto another entry. This derived entry may then provide the input to subsequent derivational rules, or may provide the base for the application of inflectional rules. In contrast, inflectional rules are simple feature-form mappings that specify the form that 'realizes' or 'spells out' a particular set of features. As a consequence, regular inflectional rules do not define new entries of any kind and cannot, in principle, provide the input to derivation. On the other hand, derivation shares with inflectional processes the distinction between productive ('built') forms vs. nonproductive ('frozen') forms. Consider, for example, the contrast between productive derivational processes such as −ing nominalizations and frozen derivational forms such as refusal or strength in English. In realization-based approaches, this contrast can be recast in terms of the distinction between rules that contain variables and those that have a constant output, see e.g. Booij (2002) or Blevins (2003) . The contrast is illustrated in (3), using a simplified version of Aronoff's (1994) realization pair format. The first element of each pair of the two inflectional rules (3a) and (3b) identifies the features to be realized, while the second element indicates the formal spell-out. The regular 3sg rule in (3a) spells out the bracketed features by adding the exponent 's' to the base form represented by the variable 'X'. Applied to the base of the regular verb WALK, this rule defines the regular 3sg form walks. The pair in (3b) realizes the 3sg present indicative features of the lexeme BE by the constant (irregular) form is. Likewise, there are two kinds of derivational rules, those that contain variables (e.g. 3c) for productive ('regular') derivational processes, such as deverbal -ing nominalizations in English (3c), and those that have a constant output, e.g. for frozen ('irregular') forms such as refusal (3d). In contrast to the regular inflectional rule (3a), however, the derivational rule in (3c) represents a mapping from one realization pair to another. According to the correspondence hypothesis we would expect that differences and similarities between derived and inflected forms in their morphological representations yield corresponding effects in processing experiments. More specifically, we predict that if language processing is sensitive to the internal morphological structure of a derived or inflected word form, productive derivational processes should produce the same experimental effects as regularly inflected word forms, since both processes are based on morphologically decomposed representations that contain variables. By contrast, non-productive derivational processes should pattern with irregular inflection in such tasks. On the other hand, we predict that in experimental tasks that are sensitive to the lexical entry as a whole, derived forms (productive as well as frozen ones) and irregular inflected forms should produce lexicality effects. This is because all derived processes share with irregular inflected forms the fact that their outputs are lexical entries. Regular inflection, on the other hand, should not yield any lexicality effects, since the output of a regular inflectional rule does not define any new entries.
To determine similarities and differences between derivational and inflectional processes in processing, we have studied a range of derived and inflected forms of German in cross-modal priming and visual lexical decision experiments. Table 3 presents a summary of some relevant results. The first column shows the assumed representation for the test items under study. Brackets indicate lexical entries, some of which have a decomposed structure. The second column shows whether or not cross-modal priming produced a full or a reduced priming effect for the forms under study. Full priming effects are determined by subtracting the response times to the target in the Identity condition (e.g. Waggon → Waggon) from the target response times in the morphological priming condition (e.g. Waggons → Waggon). Full priming is obtained in cases in which there are no significant differences between these conditions. Reduced priming is evident from significantly longer target response times (indicated by an asterisk) in the morphological priming condition than in the Identity condition. For the third column, we subtracted the lexical decision times of the high−frequency items from those of the low−frequency ones. Cases in which an inflected or derived form with a relatively high word-form frequency produced significantly shorter response times than an item with a relatively low word-form frequency are indicated by an asterisk.
//INSERT TABLE 3 ABOUT HERE//
Consider first inflected word forms. Regularly inflected word forms such as -t participles and -s plurals produced full priming and no word-form frequency effects. For irregularly inflected forms, such as -n participles, and -er plurals the opposite pattern of results was obtained, i.e. significant reductions in priming and a significant advantage for high−frequency word forms. These results correspond to the linguistic representations shown in Table 3 for these kinds of items. Irregular participles and noun plurals are undecomposed entries, hence the full-form frequency effect. They can only indirectly access their corresponding unmarked base and therefore produce reduced priming effects. Regular participles and noun plurals, on the other hand, do not form lexical entries, and hence the lack of a full-form frequency effect. Instead, they are decomposable into an unmarked root plus the regular affix, and given this representation they can fully prime their corresponding base form.
Nonproductive derivational processes such as in-adjective formation yielded results parallel to those of irregular inflection, i.e. significantly reduced priming and full-form frequency effects. This follows from assuming that such forms constitute undecomposed entries. By contrast, the productive derivational forms tested produced a pattern of experimental effects that differs from both the one for regular inflection and the one for irregulars. In terms of their morphological representations, productive derivational processes share with irregular inflection the fact that their output yields stems, i.e. lexical entries, and hence the significant advantage for high−frequency word forms in the lexical decision task. Their internal morphological structure, however, is parallel to regular inflection in that -ung nominalizations, -chen and -lein diminutives, and un-adjective formations are decomposed forms derived from rules that contain variables. Given that the recognition of forms such as un+gesund, Stift+ung, and Kind+chen involves the activation of the underived stem form in addition to the associated derivational suffix, the full priming effect obtained for such forms follows from the activation of the shared stem entry of prime and target.
We conclude that our experimental results are compatible with models of morphology that treat productive inflection and derivation as the result of combinatorial operations and associate irregular inflection and nonproductive derivation with entries.
Morphological paradigms in language processing
The question of how different regularly inflected word forms of the same lexeme (e.g. walk-s, walk-ed, walk-ing) are mentally represented and processed has received relatively little attention from psycholinguists. Some researchers have studied processing differences between what was considered to be 'canonically inflected' or base forms of a given lexeme and 'non-canonically inflected' forms of the same lexeme. In a set of studies on inflected Serbo-Croatian nouns, for example, it was found that nominative forms were processed faster than non-nominative forms (Lukatela, Carello, and Turvey 1987; Feldman and Fowler 1987; Todorovic 1988; Kostic 1995) . Similar results have been obtained for German. These results have been taken to support a satellite-like representation of inflected word forms in which the inflectional variants of a given lexeme are connected to a nucleus (e.g. the nominative form). According to the satellite model, each lexeme has one designated nucleus, and if access is made via a satellite form, extra time is required, hence the longer response times for non-nucleus forms. This model is compatible with a traditional model of paradigm structure in which a particular form (or form set) has a distinguished status, based on their role in predicting other forms of the paradigm. On the other hand, however, it does not posit any representational difference between the various satellites of a nucleus, and hence there should not be any processing differences between the different inflected forms of any given lexeme. Recent experimental results to be reported below show that this prediction does not hold indicating that the satellite model only provides a partial account of morphological representation and processing.
Linguists have developed the notion of a morphological paradigm to represent relationships between different inflected word forms of any given lexeme. An inflectional paradigm is a multi-dimensional, potentially recursive matrix which is defined by the morpho-syntactic features of word forms or affixes (see e.g. Aronoff 1994; Anderson 1992; Zwicky 1985; Carstairs 1987; Stump 1993) . A paradigm contains a set of slots defined in terms of morpho-syntactic feature values and shows how each slot is to be filled. The result is that any lexeme that belongs to a particular syntactic category has inflected word forms defined by the paradigm. The formation of paradigms is constrained by general principles, such as Blocking and Specificity (Kiparsky 1982 (Kiparsky , 1998 . Blocking and Specificity require that if two rules or affixes are in competition for one paradigm slot, the rule that is more specific in its application is preferred over the more general one. If morphologically related inflected word forms are indeed represented in paradigms, the correspondence hypothesis leads us to expect effects of paradigmatic representation in processing experiments, for example, processing differences between inflected forms with different paradigmatic specifications. To examine the role of morphological paradigms in language processing, we performed a series of experiments on two systems of German inflection for which inflectional paradigms have been proposed in the linguistic literature: (i) person and number marking on finite verbs, e.g. lach-st 'laugh-2sg', lach-t 'laugh-3sg./2pl.; (ii) gender, number and case marking on attributive adjectives, e.g. wild-es 'wild-nom. neut. sg.', wild-em 'wild-dat. masc. sg.'. There are four overt person and number affixes that appear on finite verb forms in German, -e, -st, -t, and -n. In (4), the full paradigm of the regular verb lachen 'to laugh' is shown for illustration. In all tenses and moods, the 2sg. has the exponent -st and the 2pl. has the exponent -t, while the 1pl. and the 3pl. have the same exponent throughout (-n). Note also that the 1sg. and the 3sg. do not have overt person/number affixes in the preterite and the subjunctive. Only in the present tense indicative, the 1sg. and 3sg. have different exponents, namely -e and -t respectively. There are different ways of describing these person and number forms in terms of morphological paradigms. Blevins (2003) proposed an exponence-based analysis of the German conjugational system. This system involves the root (e.g. lach-), a second stem (e.g. lacht), which constitutes the basis for all preterite forms and for regular participle forms, and stem-formation and agreement rules. The two stem-formation rules add -e to the root or to the second stem to form the present tense subjunctive stem (e.g. lache) and the preterite stem (e.g. lacht-e). The three agreement rules derive the 2sg. forms ending in -st, the 2pl. forms ending in -t, and the 1/3pl. forms ending in -n. The contrast between 1sg. and 3sg. which is only distinctive for present indicatives is mediated in terms of different stems, i.e., 3sg. present forms in -t and 1sg. indicative and 1sg subjunctive forms are said to 'select' particular stems: 3sg. forms select the -t stem (e.g. lacht), while 1sg. forms select the secondary stem in -e. Wunderlich and Fabri (1995) and Bittner and Bittner (1990) presented alternative paradigm−based analyses of this inflectional system. What is common to these accounts is that they posit two different paradigmatic representations for the various person and number forms of German. The 2sg., the 2pl., and the 1/3pl. are based on general agreement rules in Blevins' (2003) analysis, they form a general paradigm in Wunderlich and Fabri's (1995) account, and they constitute the most general paradigm structure constraint which applies to all verbs in Bittner and Bittner's (1990) analysis. By contrast, the 1sg. and the 3sg. of the present tense are based on stem forms in Blevins' account, they form a subparadigm in Wunderlich and Fabri's model, and they are part of a specific paradigm constraint for Bittner and Bittner. Thus, there seems to be agreement among these accounts in that the paradigmatic representation of the 1sg. -e and the 3sg. -t is different from those of the other person and number forms. German attributive adjectives carry a portmanteau-affix that expresses the grammatical features gender, number, and case, as for example in kalt−em Wein 'cold−masc.sg.dat. wine. With respect to the morphological expression of these features, two declension classes are commonly distinguished, weak and strong declension as shown in (5 
As is clear from (5), the affixes differ with respect to the degree of homonymity. Both, -e and -n occur in the strong and weak declension, while -s, -r, and -m only occur in the strong declension. Several linguists (Zwicky 1986; Blevins 1995; 2000; Wunderlich 1997; Cahill and Gazdar 1997) have analyzed this system using morphological paradigms. Consider, for example, Blevins' (2000) accounts of German adjective inflection in which the forms -e and -s have only negative feature specifications, while -m has two positive features, as shown in (6). Thus, in these analyses the -m affix comes out as the most specific form, being specified for [+OBLIQUE] and for [+DATIVE] . Moreover, as is clear from (6), -s is specified for more features than -e, indicating that -s is more specific in terms of its feature content than -e
Wunderlich's (1997) account relies on specifications of the structural cases in terms of a hierarchy of Theta-roles. In this system, the -m affix of the strong declension paradigm is restricted to just one case, dative, whereas, for example, -s occurs in nominatives and accusatives. Moreover, dative requires two features for its specification, whereas nominative is completely unspecified and accusative has just one feature. Thus, despite various differences between the linguistic treatments of German adjective inflection, there seems to be agreement that the -m affix is paradigmatically more specified than any of the other adjective forms, and that the feature content of -s is more specific than that of -e. Given the correspondence hypothesis, the paradigmatic differences within these declensional and conjugational systems should affect the way inflected adjectives and verb forms are processed. More particularly, we would expect to find an effect of paradigmatic specificity. In a priming experiment, prime-target pairs in which the target contains unprimed features, i.e. features unavailable from the prime, should lead to reduced priming, whereas prime-target pairs with affixes whose features do not clash should produce more effective priming effects. Consider, for example, the various adjective forms. According to our predictions, adjectives inflected with -m should be less effectively primable than adjectives inflected with -s, and adjectives with -s less effectively than those with -e. This is because forms affixed with -m require the processing of specific, i.e. unprimed features, which should lead to longer response times. Similarly, -s adjective forms contain features that cannot be primed by -e adjectives, whereas -e adjective forms do not have any features that could not be primed by -s. Therefore, if the morphological feature content of these adjective forms matters for processing, we would expect to find corresponding asymmetries between -s and -e adjective forms in priming.
To determine potential effects of paradigmatic specificity in processing, we have studied sets of inflected adjectives and finite verb forms in three cross-modal priming experiments (Clahsen et al. 2001a (Clahsen et al. , 2001b . Recall that in this experimental paradigm, subjects hear a spoken prime, e.g. kaltes, immediately followed by a visually presented target form (e.g. kaltem) for which they are required to make a lexical (word/non-word) decision. To determine the effectiveness of priming, we compared the response times to the visual targets preceded by morphologically related primes, e.g. kaltes → kaltem, with the response times to the same targets preceded by an identical prime, e.g. kaltem → kaltem. The smaller the differences between these response times, the more effective the priming. Table 4 presents a summary of the findings. The first column shows the prime-target pairs tested with the (auditory) prime shown on the left and the (visual) target on the right side of the arrow; the second column provides an example. The third column shows whether or not a particular form contains unprimed features, i.e. features unavailable from the prime. The fourth column provides the priming effect (shown in ms.) for each prime-target pair; the figures represent the difference between the baseline condition (= identical repetition) and the response times to the visual targets for each prime-target pair. These differences were also tested statistically using t-tests; an asterisk indicates a significant difference between the morphological and the identity priming conditions.
//INSERT TABLE 4 ABOUT HERE//
Consider first the results on adjectives and compare the priming effects in Tab.4 with the feature specifications of the affixes shown in (6) above. Tab.4 shows that the prime-target pairs -e→-m and -s→-m produced the most significant reduction in priming relative to identical repetition (= -30ms. and -36ms.) indicating that adjectives with -m are more difficult to prime than any other adjective form. This is because (given the representations in (6)) the target -m contains positively specified case features that are not available from the primes. On the other hand, for the pair -s→-e there are no unprimed features in the target form, as the [−OBL] feature of -e is available from the prime, and correspondingly, -s adjective forms fully prime -e target forms. The reverse prime target pair of -e→-s, however, has unprimed gender and number features in the target, and hence yields a significant reduction in priming. The same is true for -m→-s, due to the unprimed gender feature [-MASC] in the target (in addition to a case feature mismatch between prime and target), and for the pair -m→-e, due to a case feature mismatch ([+OBL] vs. [-OBL]). Turning to the experiments on finite verbs, note that in all conditions, the primes were presented together with appropriate personal pronouns in order to make it possible for subjects to distinguish 2pl. forms, e.g. (ihr) lackiert, from 3sg. forms, e.g. (er) lackiert, whereas the targets, e.g. lachst and lache were always presented without pronouns, as illustrated in Table 4 . The results of experiment 2 from Clahsen et al. (2001b) show that target forms with the 2sg. −st yielded significant reductions in priming (relative to identical repetition) irrespective of which verb form was used as a prime (see Tab.4). This is due to the fact that −st contains a particular feature set ([+2, −Pl]) that is unavailable from any of the primes. On the other hand, −e forms used as targets yielded a different pattern of results. Tab.4 shows that −e target forms are effectively primed by 2sg. and 2pl., but not by 3sg. forms. These differences correspond to their paradigmatic representation. In Blevins' (2003) account, for example, the primes and targets of the pairs 2sg. → -e and 2pl. → -e come from different rule blocks. The target form with the exponent -e is based on a stem-formation rule, whereas the 2sg. and the 2pl. are pure agreement forms. Since the -e stem is compatible with these forms, these prime-target pairs yield effective priming. This is not the case for the prime-target pair 3sg. → -e, and hence the reduced priming effect observed in this case.
Recall that in this condition, both prime and target are based on stem-formation rules, which are incompatible with each other: 3sg. forms are said to select the -t stem (e.g. lacht), while 1sg. forms select the secondary stem in -e. Summarizing, we found an effect of paradigmatic specificity in the morphological processing of inflected verbs and adjectives. The experiments show that exponents with highly specific feature sets, e.g. the affix −m in the declensional and the 2sg. affix −st in the conjugational paradigms are more difficult to prime than corresponding exponents with less specific feature sets. More generally, we found reduced priming when the target contains features that are incompatible with those of the prime. Without a paradigmatic analysis of the inflectional systems involved, these priming asymmetries are left unexplained. We therefore conclude that morphological paradigms are not only useful descriptive tools for linguists, but that they also contribute to a better understanding of how inflected word forms are used by the human language processor.
Concluding remarks
We started out with the question of how the psycholinguist might benefit from theoretical morphology for the experimental study of morphological processing. The results reported in the previous sections lead us to two general conclusions on this issue, firstly that morphological structure does indeed play an important role in the organization of the mental lexicon, and secondly that morphological notions and concepts are not only useful descriptive tools for linguists, but also contribute to a better understanding of how the speaker/hearer processes inflected and derived word forms. A related question that we have not addressed in this chapter is how the morphologist might benefit from experimental psycholinguistic research. Perhaps experimental findings favour one theory of morphology over its alternatives, and in this way help to resolve theoretical controversies. Consider the findings reported in the present chapter with respect to this issue. The first phenomenon under study concerned the processing of different kinds of stem forms. We found lexicality effects for all kinds of stem forms as well as decomposition effects for combinatorial stems, but not for suppletive ones. The lexicality effects reflect a linguistic property that stems share with roots, namely that both access lexical entries. The decomposition effects support accounts in which combinatorial stems are based on rules that contain variables yielding internally decomposable representations. These results are consistent with the Stem and Paradigm models proposed by Zwicky (1985) , Anderson (1992) , Aronoff (1994) and Stump (2001) in which stem formation rules are building devices for generating stems from items stored in the lexicon (i.e. roots and suppletive stems). Moreover, if one follows Blevins' (2003) interpretation of these rules as constraints that permit the deduction of roots and stems from members of a morphological paradigm, our findings could also be made compatible with a Word and Paradigm model (see e.g. Matthews 1991 ) in which roots and stems are simply recurrent parts within a lexicon of whole words. On the other hand, the experimental effects seen for marked stem forms challenge an approach (developed in the tradition of Generative Phonology) in which stem allomorphy is derived by general phonological rules (see e.g. Mohanan 1985, Halle and Marantz 1993) . Consider the results on Catalan and Spanish again. For marked stem forms, e.g. for diphtongized stems such as duerm-of the Spanish verb dormir 'to sleep', we found ERP responses (= N400) that are characteristic of lexical processing , whereas unmarked stem forms, e.g. overapplications of 1 st conj. stem formation in Catalan (*dormat instead of dormit 'slept'), elicited ERP signatures (= LAN) that index combinatorial (rule-based) processes. In addition, Linares, Rodríguez−Fornells, and Clahsen (2006) examining 3 rd conj. verbs such as pedir -pido 'to ask -I ask' in an ERP violation paradigm found that marked stems elicit N400 responses (rather than LANs). These results do not support the idea that diphthongized stems (as well as the e~i alternation) in Spanish can be derived by general phonological rules (Harris 1985) . Moreover, the contrast seen between regular and irrgular verb forms in German (see Table 1 ) in which, for example, irregular past−tense forms and irregular participles do not prime their corresponding verb roots whereas regular ones do, provides counterevidence to the 'minor rules' analysis in Halle and Marantz (1993: 128) , in which irregular verb forms are derived by rules applied to verb roots. Secondly, we saw that all derived forms (as well as irregularly inflected word forms) showed lexicality effects, but only productively defined derivational processes exhibited the same morphological decomposition effects as regularly inflected word forms. The lexicality effects indicate that (productive) derivation defines entries whereas (regular) inflection is purely form-defining without being cached out in lexical entries. The decomposition effects indicate that productive derivation as well as regular inflection are based on combinatorial rules. These results provide support for the idea that derivational or lexeme formation processes are distinct from, and in some sense prior to, inflectional processes, an idea that has been implemented into different theories of morphology (Kiparsky 1982; Di Sciullio and Williams 1987; among others) . The third case we examined was the role of morphological paradigms in language processing. We found that inflectional affixes (or exponents) with highly specific feature sets, e.g. the affix −m in the declensional and the 2sg. affix −st in the conjugational paradigms are more difficult to prime than corresponding forms with less specific feature sets and argued that this provides support for a paradigmatic analysis of these inflectional systems. In morphological theory the status of inflectional paradigms is controversial. Lieber (1992) , for example, has argued that paradigms are simply artefacts, parallel to lists of related sentences. Similarly, for Halle and Marantz (1993) , paradigms do not have any theoretical status. Other frameworks consider inflectional paradigms as important representational devices (see e.g. Carstairs 1987; Zwicky 1985; Stump 1993; Blevins 2003; Wunderlich 1997; Aronoff 1994) . Our results suggest that morphological paradigms are used by the human language processor. While our findings are compatible with both Blevins' (2000 Blevins' ( , 2003 exponence−based as well as with Wunderlich and Fabri's (1995) and Wunderlich's (1997) affix−based accounts, models of the lexicon which try to do without morphological paradigms are not supported. In conclusion, psycholinguistic experimentation on morphological processing provides evidence that the morphologist may find useful (along with other sources of evidence) in developing descriptive and theoretical analyses for a given set of phenomena. In addition, as seen above, psycholinguistic results may even help to adjudicate between competing theoretical analyses. Clearly, however, it is rarely the case that experimental evidence uniquely favours one particular linguistic analysis and at the same time disconfirms all available alternatives. 
