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THE BAOUENDI-TREVES APPROXIMATION THEOREM FOR
GEVREY CLASSES AND APPLICATIONS
GUSTAVO HOEPFNER, RENAN D. MEDRADO, AND LUIS F. RAGOGNETTE
Abstract. In this work we show how to extend the seminal Baouendi-Treves approxi-
mation theorem for Gevrey functions and ultradistributions. As applications we present a
Gevrey version of the approximate Poincare´ Lemma and study ultradistributions vanishing
on maximally real submanifolds.
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1. Introduction
The goal of this paper is to extend the celebrated Baouendi-Treves approximation theorem
to Gevrey functions and ultradistributions. The classical Baouendi-Treves theorem has deep
implications in the theory of CR geometry and in the theory of local solvability of locally
integrable structures.
Let us denote by Ω an open subset of RN . A locally integrable structure is a subbundle
L of the complexified tangent bundle CTΩ if given an arbitrary point p0 ∈ Ω there are an
open neighborhood U0 of p0 and functions Z1, . . . , Zm ∈ C
∞(U0) such that the orthogonal
of L is generated over U0 by their differentials dZ1, . . . , dZm. We say that u is a solution
of L if, for every (smooth) local section L ∈ L, we have Lu = 0. The Baouendi-Treves
approximation theorem states that any u in Ck(Ω), k ∈ {0, 1, 2, . . . ,∞}, that is solution of
L can be approximated in a small neighborhood of any given point of Ω in the Ck-topology
by polynomials in Z1, . . . , Zm and if u ∈ D
′(Ω) is a solution a similar result holds in the
topology of D′. Further generalizations for Lebesgue spaces Lp, 1 ≤ p <∞; Sobolev spaces;
Ho¨lder spaces; and (localizable) Hardy spaces hp, 0 < p <∞ were given in [HM98, BCH08].
The first author was partially supported by FAPESP (2017/03825-1 and 2017/06993-2) and CNPq
(305746/2015-4). The third author was partially supported by FAPESP (2016/13620-5 and 2017/13450-
5).
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Our main theorem extends to the class of Gevrey functions and their dual spaces.
Theorem 1.1 (Baouendi-Treves approximation formula). Let L be a Gs−locally integrable
structure on Ω. Let us assume that there is Z = (Z1, . . . , Zm) : Ω −→ C
m of class Gs such
that dZ1, . . . , dZm spans L
⊥ over Ω. Then, for any p ∈ Ω, there exist two open sets U and
W with U ⊂W ⊂ Ω such that
(1) any u ∈ Gs(W ) that is a solution of L in W is the limit in Gs(U) of a sequence of
polynomial solutions Pj(Z).
(2) any u ∈ D′s(W ) that is a solution of L in W is the limit in D
′
s(U) of a sequence of
polynomial solutions Pj(Z).
The Baoeundi-Treves approximation formula was already proved in the special case when
the Gevrey locally integrable structure has corank zero, i.e., every point has a neighborhood
U where we have defined Z1, . . . , ZN Gevrey functions whose differential generate CT
∗Ω (see
[Cae01] and [Rag19]).
Our first application is a Gevrey version of a result called approximate Poincare´ Lemma
(see [Tre92]). It is a useful lemma in the theory of local solvability of locally integrable
structures that essentially says that a form that is L-closed is the limit of L-exact forms,
here L is a differential operator induced by the de Rham operator.
Another application says that an ultradistribution solution of L that vanishes in a subman-
ifold maximally real with respect to L must be zero in a neighborhood of the submanifold.
The proof of Theorem 1.1 will be divided in two steps: first for ultradifferentiable functions
(classical solutions) and second for ultradistributions (weak solutions).
The novelty here is, in one hand, to provide a finer way to write the commutator for-
mula first given by [BT81, BCH08], see (3.12), which allow us to obtain optimal control
on the constants appearing in the process of differentiating indefinitely the approximation
operators when the solution is classic. On the other hand, when the solution is only an
ultradistribution, we need to justify the approximation operator by proving that the traces
of solutions of L are well defined (by the same formula given in [Ho¨r90, Section 8] in the
case of a distribution) and then take the full advantage of this formula (B.2) to obtain the
approximation scheme in these case.
We point out that the original arguments for weak solutions cannot be applied in our
situation since ultradistributions cannot be represented by a finite order differential operator.
However our argument can be used to recover the original result without making use of either:
the representation of distributions by means of a finite order partial differential operators,
or Sobolev embedding theorems. Thus we strongly believe that our arguments can be used
to simplify the original arguments.
The paper is organized as follows: in Section 2 we recall some definitions and basic results
of the Gevrey functions and introduce the locally integrable structures. The proof of Theorem
1.1 is presented in Section 3, first for Gevrey functions, Subsection 3.1, then for Gevrey
ultradistributions, Subsection 3.2. We present two main applications: the first is given in
Section 4 where we use Theorem 1.1 to prove the approximate Poincare´ Lemma in the Gevrey
topology; and the second is treated in Section 5 where we study ultradistributions vanishing
on maximally real submanifolds. The approximation theorem for more general classes of
ultradifferentiable functions and ultradistributions is discussed in Section 6. Finally, we
conclude with two sections in the Appendix regarding some technicalities needed troughout
the paper.
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2. Definitions and Preliminar Results
Let Ω be an open subset of RN and fix s ≥ 1. A Gevrey function of order s in Ω is a
smooth function f ∈ C∞(Ω) such that for every K compact subset of Ω there is a h > 0
such that
‖f‖h,K
.
= sup
α∈ZN
+
( 1
h|α|α!s
sup
x∈K
|∂αf(x)|
)
<∞. (2.1)
We will denote the space of Gevrey functions of order s in Ω by Gs(Ω). We recall that
G1(Ω) is the space of real-analytic functions in Ω. In this work we will always assume that
s > 1 and we shall denote by Gsc(Ω) the space of Gevrey functions of order s with compact
support.
If V ⊂⊂ Ω and h > 0, we shall denote by Gs,h(V ) the space of all smooth functions f in
V for which ‖f‖h,V < ∞. Moreover, we denote by G
s(V ) the space of all smooth functions
f in V for which there is a h > 0 such that f ∈ Gs,h(V ) and we denote by Gs,hc (V ) the space
of all f ∈ C∞(RN) with support in V such that f |V ∈ G
s,h(V ).
The topological dual of Gsc(Ω) will be called the space of ultradistributions of order s and
will be denote by D′s(Ω). The continuity of u ∈ D
′
s(Ω) can be expressed in the following way:
for every V ⊂⊂ Ω and every h > 0 there is Ch > 0 such that
|u(ϕ)| ≤ Ch‖ϕ‖h,V ,
for every ϕ ∈ Gs,hc (V ). We will denote by E
′
s(Ω) the space of ultradistributions with compact
support in Ω.
Let us assume that 0 belongs to Ω, N = m + n and consider a Gs-locally integrable
structure of rank n in Ω, i.e., a subbundle L of CTΩ of rank n over Ω which the orthogonal,
L⊥, is locally generated by the differentials of m Gevrey functions of order s in Ω.
According to [BCH08, Tre92]1 we can assume, shrinking Ω around 0 if necessary, the
existence of a local system of Gs coordinates (x, t) = (x1, . . . , xm, t1, . . . , tn) in Ω as well as
a map φ : Ω→ Rm, φ = (φ1, . . . , φm) of class G
s satisfying
φk(0, 0) = 0, dxφk(0, 0) = 0, k = 1, . . . , m (2.2)
such that
Zk(x, t) = xk + iφk(x, t), k = 1, . . . , m. (2.3)
Denote by BR
p
R (0) = {x ∈ R
p : |x| < R} and define V := BR
m
R (0) × B
Rn
R (0). Since
dxφ1(0) = · · ·dxφm(0) = 0, we can choose a positive number R such that V ⊂⊂ Ω and
|φk(x, t)− φk(y, t)| ≤
1
2
|x− y|, ∀(x, t), (y, t) ∈ V . (2.4)
Fix an open neighborhood W ⊂⊂ Ω of V . Modifying the imaginary part of Z outside
of W using cutoff functions of class Gs we can obtain a locally integrable structure defined
globally in RN that agrees with L in W . Abusing of notation we will still denote this new
structure by L and assume that (2.4) holds globally in RN . Note that the conclusions that
we will obtain for this new structure L will also be true for the old structure in V .
1It is easy to check that their proofs also work in the Gs-category.
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Since dZ1, . . . , dZm, dt1, . . . , dtn is a global frame for CT
∗RN we can consider its dual
frame in CTRN , i.e., consider N vector fields:
M1, . . . ,Mm,L1, . . . ,Ln (2.5)
with the property that
dZk(Mk′) = δkk′, dZk(Lj) = 0, k, k
′ ∈ {1, . . . , m}, j ∈ {1, . . . , n},
dtj(Mk) = 0, dtj(Lj′) = δjj′, k ∈ {1, . . . , m}, j, j
′ ∈ {1, . . . , n}.
Finally, note that the differential of any C1 function w(x, t) can be expressed in the basis
{dZ1, . . . , dZm, dt1, . . . , dtn} of CT
∗RN as
dw =
n∑
j=1
Ljw dtj +
m∑
k=1
Mkw dZk. (2.6)
Let X1, . . . ,XN be a family of N pairwising commuting smooth vector fields that form a
global frame to CTΩ. We can define the space of Gevrey functions regarding X1, . . . ,XN as
the space of all f ∈ C∞(Ω) such that for every K compact subset of Ω there is a h > 0 such
that
sup
α∈ZN
+
( 1
h|α|α!s
sup
(x,t)∈K
|Xαf(x, t)|
)
<∞. (2.7)
We shall denote this space by Gs(Ω;X). A sequence of functions fν ∈ G
s(Ω;X) converges to
f ∈ Gs(Ω;X) if for every K ⊂ Ω compact there is h > 0 such that for every ǫ > 0 there is
ν0 such that
sup
α∈ZN
+
( 1
h|α|α!s
sup
(x,t)∈K
|Xαfν(x, t)− X
αf(x, t)|
)
< ǫ,
for every ν > ν0.
Analogously, we denote by Gs(Ω; L,M) the space of Gevrey functions with respect to the
vector fields considered in (2.5), associated with a locally integrable structure. Since L is a
Gs-locally integrable structure, it was proved in [Rag19] that
Gs(Ω; L,M) is isomorphic to Gs(Ω) as topological spaces (2.8)
and the same holds for compact sets. These spaces will play an important role in this work
since part of the proof will be to show that a sequence of functions converges in Gs(V ;M,L)
(and consequently in Gs(V )) for a relatively compact open subset V of Ω. We will also use
the following notation: for every k positive integer we denote
‖f‖Ck(V ) =
∑
|α|≤k
sup
x∈V
|∂αf(x)|
where f ∈ Ck(V ).
3. The ultradifferentiable Baouendi-Treves approximation formula
In this section we will present the Baouendi-Treves approximation formula for ultradiffer-
entiable functions and ultradistributions that are solutions of a locally integrable structure
of arbitrary rank. It is easy to see that the theorem follows if we prove that the solutions
are limit in the appropriate topology of entire functions in Z.
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3.1. Proof of Baouendi-Treves approximation theorem in Gs. Let u ∈ Gs(Ω) be a
solution of L in W . For each χ ∈ Gsc(B
Rm
R (0)) and, for each τ > 0, define the function E
χ
τ [u]
by
Eχτ [u](x, t) :=
(τ
π
)m
2
∫
Rm
e−τ〈Z(x,t)−Z(y,0)〉
2
χ(y)u(y, 0) detZx(y, 0) dy, (x, t) ∈ R
N . (3.1)
For each τ > 0, Eχτ [u] is an entire function of Z(x, t). Thus E
χ
τ [u] ∈ G
s(RN) and is a solution
of L. Consider also the functions defined by
Gχτ [u](x, t) :=
(τ
π
)m
2
∫
Rm
e−τ〈Z(x,t)−Z(y,t)〉
2
χ(y)u(y, t) detZx(y, t) dy, (3.2)
and,
Rχτ [u](x, t) := G
χ
τ [u](x, t)−E
χ
τ [u](x, t). (3.3)
We note that Gχτ [u] converges to χu even when u is not a solution of L.
Proposition 3.1. Let χ ∈ Gsc(B
Rm
R (0)) and u ∈ G
s(V ). Then Gχτ [u] converges to χu in
Gs(V ) when τ −→∞.
Proof. It is enough to prove (see (2.8)) that
Gχτ [u](x, t)→ χu in G
s(V ;M,L). (3.4)
Note that we may write
Gχτ [u](x, t)− χ(x)u(x, t) = I
χ
τ [u](x, t)− J
χ
τ [u](x, t) (3.5)
where Iχτ [u] and J
χ
τ [u] can be written, after the change of variables y 7→ x+ τ
−1/2y in (3.2),
as
Iχτ [u](x, t) = π
−m
2
∫
Rm
e−〈Zx(x,t)y〉
2(
v(x+ τ−1/2y, t)− v(y, t)
)
dy,
Jχτ [u](x, t) = π
−m
2
∫
Rm
(
e−τ〈Z(x,t)−Z(x+τ
−1/2y,t)〉2 − e−〈Zx(x,t)y〉
2
)
v(x+ τ−1/2y, t) dy,
and the function v is defined by
v(y, t) =
{
χ(y)u(y, t) detZx(y, t), (y, t) ∈ B
Rm
R (0)× B
Rn
R (0),
0, (y, t) ∈ (Rm \BR
m
R (0))× B
Rn
R (0).
We have ∣∣v(x+ τ−1/2y, t)− v(x, t)∣∣ ≤ τ− 12‖∇v‖C(V )
≤ τ−
1
2‖χ‖C1(BR(0))‖u‖C1(V )‖ detZx‖C1(V ),
therefore,
|Iχτ [u](x, t)| ≤ π
−m
2
∫
Rm
e−|y|
2+|φx(x,t)y|2
∣∣v(x+ τ−1/2y, t)− v(x, t)∣∣dy
≤ τ−
1
2
B
π
m
2
‖χ‖C1(BR(0))‖u‖C1(V )
∫
Rm
e−
3
4
|y|2dy, (3.6)
where B := ‖ detZx‖C1(V ).
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To estimate Jχτ [u](x, t), we use the fact that |e
−τ〈Z(x,t)−Z(x+τ−1/2y,t)〉2 | ≤ e−3|y|
2/4 and
|e−〈Zx(x,t)y〉
2
| ≤ e−3|y|
2/4, to obtain
|Jχτ [u](x, t)| ≤ π
−m
2 ‖v‖C(V )
∫
Rm
∣∣∣e−τ〈Z(x,t)−Z(x+τ−1/2y,t)〉2 − e−〈Zx(x,t)y〉2∣∣∣ dy
≤ π−
m
2 ‖v‖C(V )
∫
|y|<A
∣∣∣e−τ〈Z(x,t)−Z(x+τ−1/2y,t)〉2 − e−[Zx(x,t)y]2∣∣∣dy
+ π−
m
2 ‖v‖C(V )e
−A2/2
∫
|y|≥A
2e−|y|
2/4 dy, (3.7)
for every A > 0. To estimate the first integral on the rightmost hand-side of (3.7), we fix
y and t and note that ζ1 = [Z(x, t) − Z(x + τ
−1/2y, t)]/τ−1/2 converges to ζ2 = −Zx(x, t)y
uniformly in x ∈ Rm as τ goes to ∞ and so there is C > 0 such that |[ζ1]
2− [ζ2]
2| ≤ Cτ−1/2.
This implies that Re [ζ1]
2 ≥ 0 and Re [ζ2]
2 ≥ 0 and using that e−ζ is a Lipschitz function on
Re ζ ≥ 0 we conclude that
|Jχτ [u](x, t)| ≤
B
π
m
2
‖χ‖C(BR(0))‖u‖C(V )
(
CAmτ−1/2 + e−A
2/2
∫
|y|≥A
2e−|y|
2/4 dy
)
. (3.8)
Using (3.5), we may rewrite Lemma II.1.4 and Lemma II.1.6 in [BCH08] as
MkG
χ
τ [u] = G
χ
τ [Mku] +G
Mkχ
τ [u], ∀k = 1, . . . , m (3.9)
and
LjG
χ
τ [u] = G
χ
τ [Lju] +G
Ljχ
τ [u], ∀j = 1, . . . , n. (3.10)
In order to simplify the notation define Xj = Lj for j = 1, . . . , n and Xn+k = Mk, for
k = 1, . . . , m. Since X1, . . . ,Xn+m are pairwise commuting, we have that
XαGχτ [u] =
∑
α′+α′′=α
(
α
α′
)
GX
α′χ
τ [X
α′′u], ∀α ∈ ZN+ . (3.11)
Thus it follows that
XαGχτ [u]−X
α(χu) =
∑
α′+α′′=α
(
α
α′
)(
GX
α′χ
τ [X
α′′u]− (Xα
′
χ)[Xα
′′
u]
)
. (3.12)
To estimate XαGχτ [u] − X
α(χu) on V we will make use of (3.5), (3.6) and (3.8), together
(3.12) to obtain
|XαGχτ [u](x, t)− X
α(χu)(x, t)| ≤
∑
α′+α′′=α
(
α
α′
)(
|IX
α′χ
τ [X
α′′u](x, t)|+ |JX
α′χ
τ [X
α′′u](x, t)|
)
≤ τ−1/2
BC˜A
π
m
2
∑
α′+α′′=α
(
α
α′
)
‖Xα
′
χ‖C1(BR(0))‖X
α′′u‖C1(V )
+ e−A
2/2BCˆ
π
m
2
∑
α′+α′′=α
(
α
α′
)
‖Xα
′
χ‖C(BR(0))‖X
α′′u‖C(V )
(3.13)
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where
C˜A :=
∫
e−
3
4
|y|2dy + CAm and Cˆ :=
∫
2e−|y|
2/4 dy.
Now we assume that χ ∈ Gsc(B
Rm
R (0)) and u ∈ G
s(V ) thus, it follows from (2.8) that we
can find h > 0 such that for every α′, α′′ ∈ ZN+ , we have
‖Xα
′′
u‖C1(V ) ≤ h
|α′′|+1‖u‖h,V (|α
′′|+ 1)!s and ‖Xα
′
χ‖C1(BRmR ) ≤ h
|α′|+1‖χ‖
h,BR
m
R (0)
(|α′|+ 1)!s.
(3.14)
We may use (3.13) and (3.14) to obtain
sup
V
|XαGχτ [u]− X
α(χu)|
(2h)|α||α|!s
≤
(
τ−1/2C˜ + e−A
2/2CˆA
)BA
π
m
2
h223‖χ‖h,BR(0)‖u‖h,V , (3.15)
where we used that (|α| + 2)!s ≤ 2s(|α|+3)|α|!s. Now, for a given ǫ > 0 choose A > 0 so
that e−A
2/2Cˆ ≤ ǫ/2 and then choose τ > 1 so that τ−1/2C˜A ≤ ǫ/2 to conclude that G
χ
τ [u]
converges to χu in Gs(V ;M,L). 
We would like to point out that the proof yields a slightly stronger version of Proposi-
tion 3.1. Denote by B
(
Gsc(B
Rm
R (0))×G
s(V ), Gs(V )
)
the space of the bilinear continuous op-
erator and denote by P the bilinear operator defined by the usual product, i.e., P (χ, u) = χu.
Proposition 3.2. The operator Gτ : G
s
c(B
Rm
R (0))× G
s(V ) −→ Gs(V ) define by Gτ (χ, u) =
Gχτ [u] is a bilinear and continuous. Moreover, the sequence of operators Gτ converges to P
in B
(
Gsc(B
Rm
R (0))×G
s(V );Gs(V )
)
as τ −→∞.
Observe that if we take χ = 1 in BR
m
R/2(0) and define U := B
Rm
S (0) × B
Rn
T (0), where
0 < S ≤ R/2 and 0 < T ≤ R, then Gχτ [u] converges to u in G
s(U).
Next, we recall (see, for instance, [BCH08, pag. 59-60]) that there exists a positive constant
T < R such that ∣∣e−τ〈Z(x,t)−Z(y,t′)〉2∣∣ ≤ e−τR2/33, (3.16)
for all (x, t) ∈ BR
m
R/4(0)×B
Rn
T (0) and (y, t
′) ∈ {y ∈ Rm : |y| ≥ R/2}×BR
n
T (0). From now on,
we fix the open set U in the statement of Theorem 1.1 to be BR
m
R/4(0) × B
Rn
T (0). The proof
of Theorem 1.1, in Gs, will be complete once we proof the following result.
Proposition 3.3. Let χ ∈ Gsc(B
Rm
R (0)), with χ = 1 in B
Rm
R/2(0) and u ∈ G
s(Ω) that is a
solution of L in W . Then Rχτ [u] converges to 0 in G
s(U) when τ −→ ∞.
Proof. It is a consequence of Stokes’ theorem that we may write Rχτ [u] given in (3.3) as
Rχτ [u](x, t) =
(τ
π
)m
2
n∑
j=1
∫
Rm×[0,t]
e−τ〈Z(x,t)−Z(y,t
′)〉2(Ljχ)(y, t
′)u(y, t′) detZx(y, t
′) dt′j ∧ dy.
(3.17)
Since χ(y) = 1 for |y| < R/2 and suppχ ⊂ BR
m
R (0), Ljχ vanishes for {|y| ≤ R/2}∪{|y| ≥ R},
we can write
Rχτ [u](x, t) =
(τ
π
)m
2
n∑
j=1
∫
A(R
2
,R)
∫ 1
0
e−τ〈Z(x,t)−Z(y,rt)〉
2
(Ljχ)(y, rt)u(y, rt) detZx(y, rt)tjdrdy,
(3.18)
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where A(R
2
, R) := {y ∈ Rm : R
2
< |y| < R}. For each (α, β) ∈ Zm+ × Z
n
+ we may differentiate
under the integration sign the expression in the right hand-side of (3.18) to obtain
∂αx ∂
β
t R
χ
τ [u](x, t) (3.19)
=
(τ
π
)m
2
n∑
j=1
∫
A(R
2
,R)
∫ 1
0
∂αx∂
β
t
{
e−τ〈Z(x,t)−Z(y,rt)〉
2
(Ljχ)(y, rt)u(y, rt) detZx(y, rt)tj
}
drdy
=
(τ
π
)m
2
n∑
j=1
∑
γ≤β
(
β
γ
)∫
A(R
2
,R)
∫ 1
0
{
∂αx ∂
γ
t
{
e−τ〈Z(x,t)−Z(y,rt)〉
2}
×
× ∂β−γt
{
(Ljχ)(y, rt)u(y, rt) detZx(y, rt)tj
}}
drdy.
We can use Lemma A.3 with f(y, r, x, t) = [Z(x, t) − Z(y, rt)]2 yielding that there are
constants C, h > 0 for which we have∣∣∣∂αx∂γt {e−τ〈Z(x,t)−Z(y,rt)〉2}∣∣∣ ≤ Ch|α|+|γ|(|α|+ |γ|)!s e−τRe 〈Z(x,t)−Z(y,rt)〉2+sτ1/s (3.20)
for every (x, y, t, r) ∈ BR
m
R/2(0)×A(
R
2
, R)×BR
n
T (0)× [0, 1].
Since there exist h˜ > 0 so that (Ljχ) u detZx|V ∈ G
s,h˜(V ) for each j ∈ {1, . . . , n}, we can
use (3.16), (3.19) and (3.20) to find a constant C˜ > 0 independent of α, β, γ and τ such that∣∣∂αx ∂βt Rχτ [u](x, t)∣∣ ≤ C˜
(∑
γ≤β
h|α|+|γ|h˜|β−γ|
(
β
γ
)
(|α|+ |γ|)!s(|β − γ|)!s
)
τ
m
2 esτ
1/s−τR2/33
≤ C˜τ
m
2 esτ
1/s−τR2/33
(
h+ h˜
)|α|+|β|
2|β|(|α|+ |β|)!s, (3.21)
for every (x, t) ∈ U. Thus, Rχτ [u] converges to 0 in G
s(U) when τ converges to ∞. 
3.2. Proof of Baouendi-Treves approximation theorem in D′s. Given χ ∈ G
s
c(B
Rm
R (0))
we will first need to extend the definitions of Eχτ [u], G
χ
τ [u] and R
χ
τ [u] when u ∈ D
′
s(W ) is a
solution of L.
The definitions of Eχτ [u] and consequently R
χ
τ [u] will strongly use the fact u is a solution
of L which guarantee that the pullback of u to the submanifolds {(x, t) : t = constant} are
well defined in the sense of ultradistributions, see Appendix B.
We can, however, provide a definition for Gχτ [u] for every u ∈ D
′
s(V ) and as a consequence
we will proof the convergence of Gχτ [u] to χu in D
′
s(V ) when τ goes to +∞ regardless wether
u is a solution of L or not.
Definition 3.4. Let u ∈ D′s(V ) and fix χ ∈ G
s
c(B
Rm
R (0)). We define G
χ
τ [u] ∈ D
′
s(V ), acting
on ϕ ∈ Gsc(V ) as
Gχτ [u](ϕ) := u(x′t)
(
χ(x′)Gχ˜τ [ψ](x
′, t) detZx(x
′, t)
)
, (3.22)
where χ˜ is any element of Gsc(B
Rm
R (0)) equal to 1 in the projection of the support of ϕ in R
m
and ψ(x, t) := ϕ(x, t)/ detZx(x, t).
Remark 3.5. Note that, it follows immediately from (3.22) and Proposition 3.1 that for
every ϕ ∈ Gs(V ), Gχτ [u](ϕ) converges to (χu)(ϕ), consequently, G
χ
τ [u] converges to χu in
D′s(V ).
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Now we will define Eχτ [u] when u ∈ D
′
s(V ) is a solution of L in W . To do so, we will follow
the results and notations from Appendix B, in particular, the definition of the trace of an
ultradistribution (B.2). Given t ∈ BR
n
R (0) we can consider ιt : B
Rm
R (0) −→ V defined by
ιt(x) = (x, t). Since u is a solution of L it holds that WFs(u)∩{(x, t, 0, θ), (x, t) ∈ W, τ 6= 0}
is empty. This means that, for each t ∈ BR
n
R (0) we can define ι
∗
tu ∈ D
′
s(B
Rm
R (0)), the trace
of u at t, by
(ι∗tu)(ϕ) =
1
(2π)N
∫
RN
(
F(λu)(η)eitθ
∫
Rm
ϕ(x)eixσdx
)
dσdθ, ∀ϕ ∈ Gsc(B
Rm
R (0)), (3.23)
where λ ∈ Gsc(W ) is identically 1 on V and F(λu) stands for the Fourier transform of λu.
In the Appendix B, it is shown that ι∗tu is an ultradistribution with the property that, for
each fixed ϕ ∈ Gsc(W ), the application B
Rn
R (0) ∋ t 7→ ι
∗
tu(ϕ) is of class G
s.
Moving on, notice that(
τ
π
)m
2
(ι∗0u)x′
(
e−τ〈z−Z(x
′,0)〉2χ(x′) detZx(x
′, 0)
)
(3.24)
is an entire function in z ∈ Cm. So we can define Eχτ [u] ∈ G
s(RN) as
Eχτ [u](x, t) :=
(
τ
π
)m
2
(ι∗0u)x′
(
e−τ〈Z(x,t)−Z(x
′,0)〉2χ(x′) detZx(x
′, 0)
)
. (3.25)
Also, when u is a solution of L, one can verify that Gχτ [u] given in (3.22) can be rewritten as
Gχτ [u](x, t) =
(
τ
π
)m
2
(ι∗tu)x′
(
e−τ〈Z(x,t)−Z(x
′,t)〉2χ(x′) detZx(x
′, t)
)
, (3.26)
in this case one can check that Gχτ [u] ∈ G
s(V ), see Proposition B.2.
Still assuming that u is a solution of L, we note that, for each ϕ ∈ Gsc(B
Rm
R (0)), we can
use (3.26) and then (3.2) to write∫
BR
m
R (0)
Gχτ [u](x, t)ϕ(x)dx =
(
τ
π
)m
2
∫
BR
m
R (0)
(ι∗tu)x′
(
e−τ〈Z(x,t)−Z(x
′,t)〉2χ(x′) detZx(x
′, t)
)
ϕ(x)dx
= (ι∗tu)x′
(
Gχ˜τ [ψ](x
′, t)χ(x′) detZx(x
′, t)
)
(3.27)
where ψ(x, t) = ϕ(x)/ detZx(x, t) and χ˜ ∈ G
s
c(B
Rm
R (0)) is equal to 1 on the support of ϕ.
Thus, one can use Proposition 3.1 to obtain that for each fixed t, it holds
lim
τ−→∞
∫
BR
m
R (0)
Gχτ [u](x, t)ϕ(x)dx = (ι
∗
tu)x′
(
ϕ(x′)χ(x′)
)
, (3.28)
for every ϕ ∈ Gsc(B
Rm
R (0)). Moving on, we will now work on the error term R
χ
τ [u] = E
χ
τ [u]−
Gχτ [u] when u ∈ D
′
s(W ) is a solution of L. The goal is to obtain an expression analogous to
(3.18).
Proposition 3.6. Let u ∈ D′s(W ) be a solution of L and χ ∈ G
s
c(B
Rm
R (0)) then
Rχτ [u](x, t) =
∫
[0,t]
(
τ
π
)m
2
n∑
j=1
(ι∗t′u)x′
(
e−τ〈Z(x,t)−Z(x
′,t′)〉2Ljχ(x
′) detZx(x
′, t′)
)
dt′j (3.29)
for every (x, t) ∈ V.
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Proof. To begin with, consider ωτ,τ˜ to be the sequence of m−forms with G
s coefficients
defined by
ω
(x,t)
τ,τ˜ (x
′, t′) :=
(
τ
π
)m
2
e−τ〈Z(x,t)−Z(x
′,t′)〉2Gχτ˜ [u](x
′, t′)χ˜(x′)dZ(x′, t′)
where dZ = dZ1 ∧ · · · ∧ dZm and χ˜ ∈ G
s
c(B
Rm
R (0)) is equal to 1 in suppχ. Also, let us define
Iτ,τ˜1 (x, t) =
∫
Rm×[0,t]
dω
(x,t)
τ,τ˜ (x
′, t′),
Iτ,τ˜2 (x, t) =
∫
Rm
ω
(x,t)
τ,τ˜ (x
′, t), and
Iτ,τ˜3 (x, t) =
∫
Rm
ω
(x,t)
τ,τ˜ (x
′, 0).
Thanks to Stokes’ theorem it holds that Iτ,τ˜1 (x, t) = I
τ,τ˜
2 (x, t)− I
τ,τ˜
3 (x, t). Now for any given
ϕ1 ∈ G
s
c(B
Rm
R (0)), ϕ2 ∈ G
s
c(B
Rn
R (0)). Applying I
τ,τ˜
2 to ϕ1 ⊗ ϕ2 in the sense of ultradistribu-
tions we obtain
Iτ,τ˜2 (ϕ1 ⊗ ϕ2) =
∫
BRm (0)
Iτ,τ˜ϕ2 (x)ϕ1(x)dx,
where
Iτ,τ˜ϕ2 (x) :=
(
τ
π
)m
2
∫
BR
n
R (0)
∫
Rm
e−τ〈Z(x,t)−Z(x
′,t)〉2Gχτ˜ [u](x
′, t)χ˜(x′)ϕ2(t) detZx(x
′, t)dx′dt.
Thus, one can use (3.28) to conclude that
lim
τ˜−→∞
Iτ,τ˜ϕ2 (x) =
(
τ
π
)m
2
∫
BR
n
R (0)
(ι∗tu)x′
(
e−τ〈Z(x,t)−Z(x
′,t)〉2χ(x′)ϕ2(t) detZx(x
′, t)
)
dt
=
∫
BR
n
R (0)
Gχτ [u](x, t)ϕ2(t)dt. (3.30)
If follows from identity (3.30) that Iτ,τ˜2 converges to G
χ
τ [u] in D
′
s(V ) as τ˜ −→∞. Analogously,
Iτ,τ˜3 converges to E
χ
τ [u] in D
′
s(V ) as τ˜ −→ ∞. Therefore, all we have to do now is to focus
on the next identity
Rχτ [u](ϕ) = lim
τ˜−→∞
Iτ,τ˜1 (ϕ),
for every ϕ ∈ Gsc(V ). Note that dω
(x,t)
τ,τ˜ can be written as
dω
(x,t)
τ,τ˜ (x
′, t′) =
(
τ
π
)m
2
n∑
j=1
e−τ〈Z(x,t)−Z(x
′,t′)〉2Lj
(
Gχτ˜ [u](x
′, t′)χ˜(x′)
)
dt′j ∧ dZ(x
′, t′)
and using the following equality
Lj
(
Gχτ˜ [u](x
′, t′)χ˜(x′)
)
= G
Ljχ
τ˜ [u](x
′, t′)χ˜(x′) +Gχτ˜ [Lju](x
′, t′)χ˜(x′) +Gχτ˜ [u](x
′, t′)Ljχ˜(x
′)
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together with the convergence stated in (3.28) we obtain
Rχτ [u](ϕ) =
∫
V
∫
[0,t]
(
τ
π
)m
2
n∑
j=1
(ι∗t′u)x′
(
e−τ〈Z(x,t)−Z(x
′,t′)〉2Ljχ(x
′) detZx(x
′, t′)
)
ϕ(x, t)dt′jdx ∧ dt
since u is a solution of L and Ljχ˜ = 0 over suppχ, as we wished to prove. 
Now we can use (3.29) to conclude the proof of Theorem 1.1, in D′s.
Proposition 3.7. Let χ ∈ Gsc(B
Rm
R (0)), with χ = 1 in B
Rm
R/2(0) and u ∈ D
′
s(W ) a solution
of L. Then Rχτ [u] converges to 0 in G
s(U) when τ −→∞.
Proof. For every j = 1, . . . , n, we define
Φj(x, t, x
′, r) = e−τ〈Z(x,t)−Z(x
′,rt)〉2Ljχ(x
′) detZx(x
′, rt)tj .
Note that there exist ρ > 0 such that Φj ∈ G
s,ρ(U ×BR
m
R (0)× (0, 1)) for every j = 1, . . . , n.
Now we differentiate Rχτ [u](x, t) using (B.2) to obtain
∂αx ∂
β
t R
χ
τ [u](x, t) =
(
τ
π
)m
2
n∑
j=1
∫ 1
0
∑
γ≤β
(
β
γ
)
∂β−γt (ι
∗
rtu)x′
(
∂αx∂
γ
t
{
Φj(x, t, x
′, r)
})
dr. (3.31)
Thus we can consider ∂αx∂
γ
t Φj as an element of G
s,ρ˜(BR
m
R (0)) in x
′ ∈ BR
m
R (0) (where ρ˜ could
be any number greater than ρ, let us take ρ˜ = 2sρ) and we can apply estimate (B.9) from
Appendix A to obtain
∂β−γt (ι
∗
stu)x′
(
∂αx∂
γ
t
{
Φj(x, t, x
′, r)
})
≤ ‖∂αx∂
γ
t Φj‖ρ˜,BRmR (0)CH˜
|β−γ||β − γ|!s. (3.32)
Now for every (x, t) ∈ U and each r ∈ (0, 1) we have
‖∂αx∂
γ
t Φj‖ρ˜,BRmR (0) = sup
θ∈Zm
+
sup
x′∈BR
m
R (0)
∣∣∂θx′∂αx ∂γt {Φj(x, t, x′, r)}∣∣
ρ˜|θ||θ|!s
= sup
θ∈Zm
+
sup
x′∈BR
m
R (0)
{ ∣∣∂θx′∂αx∂γt {Φj(x, t, x′, r)}∣∣
ρ|θ|+|α|+|γ|(|θ|+ |α|+ |γ|)!s
(|θ|+ |α|+ |γ|)!sρ|α|+|γ|
2s|θ||θ|!s
}
≤ sup
θ∈Zm
+
sup
x′∈BR
m
R (0)
{ ∣∣∂θx′∂αx ∂γt {Φj(x, t, x′, r)}∣∣
ρ|θ|+|α|+|γ|(|θ|+ |α|+ |γ|)!s
}
(|α|+ |γ|)!s(2sρ)|α|+|γ|
≤ ‖Φj‖ρ,U×BRmR (0)×(0,1)(|α|+ |γ|)!
s(2sρ)|α|+|γ|. (3.33)
Let us denote by U = U × BR
m
R (0)× (0, 1), then using (3.31), (3.32) and (3.33) we obtain
|∂αx∂
β
t R
χ
τ [u](x, t)| ≤
(
τ
π
)m
2
n∑
j=1
∑
γ≤β
(
β
γ
)
‖Φj‖ρ,U(|α|+ |γ|)!
s(2ρ)|α+γ|CH˜ |β−γ||β − γ|!s
≤ C
(
τ
π
)m
2 ( n∑
j=1
‖Φj‖ρ,U
)
(2s(2sρ+ H˜))|α+β|(|α|+ |β|)!s. (3.34)
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Now let us estimate ‖Φj‖ρ,U×BRmR (0)×(0,1), we have
∂αx ∂
β
t ∂
γ
x′∂
σ
sΦj(x, t, x
′, r) = (3.35)
=
∑
Sβ,γ,σ
(
β
β ′
)(
γ
γ′
)(
σ
σ′
)
∂αx∂
β′
t ∂
γ′
x′∂
σ′
r e
−τ〈Z(x,t)−Z(x′,rt)〉2∂β
′′
t ∂
γ′′
x′ ∂
σ′′
r Λ(t, x
′, r),
where Sβ,γ,σ = {(β
′, β ′′, γ′, γ′′, σ′, σ′′) : β ′ + β ′′ = β; γ′ + γ′′ = γ; σ′ + σ′′ = σ} and
Λ(t, x′, r) =
(
Ljχ(x
′) detZx(x
′, rt)tj
)
.
Using Lemma A.3 with f(x, t, x′, r) = 〈Z(x, t)− Z(x′, rt)〉2 we see that there are constants
C ′ > 0 and h > 0 such that∣∣∣∂αx ∂β′t ∂γ′x′∂σ′r e−τ〈Z(x,t)−Z(x′,rt)〉2∣∣∣
h|α|+|β′|+|γ′|+|σ′|(|α|+ |β ′|+ |γ′|+ |σ′|)!s
≤ C ′ e−τRe 〈Z(x,t)−Z(y,rt)〉
2+sτ1/s. (3.36)
Also, there is a constant h˜ > 0 such that Λ ∈ Gs,h˜(BR
n
R (0)×B
Rm
R (0)× (0, 1)) and so there is
C˜ > 0 such that
|∂β
′′
t ∂
γ′′
x′ ∂
σ′′
r Λ(t, x
′, r)| ≤ C˜h˜|β
′′|+|γ′′|+|σ′′|(|β ′′|+ |γ′′|+ |σ′′|)!s. (3.37)
Consequently, using (3.35), (3.36), (3.37) and (3.16), we obtain
|∂αx∂
β
t ∂
γ
x′∂
σ
r Φj(x, t, x
′, r)|[
2
(
h + h˜
)]|α|+|β|+|γ|+|σ|
(|α|+ |β|+ |γ|+ |σ|)!s
≤ C ′C˜e−τRe 〈Z(x,t)−Z(y,rt)〉
2+sτ1/s
≤ C ′C˜e−τR/33+sτ
1/s
. (3.38)
Therefore we can take ρ = 2(h+ h˜), it follows from (3.34) and (3.38) that
|∂αx∂
β
t R
χ
τ [u](x, t)|
(2(2ρ+ H˜))|α|+|β|(|α|+ |β|)!s
≤
CC ′C˜
π
m
2
τ
m
2 e−τR/33+sτ
1/s
.
Proving that Rχτ [u] converges to 0 in G
s(U) as desired. 
4. Approximate Poincare´ Lemma
Let Ω be an open neighborhood of the origin in RN and assume that we have a locally
integrable structure in Ω where the orthogonal L⊥ is defined globally in Ω by the differential
of Z1, . . . , Zm and denote λ(x, t) = (Z1(x, t), . . . , Zm(x, t), t1, . . . , tn). We define G
s(Ω,Λp,q)
the space of all (p, q)-forms
f(x, t) =
∑
|I|=p
∑
|J |=q
fIJ(x, t)dZI ∧ dtJ , (4.1)
where the coefficients fIJ ∈ G
s(Ω), where dZI = dZi1 ∧ . . .∧ dZip and dtJ = dtj1 ∧ . . .∧ dtjq
for I = {1 ≤ i1 < · · · < ip ≤ m} and J = {1 ≤ j1 < · · · < jq ≤ n}. The notation
K = {1 ≤ k1 < · · · < ks ≤ r} means that K = {k1, . . . , ks} ⊂ {1, . . . , r} and that
k1 < · · · < ks.
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Let us define a linear differential operator L : Gs(Ω,Λp,q) −→ Gs(Ω,Λp,q+1) by
Lf =
∑
|I|=p
∑
|J |=q
n∑
j=1
LjfIJdtj ∧ dZI ∧ dtJ ,
for every f ∈ Gs(Ω,Λp,q). The Gevrey local solvability of L in degree (p, q) at a point p0 ∈ Ω
here means that there is Ω0 a neighborhood of p0 such that for any other neighborhood Ω1
of p0 with Ω1 ⊂ Ω0, we can find a neighborhood Ω2 of p0 such that Ω2 ⊂ Ω1 and for any
f ∈ Gs(Ω1,Λ
p,q) such that Lf = 0 there is g ∈ Gs(Ω2,Λ
p,q−1) such that Lg = f in Ω2.
We recall that the approximate Poincare´ lemma is a result concerning approximate solv-
ability of L. Before we actually enunciate and prove this result let us fix more notation and
recall an important trick. Let J = {1 ≤ j1 < · · · < jq ≤ n} and j ∈ {1, . . . , n} \ J and we
define ǫ(j, J) to be the sign of permutations to ordenate the q + 1-form dtj ∧ dtJ , i.e, ǫ(j, J)
is 1 if the number of permutation is even and −1 if this number is odd.
Assume that q ≥ 2 and define, for any J with |J | = q, the q − 1-form
ωJ =
∑
j∈J
ǫ(j, J \ {j})tjdtJ\{j},
and, when q = 1, ωJ = tJ .
Now we follow [Tre92], and, for any q-form
F =
∑
|J |=q
FJdtJ ,
we define an operator for q-forms to q − 1-forms
K(q)F =
∑
|J |=q
{∫ 1
0
FJ(σt)σ
q−1dσ
}
ωJ .
This operator satisfies the following formula:
F = dtK
qF +K(q+1)dtF. (4.2)
Assume that W and V are as in the Baouendi-Treves approximation formula, i.e., V =
BR
m
R (0)×B
Rn
R (0), V ⊂⊂W ⊂⊂ Ω and such that (2.4) holds and let U = B
Rm
R/2(0)×B
Rn
R (0).
For every χ ∈ Gsc(B
Rm
R (0)) and g ∈ G
s(Ω) we define
Gχτ [g](z, t) :=
( τ
π
)m
2
∫
e−τ〈z−Z(x
′,t)〉2χ(x′)g(x′, t) detZx(x
′, t)dx′. (4.3)
Note that Gχτ [g](Z(x, t), t) = G
χ
τ [g](x, t). If f is a (p, q)-form as in (4.1) we define
Gχτ [f ](z, t) =
∑
|I|=p
∑
|J |=q
Gχτ [fIJ ](z, t)dzI ∧ dtJ , (4.4)
then λ∗(Gχτ [f ])(x, t) = G
χ
τ [f ](x, t) where G
χ
τ [f ] is defined by allowing G
χ
τ acts coefficientwise.
We now can define
K(p,q)τ [f, χ](z, t) = (−1)
pK(q)Gχτ [f ](z, t)
= (−1)p
∑
|I|=p
∑
|J |=q
{∫ 1
0
Gχτ [fIJ ](z, σt)σ
q−1dσ
}
dzI ∧ ωJ
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It follows from (4.2) that we have
Gχτ [f ] = (−1)
pdt[K
(q)Gχτ [f ]] + (−1)
pK(q+1)dtG
χ
τ [f ]. (4.5)
Theorem 4.1. Assume 0 ≤ p ≤ m, 1 ≤ q ≤ n. There are open neighborhoods of the
origin, W and U as above, such that given any f ∈ Gs(W ; Λp,q) that is L-closed and any
χ ∈ Gsc(B
Rm
R (0)) that is equal to 1 in B
Rm
R/2(0) we have
f = lim
τ−→∞
L
(
λ∗K(p,q)τ [f, χ]
)
in Gs(U,Λp,q).
Proof. From (4.5), it follows that it is enough to prove that K(q+1)dtG
χ
τ [f ] converges to 0 in
Gs(V,Λp,q), note that Lλ∗ = λ∗dt. Now we use that
dtG
χ
τ [f ](z, t) =
∑
|I|=p
∑
|J |=q
n∑
j=1
(
GLjχτ [fIJ ](z, t) + G
χ
τ [LjfIJ ](z, t)
)
dtj ∧ dzI ∧ dtJ .
Since f is L-closed it follows, for every |I| = p and every |K| = q + 1, that( τ
π
)m
2
∫
e−τ〈z−Z(x
′,t)〉2χ(x′)
∑
K=J∪{j}
|J |=q
ǫ(j, J)LjfIJ(x
′, t) detZx(x
′, t)dx′ = 0.
Consequently, ∑
|I|=p
∑
|J |=q
n∑
j=1
Gχτ [LjfIJ ](z, t)dtj ∧ dzI ∧ dtJ = 0.
Therefore all we need to show is that∑
|I|=p
∑
|J |=q
n∑
j=1
λ∗K(q+1)
(
GLjχτ [fIJ ]dtj ∧ dzI ∧ dtJ
)
(x, t) −→ 0 in Gs(U ; Λp,q).
Since
λ∗K(q+1)
(
GLjχτ [fIJ ]dtj ∧ dzI ∧ dtJ
)
(x, t) = (−1)p
(∫ 1
0
GLjχτ [fIJ ](Z(x, t), σt)σ
qdσ
)
dZI ∧ ωJ
(4.6)
one can we use the same argument to prove that Rχτ [u](x, t) given by (3.18) converges to 0
in Gs(U) to conclude that coefficient of the form in the left hand side of (4.6) converges to
0 in Gs(U). 
5. Ultradistributions vanishing on maximally real submanifolds
Let Ω an open subset of RN and L be a locally integrable structure of corank m. Let
Σ ⊂ Ω be an embedded Gevrey submanifold of dimension m, i.e., the defining functions of
Σ are Gevrey functions. We recall that Σ is maximally real with respect to L if for every
p ∈ Σ, any nonvanishing section of L defined in a neighborhood of p is transversal to Σ at p.
Theorem 5.1. Let Σ be an embedded submanifold in Ω maximally real with respect to L. If
u ∈ D′s(Ω) is a solution of L and u|Σ = 0, then u vanishes in a neighborhood of Σ.
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Proof. It is enough to prove that every p ∈ Σ has a neighborhood where u vanishes. Fix
p ∈ Σ so that we can find local coordinates (x, t) centered at p and Z1, . . . , Zm such that
properties (2.3) and (2.2) hold and Σ = {(x, 0)} in a neighborhood of p as proved in [EG03].
Now thanks to the Baouendi-Treves approximation formula there is U a neighborhood of
p where u is the limit of
Eχτ [u](x, t) =
(
τ
π
)m
2
(ι∗0u)x′
(
e−τ〈Z(x,t)−Z(x
′,0)〉2χ(x′) detZx(x
′, 0)
)
.
Since Σ = {(x, 0)}, u|Σ = 0 means that ι
∗
0u = u|Σ = 0. Therefore, E
χ
τ [u](x, t) vanishes in
a neighborhood of p and so does u. 
6. Baouendi-Treves theorem in Denjoy-Carleman classes
One can use the ideas of Section 3.1 to proof of the Baouendi-Treves approximation the-
orem for more general classes of ultradifferentiable functions. More precisely, consider the
strongly non-quasianalytic Denjoy-Carleman classes of Roumieu type associated with a non-
decreasing sequence of positive numbers (Mp)p∈Z+ satisfying:
• Initial condition:,
M0 =M1 = 1. (6.1)
• Strong logarithmic convexity:
Mj
Mj−1
≤
Mj+1
Mj
, j = 1, 2, 3, . . . . (6.2)
• Stability under ultradifferential operators: There exist A, H > 0 such that
Mj+k ≤ AH
j+kMjMk, ∀ j, k ∈ Z+. (6.3)
• strong Non-quasianalyticity condition: there exist a constant A > 0 such that
∞∑
j=p+1
Mj−1
Mj
< Ap
Mp
Mp+1
, p = 1, 2, 3, . . . (6.4)
We refer to [Kom73] for more details about these classes. The techniques used strongly
the fact that Gs(V ) and Gs(V ;M,L) are isomorphic as topological spaces. This result can
be adapted to strongly non-quasianalytic Denjoy-Carleman classes. With this equality of
topological spaces proved it is not difficult to see that with minor changes in our proof
the Baouendi-Treves approximation theorem also holds for these spaces of strongly non-
quasianalytic Denjoy-Carleman functions and ultradistributions.
Appendix A. Faa` di Bruno formula
Next we recall the Faa` di Bruno generalized formula.
Theorem A.1 ([BM04]). Let Ω ⊂ Rp and U ⊂ Rn open subsets. Let f ∈ C∞(Ω) and g ∈
C∞(U ;Rp) such that g(U) ⊂ Ω and denote by h the composition f ◦ g. For all α ∈ Zn+ \ {0},
we have that
∂αh(x) =
∑
Sα
∂κf(g(x))α!
(
∂δ1g(x)
)β1
β1!δ1!|β1|
· · ·
(
∂δℓg(x)
)βℓ
βℓ!δℓ!|βℓ|
,
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where κ = β1 + · · ·+ βℓ and Sα is the set of all {δ1, . . . , δℓ} distinct elements of
(
Z
n
+ \ {0}
)ℓ
and all (β1, . . . , βℓ) ∈
(
Z
p
+ \ {0}
)ℓ
, ℓ = 1, 2, 3, . . . , such that
α =
ℓ∑
j=1
|βj |δj.
We will also need the following result from [BM04]:
Lemma A.2. Given α ∈ Zn+\{0} and p ∈ Z+\{0} let Sα the set defined in the Theorem A.1.
For every (β1, . . . , βℓ; δ1, . . . , δℓ) ∈ Sα, we have
|κ|!t |δ1|!
tβ1 . . . |δℓ|!
tβℓ ≤ |α|!t (A.1)
for every t > 0 and, for every positive constant A, there are constants L,D > 0, depending
only on A, n and p, such that ∑
Sα
κ!
β1! . . . βℓ!
A|κ| ≤ LD|α|. (A.2)
Lemma A.3. Let Ω ⊂ Rn×Rm be an open set, f ∈ Gs(Ω) and τ > 1 is a parameter. Then,
for each compact subset K ⊂ Ω there exist constants C, h > 0 such that and α ∈ Zm+ , it holds
sup
(x,y)∈K
∣∣∂αx{eτf(x,y)}∣∣ ≤ Ch|α||α|!s eτRe f(x,y)+sτ1/s . (A.3)
Proof. It is enough to prove for θ ∈ (0, 1]. Using Theorem A.1, we have
∂α
{
eτf(x,y)
}
=
∑
Sα
eτf(x,y)α!
τ
(
∂δ1f(x, y)
)β1
β1!δ1!β1
· · ·
τ
(
∂δℓf(x, y)
)βℓ
βℓ!δℓ!βℓ
.
Since f is in Gs(Ω) there exist constants C˜, h˜ > 0 such that,
∣∣∂αx{eτf(x,y)}∣∣ ≤ α! eτRe f(x,y)∑
Sα
τκ
β1! . . . βℓ!
ℓ∏
j=1
∣∣∂δjx {f(x, y)} ∣∣βj
δj !βj
≤ α! eτRe f(x,y)
∑
Sα
τκ
β1! . . . βℓ!
ℓ∏
j=1
(
C˜h˜|δj |δj!
s
)βj
δj !βj
= h˜|α|α! eτRe f(x,y)
∑
Sα
(C˜τ)κ
β1! . . . βℓ!
ℓ∏
j=1
δj !
(s−1)|βj |
≤ h˜|α|α! eτRe f(x,y)
∑
Sα
(C˜τ)κ
β1! . . . βℓ!
(
|α|!
κ!
)s−1
≤ h˜|α||α|!s eτRe f(x,y)
∑
Sα
C˜ |κ|κ!
β1! . . . βℓ!
(
τκ/s
κ!
)s
≤ h˜|α||α|!s eτRe f(x,y)+sτ
1/s
∑
Sα
κ!
β1! . . . βℓ!
C˜ |κ|.
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Now we use Lemma A.2 to find constants C and h such that∣∣∂αx{eτf(x,y)}∣∣ ≤ Ch|α||α|!s eτRe f(x,y)+sτ1/s ,
as we wished to prove. 
Appendix B. Trace of ultradistributions
Let u ∈ D′s(W ) be an ultradistribution such that
WFs(u) ∩
{
(x, t, 0, θ), (x, t) ∈ W, θ 6= 0
}
= ∅. (B.1)
We will see that condition (B.1) is enough to define the trace of u at t, ι∗tu ∈ D
′
s(B
Rm
R (0)),
as
(ι∗tu)(ϕ) =
1
(2π)N
∫
F(λu)(σ, θ)eitθ
(∫
ϕ(x)eixσdx
)
dσdθ, ∀ϕ ∈ Gsc(B
Rm
R (0)), (B.2)
where λ ∈ Gsc(W ) is equal to 1 in V and F(λu) stands for the Fourier transform of λu. Note
that, when u ∈ D′(W ), this is the classical definition of trace of a distribution, see [Ho¨r90,
Section 8].
Proposition B.1. Let u ∈ D′s(W ) be an ultradistribution such that (B.1) is valid then ι
∗
tu
given by (B.2) is in D′s(B
Rm
R (0)). Moreover, for each fixed ϕ ∈ G
s
c(B
Rm
R (0)) the function
BR
n
R (0) ∋ t 7→ ι
∗
tu(ϕ) is in G
s(BR
n
R (0)).
Proof. Since WFs(u) and {(x, t, 0, θ), (x, t) ∈ suppλ, θ 6= 0} are disjoint closed cones, there
is ρ > 0 such that
WFs(u) ∩
{
(x, t, σ, θ), (x, t) ∈ suppλ, θ 6= 0, and |σ| ≤ ρ|θ|
}
= ∅.
Let A1 = {(σ, θ) : |σ| ≤ ρ|θ|} and A2 = R
N \ A1. Thus,
∂βt (ι
∗
tu)(ϕ) = I1 + I2 (B.3)
where
Ik =
1
(2π)N
∫
Ak
F(λu)(σ, θ)(iθ)βeitθ
(∫
ϕ(x)eixσdx
)
dσdθ, k = 1, 2. (B.4)
Then, there are h > 0 and C > 0 such that
|F(λu)(σ, θ)| ≤ Ce−h|(σ,θ)|
1/s
, (B.5)
for every (σ, θ) ∈ A1 and for every ǫ > 0 there exist a positive constant Cǫ such that
|F(λu)(σ, θ)| ≤ Cǫe
ǫ|(σ,θ)|1/s , (B.6)
for every (σ, θ) ∈ A2.Moving on, assume that ϕ ∈ G
s,r
c (B
Rm
R (0)), therefore there is a constant
C˜ depending only on m and R and a depending only on ρ, r and s (see inequality (B.11)
below) such that
|Fϕ(σ)| ≤ C˜‖ϕ‖r,BRmR (0)e
− s
r1/s
|σ|1/s
≤ C˜‖ϕ‖r,BRmR (0)e
−a|(σ,θ)|1/s , (B.7)
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for every (σ, θ) ∈ A2. In one hand, if we choose h˜ = h
−s(2s)s it follows that
|I1| ≤ ‖ϕ‖r,BRmR (0)
CC˜
(2π)N
∫
A1
|θ||β|e−h|(σ,θ)|
1/s
dσdθ
≤ ‖ϕ‖r,BRmR (0)h˜
|β||β|!s
CC˜
(2π)N
∫
A1
|(σ, θ)||β|
h˜|β||β|!s
e−h|(σ,θ)|
1/s
dσdθ
≤ ‖ϕ‖r,BRmR (0)h˜
|β||β|!s
CC˜
(2π)N
∫
A1
e−
h
2
|(σ,θ)|1/sdσdθ. (B.8)
On the other hand, we can choose ǫ < a/2 and a˜ = a−s(4s)s to obtain that
|I2| ≤ ‖ϕ‖r,BRmR (0)
CǫC˜
(2π)N
∫
A2
|θ||β|e−
a
2
|(σ,θ)|1/sdσdθ
≤ ‖ϕ‖r,BRmR (0)a˜
|β||β|!s
CǫC˜
(2π)N
∫
A2
e−
a
4
|(σ,θ)|1/sdσdθ.
Taking b = max{a˜, h˜} we conclude that there is C ′ > 0 such that then it holds
|∂βt (ι
∗
tu)(ϕ)| ≤ C
′‖ϕ‖r,BRmR (0)b
|β||β|!s. (B.9)
This means that, if t ∈ BR
n
R (0) is fixed, then ∂
β
t (ι
∗
tu) is a continuous linear functional in
Gsc(B
Rm
R (0)), i.e., ∂
β
t (ι
∗
tu) ∈ D
′
s(B
Rm
R (0)). Moreover if ϕ is fixed, then (B.9) shows that
(ι∗tu)(ϕ) ∈ G
s(BR
n
R (0)). 
Proposition B.2. Let u ∈ D′s(W ) be an ultradistribution such that (B.1) is valid and
ψ ∈ Gs(W ) then the function BR
n
R (0) ∋ t 7→ ι
∗
tu(ϕ(·, t)) is in G
s(BR
n
R (0)) and the following
Leibniz formula holds
∂βt
{
(ι∗tu)x(ϕ(x, t))
}
=
∑
α≤β
(
β
α
)(
∂αt (ι
∗
tu)
)
x
(∂β−αt ϕ(x, t)). (B.10)
Proof. It follows from the same arguments as in the proof of Proposition B.1. 
Note that if ϕ ∈ Gs,rc (B
Rm
R (0)), then
|ξαFϕ(ξ)| ≤
∣∣ ∫ (Dαxϕ(x))eixξdx∣∣
≤ µ(BR
m
R (0))‖ϕ‖r,BRmR (0)r
|α||α|!s,
where µ stands for the Lebesgue measure in Rm. Moreover, since there exist a positive
constant Cm depending only of the dimension m such that
|Fϕ(ξ)| ≤ Cmµ(B
Rm
R (0))‖ϕ‖r,BRmR (0)
r|α||α|!s
|ξ||α|
, ξ 6= 0
holds for every α ∈ Zm+ , we obtain
|Fϕ(ξ)| ≤ Cmµ(B
Rm
R (0))‖ϕ‖r,BRmR (0)e
− s
r1/s
|ξ|1/s
. (B.11)
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B.1. Final Remark: definition of the restriction. Observe that ι∗tu in V is independent
of the choice of λ in the following way: for any ϕ ∈ Gsc(B
Rm
R (0)) and any t ∈ B
Rn
R (0), function
ι∗tu(ϕ) does not dependent of the choice of λ in G
s
c(W ) as long as λ = 1 in V . To see use
that if ψ ∈ Gsc(B
Rn
R (0)), then
u(ψ ⊗ ϕ) = (λu)(ψ ⊗ ϕ)
=
1
(2π)N
∫
F(λu)(σ, θ)
(∫
eitθΨ(t)dt
)(∫
ϕ(x)eixσdx
)
dσdθ
=
∫
(ι∗tu)(ϕ)ψ(t)dt.
The equality above implies that the function t 7→ ι∗tu(ϕ) is uniquely determined in B
Rn
R (0).
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