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Abstract
This thesis deals with equations of fluid dynamics. We consider the following
two models: one is the Navier-Stokes equation in R3 with an external force, the
other one is the Prandtl equation on the half plane R2+. For the Navier-Stokes system,
we focus on the local in time existence, uniqueness, long-time behavior and blow-
up criterion. For the Prandtl equation on the half-plane, we consider the Gevrey
regularity.
This thesis consists in four chapters. In the first chapter, we introduce some back-
ground on equations of fluid dynamics and recall the physical meaning of the above
two models as well as some well-known mathematical results. Next, we state our
main results and motivations briefly. At last we mention some open problems.
The second chapter is devoted to the Cauchy problem for the Navier-Stokes
equation equipped with a small rough external force in R3. We show the local in
time existence for this system for any initial data belonging to a critical Besov space
with negative regularity. Moreover we obtain three kinds of uniqueness results for
the above solutions. Finally, we study the long-time behavior and stability of priori
global solutions.
The third chapter deals with a blow-up criterion for the Navier-Stokes equation
with a time independent external force. We develop a profile decomposition for
the forced Navier-Stokes equation. The decomposition enables us to connect the
forced and the unforced equations, which provides the blow-up information from
the unforced solution to the forced solution.
In Chapter 4, we study the Gevrey smoothing effect of the local in time solution
to the Prandtl equation in the half plane. It is well-known that the Prandtl bound-
ary layer equation is unstable for general initial data, and is well-posed in Sobolev
spaces for monotonic initial data. Under a monotonicity assumption on the tangen-
tial velocity of the outflow, we prove Gevrey regularity for the solution to Prandtl
equation in the half plane with initial data belonging to some Sobolev space.
Key words: Navier-Stokes equations, Prandtl equations, Gevrey space, Blow-up cri-
terion

Abstract
Cette thèse est consacrée à l’etude des équations de la dynamique des fluides.
La théorie des fluides est basée sur une hypothèse de continuum qui indique que le
comportement macroscopique d’un fluide est le même que si il était complètement
continu : la densité, la pression, la température et la vitesse sont supposées être
infiniment petites et ils varient continuellement d’un point à un autre.
Nous considérons les deux modèles suivants:
1. Le premier est l’équation de Navier-Stokes homogène et incompressible R3
avec une force externe, qui décrit un fluide Newtonien, isotrope, homogène et
incompressible dans tout l’espace R3,
(NSf)

∂tuf −∆uf + uf · ∇uf = −∇pf + f,
∇ · uf = 0,
uf |t=0 = u0.
(1)
Ici uf est un champ de vecteurs à trois composants uf = (uf,1, uf,2, uf,3) représen-
tant la vitesse du fluide, pf est une fonction scalaire dénotant la pression, et
toutes sont des fonctions inconnues de la variable d’espace x ∈ R3 et de la
variable de temps t > 0.
2. L’autre est l’équation de Prandtl sur le demi-plan R2+, qui est un modèle clas-
sique pour résoudre le problème de la couche limite. Pour simplifier, nous
considérons l’équation de Prandtl sur le demi-plan avec un écoulement uni-
forme: 
ut + uux + vuy − uyy = 0, (t, x, y) ∈]0, T [×R2+,
ux + vy = 0,
u|y=0 = v|y=0 = 0, lim
y→+∞
u = 1,
u|t=0 = u0(x, y) ,
(2)
où u et v représentent la vitesse tangente, qui est inconnue, et la vitesse nor-
male respectivement et v peut être représenté par u comme suit
v = −
∫ y
0
(∂xu) dỹ.
Pour le système Navier-Stokes, nous nous concentrons sur l’existence locale, l’unicité,
le comportement à long terme et le critère de blow-up. Pour l’équation de Prandtl
sur le demi-plan, nous considérons la régularité de Gevrey.
Cette thèse consiste en quatre chapitres. Dans le premier chapitre, nous intro-
duisons quelques informations sur les équations de la dynamique des fluides et
rappelons la signification physique des deux modèles ci-dessus ainsi que quelques
résultats mathématiques bien connus. Ensuite, nous exposons brièvement nos prin-
cipaux résultats et motivations. Enfin, nous mentionnons quelques problèmes ou-
verts.
Le deuxième chapitre est consacré au problème de Cauchy pour l’équation de
Navier-Stokes avec une petite force externe rugueuse dans R3. La rugosité signifie
que la force externe satisfait∫ t
0
e(t−s)∆Pf(s)ds ∈ L∞(R+, L3,∞)
qui contient beaucoup de cas singuliers intéressants bien connus. Nous montrons
l’existence locale en temps pour ce système pour toutes les données initiales appar-
tenant à un espace de Besov critique avec une régularité négative. Pour obtenir ce ré-
sultat, nous introduisons une équation de perturbation par rapport à (NSf) et sous
une hypothèse de petitesse sur f nous prouvons le résultat d’existence ci-dessus en
appliquant un argument de point fixe sur l’équation de perturbation. De plus, la
solution peut être décomposée en une partie petite et une partie lisse. En utilisant
un résultat de régularité via une itération, nous montrons que uf ∈ Cw([0, T ∗), L3,∞)
et la partie lisse a une énergie finie quand u0 ∈ Ḃ
sp
p,p ∩ L3,∞ et u0 ∈ Ḃ
sp
p,p ∩ L2(R3)
respectivement.
Nous obtenons également trois types de résultats d’unicité pour les solutions
ci-dessus. Nous soulignons que sans l’hypothèse de petitesse sur la solution nous
ne pouvons pas prouver que la solution ci-dessus est unique dans L∞t (L3,∞). En
fait, même pour (NS) l’unicité dans L∞t (L3,∞) est toujours une problème ouvert
(l’unicité ne tient que lorsque la solution est petite dans L∞t (L3,∞)). La raison pour
laquelle nous nous concentrons sur l’unicité des solutions à (NSf) dans L∞t (L3,∞)
est que la singularité de la force externe limite la régularité des solutions. Dans notre
cas, peu importe la régularité des données initiales, la solution correspondante à
(NSf) appartient seulement àL∞t (L3,∞). Cependant, nous montrons que la solution
construite au chapitre 2 est unique dans le sens suivant: soit uf ∈ Cw([0, T ∗), L3,∞)
une solution à (NSf) avec des données initiales u0 ∈ L3,∞ ∩ Ḃ
sp
p,p et ūf une autre
solution à (NSf) avec les mêmes données initiales. On a
• si ūf − uf se compose d’une petite partie et d’une partie lisse, alors uf ≡ ūf ,
• si ūf − uf ∈ C([0, T ], L3,∞), alors uf ≡ ūf ,
• si ūf − uf a une énergie finie et 3 < p < 5, alors uf ≡ ūf .
Enfin, nous étudions le comportement à long terme et la stabilité d’une solution
globale a priori. Nous montrons que si la solution uf construite ci-dessus est globale,
ce qui signifie que uf appartient àCw(R+, L3,∞), alors uf appartient àL∞(R+, L3,∞).
Ce résultat est valable pour des solutions globales à priori (sans hypothèse de pe-
titesse sur les solutions) et pour les petites forces rugueuses (en particulier, on traite
le cas ∆−1f ∼ 1|x| ). Ce résultat est un argument faible-fort de C. Calderón. Cepen-
dant, contrairement au cas non forcé, il est difficile d’obtenir que la perturbation ait
une énergie locale dans le temps. Pour surmonter cette difficulté, nous introduisons
un résultat de régularité via itération, qui satisfait une équation de perturbation plus
générale. Nous prouvons aussi que uf est stable.
Le troisième chapitre traite d’un critère de blow-up pour l’équation de Navier-
Stokes avec une force externe indépendante du temps. Plus précisément, si ∆−1f est
petit dans L3, alors pour tous u0 ∈ L3,
(BC) sup
0<t<T ∗(u0,f)
‖uf (t, ·)‖L3 <∞⇒ T ∗(u0, f) =∞.
Ici T ∗(u0, f) est la durée de vie de uf . Nous remarquons que le problème princi-
pal est que l’unicité rétrograde de la chaleur n’est pas valide pour les équations de
Navier-Stokes forcées. Par conséquent, pour obtenir le critère d’explosion, nous ne
pouvons pas suivre le même argument. Nous développons une décomposition en
profils pour l’équation de Navier-Stokes.
Puisque le critère de blow-up pour (NS) est connu, nous nous concentrons sur
la facon de prouver (NSf) à partir de (NS). Nous utilisons une décomposition en
profils pour les solutions à (NSf) pour prouver le résultat ci-dessus. Précisément, la
décomposition permet de construire un lien entre l’équation forcée et l’équation non
forcée, qui fournit l’information de la solution non forcée à la solution forcée. Plus
précisément, nous pouvons décomposer uf sous une forme constituée de la somme
des profils de solutions à (NS), une solution à (NSf) et un reste. Nous montrons
que l’information de blow-up de uf est déterminée par l’information de blow-up
des profils de solutions à (NS) par un argument utilisant la propriété scaling de ces
solutions.
Nous soulignons également que l’on peut obtenir une décomposition en pro-
fils des solutions à l’équation de Navier-Stokes forcée avec une force externe f ∈
Lr(R+, Ḃ
sp+
2
r
−2
p,p ) avec sp + 2r > 0 et des données initiales qui sont bornées dans Ḃ
sp
p,p
pour chaque 3 < p < ∞. Et par le même argument que la preuve de (BC), on peut
montrer le critère de blow-up comme (BC) en remplaçant L3 par Ḃspp,p.
Au chapitre 4, nous étudions l’effet de lissage de Gevrey de la solution locale de
l’équation de Prandtl dans le demi-plan. En raison de la dégénérescence de la vari-
able tangentielle, les théories du caractère bien posé et la justification de la théorie
de la couche limite de Prandtl demeurent des problèmes complexes dans la théorie
mathématique de la mécanique des fluides.
Il est bien connu que l’équation de la couche limite de Prandtl est instable pour
les données initiales générales et est bien posée dans les espaces de Sobolev pour
les données initiales monotones. Sous une hypothèse de monotonicité sur la vitesse
tangentielle du flux sortant, nous montrons la régularité de Gevrey pour la solution
de l’équation de Prandtl dans le demi-plan avec des données initiales appartenant à
un certain espace de Sobolev.
Il est bien connu que la difficulté principale pour l’équation de Prandtl est la
dégénérescence en variable x, en raison de la présence de v:
v = −
∫ y
0
(∂xu) dỹ.
Pour surmonter cette dégénérescence, nous utilisons l’idée d’annulation pour ef-
fectuer des estimations sur une nouvelle fonction et plus sur la fonction u. En effet,
on observe que
ut + uux + vuy − uyy = 0,
et, avec ω = ∂yu,
ωt + uωx + vωy − ωyy = 0.
Pour éliminer le terme v dans le membre de gauche des deux équations ci-dessus,
nous utilisons la condition de monotonicité ∂yu = ω > 0 et donc multiplions la
deuxième équation par −∂yωω , puis ajoutons l’équation résultante à la première; cela
donne, dénotant f = ω − ∂yωω u,
ft + u∂xf − ∂yyf = termes de l’ordre inférieur.
Notre observation principale pour la nouvelle équation est la structure subelliptique
intrinsèque due à la condition de monotonie. En effet, dénotant X0 = ∂t + u∂x et
X1 = ∂y, nous pouvons réécrire l’équation ci-dessus à partir du type de Hörmander:(
X0 +X
∗
1X1
)
f = termes de l’ordre inférieur.
Et en outre, un calcul direct nous montre que[
X1, X0
]
= (∂yu)∂x. (3)
Ainsi la condition de crochet de Hörmander sera remplie formellement, fournie par
∂yu > 0.
D’autre part par ∂yu > 0, on a l’estimation sub-elliptique suivante:
∀ w ∈ C∞0 (K), ‖Λ1/3w‖L2 . ‖
(
X0 +X
∗
1X1
)
w‖L2 + ‖w‖L2 ,
avec K un sous-ensemble compact de R3t,x,y et Λd = Λdx est le multiplicateur de
Fourier du symbole (|ξ|2 + 1)
d
2 par rapport à x ∈ R.
Mots clefs: système de Navier-Stokes, critères d’explosion, l’équation de Prandtl,
régularité Gevrey
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Chapter 1
Introduction
In this thesis we focus on two topics: one concerns the solutions to the incompress-
ible homogeneous Navier-Stokes equation with an external force in R3; the other
one concerns the Gevery class smoothing effect for the Prandtl equation on the half-
plane.
1.1 The Navier-Stokes equations
1.1.1 Physical meaning
Fluid theory is based on a continuum hypothesis which states that the macroscopic
behavior of a fluid is the same as if the fluid were perfectly continuous: the density,
pressure, temperature and velocity are taken to be well-defined at infinitely small
points and are assumed to vary continuously from one point to another.
There are two representations of the fluid motion and of the associated physical
quantities. In the Eulerian reference frame, the reference frame is fixed while the
fluid moves. Thus the quantities are measured at a position x attached to the fixed
frame. The velocity u(t, x) is the velocity at time t of the fluid parcel that occupies
the position x at that very instant t. In the Lagrangian reference frame, the reference
frame is the initial state of the fluid. The quantities are attached to the parcels as they
move.
More precisely, if Xx0(t) is the position of the parcel at time t whose position
at time 0 was x0, and if Q is some quantity attached to the parcels, we have two
descriptions of the distribution of the values taken by Q at time t: the value Q(t, x)
taken at time t for the parcel which is located at that time at position x, and Qx0(t)
the value taken at time t for the parcel which was located at time 0 at position x0.
In particular, the velocity field u(t, x) describes the velocities of the parcels as they
move: ddtXx0(t) = u(t,Xx0(t)). This gives us the link between the variations ofQx0(t)
and those of Q(t, x):
d
dt
Qx0(t) = ∂tQ(t, x)|x=Xx0 (t) +
3∑
i=1
∂iQ(t, x)|x=Xx0 (t)
d
dt
Xx0,i(t).
The quantity ddtQx0(t) is called the material derivative of Q and is denoted as
D
DtQ.
Thus we have the following formula: the material derivative
D
Dt
Q = ∂tQ(t, x) +
3∑
i=1
ui(t, x)∂iQ(t, x).
The convection theorem
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If we consider a volume V0 at time 0 filled of fluid parcels, and define Vt the
volume filled by the parcels as they move, we have
Vt = {y ∈ R3 : y = Xx(t), x ∈ V0}.
The volume element dy of Vt is given by J(t, x)dx, where J is the Jacobian of the
transform x 7→ Xx(t). Let J := det
(
∂
∂xi
Jj
)
1≤i,j≤3; we have
∂t
∂
∂xi
yj =
∂
∂xi
∂tyj =
∂
∂xi
uj(t, x) =
3∑
k=1
∂
∂yk
uj(t, t)
∂
∂xi
yk
and thus
∂tJ = det(∂t
∂
∂xi
y1,
∂
∂xi
y2,
∂
∂xi
y3) + det(
∂
∂xi
y1, ∂t
∂
∂xi
y2,
∂
∂xi
y3)
+det(
∂
∂xi
y1,
∂
∂xi
y2, ∂t
∂
∂xi
y3)
=
3∑
k=1
∂
∂yk
u1(t, y)det(
∂
∂xi
yk,
∂
∂xi
y2,
∂
∂xi
y3)
+
3∑
k=1
∂
∂yk
u2(t, y)det(
∂
∂xi
y1,
∂
∂xi
yk,
∂
∂xi
y3)
+
3∑
k=1
∂
∂yk
u3(t, y)det(
∂
∂xi
y1,
∂
∂xi
y2,
∂
∂xi
yk)
= (divu(t, x))J ,
so that, since J(0, x) = 1,
J(t, x) = exp{
∫ t
0
divu(s,Xx(s))ds}.
Thus, we have that the divergence of u is the quantity that governs the deflation or
the inflation of the volume of Vt.
Now, if f(t, x) is a time-dependent field over R3, we may define
G(t) =
∫
Vt
f(t, y)dy.
We have
G(t) =
∫
V0
f(t,Xx(t))J(t, x)dx.
We use the fact that ∂t
(
f(t,Xx(t))
)
= DDtf(t, y), ∂tJ(t, x) = divu(t, y)J(t, x) and
J(t, x)dx = dy to get: the convection theorem
d
dt
∫
Vt
f(t, y)dy =
∫
Vt
D
Dt
f(t, y) + f(t, y)divu(t, y)dy.
Conservation of mass
We apply the convection theorem to the massm of the parcels included in the vol-
ume Vt. If ρ(t, y) is the density at time t and at position y, we have m =
∫
Vt
ρ(t, y)dy.
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When the parcels move, their mass is conserved, so we find that ddtm = 0. This gives:
the conservation of mass
D
Dt
ρ+ ρdivu = 0.
When the fluid is incompressible, the density of a given parcel cannot change, so
D
Dtρ = 0, hence we get: incompressibility
divu = 0.
For an incompressible fluid, we find that ∂tρ = −u · ∇ρ. If the fluid is homoge-
neous, the density does not depend on the position, thus we get: incompressibility
and homogeneity
ρ = Constant.
Newton’s second law
We apply Newton’s second law to a moving parcel of fluid. The momentum of
the parcel at time t is given by M :=
∫
Vt
ρ(t, y)u(t, y)dy. If f(t, y) is the force density
at time t and position y, the force applied to the parcel is F =
∫
Vt
f(t, y)dy. Newton’s
second law of mechanics then gives that
d
dt
M = F.
The convection theorem gives then∫
Vt
D
Dt
(ρu) + ρudivu− fdy = 0,
combining with the conservation of mass, we have
ρ
D
Dt
u = f,
which can be written as
ρ
(
∂tu+ u · ∇u
)
= f. (1.1)
It remains to describe the force density f . This is a resultant of several forces: ex-
ternal forces (such as gravity) and internal forces. There are two important types of
internal forces: the force induced by pressure and the force induced by friction.
Pressure
When a fluid is in contact with a body, it exerts on the surface of the body a
force that is normal to the surface and called the pressure. The pressure is a scalar
quantity, which does not depend of the direction of the normal.
Internal pressure is defined in an analogous way. The fluid parcel occupies a
volume δV ; the force exerted on the parcel induced by the pressure is then
FP = −
∫
V
∇pdx.
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This gives us the density for the pressure force: Force density for the pressure
fP = −∇p.
Strain
Fluids are not rigid bodies. Thus, their motion implies deformations. Those
deformations may be illustrated through the strain tensor. If the velocities and their
derivatives are small enough, we may estimate for initial points x0 and y0 how the
distance of the parcels will evolve. If x(t) = Xx0(t) and y(t) = Xy0(t), we have
‖x− y‖2 ≈ ‖x0 − y0‖2 + 2
∫ t
0
(x(s)− y(s)) ·Du(s, x(s))(x(s)− y(s))ds
where the matrix Du is
Du = (∂jui(s, x))1≤i,j≤3.
Cauchy’s strain tensor ε is defined as the symmetric part of Du:
ε :=
1
2
(Du+ (Du)T ).
The antisymmetric part has a null contribution to the integral, and we find:
‖x− y‖2 ≈ ‖x0 − y0‖2 + 2
∫ t
0
(x(s)− y(s)) · ε(s, x(s))(x(s)− y(s))ds.
Cauchy’s strain tensor the strain tensor at time t and position x is the matrix ε given
by
εi,j =
1
2
(∂iuj + ∂jui) for 1 ≤ i, j ≤ 3.
If we look at the infinitesimal displacement of y, we have
D
Dt
y = u(t, y) = u(t, x) + ε(y − x) + 1
2
(Du− (Du)T )(y − x) +O(|y − x|2).
u(t, x) does not depend on y: it corresponds to an translation; 12(Du − (Du)
T ) does
not contribute to the distortion of distances, it corresponds to a rotation, εj corre-
sponds to the deformation.
Stress
When a fluid is viscous, it reacts like an elastic body that resists deformations.
Applying the theory of elasticity to the fluid motion, one can see that the deforma-
tions induce forces. If δV is a small parcel, the deformation of the parcel induces a
force exerted on the border of δV ; this force Fvisc is given by a tensor T and we have
Fvisc =
∫
∂δV
Tνdσ,
which gives us the force density fvisc associated to the stress:
fvisc,i =
3∑
j=1
∂jTi,j = divTi.
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When the fluid velocity and its derivatives are small enough, Stokes has shown
that the relation between the stress tensor and the strain tensor is linear. Thus we
find that fvisc is a sum of second derivatives of u. But due to the isotropy of the
fluid, a change of referential through a rotation should not alter the relation between
the force and the velocity. This gives that fvisc is determined only by two viscosity
coefficients: force density associated to the stress
fvisc = µ∆u+ λ∇(divu)
The above equation corresponds to a relationship between the tensor ε and the tensor
T:
T = 2µε+ ηtr(ε)Id,
where µ is called the dynamical viscosity of the fluid and η the volume viscosity of
the fluid. Fluids for which the above relation holds are called Newtonian fluids.
The equations of hydrodynamics
Let us consider a Newtonian isotropic fluid. We already have
D
Dt
ρ+ ρdivu = 0
and
ρ
D
Dt
u = f.
The force density f is a superposition of external forces fext and internal forces fint.
In the external forces, one may have the gravity or the Coriolis force. In the internal
forces, one has seen the force due to the pressure:
FP = −∇p
and the force due to the viscosity:
fvisc = µ∆u+ λ∇(divu).
In the absence of other internal forces, we obtain the equations of hydrodynamics
D
Dt
ρ+ ρdivu = 0
and
ρ
D
Dt
u = −∇p+ µ∆u+ λ∇(divu) + fext.
Those equations are in number of four scalar equations with five unknown scalar
quantities (u1,u2,u3, ρ and p). The fifth equation depends on the nature of the fluid:
it is a thermodynamical equation of state that links the pressure, the density and the
temperature.
The Navier-Stokes equations
Let us consider the case of a Newtonian, isotropic, homogeneous and incom-
pressible fluid. The above equations of hydrodynamics are transformed into the
Navier-Stokes equations. Since ρ is constant, it is customary to divide the equations
by ρ, and to replace the force density fext with a reduced density fr := 1ρfext, the
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pressure p with a reduced pressure pr = 1ρp (which is called kinematic pressure),
and the dynamical viscosity µ by the kinematic viscosity ν = 1ρµ. We then have The
Navier-Stokes equations:{
∂tu− ν∆u+ u · ∇u = −∇pr + fr,
∇ · u = 0. (1.2)
ν is positive for a viscous fluid. In case of an ideal fluid(ν = 0), we obtain The
Euler equations: {
∂tu+ u · ∇u = −∇pr + fr,
∇ · u = 0. (1.3)
1.1.2 Mathematical aspects
In this paragraph, we consider mathematical problems for the Navier-Stokes equa-
tion in R3. Since we will compare the Navier-Stokes equation without an external
force with the forced case, we use the following notations:
The Navier-Stokes equation without an external force
(NS)

∂tu−∆u+ u · ∇u = −∇p,
∇ · u = 0,
u|t=0 = u0.
(1.4)
The Navier-Stokes equation with an external force
(NSf)

∂tuf −∆uf + uf · ∇uf = −∇pf + f,
∇ · uf = 0,
uf |t=0 = u0.
(1.5)
Here u and uf are three-component divergence free vector fields u = (u1, u2, u3)
and uf = (uf,1, uf,2, uf,3) representing the velocity of the fluids respectively, p and
pf are two scalar functions denoting the pressure respectively, and all are unknown
functions of the space variable x ∈ R3 and of the time variable t > 0.
We introduce the Navier-Stokes scaling : ∀λ > 0, the vector field uf is a solution
to (NSf) with initial data u0, if uλ,fλ is a solution to (NSfλ) with initial data u0,λ,
where
uλ,fλ(t, x) := λuf (λ
2t, λx), fλ(t, x) := λ
3f(λ2t, λx),
pλ(t, x) := λ
2p(λ2t, λx) and u0,λ := λu0(λx).
Spaces which are invariant under the Navier-Stokes scaling are called critical spaces
for Navier-Stokes equation. Examples of critical spaces of initial data for the Navier-
Stokes in 3D are:
L3(R3) ↪→ Ḃ
−1+ 3
p
p,q (R3)(p <∞, q ≤ ∞) ↪→ BMO−1 ↪→ Ḃ−1∞,∞. (1.6)
We will recall the definitions of function spaces in the last part of this section.
Existence
We begin by introducing existence results for (NS).
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Weak solutions
We first introduce the weak formulation of (NS). From Leibniz’s formula it is clear
that when the vector field u is smooth and divergence-free, we have
u · ∇u = div(u⊗ u), where div(u⊗ u)j :=
3∑
k=1
∂k(ujuk) = div(uju),
so that (NS) may be written as
(NS)

∂tu−∆u+ div(u⊗ u) = −∇p,
∇ · u = 0,
u|t=0 = u0.
The advantage of this formulation is that it makes sense for more singular vector
fields than the previous formulation.
We now formally derive the well-known energy estimate. First, taking theL2(R3)
scalar product of the system with the solution u gives
1
2
d
dt
‖u‖2L2 + (u · ∇u|u)L2 − (∆u|u)L2 = −(∇p|u)L2 .
Using formal integration by parts, we have
(u · u|u)L2 =
∑
1≤j,k≤3
∫
R3
uj(∂juk)ukdx =
1
2
∑
1≤j≤3
∫
R3
uj∂j(|u|2)dx
= −1
2
∫
R3
(divu)|u|2dx = 0,
and
−(∆u|u)L2 = ‖∇u‖2L2 .
Again, integration by parts yields
−(∇p|u)L2 = −
3∑
j=1
∫
Rr
uj∂jpdx =
∫
R3
pdivudx = 0.
It therefore turns out that, by time integration,
‖u(t)‖2L2 + 2
∫ t
0
‖∇u(s)‖2L2ds = ‖u0‖
2
L2 .
It follows that the natural assumption for the initial data u0 is that it is square inte-
grable and divergence-free. This lead to Leray’s weak solutions ([21]).
Theorem 1.1.1. Let u0 be a divergence-free vector field in L2(Rd). Then (NS) has a weak
solution u in the energy space
L∞(R+, L2) ∩ L2(R+, Ḣ1)
such that the energy inequality holds, namely,
‖u(t)‖2L2 + 2
∫ t
0
‖∇u(s)‖2L2ds ≤ ‖u0‖
2
L2 .
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Proving Leray’s theorem relies on a compactness method:
• First, approximate solutions with compactly supported Fourier transforms sat-
isfying the energy inequality are built.
• Next, a time and space compactness result is derived.
• Finally, the solution is obtained by passing to the limit.
In 2D, the Leray weak solutions are unique, however in 3D, Leray weak solutions
are not known to be unique.
Strong solutions
Another important feature of the Navier-Stokes equation in the whole space R3 is
that there is an explicit formula giving the pressure in terms of the velocity field. In-
deed, in Fourier variables, the Leray projector P on the divergence-free vector fields
is as follows:
F(Pf)j(ξ) = f̂j(ξ)−
1
|ξ|2
3∑
k=1
ξjξkf̂k(ξ).
Also P can be written as,
(Pf)j = fj −
3∑
i=1
RiRjf,
where Ri is the Riesz transform Ri = ∂i(−∆)−
1
2 , for 1 ≤ i ≤ 3. It is clear that P is a
zero-order differential operator.
Therefore, applying the Leray projector to (NS) and (NSf), yields that u and uf
satisfy (formally) the following system respectively,
(NS)

∂tu−∆u+ P∇ · (u⊗ u) = 0,
∇ · u = 0,
u|t=0 = u0,
and
(NSf)

∂tuf −∆uf + P∇ · (uf ⊗ uf ) = Pf,
∇ · uf = 0,
uf |t=0 = u0.
(1.7)
Moreover we can transform (NS) and (NSf) to the following integral forms:
u = et∆u0 +B(u, u) (1.8)
and
uf = e
t∆u0 +
∫ t
0
e(t−s)∆Pf(s)ds+B(uf , uf ), (1.9)
where
B(u, v) := −1
2
∫ t
0
e(t−s)∆P∇ · (u⊗ v + v ⊗ u)ds.
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Unforced case
Given u0 ∈ S ′(R3), in order to find a solution to (1.8), a natural approach is the
iterate the transform
v 7→ et∆u0 +B(v, v)
and to find a fixed point u for this transform. This is the so-called Picard contraction
method. A simple way to solve this problem is trying to find a Banach space ET such
that the bilinear transform B(u, v) is bounded from ET × ET to ET . Then we need to
consider the space E of initial data such that et∆u0 ∈ ET for any u0 ∈ E. The Banach
space ET is called an admissible path space and E is called an adapted value space.
Remark 1.1.2. To make sure that a solution to (1.8) is also a solution to (1.4), we need the
solution is at least uniformly locally square integrable. Therefore an admissible space ET
should be a subspace of L2uloc,xL
2
t ((0, T )× R3).
Now we recall some well-known results about the existence of strong solutions
(For the definitions of the following function spaces, see the last paragraph of this
section).
• In 1984, T. Kato [18], E = L3, ET = Kp(T )(p > 3) (Kato’s space). He proved
that for any initial data u0 ∈ L3, there exists a unique maximal time T ∗ and a
solution u to (NS) such that u ∈ Kp(T ) for any T < T ∗.
And using the fact that B is bounded from Lp × L3 to L3, he proved that
∀ u0 ∈ L3, ∃! T ∗ > 0 and u ∈ C([0, T ∗), L3) ∩Kp solves (NS).
Moreover T ∗ =∞ provided that u0 is small enough in L3.
• In 1998, F. Planchon [24], E = Ḃspp,∞(p > 3), ET = Kp(∞). For any initial
data u0 small enough in Ḃ
sp
p,∞, there exists a unique small solution belonging
to Kp(∞).
• H. Koch and D. Tataru [20] obtain a unique global in time solution for initial
data small enough in a more general space, consisting of vector fields whose
somponents are derivatives of BMO functions.
Remark 1.1.3. Roughly speaking, the more singular the adapted value space is, the more
decay in time required on the corresponding admissible space. For example, E = Ḃspp,q,
1 ≤ p, q <∞, its corresponding admissible space is Lr([0, T ], Ḃsp+
2
r
p,q )(for details, see [13]),
where sp + 2r > 0. It is clear that we need r → 2 to make sure that the above relation holds,
as p→∞.
Forced case
A simple way to solve (1.9) is similar to solving (1.8). The difference is that we
treat
et∆u0 +
∫ t
0
e(t−s)∆Pf(s)ds
as the first step of the iteration. Then we need to consider the space E of ini-
tial data and space F of external force such that et∆u0 ∈ ET for any u0 ∈ E and∫ t
0 e
(t−s)∆Pf(s)ds ∈ ET for any f ∈ F . This fact brings some troubles. For example,
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• For any initial data u0 ∈ L3(R3), et∆u0 ∈ Kp for any p ≥ 3. Combining with
the fact B is only continuous from Kp × Kp to Kp for p > 3, then we need F
satisfying that for any f ∈ F∫ t
0
e(t−s)∆Pf(s)ds ∈ Kp,
for some p > 3. In this case, M. Cannone and F. Planchon [7], proved the local
in time well-posedness for any initial data u0 ∈ L3(R3), if the external force f
can be written as f = ∇ · V and sup0<t<T t
1− 3
p ‖V ‖
L
p
2
is small enough for some
3 < p ≤ 6 and T > 0. Also they showed there exists a unique global solution to
(NSf), provided T = ∞ and u0 is small enough in Ḃ
−1+ 3
q
q,∞ with 3 < q < 3p6−p .
However, the above case misses the time-independent external force or more
generally, misses the case when∫ t
0
e(t−s)∆Pf(s)ds ∈ L∞(R+, L3).
• In the case of E∞ = L∞(R+, L3,∞), B is continuous from L∞(R+, L3.∞) ×
L∞(R+, L3.∞) to L∞(R+, L3.∞). M. Cannone and G. Karch [6] proved that
there exist a solution uf ∈ Cw(R+, L3,∞(R3)) to (NSf), if its initial data u0 ∈
L3,∞ is small enough and the external force f satisfies that
sup
t>0
‖
∫ t
0
e(t−s)∆Pfds‖L3,∞
is small enough in L∞(R+, L3,∞). But their result is only valid for small initial
data u0 in L3,∞.
In Chapter 2, we consider (NSf) with an external force given as [6] and initial
data belonging to some critical Besov spaces with negative regularity. More pre-
cisely, we consider the force f satisfying that: f ∈ C(R+,S ′(R3)) such that for any
t > 0 ∫ t
0
e(t−s)∆Pfds ∈ L∞(R+, L3,∞), (1.10)
which belong to Cw(R+, L3,∞(R3)), see [6]. For any given p > 3, under the smallness
assumption on f depending on p, we show the local and global existence to (NSf)
for initial data u0 belonging to Ḃ
sp
p,p. Moreover the solution can be decomposed as a
small part and a smooth part. By using a regularity result via an iteration introduced
in [13, 15], we show that uf ∈ Cw([0, T ∗), L3,∞) and the smooth part has finite energy
when u0 ∈ Ḃ
sp
p,p ∩ L3,∞ and u0 ∈ Ḃ
sp
p,p ∩ L2(R3) respectively.
We use a Picard iteration on a perturbation equation instead of using it on (NSf)
directly. More precisely, by using the existence of (NSf) for small initial data in
L3,∞, there exists a unique small global solutionNSf(0) belonging to L∞(R+, L3,∞).
Next, we using Picard iteration on the perturbation equation with initial data u0 to
obtain local in time existence. Hence the above solution to (NSf) can be written a
small rough global in time part and a large smooth local in time part.
The reason why we focus on the forces satisfying (1.10) is that
1. there are many time independent external forces satisfying (1.10).
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2. there are many rough external forces satisfying (1.10).
More precisely, the one-point stationary singular solutions to (NSf) of the following
form (constructed by G. Tian and Z. Xin, [25]):
u1(x) = 2
c|x|2 − 2x1|x|+ cx21
|x|(c|x| − x1)2
, u2(x) = 2
x2(cx1 − |x|)
|x|(c|x| − x1)2
u3(x) = 2
x3(cx1 − |x|)
|x|(x|x| − x1)2
, p(x) = 4
cx1 − |x|
|x|(c|x| − x1)2
,
(1.11)
where |x| =
√
x21 + x
2
2 + x
2
3 and c is an arbitrary constant such that |c| > 1. By
straightforward calculations, one can check that, indeed, the functions u1, u2, u3
and p given by (1.11) satisfy (NSf) with f ≡ 0 in the point-wise sense for every
x ∈ R3\{0}. On the other hand, if one treats (u, p) as a distributional or generalized
solution to (NSf) in R3, they correspond to the very singular external force f =
(bδ0, 0, 0), where the parameter b 6= 0 depends on c and δ0 stands for the Dirac mass.
Actually, any external force f have the form of f = (c1δ0, c2δ0, c3δ0), satisfy (1.10)
(Lemma 3.4 in [6], by M. Cannone and G. Karch).
Long-time behavior of global solutions
As mentioned in the above paragraph, for (NS), if we choose the adapted value
space E as L3 or Ḃspp,q for 1 ≤ p, q < ∞, we obtain the local in time well-posedness
for any initial data belonging to E. Then for any initial data u0 ∈ E, there exists
a maximal time T ∗(u0) depending on u0 such that for any T < T ∗, the associated
solution NS(u0) to (NS) belongs to ET .
In [13], I. Gallagher, D. Iftimie and F. Planchon proved that (a particular case):
Let u ∈ C(R+, L3) be a priori global solution to (NS). Then
• this solution tends to zero at infinity in L3,
• this solution is stable.
Forced case
The situation is more subtle when it comes to forced Navier-Stokes equations.
We focus on the forces satisfying (1.10). From now on, we always assume that∫ t
0 e
(t−s)∆Pfds ∈ L∞(R+, L3,∞) is small enough.
After we obtain the local in time existence of (NSf) for any initial data u0 ∈
L3,∞ ∩ Ḃspp,p for some p > 3, we are interested in the long-time behavior of these
(priori) global solutions. We mention that a solution uf ∈ Cw([0, T ∗), L3,∞) to (NSf)
is global, which just means its corresponding life span T ∗ =∞, one can’t obtain that
uf (t) has a uniform bound in L3,∞ as t goes to infinity in general.
We first recall some known results.
• The long-time behavior of small global solution to (NSf): in [6], M. Can-
none and G. Karch proved the following result: let uf and ũf belonging to
Cw(R+, L3,∞) be two small global solution to (NSf) with initial datas u0 and
ũ0 respectively. Then
lim
t→∞
‖u(t)− ũ(t)‖L3,∞ = 0,
provided that
lim
t→∞
‖et∆(u0 − ũ0)‖L3,∞ = 0.
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If f is time independent, C. Bjorland, L. Brandolese, D. Iftimie & M. E. Schon-
bek, in [3], proved that for small global solutions uf ∈ Cw(R+, L3,∞) to (NSf)
with initial data u0 ∈ L3,∞, ‖uf (t) − U‖L3,∞ → 0 as t → ∞ if and only if
‖et∆(u0 − U)‖L3,∞ → 0 as t → ∞, where U is the corresponding steady state
solution to (NSf). We point out that they use the iteration and semi-group
properties to obtain the above results. However, this kind of method does not
work any more for an arbitrary global solution in Cw(R+, L3,∞) to (NSf).
• The long-time behavior of priori large global solutions: In [3], C. Bjorland,
L. Brandolese, D. Iftimie & M. E. Schonbek showed a long-time behavior of
priori global solution with time independent external force. More precisely,
suppose that ∆−1f ∈ L3,∞ ∩ L4 and ∆−1f is small enough in L3,∞. If uf ∈
L∞loc(R+, L3,∞) ∩ L4loc([0,∞), L4), then uf ∈ L∞(R+, L3,∞).
However, we point out that there are some too strong conditions on the solutions in
the above two results to cover some interesting cases: In [6], the long-time behavior
result just holds for small global solutions. In [3], the condition ∆−1f ∈ L3,∞ ∩ L4
excludes some important singular forces: ∆−1f ∼ 1|x| , which satisfy (1.10).
In Chapter 2, we show that if the solution uf is global, which means that uf
belongs to Cw(R+, L3,∞), then uf belongs to L∞(R+, L3,∞). This result holds for a
priori global solutions (without smallness assumption on solutions) and for small
rough forces (in particular, they contain the case ∆−1f ∼ 1|x| ). Also we prove that
the uf is stable.
The reason why we can get rid of the restrictions given as above is that, as men-
tioned before, the solution can be decomposed as a small global solution to (NSf)
and a local smooth large perturbative part, and the smooth part has a local in time
finite energy. Then we have a global energy estimate, which implies that the smooth
large part is bounded uniformly in time. Especially, in [3], the restriction on the ex-
ternal force is aimed to prove the perturbative part has a local in time finite energy.
Uniqueness
In this paragraph, we still assume that the external force satisfies (1.10) and p > 3.
In Chapter 2, for any initial data in L3,∞ ∩ Ḃspp,p we have constructed a local in time
solution belonging to Cw([0, T ∗), L3,∞), which can be decomposed as a large smooth
part and a small rough part. Moreover if the solution is priori global, then it has a
uniform bound in L3,∞ as t goes to infinity. It is natural to wonder whether this kind
of solution is unique.
We point out that we cannot prove whether the above solution is unique in
L∞t (L
3,∞) without the smallness assumption on the solution. Actually even for (NS)
the uniqueness in L∞t (L3,∞) is still open (the uniqueness just holds when the solu-
tion is small in L∞t (L3,∞)).
The reason we focus on the uniqueness of solutions to (NSf) in L∞t (L3,∞) is
that the singularity of external force limits the regularity of solutions. In our case,
no matter how smooth the initial data is, its corresponding solution to (NSf) only
belongs to L∞t (L3,∞).
However, we show the solution constructed in Chapter 2 is unique in the fol-
lowing sense: Let uf ∈ Cw([0, T ∗), L3,∞) be a solution to (NSf) with initial data
u0 ∈ L3,∞ ∩ Ḃ
sp
p,p and ūf be another solution to (NSf) with the same initial data.
Then we have
• if ūf − uf consists of a small part and a smooth part, then uf ≡ ūf ,
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• if ūf − uf ∈ C([0, T ], L3,∞), then uf ≡ ūf ,
• if ūf − uf has finite energy and 3 < p < 5, then uf ≡ ūf .
Blow up
In this thesis we are also interested in a blow up criterion for (NSf). Before stating
our result, we recall some well-known results for the unforced case.
We suppose thatXT is such that any u ∈ XT satisfying (NS) belongs toC([0, T ], X).
Setting
T ∗XT (u0) := sup{T > 0|∃!u := NS(u0) ∈ XT solving (NS)}
the Navier-Stokes blow-up problem is:
Question:
Does sup
0<t<T ∗XT
(u0)
‖u(t, ·)‖X <∞ imply that T ∗XT (u0) =∞?
1. In the important work [12] of Escauriaza-Seregin-Šverák, it was established
that for X = L3(R3), the answer is yes, by changing sup0<t<T ∗(u0) ‖u(t, ·)‖L3 to
lim sup0<t<T ∗(u0) ‖u(t, ·)‖L3 . This extended a result in the foundational work of
Leray [21] regarding the blow-up of Lp(R3) norms at a singularity with p > 3,
and of the “Ladyzhenskaya-Prodi-Serrin” type mixed norms Lst (L
p
x),
2
s +
3
p =
1, p > 3, establishing a difficult “end-point” case of those results.
2. In [15], based on the work [19], I. Gallagher, G. S. Koch, F. Planchon gave an
alternative proof this result in the setting of strong solutions using the method
of “critical elements” of C. Kenig and F. Merle. In [14], I. Gallagher, G. S. Koch,
F. Planchon extended the method in [15] to give a positive answer to the above
question for X = Ḃ
−1+ 3
p
p,q (R3) for all 3 < p, q <∞ .
3. Also in [1], D. Albritton proved a stronger blow-up criterion in Ḃspp,q for 3 <
p, q <∞ and his proof is based on elementary splitting arguments and energy
estimates.
We mention that the above results depend on the backward uniqueness of heat
equation strongly.
In Chapter 3, we focus on the Navier-Stokes equation with a time independent
external force. The main trouble is that backward uniqueness of the heat equation
is invalid for the forced Navier-Stokes equations. Therefore to obtain the blow up
criterion we can’t just follow the known road map.
However, since the blow-up criterion for (NS) is known, we focus on how to
bring the blow-up information from (NS) to (NSf). In fact, the profile decom-
position of the solutions to (NSf) plays a crucial role in establishing a connection
between the solutions of (NS) and (NSf).
Roughly speaking, suppose that the external force f is time independent and
satisfies ∆−1f is small in L3. Let {u0,n}n∈N be a bounded sequence in L3. Then we
have an orthogonal decomposition of the type
NSf(u0,n) = NS(Λn(ϕ)) +NSf(φ) + Remainders,
where φ is a weak limit of {u0,n}n∈N, ϕ is a profile of {u0,n}n∈N and Λn are Naiver-
Stokes scaling operators. Moreover, we obtain that the life span T0,n of NS(Λn(ϕ))
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is smaller than the life spans of NSf(u0,n) and NSf(φ), and the remainders have
uniform bounds on [0, T0,n] and the orthogonality of cores/scales which imply that
for any t ∈ [0, T0,n]
‖NSf(u0,n)(t)‖L3 ≥ ‖NS(Λn(ϕ))(t)‖L3 , as n→∞.
Using the above idea, we obtain the following blow-up criterion for (NSf): Let
∆−1f small in L3, then
(BC) lim sup
0<t<T ∗(u0,f)
‖uf (t, ·)‖L3 <∞⇒ T ∗(u0, f) =∞.
Our profile decomposition method is not only valid for time-independent force,
but also can be extended to more general time-dependent external forces. For exam-
ple,
1. our method is valid for the strong solutions belonging to C([0, T ∗), L3(R3))
constructed in [7] with initial u0 ∈ L3, where the external force f can be written
as f = ∇ · V and sup0<t<∞ t
1− 3
p ‖V ‖
L
p
2
is small enough for some 3 < p ≤ 6.
Actually our method only depends on smallness of Uf and the continuity in
time of solution in spaceL3, which are similar (Uf can by replace by some small
solution with small initial data in L3 constructed in [7]) with the solutions in
[11], whose associated force is time-dependent. Therefore we focus on the case
of f is time-independent in this thesis.
2. We also point out that one might get the profile decomposition of solutions
to the forced Navier-Stokes with an external force f ∈ Lr(R+, Ḃ
sp+
2
r
−2
p,p ) with
sp +
2
r > 0 and initial datas bounded in Ḃ
sp
p,p for any 3 < p < ∞ with a similar
proof in [15]. And by the same argument in the proof of Theorem 3.1.4, one
can show a blow-up criterion as (BC) by replacing L3 by Ḃspp,p.
Open Problems
About the solutions to (NSf), we still have some unsolved interesting problems.
As mentioned, we cannot prove whether the above solution is unique in L∞t (L3,∞)
without the smallness assumption on the solution. We are interested in the following
questions:
Does ūf − uf = Ct(L3,∞) + small rough part imply uf ≡ ūf?
And
Does ūf − uf = finite energy part + small rough part imply uf ≡ ūf?
However, we can’t give a positive answer to the above questions right now. Because
the small rough part still limits the regularity.
About the Blow-up criterion, there are two weakness of our result, which we
want to improve.
• To obtain profile decomposition of solutions to (NSf) we need to use the
scales/cores orthogonality to deal with the source terms in corresponding per-
turbation equations, which is only valid for the space who can be approxi-
mated by C∞0 . Hence we can not obtain a profile decomposition for a rough
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external force f , for example ∆−1f ∼ c|x| , as the singularity of f limits the
regularity of the source terms.
• By the our profile decomposition method, we can not obtain that
T ∗ <∞, lim
t→T ∗
‖uf‖L3 =∞,
which is true for the case f = 0 proved by D. Albritton, in [1].
Function spaces
Let us first recall the definition of Besov spaces, in dimension d ≥ 1.
Definition 1.1.4. Let φ be a function in S(Rd) such that φ̂ = 1 for |ξ| ≤ 1 and φ̂ = 0 for
|ξ| > 2, and define φj := 2dj(2jx). Then the frequency localization operators are defined by
Sj := φj ∗ ·, ∆j := Sj+1 − Sj .
Let f be in S ′(Rd). We say f belongs to Ḃsp,q if
1. the partial sum
∑m
j=−m ∆jf converges to f as a tempered distribution if s <
d
p and
after taking the quotient with polynomials if not, and
2.
‖f‖Ḃsp,q := ‖2
js‖∆jf‖Lpx‖`qj <∞.
We refer to [10] for the introduction of the following type of space in the context
of the Navier-Stokes equations.
Definition 1.1.5. Let u(·, t) ∈ Ḃsp,q for a.e. t ∈ (t1, t2) and let ∆j be a frequency localization
with respect to the x variable. We shall say that u belongs to Lρ([t1, t2], Ḃsp,q) if
‖u‖Lρ([t1,t2],Ḃsp,q) := ‖2
js‖∆ju‖Lρ([t1,t2]Lpx)‖`qj <∞.
Note that for 1 ≤ ρ1 ≤ q ≤ ρ2 ≤ ∞, we have
Lρ1([t1, t2], Ḃ
s
p,q) ↪→ Lρ1([t1, t2], Ḃsp,q) ↪→ Lρ2([t1, t2], Ḃsp,q) ↪→ Lρ2([t1, t2], Ḃsp,q).
Definition 1.1.6. Let p ≥ 3. Kato’s space is defined as follow,
Kp := {u ∈ C(R+, Lp(R3)) : ‖u‖Kp := sup
t>0
t
1
2
− 3
2p ‖u(t)‖Lp(R3) <∞}.
We also recall the definition of the weak-Lp (or Marcinkiewicz space):
Lp
∗
(Rd) := {f : Rd → C : ‖f‖Lp∗ <∞},
which is equipped the following quasi-norm
‖f‖Lp∗ := sup
t>0
t[λf (t)]
1
p ,
where
λf (s) := m{x : f(x) > s}.
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1.2 The Prandtl equations
One of the fundamental problems of fluid mechanics is to resolve the differences
between inviscid flows and viscous flows with small viscosity. The issues include
drag, vorticity production and boundary conditions:
• inviscid flow does not correctly describe drag on an object. In an irrotational
flow (∇× u = 0), there is no drag resisting the motion of an object in the flow.
For rotational flow, but that does not account for the total drag.
• An inviscid flow does not produce vorticity.
• Along a boundary, an inviscid flow allows only the vanishing of the normal
velocity (i.e. the flow cannot cross the boundary); whereas a viscous flow re-
quires the vanishing of the velocity on the surface of a stationary object (i.e.
the fluid sticks to boundary).
Consider the initial value problem for an incompressible flow over a half plane
R2+. The Euler equations for an inviscid flow are (without external force)

∂tu
E + uE · ∇uE = −∇pE ,
∇ · uE = 0,
uE2 |y=0 = 0,
uE |t=0 = uE,0,
(1.12)
where (t, x, y) ∈ R+×R×R+, and uE := (uE1 , uE2 ) is the velocity and pE is pressure.
The Navier-Stokes equations for a viscous flow are (without external force)
∂tu
NS − ν∆uNS + uNS · ∇uNS = −∇pNS ,
∇ · uNS = 0,
uNS |y=0 = 0,
uNS |t=0 = uNS,0,
(1.13)
where (t, x, y) ∈ R+ × R × R+, and uNS := (uNS1 , uNS2 ) is the velocity and pNS is
pressure. In these equations, the Reynolds number Re = UL/ν is the relevant non-
dimensional parameter, in which U and L are characteristic values for the velocity
and length scale. For typical flows, the viscosity ν is small, so that Re is large and
the flow should be nearly inviscid.
L. Prandtl resolved the difference between viscous and inviscid flow, starting in
1904. This work contained the first development of boundary layer theory, which is
now a standard part of singular perturbation theory. Prandtl found that the Euler
equations are valid outside a thin “boundary layer” region. The boundary layer
thickness is ε =
√
ν. Viscous drag, vorticity production and relaxation of the no-slip
boundary condition all occur inside the boundary layer.
The Prandtl equations for flow inside the boundary layer are
∂tu
P − uP∂xuP + vP∂Y uP = (∂t + uE1 ∂x)uE1 (y = 0) + ∂Y Y uP ,
∂Y p
p = 0,
∂xu
P + ∂Y v
P = 0,
uP (Y = 0) = 0,
uP (Y →∞)→ uE1 (y = 0),
uP |t=0 = uP,0,
(1.14)
1.2. The Prandtl equations 17
in which Y is a scaled variable normal to the boundary, as discussed below.
1.2.1 Derivation and basic properties of Prandtl’s equations
Within the flow, the only parameter is the Reynolds number Re = UL/ν. Near a
boundary, however, the relative distance to the boundary is a second parameter. This
suggests that away from the boundary, yielding the Euler equations by the Reynolds
number Re very small, but near a boundary, a different scaling may apply. Prandtl’s
boundary layer scaling is the following
Y =
y
ε
, u = (u, εV )
so that ∂y = ε−1∂Y . This allows rapid variations normal to boundary and requires
the normal velocity to be small near the boundary.
Under this scaling, the Navier-Stokes equations become
∂tu+ u∂xu+ V ∂Y u+ ∂xp = ν∂
2
xu+ (
ν
ε )∂
2
Y u,
∂tV + u∂xV + V ∂Y V + ε
−2∂Y p = ν∂
2
XV + (
ν
ε )∂
2
Y V,
∂xu+ ∂Y V = 0,
u = v = 0 on Y = 0.
(1.15)
Set ε =
√
ν and take ε→ 0 to obtain Prandtl’s Equations

∂tu+ u∂xu+ V ∂Y u+ ∂xp = ∂
2
Y u,
∂Y p = 0,
∂xu+ ∂Y V = 0,
u = v = 0 on Y = 0.
(1.16)
Since p = pP is independent of Y , set it to the limiting Euler value pP (t, x) =
PE(t, x, 0) so that
∂xp
P (t, x) = ∂xP
E(t, x, 0) = −(∂tuE1 + uE1 ∂xuE1 )(t, x, 0),
which implies that
lim
Y→∞
uP (t, x, Y ) = uE1 (t, x, 0).
Here is a summary of the properties of a solution to the Prandtl equation, show-
ing that it accounts for the differences between inviscid and viscous flow that were
mentioned before. The vorticity for the Navier-Stokes equations, written in the
Prandtl scaling, is
ω = ε∂xV − ε−1∂Y u.
It follows that the vorticity in the Prandtl equations is
ωP = −∂Y u.
Since the flow is incompressible, the normal velocity is
vP (t, x, Y ) = −
∫ Y
0
∂xu
P (t, x, Y ′)dY ′.
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The boundary conditions for the Prandtl equations are
• no-slip at Y = 0, in the Navier-Stokes
• zero nomal velocity at Y =∞, corresponding to y = 0, as required in Euler.
1.2.2 Gevrey regularity
In Chapter 4, we consider the Prandlt equation in the half plane. The results in
Chapter 4 is a collection of a published paper (SIAM J. Math. Anal. 48 (2016), pages
1672–1726).
We first study the intrinsic subelliptic structure due to the monotonicity con-
dition, and then deduce, basing on the subelliptic estimate, the Gevrey smoothing
effect; that is, given a monotonic initial data belonging to some Sobolev space, the
solution will lie in some Gevrey class at positive time, just like heat equation. It
is different from the Gevrey propagation property obtained in the aforementioned
works, where the initial data is supposed to be of some Gevrey class, for instance
G7/4 proved by D. Gérard-Varet and N. Masmoudi in [17], and the well-posedness
is obtained in the same Gevrey space.
Because of the degeneracy in the tangential variable, the well-posedness theories
and the justification of Prandtl’s boundary layer theory remain as the challenging
problems in the mathematical theory of fluid mechanics.
Under a monotonicity assumption on the tangential velocity of the outflow, Oleinik
was the first to obtain the local existence of classical solutions for the initial-boundary
value problems, and this result together with some of her works with collaborators
are well presented in the monograph [23]. In addition to Oleinik’s monotonicity
assumption on the velocity field, by imposing a so called favorable condition on
the pressure, Xin-Zhang [26] obtained the existence of global weak solutions to the
Prandtl equation. All these well-posedness results were based on the Crocco trans-
formation to overcome the main difficulty caused by the degeneracy and mixed type
of the equation.
Just recently the well-posedness in Sobolev spaces was explored by an energy
method instead of the Crocco transformation; see Alexandre et. all [2] and Masmoudi-
Wong [22]. There are very few works concerned with the Prandtl equation without
the monotonicity assumption. We mention that due to the degeneracy in x, it is
natural to expect Gevrey regularity rather than analyticity for a subelliptic equation.
We recall that the Gevrey class, denoted by Gs, s ≥ 1, is an intermediate space
between analytic functions andC∞ space. For a given domain Ω, the (global) Gevrey
space Gs(Ω) is consist of such functions that f ∈ C∞(Ω) and that∥∥∂αf∥∥
L2(Ω)
≤ L|α|+1(α!)s
for some constant L independent of α. The significant difference between Gevery
(s > 1) and analytic (s = 1) classes is that there exist nontrivial Gevrey functions
admitting compact support.
For simplicity, we consider the Prandlt equation on the half plane with a uniform
out flow: 
ut + uux + vuy − uyy = 0, (t, x, y) ∈]0, T [×R2+,
ux + vy = 0,
u|y=0 = v|y=0 = 0, lim
y→+∞
u = 1,
u|t=0 = u0(x, y) ,
(1.17)
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The approach
We introduce the main idea used in the proof. It is well-known that the main dif-
ficulty for Prandtl equation is the degeneracy in x variable, due to the presence of
v:
v = −
∫ y
0
(∂xu) dỹ.
To overcome the degeneracy, we use the cancellation idea, introduced by Masmoudi-
Wong [22], to perform the estimates on the new function and moreover on the origi-
nal velocity function u. Precisely, observe that
ut + uux + vuy − uyy = 0,
and, with ω = ∂yu,
ωt + uωx + vωy − ωyy = 0.
In order to eliminate the v term on the left-hand side of the above two equations, we
use the monotonicity condition ∂yu = ω > 0 and thus multiply the second equation
by −∂yωω , and then add the resulting equation to the first one; this gives, denoting
f = ω − ∂yωω u,
ft + u∂xf − ∂yyf = terms of lower order.
Our main observation for the new equation is the intrinsic subelliptic structure due
to the monotonicity condition. Indeed, denoting X0 = ∂t +u∂x and X1 = ∂y, we can
rewrite the above equation as of Hörmander’s type:(
X0 +X
∗
1X1
)
f = terms of lower order.
and moreover,direct computation show[
X1, X0
]
= (∂yu) ∂x. (1.18)
Thus Hörmander’s bracket condition will be fulfilled formally, provided by ∂yu > 0.
Now we introduce our main result in Chapter 4.
Theorem 1.2.1. Let u(t, x, y) be a classical local in time solution to Prandtl equation (1.17)
on [0, T ] with the properties listed below:
(i) There exist two constants C∗ > 1, σ > 1/2 such that for any (t, x, y) ∈ [0, T ]×R2+,
C−1∗ 〈y〉
−σ ≤ ∂yu(t, x, y) ≤ C∗ 〈y〉−σ ,∣∣∂2yu(t, x, y)∣∣+ ∣∣∂3yu(t, x, y)∣∣ ≤ C∗ 〈y〉−σ−1 , (1.19)
where 〈y〉 = (1 + |y|2)1/2.
(ii) There exists c > 0, C0 > 0 and integer N0 ≥ 7 such that
‖e2cy∂xu‖L∞([0,T ]; HN0 (R2+)) + ‖e
2cy∂x∂yu‖L2([0,T ]; HN0 (R2+)) ≤ C0 . (1.20)
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Then for any 0 < T1 < T , there exists a constant L, such that for any 0 < t ≤ T1,
∀m > 1 +N0,
∥∥ec̃y∂mx u(t)∥∥L2(R2+) ≤ t−3(m−N0−1) Lm (m!)3(1+σ) , (1.21)
Therefore, the solution u belongs to the Gevery class of index 3(1 + σ) with respect to x ∈ R
for any 0 < t ≤ T1.
The solution described in the above theorem exists, for instance, if that the initial
data u0 can be written as
u0(x, y) = u
s
0(y) + ũ0(x, y),
where us0 is a function of y but independent of x such that C
−1 〈y〉−σ ≤ ∂yus0(y) ≤
C 〈y〉−σ for some constantC ≥ 1, and ũ0 is a small perturbation such that its weighted
Sobolev norm
∥∥e2cyũ0∥∥H2N0+7(R2+) is suitably small. Then using the arguments in [2],
we can obtain the desired solution with the properties listed in Theorem 1.2.1 ful-
filled.
The well-posedness problem of Prandtl’s equation depends crucially on the choice
of the underlying function spaces, especially on the regularity in the tangential vari-
able x. If the initial datum is analytic in x, then the local in time solution exists(c.f.
[5]), but the Cauchy problem is ill-posed in Sobolev space for linear and non linear
Prandtl equation proved by D. Gérard-Varet and E. Dormy in 2010 (see [16]). In-
deed, the main mathematical difficulty is the lack of control on the x derivatives.
For example, v in (1.17) could be written as −
∫ y
0 ux(y
′)dy′ by the divergence-free
condition, and here we lose one derivatives in x-regularity.
The degeneracy cannot be balanced directly by any horizontal diffusion term, so
that the standard energy estimates do not apply to establish the existence of local
solution. But the results in our main Theorem 1.2.1 show that the loss of derivative in
tangential variable x can be partially compensated via the monotonicity condition.
Under the hypothesis (4.1.2), the equation (1.17) is a non linear hypoelliptic equa-
tion of Hörmander type with a gain of regularity of order 13 in x variable , so that
any C2 solution is locally C∞, see [27, 28, 29]; for the corresponding linear operator,
[8] obtained the regularity in the local Gevrey space G3.
However, in this thesis we study the equation (1.17) as a boundary layer equa-
tion, so that the local property of solution is not of interest to the physics application,
and our goal is then to study the global estimates in Gevrey class. In view of (1.19)
we see uy decays polynomially at infinite, so we only have a weighted subelliptic
estimate . This explains why the Gevrey index, which is 3(1 + σ), depends also on
the decay index σ in (1.19).
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Chapter 2
The incompressible Navier-Stokes
equation with an external force
2.1 Introduction
We study the incompressible Navier-Stokes equations in R3,
(NSf)

∂tuf −∆uf + uf · ∇uf = −∇p+ f,
∇ · uf = 0,
uf |t=0 = u0.
Here uf is a three-component vector field uf = (u1,f , u2,f , u3,f ) representing the
velocity of the fluid, p is a scalar denoting the pressure, and both are unknown
functions of the space variable x ∈ R3 and of the time variable t > 0. Finally
f = (f1, f2, f3) denotes a given external force defined on [0, T ] × R3 for some T ∈
R+ ∪ {∞}. We recall the Navier-Stokes scaling : ∀λ > 0, the vector field uf is a so-
lution to (NSf) with initial data u0 if uλ,fλ is a solution to (NSfλ) with initial data
u0,λ, where
uλ,fλ(t, x) := λuf (λ
2t, λx), fλ(t, x) := λ
3f(λ2t, λx),
pλ(t, x) := λ
2p(λ2t, λx) and u0,λ := λu0(λx).
Spaces which are invariant under the Navier-Stokes scaling are called critical spaces
for the Navier-Stokes equation. Examples of critical spaces of initial data for the
Navier-Stokes equation in 3D are:
L3(R3) ↪→ Ḃ
−1+ 3
p
p,q (R3)(p <∞, q ≤ ∞) ↪→ BMO−1 ↪→ Ḃ−1∞,∞
(See below for definitions).
To put our results in perspective, let us first recall related results concerning the
Cauchy problem for the classical (the case f ≡ 0) Navier-Stokes equation with pos-
sibly irregular initial data:
(NS)

∂tu−∆u+ u · ∇u = −∇p,
∇ · u = 0,
u|t=0 = u0.
In the pioneering work [22], J. Leray introduced the concept of weak solutions to
(NS) and proved global existence for datum u0 ∈ L2. However, their uniqueness
has remained an open problem. In 1984, T. Kato [20] initiated the study of (NS)
with initial data belonging to the space L3(R3) and obtained global existence in a
subspace of C([0,∞), L3(R3)) provided the norm ‖u0‖L3(R3) is small enough. The
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existence result for initial data small in the Besov space Ḃ
−1+ 3
p
p,q for p,∈ [1,∞) and
q ∈ [1,∞] can be found in [10, 16]. The function spaces L3(R3) and Ḃ
−1+ 3
p
p,q for
(p, q) ∈ [1,∞)2 both guarantee the existence of local-in-time solution for any ini-
tial data. In 2001, H. Koch and D. Tataru [21] showed that global well-posedness
holds as well for small initial data in the space BMO−1. This space consists of vector
fields whose components are derivatives of BMO functions. On the other hand, it
has been shown by J. Bourgain and N. Pavlović [6] that the Cauchy problem with
initial data in Ḃ−1∞,∞ is ill-posed no matter how small the initial are. Also P. Germain
showed the ill-posedness for initial data in Ḃ−1∞,q for any q > 2, see [19].
However, the situation is more subtle when it comes to forced Navier-Stokes
equations. In 1999, M. Cannone and F. Planchon [11] worked on constructing global
mild solutions in C([0, T ), L3(R3)) to the Cauchy problem for the Navier-Stokes
equations with an external force. They showed the local-in-time wellposedness for
any initial data u0 ∈ L3(R3), if the external force f can be written as f = ∇ · V and
sup0<t<T t
1− 3
p ‖V ‖
L
p
2
is small enough for some 3 < p ≤ 6 and T > 0. Also they
showed there exists a unique global solution to (NSf), provided T = ∞ and u0 is
small enough in Ḃ
−1+ 3
q
q,∞ with 3 < q < 3p6−p . Later in 2005, M. Cannone and G. Karch
[9] proved that there exists a solution uf ∈ Cw(R+, L3,∞(R3)) to (NSf), if the initial
data u0 ∈ L3,∞ is small enough and the external force f satisfies that
sup
t>0
∥∥∥∫ t
0
e(t−s)∆Pfds
∥∥∥
L3,∞
(2.1)
is small enough depending on the norm of the bilinear operator B (defined in (2.3))
in L∞(R+, L3,∞).
The basic approach to obtain the above results is, in principle, always the same.
One first transforms the Navier-Stokes equations (NSf) into an integral equation,
uf (t) = e
t∆u0 +
∫ t
0
e(t−s)∆Pf(s)ds+B(uf , uf )(t) (2.2)
where
B(u, v) := −1
2
∫ t
0
e(t−s)∆P∇ · (u⊗ v + v ⊗ u)ds, (2.3)
P being the projection onto divergence free vector fields. It is customary to obtain
the existence of a strong global (T = ∞) or local (T < ∞) solution uf ∈ XT of
(2.1), with XT being an abstract critical Banach space, by means of the standard
contraction lemma. For example, in [10, 9] the terms et∆u0 and
∫ t
0 e
(t−s)∆Pf(s)ds are
treated as the first point of the iteration and they require that et∆u0,
∫ t
0 e
(t−s)∆Pf(s)ds
both belong to the corresponding Banach space XT . That is why in [10] V needs to
have a suitable decay in time and in [9] the smallness is measured in L3,∞(R3) and
the initial data u0 is restricted to L3,∞. The big difference between [11] and [9] is
the following: in [11] the external force has good regularity and et∆u0 belongs to
Kato’s space for initial data belonging to Ḃspp,∞ for some p > 3 (see Definition 2.2.4),
which allows the fixed point lemma to work in Kato’s space. Therefore the solutions
in [11] belong to C([0, T ∗), L3); however in [9], the external force is rough, which
limits the regularity of solution. Therefore in [9] the solutions to [9] only belong to
L∞t (L
3,∞), even for small smooth initial data. That is the reason why these solutions
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lack uniqueness, unless the solution is small in L∞t (L3,∞).
In this paper we consider (NSf) with an external force given in [9], however the
class of initial data is different. More precisely, we consider the force f satisfying :
f ∈ C(R+,S ′(R3)) with for any t > 0∫ t
0
e(t−s)∆Pfds ∈ L∞(R+, L3,∞),
which belongs to Cw(R+, L3,∞(R3)), see [9]. Under a smallness assumption on f
(controlled by a universal small positive constant depending on the singularity of
initial data), we first show the local and global existence to (NSf) for initial data u0
belonging to Ḃspp,p. Moreover we obtain that the above solution belongs to L∞t (L3,∞)
when its initial data is in L3,∞∩Ḃspp,p for p > 3. Then we show the long-time behavior
and stability of the above priori global solutions with initial data in L3,∞ ∩ Ḃspp,p.
We need to mention that the uniqueness of solutions in L∞t (L3,∞), even for smooth
initial data, is a still open problem. However we show that if the difference between
the above solution and another solution to (NSf) with the same initial data belongs
to C([0, T ], L3,∞) or has finite energy on some interval [0, T ], then they are equal on
[0, T ].
The rest of the paper is organized as follows. In Section 2 we give some notations
and the main results of this paper. Section 3 addresses the proof of the existence and
uniqueness of solutions to (NSf) with initial data u0 belonging to Ḃ
sp
p,p. Section
4 is devoted to the long-time behavior and stability of a priori global solution to
(NSf) described in Section 2. The last section is devoted to a regularity result via
an iteration. In the appendix, we recall several known results and properties of
solutions in Besov spaces.
2.2 Notations and Main Results
Let us first recall the definition of Besov spaces, in dimension d ≥ 1.
Definition 2.2.1. Let φ be a function in S(Rd) such that φ̂ = 1 for |ξ| ≤ 1 and φ̂ = 0 for
|ξ| > 2, and define φj := 2dj(2jx). Then the frequency localization operators are defined by
Sj := φj ∗ ·, ∆j := Sj+1 − Sj .
Let f be in S ′(Rd). We say f belongs to Ḃsp,q if
1. the partial sum
∑m
j=−m ∆jf converges to f as a tempered distribution if s <
d
p and
after taking the quotient with polynomials if not, and
2.
‖f‖Ḃsp,q := ‖2
js‖∆jf‖Lpx‖`qj <∞.
We refer to [14] for the introduction of the following type of space in the context
of the Navier-Stokes equations.
Definition 2.2.2. Let u(·, t) ∈ Ḃsp,q for a.e. t ∈ (t1, t2) and let ∆j be a frequency local-
ization with respect to the x variable (see Definition 3.1.1). We shall say that u belongs to
Lρ([t1, t2], Ḃsp,q) if
‖u‖Lρ([t1,t2],Ḃsp,q) := ‖2
js‖∆ju‖Lρ([t1,t2]Lpx)‖`qj <∞.
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Note that for 1 ≤ ρ1 ≤ q ≤ ρ2 ≤ ∞, we have
Lρ1([t1, t2], Ḃ
s
p,q) ↪→ Lρ1([t1, t2], Ḃsp,q) ↪→ Lρ2([t1, t2], Ḃsp,q) ↪→ Lρ2([t1, t2], Ḃsp,q).
Let us introduce the following notation (also used in [17]): we define sp := −1 + 3p
and
La:bp,p̄(t1, t2) := La([t1, t2]; Ḃ
sp+
2
a
p,p̄ ) ∩ Lb([t1, t2]; Ḃ
sp+
2
b
p,p̄ ),La:bp (t1, t2) := La:bp,p̄(t1, t2)
Lap(t1, t2) := La:ap (t1, t2), La:bp (T ) := La:bp (0, T )and La:bp [T < T ∗] := ∩T<T ∗La:bp (T ).
Remark 2.2.3. We point out that according to our notations, u ∈ La:bp [T < T ∗] merely
means that u ∈ La:bp (T ) for any T < T ∗ and does not imply that u ∈ La:bp (T ∗) (the notation
does not imply any uniform control as T ↗ T ∗).
Definition 2.2.4. Let p ≥ 3. Kato’s space is defined as follow,
Kp := {u ∈ C(R+, Lp(R3)) : ‖u‖Kp := sup
t>0
t
1
2
− 3
2p ‖u(t)‖Lp(R3) <∞}.
In this paper we are also interested in the weak-strong uniqueness of solutions to
(NSf). We introduce the following notations. We define that for any T ∈ R+∪{+∞}
E(T ) = L∞([0, T ∗), L2) ∩ L2([0, T ∗), Ḣ1)
and
Eloc(T ) = L
∞
loc([0, T ), L
2) ∩ L2loc([0, T ), Ḣ1).
We also recall the definition of Lorentz spaces Lp,q with 1 < p < ∞ and 1 ≤ q ≤
∞.
Definition 2.2.5. Let (X,λ) be a measure space. Let f be a scalar-valued λ-measurable
function and
λf (s) := λ{x : f(x) > s}.
Then the re-arrangement function f∗ of f is defined by:
f∗(t) := inf{s : λf (s) ≤ t}.
And for any 1 < p <∞, the Lorentz spaces Lp,q is defined by:
Lp,q(Rd) := {f : Rd → C, ‖f‖Lp,q <∞},
where
‖f‖Lp,q =
 qp
[ ∫∞
0
(
t
1
p f∗(t)
)
dt
] 1
q
, q <∞,
supt>0{t
1
p f∗(t)}, q =∞.
We note that it is standard to use the above as a norm even if it does not satisfy
the triangle inequality since one can find an equivalent norm that makes the space
into a Banach space. In particular, Lp,∞ agrees with the weak-Lp (or Marcinkiewicz
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space):
Lp
∗
(Rd) := {f : Rd → C : ‖f‖Lp∗ <∞},
which is equipped the following quasi-norm
‖f‖Lp∗ := sup
t>0
t[λf (t)]
1
p .
To deal with external forces and for simplicity of notation we introduce the fol-
lowing space (introduced in [9]),
Y =
{
f ∈ C(R+,S ′(R3)) :
∫ t
0
e(t−s)∆Pf(s)ds ∈ Cw(R+, L3,∞)}
equipped with the norm
‖f‖Y := sup
t>0
∥∥∥∫ t
0
e(t−s)∆Pf(s)ds
∥∥∥
L3,∞
.
Remark 2.2.6. We mention that Y contains many rough external forces.
For example,
1. For every g ∈ Cw(R+, L
3
2
,∞), f := ∇g ∈ Y and ‖f‖Y . ‖g‖
L∞(R+,L
3
2∞)
(see
Lemma 3.2 in [9]).
2. Every time-independent f satisfying ∆−1f ∈ L3,∞ belongs to Y (see Theorem 4.3 in
[5]).
3. By Lemma 3.4 in [9], Y contains some really rough external force: f := (c1δ0, c2δ0, c3δ0),
where δ0 stands for the dirac mass.
According to Theorem 2.1 in [9], there exists a constant ε0 > 0 such that if f ∈ Y
and u0 ∈ L3,∞ satisfy that ‖u0‖L3,∞ + ‖f‖Y < ε0, there exists a unique solution to
(NSf) with initial data u0 and external force f , denoted by NSf(u0), which belongs
to Cw(R+, L3,∞) such that
‖NSf(u0)‖L∞(R+,L3,∞) ≤ 2(‖u0‖L3,∞ + ‖f‖Y).
In particular, we have NSf(0) ∈ Cw(R+, L3,∞) satisfying
‖NSf(0)‖L∞(R+,L3,∞) ≤ 2‖f‖Y < 2ε0.
From now on, we denote Uf := NSf(0).
Now let us state our main results. We first state a local in time existence result for
(NSf) for initial data belonging to Ḃspp,p for any p > 3 under a smallness assumption
on f depending on p (it is no loss of generality to set p, p rather than p, q, which
deduces some technical difficulties). Moreover we obtain a local in time existence
result for (NSf) in L∞t (L3,∞) for initial data belonging to Ḃ
sp
p,p ∩ L3,∞.
Theorem 2.2.7 (Existence). Let p > 3. There exists a small universal constant c(p) > 0
with the following properties:
Suppose that f ∈ Y is a given external force satisfying that ‖f‖Y < c(p). Then
1. for any initial data u0 ∈ Ḃ
sp
p,p, a unique maximal time T ∗(u0, f) > 0 and a unique
solution uf ∈ Lr0:∞p [T < T ∗] + Cw([0, T ∗), L3,∞) to (NSf) with initial data u0
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exist such that
uf − Uf ∈ Lr0:∞p [T < T ∗].
with r0 = 2pp−1 . And if T
∗ <∞,
lim sup
T→T ∗
‖u− Uf‖Lr0:∞p (T ) =∞.
Moreover there exists a small constant η > 0 depending on f and p such that
‖u0‖Ḃspp,p < η ⇒ T
∗ =∞ and ‖uf − Uf‖Lr0:∞p (∞) ≤ C(f)‖u0‖Ḃspp,p .
2. if u0 ∈ Ḃ
sp
p,p ∩ L3,∞, the above solution uf to (NSf) with initial data u0 belongs to
Cw([0, T
∗), L3,∞).
3. if u0 ∈ Ḃ
sp
p,p ∩ L2(R3), the above solution uf to (NSf) with initial data u0 satisfies
that
uf − Uf ∈ Eloc(T ∗).
Our method is to transform (NSf) into the perturbation equation,
(PNSUf )

∂tv −∆v + v · ∇v + Uf · ∇v + v · ∇Uf = −∇π,
∇ · v = 0,
v|t=0 = v0 := u0,
The corresponding integral form of (PNSUf ) is
v = et∆v0 +B(v, v) + 2B(Uf , v), (2.4)
whereB is defined as (2.3). The reason why we focus on (PNSUf ) is that (2.4) allows
us to use the classical contraction lemma in the Besov spaceLr([0, T ], Ḃ
−1+ 3
p
+ 2
r
p,p ) with
any p > 3 and some r > 2.
Also in order to control the energy estimate, we adopt the argument about the
trilinear form
∫ T
0
∫
R3(a · ∇b) · c(t)dxdt in [18].
From Theorem 2.2.7, for any u0 ∈ Ḃ
sp
p,p ∩ L3,∞, there exists a solution uf ∈
Cw([0, T
∗), L3,∞). Actually Cw([0, T ∗), L3,∞) is the highest regularity of solutions
to (NSf), as the singularity of f limits it. Therefore the uniqueness of solutions
to (NSf) in Cw([0, T ∗), L3,∞) is crucial. We point out that we cannot prove that
the above solution is unique in L∞t (L3,∞) without the smallness assumption on the
solution. Actually even if for (NS) the uniqueness in L∞t (L3,∞) is still open (the
uniqueness just holds when solution is small in L∞t (L3,∞)). However, we obtain
that the above solution is unique in the following sense:
Theorem 2.2.8 (Uniqueness). Let p > 3. There exists a universal small constant 0 <
c1(p) ≤ c(p) with the following properties:
Suppose that f ∈ Y is a given external force satisfying that ‖f‖Y < c1 and uf ∈
Cw([0, T
∗), L3,∞) is a solution to (NSf) constructed in Theorem 2.2.7 with initial data
u0 ∈ L3,∞∩Ḃ
sp
p,p. Then uf is unique in the following sense: Assume that ūf ∈ Cw([0, T ], L3,∞)
for some T < T ∗ is another solution to (NSf) with same initial data u0.
• If uf − ūf ∈ Lr:∞p (T ) + {U(t, x) ∈ Cw(R+, L3,∞) : ‖U‖L∞(R+),L3,∞ < 2c1} for
some 2 < r < 2pp−3 , then uf ≡ ūf on [0, T ].
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• if uf − ūf ∈ C([0, T ], L3,∞), then uf ≡ ūf on [0, T ]
• if 3 < p < 5 and uf − ūf ∈ L∞([0, T ], L2)∩L2([0, T ], Ḣ1), then uf ≡ ūf on [0, T ].
We prove Theorem 2.2.7 and 2.2.8 in Section 3. Our method depends on an iter-
ation regularity result developed in Section 5.
The global existence of the solutions described in Theorem 2.2.7 for large initial
data u0 ∈ Ḃ
sp
p,p is still open, even for f = 0. We mention that even if a solution
uf ∈ Cw([0, T ∗), L3,∞) to (NSf) is global, which just means its corresponding life
span T ∗ = ∞, one cannot obtain that uf (t) has a uniform bound in L3,∞ as t goes
to infinity in general. However, if uf is a global solution to (NSf) with initial data
u0 ∈ Ḃ
sp
p,p ∩ L3,∞ described in Theorem 2.2.7, the next theorem shows the solution
belongs to L∞(R+, L3,∞).
Comparing with previous results of long-time behavior, our assumptions on uf
and f are all in critical spaces, but the class of initial data is smaller. For example, in
[5] C. Bjorland, L. Brandolese, D. Iftimie & M. E. Schonbek proved that if the external
force f is time-independent satisfying that ∆−1f ∈ L3,∞ ∩ L4 and ‖∆−1f‖L3,∞ is
small, then for any priori global solution uf ∈ Cw(R+, L3,∞) ∩ L4loc(R+, L4) with
initial data u0 = v0 + w0 satisfying that v0 ∈ L2 and ‖w0‖L3,∞ is smaller than a fixed
small constant ε, then uf ∈ L∞(R+, L3,∞). It clear that the space of initial data they
are working on is larger than L3,∞ ∩ Ḃspp,p and ∆−1f ∈ L3,∞ ∩ L4 implies that f ∈ Y .
However the condition ∆−1f ∈ L3,∞ ∩ L4 excludes some important singular force:
∆−1f ∼ 1|x| , which belongs to Y .
Theorem 2.2.9 (Long-time behavior of global solutions). Let p > 3. Suppose that
f ∈ Y is a given external force such that ‖f‖Y < c1(p), where c1(p) is the small constant in
Theorem 2.2.8.
Suppose that uf ∈ Cw([0,∞), L3,∞) is an priori global solution to (NSf) described
in Theorem 2.2.7, whose initial data u0 ∈ L3,∞ ∩ Ḃ
sp
p,p. Then there exists a constant M
independent of uf such that
lim sup
t→∞
‖uf (t)‖L3,∞ ≤M.
The idea of the proof of long-time behavior, as in [16, 5], consists in decom-
posing the initial velocity in a small part plus a square integrable part. The small
part remains small by the small data theory and the square-integrable part will
become small at some point by using some energy estimates. More precisely, we
split the initial data u0 = ū0 + v0, where ū0 is small enough in L3,∞ and v0 ∈
L2(R3) ∩ L3,∞. By the global existence of (NSf) for small initial data (see [9]) we
have NSf(ū0) ∈ L∞(R+, L3,∞) and v := uf − NSf(ū0) satisfies the perturbation
equation PNSNSf(ū0). Compared to the unforced case, it is hard to obtain that v has
finite energy on [0, T ] for any 0 < T < ∞ in general, which is the reason why the
restriction on external force: ∆−1f ∈ L3,∞ ∩ L4 is crucial in Theorem 4.7 in [5]. In
our case, we have obtained that v has finite energy on [0, T ] for any 0 < T < ∞ by
Theorem 2.2.7.
We show the stability of priori global solutions constructed in Theorem 2.2.7 in
the following theorem.
Theorem 2.2.10 (Stability of global solutions). Let p > 3. Suppose that f ∈ C(R+,S ′(R3))
satisfies the same conditions as Theorem 2.2.9 and that uf is an priori global solution to
(NSf) described in Theorem 2.2.7 with initial data u0 ∈ Ḃ
sp
p,p.
Then there exists an δ (depending on uf ) with the following property.
For any initial data ū0 ∈ Ḃ
sp
p,p satisfying ‖u0 − ū0‖Ḃspp,p < δ, there exist a global solution ūf
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to (NSf) with initial data ū0, and
‖uf (t)− ūf (t)‖Lr0:∞p (∞) . ‖u0 − ū‖Ḃspp,p .
The stability result for the solution introduced as above is an extension of Theo-
rem 3.1 in [16]. We prove it with a similar proof to Theorem 3.1 in [16], the difference
between these two cases is that there is a small bounded in time and no-decay in
time drift part in our case. The proofs of Theorem 2.2.9 and 2.2.10 are presented in
Section 4.
2.3 Existence and uniqueness of (NSf)
The aim of this section is to prove Theorem 2.2.7 and Theorem 2.2.8. Let us recall the
situation: Let p > 3 be fixed and the external force f ∈ Y and ‖f‖Y < c(p), where
c(p) is a small universal constant smaller than the constant ε in Theorem 2.1 of [5].
The class of initial data is Ḃspp,p.
2.3.1 Existence of (NSf)
By Theorem 2.1 in [5], there exists a unique solution Uf := NSf(0) ∈ L∞(R+, L3,∞)
such that
‖Uf‖L∞(R+,L3,∞) ≤ 2‖f‖Y < 2c(p). (2.5)
Then we can transform the Cauchy problem of (NSf) into the Cauchy problem
of (PNSUf ):
(PNSUf )

∂tv −∆v + v · ∇v + Uf · ∇v + v · ∇Uf = −∇π,
∇ · v = 0,
v|t=0 = v0,
whose integral form is
v(t, x) = et∆u0 +B(v, v) + 2B(2Uf , v),
where B is defined in (2.3). We use a standard fixed point lemma to solve the above
system: We first recall without proofs the following lemma.
Lemma 2.3.1. Let X be a Banach space, L a linear operator from X → X such that a
constant λ < 1 exists such that
∀x ∈ X, ‖L(x)‖X ≤ λ‖x‖X ,
and B a bilinear operator such that for some γ,
∀(x, y) ∈ X2, ‖B(x, y)‖X ≤ γ‖x‖X‖y‖X .
Then for all x1 ∈ X such that
‖x1‖X <
(1− λ)2
4γ
,
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the sequence defined by
x(n+1) = x1 + L(x
(n)) +B(x(n), x(n))
with x(0) = 0 converges in X and towards the unique solution of
x = x1 + L(x) +B(x, x)
such that
2γ‖x‖X ≤ (1− λ).
In the proof of Theorem 2.2.7, we first show the local in time existence of (NSf)
with initial data in Ḃspp,p. Next, we show the propagation of the regularity of the
solution constructed above with initial data, in addition, belonging to L3,∞ or L2.
Proof of Theorem 2.2.7. Let u0 ∈ Ḃ
sp
p,p be a divergence-free vector field. We note that v
is the solution satisfying system (PNSUf ) with initial data u0.
Existence: It is clear that if there exists a solution v to (PNSUf ) with initial data
u0 on [0, T ], then v + Uf is a solution to (NSf) with initial data u0. Hence to prove
the first statement in Theorem 2.2.7, it is enough to prove that for any initial data
u0 ∈ Ḃ
sp
p,p, there exists a unique T ∗ > 0 and a unique solution v ∈ Lr0:∞p to (PNSUf )
with initial data u0.
Now we start to prove the above statement by applying Lemma 2.3.1.
We choose Lr0([0, T ], Ḃ
s+
2
r0
p,p ) as the Banach space in Lemma 2.3.1, where r0 =
2p
p−1 . It is easy to check that sp+
2
r0
> 0. To apply Lemma 2.3.1, we need to obtain that
B(u, v) defined in (2.3) is a continuous bilinear operator from Lr0([0, T ], Ḃ
s+
2
r0
p,p ) ×
Lr0([0, T ], Ḃ
s+
2
r0
p,p ) to Lr0([0, T ], Ḃ
s+
2
r0
p,p ) and the linear operator L(v) := 2B(2Uf , v) is
continuous on Lr0([0, T ], Ḃ
s+
2
r0
p,p ) with its norm strictly smaller than 1.
In fact, according to the first statement in Lemma 2.6.2 and the first statement of
Proposition 2.6.3, we have that B is a continuous operator from Lr0([0, T ]; Ḃ
sp+
2
r0
p,p )×
Lr0([0, T ]; Ḃ
sp+
2
r0
p,p ) to itself and hence, for some γ > 0
‖B(v1, v2)‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
≤ γ‖v1‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
‖v2‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
.
According to the third statement in Proposition 2.6.3, replacing w by Uf , we have
for any v ∈ Lr0([0, T ]; Ḃ
sp+
2
r0
p,p ),
‖B(2Uf , v)‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
≤ ‖B(2Uf , v)‖
Lr0 ([0,T ];Ḃ
sp̄+
2
r0
p̄,p )
≤ 2C(p)‖Uf‖L∞(R+,L3,∞)‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
,
where C(p)→∞ as p→∞ and 1p̄ =
1
3 +
1
6p . By taking c(p) ≤ (4C(p))
−1, then by the
above estimate and (2.5) , we have
λ := 2γ1C̄(p)‖Uf‖L∞(R+,L3,∞) < 1,
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and
‖B(2Uf , v)‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
≤ λ‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
.
Therefore according to Lemma 2.3.1 and the fact that
‖et∆u0‖
Lr0 (R+,Ḃ
sp+
2
r0
p,p )
. ‖u0‖Ḃspp,p ,
one can find a small enough number η(p, f) such that, for any u0 ∈ Ḃ
sp
p,p with
‖u0‖Ḃspp,p < η, there exists a unique global solution v ∈ L
r0(R+, Ḃ
sp+
2
r0
p,p ) with ini-
tial data u0 satisfying that
‖v‖
Lr0 (R+,Ḃ
sp+
2
r0
p,p )
≤ 1− λ
2γ
.
Moreover we notice that for any given u0 ∈ Ḃ
sp
p,p and any T > 0,
‖et∆u0‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
=
(∑
j∈Z
(
2
j(sp+
2
r0
)‖∆jet∆u0‖Lr0 ([0,T ];Lpx)
)p) 1p
=
∥∥(1− e−r0Tcp22j) 1r0 2jsp‖∆ju0‖Lp∥∥`p .
Next, an application of Lebesgue’s dominated convergence theorem shows that
lim
t→0
∥∥(1− e−r0Tcp22j) 1r0 2jsp‖∆ju0‖Lp∥∥`p = 0.
It follows that for any given u0 ∈ Ḃ
sp
p,p, there exists T0 such that
‖et∆u0‖
Lr0 ([0,T0];Ḃ
sp+
2
r0
p,p )
<
(1− λ)2
4γ
.
Therefore we have v ∈ Lr0([0, T0]; Ḃ
sp+
2
r0
p,p ).
Hence for any u0 ∈ Ḃ
sp
p,p, there exists a T ∗(u0, f) > 0 such that v ∈ Lr0([0, T ∗), Ḃ
sp
p,p).
And according to Lemma 2.6.2, we obtain that v ∈ Lr([0, T ∗); Ḃsp+
2
r
p,p ) for any r ∈
[r0,∞], which implies that v ∈ Lr0:∞p [T < T ∗].
When T ∗ <∞, we claim that
lim
T→T ∗
‖v‖Lr0:∞p (T ) =∞,
by a similar argument in [13]. In fact, if
lim
T→T ∗
‖v‖Lr0:∞p (T ) <∞,
in particular,
v ∈ L∞([0, T ∗), Ḃspp,p)
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which implies that for any ε > 0, there exists N(ε) such that for any t′ ∈ [0, T ∗)( ∑
|j|>N(ε)
2pjsp‖∆jv(t′)‖pLp
) 1
p
< ε.
Therefore for any fixed t′ ∈ [0, T ∗),
‖et∆v(t′)‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
=
∥∥(1− e−r0Tcp22j) 1r0 2jsp‖∆jv(t′)‖Lp∥∥`p
.
( ∑
|j|>N(ε)
2pjsp‖∆jv(t′)‖pLp
) 1
p
+ 2N(ε)sp(1− er0T )‖v‖L∞([0,T ∗),Ḃspp,p)
. ε+ 2N(ε)sp(1− er0T )‖v‖L∞([0,T ∗),Ḃspp,p),
which implies for any t′ ∈ [0, T ∗), there exists a τ independent of t′ ∈ [0, T ∗) such
that
‖et∆v(t′)‖
Lr0 ([0,τ ];Ḃ
sp+
2
r0
p,p )
<
(1− λ)2
4γ
.
Hence we obtain that v ∈ Lr0([0, T ∗+ τ/2], Ḃ
sp+
2
r0
p,p ), which contradicts the maximal-
ity of T ∗.
To finish the proof of the first statement in Theorem 2.2.7, we need to prove v is
the unique solution to (PNSUf ) with initial data u0 ∈ Ḃ
sp
p,p in Lr0:∞p [T < T ∗]. We
suppose that v̄ ∈ Lr0:∞p (T ) for some T < T ∗ is another solution to (PNSUf ) with the
same initial data u0 and set w := v̄ − v. It is easy to check that w satisfies that
w = B(w,w) +B(2(Uf + v), w).
A similar argument as above implies that
‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
≤K0‖w‖2
Lr0t (Ḃ
sp+
2
r0
p,p )
+K0‖v‖
Lr0t (Ḃ
sp+
2
r0
p,p )
‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
+ λ‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
,
for some K0 > 0. This fact implies that one can find a K1 > K0 > 0 such that
‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
≤ K1‖w‖2
Lr0t (Ḃ
sp+
2
r0
p,p )
+K1‖v‖
Lr0t (Ḃ
sp+
2
r0
p,p )
‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
.
We infer that
‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
(K1‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
+K1‖v‖
Lr0t (Ḃ
sp+
2
r0
p,p )
− 1) ≥ 0. (2.6)
By continuity of the norm of Lr0t (Ḃ
sp+
2
r0
p,p ) with respect to the time, there exists T̃ such
that for all t ∈ [0, T̃ ]
K1‖w‖
Lr0t (Ḃ
sp+
2
r0
p,p )
+K1‖v‖
Lr0t (Ḃ
sp+
2
r0
p,p )
− 1 < 0.
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Therefore, for t ∈ [0, T̃ ] relation (2.6) can hold only if ‖w‖
Lr0
T̃
(Ḃ
sp+
2
r0
p,p )
= 0, that is
w ≡ 0 on [0, T̃ ], by continuity again, w ≡ 0 on [0, T ] for any T < T ∗.
The first statement of the theorem is proved.
Propagation of perturbations:
Next we turn to show the propagation of v. According to Theorem 2.5.1 by choos-
ing w = Uf and w̄ = 0, we have that v can be written as, for any T ∈ [0, T ∗)
v = vH + vS ,
where vH = HN0 ∈ L1:∞p (∞) and vS = WN0 + ZN0 ∈ L∞([0, T ], L3,∞) with N0
being the largest integer such that 3(N0 − 1) < p. We first notice that in the case
when w̄ = 0, HN is a sum of a finite number of multilinear operators of order at
most N − 1, acting on et∆u0 only. Hence according to Lemma 2.6.6 and an inductive
argument, we obtain for any N ≥ 2,
HN ∈ L∞(R+, L3,∞),
which implies that vH ∈ L∞(R+, L3,∞).
To prove the second statement of the theorem, we are left with the proof of v ∈
Cw([0, T
∗), L3,∞). We notice that by Lemma 2 & 3 in [2], et∆u0 ∈ Cw([0,∞), L3,∞).
This fact combined with Lemma 2.6.6 implies that for any T ∈ [0, T ∗)
v = vH + vS = HN0 +WN0 + ZN0 ∈ Cw([0, T ∗), L3,∞).
The second statement of Theorem 2.2.7 is proved.
Finite energy of perturbations:
In the last part of the proof, we show that v has finite energy on [0, T ] for any
T < T ∗, if u0 ∈ Ḃ
sp
p,p ∩ L2.
Now we suppose that u0 ∈ Ḃ
sp
p,p ∩ L2 and T ∈ [0, T ∗) is fixed. We recall that
v = et∆u0 +B(v, v) +B(2Uf , v).
It is clear that et∆u0 ∈ E(∞). Hence we only need to prove B(v, v) + B(2Uf , v) ∈
E(T ).
By replacing v of B(v, v) +B(2Uf , v) by vH + vS , we have
B(v, v) +B(2Uf , v) =B(v
H , vH + 2vS + 2Uf )
+B(vS , vS + 2Uf ).
By applying Lemma 2.6.8 and the fact that et∆u0 ∈ E(∞), we first obtain vH =
HN0 ∈ E(∞). Again by Lemma 2.6.8, we obtain that
B(vH , vH + 2vS + 2Uf ) ∈ E(T ),
provided that vH ∈ L1:∞p (∞) and vS + Uf ∈ L∞([0, T ], Ḃ
sq
q,∞) where q = 3pp−2 .
Now we turn to the proof of B(vS , vS + 2Uf ) ∈ E(T ). We recall that
vS + 2Uf ∈ L∞([0, T ], L3,∞). (2.7)
On the other hand, by vS ∈ Lr0:∞p̃,p (T ) with some r0 =
2p
p−1 and some p̄ < 3, we have
vS ∈ L3:∞p̄,p (T ) ∈ L3:∞6,∞(T ),
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provided that 2pp−1 < 3 for any p > 3 and standard embedding L
3:∞
p̄,p (T ) ↪→ L3:∞6,∞(T ).
Hence by Lemma 2.6.9, we obtain
vS ∈ L2([0, T ], L6,2). (2.8)
Thanks to (2.7) and (2.8), applying Lemma 2.6.8, we obtain
B(vS , vS + 2Uf ) ∈ E(T ).
Therefore we obtain v ∈ E(T ) Theorem 2.2.7 is proved.
2.3.2 Uniqueness of (NSf)
Although the solutions in Theorem 2.2.7 need not be unique in L∞t (L3,∞), the fol-
lowing arguement shows that the gap between two different solutions has infinite
energy.
Proof of Theorem 2.2.8. Let uf ∈ Cw([0, T ∗), L3,∞) be a solution to (NSf) constructed
in Theorem 2.2.7 with initial data u0 ∈ L3,∞ ∩ Ḃ
sp
p,p.
We now prove the first statement in Theorem 2.2.8:
Assume that ũf ∈ Cw([0, T ], L3,∞) for some T < T ∗ is another solution to (NSf)
with initial data u0 and satisfies w := ũf − uf = w1 + w2, where
w1 ∈ Lr:∞p (T ) and ‖w2‖L∞(R+,L3,∞) < 4c1
for some p > 3, 2 < r < 2pp−3 According to Theorem 2.2.7, uf can be decomposed as
uf = v + Uf ,
where v ∈ Lr:∞p [T < T ∗] and Uf ∈ Cw(R+, L3,∞) with ‖Uf‖L∞(R+,L3,∞) < 2c1.
We notice that w satisfies:
w = B(w,w) + 2B(uf , w)
= B(w1 + w2, w) +B(2uf , w)
= B(w1 + 2v, w) +B(w2 + Uf , w).
On the other hand, we notice that for any q < 3,
L∞([0, T ], Ḃsqq,∞) ↪→ L∞([0, T ], L3,∞)
combining with w1, v ∈ Lr:∞p (T ) and w ∈ L∞([0, T ], L3,∞), using Proposition 2.6.3,
we obtain that, for any τ ∈ [0, T ]
‖B(w1 + 2v, w)‖L∞([0,τ ],L3,∞) .‖B(w1 + 2v, w)‖L∞([0,τ ],Ḃsp̄p̄,p)
≤K‖w1 + 2v‖
Lr([0,τ ];Ḃsp+
2
r
p,p )
‖w‖L∞([0,τ ],L3,∞).
(2.9)
And according to Lemma 2.6.6, we obtain that
‖B(w2 + Uf , w)‖L∞([0,τ ],L3,∞) . ‖w2 + Uf‖L∞(R+,L3,∞)‖w‖L∞([0,τ ],L3,∞).
From the smallness of w2 and Uf , which is
‖w2‖L∞(R+,L3,∞) + ‖Uf‖L∞(R+,L3,∞) < 6c1,
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we obtain that
‖B(w2 + Uf , w)‖L∞([0,τ ],L3,∞) ≤ ‖w‖L∞([0,τ ],L3,∞), (2.10)
provided that c1 is small enough.
By (2.9) and (2.10), we obtain that for any τ ∈ [0, T ],
‖w‖L∞([0,τ ],L3,∞) ≤ K‖w1 + 2v‖Lr([0,τ ];Ḃsp+
2
r
p,p )
‖w‖L∞([0,τ ],L3,∞).
By continuity of the norm of L3t (Ḃ
sp+
2
3
p,p ) with respect to time, there exists N real
numbers (Ti)1≤i≤N such that T1 = 0 and TN = T , satisfying that
[0, T ] =
N−1⋃
i=1
[Ti, Ti+1] and ‖w1 + 2v‖
Lr([Ti,Ti+1];Ḃ
sp+
2
r
p,p )
≤ 1
2K
,
for all i ∈ {1, . . . , N − 1}.
Now we prove that w ≡ 0 on [Ti, Ti+1] for all i ∈ {1, . . . , N − 1} by induction. We
first notice that
‖w‖L∞([0,T2],L3,∞) ≤ K‖w1 + 2v‖Lr([0,T2];Ḃsp+
2
r
p,p )
‖w‖L∞([0,T2],L3,∞)
≤ 1
2
‖w‖L∞([0,T2],L3,∞),
which implies that
w ≡ 0 on [0, T2].
Now we assume that w ≡ 0 on [0, Tk] for some k ≥ 2. Hence
1[Tk,T ](t)w = w = B(w1 + 2v,1[Tk,T ](t)w) +B(w2 + Uf ,1[Tk,T ](t)w).
Therefore we have the following bounds for w,
‖w‖L∞([Tk,Tk+1],L3,∞) = ‖w‖L∞([0,Tk+1],L3,∞)
≤ 1
2
‖B(w1 + 2v, w)‖L∞([0,Tk+1],L3,∞) +
1
2
‖B(w2 + Uf , w)‖L∞([0,Tk+1],L3,∞).
Combining with (2.10), we have
‖w‖L∞([Tk,Tk+1],L3,∞) ≤ ‖B(1[Tk,T ](w1 + 2v), w)‖L∞([0,Tk+1],L3,∞). (2.11)
On the other hand, we notice that
B(w1 + 2v, w) = B(w1 + 2v,1[Tk,T ]w) = B(1[Tk,T ](w1 + 2v), w),
again by Lemma 2.6.3, we obtain that
‖B(w1 + 2v, w)‖L∞([0,Tk+1],L3,∞) = ‖B(1[Tk,T ](w1 + 2v), w)‖L∞([0,Tk+1],L3,∞)
≤ K‖1[Tk,T ](w1 + 2v)‖Lr([0,Tk+1];Ḃsp+
2
r
p,p )
‖w‖L∞([0,Tk+1],L3,∞)
= K‖w1 + 2v‖
Lr([Tk,Tk+1];Ḃ
sp+
2
r
p,p )
‖w‖L∞([Tk,Tk+1],L3,∞)
≤ 1
2
‖w‖L∞([Tk,Tk+1],L3,∞).
2.3. Existence and uniqueness of (NSf) 37
Hence, by the above estimate and (2.11), we have
‖w‖L∞([Tk,Tk+1],L3,∞) ≤
1
2
‖w‖L∞([Tk,Tk+1],L3,∞),
which implies that
w ≡ 0 on [Tk, Tk+1].
Then we have w ≡ 0 on [0, T ]. The first statement in Theorem 2.2.8 is proved.
Now we turn to prove the second statement in Theorem 2.2.8:
Assume that ūf ∈ Cw([0, T ], L3,∞) for some T < T ∗ is another solution to (NSf)
with same initial data u0. We denotew := ūf−uf . By the assumption of the theorem,
w := ūf−uf ∈ C([0, T ], L3,∞) with w(0) = 0. We notice that w satisfies the following
equation on [0, T ]
w(t) = B(w + 2Uf , w) +B(2v, w),
where v := uf − Uf ∈ Lr0:∞p [T < T ∗]. According to Lemma 2.6.6, we have
‖B(w+2Uf , w)‖L∞([0,t],L3,∞)
≤C‖w‖2L∞([0,t],L3,∞) + C‖w‖L∞([0,t],L3,∞)‖Uf‖L∞([0,t],L3,∞)
≤C‖w‖L∞([0,t],L3,∞)(‖Uf‖L∞(R+,L3,∞) + ‖w‖L∞([0,t],L3,∞)).
(2.12)
According to the continuity of w in L3,∞ and the fact that w(0) = 0, one can
choose a T1 such that, combined with the smallness of Uf ,
‖Uf‖L∞([0,t],L3,∞) + ‖w‖L∞([0,t],L3,∞) ≤
1
3C
,
which implies that
‖B(w + 2Uf , w)‖L∞([0,T1],L3,∞) ≤
1
3
‖w‖L∞([0,T1],L3,∞). (2.13)
By Lemma 2.6.3, by a similar argument as the above paragraph, we have that for
any t ∈ [0, T ]
‖B(2v, w)‖L∞([0,t],L3,∞) ≤ C‖v‖
Lr0 ([0,t],Ḃ
sp+
2
r0
p,p )
‖w‖L∞([0,t],L3,∞).
By continuity of the norm of Lr0([0, t], Ḃ
sp+
2
r0
p,p ) with respect to the time, there exists
T2 > 0 such that
C‖v‖
Lr0 ([0,T2],Ḃ
sp+
2
r0
p,p )
<
1
3
,
which implies that
‖B(2v, w)‖L∞([0,T2],L3,∞) ≤
1
3
‖w‖L∞([0,T2],L3,∞). (2.14)
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According to (2.13) and (2.14), taking T0 = min{T1, T2}, we have
‖w‖L∞([0,T0],L3,∞)
≤ ‖B(w + 2Uf , w)‖L∞([0,T0],L3,∞) + ‖B(2v, w)‖L∞([0,T0],L3,∞)
≤ 2
3
‖w‖L∞([0,T0],L3,∞),
which implies w ≡ 0 on [0, T1] and, by continuity, w ≡ 0 on [0, T ] too. Therefore we
proved the second result in the theorem.
Now we are left with the proof of the last statement of the theorem. Since we
need to apply Lemma 2.6.7 to obtain a uniform energy bound, we set 3 < p < 5 to
make sure that v ∈ Lp([0, T ], Ḃ
sp+
2
p
p,p ) with sp + 2p > 0.
Assume that ūf ∈ Cw([0, T ], L3,∞) for some T < T ∗ is another solution to (NSf)
with same initial data u0. We denotew := ūf−uf . By the assumption of the theorem,
ω ∈ L∞([0, T ], L2) ∩ L2([0, T ], Ḣ1) satisfies the following system:
∂tω −∆ω + ω · ∇ω + uf · ∇ω + ω · ∇uf = −∇π,
∇ · ω = 0,
ω|t=0 = 0.
Therefore we have the following energy equation, for any t ∈ (0, T ),
‖ω(t)‖2L2 + 2
∫ t
0
‖∇ω(s)‖2L2ds = −2
∫ t
0
∫
R3
ω · ∇uf · ωdxds.
According to Theorem 2.2.7, uf can be written as uf = Uf + v, where Uf := NSf(0)
is the solution to (NSf) with initial data 0 and v ∈ Lr0:∞p [T < T ∗] is the solution to
(PNSUf ) with initial data u0. Therefore we have that
|
∫ t
0
∫
R3
ω · ∇uf · ωdxds|
≤ |
∫ t
0
∫
R3
ω · ∇(Uf ) · ωdxds|+ |
∫ t
0
∫
R3
ω · ∇v · ωdxds|.
By Young’s inequality in Lorentz spaces, the first term on the right can be controlled
by:
|
∫ t
0
∫
R3
ω · ∇(Uf ) · ωdxds| = |
∫ t
0
∫
R3
ω · ∇ω · Ufdxds|
≤
∫ t
0
‖ω(s)‖L6,2‖∇ω(s)‖L2‖Uf (s)‖L3,∞ds.
We observe now that Ḣ1(R3) ↪→ L6,2(R3). This embedding follows from the Young
inequality for Lorentz spaces after noticing that (−∆)−
1
2 is a convolution operator
with a function bounded by c|x|2 whcih therefore belongs to L
3
2
,∞. Hence∫ t
0
‖ω(s)‖L6,2‖∇ω(s)‖L2‖Uf (s)‖L3,∞ds ≤ ‖Uf‖L∞(R+,L3,∞)
∫ t
0
‖∇ω(s)‖2L2ds.
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Since Uf is small enough in L∞(R+, L3,∞), we obtain
|
∫ t
0
∫
R3
ω · ∇(Uf ) · ωdxds| ≤
1
3
∫ t
0
‖∇ω(s)‖2L2ds.
We recall that v ∈ Lr0:∞p,p (T ) with 3 < p < 5 and one can take r0 =
2p
p−1 . This
implies v ∈ Lp([0, T ], Ḃ
sp+
2
p
p,p ) with 3p +
2
p > 1. Applying Lemma 2.6.7, we obtain
|
∫ t
0
∫
R3
ω · ∇v · ωdxds| ≤ C
∫ t
0
‖ω(s)‖2L2‖v(s)‖
p
Ḃ
s4+
2
p
p,p
ds+
∫ t
0
‖∇ω(s)‖2L2ds.
Then w satisfies the following energy inequality,
‖ω(t)‖2L2 +
∫ t
0
‖∇ω(s)‖2L2ds ≤ C
∫ t
0
‖ω(s)‖2L2‖v(s)‖
p
Ḃ
sp+
2
p
p,p
ds.
By Gronwall’s inequality and the fact that w|t=0 = 0, we get
‖ω(t)‖2L2 +
∫ t
0
‖∇ω(s)‖2L2ds ≤ 0.
Then ω ≡ 0 on [0,T], which implies that uf ≡ ūf on [0, T ]. Hence we have proved
the second statement of Theorem 2.2.8.
Theorem 2.2.8 is proved.
2.4 Long-time Behavior and Stability of Global Solutions
Let f be a given external force satisfying the assumption of Theorem 2.2.7. We con-
sider a global in time solution uf to (NSf) constructed in Theorem 2.2.7 with initial
data u0 ∈ L3,∞ ∩ Ḃ
sp
p,p. Also we are interested in the stability of this kind of global
solutions.
2.4.1 Long-time behavior of global solutions
Now let us start to prove Theorem 2.2.9. In order to apply a weak-strong argument,
we need to use the regularity result in Theorem 2.5.1 to obtain the local in time
part has a local in time finite energy by a similar argument to the proof of the third
statement of Theorem 2.2.7. However, we need to deal with a more complicated drift
term than before.
Proof. Let u0 ∈ L3,∞ ∩ Ḃ
sp
p,p. Suppose that uf ∈ Cw(R+, L3,∞) is a solution to (NSf)
with initial data u0 such that
v := uf − Uf ∈ Lr0:∞p [T <∞],
where Uf := NSf(0) and r0 =
2p
p−1 . By the smallness assumption on f , we have Uf ∈
L∞(R+, L3,∞). Therefore to prove the theorem, we need to prove v ∈ L∞(R+, L3,∞).
To achieve this goal, we only need to prove v ∈ Lr0:∞p (∞). More precisely, if v ∈
Lr0:∞p (∞), by choosing T = ∞, w = Uf and w̄ = 0, Theorem 2.5.1 implies v can be
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written as
v = vH + vS ,
where vH = HN0 ∈ L1:∞p (∞) and vS = WN0 + ZN0 ∈ L∞(R+, L3,∞) with N0 being
the largest integer such that 3(N0 − 1) < p. We recall that in the case when w̄ = 0,
vH = HN0 is a sum of a finite number of multilinear operators of order at mostN0−1,
acting on et∆u0 only.
Hence according to u0 ∈ L3,∞, Lemma 2.6.6 implies HN0 ∈ L∞(R+, L3,∞). Thus
v ∈ L∞(R+, L3,∞).
Now we start to prove that v ∈ Lr0:∞p (∞):
We use the method introduced by C.Calderón in [7] to prove results on weak
solutions in Lp spaces, and used in [18] in the context of 2D Navier-Stokes equations:
we split the initial data into two parts, u0 = ω0 + v̄0, where ω0 ∈ L3,∞∩ Ḃ
sp
p,p∩L2 and
v̄0 ∈ L3,∞ ∩ Ḃ
sp
p,p such that
‖v̄0‖L3,∞ < ε(p) < c(p),
and its associated solution v̄ to (PNSUf ) satisfies that
‖v̄‖Lr0:∞p (∞) ≤ C(f)‖v̄0‖L3,∞ .
We define ω := v − v̄. It is easy to find that ω satisfies the following system,

∂tω −∆ω + ω · ∇ω + (Uf + v̄) · ∇ω + ω · ∇(Uf + v̄) = −∇π,
∇ · ω = 0,
ω|t=0 = ω0.
Also ω can be written as the following integral form
ω = et∆ω0 +B(ω, v + v̄ + 2Uf ).
Step 1: We first show that for any T ∈ (0,∞), ω ∈ E(T ). Suppose that T > 0 is
fixed. We notice that et∆ω0 ∈ E(T ) provided ω0 ∈ L2. Applying Theorem 2.5.1, by
taking w = Uf and w̄ = v, we obtain that ω can be written as
ω = ωH + ωS ,
where ωH ∈ L1:∞p (∞) and ωS ∈ L
r0:∞
p̃,p for some 2 < p̃ < 3 . Therefore we obtain
ωS ∈ L3:∞6,∞(T ),
provided that r0 = 2pp−1 < 3 for any p > 3. Hence by Lemma 2.6.8, we have
B(ωS , v + v̄ + 2Uf ) ∈ E(T ),
as v + v̄ + 2Uf ∈ L∞([0, T ], L3,∞).
We recall that ωH = HEN0 , where H
E
N0
can be written as
HEN0 = H
E
N0−1 +
N0−2∑
M=0
BMN0−1,N0−1(v̄
⊗M , v
⊗(N0−1−M)
L ),
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where BMN0−1,N0−1 are (N0 − 1)-linear operators and vL = e
t∆ω0. We recall that
HE2 = e
t∆ω0 and H
E
3 = H
E
2 +B(e
t∆ω0, e
t∆ω0) +B(v̄, e
t∆ω0).
Therefore by Lemma 2.6.8 and an inductive argument, we obtain that
HEN0 ∈ E(T ),
provided that ω0 ∈ L2 and v̄ ∈ Lr0:∞p (T ). Applying Lemma 2.6.8 again, we have
B(ωH , v + v̄ + 2Uf ) ∈ E(T ),
as v + v̄ + 2Uf ∈ L∞([0, T ], Ḃ
sp
p,p) deduced by Lemma 2.6.4. Therefore we obtain that
for any T ∈ (0,∞), ω ∈ E(T ).
Step 2: In this we show a global energy estimate for ω. Let us write an energy
estimate in L2, starting at some time t0 ∈ (0,∞). We get
‖ω(t)‖2L2 + 2
∫ t
t0
‖ω(s)‖2L2ds = ‖ω(t0)‖
2
L2 − 2
∫ t
t0
∫
R3
(ω · ∇(v̄ + Uf ) · ωdxds.
We notice that
|
∫ t
t0
∫
R3
(ω · ∇Uf ) · ωdxds| ≤ ‖Uf‖L∞(R+,L3,∞)
∫ t
t0
‖ω‖L6,2‖∇ω‖L2 .
We recall that Ḣ1(R3) ↪→ L6,2(R3), which combined with the above relation implies
that
|
∫ t
t0
∫
R3
(ω · ∇Uf ) · ωdxds| ≤ ‖Uf‖L∞(R+,L3,∞)
∫ t
t0
‖∇ω(s)‖2L2ds
Since ‖Uf‖L∞(R+,L3,∞) ≤ 2c1(p) with c1(p) is small enough, hence we obtain
|
∫ t
t0
∫
R3
(ω · ∇Uf ) · ωdxds| ≤
1
4
∫ t
t0
‖∇ω(s)‖2L2ds. (2.15)
On the other hand, by a similar argument as above, we have that v̄ can be written as,
v̄ = v̄H + v̄S ,
where v̄H ∈ L1:∞p (∞) and v̄S ∈ L
r0;∞
p̃,p for some 2 < p̃ < 3. Hence
|
∫ t
t0
∫
R3
(ω · ∇v̄) · ωdxds|
≤ |
∫ t
t0
∫
R3
(ω · ∇v̄H) · ωdxds|+ |
∫ t
t0
∫
R3
(ω · ∇(v̄S) · ωdxds|.
We recall that v̄H is a sum of a finite number of multilinear operators of order at
most N0 − 1, acting on et∆u0 only, as v̄ ∈ Lr0:∞p (∞) is the small global solution to
(PNSUf ), which is the case of w̄ = 0. Then by Lemma 2.6.5 (for details see [16]), we
obtain that there exists K only depending on p,
sup
t>0
t
1
2 ‖v̄H‖L∞ . ‖v̄0‖Ḃspp,p ≤ Kε(p)
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Therefore
|
∫ t
t0
∫
R3
(ω · ∇v̄H) · ωdxds| ≤
∫ t
t0
‖ω(s)‖L2‖∇ω‖L2
√
s‖v̄H‖L∞
ds√
s
≤ 1
4
∫ t
t0
‖∇ω(s)‖2L2ds+Kε
2
∫ t
t0
‖ω(s)‖2L2
ds√
s
.
(2.16)
Again by Theorem 2.5.1, we also notice that there exists K1 only depending on p
‖v̄S‖L∞(R+,L3,∞) . ‖W̄N0‖Lr0:∞p̄,p (∞) + ‖Z̄N0‖LrN ;∞pN2 (∞)
. ‖v̄0‖Ḃspp,p ≤ K1(ε(p)).
Hence we obtain
|
∫ t
t0
∫
R3
(ω · ∇(v̄S) · ωdxds|
≤ ‖v̄S‖L∞(R+,L3,∞)
∫ t
t0
‖ω(s)‖L6,2‖∇ω(s)‖L2ds
≤ ‖v̄S‖L∞(R+,L3,∞)
∫ t
t0
‖∇ω(s)‖2L2ds
≤ K1ε(p)
∫ t
t0
‖∇ω(s)‖2L2ds.
Since ε(p) is small enough, we have
|
∫ t
t0
∫
R3
(ω · ∇(v̄S) · ωdxds| ≤ 1
4
∫ t
t0
‖∇ω(s)‖2L2ds. (2.17)
According to (2.15), (2.16) and (2.17), we have the following energy estimate for w,
‖ω(t)‖2L2 +
1
2
∫ t
t0
‖ω(s)‖2L2ds ≤ ‖ω(t0)‖
2
L2 +K
2ε2
∫ t
t0
‖ω(s)‖2L2
ds√
s
.
We now use Gronwall’s Lemma, which yields
‖ω(t)‖2L2 +
1
2
∫ t
t0
‖ω(s)‖2L2ds ≤ ‖ω(t0)‖
2
L2
( t
t0
)K2ε2
.
Now by Sobolev embedding and interpolation we have∫ t
t0
‖ω(s)‖4
Ḃ
sp
p,p
ds .
∫ t
t0
‖ω(s)‖4
Ḣ
1
2
ds ≤
∫ t
t0
‖ω(s)‖2L2‖∇ω(s)‖
2
L2ds,
which by the above estimate yields
(t− t0) inf
s∈[0,t]
‖ω(s)‖4
Ḃ
sp
p,p
. ‖ω(t0)‖4L2
( t
t0
)2K2ε2
.
Hence we obtain
inf
s∈[0,t]
‖ω(s)‖Ḃspp,p . ‖ω(t0)‖L2
( t
t0
)K2ε2/2
(t− t0)−
1
4 .
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In particular we can write, for all t ≥ t0 + 1,
inf
s∈[0,t]
‖ω(s)‖Ḃspp,p . ‖ω(t0)‖L2t
K2ε2
2
− 1
4
which can be made arbitrarily small for ε(p) 12K and t large enough. It follows that
one can find a time τ0 such that
‖v(τ0)‖Ḃspp,p ≤ η(p).
By Theorem 2.2.7, we have v ∈ Lr0:∞p (∞).
Theorem 2.2.9 is proved.
2.4.2 Stability of global solutions
We are now in a position to show the stability of an a priori global solution con-
structed in Theorem 2.2.7: let us prove Theorem 2.2.10.
Proof. Suppose that a divergence free vector field u0 ∈ Ḃ
sp
p,p generating a global so-
lution uf ∈ Lr0:∞p [T < ∞] + Cw(R+, L3,∞) with r0 =
2p
p−1 such that v := uf − Uf ∈
Lr0:∞p [T < ∞], where Uf := NSf(0). According to Theorem 2.2.9, we obtain that
actually
v ∈ Lr0:∞p (∞).
Now let ū0 ∈ Ḃ
sp
p,p be another divergence free vector field. By Theorem 2.2.7,
there exist a T ∗(ū0) and a solution ūf ∈ Lr0:∞p [T < T ∗(ū0)] +Cw(R+, L3,∞) such that
ūf − Uf ∈ Lr0:∞p [T < T ∗(ū0)]. We mention that the life span T ∗(ū0) is priori finite.
We denote w := ūf − uf , then it is enough to prove that for ‖w|t=0‖Ḃspp,p small
enough w ∈ Lr0:∞p (∞).
The function w satisfies the following system:
∂tw −∆w + w · ∇w + (v + Uf ) · ∇w + w · ∇(v + Uf ) = −∇π,
∇ · w = 0,
w|t=0 = w0.
We deduce from Proposition 4.1 in [16] and Lemma 2.6.2 & 2.6.3 that w satisfies the
following estimate:
sup
t∈[α,β]
‖w(t)‖Ḃspp,p + ‖w‖Lr0 ([α,β],Ḃsp+
2
r0
p,p )
≤K‖w(α)‖Ḃspp,p +K‖w‖
2
Lr0 ([α,β],Ḃ
sp+
2
r0
p,p )
+K‖v‖
Lr0 ([α,β],Ḃ
sp+
2
r0
p,p )
‖w‖
Lr0 ([α,β],Ḃ
sp+
2
r0
p,p )
(2.18)
for some constantK > 1 and all times α, β ∈ [0, T ]. Then there existsN real numbers
(Ti)1≤i≤N such that T1 = 0 and TN =∞, satisfying
R+ = ∪N1i=1[Ti, Ti+1] and ‖v‖
Lr0 ([Ti,Ti+1],Ḃ
sp+
2
r0
p,p )
≤ 1
4K
, ∀i ∈ {1, ..N − 1}. (2.19)
Suppose that
‖w0‖Ḃspp,p ≤
1
8KN(2K)N
. (2.20)
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Then there exists a maximal time T0 ∈ R+ ∪ {∞} such that
‖w‖Lr0 ([0,T0],Ḃspp,p) ≤
1
4K
. (2.21)
If T = ∞ then the theorem is proved. Suppose now that T0 < ∞. Then we can find
an integer k ∈ {1, ..N1} such that
Tk ≤ T0 < Tk+1.
Then we have
‖w‖
Lr0 ([Ti,Ti+1],Ḃ
sp+
2
r0
p,p )
≤ 2K‖w(Ti)‖Ḃspp,p
which implies that
sup
t∈[Ti,Ti+1]
‖w(t)‖Ḃspp,p ≤ 2K‖w(Ti)‖Ḃspp,p .
By induction, we have for all i ∈ {1, ..., k − 1},
‖w(Ti)‖Ḃspp,p ≤ (2K)
i−1‖w0‖Ḃspp,p .
We conclude from the above two results that
‖w‖
Lr0 ([Ti,Ti+1],Ḃ
sp+
2
r0
p,p )
≤ (2K)i‖w0‖Ḃspp,p
and
sup
t∈[Ti,Ti+1]
‖w(t)‖Ḃspp,p ≤ (2K)
i‖w0‖Ḃspp,p .
for all i ≤ k−1. The same arguments as above also apply on the interval [Tk, T0] and
yield
‖w‖
Lr0 ([Tk,T0],Ḃ
sp+
2
r0
p,p )
≤ (2K)k‖w0‖Ḃspp,p
and
sup
t∈[Tk,T0]
‖w(t)‖Ḃspp,p ≤ (2K)
k‖w0‖Ḃspp,p .
On the other hand,
‖w‖
Lr0 ([0,T0],Ḃ
sp+
2
r0
p,p )
≤
k−1∑
i=1
‖w‖
Lr0 ([Ti,Ti+1],Ḃ
sp+
2
r0
p,p )
+ ‖w‖
Lr0 ([Tk,T0],Ḃ
sp+
2
r0
p,p )
≤ N(2K)N‖w0‖Ḃspp,p <
1
4K
.
Under assumption (2.21) this contracdicts the maximality of T0. Then the theorem is
proved.
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2.5 Regularity via iteration
Consider the following equation,
v(t, x) = et∆v0 +B(v, v) +B(w, v) +B(w̄, v), (2.22)
where B is defined in (2.3) . This section is devoted to showing the regularity of the
solution to (2.22) by using an iteration method introduced in [16, 17] and we adopt
a similar notation in [17].
Theorem 2.5.1 (Regularity). Let p > 3 and 2 < r0 < 2pp−3 . And let w ∈ L
∞(R+, L3,∞)
and w̄ ∈ Lr0:∞p (∞). Suppose that v ∈ Lr0:∞p (T ) for some T > 0 satisfies (2.22)with initial
data v0 ∈ Ḃ
sp
p,p.
Then for any integer N ≥ 2 such that 3(N − 1) < p, there are HN ∈ L1;∞p (∞), WN ∈
Lr0:∞p̄,p for some 2 < p̄ < 3 and ZN ∈ L
rN ;∞
pN (T ) with pN :=
p
N and rN = max{1,
r0
N } such
that,
v = HN +WN + ZN . (2.23)
In particular, by taking N0 := max{N ∈ N : N ≥ 2, 3(N − 1) < p}, we obtain that v can
be written as
v = vH + vS ,
where vH := HN0 ∈ L1:∞p (∞) and vS := WN0 + ZN0 ∈ L
r0:∞
p̃,p (T ) ↪→ L∞([0, T ], L3,∞)
with p̃ := max{p̄, pN0}.
The argument leading to a similar result to the above theorem in the case w =
w̄ = 0 can be found in [16] and [17] (in turn inspired by [24]). The idea of proving
Theorem 2.5.1 is nearly the same as the idea in [16] and [17]. However, since in our
case we need to handle two kinds of drift terms, the decomposition via iteration
becomes much more complicated than those results. More precisely, there are two
main difference with previous reuslts:
• the fact that one of the drift terms w does not have decay in time and cannot be
approximated by smooth functions limits the decay in time and the regularity
of WN . That is no matter how many times we iterate, there is at least one term
of WN only belonging to Lr0:∞p̄,p (T ).
• Compared with the previous results in the case when w̄ = 0 (for details, see
[16]), we cannot obtain that HN belongs to Kato’s spaces in general.
In the following, we adapt most of the notations in the proof of Lemma 3.3 in [17].
Proof. Let v ∈ Lr0:∞p (T ) for some T > 0 satisfies (2.22). We can write v as
v = vL +B(v, v) +B(w, v) +B(w̄, v), (2.24)
where
vL := e
t∆v0.
This gives the desired expansion when N = 2: We note that
v = H2 +W2 + Z2,
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where
H2 = vL, W2 = B(w, v) and Z2 = B(v, v) +B(w̄, v).
Lemma 2.6.1 implies thatH2 ∈ L1:∞p (∞). According to the second and last statement
in Proposition 2.6.3, we have
‖B(v, v)‖
L
r0
2 :∞
p
2
(T )
. ‖v‖2Lr0:∞p (T )
and
‖B(v̄, v)‖
L
r0
2 :∞
p
2
(T )
. ‖v‖Lr0:∞p (T )‖w̄‖Lr0:∞p (∞),
which implies Z2 ∈ L
r0
2
:∞
p
2
(T ).
Note that the fact that the bilinear term B(v, v) and linear B(w̄, v) allow to pass from
an Lp to an L
p
2 integrability is a key feature in this proof.
We recall the embedding property L3,∞ ↪→ Ḃsqq,∞ for any q > 3. Combining with
the above property with the last statement of Proposition 2.6.3 by taking q = 3pp−2 ,
we obtain that
‖B(w, v)‖Lr0:∞6p
2p+1 ,p
(T ) . ‖w‖L∞(R+,L3,∞)‖v‖Lr0:∞p (T ).
Hence W2 ∈ Lr0:∞p̄,p (T ) with p̄ =
6p
2p+1 < 3. Therefore we prove Theorem 2.5.1 in the
case N = 2.
Next we plug the expansion (2.24) in to the term Z2(v) := B(v, v) + B(w̄, v), to
find
u =vL +B(w, v) +B(v, v) +B(w̄, v)
=vL +B(w, v) +B(w̄, vL +B(w, v) +B(v, v) +B(w̄, v))
+B(vL +B(w, v) +B(v, v) +B(w̄, v), vL +B(w, v) +B(v, v) +B(w̄, v))
=vL +B(vL.vL) +B(w̄, vL) +B(w, v) +B(w̄, B(w, v)) + 2B(vL, B(w, v))
+ 2B(B(w, v), B(v, v)) + 2B(B(w, v), B(w̄, v)) +B(B(w, v), B(w, v))
+ 2B(vL, B(v, v)) +B(w̄, B(v, v)) +B(w̄, B(w̄, v)) + 2B(vL, B(v, w̄))
+ 2B(B(v, v), B(w̄, v)) +B(B(v, v), B(v, v)) +B(B(w̄, v), B(w̄, v)).
This gives the expansion for N = 3:
v =H3 +W3 + Z3 with H3 = H2 +B(vL, vL) +B(w̄, vL),
W3 = B(w, v) +B(w̄, B(w, v)) + 2B(vL, B(w, v))
+ 2B(B(w, v), B(v, v)) + 2B(B(w, v), B(w̄, v)) +B(B(w, v), B(w, v))
and
Z3 =2B(vL, B(v, v)) +B(w̄, B(v, v)) +B(w̄, B(w̄, v)) + 2B(vL, B(v, w̄))
+ 2B(B(v, v), B(w̄, v)) +B(B(v, v), B(v, v)) +B(B(w̄, v), B(w̄, v)).
The first statement of Proposition 2.6.3 implies that H3 ∈ L1:∞p (∞) and the expected
bounds of Z3 follow again from product laws as soon as p2 > 3. Now we need to
check that W3 ∈ Lr0:∞p̄,p (T ). According to the previous arguments, we have B(w, v) ∈
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Lr0:∞p̄,p (T ). Hence we obtain that
B(w, v) ∈ L∞([0, T ], Ḃsqq,∞),∀q > 3,
provided that p̄ < 3. Again by the last statement of Proposition 2.6.3 and taking
q = 3pp−2 , we have the rest of terms in Z3 belong to L
r0:∞
p̄,p (T ), which implies that
W3 ∈ Lr0:∞p̄,p (T ).
Iterating further, the formulas immediately get very long and complicated, so let
us argue by induction:
Assume that for any 2 ≤ N ≤ N0, there is an integer KN ≥ 0, and for any
0 ≤ k ≤ KN some (N+k)-linear operatorsBMN+k,N (the parameterM ∈ {1, . . . , N+k}
measures the number of entries in which v and w̄, rather than vL, appears and the
second parameter in the subscript denotes that the operators are generated in N th
step) such that
v = HN +WN + ZN
with for any N ≥ 3
HN = HN−1 +
N−2∑
M=0
BMN−1,N−1(w̄
⊗M , v
⊗(N−1−M)
L ), (2.25)
ZN may be written as the form
ZN =
N∑
M=1
∑
J + L = M,
J ≥ 1
BMN,N (v
⊗J , w̄⊗L, v
⊗(N−M)
L )
+
KN∑
k=1
N+k∑
M=0
∑
J+L=M
BMN+k,N (v
⊗J , w̄⊗L, v
⊗(N+k−M)
L ),
(2.26)
and
WN =
N−1∑
M=1
∑
J+L=M
J−1∑
l=1
∑
i+j=l
∑
i+j+m=J
BMN−1,N−1(B(v, v)
⊗i, B(w, v)⊗m,
B(w̄, v)⊗j , w̄⊗L, v
⊗(N−1−L−l−m)
L )
+WN−1.
(2.27)
we have used the following convention: for any J + L = M
BMN+k,N (u, · · · , u︸ ︷︷ ︸
J terms
, v, · · · , v︸ ︷︷ ︸
L terms
, w, · · · , w︸ ︷︷ ︸
N−M terms
) := BMN+k,N (u
⊗J , v⊗L, w⊗(N−M))
48 Chapter 2. The incompressible Navier-Stokes equation with an external force
Now let us prove that for any 2 ≤ N ≤ N0
ZN =
N∑
M=1
∑
J+L=M
J−1∑
l=0
∑
i+j=l
∑
i+j+m=J
BMN,N (B(v, v)
⊗i, B(w, v)⊗m,
B(w̄, v)⊗j , w̄⊗L, v
⊗(N−L−l−m)
L )
+
N−1∑
M=0
BMN,N (w̄
⊗M , v
⊗(N−M)
L ) + ZN+1
(2.28)
where ZN+1 can be written in the following way: there exists an integer KN+1 ≥ 0
for for all 0 ≤ k ≤ KN+1 and 0 ≤ M ≤ N + 1 + k, some N + 1 + k-linear operators
BMN+1+k,N+1, such that
ZN+1 =
N+1∑
M=1
∑
J + L = M,
J ≥ 1
BMN+1,N+1(v
⊗J , w̄⊗L, v
⊗(N+1−M)
L )
+
KN+1∑
k=1
N+k+1∑
M=0
∑
J+L=M
BMN+k+1,N+1(v
⊗J , w̄⊗L, vN+1+k−ML ).
(2.29)
In order to prove (2.28) and (2.29) we just need to use (2.24) again: replacing v by
vL +B(v, v) +B(w, v) +B(w̄, v) in the argument of BMN,N gives
BMN,N (v
⊗J , w̄⊗L, v
⊗(N−M)
L )
=BMN,N ((vL +B(w, v) +B(v, v) +B(w̄, v))
⊗J , w̄⊗L, v
⊗(N−M)
L )
=BMN,N (v
⊗J
L , w̄
⊗L, v
⊗(N−M)
L )
+
J−1∑
l=0
∑
i+j=l
∑
i+j+m=J
BMN,N (B(v, v)
⊗i, B(w, v)⊗m, B(w̄, v)⊗j , w̄⊗L, v
⊗(N−L−l−m)
L )
+
J∑
l=1
∑
i+j=l
B̃MN+l,N (v
⊗(2i+j), w̄⊗(L+j), v
⊗(N−L−l)
L ),
where B̃MN+l,N are some N + l-linear operators. Therefore we have
ZN+1 =
KN∑
k=1
N+k∑
M=0
∑
J+L=M
BMN+k,N (v
⊗J , w̄⊗L, v
⊗(N+k−M)
L )
+
N∑
M=1
∑
J+L=M
J∑
l=1
∑
i+j=l
B̃MN+l,N (v
⊗(2i+j), w̄⊗(L+j), v
⊗(N−L−l)
L )
after reordering, this proves (2.28) and (2.29). Moreover (2.28) and (2.29) imply that
(2.25) and (2.27) hold for the case that N = N0 + 1.
To conclude the proof the theorem it remains to prove thatHN ∈ L1;∞p (∞),WN ∈
Lr0:∞p̄,p for some 2 < p̄ < 3 and ZN ∈ L
rN ;∞
pN (T ) with pN :=
p
N and rN = max{1,
r0
N }. In
fact, the above results again follow from estimates about the heat flow (see Lemma
2.6.1) and product laws in Proposition 2.6.3, which are based on a similar argument
of the cases that N = 2, N = 3.
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Now we take N0 := max{N ∈ N : N ≥ 2, 3(N − 1) < p}. It is obvious that
pN0 =
p
N0
< 3, which implies that
vS = WN0 + ZN0 ∈ L
r0:∞
p̃,p (T ) ↪→ L
∞([0, T ], L3,∞)
provided Lemma 2.6.4.
Theorem 2.5.1 is proved.
2.6 Appendix
2.6.1 Estimates on the heat equation
For the completeness of our proof, we give standard estimates for the heat kernel
in Besov space. A similar result can be found in [12]. We first recall the long-time
behavior of heat flow. We mention that the following lemmas only focus on critical
Besov spaces.
Lemma 2.6.1. Let p, q ∈ [1,∞) and g ∈ Ḃspp,q. Then we have that
et∆g ∈ L1:∞p,q (∞)
and
lim
t→∞
‖et∆g‖Ḃspp,q = 0.
Proof. Let g ∈ Ḃspp,p. We notice that for any j ∈ Z,
‖et∆∆jg‖Lp . e−t2
2j‖∆jg‖Lp . 2−jspe−t2
2j
cj,q‖g‖Ḃspp,q ,
where ‖(cj,q)j∈Z‖`q = 1. Then for any r ∈ [1,∞], we have
‖et∆∆jg‖Lr(R+,Lpx) . 2
−jsp2−
2j
r cj,q‖g‖Ḃspp,q ,
which implies that∥∥(2j(sp+ 2r )‖et∆∆jg‖Lr(R+,Lpx))j∈Z∥∥`q . ‖g‖Ḃspp,q
Hence we have et∆g ∈ L1:∞p,q (∞).
Moreover for any ε > 0, one can choose an integer N such that for any t ≥ 0( ∑
|j|>N
2qjsp‖et∆∆jg‖qLp
) 1
q
<
ε
2
.
Also we have ∑
|j|≤N
2qjsp‖et∆∆jg‖qLp . 2
−jqspe−qt2
−2N
cqj,q‖g‖
q
Ḃ
sp
p,q
,
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hence for the fixed N , there exists a T (ε) > 0 such that for any t > T ,( ∑
|j|≤N
2qjsp‖et∆∆jg‖qLp
) 1
q
<
ε
2
.
Therefore we have that for any ε > 0, there exists a T (ε) > 0, such that for any t > T
‖et∆g‖Ḃspp,q < ε.
The lemma is proved.
Lemma 2.6.2. Let p ∈ [1,∞] and r ∈ [1,∞]. Suppose that f is a function belonging to
LrT (Ḃ
sp+
2
r
−2
p,p ). We denote that, for any t ∈ [0, T ]
H(f) :=
∫ t
0
e(t−s)∆f(s, ·)ds. (2.30)
Then we have H(f) ∈ Lr̄T (Ḃ
sp+
2
r̄
p,p ) for any r̄ ≥ r, and
‖H(f)‖
Lr̄T (Ḃ
sp+
2
r̄
p,p )
. ‖f‖
LrT (Ḃ
sp+
2
r−2
p,p )
.
Moreover, if r <∞,
lim
t→∞
‖H(f)‖Ḃspp,p = 0.
Proof. We first notice that
‖∆jH(f)‖Lr̄tLpx ≤ ‖
∫ t
0
‖e(t−s)∆∆jf(s, ·)‖Lpxds‖Lr̄t
. ‖
∫ t
0
e−c(t−s)2
2j‖∆jf(s, ·)‖Lpxds‖Lr̄t
. ‖e−ct22j‖
Lr
′
t
‖∆jf‖LrtLpx ,
where 1r̄ + 1 =
1
r +
1
r′ . Since f ∈ L
r
T (Ḃ
sp+
2
r
−2
p,p ) we have
‖∆jf‖LrtLpx . 2
−j(sp+ 2r−2)dj,p‖f‖
LrT (Ḃ
sp+
2
r−2
p,p )
,
where (dj,p) ∈ `p and ‖(dj,p)‖`p = 1. We also notice that
‖e−ct22j‖
Lr
′
t
. 2−
2j
r′ .
Then we have
‖∆jH(f)‖Lr̄tLpx . 2
−j(sp+ 2r+
2
r′−2)dj,p‖f‖
LrT (Ḃ
sp+
2
r−2
p,p )
= 2−j(sp+
2
r̄
)dj,p‖f‖
LrT (Ḃ
sp+
2
r−2
p,p )
,
which implies that∥∥∥(2j(sp+ 2r̄ )‖∆jH(f)‖Lr̄tLpx)j∈Z∥∥∥`p . ‖f‖LrT (Ḃsp+ 2r−2p,p ).
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Thus we proved that H(f) ∈ Lr̄T (Ḃ
sp+
2
r̄
p,p ) for any r̄ ≥ r, and
‖H(f)‖
Lr̄T (Ḃ
sp+
2
r̄
p,p )
. ‖f‖
LrT (Ḃ
sp+
2
r−2
p,p )
.
Now we suppose that r <∞.
First we decompose H(f) into two parts:
H1(f) :=
∫ t
2
0
e(t−s)∆f(s, ·)ds,
and
H2(f) :=
∫ t
t
2
e(t−s)∆f(s, ·)ds.
We notice that H1(f) can be written as
H1(f) = e
t∆
2
∫ t
2
0
e(
t
2
−s)∆f(s, ·)ds = e
t∆
2 H(f)(
t
2
).
According the above argument, we have, for any t > 0, H(f)( t2) ∈ Ḃ
sp
p,p. Applying
Lemma 2.6.1, we have
lim
t→∞
‖e
t∆
2 H(f)(
t
2
)‖Ḃspp,p = 0.
Now we turn to H2(f), we have
‖∆jH2(f)‖Lp .
∫ t
t
2
e−2
2j(t−s)‖∆jf(s)‖Lpds
. 22j(
1
r
−1)‖∆jf‖Lr([t/2,∞);Lp),
which implies that
‖H2(f)(t)‖Ḃspp,p . ‖f‖Lr([t/2,∞);Ḃsp+
r
2−2
p,p )
→ 0, as t→∞.
Lemma 2.6.2 is proved.
2.6.2 Product laws in Besov spaces
In this paragraph we recall the following product laws in Besov spaces, which use
the theory of paraproducts. We only elected to state the results we needed previ-
ously, but it should be clear that we have not stated all possible estimates in their
greatest generality.
Proposition 2.6.3. 1. Let p > 3 and 2 < r < 2pp−3 . Then there exists a constant γ > 0
such that for any v, w ∈ Lr([0, T ], Ḃsp+
2
r
p,p ), we have
‖vw‖
Lr([0,T ],Ḃsp+
2
r−1
p,p )
≤ γ‖v‖
Lr([0,T ],Ḃsp+
2
r
p,p )
‖w‖
Lr([0,T ],Ḃsp+
2
r
p,p )
. (2.31)
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2. Let p1, p2 ∈ (3,∞), 2 < r < 2pp−3 and T ∈ R+ ∪ {∞}. Suppose that v ∈ L
r;∞
p1 (T )
and w ∈ Lr;∞p2 (T ). Then we have
‖vw‖
L
r
2 ([0,T ],Ḃ
sp+
4
r−1
p,p )
. ‖v‖Lr;∞p1 (T )‖w‖Lr;∞p2 (T ),
where 1p =
1
p1
+ 1p2 .
3. Let p > 3. Suppose that w ∈ L∞([0, T ], L3,∞) and v ∈ Lr0([0, T ]; Ḃ
sp+
2
r0
p,p ) for some
T ∈ R+ ∪ {+∞} with r0 = 2pp−1 , then we have
‖vw‖
Lr0 ([0,T ],Ḃ
sp̄+
2
r0
−1
p̄,p )
≤ C(p)‖w‖L∞([0,T ],L3,∞)‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
,
where 1p̄ =
1
3 +
1
6p and C(p)→∞ as p→∞.
Since the first two results in the proposition are standard and well-known, which
can be found in [12, 16], we only give the proof of the last of the proposition.
Proof. For simplicity, we treat w and v as functions. We have
∆jwv = ∆jTwv + ∆jTvw + ∆jR(u, v).
We first take q1 such that 1p̄ =
1
p +
1
q1
= 13 +
1
6p implying that q1 =
6p
2p−5 > 3.
About ∆jTwv, we have
‖∆jTwv‖Lr0 (Lp̄) . ‖(Sjw)(∆jv)‖Lr0 (Lp̄) . ‖Sjw‖L∞(Lq1 )‖v‖Lr0 (Lp).
And we notice that
‖Sjw‖L∞(Lq1 ) .
∑
j′≤j
‖∆jw‖L∞(Lq1 ) .
∑
j′≤j
2−j
′sq1 cj,∞‖w‖L∞([0,T ],Ḃsq1q1,∞),
and
‖v‖Lr0 (Lp) . 2
−j(sp+ 2r0 )cj,p′‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
.
Since sq1 < 0, we have
‖2j(sp̄+
2
r0
−1)‖∆jTwv‖Lr0 (Lp′ )‖`p′ . ‖w‖L∞([0,T ],Ḃsq1q1,∞)‖v‖Lr0 ([0,T ];Ḃsp+
2
r0
p,p )
.
This combined with Lemma 2.6.4, implies that
‖2j(sp̄+
2
r0
−1)‖∆jTwv‖Lr0 (Lp′ )‖`p′ . ‖w‖L∞([0,T ],L3,∞)‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
. (2.32)
Now we choose q := 12p4p−1 and p1 := 4p. It is easy to check such that
1
p̄ =
1
p1
+ 1q =
1
3 +
1
6p . We notice that
‖∆jTvw‖Lr0 (Lp̄) . ‖Sjv‖Lr0 (Lp1 )‖∆jw‖L∞(Lq),
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and
‖Sjv‖Lr0 (Lp1 ) .
∑
j′≤j
‖∆jv‖Lr0 (Lp1 ) . 2
−j′(sp1+
2
r0
)
cj′,p‖v‖
Lr0 ([0,T ];Ḃ
sp1+
2
r0
p1,p
)
. 2
−j′(sp1+
2
r0
)
cj′,p‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
,
and
‖∆jw‖L∞(Lq) . 2−jsqcj,∞‖w‖L∞([0,T ],Ḃsqq,∞).
Since sp1 +
2
r0
= −1 + 34p + 1−
1
p = −
1
4p < 0, we have
‖2j(sp̄+
2
r0
−1)‖∆jTwv‖Lr0 (Lp̄)‖`p . p‖w‖L∞([0,T ],Ḃsqq,∞)‖v‖Lr0 ([0,T ];Ḃsp+
2
r0
p,p )
. (2.33)
Again by Lemma 2.6.4, we have
‖2j(sp̄+
2
r0
−1)‖∆jTwv‖Lr0 (Lp̄)‖`p . p‖w‖L∞([0,T ],L3,∞)‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
. (2.34)
Now we turn to the remainder ∆jR(w, v). We denote that 1p̃ :=
1
p +
1
q =
1
3 +
11
12p .
Since
‖∆jR(w, v)‖Lr0 (Lp̃) .
∑
k≥j−1
‖∆kw‖L∞(Lq)‖∆kv‖Lr0 (Lp)
.
∑
k≥j
2
−k(sq+sp+ 2r0 )ck,∞ck,p‖w‖L∞([0,T ],Ḃsqq,∞)‖v‖Lr0 ([0,T ];Ḃsp+
2
r0
p,p )
,
and
sp + sq +
2
r0
=
7
4p
> 0
we have that, by applying Lemma 2.6.4,
‖2j(sp̃+
2
r0
−1)‖∆jR(w, v)‖Lr0 (Lp̃)‖`p .p‖w‖L∞([0,T ],Ḃsqq,∞)‖v‖Lr0 ([0,T ];Ḃsp+
2
r0
p,p )
.p‖w‖L∞([0,T ],L3,∞)‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
which is R(w, v) ∈ Lr0([0, T ]; Ḃ
sp̃+
2
r0
−1
p̃,p′ ).
And we have R(w, v) ∈ Lr0([0, T ]; Ḃ
sp̄+
2
r0
−1
p̄,p ), as p̃ < p̄. Combining with (2.32) and
(2.34) we get
‖wv‖
Lr0 ([0,T ];Ḃ
sp̄+
2
r0
−1
p̄,p )
≤ C(p)‖w‖L∞([0,T ],L3,∞)‖v‖
Lr0 ([0,T ];Ḃ
sp+
2
r0
p,p )
,
where C(p)→∞ as p→∞. The proposition is proved.
We also recall the following standard embedding without proof. For details of
the proof, one can check [4, 24].
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Lemma 2.6.4. Let q1 < 3 < q2. Then the following embeddings hold:
Ḃ
sq1
q1,∞ ↪→ L3,∞ ↪→ Ḃ
sq2
q1,∞.
2.6.3 Properties of the bilinear operator B
We show a well-known results on the continuity of B(u, v) in Kato’s space by using
the spatial decay of the convolution kernel appearing in B (see [24])
Lemma 2.6.5. Let p > 3.Suppose that u, v ∈ Kp(R3), then
‖B(u, v)‖Kp . ‖u‖Kp‖v‖Kp . (2.35)
Moreover if p > 6, then
‖B(u, v)‖K∞ ≤ ‖u‖Kp‖v‖Kp . (2.36)
And we recall thatB is a bounded operator fromL∞([0, T ], L3,∞)×L∞([0, T ], L3,∞)
to L∞([0, T ], L3,∞) for any T ∈ R+ ∪ {+∞} (see [5])
Lemma 2.6.6. Suppose that u, v ∈ L∞([0, T ], L3,∞) for some T ∈ R+ ∪ {+∞}. Then
‖B(u, v)‖L∞([0,T ],L3,∞) . ‖u‖L∞([0,T ],L3,∞)‖u‖L∞([0,T ],L3,∞).
Moreover, B(u, v) ∈ Cw([0, T ], L3,∞).
The following lemma is a particular case of the result about the continuity of the
trilinear form
∫ T
0
∫
R3(a · ∇b) · cdxdt proved by I.Gallagher & F. Planchon in [18].
Lemma 2.6.7. Let d ≥ 2 be fixed, and let r and q be two real numbers such that 2 ≤ 2 <
∞, 2 < q < +∞. Suppose a ∈ L∞(R+, L2) ∩ L2(R+, Ḣ1) and c ∈ Lq([0, T ], Ḃ
sr+
2
q
r,q ).
Then for every 0 ≤ t ≤ T ,
|
∫ t
0
∫
R3
(a · ∇a) · cdxds| ≤ ‖∇a‖2L2(R+,L2) + C
∫ t
0
‖a(s)‖2L2‖c(s)‖
q
Ḃ
sr+
2
q
r,q
ds.
Now we recall that for any T ∈ R+ ∪ {+∞}
E(T ) = L∞([0, T ∗), L2) ∩ L2([0, T ∗), Ḣ1).
Lemma 2.6.8. 1. Let p > 3 and T > 0.
Suppose that v ∈ E(T ) and v̄ ∈ L∞([0, T ], Ḃspp,∞) . Then B(v, v̄) ∈ E(T ).
2. Let T ∈ (0,∞). Suppose that v ∈ L∞([0, T ], L3,∞) and v̄ ∈ L2([0, T ], L6,2). Then
B(v, v̄) ∈ E(T )
Proof. We denote w := B(v, v̄), which satisfies the system
∂tw −∆w + v̄ · ∇v + v · ∇v̄ = −∇π,
∇ · w = ∇ · v = ∇ · v̄ = 0,
w|t=0 = w0
For v ∈ E(T ) and v̄ ∈ L∞([0, T ], Ḃspp,∞), by Proposition 4.2 in [16], we obtain that
B(v, v̄) ∈ E(T ).
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Hence we are left with the proof of the second statement of the lemma. We now
suppose that v ∈ L∞([0, T ], L3,∞) and v̄ ∈ L2([0, T ], L6,2).
First let Jε be a smoothing operator that multiplies in the frequency space by a
cut-off function bounded by 1 which is a smoothed out version of the characteristic
function of the annulus {ε < |ξ| < 1ε}. Then we have for any t ∈ [0, T ]
‖Jεw(t)‖2L2 + 2
∫ t
0
‖∇Jεw(s)‖2L2ds = ‖w0‖
2
L2 + 2
∫ t
0
∫
R3
(v · ∇J2εw) · v̄dxds
+ 2
∫ t
0
∫
R3
(v̄ · ∇J2εw) · vdxds.
Then for any t ∈ [0, T ],
|
∫ t
0
∫
R3
(v · ∇J2εw) · v̄ +
∫ t
0
∫
R3
(v̄ · ∇J2εw) · vdxds|
≤ C
∫ t
0
‖∇J2εw‖L2‖v̄‖L6,2‖v‖L3,∞
≤ 1
2
∫ t
0
‖∇Jεw‖2L2 +
C2
2
‖v‖2L∞(R+,L3,∞)‖v̄‖
2
L2([0,T ],L6,2),
which implies that for any t ∈ [0, T ]
‖Jεw(t)‖2L2 +
∫ t
0
‖∇Jεw(s)‖2L2ds . ‖w0‖
2
L2 + ‖v‖
2
L∞(R+,L3,∞)‖v̄‖
2
L2([0,T1],L6,2)
.
By taking ε→ 0, we have w ∈ E(T ).
Lemma 2.6.9. Let p > 3. Suppose that g ∈ L3:∞6,∞[T < T ∗] for some T ∗ > 0. then we have
g ∈ L2([0, T ], L6,2(R3)) for any T < T ∗.
Proof. Suppose that g is a function belonging to L3:∞6 [T < T ∗] for some T ∗ > 0. Then
for any fixed T < T ∗, we have that
‖g‖L3([0,T ],Ḃs66,∞) ≤ T
1
3 ‖g‖L∞([0,T ],Ḃs66,∞).
Hence we obtain g ∈ L3([0, T ], Ḃs66,∞) ∩ L3([0, T ], Ḃ
s6+
2
3
6,∞ ). Since that s6 < 0 and
s6 +
2
3 > 0, Then by using Proposition 2.22 in [1], we have
‖g‖L3([0,T ],Ḃ06,1) ≤ ‖g‖
1
4
L3([0,T ];Ḃs66,∞)
‖g‖
3
4
L3([0,T ],Ḃ
s6+
2
3
6,∞ )
≤ T
1
3 ‖g‖L3:∞6,∞(T ).
Now we are left with proving that
L3([0, T ], Ḃ06,1) ↪→ L3([0, T ], L6,2).
By Littlewood-Paley decomposition,
‖g‖L3([0,T ],L6,2) ≤
∑
j∈Z
‖∆jg‖L3([0,T ],L6,2).
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And ∆jg can be written as the following convolution form:
∆jg = ∆j(∆jg) = 2
3j
∫
R3
h(2j(x− y))∆jg(y)dy.
By using Young’s inequality,
‖∆jg‖L3([0,T ],L6,2) . 23j‖h(2j ·)‖L1x‖∆jg‖L3([0,T ],L6)
. ‖∆jg‖L3([0,T ],L6) . cj‖g‖L3([0,T ],Ḃ06,1),
where
∑
j∈Z |cj | = 1. Then we have
‖g‖L3([0,T ],L6,2) . ‖g‖L3([0,T ],Ḃ06,1),
which combined with the fact that
‖g‖L2([0,T ],L6,2) ≤ T
1
6 ‖g‖L3([0,T ],L6,2).
The lemma is proved.
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[23] J. Nečas, M. Růžička & V. Šverák, On Leray’s self-similar solutions of the
Navier-Stokes equations.
[24] F. Planchon, Asymptotic behavior of global solutions to the Navier-Stokes equa-
tions in R3. Rev. Mat. Iberoamericana 14 (1998), no. 1, 71–93.
[25] T. Yoneda, Ill-posedness of the 3D-Navier-Stokes equations in a generalized
Besov space near BMO−1. J. Funct. Anal. 258 (2010), no. 10, 3376–3387.
Chapter 3
Regularity Criterion for the Forced
Navier-Stokes Equations in L3
3.1 Introduction
We consider the incompressible Navier-Stokes equations with a time independent
external force in R3,
(NSf)

∂tuf −∆uf + uf · ∇uf = f −∇p,
∇ · u = 0,
uf |t=0 = u0
for (t, x) ∈ (0, T )×R3, where uf is the velocity vector field, f(x) is the given external
force defined in R3 and p(t, x) is the associated pressure function. In this paper, we
study the blow-up criterion for (NSf).
3.1.1 Blow-up problem in critical spaces
To put our results in perspective, we first recall the Navier-Stokes equations (with-
out external force) blow-up problem in critical spaces. Consider the Navier-Stokes
system:
(NS)

∂tu−∆u+ u · ∇u = −∇π,
∇ · u = 0,
uf |t=0 = u0
where u(t, ·) : R3 → R3 is the unknown velocity field.
The spaces X appearing in the chain of continuous embeddings
Ḣ
1
2 ↪→ L3 ↪→ Ḃ
−1+ 3
p
p,q ↪→ Ḃ
−1+ 3
p′
p′,q′ , (3 < p ≤ p
′ <∞, 3 < q ≤ q′ <∞)
are all critical with respect to the Navier-Stokes scaling in that ‖u0,λ‖X ≡ ‖u‖X for
all λ > 0, where u0,λ := λu(λx) is the initial data which evolves as uλ := λu(λ2t, λx),
as long as u0 is the initial data for the solution u(t, x). While the larger spaces Ḃ
−1+ 3
p
p,∞ ,
BMO−1 and Ḃ−1∞,∞ are also critical spaces and global well-posedness is known for the
first two for small enough initial data in those spaces thanks to [4, 20, 23] (but only for
finite p in the Besov case, see [3]), the ones in the chain above guarantee the existence
and uniqueness of local-in-time solutions for any initial data. Specifically, there exist
corresponding spaces XT = XT ((0, T ) × R3) such that for any u0 ∈ X , there exists
T > 0 and a unique strong solution u ∈ XT to the corresponding Duhamel-type
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integral equation,
u(t) = et∆u0 −
∫ t
0
e(t−s)∆P∇ · (u(s)⊗ u(s))ds
= et∆u0 +B(u, u),
(3.1)
where
(v ⊗ w)j,k := vjwk, [∇ · (v ⊗ w)] :=
∑3
k=1 ∂k(vjwk)
and Pv := v +∇(−∆)−1(∇ · v),
which results from applying the projection onto divergence-free vector fields oper-
ator P on (NS) and solving the resulting nonlinear heat equation. Moreover, XT is
such that any u ∈ XT satisfying (NS) belongs to C([0, T ], X). Setting
T ∗XT (u0) := sup{T > 0|∃!u := NS(u0) ∈ XT solving (NS)}
the Navier-Stokes blow-up problem is:
Question:
Does sup
0<t<T ∗XT
(u0)
‖u(t, ·)‖X <∞ imply that T ∗XT (u0) =∞?
In the important work [9] of Escauriaza-Seregin-Šverák, it was established that for
X = L3(R3), the answer is yes. This extended a result in the foundational work of
Leray [21] regarding the blow-up of Lp(R3) norms at a singularity with p > 3, and
of the “Ladyzhenskaya-Prodi-Serrin” type mixed norms Lst (L
p
x),
2
s +
3
p = 1, p > 3,
establishing a difficult “end-point” case of those results. In [15], based on the work
[18], I. Gallagher, G. S. Koch, F. Planchon gave an alternative proof this result in the
setting of strong solutions using the method of “critical elements” of C. Kenig and F.
Merle. In [14], I. Gallagher, G. S. Koch, F. Planchon extended the method in [15] to
give a positive answer to the above question forX = Ḃ
−1+ 3
p
p,q (R3) for all 3 < p, q <∞
(see Definition 3.1.1). Also in [1], D. Albritton proved a stronger blow-up criterion
in Ḃspp,q for 3 < p, q < ∞ and his proof is based on elementary splitting arguments
and energy estimates.
We recall the main steps of the method of “critical elements”: assume the above
question’s answer is no for some X and define
∞ > Ac := inf{ sup
t∈[0,T ∗XT (u0))
‖NS(u0)(t)‖X
∣∣∣u0 ∈ X with T ∗XT (u0) <∞},
where NS(u0) is a solution to (NS) belonging to C([0, T ∗XT (u0), X) with initial data
u0 ∈ X . And define the set of initial data generating “critical elements”(possibly
empty) as follows:
Dc := {u0 ∈ X|T ∗(u0) <∞, sup
t∈[0,T ∗(u0))
‖NS(u0)‖X = Ac}.
The main steps are:
1. If Ac <∞, then Dc is non empty.
2. If Ac <∞, then any u0 ∈ Dc satisfies NS(u0)(t)→ 0 in S ′ as t↗ T ∗(u0).
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3. If Ac < ∞, by backward uniqueness of the heat equation (see [10] ), for any
u0 ∈ Dc, there exists a t0 ∈ (0, T ∗(u0)) such that NS(u0)(t0) = 0, which contra-
dicts to the fact that Ac <∞.
In this paper, we consider the blow-up problem for the Navier-Stokes equation
with a time-independent external force f , where ∆−1f is small in L3 and the initial
data belongs to L3(R3).
According to Theorem 3.5.2, we know that there exists a universal constant c > 0
such that, if the given external force satisfies ‖∆−1f‖L3 < c, then for any initial data
u0 ∈ L3, there exists a unique maximal time T ∗(u0, f) > 0 and a unique solution to
(NSf) uf belonging to C([0, T ];L3((R3)) for any T < T ∗ with initial data u0. Again
by Theorem 3.5.2, we have that if T ∗(u0, f) = ∞, then uf ∈ C([0,∞), L3(R3)) ∩
L∞(R+, L3(R3)), and if T ∗(u0) <∞, we have for any p > 3 and 2 < r < 2pp−3 ,
lim
t→T ∗(u0,f)
‖uf − Uf‖
Lr([0,t],Ḃsp+
2
r
p,p )
=∞,
where Uf ∈ L3 is the unique small steady-state solution to (NSf) (for existence and
uniqueness of small steady-state solution, see [2]) and the function space Lrt (Ḃ
sp+
2
r
p,p )
is defined in Definition 3.1.2. However, the above criterion is on the corresponding
perturbation solution instead of solution uf .
In this paper, we give the following blow-up criterion for (NSf): Let ∆−1f be
small in L3, then
(BC) lim sup
0<t<T ∗(u0,f)
‖uf (t, ·)‖L3 <∞⇒ T ∗(u0, f) =∞.
We use a profile decomposition for the solutions to (NSf) to prove the above re-
sult. Precisely, the decomposition enables us to construct a connection between the
forced and the unforced equation, which provides the blow-up information from
the unforced solution to the forced solution. More precisely, we can decompose uf
in a form consisting of the sum of profiles of solutions to (NS), a solution to (NSf)
and a remainder. We show that the blow-up information of uf is determined by the
blow-up information of the profiles of solutions to (NS) by an argument using the
scaling property of those solutions. Compared with the “critical element” roadmap,
we avoid using backward uniqueness of the heat equation (which is only true for the
unforced case). We also mention that the method used in [1] can not be applied to
our forced case, because the proof of [1] relies on the following scaling property: if
u is solution to (NS) with initial data u0, then λu(λ2t, λx) is also a solution to (NS)
with initial data λu0(λ·). However the above scaling property is not true for the
Navier-Stokes equation with a time-independent force f satisfying ∆−1f ∈ L3. In
fact, for any solution uf to (NSf) with initial data u0, λuf (λ2t, λx) is no longer a so-
lution to (NSf), unless f is self-similar (which means f(t, x) ≡ λ3f(λ2t, λx)), hence
does not satisfy ∆−1f ∈ L3. (And his proof still relies on the backwards uniqueness
of heat equation.)
We also point out that one can obtain a profile decomposition of solutions to the
forced Navier-Stokes equation with an external force f ∈ Lr(R+, Ḃ
sp+
2
r
−2
p,p ) (Defini-
tion 3.1.2) with sp + 2r > 0 and initial data bounded in Ḃ
sp
p,p for any 3 < p < ∞ with
a similar proof as in [15]. And by the same argument as the proof of Theorem 3.1.4,
one can show the blow-up criterion as (BC) by replacing L3 by Ḃspp,p.
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3.1.2 Notation and Statement of the Result
Let us first recall the definition of Besov spaces, in dimension d ≥ 1.
Definition 3.1.1. Let φ be a function in S(Rd) such that φ̂ = 1 for |ξ| ≤ 1 and φ̂ = 0 for
|ξ| > 2, and define φj := 2dj(2jx). Then the frequency localization operators are defined by
Sj := φj ∗ ·, ∆j := Sj+1 − Sj .
Let f be in S ′(Rd). We say f belongs to Ḃsp,q if
1. the partial sum
∑m
j=−m ∆jf converges to f as a tempered distribution if s <
d
p and
after taking the quotient with polynomials if not, and
2.
‖f‖Ḃsp,q := ‖2
js‖∆jf‖Lpx‖`qj <∞.
We refer to [8] for the introduction of the following type of space in the context
of the Navier-Stokes equations.
Definition 3.1.2. Let u(·, t) ∈ Ḃsp,q for a.e. t ∈ (t1, t2) and let ∆j be a frequency local-
ization with respect to the x variable (see Definition 3.1.1). We shall say that u belongs to
Lρ([t1, t2], Ḃsp,q) if
‖u‖Lρ([t1,t2],Ḃsp,q) := ‖2
js‖∆ju‖Lρ([t1,t2]Lpx)‖`qj <∞.
Note that for 1 ≤ ρ1 ≤ q ≤ ρ2 ≤ ∞, we have
Lρ1([t1, t2], Ḃ
s
p,q) ↪→ Lρ1([t1, t2], Ḃsp,q) ↪→ Lρ2([t1, t2], Ḃsp,q) ↪→ Lρ2([t1, t2], Ḃsp,q).
Let us introduce the following notations (introduced in [14]): we define sp := −1+ 3p
and
La:bp (t1, t2) := La([t1, t2]; Ḃ
sp+
2
a
p,p ) ∩ Lb([t1, t2]; Ḃ
sp+
2
b
p,p ),
Lap := La:ap , La:bp (T ) := La:bp (0, T ) and La:bp [T < T ∗] := ∩T<T ∗La:bp (T ). (3.2)
Remark 3.1.3. We point out that according to our notations, u ∈ La:bp,q[T < T ∗] merely
means that u ∈ La:bp,q(T ) for any T < T ∗ and does not imply that u ∈ La:bp,q(T ∗)(the notation
does not imply any uniform control as T ↗ T ∗).
Now let us state our main result.
Theorem 3.1.4. Suppose that ‖∆−1f‖L3 < c, where c is the small universal constant in
Theorem 3.5.2. Let u0 ∈ L3(R3) be a divergence free vector field and uf = NSf(u0) ∈
C([0, T ∗(u0, f)), L
3(R3)), where T ∗(u0, f) is the maximal life span of uf , be the unique
strong solution of (NSf) with initial data u0. If T ∗(u0, f) <∞, then
lim sup
t→T ∗(u0,f)
‖u(t)‖L3(R3) =∞. (3.3)
Remark 3.1.5. Our profile decomposition method is not only valid for a time-independent
force, but also can be extended to more general time-dependent external force. For ex-
ample: our method is valid for solutions belonging to C([0, T ∗), L3(R3)) constructed in
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[6] with initial u0 ∈ L3, where the external force f can be written as f = ∇ · V and
sup0<t<∞ t
1− 3
p ‖V ‖
L
p
2
is small enough for some 3 < p ≤ 6. Actually our method only
depends on the smallness of Uf and the continuity in time of solutions in space L3, which are
similar (Uf can by replaced by some small solution with small initial data in L3 constructed
in [6]) with the solutions in [6], whose associated force is time-dependent. After that we can
obtain (BC) for any fixed small external force as above by a similar argument of the case that
f is time independent.
The rest of this article is structured as follows. In Section 2, we give the proof The-
orem 3.1.4, which relies on a profile decomposition of solutions to (NSf). Section
3 is devoted to showing the profile decomposition of solutions to (NSf). In Sec-
tion 4, a perturbation result for (NS) is stated in an appropriate functional setting
which provides the key estimate of Section 3. Finally in the Appendixs, we recall
some well-posedness results for (NSf) and the corresponding steady-state equa-
tion. Also we collect standard Besov space estimates used throughout the paper in
it.
3.2 Proof of the main theorem
Suppose that ‖∆−1f‖L3 < c is a fixed external force.
Let us define
Ac := sup{A > 0| sup
t∈[0,T ∗(u0,f))
‖NSf(u0)(t)‖L3 ≤ A
=⇒ T ∗(u0, f) =∞,∀u0 ∈ L3(R3)}.
(3.4)
Note that Ac is well-defined by small-data results. If Ac is finite, then Ac can be
rewritten as
Ac = inf{ sup
t∈[0,T ∗(u0,f))
‖NSf(u0)(t)‖L3 |u0 ∈ L3 with T ∗(u0, f) <∞}.
In the case when Ac < ∞, we introduce the (possibly empty) set of initial data
generating a critical element as follows:
Dc := {u0 ∈ L3(R3)|T ∗(u0, f) <∞, sup
t∈[0,T ∗(u0,f))
‖NSf(u0)(t)‖L3 = Ac}.
Before proving Theorem 3.1.4, we prove the above set is empty.
Proposition 3.2.1 (Dc is empty). Suppose that Ac <∞, then Dc = ∅.
Proof. We prove the proposition by contradiction. Assume Dc 6= ∅, we take a u0,c ∈
Dc and denote uc = NSf(u0,c). By the definition ofDc, we have T ∗(u0,c, f) <∞ and
sup
t∈[0,T ∗(u0,c,f))
‖NSf(u0,c)(t)‖L3 = Ac.
We choose a sequence (sn)n∈N ⊂ [0, T ∗(u0,c, f)) such that sn ↗ T ∗(u0,c, f). Let
u0,n := uc(sn) and un := NSf(u0,n). Since Ac < ∞, we know that (u0,n)n∈N is a
bounded sequence in L3(R3) and
sup
t∈[0,T ∗(u0,n,f))
‖un(t)‖L3 = Ac.
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By Theorem 3.3.3 with the same notation, for any t ≤ τn, un has the following profile
decomposition , for any J ≥ J0 and n ≥ n(J0),
un = U
1 +
J∑
j=2
Λj,nU
j + wJn + r
J
n ,
where τn = minj∈I{λ2j,nT j}. After reordering, we can write
un =
J∑
j=1
Λj,nU
j + wJn + r
J
n
with Λj0,n ≡ Id for some 1 ≤ j0 ≤ J0 and for j ≤ J and n large enough,
∀j ≤ k ≤ J0, λ2j,nT ∗j ≤ λ2k,nT ∗k .
First we claim that j0 > 1. In fact, by Theorem 3.3.3,
λ1,nT
∗
1 ≤ T ∗(u0,n, f) = T ∗(u0,c, f)− sn → 0, as n→∞,
which implies that
lim
n→∞
λ1,n = 0.
Hence j0 > 1, which implies that with the new ordering U1 = NS(φ1), and T ∗1 <∞.
Now we take s ∈ (0, T ∗1 ) and let tn = λ21,ns. According to Proposition 3.3.4, we
have
A3c ≥ ‖un(tn)‖3L3 ≥ ‖U
1(s)‖3L3 + ε(n, s),
where limn→∞ ε(n, s) = 0 for any fixed s. By the blow-up criterion for the Navier-
Stokes equation (see [15])
lim sup
t→T ∗1
‖U1(t)‖L3(R3) =∞,
then we choose a s0 ∈ (0, T ∗1 ) such that
‖U1(s0)‖L3(R3) > 2Ac.
And we can take a corresponding n0 := n(s0) such that |ε(n0, s0)| ≤ A3c . Then we
get
A3c > 8A
3
c −A3c = 7A3c
which contradicts the fact that Ac <∞. Then Dc = ∅.
Now we prove Theorem 3.1.4 by contradiction.
Proof of Theorem 3.1.4. We suppose that Ac <∞which means (3.3) fails.
Let us consider a sequence u0,n bounded in the space L3 such that the life span of
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NSf(u0,n) satisfies T ∗(u0,n, f) <∞ for each n ∈ N and such that
An := sup
t∈[0,T ∗(u0,n,f))
‖NSf(u0,n)‖L3(R3)
satisfies
Ac ≤ An and An → Ac, n→∞.
Then by Theorem 3.3.3 and after reordering as above, we have for any J ≥ J0 and
n ≥ n(J0)
un := NSf(u0,n, f) =
J∑
j=1
Λj,nU
j + wJn + r
J
n , ∀t ∈ [0, τn]
and for any n ≥ n0(J0), recalling that T ∗j is the life span of U j
∀j ≤ k ≤ J0, λ2j,nT ∗j ≤ λ2k,nT ∗k ,
where U j0 = NSf(φj0) (j0 is such that Λj0,n ≡ 1) and U j = NS(φj) for any 1 ≤ j ≤
J0 with j 6= j0. Theorem 3.3.3 also ensures that there J0 such that T ∗J0 <∞ (if not we
would have τn ≡ ∞ and hence T ∗(u0,n, f) ≡ ∞, contrary to our assumption). On
the other hand, we recall that U j0 := NSf(φj0) with 1 ≤ j0 ≤ J0, where φj0 is a weak
limit of (u0,n)n≥1. Therefore by the above re-ordering, two different cases need to be
considered:
• j0 = 1: the lower-bound of the life span of un is controlled by the life span of
U j0 = U1 = NSf(φj0), which generates a critical element.
• j0 > 1: the lower-bound of the life span of un is controlled by the life span of
Λ1,nNS(φ1).
Case 1: j0 = 1. In this case, by definition ofAc, we have U1 = NSf(φ1), Λ1,n ≡ Id
and
sup
s∈[0,T ∗1 )
‖NSf(φ1)‖L3 ≥ Ac. (3.5)
For any s ∈ (0, T ∗1 ), setting tn := λ21,ns, by Proposition 3.3.4
A3n ≥ sup
t∈[0,T ∗(u0,n,f))
‖NSf(u0,n)‖3L3 ≥ ‖NSf(u0,n)(tn)‖
3
L3
≥ ‖U1(s)‖3L3 + ε(n, s),
where for any fixed s ∈ [0, T ∗1 )
lim
n→∞
ε(n, s) = 0.
According to (3.5) and the fact that An → Ac as n→∞, we infer that
sup
s∈[0,T ∗1 )
‖NSf(φ1)‖L3 = Ac,
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which means φ1 ∈ Dc. This fact contradicts Proposition 3.2.1.
Case 2 j0 > 1:. In this case, U1 = NS(φ1) and U1 satisfies that
lim sup
t→T ∗1
‖U1(t)‖L3 =∞, (3.6)
and Λ1,n 6= Id.
On the other hand for any s ∈ (0, T ∗1 ), setting tn := λ21,ns,
A3n ≥ sup
t∈[0,T ∗(u0,n,f))
‖NSf(u0,n)‖3L3 ≥ ‖NSf(u0,n)(tn)‖
2
Ḣ1/2
≥ ‖U1(s)‖3L3 + ε(n, s),
where
lim
n→∞
ε(n, s) = 0, ∀s ∈ [0, T ∗1 ).
Thanks to (3.6), one can take s0 such that
‖U1(s0)‖L3 > 2Ac
and choose n0 := n(s0) such that ε(n0, s0) ≤ A3c and A3n0 ≤ 2A
3
c , then we have
2A3c ≥ ‖U1(s0)‖3L3 + ε(n0, s0)
> 7A3c ,
which contradicts the fact thatAc <∞. Then we prove that for any u0, if T ∗(u0, f) <
∞
lim sup
t→T ∗(u0,f)
‖NSf(u0)‖L3(R3) =∞.
Theorem 3.1.4 is proved.
3.3 Profile decomposition
In [15] a profile decomposition of solutions to the Navier-Stokes equations associ-
ated with data in Ḃspp,p is proved for d < p < 2d + 3, thus extending the result of
[18]. In this section we use the idea of [15] to give a decomposition of solutions to
the Navier-Stokes equations with a small external force and associated with initial
data in L3.
3.3.1 Profile decomposition of bounded sequence in L3
Before stating the main result of this section, let us recall the following definition.
Definition 3.3.1. We say that two sequences (λj,n, xj,n)n∈N ∈ ((0,∞) × R3)N for j ∈
{1, 2} are orthogonal, and we write (λ1,n, x1,n)n∈N ⊥ (λ2,n, x2,n)n∈N, if
lim
n→+∞
λ1,n
λ2,n
+
λ2,n
λ1,n
+
|x1,n − x2,n|
λ1,n
= +∞. (3.7)
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Similarly we say that a set of (λj,n, xj,n)n∈N, for j ∈ N, j ≥ 1, is orthogonal if for all j 6= j′,
(λj,n, xj,n)n∈N ⊥ (λj′,n, xj′,n)n∈N.
Next let us define, for any set of sequences (λj,n, xj,n)n∈N (for j ≥ 1), the scaling
operator
Λj,nUj(t, x) :=
1
λj,n
Uj(
t
λ2j,n
,
x− xj,n
λj,n
). (3.8)
It is proved in [19] that any bounded (time-independent) sequence in Ḃspp,p(R3)
may be decomposed into a sum of rescaled functions Λj,nφj , where the set of se-
quences (λj,n, xj,n)n∈N is orthogonal, up to a small remainder term in Ḃ
sq
q,q, for any
q > p. Since in this paper we only consider the initial data in L3, we only state
the profile decomposition result of bounded sequences in L3 in [19]. The precise
statement is in the spirit of the pioneering work [16].
Theorem 3.3.2. Let (ϕn)n≥1 be a bounded sequence of functions in L3(R3) and let φ1 be
any weak limit point of (ϕn)n∈N. Then, after possibly replacing (ϕn)n∈N by a subsequence
which we relabel (ϕn)n≥1, there exists a subsequence of profiles (φj)j≥2 in L3(R3), and a set
of sequences (λj,n, xj,n)n∈N for j ∈ N with (λ1,n, x1,n) ≡ (1, 0) which are orthogonal in the
sense of Definition 3.3.1 such that, for all n, J ∈ N, if we define ψJn by
ϕn =
J∑
j=1
Λj,nφj + ψ
J
n ,
the following properties hold:
• the function ψJn is a remainder in the sense that for any p > 3,
lim
J→∞
(
lim sup
n→∞
‖ψJn‖Ḃspp,p
)
= 0; (3.9)
• There is a norm ‖ · ‖̃L3 which is equivalent to ‖ · ‖L3 such for each n ∈ N,
∞∑
j=1
‖φj ‖̃3L3(R3) ≤ lim infn→∞ ‖ϕn‖̃
3
L3(R3)
and, for any interger J ,
‖ψJn ‖̃L3 ≤ ‖ϕn‖̃L3 + o(1)
as n goes to infinity.
We mention that, in particular, for any j ≥ 2, either limn→∞ |xj,n| = ∞ or
limn→∞ λj,n ∈ {0,∞} due to the orthogonality of scales/cores with (λ1,n, x1,n) ≡
(1, 0), and also that
∞∑
j=1
‖φj‖3L3 . lim infn→∞ ‖ϕn‖
3
L3 . (3.10)
3.3.2 Profile decomposition of solutions to (NSf)
Theorem 3.3.3. Suppose that ‖∆−1f‖L3 < c, where c is the small universal constant in
Theorem 3.5.2.
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Let (u0,n)n∈N be a bounded sequence of divergence-free vector fields in L3(R3), and φ1
be any weak limit point of {u0,n}. Then, after possibly relabeling the sequence due to the
extraction of a subsequence following an application of Theorem 3.3.2 with ϕn := u0,n,
defining un := NSf(u0,n), U1 := NSf(φ1) ∈ C([0, T1], L3) and U j := NS(φj) ∈
C([0, Tj ], L
3) for any j ≥ 2 (where Tj is any real number smaller than T ∗j , where T ∗j is the
life span of U j for j ≥ 1, and T j =∞ if T ∗j =∞), the following properties hold:
• there is a finite (possibly empty) subset I of N such that
∀j ∈ I, T j <∞ and ∀j′ ∈ N\I, U j′ ∈ C(R+, L3(R3)).
Moreover setting τn := minj∈I λ2j,nT
j if I is nonempty and τn = ∞ otherwise, we
have
sup
n
‖un‖L∞τn (L3(R3)) <∞; (3.11)
• there exists some large J0 ∈ N such that for each J > J0, there exists N(J) ∈ N such
that for all n > N(J), all t ≤ τn and all x ∈ R3, setting wJn := et∆(ψJn) and defining
rJn by
un(t, x) = U
1 +
J∑
j=2
Λj,nU
j + wJn + r
J
n , (3.12)
then wJn and rJn are small remainders in the sense that, for any 3 < p < 5,
lim
J→∞
(
lim sup
n→∞
‖wJn‖L1:∞p (∞)
)
= lim
J→∞
(
lim sup
n→∞
‖rJn‖Lp:∞p (τn)
)
= 0. (3.13)
We recall the following important orthogonality result without proof. Its proof
is the same as the proof of Claim 3.3 of [15], as it just depends on orthogonality
property on scales/core. To state the result, note first that an application of Theorem
3.3.3 yields a non- empty blow-up set I ⊂ {1, . . . , J0}. Then we can re-order those
first J0 profiles, thanks to the orthogonality (3.7) of the scales λj,n so that for n0 =
n0(J0) sufficiently large, we have
∀n ≥ n0, 1 ≤ j ≤ j′ ≤ J0 ⇒ λ2j,nT ∗j ≤ λ2j′,nT ∗j′ (3.14)
(some of these terms may equal infinity).
Proposition 3.3.4. Let (u0,n)n≥1 be a bounded sequence in L3 and for which the set I
of blow-up profile indices resulting from an an application of Theorem 3.3.3 is non-empty.
After re-ordering the profiles in the profile decomposition of un := NSf(u0,n) such that
(3.14) holds for some J0, setting tn := λ21,ns for s ∈ [0, T ∗1 ) one has (after possibly passing
to a subsequence in n):
‖un(t)‖3L3 = ‖(Λ1,nU
1)(tn)‖3L3 + ‖u(tn)− (Λ1,nU
1)(tn)‖3L3 + ε(n, s), (3.15)
where ε(n, s)→ 0 as n→∞ for each fixed s ∈ [0, T ∗1 ).
Proof of Theorem 3.3.3 . Let (u0,n)n≥1 be a bounded sequence in L3. We first use The-
orem 3.3.2 to decompose the above sequence.
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Then with the notation of Theorem 3.3.3
u0,n =
J∑
j=1
Λj,nφj + ψ
J
n .
We define
un := NSf(u0,n), U
1 := NSf(φ1) ∈ C([0, T ∗1 ), L3(R3)),
U j := NS(φj) ∈ C([0, T ∗j ), L3(R3)) and wJn := et∆(ψJn).
By (3.9) and standard linear heat estimates we have
lim
J→∞
(
lim sup
n→∞
‖wJn‖L1:∞p (∞)
)
= 0.
According to (3.10), we have for any p > 3∥∥∥(‖φj‖Ḃspp,p)∞j=1∥∥∥`p . ∥∥∥(‖φj‖L3)∞j=1∥∥∥`3 . lim infn→∞ ‖u0,n‖L3 , (3.16)
which implies that, for any j ≥ 2,
U j ∈ L1:∞p (T < T ∗j )
and there exists J0 > 0 such that for any j ≥ J0, T ∗j =∞. Moreover, for any j ≥ J0
U j ∈ L1:∞p (∞) and ‖U j‖L1:∞p (∞) . ‖φj‖Ḃspp,p .
Hence, I will be a subset of {1, . . . , J0} which proves the first part of the first state-
ment in Theorem 3.3.3.
From now on, we restrict p ∈ (3, 5). By the local Cauchy theory we can solve
(NSf) with initial data u0,n for each integer n, and produce a unique solution un ∈
C([0, T ∗n), L
3(R3)), where T ∗n is the life span of un. Now we define, for any J ≥ 1,
rJn := un −
J∑
j=1
Λj,nU
j − wJn ,
where we recall that Λ1,nU1 = U1. We mention that the life span of Λj,nU j is λ2j,nT
∗
j .
Therefore, the function rJn(t, x) is defined a priori for t ∈ [0, tn), where
tn := min(T
∗
n ; τn)
with the notation of Theorem 3.3.3. Our main goal is to prove that rJn is actually
defined on [0, τn] (at least if J and n are large enough), which will be a consequence
of perturbation theory for the Navier-Stokes equations, see Proposition 3.4.1. In the
process, we shall obtain the uniform limiting property, namely,
lim
J→∞
(
lim sup
n→∞
‖rJn‖Lp:∞p (τn)
)
= 0. (3.17)
Let us write the equation satisfied by rJn . We adapt the same method as [14] and
[15]. It turns out to be easier to write that equation after a re-scaling in space-time.
For convenience, let use re-order the functions Λj,nU j , for 1 ≤ j ≤ J0, in such a way
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that, for some n0 = n0(J0) sufficiently large, we have as in [15],
∀n ≥ n0, j ≤ j′ ≤ J0 ⇒ λj,nT ∗j ≤ λj′,nT ∗j′ .
And we define 1 ≤ j0 ≤ J0 as the integer such that Λj0,n ≡ Id. And Λj0,nU j0 =
NSf(φj0) = Uf + V
j0 (see Theorem 3.5.2). We note that λ2j,nT
∗
j is the life span of
Λj,nU
j .
The inverse of our dilation/translation operator Λj,n is
Λ−1j,nf(s, y) := λj,nf(λ
2
j,ns, λj,ny + xj,n). (3.18)
Then we define, for any integer J ,
j ≤ J, U j,1n := Λ−11,nΛj,nU j , R
J,1
n := Λ
−1
1,nr
J
n , V
j0,1
n = Λ
−1
1,nV
j0
U1f := Λ
−1
1,nUf , W
J,1
n := Λ
−1
1,nw
J
n and U
1
n := Λ
−1
1,nun.
Clearly we have
RJ,1 = U1n − (
J∑
j=1
U j,1n +W
J,1
n )
and RJ,1n is a divergence free vector field, solving the following system:{
∂tR
J,1
n −∆RJ,1n + P(RJ,1n · ∇RJ,1n ) +Q(RJ,1n , U1f +G
J,1
n ) = F
J,1
n ,
RJ,1n |t=0 = 0,
(3.19)
where we recall that P := Id−∇∆−1(∇·) is the projection onto divergence free vector
fields, and where
Q(a, b) := P((a · ∇)b+ (b · ∇)a)
for two vector fields a, b. Finally we have defined
GJ,1n :=
J∑
j 6=j0
U j,1n +W
J,1
n + V
j0,1
n ,
and
F J,1n ,= −
1
2
Q(W J,1n ,W
J,1
n )−
1
2
J∑
j 6=j′
Q(U j,1n , U
j′,1
n )−
J∑
j=1
Q(U j,1n ,W
J,1
n ).
In order to use perturbative bounds on this system, we need a uniform control on the
drift term GJ,1n and smallness of the forcing term F
J,1
n . The results are the following.
Lemma 3.3.5. Fix T1 < T ∗1 . The sequence (G
J,1
n )n≥1 is bounded in Lp([0, T1], Ḃ
sp+
2
p
p,p ),
uniformly in J, which means that
lim
J→∞
lim sup
n→∞
‖GJ,1n ‖
Lp([0,T1],Ḃ
sp+
2
p
p,p )
= 0.
The proof of the above lemma is the same as the proof of Lemma 2.5 in [15], as it
just depends on orthogonality property on scales/core.
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Lemma 3.3.6. Fix T1 < T ∗1 . The source term F
J,1
n goes to zero for each J ∈ N, as n goes to
infinity, in the space F := Lp([0, T1], Ḃ
sp+
2
p
−2
p,p ) + L
p
2 ([0, T1], Ḃ
sp+
4
p
−2
p,p ). In precisely,
lim
J→∞
lim sup
n→∞
‖F J,1n ‖F = 0.
Assuming these lemmas to be true, the end of the proof of the theorem is a direct
consequence of Proposition 3.4.1.
Now let us prove Lemma 3.3.6.
Proof of Lemma 3.3.6. We first notice that
F J,1n ,=−
1
2
Q(W J,1n ,W
J,1
n )−
1
2
J∑
j 6=j′,j 6=j0
j′ 6=j0
Q(U j,1n , U
j′,1
n )−
J∑
j=1,j 6=j0
Q(U j,1n ,W
J,1
n )
−
J∑
j=1,j 6=j0
Q(U j0,1n , U
j,1
n )−Q(U j0,1n ,W J,1n ).
And we note that the structure of
AJn := −
1
2
Q(W J,1n ,W
J,1
n )−
1
2
J∑
j 6=j′,j 6=j0
j′ 6=j0
Q(U j,1n , U
j′,1
n )−
J∑
j=1,j 6=j0
Q(U j,1n ,W
J,1
n )
is the same as the GJ,0n of Lemma 2.7 in [15]. As a consequence of Lemma 2.7 in [15],
we obtain
lim
J→∞
lim sup
n→∞
‖AJn‖F = 0.
Hence to finish the proof of Lemma 3.3.6, we need to show
lim
J→∞
lim sup
n→∞
‖BJn‖F = 0,
where
BJn := −
J∑
j=1,j 6=j0
Q(U j0,1n , U
j,1
n )−Q(U j0,1n ,W J,1n ).
By product laws and scaling invariance, we first have
‖Q(U j0,1n ,W J,1n )‖
Lp([0,T1],Ḃ
sp+
2
p−2
p,p )
. ‖W J,1n ‖
Lp([0,T1],Ḃ
sp+
2
p
p,p )
‖U j0,1n ‖L∞([0,T0],Ḃspp,p)
. ‖ψJn‖Ḃspp,p‖φj0‖Ḃspp,p ,
implies that
lim
J→∞
lim sup
n→∞
‖Q(U j0,1n ,W J,1n )‖
Lp([0,T1],Ḃ
sp+
2
p−2
p,p )
= 0.
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Now we are left with proving that
lim
J→∞
lim sup
n→∞
‖
J∑
j 6=j′
Q(U j,1n , U
j′,1
n )‖F = 0.
We can write
∑J
j=1,j 6=j0 Q(U
j0,1
n , U
j,1
n ) as the following way:
J∑
j=1,j 6=j0
Q(U j0,1n , U
j,1
n ) =
∑
j 6=j0
Q(V j0,1n , U
j,1
n ) +
∑
j 6=j0
Q(Λ−11,nUf , U
j,0
n ).
Since for any j 6= j0 U j,1n ∈ L1:∞p (T0), V
j0,1
n ∈ Lp:∞p (T0) and 3 < p < 5, by (3.20) in
Proposition 3.3.7, we have for all j′, j 6= j0
lim
n→∞
‖Q(U j,1n , V j0,1n )‖
L
p
2 ([0,T1],Ḃ
sp+
4
p−2
p,p )
= 0.
And according to Uf ∈ L3(R3), we have
lim
n→∞
‖Q(U j,1n ,Λ−11,nUf )‖
Lp([0,T1],Ḃ
sp+
2
p−2
p,p )
= 0
by Proposition 3.3.7. By the above two relations, we have
lim
J→∞
lim sup
n→∞
‖
J∑
j=1,j 6=j0
Q(U j0,1n , U
j,1
n )‖
Lp([0,T1],Ḃ
sp+
2
p−2
p,p )
= 0.
Lemma 3.3.6 is proved.
3.3.3 Orthogonality Property
In this paragraph, we show the orthogonality properties used in the proof of Lemma
3.3.6. The first statement of Proposition 3.3.7 is just a particular case of orthogonality
property given in [14] (see the proof Lemma 3.3 in [13]). By the same idea in [14],
we give a orthogonality property in the case that one of the element in the product
is time-independent.
Proposition 3.3.7. We assume that (λ1,n, x1,n)n∈N and (λ2,n, x2,n)n∈N are orthogonal. Let
T ∈ R+ ∪ {+∞}. Then the following properties hold:
1. Let p > 3 and 1− 3p <
1
a < 1. Suppose that v, w ∈ L
2a([0, T ], Ḃ
sp+
1
a
p,p ). Then we have
lim
n→∞
‖(Λ1,nv)(Λ2,nw)‖
La([0,Tn],Ḃ
sp+
2
a−1
p,p )
= 0, (3.20)
where Tn := min{λ21,nT, λ22,nT}.
2. Let p > 3 and 2 < r < 2pp−3 . Suppose that U ∈ L
3(R3) and v ∈ Lr([0, T ], Ḃsp+
2
r
p,p ).
lim
n→∞
‖(Λ1,nU)(Λ2,nv)‖
Lr([0,T ′n],Ḃ
sp+
2
r−1
p,p )
= 0, (3.21)
where T ′n := λ2.nT .
Proof. As we mentioned above, (3.20) is a particular case of orthogonality property
given in [17], we only need to prove the second statement of the proposition.
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For any given ε > 0 one can find two compactly supported (in space and time)
functions vε and Uε such that
‖v − vε‖
L2a([0,T ],Ḃsp+
1
a
p,p )
+ ‖U − Uε‖L3 ≤ ε.
Product rules (along with the scale invariance of the scaling operators) gives that
‖(Λ1,nv)(Λ2,n(U − Uε))‖
La([0,Tn],Ḃ
sp+
2
a−1
p,p )
+‖(Λ1,n(v − vε))(Λ2,n(U)‖
La([0,Tn],Ḃ
sp+
2
a−1
p,p )
+‖(Λ1,n(v − vε))(Λ2,n(U − Uε))‖
La([0,Tn],Ḃ
sp+
2
a−1
p,p )
. ε.
Then it is enough to prove that for fixed ε > 0
lim
n→∞
‖(Λ1,nUε)(Λ2,n(vε)‖
Lr([0,T ′n],Ḃ
sp+
2
r−1
p,p )
= 0.
Again by Proposition 3.5.3, we have for some 3 < q < 3qq−3 and small enough δ > 0,
‖(Λ1,nUε)(Λ2,n(vε)‖
Lr([0,T ′n],Ḃ
sp+
2
r−1
p,p )
. ‖Λ1,nUε‖Ḃsq+δq,q ‖Λ2,nwε‖Lr([0,T ′n],Ḃsp+
1
a−δ
p,p )
.
According to the fact that
‖Λ1,nUε‖Ḃsq+δq,q . λ
−δ
1,n‖U‖L3 ,
and
‖Λ2,nvε‖
Lr([0,Tn],Ḃ
sp+
2
r−δ
p,p )
. λδ2,n‖vε‖L2a([0,T ],Ḃsp+
2
r
p,p )
,
we have
‖(Λ1,nUε)(Λ2,n(vε)‖
Lr([0,T ′n],Ḃ
sp+
2
r−1
p,p )
.
(λ2,n
λ1,n
)δ
→ 0, n→∞,
if λ2,nλ1,n → 0. Hence we prove (3.21).
3.4 Estimates on perturbation equations
Now we consider the following perturbation equation,{
∂tw −∆w + 12Q(w,w) +Q(w, g) +Q(w,U) = f,
w|t=0 = w0,
(3.22)
Let us state the following perturbation result.
Proposition 3.4.1. Let T ∈ R+ ∪ {+∞} and 3 < p < 5. Suppose that U ∈ L3(R3), g ∈
Lp([0, T ], Ḃ
sp+
2
p
p,p (R3)) and f ∈ F([0, T ]) := Lp([0, T ], Ḃ
sp+
2
p
−2
p,p ) + L
p
2 ([0, T ], Ḃ
sp+
4
p
−2
p,p ).
Assume that ‖U‖L3(R3) < c1 < c, where c > 0 is a universal small constant Theorem 3.5.2.
Then there exists a constant C independent of T and ε0 such that the following is true. If
‖w0‖Ḃspp,p + ‖f‖F([0,T ]) ≤ ε0exp
(
− C‖g‖
Lp([0,T ],Ḃ
sp+
2
p
p,p )
)
,
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then w ∈ Lpp(T ) and
‖w‖Lpp(T ) ≤ C(‖w0‖Ḃspp,p + ‖f‖F([0,T ]))exp(C‖g‖Lp([0,T ],Ḃsp+
2
p
p,p )
).
The proof the proposition follows the estimates of [13] (see in particular Propo-
sition 4.1 and Theorem 3.1 of [13]). The main difference is the absence of an exterior
force and a small time-independent drift term in [13], but those terms are added with
no difficulty to the estimates.
Proof. By Proposition 4.1 of [13], for any α, β ∈ [0, T ] , we have the following esti-
mates
‖w‖Lp:∞p ([α,β]) ≤ K‖w(α)‖Ḃspp,p +K‖f‖F([α,β]) +K‖w‖
2
Lp([α,β],Ḃsp+2/pp,p )
+K(‖U‖L3 + ‖g‖Lp([α,β],Ḃsp+2/pp,p ))‖w‖Lp([α,β],Ḃsp+2/pp,p ).
(3.23)
We recall that c is a small enough number such that
K‖U‖L3 <
1
4
.
And we claim that there exist N real numbers (Ti)1≤i≤N such that T1 = 0 and TN =
T , satisfying [0, T ] = ∪N−1i=1 [Ti, Ti+1] and
‖g‖
Lp([Ti,Ti+1],Ḃ
sp+
2
p
p,p )
≤ 1
4K
, ∀i ∈ {i, 1 . . . , N − 1}
Suppose that
‖w0‖Ḃspp,p + ‖f‖F([0,T ]) ≤
1
8KN(4K)N
. (3.24)
By time continuity we can define a maximal time T̃ ∈ R+ ∪ {∞} such that
‖w‖
Lp([0,T̃ ],Ḃ
sp+
2
p
p,p )
≤ 1
4K
.
If T̃ ≥ T then the proposition is proved. Indeed, by (3.23), we have ,
‖w‖
Lp([Ti,Ti+1],Ḃ
sp+
2
p
p,p )
≤ K‖w(Ti)‖Ḃspp,p +K‖f‖F([Ti,Ti+1]) +
3
4
‖w‖
Lp([Ti,Ti+1],Ḃ
sp+
2
p
p,p )
,
which deduces that
‖w‖
Lp([Ti,Ti+1],Ḃ
sp+
2
p
p,p )
≤ 4K(‖w(Ti)‖Ḃspp,p + ‖f‖F([Ti,Ti+1])).
Hence according to (3.23) ,
‖w‖L∞([Ti,Ti+1],Ḃspp,p) ≤ K‖w(Ti)‖Ḃspp,p +K‖f‖F([Ti,Ti+1]) +
3
4
‖w‖
Lp([Ti,Ti+1],Ḃ
sp+
2
p
p,p )
≤ 4K(‖w(Ti)‖Ḃspp,p + ‖f‖F([Ti,Ti+1])).
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Therefore,
‖w(Ti)‖Ḃspp,p ≤ (4K)
i−1(‖w(0)‖Ḃspp,p + ‖f‖F([0,T ])),
which implies that
‖w‖
Lp([Ti,Ti+1],Ḃ
sp+
2
p
p,p )
≤ (4K)i(‖w(0)‖Ḃspp,p + ‖f‖F([0,T ])).
Hence,
‖w‖
Lp([0,T ],Ḃ
sp+
2
p
p,p )
≤ N(4K)N (‖w(0)‖Ḃspp,p + ‖f‖F([0,T ])).
Take N ∼ ‖g‖
Lp([0,T ],Ḃ
sp+
2
p
p,p )
, we have
‖w‖
Lp([0,T ],Ḃ
sp+
2
p
p,p )
. (‖w(0)‖Ḃspp,p + ‖f‖F([0,T ]))exp(C‖g‖Lp([0,T ],Ḃsp+
2
p
p,p )
).
And by (3.23), we have
‖w‖L∞([0,T ],Ḃspp,p) . (‖w0‖Ḣ1/2 + ‖f‖L4([α,β],Ḣ−1))exp(C‖g‖Lp([0,T ],Ḃsp+
2
p
p,p )
).
Thus the proposition is proved in the case T̃ ≥ T .
Now we turn to the proof in the case of T̃ < T . We define an integer K ∈
{1, . . . , N − 1} such that
Tk ≤ T̃ < Tk+1.
Then for any i ≤ k − 1, we have
‖w‖
Lp([Ti,Ti+1],Ḃ
sp+
2
p
p,p )
≤ (4K)i(‖w(0)‖Ḃspp,p + ‖f‖F([0,T ])),
and
‖w(Ti)‖Ḃspp,p ≤ (4K)
i−1(‖w(0)‖Ḃspp,p + ‖f‖F([0,T ])).
The same arguments as above also apply on the interval [Tk, T ] and yield,
‖w‖L4([Tk,T ],Ḣ1) ≤ (4K)
N‖w0‖Ḣ1/2 + CNK
2‖f‖L4([0,T ],Ḣ−1),
and
‖w‖L∞([Tk,T ],Ḣ1/2) ≤ (4K)
N‖w0‖Ḣ1/2 + CNK
2‖f‖L4([0,T ],Ḣ−1).
Therefore we have
‖w‖L4([0,T ],Ḣ1) ≤ N(4K)
N (‖w0‖Ḣ1/2 + ‖f‖L4([α,β],Ḣ−1)) <
1
4k
,
which contradicts to the maximality of T̃ .
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3.5 Appendix
3.5.1 Some results on the steady-state Navier-Stokes equations
In this part, we recall some existence results on the steady state Navier-Stokes equa-
tions, and the Navier-Stokes equations equipped with the same time-independent
external force. The steady state Navier-Stokes system is defined as follows,
(SNS)
{
−∆U + U · ∇ = f −∇Π,
∇ · U = 0,
where f(x) is the external force defined on R3. Since we only care about the case
of U ∈ L3, we state the following result for ∆−1f ∈ L3 without proof, which is a
consequence of Theorem 2.2 in [2].
Proposition 3.5.1. There exists an absolute constant δ > 0 with the following property. If
f ∈ S ′ satisfies ∆−1f ∈ L3(R3) and
‖∆−1f‖L3(R3) < δ,
then there exists a unique solution to (SNS) such that
‖U‖L3 ≤ 2‖∆−1f‖L3 < 2δ.
Now we state a well-posedness result of (NSf), which is a particular case of
results of Theorem 2.2.7, 2.2.8 and 2.2.9.
Theorem 3.5.2. Suppose that f is a time-independent external force such that ‖∆−1f‖L3 <
c, where c < δ is a universal small constant. Let Uf ∈ L3(R3) be the unique solution to
(SNS) with ‖Uf‖L3 < 2‖∆−1f‖L3 (the existence of Uf is provided by Proposition 3.5.1)
.Then we have
1. For any initial data u0 ∈ L3(R3), there exists a unique maximal time T ∗(u0, f) >
0 and a unique solution uf to (NSf) with initial data u0 such that for any T <
T ∗(u0, f),
uf ∈ C([0, T ], L3(R3)).
Moreover there exists a constant δ2(f) such that if ‖u0 − U‖L3 < δ2, then u0 ∈
C0(R+, L3(R3)). The solution uf satisfies that for 3 < p < 5
lim
T→ T ∗(u0,f)
‖uf − Uf‖Lp:∞p (T ) =∞. (3.25)
2. Let uf ∈ C(R+, L3(R3)) with initial data u0 ∈ L3(R3). Then uf ∈ L∞(R+, L3(R3))
and uf − Uf ∈ Lr0:∞p (∞) for some r0 > 2 and p > 3, and
lim
t→∞
‖uf − U‖Ḃspp,p = 0.
3.5.2 Product laws and heat estimates
We first recall the following standard product laws in Besov space, which use the
theory of para-products (for details, see [7, 13]).
3.5. Appendix 77
Proposition 3.5.3. 1. Let p > 3, q > 3 and r > 2. Moreover assume that sq +sp+ 2r >
0. We have, for any |ε| < 1 such that 1− 2r + ε > 0,
‖vw‖
Lr([0,T ],Ḃsp+
2
r
p,p )
≤ C(ε)‖v‖L∞([0,T ],Ḃsq+εq,q )‖w‖Lr([0,T ],Ḃsp+
2
r−ε
p,p )
.
2. let p > 3 and 2 < r < 2pp−3 . Then for any ε ∈ R such that 1−
2
r − |ε| > 0, we have
‖vw‖
L
2
r ([0,T ],Ḃ
sp+
4
r−1
p,p )
≤ C(ε)‖v‖
Lr([0,T ],Ḃsp+
2
r+ε
p,p )
‖w‖
Lr([0,T ],Ḃsp+
2
r−ε
p,p )
.
Now let us recall the following standard heat estimate. For any p ∈ [1,∞], there
exists some c0, c > 0 such that for any f ∈ S ′ and j ∈ Z,
‖∆j(et∆f)‖Lp ≤ c0e−ct2
2j‖∆jf‖Lp .
Hence for 0 < t ≤ ∞, recalling
B(u, v) :=
∫ t
0
e(t−s)∆P∇ · (u(s)⊗ v(s))ds,
Young’s inequality for convolutions implies that for any r̃ ∈ [r,∞]
‖B(u, v)‖
Lr̃([0,T ],Ḃ
s+2+2( 1r̃−
1
r )
p,p )
. ‖u⊗ v‖Lr([0,T ],Ḃs+1p,p ). (3.26)
And we recall thatB is a bounded operator fromL∞([0, T ], L3,∞)×L∞([0, T ], L3,∞)
to L∞([0, T ], L3,∞) for any T ∈ R+ ∪ {+∞} (see [2])
Lemma 3.5.4. Suppose that u, v ∈ L∞([0, T ], L3,∞) for some T ∈ R+ ∪ {+∞}. Then
‖B(u, v)‖L∞([0,T ],L3,∞) . ‖u‖L∞([0,T ],L3,∞)‖u‖L∞([0,T ],L3,∞).
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Chapter 4
Gevrey class smoothing effect for
the Prandtl equation
4.1 Introduction
In this work, we study the regularity of solutions to the Prandtl equation which is
the foundation of the boundary layer theory introduced by Prandtl in 1904, [24]. The
results in this chapter is a collection of a published paper (SIAM J. Math. Anal. 48
(2016), pages 1672–1726).
The inviscid limit of an incompressible viscous flow with the non-slip boundary
condition is still a challenging problem of mathematical analysis due to the appear-
ance of a boundary layer, where the tangential velocity adjusts rapidly from nonzero
at the area far away from the boundary to zero on the boundary. Prandtl equation
describes the behavior of the flow near the boundary in the case of small viscosity
limit, and it reads
ut + uux + vuy + px = uyy, t > 0, x ∈ R, y > 0,
ux + vy = 0,
u|y=0 = v|y=0 = 0, lim
y→+∞
u = U(t, x),
u|t=0 = u0(x, y) ,
where u(t, x, y) and v(t, x, y) represent the tangential and normal velocities of the
boundary layer, with y being the scaled normal variable to the boundary, while
U(t, x) and p(t, x) are the valuesof the tangential velocity as y → ∞and pressure
of the outflow satisfying the Bernoulli law
∂tU + U∂xU + ∂xq = 0.
Because of the degeneracy in tangential variable, the well-posedness theories and
the justification of the Prandtl’s boundary layer theory remain as the challenging
problems in the mathematical theory of fluid mechanics. Up to now, there are only
a few rigorous mathematical results (see [4, 13, 14, 15, 22] and referencesin). Un-
der a monotonic assumption on the tangential velocity of the outflow, Oleinik was
the first to obtain the local existence of classical solutions for the initial-boundary
value problems, and this result together with some of her works with collaborators
were well presented in the monograph [23]. In addition to Oleinik’s monotonicity
assumption on the velocity field, by imposing a so called favorable condition on
the pressure, Xin-Zhang [26] obtained the existence of global weak solutions to the
Prandtl equation. All these well-posedness results were based on the Crocco trans-
formation to overcome the main difficulty caused by degeneracy and mixed type of
the equation. Just recently the well-posedness in the Sobolev space was explored by
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virtue of energy method instead of the Crocco transformation; see Alexandre et. all
[1] and Masmoudi-Wong [21]. There is very few work concerned with the Prandtl
equation without the monotonicity assumption; we refer [2, 3, 20, 9, 25, 30] for the
works in the analytic frame, and [12, 17] for the recent works concerned with the ex-
istence in Gevrey class. Recall Gevrey class, denoted by Gs, s ≥ 1, is an intermediate
space between analytic functions and C∞ space. For a given domain, the Gevrey
space Gs(Ω) is consist of such functions that f ∈ C∞(Ω) and that∥∥∂αf∥∥
L2(Ω)
≤ L|α|+1(α!)s
for some constant L independent of α. The significant difference between Gevery
(s > 1) and analytic (s = 1) classe is that there exist nontrivial Gevrey functions
admitting compact support.
We mention that due to the degeneracy in x, it is natural to expect Gevrey regu-
larity rather than analyticity for a subelliptic equation. We refer [5, 6, 7, 8] for the link
between subellipticity and Gevrey reguality. In this paper we first study the intrinsic
subelliptic structure due to the monotonicity condition, and then deduce, basing on
the subelliptic estimate, the Gevrey smoothing effect; that is, given a monotonic ini-
tial data belonging to some Sobolev space, the solution will lie in some Gevrey class
at positive time, just like heat equation. It is different from the Gevrey propagation
property obtained in the aforementioned works, where the initial data is supposed
to be of some Gevrey class, for instance G7/4 in [12], and the well-posedness is ob-
tained in the same Gevrey space.
Now we state our main result. Without loss of generality, we only consider here
the case of an uniform outflow U = 1, and the conclusion will still hold for Gevrey
class outflow U . We mention that the Gevrey regularity for outflow U is well devel-
oped (see [18] for instance). For the uniform outflow, we get the constant pressure p
due to the Bernoulli law. Then the Prandtl equation can be rewritten as
ut + uux + vuy − uyy = 0, (t, x, y) ∈]0, T [×R2+,
ux + vy = 0,
u|y=0 = v|y=0 = 0, lim
y→+∞
u = 1,
u|t=0 = u0(x, y).
(4.1.1)
The main result concerned with the Gevrey class regularity can be stated as fol-
lows.
Theorem 4.1.1. Let u(t, x, y) be a classical local in time solution to Prandtl equation (4.1.1)
on [0, T ] with the properties subsequently listed below:
(i) There exist two constants C∗ > 1, σ > 1/2 such that for any (t, x, y) ∈ [0, T ]×R2+,
C−1∗ 〈y〉
−σ ≤ ∂yu(t, x, y) ≤ C∗ 〈y〉−σ ,∣∣∂2yu(t, x, y)∣∣+ ∣∣∂3yu(t, x, y)∣∣ ≤ C∗ 〈y〉−σ−1 , (4.1.2)
where 〈y〉 = (1 + |y|2)1/2.
(ii) There exists c > 0, C0 > 0 and integer N0 ≥ 7 such that
‖e2cy∂xu‖L∞([0,T ]; HN0 (R2+)) + ‖e
2cy∂x∂yu‖L2([0,T ]; HN0 (R2+)) ≤ C0 . (4.1.3)
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Then for any 0 < T1 < T , there exists a constant L, such that for any 0 < t ≤ T1,
∀m > 1 +N0,
∥∥ec̃y∂mx u(t)∥∥L2(R2+) ≤ t−3(m−N0−1) Lm (m!)3(1+σ) , (4.1.4)
where 0 < c̃ < c. The constants L depends only on C0, T1, C∗, c, c̃ and σ. Therefore, the
solution u belongs to the Gevery class of index 3(1 + σ) with respect to x ∈ R for any
0 < t ≤ T1.
Remark 4.1.2.
1). The solution described in the above theorem exists, for instance, suppose that the
initial data u0 can be written as
u0(x, y) = u
s
0(y) + ũ0(x, y),
where us0 is a function of y but independent of x such that C
−1 〈y〉−σ ≤ ∂yus0(y) ≤
C 〈y〉−σ for some constantC ≥ 1, and ũ0 is a small perturbation such that its weighted
Sobolev norm
∥∥e2cyũ0∥∥H2N0+7(R2+) is suitably small. Then using the arguments in [1],
we can obtain the desired solution with the properties listed in Theorem 4.1.1 ful-
filled. Precisely, the solution u(t, x, y) is a perturbation of a shear flow us(t, y) such
that property (i) in the above theorem holds for u, and moreover e2cy (u− us) ∈
L∞
(
[0, T ]; HN0+1(R2+)
)
. Moreover following the analysis in [21] with some modi-
fications, we can also obtain more general solutions with exponential decay rather
than perturbative solutions around monotonic shear flows.
2). The well-posedness problem of Prandtl’s equation depends crucially on the choice
of the underlying function spaces, especially on the regularity in the tangential vari-
able x. If the initial datum is analytic in x, then the local in time solution exists(c.f.
[20, 25, 30]), but the Cauchy problem is ill-posedness in Sobolev space for linear and
non linear Prandtl equation (cf. see [10, 11]). Indeed, the main mathematical dif-
ficulty is the lack of control on the x derivatives. For example, v in (4.1.1) could
be written as −
∫ y
0 ux(y
′)dy′ by the divergence-free condition, and here we lose one
derivatives in x-regularity. The degeneracy can’t be balanced directly by any hori-
zontal diffusion term, so that the standard energy estimates do not apply to establish
the existence of local solution. But the results in our main Theorem 4.1.1 shows that
the loss of derivative in tangential variable x can be partially compensated via the mono-
tonicity condition.
3). Under the hypothesis (4.1.2), the equation (4.1.1) is a non linear hypoelliptical
equation of Hörmander type with a gain of regularity of order 13 in x variable (see
Proposition 4.2.4), so that any C2 solution is locally C∞, see [27, 28, 29]; for the cor-
responding linear operator, [8] obtained the regularity in the local Gevrey space G3.
However, in this paper we study the equation (4.1.1) as a boundary layer equation,
so that the local property of solution is not of interest to the physics application, and
our goal is then to study the global estimates in Gevrey class. In view of (4.1.2) we
see uy decays polynomially at infinite, so we only have a weighted subelliptic esti-
mate (see Proposition 4.2.4). This explains why the Gevrey index, which is 3(1 + σ),
depends also on the decay index σ in (4.1.2).
4). Finally, the estimate (4.1.4) gives an explicit Gevrey norm of solutions for the
Cauchy problem with respect to t > 0 when the initial datum is only in some fi-
nite order Sobolev space. Since the Gevrey class is an intermediate space between
analytic space and Sobolev space, the qualitative study of solutions in Gevery class
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can help us to understand the Prandtl boundary layer theory which has been justi-
fied in analytic frame.
The approach
We end up the introduction with explaining the main idea used in the proof. It’s
well-known that the main difficulty for Prandtl equation is the degeneracy in x vari-
able, due to the presence of v:
v = −
∫ y
0
(∂xu) dỹ.
To overcome the degeneracy, we use the cancellation idea, introduced by Masmoudi-
Wong [21], to perform the estimates on the new function and moreover on the origi-
nal velocity function u. Precisely, observe
ut + uux + vuy − uyy = 0,
and, with ω = ∂yu,
ωt + uωx + vωy − ωyy = 0.
In order to eliminate the v term on the left sides of the above two equations, we use
the monotonicity condition ∂yu = ω > 0 and thus multiply the second equation
by −∂yωω , and then add the resulting equation to the first one; this gives, denoting
f = ω − ∂yωω u,
ft + u∂xf − ∂yyf = terms of lower order.
Our main observation for the new equation is the intrinsic subelliptic structure due
to the monotonicity condition. Indeed, denoting X0 = ∂t +u∂x and X1 = ∂y, we can
rewrite the above equation as of Hörmander’s type:(
X0 +X
∗
1X1
)
f = terms of lower order.
and moreover,direct computation shows[
X1, X0
]
= (∂yu) ∂x. (4.1.5)
Thus Hörmander’s bracket condition will be fulfilled, provided by ∂yu > 0, and
consequently the following subelliptic estimate holds :
∀ w ∈ C∞0 (K),
∥∥Λ2/3w∥∥
L2
.
∥∥(X0 +X∗1X1)w∥∥L2 + ∥∥w∥∥L2 ,
with K a compact subset of R3t,x,y and Λd = Λdx is the Fourier multiplier of symbol
〈ξ〉d with respect to x ∈ R. We refer to [16] for detail on general subelliptic operator.
We remark the above subelliptic estimate is local, and as far as Prandtl equation is
concerned, the situation is more complicated: on one side only global estimate is
interesting, that is, we have to consider y ≥ 0 rather than in a compacted subset of
R+, on the other there are boundary and initial problems. When y varies in the half
line y ≥ 0 the Hörmander’s bracket condition (4.1.5) is no longer true, since ∂yu→ 0
as y → +∞. To over this difficulty we perform, following the arguments used in the
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classical (local) subelliptic estimate with some modification, a weighted subelliptic
estimate of the following form: for any w ∈ L2
(
[0, T ], H2(R2+)
)
,∥∥ |∂yu|1/2 Λ1/3w∥∥L2 . ∥∥(X0 +X∗1X1)w∥∥L2 + ∥∥w∥∥L2 + terms from boundary conditions,
which indicates the loss-gain phenomenon, that is in order to gain Λ1/3 regularity
we have to loss |∂yu|1/2 weight. Similarly as for as higher derivatives ∂mx u are con-
cerned, we can perform a equation for
fm = ∂
m
x ω −
∂yω
ω
∂mx u = ω∂y
(
∂mx u
ω
)
, m ≥ 1,
to cancel the bad term involving ∂mx v, and moreover the above weighted sublliptic
estimate still holds for this equation. Moreover by Hardy inequality, in order to
obtain the control of ∂mx ω and ∂mx u, it is sufficient to perform estimates on fm (see
Section 4.4 for detail).
Our choice of the weight function W `m (see (4.2.2) below) is motivated by the
loss-gain estimate. Recall
W `m = e
2cy
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
(1 + cy)−1 Λ
`
3 , 0 ≤ ` ≤ 3, m ∈ N, y > 0
where the essential part is the factor
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
Λ
`
3 .
Thus as ` is increased by one, we gain Λ
1
3 regularity and meanwhile loss the weight
〈y〉−
σ
2 ∼ |∂yu|
1
2 . Moreover
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
is bounded from below by e−cy and goes to 0 as y → +∞, so we add the factor e2cy in
the expression of W `m to guarantee the strictly positive lower bound. Another factor
(1 + cy)−1 is introduced for the purpose that
∂y
(
e2cy
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
(1 + cy)−1
)∣∣∣∣
y=0
= 0.
Observe the Prandtl equation is initial-boundary problem, and we will study the
smoothing effect. Thus it is natural to introduce a cut-off function in time:
φ`m = φ
3(m−(N0+1))+` = (t(T − t))3(m−(N0+1))+`, m ≥ N0 + 1, 0 ≤ ` ≤ 3,
which ensures that φ`mfm vanishes at the endpoints.
Now we perform the equation for G`m = φ`mW `mfm:
(
∂t + u∂ + v∂y − ∂2y
)
G`m = (∂tφ
`
m)W
`
mfm + · · · ,
∂yG
`
m
∣∣
y=0
= 0,
G`m
∣∣
t=0
= 0.
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and have the energy estimate:
‖G`m‖L∞([0,T ]; L2(R2+)) +
∥∥∂yG`m∥∥L2([0,T ]×R2+) . m1/2∥∥φ−1/2G`m∥∥L2([0,T ]×R2+) + · · · .
and we have to control the first term on the right hand side, which arises from the
commutator between ∂t and the cut-off function φ`m and is a crucial part to study the
smoothing effect. Here we will make use of the weighted subelliptic estimate (see
Section 4.3) to treat this term. More details can be found in Section 4.2.
The paper is organized as follows. In Section 4.2 we prove Theorem 4.1.1, and
state some preliminaries lemmas used in the proof. The other sections are occupied
by the proof of the preliminaries lemmas. Precisely, we prove in Section 4.3 a subel-
liptic estimate for the linearized Prandtl operator. Section 4.4 and Section 4.5 are
devoted to presenting a crucial estimate for an auxilliary function and non linear
terms. The last section is an appendix, where the equation fulfilled by the auxilliary
function is deduced.
4.2 Proof for the main Theorem
We will prove in this section the Gevery estimate (4.1.4) by induction on m. As in
[21], we consider the following auxilliary function
fm = ∂
m
x ω −
∂yω
ω
∂mx u = ω∂y
(
∂mx u
ω
)
, m ≥ 1, (4.2.1)
where ω = ∂yu > 0 and u is a solution of equation (4.1.1) which satisfy the hypotheis
(4.1.2). We also introduce the following inductive weight ,
W `m = e
2cy
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
(1 + cy)−1 Λ
`
3 , 0 ≤ ` ≤ 3, m ∈ N, y > 0,(4.2.2)
where Λd = Λdx is the Fourier multiplier of symbol 〈ξ〉
d with respect to x ∈ R. Notting
W 0m ≥ ecy (1 + cy)
−1 ≥ c0ec̃y, (4.2.3)
for 0 < c̃ < c.
Since ∣∣∣∣∂yωω
∣∣∣∣ ≤ C2∗ 〈y〉−1 ,
we have that , if u is smooth,
‖W 0mfm‖L2(R2+) ≤ ‖W
0
m∂
m
x ω‖L2(R2+) + C
2
∗‖W 0m 〈y〉
−1 ∂mx u‖L2(R2+).
On the other hand, we have the following Poincaré type inequality.
Lemma 4.2.1. There exist C1, C̃1 > 0 independents of m ≥ 1, 0 ≤ ` ≤ 3, such that∥∥ 〈y〉−1W `m∂mu∥∥L2(R2+) + ∥∥ 〈y〉−1W `m∂mx ω∥∥L2(R2+) ≤ C1∥∥W `mfm∥∥L2(R2+). (4.2.4)
As a result, ∥∥Λ−1W 0mfm+1∥∥L2(R2+) ≤ C̃1∥∥W 0mfm∥∥L2(R2+), (4.2.5)
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and ∥∥Λ−1∂yW 0mfm+1∥∥L2(R2+) ≤ C̃1 (∥∥∂yW 0mfm∥∥L2(R2+) + ∥∥W 0mfm∥∥L2(R2+)) .
We will prove the above lemma in the section 4.4 as Lemma 4.4.2.
Since the initial datum of the equation (4.1.1) is only in Sobolev space HN0+1, we
have to introduce the following cut-off function, with respect to 0 ≤ t ≤ T ≤ 1, to
study the Gevrey smoothing effect by using the hyopelliticity,
φ`m = φ
3(m−(N0+1))+` = (t(T − t))3(m−(N0+1))+`, m ≥ N0 + 1, 0 ≤ ` ≤ 3. (4.2.6)
We will prove by induction an energy estimate for the function φ0mW 0mfm. For this
purpose we need the following lemma concerned with the link between φ3mW 3mfm
and φ0m+1W
0
m+1fm+1, whose proof is postponed to the section 4.4 as Lemma 4.4.3
and Lemma 4.4.4.
Lemma 4.2.2. There exists a constant C2, depending only on the numbers σ, c and the
constant C∗ in Theorem 4.1.1, in particular, independents on m , such that for any m ≥
N0 + 1,
‖φ0m+1W 0m+1fm+1‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 φ0m+1W 0m+1fm+1∥∥L2([0,T ]×R2+)
≤ C2
∥∥φ3mW 3mfm∥∥L∞([0,T ]; L2(R2+)) + C2
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 φ3mW 3mfm∥∥L2([0,T ]×R2+),
and
‖∂3yΛ−1φ0m+1W 0m+1fm+1‖L2([0,T ]×R2+)
≤ C2
∥∥φ3mW 3mfm∥∥L∞([0,T ]; L2(R2+)) + C2
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 φ3mW 3mfm∥∥L2([0,T ]×R2+)
+ C2
∥∥∂3yΛ−1φ3mW 3mfm∥∥L2([0,T ]×R2+),
and∥∥ 〈y〉−σ/2 ∂yΛ1/3Λ−2δ W `−1m fm∥∥L2(R2+) ≤ C2∥∥∂yΛ−2δ W `mfm∥∥L2(R2+) + C2∥∥Λ−2δ W `mfm∥∥L2(R2+).
Now we prove Theorem 4.1.1 by induction on the estimate of φ0mW 0mfm. The
procedure of induction is as follows.
Initial hypothesis of the induction. From the hypothesis (4.1.2) and (4.1.3) of Theo-
rem 4.1.1, we have firstly, in view of (4.2.1),
0 ≤ m ≤ N0 + 1,
∥∥e2cyfm∥∥L∞([0,T ]; L2(R2+)) +
3∑
i=1
∥∥e2cy∂iyfm∥∥L2([0,T ]×R2+) < C0.
(4.2.7)
Hypothesis of the induction. Suppose that there exists A > C0 + 1 such that, for
some m ≥ N0 + 1 and for any N0 + 1 ≤ k ≤ m, we have
∂3yΛ
−1φ0kW
0
k fk ∈ L2([0, T ]× R2+), (4.2.8)
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‖φ0kW 0k fk‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
‖∂jyΛ−
2(j−1)
3 φ0kW
0
k fk‖L2([0,T ]×R2+)
≤ Ak−5 ((k − 5)!)3(1+σ) .
(4.2.9)
Claim Im+1: we claim that (4.2.8) and (4.2.9) are also true for m + 1. As a result,
(4.2.8) and (4.2.9) hold for all k ≥ N0 + 1 by induction.
Completeness of the proof for Theorem 4.1.1. .
Before proving the above Claim Im+1, we remark that Theorem 4.1.1 is just its
immediate consequence. Indeed, induction processus imply that for anym > 1+N0,
we have for any 0 < t < T ,∥∥φ0mW 0mfm(t)∥∥L2(R2+) ≤ Am−5 ((m− 5)!)3(1+σ) ≤ Am (m!)3(1+σ) ,
then with (4.2.2), (4.2.3), (4.2.4) and (4.2.6), we get that, for any 0 < t ≤ T1 < T ≤ 1,
t3(m−N0−1)
∥∥ec̃y∂mu∥∥
L2(R2+)
≤ (T − T1)−3(m−N0−1)
∥∥φ0mW 0mfm∥∥L2(R2+),
yields, for any m > N0 + 1 and 0 < t ≤ T1 < T ≤ 1,
t3(m−N0−1)
∥∥ec̃y∂mu∥∥
L2(R2+)
≤ (T − T1)−3(m−N0−1)Am (m!)3(1+σ)
≤ (T − T1)−3mAm (m!)3(1+σ) .
As a result, Theorem 4.1.1 follows if we take L = (T − T1)−3A.
Now we begin to prove Claim Im+1, and to do so it is sufficient to prove that
the following:
Claim Em,`, 0 ≤ ` ≤ 3: The following property hold for 0 ≤ ` ≤ 3,
∂3yΛ
−1φ`mW
`
mfm ∈ L2([0, T ]× R2+),
‖φ`mW `mfm‖L∞([0,T ]; L2(R2+)) +
∑2
j=1 ‖∂
j
yΛ
− 2(j−1)
3 φ`mW
`
mfm‖L2([0,T ]×R2+) (4.2.10)
≤ Am−5+
`
6 ((m− 5)!)3(1+σ) (m− 4)`(1+σ).
In fact, Claim Em,3 yields ∂3yΛ−1φ3mW 3mfm ∈ L2([0, T ]× R2+) and
‖φ3mW 3mfm‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
‖∂jyΛ−
2(j−1)
3 φ3mW
3
mfm‖L2([0,T ]×R2+)
≤Am−5+
1
2 ((m− 5)!)3(1+σ) (m− 4)3(1+σ)
=Am−5+
1
2
[(
(m+ 1)− 5
)
!
]3(1+σ)
,
which, along with Lemma 4.2.2, yields ∂3yΛ−1φ0m+1W
0
m+1fm+1 ∈ L2([0, T ]×R2+) and
‖φ0m+1W 0m+1fm+1‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
‖∂jyΛ−
2(j−1)
3 φ0m+1W
0
m+1fm+1‖L2([0,T ]×R2+)
≤ C2Am−5+
1
2
[(
(m+ 1)− 5
)
!
]3(1+σ)
,
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recalling C2 is a constant depending only on the numbers σ, c and the constants
C0, C∗ in Theorem 4.1.1. As a result, if we choose A in such a way that
A1/2 ≥ C2,
then we see (4.2.9) is also valid for k = m+ 1. Thus the desired Claim Im+1 follows.
Proof of the Claim Em,` .
The rest of this section is devoted to proving Claim Em,` holds for all 0 ≤ ` ≤ 3,
supposing the inductive hypothesis (4.2.8) and (4.2.9) hold.
We will prove Claim Em,` by iteration on 0 ≤ ` ≤ 3. Obviously Claim Em,0
holds, due to the hypothesis of induction (4.2.8) and (4.2.9) with k = m. Now sup-
posing Claim Em,i holds for all 0 ≤ i ≤ `− 1, i.e., for all 0 ≤ i ≤ `− 1 we have
∂3yΛ
−1φimW
i
mfm ∈ L2([0, T ]× R2+),
‖φimW imfm‖L∞([0,T ]; L2(R2+)) +
∑2
j=1 ‖∂
j
yΛ
− 2(j−1)
3 φimW
i
mfm‖L2([0,T ]×R2+) (4.2.11)
≤ Am−5+
i
6 ((m− 5)!)3(1+σ) (m− 4)i(1+σ),
we will prove in the remaining part Claim Em,` also holds. To do so, we first intro-
duce the mollifier Λ−2δ = Λ
−2
δ,x which is the Fourier multiplier with the symbol 〈δξ〉
−2,
0 < δ < 1, and then consider the function F = Λ−2δ φ
`
mW
`
mfm. Under the inductive
assumption (4.2.11), we see F is a classical solution to the following problem ( See
the detail computation in Section 4.6 and the equation (4.6.1) fulfilled by fm ):
(
∂t + u∂ + v∂y − ∂2y
)
F = Zm,`,δ,
∂yF
∣∣
y=0
= 0,
F
∣∣
t=0
= 0,
(4.2.12)
where
Zm,`,δ =Λ−2δ φ
`
mW
`
mZm + Λ−2δ
(
∂tφ
`
m
)
W `mfm
+
[
u∂x + v∂y − ∂2y , Λ−2δ φ
`
mW
`
m
]
fm,
(4.2.13)
with Zm given in the appendix (seeing Section 4.6), that is,
Zm = −
m∑
j=1
(
m
j
)
(∂ju)fm+1−j −
m−1∑
j=1
(
m
j
)
(∂jv)(∂yfm−1)
−
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju)− 2
[
∂y
(
∂yω
ω
)]
fm.
The initial value and boundary value in (4.2.12) is take in the sense of trace in Sobolev
space, due to the induction hypothesis (4.2.9) and the facts that ∂yΛ−2δ φ
`
mfm|y=0 = 0
(seeing (4.6.5) in the appendix) and
∂y
(
e2cy
(
1 +
2cy
(3m+ i)σ
)−(3m+i)σ/2
(1 + cy)−1
)∣∣∣∣
y=0
= 0.
We will prove an energy estimate for the equation (4.2.12). For this purpose, let
t ∈ [0, T ], and take L2
(
[0, t]× R2+
)
inner product with F on both sides of the first
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equation in (4.2.12); this gives
Re
((
∂t + u∂ + v∂y − ∂2y
)
F, F
)
L2([0,t]×R2+)
= Re (Zm,`,δ, F )L2([0,t]×R2+) .
Moreover observing the initial-boundary conditions in (4.2.12) and the facts that
u|y=0 = v|y=0 = 0 and ∂xu+ ∂yv = 0, we integrate by parts to obtain,
Re
((
∂t + u∂ + v∂y − ∂2y
)
F, F
)
L2([0,t]×R2+)
=
1
2
‖F (t)‖2L2(R2+) +
∫ t
0
‖∂yF (t)‖2L2(R2+)dt.
Thus we infer
‖F‖2
L∞([0,T ]; L2(R2+))
+ ‖∂yF‖2L2([0,T ]×R2+) ≤ 2
∣∣∣(Zm,`,δ, F )L2([0,T ]×R2+)∣∣∣ ,
and thus
‖F‖2
L∞([0,T ]; L2(R2+))
+ ‖∂yF‖2L2([0,T ]×R2+) + ‖∂
2
yΛ
−2/3F‖2
L2([0,T ]×R2+)
≤ 2
∣∣∣(Zm,`,δ, F )L2([0,T ]×R2+)∣∣∣+ ‖∂2yΛ−2/3F‖2L2([0,T ]×R2+)
≤ 2
∥∥φ1/2Zm,`,δ∥∥L2([0,T ]×R2+)∥∥φ−1/2F∥∥L2([0,T ]×R2+) + ‖∂2yΛ−2/3F‖2L2([0,T ]×R2+).
(4.2.14)
In order to treat the first term on the right hand side, we need the following propo-
sition, whose proof is postponed to Section 4.5.
Proposition 4.2.3. Under the induction hypothesis (4.2.7) -(4.2.9) and (4.2.11), there exists
a constant C3, such that, using the notation F = Λ−2δ φ
`
mW
`
mfm and
f̃ = φ1/2Λ−2δ φ
`−1
m W
`−1
m fm
with φ defined in (4.2.6),∥∥φ1/2Zm,`,δ∥∥L2([0,T ]×R2+)
≤mC3
∥∥φ−1/2F∥∥
L2([0,T ]×R2+)
+ C3
∥∥∂yF∥∥L2([0,T ]×R2+)
+ C3A
m−6 ((m− 5)!)3(1+σ) ,
and ∥∥Λ−1/3φ1/2Zm,`−1,δ∥∥L2([0,T ]×R2+)
≤ mC3
∥∥Λ−1/3φ−1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) (4.2.15)
+C3
∥∥∂yΛ−1/3Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C3Am−6 ((m− 5)!)3(1+σ) ,
and ∥∥Λ− 23∂yφ1/2Zm,`−1,δ∥∥L2([0,T ]×R2+)
≤ C3‖ 〈y〉−σ Λ1/3f̃‖L2([0,T ]×R2+) + C3
∥∥∂2yΛ−2/3f̃∥∥L2([0,T ]×R2+) (4.2.16)
+mC3
(∥∥Λ−2/3φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+
∥∥Λ−2/3φ−1/2∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+))+ C3Am−6 ((m− 5)!)3(1+σ) .
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The constant C3 depends only on σ, c, and the constant C∗, but is independent of m and δ.
Now combining (4.2.15) in the above proposition and (4.2.14), we have
‖F‖2
L∞([0,T ]; L2(R2+))
+
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 F∥∥2L2([0,T ]×R2+)
≤2mC3
∥∥φ−1/2F∥∥2
L2([0,T ]×R2+)
+ (2C3)
2
∥∥φ−1/2F∥∥2
L2([0,T ]×R2+)
+
1
2
∥∥∂yF∥∥2L2([0,T ]×R2+)
+
(
Am−6 ((m− 5)!)3(1+σ)
)2
+ ‖∂2yΛ−2/3F‖2L2([0,T ]×R2+),
which yields, denoting by C4 = 4C3 + 10C23 + 2,
‖F‖2
L∞([0,T ]; L2(R2+))
+
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 F∥∥2L2([0,T ]×R2+)
≤mC4
∥∥φ−1/2F∥∥2
L2([0,T ]×R2+)
+ 2
(
Am−6 ((m− 5)!)3(1+σ)
)2
+ 2‖∂2yΛ−2/3F‖2L2([0,T ]×R2+),
or equivalently,
‖F‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 F∥∥L2([0,T ]×R2+)
≤ C4
(
m1/2
∥∥φ−1/2F∥∥
L2([0,T ]×R2+)
+ ‖∂2yΛ−2/3F‖L2([0,T ]×R2+)
)
(4.2.17)
+2Am−6 ((m− 5)!)3(1+σ) .
It remains to treat the right terms on the right hand side. To do so we need to study
the subellipticity of the linearized Prandtl equation :
Pf = ∂tf + u∂xf + v∂yf − ∂2yf = h, (t, x, y) ∈]0, T [×R2+, (4.2.18)
where u, v is solution of Prandtl’s equation (4.1.1) satisfying the condition (4.1.2) and
(4.1.3). Then we have
Proposition 4.2.4. Let h, g ∈ L2([0, T ] × R2+) be given such that ∂yh, ∂yg ∈ L2([0, T ] ×
R2+). Suppose that f ∈ L2
(
[0, T ]; H2(R2+)
)
with ∂3yf ∈ L2
(
[0, T ]× R2+
)
, is a classical
solution to the equation (4.2.18) with the following initial and boundary conditions :
f(0, x, y) = f(T, x, y) = 0, (x, y) ∈ R2+, (4.2.19)
and
∂yf(t, x, 0) = 0, ∂tf(t, x, 0) =
(
∂2yf
)
(t, x, 0) + g(t, x, 0), (t, x) ∈]0, T [×R.(4.2.20)
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Then for any ε > 0 there exists a constant Cε, depending only on ε, σ and the constants C∗
, such that ∥∥ 〈y〉−σ/2 Λ1/3f∥∥
L2([0,T ]×R2+)
+
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+)
≤ Cε
(∥∥Λ−1/3h∥∥
L2([0,T ]×R2+)
+
∥∥∂yf∥∥L2([0,T ]×R2+) + ∥∥f∥∥L2([0,T ]×R2+)) (4.2.21)
+Cε
(∥∥ 〈y〉−σ2 ∂yΛ1/6f∥∥L2([0,T ]×R2+) + ∥∥ 〈y〉σ Λ−1/3∂yg∥∥L2([0,T ]×R2+))
+ε
∥∥Λ−2/3∂yh∥∥L2([0,T ]×R2+).
Moreover
‖∂3yΛ−2/3f‖L2([0,T ]×R2+)
≤C̃
(∥∥ 〈y〉−σ/2 Λ1/3f∥∥
L2([0,T ]×R2+)
+
∥∥Λ−2/3∂yh∥∥L2([0,T ]×R2+)
+
∥∥∂yf∥∥L2([0,T ]×R2+) + ∥∥f∥∥L2([0,T ]×R2+)),
where C̃ is a constant depending only on σ, c, and C∗, C0 in Theorem 4.1.1.
We will prove this proposition in next section 4.3. This subellipitic estimate gives
a gain of regularity of order 13 with respect to x variable, so it is sufficient to repeat
the same procedure for 3 times to get 1 order of regularity.
Continuation of the proof of the Claim Em,` .
We now use the above subellipticity for the function f = f̃ , with f̃ defined in
Proposition 4.2.3, i.e.,
f = φ1/2Λ−2δ φ
`−1
m W
`−1
m fm = Λ
−2
δ φ
3(m−N0−1)+`− 12W `−1m fm.
Similar to (4.2.12), we see f is a classical solution to the following problem:
(
∂t + u∂ + v∂y − ∂2y
)
f = φ1/2Zm,`−1,δ +
(
∂tφ
1/2
)
Λ−2δ φ
`−1
m W
`−1
m fm,
∂yf
∣∣
y=0
= 0,
f
∣∣
t=0
= f
∣∣
t=T
= 0,
where Zm,`−1,δ is defined in (4.2.13). The initial value and boundary value in (4.2.12)
is take in the sense of trace in Sobolev space. The validity of Claim Em,`−1 due to the
inductive assumption (4.2.11) yields that ∂3yf ∈ L2
(
[0, T ]× R2+
)
. Next we calculate
(∂tf − ∂2yf)
∣∣
y=0
. Firstly we have, seeing (4.6.6) in the appendix,
(
∂tfm − ∂2yfm
)
|y=0 = −2
[
∂y
(
∂yω
ω
)]
fm
∣∣∣
y=0
.
4.2. Proof for the main Theorem 93
Then
∂tf
∣∣
y=0
=Λ−2δ
(
∂tφ
3(m−N0−1)+`− 12
)
W `−1m fm
∣∣
y=0
+ Λ−2δ φ
3(m−N0−1)+`− 12W `−1m ∂tfm
∣∣
y=0
=Λ−2δ
(
∂tφ
3(m−N0−1)+`− 12
)
W `−1m fm
∣∣
y=0
+ Λ−2δ φ
3(m−N0−1)+`− 12W `−1m ∂
2
yfm
∣∣
y=0
− 2Λ−2δ φ
3(m−N0−1)+`− 12W `−1m
[
∂y
(
∂yω
ω
)]
fm
∣∣∣
y=0
=Λ−2δ
(
∂tφ
3(m−N0−1)+`− 12
)
Λ(`−1)/3fm
∣∣
y=0
+ Λ−2δ φ
3(m−N0−1)+`− 12W `−1m ∂
2
yfm
∣∣
y=0
− 2Λ−2δ φ
3(m−N0−1)+`− 12 Λ(`−1)/3
[
∂y
(
∂yω
ω
)]
fm
∣∣∣
y=0
.
This, along with the fact that
Λ−2δ φ
3(m−N0−1)+`− 12W `−1m ∂
2
yfm
∣∣
y=0
=∂2yΛ
−2
δ φ
3(m−N0−1)+`− 12W `−1m fm
∣∣
y=0
−
[
∂2y , W
`−1
m
]
Λ−2δ φ
3(m−N0−1)+`− 12 fm
∣∣
y=0
=∂2yf
∣∣
y=0
−
(
2c2
(3m+ `− 1)σ
+ 3c2
)
Λ−2δ φ
3(m−N0−1)+`− 12 Λ(`−1)/3fm
∣∣
y=0
due to the fact that ∂yΛ−2δ fm|y=0 = 0 (seeing (4.6.5) in the appendix), gives(
∂tf − ∂2yf
)∣∣
y=0
=Λ−2δ
(
∂tφ
3(m−N0−1)+`− 12
)
Λ(`−1)/3fm
∣∣
y=0
−
(
2c2
(3m+ `− 1)σ
+ 3c2
)
Λ−2δ φ
3(m−N0−1)+`− 12 Λ(`−1)/3fm
∣∣
y=0
− 2Λ−2δ φ
3(m−N0−1)+`− 12 Λ(`−1)/3
[
∂y
(
∂yω
ω
)]
fm
∣∣∣
y=0
def
= g
∣∣
y=0
with
g = Λ−2δ
(
∂tφ
3(m−N0−1)+`− 12
)
Λ(`−1)/3fm
−
(
2c2
(3m+ `− 1)σ
+ 3c2
)
Λ−2δ φ
3(m−N0−1)+`− 12 Λ(`−1)/3fm (4.2.22)
−2Λ−2δ φ
3(m−N0−1)+`− 12 Λ(`−1)/3
[
∂y
(
∂yω
ω
)]
fm.
Then using Proposition 4.2.4 for h = φ1/2Zm,`−1,δ +
(
∂tφ
1/2
)
Λ−2δ φ
`−1
m W
`−1
m fm and
the above g, we have
‖ 〈y〉−σ/2Λ1/3f‖L2([0,T ]×R2+) +
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+)
≤Cε
(∥∥Λ−1/3h∥∥
L2([0,T ]×R2+)
+
∥∥∂yf∥∥L2([0,T ]×R2+) + ∥∥f∥∥L2([0,T ]×R2+))
+ Cε
(∥∥ 〈y〉−σ2 ∂yΛ1/6f∥∥L2([0,T ]×R2+) + ∥∥ 〈y〉σ Λ−1/3∂yg∥∥L2([0,T ]×R2+))
+ ε
∥∥Λ−2/3∂yh∥∥L2([0,T ]×R2+).
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We claim, for any ε̃ > 0,
Cε
(∥∥Λ−1/3h∥∥
L2([0,T ]×R2+)
+
∥∥∂yf∥∥L2([0,T ]×R2+) + ∥∥f∥∥L2([0,T ]×R2+))
+Cε
(∥∥ 〈y〉−σ2 ∂yΛ1/6f∥∥L2([0,T ]×R2+) + ∥∥ 〈y〉σ Λ−1/3∂yg∥∥L2([0,T ]×R2+))
+ε
∥∥Λ−2/3∂yh∥∥L2([0,T ]×R2+)
≤ εC5
(∥∥ 〈y〉−σ/2 Λ1/3f∥∥
L2([0,T ]×R2+)
+
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+)) (4.2.23)
+ε̃ m−(1+σ)/2
(∥∥F∥∥
L2([0,T ]×R2+)
+
∥∥∂yF∥∥L2([0,T ]×R2+))
+Cε,ε̃m
(1+σ)/2Am−5+
`−1
6 ((m− 5)!)sm(`−1)(1+σ),
where C5 is a constant depending only on σ, c, and the constant C∗, but independent
of m and δ, and Cε,ε̃ is a constant depending only on ε, ε̃, σ, c, and the constant
C∗, but independent of m and δ. Recall F = Λ−2δ φ
`
mW
`
mfm. The proof of (4.2.23) is
postponed to the end of this section. Now combining the above inequalities and
letting ε be small enough, we infer for any ε̃ > 0,
‖ 〈y〉−σ/2Λ1/3f‖L2([0,T ]×R2+) +
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+)
≤ε̃ m−(1+σ)/2
(∥∥F∥∥
L2([0,T ]×R2+)
+
∥∥∂yF∥∥L2([0,T ]×R2+))
+ Cε̃m
(1+σ)/2Am−5+
`−1
6 ((m− 5)!)sm(`−1)(1+σ).
(4.2.24)
Now we come back to estimate the terms on the right side of (4.2.17). To do so we
need the following technic Lemma, whose proof is presented at the end of Section
4.4.
Lemma 4.2.5. Recall F = Λ−2δ φ
`
mW
`
mfm and f = φ1/2Λ
−2
δ φ
`−1
m W
`−1
m fm. There exists a
constant C6, depending only on σ, c, and the constant C∗, but independent of m and δ, such
that
‖φ−1/2F‖L2([0,T ]×R2+) +
∥∥∂2yΛ−2/3F∥∥L2([0,T ]×R2+)
≤ C6
(
mσ/2
∥∥ 〈y〉−σ2 Λ1/3f∥∥
L2([0,T ]×R2+)
+
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+))
+ C6
(
‖φ`−1m W `−1m fm‖L2([0,T ]×R2+) +
∥∥∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+)) ,
and ∥∥∂3yΛ−1F∥∥L2([0,T ]×R2+)
≤C6
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+) + C6∥∥∂3yΛ−2/3f∥∥L2([0,T ]×R2+)
+ C6
(
‖φ`−1m W `−1m fm‖L2([0,T ]×R2+) +
∥∥∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+)) .
(4.2.25)
End of the proof of the Claim Em,` .
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We combine (4.2.24) and the first estimate in Lemma 4.2.5, to conclude
‖φ−1/2F‖L2([0,T ]×R2+) +
∥∥∂2yΛ−2/3F∥∥L2([0,T ]×R2+)
≤ ε̃C6m−1/2
(∥∥F∥∥
L2([0,T ]×R2+)
+
∥∥∂yF∥∥L2([0,T ]×R2+))
+ C6Cε̃m
1
2
+σAm−5+
`−1
6 ((m− 5)!)sm(`−1)(1+σ)
+ C6
(
‖φ`−1m W `−1m fm‖L2([0,T ]×R2+) +
∥∥∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+))
≤ ε̃C6m−1/2
(∥∥F∥∥
L2([0,T ]×R2+)
+
∥∥∂yF∥∥L2([0,T ]×R2+))
+ (C6Cε̃ + C6)m
1
2
+σAm−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ)
the last inequality using (4.2.11). This along with (4.2.17) yields
‖F‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 F∥∥L2([0,T ]×R2+)
≤ ε̃C4C6
(∥∥F∥∥
L2([0,T ]×R2+)
+ ‖∂yF‖L2([0,T ]×R2+)
)
+C4 (C6Cε̃ + C6)m
1+σAm−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ)
+2Am−6 ((m− 5)!)3(1+σ) .
Consequently, letting ε̃ > 0 be small sufficiently,
‖F‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 F∥∥L2([0,T ]×R2+)
≤C7m1+σAm−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ) + C7Am−6 ((m− 5)!)3(1+σ)
≤C8(m− 4)1+σAm−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ)
+ C7A
m−6 ((m− 5)!)3(1+σ) ,
where C7, C8 are two constants depending only on σ, c, and the constants C0, C∗ in
Theorem 4.1.1, but is independent of m and δ. Now we choose A such that
A ≥ (2C8 + 2C7 + 1)6.
It then follows that, observing ` ≥ 1,
‖F‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 F∥∥L2([0,T ]×R2+)
≤ Am−5+
`
6 ((m− 5)!)s (m− 4)`(1+σ).
Observe the above constant A is independent of δ, and thus letting δ → 0, we see
(4.2.11) holds for i = `. It remains to prove that ∂3yΛ−1φ`mW `mfm. The above estimate
together with (4.2.24) gives∥∥ 〈y〉−σ/2 Λ1/3f∥∥
L2([0,T ]×R2+)
+
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+) < Cm,1
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with Cm,1 a constant depending on m but independent of δ, and thus, using the last
estimate in Proposition 4.2.4 and (4.2.23),∥∥∂3yΛ−2/3f∥∥L2([0,T ]×R2+) ≤ Cm,2,
with Cm,2 a constant depending on m but independent of δ. As a result, combining
(4.2.25), we conclude ∥∥∂3yΛ−1F∥∥L2([0,T ]×R2+) < Cm,3
with Cm,3 a constant depending on m but independent of δ. Thus letting δ → 0, we
see ∂3yΛ−1φ`mW `mfm ∈ L2([0, T ] × R2+). Thus Claim Em,` holds. This completes the
proof of Claim Im+1, and thus the proof of Theorem 4.1.1.
We end up this section by the following
Proof of the estimate (4.2.23). In the proof we use C to denote different constants
depending only on σ, c, and the constants C0, C∗ in Theorem 4.1.1, but is indepen-
dent of m and δ.
(a) We first estimate
∥∥Λ−1/3h∥∥
L2([0,T ]×R2+)
, recalling
h = φ1/2Zm,`−1,δ +
(
∂tφ
1/2
)
Λ−2δ φ
`−1
m W
`−1
m fm.
Using interpolation inequality gives, observing
∣∣∂tφ1/2∣∣ ≤ φ−1/2,
‖Λ−1/3
(
∂tφ
1/2
)
Λ−2δ φ
`−1
m W
`−1
m fm‖L2(Rx)
≤m−1/2φ1/2
∥∥(∂tφ1/2)Λ−2δ φ`−1m W `−1m fm∥∥L2(Rx)
+m(`+1)/2φ−(`+1)/2
∥∥Λ−1− `−13 (∂tφ1/2)Λ−2δ φ`−1m W `−1m fm∥∥L2(Rx)
≤m−1/2
∥∥Λ−2δ φ`−1m W `−1m fm∥∥L2(Rx)
+m(`+1)/2
∥∥Λ−1− `−13 φ−(`+2)/2Λ−2δ φ`−1m W `−1m fm∥∥L2(Rx)
≤m−1/2
∥∥Λ−2δ φ`−1m W `−1m fm∥∥L2(Rx) +m(`+1)/2∥∥Λ−1Λ−2δ φ0m−1W 0m−1fm∥∥L2(Rx),
the last inequality following from (4.2.2) which shows W 0i , i ≥ 1, is a decreasing
sequence of functions as i varies in N, and the fact that
φ−(`+2)/2φ`−1m ≤ φ0m−1.
Moreover, using (4.2.5) and the inductive assumptions (4.2.11) and (4.2.9), we com-
pute, observing `/2 + 1 ≤ 3(1 + σ),
m−1/2
∥∥Λ−2δ φ`−1m W `−1m fm∥∥L2(Rx) +m(`+1)/2∥∥Λ−1Λ−2δ φ0m−1W 0m−1fm∥∥L2([0,T ]×R2+)
≤ m−1/2
∥∥φ`−1m W `−1m fm∥∥L2(Rx) + C̃1m(`+1)/2∥∥φ0m−1W 0m−1fm−1∥∥L2([0,T ]×R2+)
≤ Cm−1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
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Thus we have, combining the above inequalities,
‖Λ−1/3
(
∂tφ
1/2
)
Λ−2δ φ
`−1
m W
`−1
m fm‖L2([0,T ]×R2+)
≤ Cm−1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
(4.2.26)
Similarly, we can show that∥∥∂yΛ−1/3 (∂tφ1/2)Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
≤ Cm−1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ). (4.2.27)
Using (4.2.15) in Proposition 4.2.3, we have∥∥Λ−1/3φ1/2Zm,`−1,δ∥∥L2([0,T ]×R2+)
≤ mC3
∥∥Λ−1/3φ−1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C3
∥∥∂yΛ−1/3Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C3A
m−6 ((m− 5)!)s ,
and moreover repeating the arguments as in (4.2.26) and (4.2.27), with ∂tφ1/2 there
replaced by φ−1/2,
mC3
∥∥Λ−1/3φ−1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C3
∥∥∂yΛ−1/3Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
≤ Cm1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ),
and thus∥∥Λ−1/3φ1/2Zm,`−1,δ∥∥L2([0,T ]×R2+) ≤ Cm1/2Am−5+ `−16 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
This along with (4.2.26) yields∥∥Λ−1/3h∥∥
L2([0,T ]×R2+)
≤ Cm1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
(b) In this step we treat
∥∥Λ−2/3∂yh∥∥L2([0,T ]×R2+). It follows from (4.2.27) that∥∥Λ−2/3∂y (∂tφ1/2)Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
≤ Cm−1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
On the other hand, by (4.2.16) we have, recalling f̃ = f = φ1/2Λ−2δ φ
`−1
m W
`−1
m fm,
‖Λ−
2
3∂yφ
1/2Zm,`−1,δ‖L2([0,T ]×R2+) ≤ C3‖ 〈y〉
−σ Λ1/3f‖L2([0,T ]×R2+)
+ C3
∥∥∂2yΛ−2/3f∥∥L2([0,T ]×R2+) +mC3(∥∥Λ−2/3φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+
∥∥Λ−2/3φ−1/2∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+))+ C3Am−6 ((m− 5)!)s
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and moreover similar to (4.2.26) and (4.2.27), we have
mC3
(∥∥Λ−2/3φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + ∥∥Λ−2/3φ−1/2∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+))
≤ Cm1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ),
since
∣∣∂tφ1/2∣∣ ≥ 1. Combining the above three inequalities gives∥∥Λ−2/3∂yh∥∥L2([0,T ]×R2+) ≤ C (‖ 〈y〉−σ Λ1/3f‖L2([0,T ]×R2+) + ∥∥∂2yΛ−2/3f∥∥L2([0,T ]×R2+))
+Cm1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
(c) It follows from the inductive assumption (4.2.11) that, observing φ1/2 ≤ 1,
1∑
j=0
∥∥∂jyf∥∥L2([0,T ]×R2+) ≤ ∥∥φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + ∥∥∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
≤ Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
Now we estimate
∥∥ 〈y〉σ Λ−1/3∂yg∥∥L2([0,T ]×R2+), with g is defined in (4.2.22). It is quite
similar as in step (a). For instance,
‖ 〈y〉σ Λ−1/3∂yΛ−2δ
(
∂tφ
3(m−N0−1)+`− 12
)
Λ(`−1)/3fm‖L2([0,T ]×R2+)
≤
∥∥Λ−1/3φ−1/2Λ−2δ φ`−1m W `−1m ∂yfm∥∥L2([0,T ]×R2+)
≤C
∥∥Λ−1/3φ−1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+ C
∥∥∂yΛ−1/3φ−1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
Then similar to (4.2.26) and (4.2.27), we conclude
‖ 〈y〉σ Λ−1/3∂yΛ−2δ
(
∂tφ
3(m−N0−1)+`− 12
)
Λ(`−1)/3fm‖L2([0,T ]×R2+)
≤Cm−1/2Am−5+
`−1
6 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
The other terms in (4.2.22) can be estimated similarly, and a classical commutator
estimate (see Lemma 4.3.1 in the following section) will be used for treatment of the
third term in (4.2.22). Thus we conclude∥∥ 〈y〉σ Λ−1/3∂yg∥∥L2([0,T ]×R2+) ≤ CAm−5+ `−16 ((m− 5)!)3(1+σ) (m− 4)(`−1)(1+σ).
(d) It remains to estimate
∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥L2([0,T ]×R2+), and we have∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2([0,T ]×R2+)
=
∥∥ 〈y〉−σ/2 ∂yΛ1/6Λ−2δ φ3(m−N0−1)+`− 12W `−1m fm∥∥2L2([0,T ]×R2+)
≤
∥∥ 〈y〉−σ ∂yΛ1/3Λ−2δ φ`mW `−1m fm∥∥L2([0,T ]×R2+)∥∥∂yΛ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
≤C
(∥∥∂yΛ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+) + ∥∥Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+))
×
∥∥∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+),
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the last inequality following from the third estimate in Lemma 4.2.2. This, along
with the inductive assumption (4.2.11) implies, for any ε̃ > 0,∥∥ 〈y〉−σ/2 ∂yΛ1/3f∥∥L2([0,T ]×R2+)
≤ ε̃m−(1+σ)/2
(∥∥F∥∥
L2([0,T ]×R2+)
+
∥∥∂yF∥∥L2([0,T ]×R2+))
+Cε̃m
(1+σ)/2Am−5+
`−1
6 ((m− 5)!)sm(`−1)(1+σ),
recalling F = Λ−2δ φ
`
mW
`
mfm.
Now combining the estimates in the above steps (a)-(d), we obtain the desired
(4.2.23).
4.3 Subelliptic estimate
In this section we prove the Proposition 4.2.4. Since the following commutators es-
timates would be used in our proof, we state some results of them in below lemma.
Throughout the paper we use
[
Q1, Q2
]
to denote the commutator between two op-
erators Q1 and Q2, which is defined by[
Q1, Q2
]
= Q1Q2 −Q2Q1 = −
[
Q2, Q1
]
.
We have [
Q1, Q2Q3
]
= Q2
[
Q1, Q3
]
+
[
Q1, Q2
]
Q3. (4.3.1)
Lemma 4.3.1. Denote by
[
α
]
the largest integer less than or equal to α ≥ 0. For any τ ∈ R
and a ∈ C [|τ |]+1b (R
2
+), the space of functions such that all their derivatives up to the order of
[|τ |] + 1 are continuous and bounded, there exists C > 0 such that for suitable function f
and any 0 < δ < 1,
‖[a,ΛτΛ−2δ ]f‖L2(R2+) ≤ C‖Λ
τ−1Λ−2δ f‖L2(R2+),
and
‖[a∂x,ΛτΛ−2δ ]f‖L2(R2+) ≤ C‖Λ
τΛ−2δ f‖L2(R2+).
The constant C depends on only on τ and ‖a‖
C
[|τ |]+1
b (R
2
+)
.
Since ΛτΛ−2δ is only a Fourier multiplier of x variable, so we can prove the above
Lemma by direct calculus or pseudo-differential computation, cf. [16, 19]. In this
section, we use above Lemma with a = u or a = v and τ = −1/3,−2/3. So that with
hypothesis (4.1.3), the constant in Lemma 4.3.1 depends only on the constant C0 in
Theorem 4.1.1.
Proof of the Proposition 4.2.4. Taking the operator Λ−2/3 on both sides of (4.2.18), we
see the function Λ−2/3f satisfies the following equation in ]0, T [ ×R2+:
∂tΛ
−2/3f + u∂xΛ
−2/3f + v∂yΛ
−2/3f − ∂2yΛ−2/3f
= Λ−2/3h+
[
u∂x + v∂y, Λ
−2/3]f, (4.3.2)
and that
Λ−2/3f
∣∣
t=0
= Λ−2/3f
∣∣
t=T
= 0, ∂yΛ
−2/3f
∣∣
y=0
= 0 (4.3.3)
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due to (4.2.19) and (4.2.20), since Λ−2/3 is an operator acing only on x variable. Recall[
u∂x + v∂y, Λ
−2/3] stands for the commutator between u∂x + v∂y and Λ−2/3.
Step 1). We will show in this step that∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+)
≤ 2
∣∣∣∣Re (∂tΛ−2/3f, ∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣+ ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
+ C
(∥∥Λ−1/3h∥∥2
L2([0,T ]×R2+)
+
∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+)) .
(4.3.4)
To do so, we take L2([0, T ] × R2+) inner product with the function ∂y∂xΛ−2/3f ∈
L2([0, T ]×R2+) on the both sides of equation (4.3.2), and then consider the real parts;
this gives
− Re
(
u∂xΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
= Re
(
∂tΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
− Re
(
∂2yΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
+ Re
(
v∂yΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
− Re
(
Λ−2/3h, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
− Re
([
u∂x + v∂y, Λ
−2/3]f, ∂y∂xΛ−2/3f)
L2([0,T ]×R2+)
.
(4.3.5)
We will treat the terms on both sides. For the term on left hand side we integrate by
parts to obtain, here we use u
∣∣
y=0
= 0 ,
−Re
(
u∂xΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
= −1
2
{(
u∂xΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
+
(
∂y∂xΛ
−2/3f, u∂xΛ
−2/3f
)
L2([0,T ]×R2+)
}
=
1
2
∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+).
Next we estimate the terms on the right hand side and have, by Cauchy-Schwarz’s
inequality , ∣∣∣− Re (∂2yΛ−2/3f, ∂y∂xΛ−2/3f)
L2([0,T ]×R2+)
∣∣∣
≤ 1
2
∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+) + 12∥∥∂yf∥∥2L2([0,T ]×R2+),
∣∣∣∣Re (Λ−2/3h, ∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣ ≤ ∥∥Λ−1/3h∥∥2L2([0,T ]×R2+) + ∥∥∂yf∥∥2L2([0,T ]×R2+)
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and ∣∣∣∣−Re (v∂yΛ−2/3f, ∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣
≤
∣∣∣∣(∂yf, [Λ−2/3, v]∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣
+
∣∣∣∣(v∂yf, Λ−2/3∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣
≤ C
∥∥∂yf∥∥2L2([0,T ]×R2+),
the last inequality using Lemma 4.3.1. Finally∣∣∣∣−Re ([u∂x + v∂y, Λ−2/3]f, ∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣
≤
∥∥Λ1/3[u∂x + v∂y, Λ−2/3]f∥∥2L2([0,T ]×R2+) + ∥∥∂yf∥∥2L2([0,T ]×R2+)
≤ 2
(∥∥[u∂x + v∂y, Λ1/3Λ−2/3]f∥∥2L2([0,T ]×R2+)
+
∥∥[u∂x + v∂y, Λ1/3]Λ−2/3f∥∥2L2([0,T ]×R2+))+ ∥∥∂yf∥∥2L2([0,T ]×R2+)
≤ C
(∥∥f∥∥2
L2([0,T ]×R2+)
+
∥∥∂yf∥∥2L2([0,T ]×R2+)) ,
These inequalities, together with (4.3.5), yields the desired (4.3.4).
Step 2). In this step we will estimate the second term on the right hand side of
(4.3.4) and show that for any ε > 0,∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε ‖ (∂yu)1/2 ∂xΛ−2/3f‖2L2([0,T ]×R2+)
+ Cε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥Λ−1/3h∥∥2L2([0,T ]×R2+)) ,
(4.3.6)
with Cε a constant depending on ε. We see that the function Λ−1/3f satisfies the
equation in ]0, T [ ×R2+,
∂tΛ
−1/3f + (u∂x + v∂y) Λ
−1/3f − ∂2yΛ−1/3f
= Λ−1/3h+
[
u∂x + v∂y, Λ
−1/3]f, (4.3.7)
with the boundary condition
Λ−1/3f
∣∣
t=0
= Λ−1/3f
∣∣
t=T
= 0, ∂yΛ
−1/3f
∣∣
y=0
= 0. (4.3.8)
Now we takeL2([0, T ]×R2+) inner product with the function−∂2yΛ−1/3f ∈ L2([0, T ]×
R2+) on both sides of (4.3.7), and then consider the real parts; this gives
∥∥∂2yΛ−1/3f∥∥2L2(R3+) ≤
4∑
p=1
Jp, (4.3.9)
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where
J1 =
∣∣∣∣Re (∂tΛ−1/3f, ∂2yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣ ,
J2 =
∣∣∣∣Re ((u∂x + v∂y) Λ−1/3f, ∂2yΛ−1/3f)[0,T ]×L2([0,T ]×R2+)
∣∣∣∣ ,
J3 =
∣∣∣∣Re (Λ−1/3h, ∂2yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣ ,
J4 =
∣∣∣∣Re ([u∂x + v∂y, Λ−1/3]f, ∂2yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣ .
Integrating by parts, we see(
∂tΛ
−1/3f, ∂2yΛ
−1/3f
)
L2([0,T ]×R2+)
= −
(
∂t∂yΛ
−1/3f, ∂yΛ
−1/3f
)
L2([0,T ]×R2+)
,
which along with the fact
Re
(
∂t∂yΛ
−1/3f, ∂yΛ
−1/3f
)
L2([0,T ]×R2+)
= 0
due to (4.3.8), implies
J1 =
∣∣∣∣Re (∂tΛ−1/3f, ∂2yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣ = 0.
About J2 we integrate by parts again and observe the boundary conditition (4.3.8),
to compute
Re
(
u∂Λ−1/3f, ∂2yΛ
−1/3f
)
L2([0,T ]×R2+)
= −Re
(
u∂Λ−1/3∂yf, Λ
−1/3∂yf
)
L2([0,T ]×R2+)
−Re
(
(∂yu)∂xΛ
−1/3f, Λ−1/3∂yf
)
L2([0,T ]×R2+)
=
1
2
(
(∂u) Λ−1/3∂yf, Λ
−1/3∂yf
)
L2([0,T ]×R2+)
−Re
(
(∂yu)∂xΛ
−1/3f, Λ−1/3∂yf
)
L2([0,T ]×R2+)
.
This gives∣∣∣∣Re(u∂Λ−1/3f, ∂2yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣
≤ ‖Λ−1/3 (∂yu) ∂xΛ−1/3f‖L2([0,T ]×R2+)‖∂yf‖L2([0,T ]×R2+) + C‖∂yf‖
2
L2([0,T ]×R2+)
≤ C
(
‖ (∂yu)1/2 ∂xΛ−2/3f‖L2([0,T ]×R2+) + ‖f‖L2([0,T ]×R2+)
)
‖∂yf‖L2([0,T ]×R2+)
+C
∥∥∂yf∥∥2L2([0,T ]×R2+)
≤ ε ‖ (∂yu)1/2 ∂xΛ−2/3f‖2L2([0,T ]×R2+) + Cε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+)) .
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Moreover integrating by part, we obtain∣∣∣∣Re(v∂yΛ−1/3f, ∂2yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣ =12
∣∣∣∣((∂yv) ∂yΛ−1/3f, ∂yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣
≤ C
∥∥∂yf∥∥2L2([0,T ]×R2+).
Thus
J2 ≤ ε‖ (∂yu)1/2 ∂xΛ−2/3f‖2L2([0,T ]×R2+)
+ Cε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+)) . (4.3.10)
It remains to estimate J3 and J4. Let ε̃ > 0 be an arbitrarily small number. Cauchy-
Schwarz’s inequality gives
J3 =
∣∣∣∣Re (Λ−1/3h, ∂2yΛ−1/3f)L2([0,T ]×R2+)
∣∣∣∣
≤ ε̃
∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥Λ−1/3h∥∥2L2(R3+),
and for J4, Lemma 4.3.1 implies
J4 =
∣∣∣∣Re ([u∂x + v∂y, Λ−1/3]f, ∂2yΛ−1/3f)L2(R2+)
∣∣∣∣
≤ ε̃
∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+) + Cε̃ (∥∥f∥∥2L2(R3+) + ∥∥∂yf∥∥2L2(R3+)) ,
where C̃ε is constant depending on ε̃. Now the above two estimates for J3 and J4,
along with (4.3.9) - (4.3.10), gives
‖∂2yΛ−1/3f‖2L2([0,T ]×R2+)
≤ε̃
∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+) + ε ‖ (∂yu)1/2 ∂xΛ−2/3f‖2L2([0,T ]×R2+)
+ Cε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+))
+ Cε̃
(∥∥Λ−1/3h∥∥2
L2(R3+)
+
∥∥f∥∥2
L2(R3+)
+
∥∥∂yf∥∥2L2(R3+)) ,
and thus, letting ε̃ small sufficiently,
‖∂2yΛ−1/3f‖2L2([0,T ]×R2+)
≤Cε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥Λ−1/3h∥∥2L2(R3+))
+ ε ‖ (∂yu)1/2 ∂xΛ−2/3f‖2L2([0,T ]×R2+).
This is just the desired estimate (4.3.6).
104 Chapter 4. Gevrey class smoothing effect for the Prandtl equation
Combining the estimates (4.3.4) and (4.3.6), we obtain, choosing ε sufficiently
small,∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ C
∣∣∣∣Re (∂tΛ−2/3f, ∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣
+ C
(∥∥Λ−1/3h∥∥2
L2([0,T ]×R2+)
+
∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+)) .
(4.3.11)
Step 3) It remains to treat the first term on the right hand side of (4.3.11). In this
step we will prove that, for any ε1 > 0,∣∣∣∣Re (∂tΛ−2/3f, ∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣
≤ ε1
∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt+ Cε1∥∥ 〈y〉Λ−1/3∂yg∥∥2L2([0,T ]×R2+)
+ ε−11 C
(∥∥ 〈y〉−σ/2 Λ1/6f∥∥2
L2([0,T ]×R2+)
+
∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2([0,T ]×R2+)) .
(4.3.12)
For this purpose we integrate by parts again and observe the boundary condition
(4.3.3) , to compute(
∂tΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
= −
(
Λ−2/3f, ∂t∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
=
(
∂xΛ
−2/3f, ∂t∂yΛ
−2/3f
)
L2([0,T ]×R2+)
= −
(
∂y∂xΛ
−2/3f, ∂tΛ
−2/3f
)
L2([0,T ]×R2+)
+
∫ T
0
∫
R
(
∂tΛ
−2/3f(t, x, 0)
)(
∂xΛ
−2/3f(t, x, 0)
)
dxdt,
which, along with the fact that
2 Re
(
∂tΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
=
(
∂tΛ
−2/3f, ∂y∂xΛ
−2/3f
)
L2([0,T ]×R2+)
+
(
∂y∂xΛ
−2/3f, ∂tΛ
−2/3f
)
L2([0,T ]×R2+)
,
yields, for any ε1 > 0,∣∣∣∣Re (∂tΛ−2/3f, ∂y∂xΛ−2/3f)L2([0,T ]×R2+)
∣∣∣∣
=
1
2
∣∣∣∣∫ T
0
∫
R
(
∂tΛ
−2/3f(t, x, 0)
)(
∂xΛ
−2/3f(t, x, 0)
)
dxdt
∣∣∣∣
=
1
2
∣∣∣∣∫ T
0
∫
R
(
Λ1/6∂tΛ
−2/3f(t, x, 0)
)(
Λ−1/6∂xΛ
−2/3f(t, x, 0)
)
dxdt
∣∣∣∣
≤ ε1
∫ T
0
∫
R
(
∂tΛ
−1/2f(t, x, 0)
)2
dxdt+ ε−11
∫ T
0
∫
R
(
Λ1/6f(t, x, 0)
)2
dxdt.
(4.3.13)
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Moreover observing
Λ1/6f(t, x, 0) =
(
〈y〉−σ/2 Λ1/6f
)
(t, x, 0),
it then follows from Sobolev inequality that∣∣∣Λ1/6f(t, x, 0)∣∣∣2 ≤ C (∥∥ 〈y〉−σ/2 Λ1/6f∥∥2L2(R+) + ∥∥∂y 〈y〉−σ/2 Λ1/6f∥∥2L2(R+))
≤ C
(∥∥ 〈y〉−σ/2 Λ1/6f∥∥2
L2(R+)
+
∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2(R+))
with C a constant independent of t, x. And thus∫ T
0
∫
R
(
Λ1/6f(t, x, 0)
)2
dxdt
≤ C
(∥∥ 〈y〉−σ/2 Λ1/6f∥∥2
L2([0,T ]×R2+)
+
∥∥∂y 〈y〉−σ/2 Λ1/6f∥∥2L2([0,T ]×R2+))
≤ C
(∥∥ 〈y〉−σ/2 Λ1/6f∥∥2
L2([0,T ]×R2+)
+
∥∥ 〈y〉−σ/2 Λ1/6∂yf∥∥2L2([0,T ]×R2+)) .
(4.3.14)
Using the fact that
∂tΛ
−1/2f(t, x, 0) =
(
∂2yΛ
−1/2f
)
(t, x, 0) + Λ−1/2g(t, x, 0)
due to assumption (4.2.20), we conclude∫ T
0
∫
R
(
∂tΛ
−1/2f(t, x, 0)
)2
dxdt
≤
∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt+ ∫ T
0
∫
R
∣∣∣Λ−1/2g(t, x, 0)∣∣∣2 dxdt.
Moreover observe∣∣∣Λ−1/2g(t, x, 0)∣∣∣ = ∣∣∣∣−∫ +∞
0
∂ỹΛ
−1/2g(t, x, ỹ)dỹ
∣∣∣∣
≤
(∫ +∞
0
〈ỹ〉−2σ dỹ
)1/2(∫ +∞
0
〈ỹ〉2σ
∣∣∣Λ−1/2∂ỹg(t, x, ỹ)∣∣∣2 dỹ)1/2 ,
which implies∫ T
0
∫
R
∣∣∣Λ−1/2g(t, x, 0)∣∣∣2 dxdt ≤ C∥∥ 〈y〉σ Λ−1/2∂yg∥∥2L2([0,T ]×R2+)
≤ C
∥∥ 〈y〉σ Λ−1/3∂yg∥∥2L2([0,T ]×R2+),
and thus ∫ T
0
∫
R
(
∂tΛ
−1/2f(t, x, 0)
)2
dxdt
≤
∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt+ C∥∥ 〈y〉σ Λ−1/3∂yg∥∥2L2([0,T ]×R2+).
This along with (4.3.13) and (4.3.14) yields the desired (4.3.12).
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Step 4) Combining (4.3.11) and (4.3.12), we have, for any ε1 > 0,∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε1
∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt+ Cε1∥∥ 〈y〉σ Λ−1/3∂yg∥∥2L2([0,T ]×R2+)
+ε−11 C
(∥∥ 〈y〉−σ/2 Λ1/6f∥∥2
L2([0,T ]×R2+)
+
∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2([0,T ]×R2+))
+C
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥Λ−1/3h∥∥2L2(R3+)) .
Moreover we use the monotonicity condition and interpolation inequality to get, for
any ε2 > 0
‖ 〈y〉−σ/2Λ1/6f‖2L2([0,T ]×R2+)
≤ε2
∥∥ 〈y〉−σ/2 Λ1/3f∥∥2
L2([0,T ]×R2+)
+ ε−12
∥∥ 〈y〉−σ/2 f∥∥2
L2([0,T ]×R2+)
≤ε2
∥∥ 〈y〉−σ/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε2∥∥ 〈y〉−σ/2 f∥∥2L2([0,T ]×R2+)
≤ε2
∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε2∥∥f∥∥2L2([0,T ]×R2+).
From the above inequalities, we infer that, choosing ε2 small enough,∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ε1
∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt
+ Cε1
(∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2([0,T ]×R2+) + ∥∥ 〈y〉σ Λ−1/3∂yg∥∥2L2([0,T ]×R2+))
+ Cε1
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥Λ−1/3h∥∥2L2(R3+)) .
(4.3.15)
Step 5) In this step we treat the first term on the right side of (4.3.15), and show
that, for any 0 < ε < 1,∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt
≤C
∥∥(∂yu)1/2∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + εC∥∥Λ−2/3∂yh∥∥2L2([0,T ]×R2+)
+ Cε
(∥∥f∥∥2
L2([0,T ]×R2+)
+
∥∥∂yf∥∥2L2([0,T ]×R2+)) .
(4.3.16)
To do so, we integrate by parts to get∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt = 2Re (∂3yΛ−1/2f, ∂2yΛ−1/2f)
L2([0,T ]×R2+)
= 2Re
(
∂3yΛ
−2/3f, ∂2yΛ
−1/3f
)
L2([0,T ]×R2+)
.
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This yields ∫ T
0
∫
R
∣∣∣(∂2yΛ−1/2f) (t, x, 0)∣∣∣2 dxdt
≤ ε
2
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + 2ε−1∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε∥∥∂yf∥∥2L2([0,T ]×R2+),
(4.3.17)
the last inequality holding because we can use (4.2.20) to integrate by parts and then
obtain ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+) = (∂2yΛ−2/3f, ∂2yf)L2([0,T ]×R2+)
≤
∣∣∣∣(∂3yΛ−2/3f, ∂yf)L2([0,T ]×R2+)
∣∣∣∣
≤
∥∥∂3yΛ−2/3f∥∥L2([0,T ]×R2+)∥∥∂yf∥∥L2([0,T ]×R2+).
(4.3.18)
Thus in order to prove (4.3.16) it suffices to estimate
∥∥∂3yΛ−2/3f∥∥L2([0,T ]×R2+). We
study the equation
∂tΛ
−2/3∂yf + u∂xΛ
−2/3∂yf + v∂yΛ
−2/3∂yf − ∂3yΛ−2/3f
= Λ−2/3∂yh+
[
u∂x + v∂y, Λ
−2/3]∂yf − Λ−2/3(∂yu)∂xf − Λ−2/3(∂yv)∂yf,
which implies, by taking L2 inner product with −∂3yΛ−2/3f,
‖∂3yΛ−2/3f‖2L2([0,T ]×R2+) = −Re
(
∂tΛ
−2/3∂yf, ∂
3
yΛ
−2/3f
)
L2([0,T ]×R2+)
− Re
(
u∂xΛ
−2/3∂yf + v∂yΛ
−2/3∂yf, ∂
3
yΛ
−2/3f
)
L2([0,T ]×R2+)
+ Re
(
Λ−2/3∂yh, ∂
3
yΛ
−2/3f
)
L2([0,T ]×R2+)
− Re
(
Λ−2/3(∂yv)∂yf, ∂
3
yΛ
−2/3f
)
L2([0,T ]×R2+)
+ Re
([
u∂x + v∂y, Λ
−2/3]∂yf, ∂3yΛ−2/3f)
L2([0,T ]×R2+)
− Re
(
Λ−2/3(∂yu)∂xf, ∂
3
yΛ
−2/3f
)
L2([0,T ]×R2+)
.
Next we will treat the terms on the right hand side. Observing
∂tΛ
−2/3∂yf
∣∣
y=0
= 0
due to (4.2.20), we integrate by part to compute
− Re
(
∂tΛ
−2/3∂yf, −∂3yΛ−2/3f
)
L2([0,T ]×R2+)
=− Re
(
∂t∂
2
yΛ
−2/3f, ∂2yΛ
−2/3f
)
L2([0,T ]×R2+)
= 0,
the last equality holding because
∂2yΛ
−2/3f
∣∣
t=0
= ∂2yΛ
−2/3f
∣∣
t=T
= 0
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due to (4.2.19). Since u
∣∣
y=0
then integrating by parts gives
− Re
(
u∂xΛ
−2/3∂yf, −∂3yΛ−2/3f
)
L2([0,T ]×R2+)
= − Re
(
u∂xΛ
−2/3∂2yf, ∂
2
yΛ
−2/3f
)
L2([0,T ]×R2+)
− Re
(
(∂yu)∂xΛ
−2/3∂yf, ∂
2
yΛ
−2/3f
)
L2([0,T ]×R2+)
=
1
2
(
(∂xu)Λ
−2/3∂2yf, Λ
−2/3∂2yf
)
L2([0,T ]×R2+)
− Re
(
(∂yu)∂xΛ
−2/3∂yf, ∂
2
yΛ
−2/3f
)
L2([0,T ]×R2+)
≤ 1
2
∥∥∂xu∥∥L∞∥∥Λ−2/3∂2yf∥∥L2([0,T ]×R2+)
+
∥∥Λ−1/3(∂yu)∂xΛ−2/3∂yf∥∥2L2([0,T ]×R2+) + ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+).
On the other hand, using Lemma 4.3.1 gives∥∥Λ−1/3(∂yu)∂xΛ−2/3∂yf∥∥2L2([0,T ]×R2+)
≤ 2
∥∥Λ−1/3∂xΛ−2/3(∂yu)∂yf∥∥2L2([0,T ]×R2+)
+2
∥∥Λ−1/3[∂yu, ∂xΛ−2/3]∂yf∥∥2L2([0,T ]×R2+)
≤ C
∥∥∂yf∥∥2L2([0,T ]×R2+).
Thus
− Re
(
u∂xΛ
−2/3∂yf, −∂3yΛ−2/3f
)
L2([0,T ]×R2+)
≤ C
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+))
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥∂yf∥∥2L2([0,T ]×R2+),
where the last inequality using (4.3.18). Using (4.3.18) we conclude
− Re
(
v∂yΛ
−2/3∂yf, −∂3yΛ−2/3f
)
L2([0,T ]×R2+)
≤ ε̃
2
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥∂yf∥∥2L2([0,T ]×R2+).
Cauchy-Schwarz inequality gives, for any ε̃ > 0,
Re
(
Λ−2/3∂yh, −∂3yΛ−2/3f
)
L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + ε̃−1∥∥Λ−2/3∂yh∥∥2L2([0,T ]×R2+),
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and
− Re
(
Λ−2/3(∂yv)∂yf, −∂3yΛ−2/3f
)
L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + ε̃−1∥∥∂yv∥∥2L∞∥∥∂yf∥∥2L2([0,T ]×R2+)
and
Re
([
u∂x + v∂y, Λ
−2/3]∂yf, −∂3yΛ−2/3f)
L2([0,T ]×R2+)
≤ ε̃
2
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + 2ε̃−1∥∥[u∂x + v∂y, Λ−2/3]∂yf∥∥2L2([0,T ]×R2+)
≤ ε̃
2
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥∂yf∥∥2L2([0,T ]×R2+)
+ Cε̃
∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥∂yf∥∥2L2([0,T ]×R2+),
(4.3.19)
the second inequality using Lemma 4.3.1, while the last inequality following from
(4.3.18). Finally,
− Re
(
Λ−2/3(∂yu)∂xf, −∂3yΛ−2/3f
)
L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + ε̃−1∥∥Λ−2/3(∂yu)∂xf∥∥2L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + ε̃−1∥∥(∂yu)∂xΛ−2/3f∥∥2L2([0,T ]×R2+)
+ε̃−1
∥∥[∂yu, Λ−2/3]∂xf∥∥2L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥(∂yu)1/2∂xΛ−2/3f∥∥2L2([0,T ]×R2+)
+Cε̃
∥∥f∥∥2
L2([0,T ]×R2+)
.
This, along with (4.3.19) -(4.3.19), yields, for any ε̃ > 0,∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+)
≤ ε̃
∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+) + Cε̃∥∥(∂yu)1/2∂xΛ−2/3f∥∥2L2([0,T ]×R2+)
+Cε̃
(∥∥Λ−2/3∂yh∥∥2L2([0,T ]×R2+) + ∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+)) .
Thus letting ε̃ be small enough, we have∥∥∂3yΛ−2/3f∥∥2L2([0,T ]×R2+)
≤ C
∥∥(∂yu)1/2∂xΛ−2/3f∥∥2L2([0,T ]×R2+)
+ C
(∥∥Λ−2/3∂yh∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥∂yf∥∥2L2([0,T ]×R2+)) .
(4.3.20)
This along with (4.3.17) yields the desired estimate (4.3.16).
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Step 6) Now we combine (4.3.15) and (4.3.16) to conclude for any 0 < ε, ε1 < 1,∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε1C
∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + ε1εC∥∥Λ−2/3∂yh∥∥2L2([0,T ]×R2+)
+Cε1,ε
(∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2([0,T ]×R2+) + ∥∥ 〈y〉σ Λ−1/3∂yg∥∥2L2([0,T ]×R2+))
+Cε1,ε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥Λ−1/3h∥∥2L2(R3+)) ,
which implies, choosing ε1 > 0 sufficiently small,∥∥ (∂yu)1/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + ∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε
∥∥Λ−2/3∂yh∥∥2L2([0,T ]×R2+)
+Cε
(∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2([0,T ]×R2+) + ∥∥ 〈y〉σ Λ−1/3∂yg∥∥2L2([0,T ]×R2+))
+Cε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥Λ−1/3h∥∥2L2(R3+)) ,
with ε > 0 arbitrarily small. This, along with∥∥ 〈y〉−σ/2 Λ1/3f∥∥2
L2([0,T ]×R2+)
≤C
∥∥ (∂yu)1/2 Λ1/3f∥∥2L2([0,T ]×R2+)
≤C
∥∥ 〈y〉−σ/2 ∂xΛ−2/3f∥∥2L2([0,T ]×R2+) + C∥∥f∥∥2L2([0,T ]×R2+)
due to (4.1.2), implies, for any ε > 0,∥∥ 〈y〉−σ/2 Λ1/3f∥∥2
L2([0,T ]×R2+)
+
∥∥∂2yΛ−1/3f∥∥2L2([0,T ]×R2+)
≤ ε
∥∥Λ−2/3∂yh∥∥2L2([0,T ]×R2+)
+Cε
(∥∥ 〈y〉−σ/2 ∂yΛ1/6f∥∥2L2([0,T ]×R2+) + ∥∥ 〈y〉σ Λ−1/3∂yg∥∥2L2([0,T ]×R2+))
+Cε
(∥∥∂yf∥∥2L2([0,T ]×R2+) + ∥∥f∥∥2L2([0,T ]×R2+) + ∥∥Λ−1/3h∥∥2L2(R3+)) .
This is just the first estimate in Proposition 4.2.4. And the second estimate follows
from (4.3.20) since |∂yu| is bounded from above by 〈y〉−σ. Thus the proof of Proposi-
tion 4.2.4 is complete.
4.4 Property of inducative weight functions
This section is devoted to proving the Lemma 4.2.1, Lemma 4.2.2 and Lemma 4.2.5,
used in Section 4.2.
Recall, for m ≥ N0 + 1 and 0 ≤ ` ≤ 3, y > 0, 0 ≤ t ≤ T < 1,
W `m = e
2cy
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
(1 + cy)−1Λ
`
3 , φ`m = φ
3(m−N0−1)+`.
thus
φ`1m1 ≤ φ
`2
m2 (4.4.1)
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provided N0 + 1 ≤ m2 ≤ m1 and 0 ≤ `2 ≤ `1 ≤ 3.
Next we list some inequalities for the weight W `m. Observe the function
γ −→
(
1 +
cy
γ
)−γ
is a monotonically decreasing function as γ varies in the interval [1,+∞[ for y ≥ 0.
Thus
0 ≤ ` ≤ 3,
∥∥W `m1f∥∥L2(Rx) ≤ ∥∥W `m2f∥∥L2(Rx) (4.4.2)
and
∀ 0 ≤ ` ≤ i ≤ 3,
∥∥W im1f∥∥L2(Rx) ≤ ∥∥W i−`m2 Λ`/3f∥∥L2(Rx) ≤ ∥∥W im3f∥∥L2(Rx), (4.4.3)
provided that m1 ≥ m2 ≥ 1, and that 3m2 + i− ` ≥ 3m3 + i. Moreover, since
∀ 0 ≤ α ≤ 3, ∀ γ ≥ 1,
∣∣∣∣∣∂αy e2cy
(
1 +
cy
γ
)−γ
(1 + cy)−1
∣∣∣∣∣ ≤ Cαe2cy
(
1 +
cy
γ
)−γ
(1 + cy)−1,
with Cα a constant independent of γ, then the following estimates:∥∥[∂y, W im]f∥∥L2(R2+) ≤ C∥∥W imf∥∥L2(R2+), (4.4.4)
∥∥[∂2y , W im]f∥∥L2(R2+) ≤ C (∥∥W imf∥∥L2(R2+) + ∥∥W im∂yf∥∥L2(R2+))
≤ C̃
(∥∥W imf∥∥L2(R2+) + ∥∥∂yW imf∥∥L2(R2+)) (4.4.5)
∥∥[∂3y , W im]f∥∥L2(R2+) ≤ C (∥∥W imf∥∥L2(R2+) + ∥∥W im∂yf∥∥L2(R2+) + ∥∥W im∂2yf∥∥L2(R2+))
≤ C̃
(∥∥W imf∥∥L2(R2+) + ∥∥∂yW imf∥∥L2(R2+) + ∥∥∂2yW imf∥∥L2(R2+))(4.4.6)
hold for all integers m, i with m ≥ 1 and 0 ≤ i ≤ 3, where C, C̃ are two constants
independent of m.
Lemma 4.4.1. Under the assumption (4.1.2) and (4.1.3). Let c be the constant given in
(4.2.2), and Λτ1 ,Λτ2δ be the Fourier multiplier associate with the symbols 〈ξ〉
τ1 and 〈δξ〉τ2 ,
respectively. Then there exists a constant C, such that for any m,n ≥ 1, 0 ≤ ` ≤ 3, and for
any 0 < c̃ < c, we have∥∥ec̃yΛτ1Λτ2δ ∂mu∥∥L2(R2+) ≤ C∥∥Λτ1Λτ2δ W `nfm∥∥L2(R2+), (4.4.7)
and ∥∥Λτ1Λτ2δ ∂mv∥∥L∞(R+; L2(Rx)) ≤ C∥∥Λτ1Λτ2δ W `nfm+1∥∥L2(R2+). (4.4.8)
Proof. In the proof we use C to denote different constants which are independent of
m. Observe ω ∈ L∞ and ω > 0 then∥∥ec̃yΛτ1Λτ2δ ∂mu∥∥L2(R2+) ≤ C∥∥ec̃yΛτ1Λτ2δ ∂muω ∥∥L2(R2+)
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On the other hand, integrating by parts we have
∥∥ec̃yΛτ1Λτ2δ ∂muω ∥∥2L2(R2+) =
∫
R
∫ ∞
0
e2c̃y
(
Λτ1Λτ2δ
∂mu
ω
)
Λτ1Λτ2δ
∂mu
ω
dydx
=
1
2c̃
∫
R
∫ ∞
0
(
∂ye
2c̃y
)(
Λτ1Λτ2δ
∂mu
ω
)
Λτ1Λτ2δ
∂mu
ω
dydx
= − 1
2c̃
∫
R
∫ ∞
0
e2c̃y
[
∂y
(
Λτ1Λτ2δ
∂mu
ω
)]
Λτ1Λτ2δ
∂mu
ω
dydx
− 1
2c̃
∫
R
∫ ∞
0
e2c̃y
(
Λτ1Λτ2δ
∂mu
ω
)
∂yΛτ1Λ
τ2
δ
∂mu
ω
dydx
≤ 1
c̃
∥∥ec̃yΛτ1Λτ2δ ∂muω ∥∥L2(R2+)∥∥ec̃yΛτ1Λτ2δ ∂y
(
∂mu
ω
)∥∥
L2(R2+)
,
which implies
∥∥ec̃yΛτ1Λτ2δ ∂muω ∥∥L2(R2+) ≤ ∥∥ec̃yΛτ1Λτ2δ ∂y
(
∂mu
ω
)∥∥
L2(R2+)
=
∥∥Λτ1Λτ2δ ec̃yω−1ω∂y (∂muω
)∥∥
L2(R2+)
≤
∥∥ec̃yω−1Λτ1Λτ2δ ω∂y (∂muω
)∥∥
L2(R2+)
+
∥∥[ec̃yω−1, Λτ1Λτ2δ ]ω∂y (∂muω
)∥∥
L2(R2+)
.
Thus we have, by the above inequalities,
∥∥ec̃yΛτ1Λτ2δ ∂mu∥∥L2(R2+) ≤ C∥∥ec̃yω−1Λτ1Λτ2δ ω∂y
(
∂mu
ω
)∥∥
L2(R2+)
+C
∥∥[ec̃yω−1, Λτ1Λτ2δ ]ω∂y (∂muω
)∥∥
L2(R2+)
.
On the other hand, (4.1.2) and (4.1.3) enables us to use Lemma 4.3.1 to obtain
∥∥[ec̃yω−1, Λτ1Λτ2δ ]ω∂y (∂muω
)∥∥
L2(R2+)
≤ C
∥∥Λτ1Λτ2δ ω∂y (∂muω
)∥∥
L2(R2+)
≤ C
∥∥ec̃yω−1Λτ1Λτ2δ ω∂y (∂muω
)∥∥
L2(R2+)
.
As a result,∥∥ec̃yΛτ1Λτ2δ ∂mu∥∥L2(R2+) ≤ C∥∥ec̃yω−1Λτ1Λτ2δ ω∂y
(
∂mu
ω
)∥∥
L2(R2+)
≤ C
∥∥Λτ1Λτ2δ W `nfm∥∥L2(R2+),
the last inequality using the fact that fm = ω∂y
(
∂mu
ω
)
, and that
ec̃yω−1 ≤ Cec̃y(1 + y)σ ≤ Ce2cy
(
1 +
2cy
γ
)−γ/2
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for any γ ≥ 1. This is just the desired (4.4.7). Now we prove (4.4.8). Recall v(t, x, y) =
−
∫ y
0 ∂u(t, x, y
′)dy′. Then we have
Λτ1Λτ2δ ∂
mv = −
∫ y
0
Λτ1Λτ2δ ∂
m+1u(x, y′)dy′
Therefore
‖Λτ1Λτ2δ ∂
mv‖L∞(R+; L2(Rx)) ≤
∥∥e−c̃y∥∥
L2(R+)
∥∥ec̃yΛτ1Λτ2δ ∂m+1x u∥∥L2(R2+)
≤ C
∥∥Λτ1Λτ2δ W `nfm+1∥∥L2(R2+),
the last inequality using (4.4.7). Thus the desired (4.4.8) follows and the proof of
Lemma 4.4.1 is complete.
We prove now Lemma 4.2.1, recall
fm = ∂
m
x ω −
∂yω
ω
∂mx u = ω∂y
(
∂mx u
ω
)
.
Lemma 4.4.2. There exists a constant C, such that∥∥ 〈y〉−1W `m∂mu∥∥L2(R2+) + ∥∥ 〈y〉−1W `m∂mω∥∥L2(R2+) ≤ C∥∥W `mfm∥∥L2(R2+). (4.4.9)
As a result, for some constant C̃,∥∥Λ−1W 0mfm+1∥∥L2(R2+) ≤ C̃∥∥W 0mfm∥∥L2(R2+),
and ∥∥Λ−1∂yW 0mfm+1∥∥L2(R2+) ≤ C̃ (∥∥∂yW 0mfm∥∥L2(R2+) + ∥∥W 0mfm∥∥L2(R2+)) .
Proof. In the proof we use C to denote different constants which depend only on σ,
c, and C∗ and are independent of m. We first prove (4.4.9). Observe
ω 〈y〉−1
(
1 +
2cy
(3m+ `)σ
)−(3m+`)σ/2
(1 + cy)−1
≤ C(1 + y)−σ−1
(
1 +
2cy
(3m+ `)σ
)−(3m+`)σ/2
≤ CRσ+1(R+ y)−σ−1
(
1 +
2cy
(3m+ `)σ
)−(3m+`)σ/2
,
where R ≥ 1 is a large number to be determined later. Thus using the notation
bRm,`(y) =
(
1 +
2cy
(3m+ `)σ
)−(3m+`)σ/2
(R+ y)−σ−1,
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we have∥∥ 〈y〉−1W `m∂mu∥∥L2(R2+) = ∥∥ 〈y〉−1W `m(ω∂muω )∥∥L2(R2+)
≤
∥∥ω 〈y〉−1W `m∂muω ∥∥L2(R2+) + ∥∥ 〈y〉−1 [W `m, ω]∂muω ∥∥L2(R2+)
≤CRσ+1
∥∥e2cybRm,`Λ`/3∂muω ∥∥L2(R2+) + ∥∥ 〈y〉−1 [W `m, ω]∂muω ∥∥L2(R2+).
On the other hand, using Lemma 4.3.1
∥∥ 〈y〉−1 [W `m, ω]∂muω ∥∥L2(R2+) ≤ R‖[Λ l3 , ω]e2cybRm,`∂muω ‖L2(R2+)
≤ CR‖e2cybRm,`
∂mu
ω
‖L2(R2+)
Combining these inequalities we conclude
∥∥ 〈y〉−1W `m∂mu∥∥L2(R2+) ≤ CRσ+1∥∥e2cybRm,`Λ`/3∂muω ∥∥L2(R2+). (4.4.10)
Moreover, observe u
∣∣
y=0
= 0 and thus we have, by integrating by parts,
‖e2cybRm,`Λ`/3
∂mu
ω
‖2L2(R2+)
=
∫
R
∫ ∞
0
e4cy
(
bRm,`(y)
)2(
Λ`/3
∂mu
ω
)
Λ`/3
∂mu
ω
dydx
=
1
4c
∫
R
∫ ∞
0
(
∂ye
4cy
) (
bRm,`(y)
)2(
Λ`/3
∂mu
ω
)
Λ`/3
∂mu
ω
dydx
=− 1
2c
∫
R
∫ ∞
0
e4cybRm,`(y)
(
∂yb
R
m,`(y)
)(
Λ`/3
∂mu
ω
)
Λ`/3
∂mu
ω
dydx
− 1
4c
∫
R
∫ ∞
0
e4cy
(
bRm,`(y)
)2 [
∂y
(
Λ`/3
∂mu
ω
)]
Λ`/3
∂mu
ω
dydx
− 1
4c
∫
R
∫ ∞
0
e4cy
(
bRm,`(y)
)2(
Λ`/3
∂mu
ω
)
∂yΛ`/3
(
∂mu
ω
)
dydx,
which, along with the estimate∣∣∂ybRm,`∣∣ ≤ (c+ (σ + 1)R−1) bRm,`,
gives
‖e2cybRm,`Λ`/3
∂mu
ω
‖2L2(R2+)
≤ c+ (σ + 1)R
−1
2c
∥∥e2cybRm,`Λ`/3∂muω ∥∥2L2(R2+)
+
1
2c
∥∥e2cybRm,`Λ`/3∂muω ∥∥L2(R2+)∥∥e2cybRm,`∂y
(
Λ`/3
∂mu
ω
)∥∥
L2(R2+)
.
Now we choose R = 1 + 2(σ + 1)c−1, which gives R ≥ 1 and
(σ + 1)R−1 ≤ c
2
.
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Then we deduce, from the above inequalities,
∥∥e2cybRm,`Λ`/3∂muω ∥∥L2(R2+) ≤ 2c∥∥e2cybRm,`∂yΛ`/3
(
∂mu
ω
)∥∥
L2(R2+)
.
Moreover, observe R ≥ c−1 + 1 and the monotonicity assumption ω ≥ C−1∗ (1 +y)−σ,
and thus
bRm,` ≤ c(1 + y)−σ(1 + cy)−1
(
1 +
2cy
(3m+ `)σ
)−(3m+`)σ/2
≤ cC∗ω(1 + cy)−1
(
1 +
2cy
(3m+ `)σ
)−(3m+`)σ/2
.
As a result, we obtain∥∥e2cybRm,`Λ`/3∂muω ∥∥L2(R2+) ≤ C∗∥∥ωW `m∂y
(
∂mu
ω
)∥∥
L2(R2+)
,
which along with (4.4.10) gives∥∥ 〈y〉−1W `m∂mu∥∥L2(R2+)
≤ C
∥∥ωW `m∂y (∂muω
)∥∥
L2(R2+)
≤ C
∥∥W `mω∂y (∂muω
)∥∥
L2(R2+)
+ C
∥∥[ω, W `m]∂y (∂muω
)∥∥
L2(R2+)
.
Using the notation ρm,`(y) = e2cy
(
1 + 2cy(3m+`)σ
)−(3m+`)σ/2
(1 + cy)−1,
‖
[
ω, W `m
]
∂y
(
∂mu
ω
)
‖L2(R2+) =
∥∥[ω, Λ`/3]ρm,`(y)∂y (∂mu
ω
)∥∥
L2(R2+)
=
∥∥[ω 〈y〉σ , Λ`/3] 〈y〉−σ ρm,`(y)∂y (∂mu
ω
)∥∥
L2(R2+)
≤C
∥∥ 〈y〉−σ ρm,`(y)∂y (∂mu
ω
)∥∥
L2(R2+)
≤C
∥∥ρm,`(y)ω∂y (∂mu
ω
)∥∥
L2(R2+)
≤ C
∥∥W `mω∂y (∂muω
)∥∥
L2(R2+)
.
Then, combining these inequalities we conclude,
∥∥ 〈y〉−1W `m∂mu∥∥L2(R2+) ≤ C∥∥W `mω∂y
(
∂mu
ω
)∥∥
L2(R2+)
= C
∥∥W `mfm∥∥L2(R2+).
For the other terms in (4.4.9), we have∥∥ 〈y〉−1W `m∂mω∥∥L2(R2+)
≤
∥∥ 〈y〉−1W `mfm∥∥L2(R2+) + ∥∥((∂yω)/ω) 〈y〉−1W `m∂mu∥∥L2(R2+)
+
∥∥[(∂yω)/ω, W `m] 〈y〉−1 ∂mu∥∥L2(R2+)
≤
∥∥ 〈y〉−1W `mfm∥∥L2(R2+) + C∥∥ 〈y〉−1W `m∂mu∥∥L2(R2+)
≤ C
∥∥W `mfm∥∥L2(R2+),
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Thus the desired estimate (4.4.9) follows. As a result, we have∥∥Λ−1W 0mfm+1∥∥L2(R2+) ≤∥∥Λ−1W 0m∂xfm∥∥L2(R2+) + ∥∥Λ−1W 0m[∂x((∂yω)/ω)]∂mx u∥∥L2(R2+)
≤
∥∥W 0mfm∥∥L2(R2+) + ∥∥ 〈y〉−1W 0m∂mx u∥∥L2(R2+) ≤ C∥∥W 0mfm∥∥L2(R2+).
Similarly, we can deduce that, using (4.4.4),∥∥Λ−1∂yW 0mfm+1∥∥L2(R2+) ≤ C (∥∥∂yW 0mfm∥∥L2(R2+) + ∥∥W 0mfm∥∥L2(R2+)) .
Thus the proof of Lemma 4.4.2 is complete.
We prove now the Lemma 4.2.2 by the following 2 lemmas .
Lemma 4.4.3. There exists a constant C such that, for any m ≥ 1 and 1 ≤ ` ≤ 3,∥∥ 〈y〉−σ/2 ∂yΛ1/3Λ−2δ W `−1m fm∥∥L2(R2+) ≤ C∥∥∂yΛ−2δ W `mfm∥∥L2(R2+) + C∥∥Λ−2δ W `mfm∥∥L2(R2+).
Proof. We can write
Λ1/3Λ−2δ W
`−1
m = e
2cy
(
1 +
2cy
(3m+ `− 1)σ
)− (3m+`−1)σ
2
(1 + cy)−1Λ
`
3 Λ−2δ
= am,`(y)Λ
−2
δ W
`
m,
where
am,`(y) =
(
1 +
2cy
(3m+ `− 1)σ
)− (3m+`−1)σ
2
(
1 +
2cy
(3m+ `)σ
) (3m+`)σ
2
.
Direct computation gives
|am,`(y)|
=
(
1 +
2cy
(3m+ `− 1)σ
)σ/2(
1 +
2cy
(3m+ `− 1)σ
)− (3m+`)σ
2
(
1 +
2cy
(3m+ `)σ
) (3m+`)σ
2
≤
(
1 +
2cy
(3m+ `− 1)σ
)σ/2
≤ C 〈y〉σ/2 .
Moreover observe |∂yam,`(y)| ≤ 2c |am,`(y)|, and thus
|∂yam,`(y)| ≤ C 〈y〉σ/2 .
As a result,∥∥ 〈y〉−σ/2 ∂yΛ1/3Λ−2δ W `−1m fm∥∥L2(R2+) = ∥∥ 〈y〉−σ/2 ∂y (am,`Λ−2δ W `mfm)∥∥L2(R2+)
≤
∥∥ 〈y〉−σ/2 am,`∂yΛ−2δ W `mfm∥∥L2(R2+) + ∥∥ 〈y〉−σ/2 (∂yam,`) Λ−2δ W `mfm∥∥L2(R2+)
≤ C
(∥∥∂yΛ−2δ W `mfm∥∥L2(R2+) + ∥∥Λ−2δ W `mfm∥∥L2(R2+)
)
.
The proof of Lemma 4.4.3 is thus complete.
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Lemma 4.4.4. There exists a constant C, depending only on σ, c, and C∗ , such that for any
integers m ≥ N0 + 1, we have
‖φ0m+1W 0m+1fm+1‖L∞([0,T ]; L2(R2+)) +
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 φ0m+1W 0m+1fm+1∥∥L2([0,T ]×R2+)
≤ C
∥∥φ3mW 3mfm∥∥L∞([0,T ]; L2(R2+)) + C
3∑
j=1
∥∥∂jyΛ− 2(j−1)3 φ3mW 3mfm∥∥L2([0,T ]×R2+),
and ∥∥∂3yΛ−1φ0m+1W 0m+1fm+1∥∥L2([0,T ]×R2+)
≤ C
∥∥φ3mW 3mfm∥∥L∞([0,T ]; L2(R2+)) + C
2∑
j=1
∥∥∂jyΛ− 2(j−1)3 φ3mW 3mfm∥∥L2([0,T ]×R2+)
+C
∥∥∂3yΛ−1φ3mW 3mfm∥∥L2([0,T ]×R2+).
Proof. In the proof we use C to denote different constants which are independent of
m. In view of the definition (4.2.1) of fm, we have, observing (4.4.1),∥∥φ0m+1W 0m+1fm+1∥∥L∞([0,T ]; L2(R2+))
≤
∥∥φ3mW 0m+1Λ1fm∥∥L∞([0,T ]; L2(R2+)) + C∥∥ 〈y〉−1 φ3mW 3m∂mx u∥∥L∞([0,T ]; L2(R2+))
≤ C
∥∥φ3mW 3mfm∥∥L∞([0,T ]; L2(R2+)),
the last inequality using (4.4.9) and (4.4.3). Similarly, using (4.4.4), we can deduce
that ∥∥∂yφ0m+1W 0m+1fm+1∥∥L∞([0,T ]; L2(R2+)) ≤C∥∥∂yφ3mW 3mfm∥∥L∞([0,T ]; L2(R2+))
+ C
∥∥φ3mW 3mfm∥∥L∞([0,T ]; L2(R2+)).
The other terms∥∥∂2yΛ−2/3φ0m+1W 0m+1fm+1∥∥L∞([0,T ]; L2(R2+)), ∥∥∂3yΛ−1φ0m+1W 0m+1fm+1∥∥L∞([0,T ]; L2(R2+))
can treated in the same way, thanks to (4.4.5) and (4.4.6). So we omit it here. Thus
the proof of Lemma 4.4.4 is complete.
Proof of Lemma 4.2.5. Observe
(1 + y)−
σ
2 =
(
(3m+ `− 1)σ
2c
)−σ
2
(
2c
(3m+ `− 1)σ
+
2cy
(3m+ `− 1)σ
)−σ
2
≥ C
(
(3m+ `− 1)σ
2c
)−σ
2
(
1 +
2cy
(3m+ `− 1)σ
)−σ
2
≥ Cm−
σ
2
(
1 +
2cy
(3m+ `− 1)σ
)−σ
2
.
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Then
(1 + y)−
σ
2
(
1 +
2cy
(3m+ `− 1)σ
)− (3m+`−1)σ
2
≥ Cm−
σ
2
(
1 +
2cy
(3m+ `− 1)σ
)− (3m+`)σ
2
.(4.4.11)
Moreover we find(
1+
2cy
(3m+ `− 1)σ
)− (3m+`)σ
2
=
(
(3m+ `)σ
(3m+ `− 1)σ
)− (3m+`)σ
2
(
(3m+ `− 1)
(3m+ `)
+
2cy
(3m+ `)σ
)− (3m+`)σ
2
≥
(
3m+ `
3m+ `− 1
)− (3m+`)σ
2
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
≥C
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
,
which along with (4.4.11) gives
(
1 +
2cy
(3m+ `)σ
)− (3m+`)σ
2
≤ Cm
σ
2 (1 + y)−
σ
2
(
1 +
2cy
(3m+ `− 1)σ
)− (3m+`−1)σ
2
.
As a result, recalling
(1 + y)−
σ
2 Λ1/3W `−1m = (1 + y)
−σ
2 e2cy
(
1 +
2cy
(3m+ `− 1)σ
)− (3m+`−1)σ
2
(1 + cy)−1Λ
`
3 ,
we have, observing φ−
1
2φ`m = φ
1
2φ`−1m
‖φ−
1
2 Λ−2δ φ
`
mW
`
mfm‖L2([0,T ]×R2+)
≤ Cmσ/2
∥∥(1 + y)−σ2 Λ1/3φ 12 Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+),
that is, recalling F = Λ−2δ φ
`
mW
`
mfm and f = φ1/2Λ
−2
δ φ
`−1
m W
`−1
m fm,
‖φ−1/2F‖L2([0,T ]×R2+) ≤ Cm
σ/2
∥∥ 〈y〉−σ2 Λ1/3f∥∥
L2([0,T ]×R2+)
.
Moreover, using (4.4.3) and (4.4.5) we have, observing φ`m ≤ φ1/2φ`−1m ,
‖∂2yΛ−2/3F‖L2([0,T ]×R2+) =
∥∥∂2yΛ−2/3Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+)
≤C
(∥∥∂2yΛ−1/3Λ−2δ φ`mW `−1m fm∥∥L2([0,T ]×R2+)
+ ‖∂yΛ−1/3Λ−2δ φ
`
mW
`−1
m fm‖L2([0,T ]×R2+)
+
∥∥Λ−1/3Λ−2δ φ`mW `−1m fm∥∥L2([0,T ]×R2+))
≤C
(
‖φ`−1m W `−1m fm‖L2([0,T ]×R2+) +
∥∥∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+))
+ C
∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+).
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Then combining the above inequalities, the first estimate in Lemma 4.2.5 follows.
The second one can be deduced similarly. In fact using (4.4.3) and (4.4.6) gives
‖∂3yΛ−1F‖L2([0,T ]×R2+) =
∥∥∂3yΛ−1Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+)
≤C
∥∥∂3yΛ−2/3Λ−2δ φ`mW `−1m fm∥∥L2([0,T ]×R2+) + C∥∥∂2yΛ−2/3Λ−2δ φ`mW `−1m fm∥∥L2([0,T ]×R2+)
+ C
∥∥∂yΛ−2/3Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ−2/3Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
≤ C
∥∥∂3yΛ−2/3f∥∥L2([0,T ]×R2+) + C∥∥∂2yΛ−1/3f∥∥L2([0,T ]×R2+)
+ C
(
‖φ`−1m W `−1m fm‖L2([0,T ]×R2+) +
∥∥∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+)) .
This is just the second estimate in Lemma 4.2.5. The proof is thus complete.
4.5 Estimates of the nonlinear terms
In this section we estimate the nonlinear terms Zm,`,δ defined in (4.2.13), and prove
the Proposition 4.2.3. Recall
Zm,`,δ =−
m∑
j=1
(
m
j
)
Λ−2δ φ
`
mW
`
m(∂
ju)fm+1−j −
m−1∑
j=1
(
m
j
)
Λ−2δ φ
`
mW
`
m(∂
jv)∂yfm−j
− Λ−2δ φ
`
mW
`
m
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju)
− 2Λ−2δ φ
`
mW
`
m
[
∂y
(
∂yω
ω
)]
fm
+ Λ−2δ
(
∂tφ
`
m
)
W `mfm +
[
u∂x + v∂y − ∂2y ,Λ−2δ φ
`
mW
`
m
]
fm
=Jm,`,δ + Λ−2δ
(
∂tφ
`
m
)
W `mfm +
[
u∂x + v∂y − ∂2y ,Λ−2δ φ
`
mW
`
m
]
fm,
where
Jm,`,δ = −
m∑
j=1
(
m
j
)
Λ−2δ φ
`
mW
`
m(∂
ju)fm+1−j −
m−1∑
j=1
(
m
j
)
Λ−2δ φ
`
mW
`
m(∂
jv)∂yfm−j
−Λ−2δ φ
`
mW
`
m
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju)
−2Λ−2δ φ
`
mW
`
m
[
∂y
(
∂yω
ω
)]
fm.
We remark it is suffices to prove the estimates (4.2.15) and (4.2.16) in Proposition
4.2.3, since the esimate (4.2.15) can be treated exactly similar as (4.2.15). Next we
will proceed to prove (4.2.15) and (4.2.16) through the following Proposition 4.5.1
and Proposition 4.5.2. Proposition 4.5.2 is devoted to treating the term Jm,`,δ in the
definition of Zm,`,δ, while the the other two terms are estimated in Proposition 4.5.1.
To simplify the notations, we will use C to denote different constants depending
only on σ, c, and the constants C0, C∗ in Theorem 4.1.1, but independent of m and δ.
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Proposition 4.5.1. We have, denotingF = Λ−2δ φ
`
mW
`
mfm and f̃ = φ1/2Λ
−2
δ φ
`−1
m W
`−1
m fm,
‖φ1/2Λ−2δ
(
∂tφ
`
m
)
W `mfm‖L2([0,T ]×R2+)
+
∥∥φ1/2[u∂x + v∂y − ∂2y , Λ−2δ φ`mW `m]fm∥∥L2([0,T ]×R2+)
≤ mC
∥∥φ−1/2F∥∥
L2([0,T ]×R2+)
+ C
∥∥∂yF∥∥L2([0,T ]×R2+)
and ∥∥Λ− 23∂yφ1/2Λ−2δ (∂tφ`−1m )W `−1m fm∥∥L2([0,T ]×R2+)
+
∥∥Λ− 23∂yφ1/2[u∂x + v∂y − ∂2y , Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤ C
∥∥ 〈y〉−σ Λ 13 f̃∥∥
L2([0,T ]×R2+)
+ C
∥∥∂2yΛ− 23 f̃∥∥L2([0,T ]×R2+)
+mC
∥∥Λ− 23φ−1/2∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
Proof. It is sufficient to prove the second estimate in Proposition 4.5.1, since the treat-
ment of the first one is similar and easier and we omit it here for brevity. Observe∣∣∣∂tφ`−1m ∣∣∣ ≤ 3mφ`−2m ≤ 3mφ`−1m φ−1,
and thus
‖Λ−
2
3∂yφ
1/2Λ−2δ
(
∂tφ
`−1
m
)
W `−1m fm‖L2([0,T ]×R2+)
≤ 3m
∥∥Λ− 23φ−1/2∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+). (4.5.1)
We write, using (4.3.1),∥∥Λ− 23∂yφ1/2[u∂x + v∂y − ∂2y , Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤
∥∥[u∂ + v∂y − ∂2y , Λ− 23∂yφ1/2Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
+
∥∥[u∂ + v∂y − ∂2y , Λ− 23∂yφ1/2]Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
def
= Q5,1 +Q5,2.
We first estimate Q5,1. Observe∥∥[u∂, Λ− 23∂yφ1/2Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤
∥∥[u∂, Λ− 23 Λ−2δ φ`−1m W `−1m ∂y]φ1/2fm∥∥L2([0,T ]×R2+)
+
∥∥[u∂, Λ− 23 Λ−2δ φ`−1m [∂y, W `−1m ] ]φ1/2fm∥∥L2([0,T ]×R2+).
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On the other hand, we compute, using Lemma 4.3.1 and (4.4.4),∥∥[u∂, Λ− 23 Λ−2δ φ`−1m W `−1m ∂y]φ1/2fm∥∥L2([0,T ]×R2+)
≤
∥∥[u∂, Λ− 23 Λ−2δ φ`−1m W `−1m ]∂yφ1/2fm∥∥L2([0,T ]×R2+)
+
∥∥Λ− 23 Λ−2δ φ`−1m W `−1m [u∂, ∂y]φ1/2fm∥∥L2([0,T ]×R2+)
≤ C
∥∥∂yΛ− 23 Λ−2δ φ`−1m W `−1m φ1/2fm∥∥L2([0,T ]×R2+)
+C
∥∥Λ− 23 Λ−2δ φ`−1m W `−1m φ1/2fm∥∥L2([0,T ]×R2+)
+
∥∥(∂yu)Λ− 23 Λ−2δ φ`−1m W `−1m ∂xφ1/2fm∥∥L2([0,T ]×R2+)
+
∥∥[Λ− 23 Λ−2δ φ`−1m W `−1m , (∂yu)]∂xφ1/2fm∥∥L2([0,T ]×R2+)
≤ C
∥∥∂yΛ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥ 〈y〉−σ Λ 13φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
Similarly we also have, using again Lemma 4.3.1,∥∥[u∂, Λ− 23 Λ−2δ φ`−1m [∂y, W `−1m ] ]φ1/2fm∥∥L2([0,T ]×R2+)
≤ C
∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
As a result, combining these inequalities, we have∥∥[u∂, Λ− 23∂yφ1/2Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤ C
∥∥∂yΛ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥ 〈y〉−σ Λ 13φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
Similarly, repeating the above arguments with u∂x replaced by v∂y and ∂2y respec-
tively, one has∥∥[v∂y, Λ− 23∂yφ1/2Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤ C
∥∥∂2yΛ− 23φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+),
and ∥∥[∂2y , Λ− 23∂yφ1/2Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤ C
∥∥∂2yΛ− 23φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23∂yφ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
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As a result, we conclude, combining these inequalities,
Q5,1 =
∥∥[u∂ + v∂y − ∂2y , Λ− 23∂yφ1/2Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤ C
∥∥ 〈y〉−σ Λ 13φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥∂2yΛ− 23φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥∂yΛ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
The term Q5,2 can be treated similarly and easily, and we have
Q5,2 =
∥∥[u∂ + v∂y − ∂2y , Λ− 23∂yφ1/2]Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
≤ C
∥∥ 〈y〉−σ Λ 13φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥∂2yΛ− 23φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥∂yΛ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
Thus ∥∥Λ− 23∂yφ1/2[u∂x + v∂y − ∂2y , Λ−2δ φ`−1m W `−1m ]fm∥∥L2([0,T ]×R2+)
≤ C
∥∥ 〈y〉−σ Λ 13φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥∂2yΛ− 23φ1/2Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+C
∥∥∂yΛ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+) + C∥∥Λ− 23φ`−1m W `−1m fm∥∥L2([0,T ]×R2+).
This along with (4.5.1) gives the second estimate in Proposition 4.5.1. The proof is
thus complete.
Proposition 4.5.2. Under the induction hypothesis (4.2.9), (4.2.10), we have, denoting F =
Λ−2δ φ
`
mW
`
mfm,∥∥φ1/2Jm,`,δ∥∥L2([0,T ]×R2+) ≤ mC∥∥F∥∥L2([0,T ]×R2+) + CAm−6 ((m− 5)!)3(1+σ) ,
and
‖Λ−2/3∂yφ1/2Jm,`−1,δ‖L2([0,T ]×R2+)
≤mC
(∥∥Λ−2/3Λ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+)
+
∥∥Λ−2/3∂yΛ−2δ φ`−1m W `−1m fm∥∥L2([0,T ]×R2+))
+ CAm−6 ((m− 5)!)3(1+σ) ,
where the constant C > 0 is independent on m and δ > 0.
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We first prove the first estimate in Proposition 4.5.2. In view of the definition
given at the beginning of this section, we see,∥∥φ1/2Jm,`,δ∥∥L2([0,T ]×R2+) ≤ ∥∥Jm,`,δ∥∥L2([0,T ]×R2+)
≤
m∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m(∂ju)fm+1−j∥∥L2([0,T ]×R2+)
+
m−1∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
+
m−1∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m [∂y (∂yω/ω)] (∂jv)(∂m−ju)∥∥L2([0,T ]×R2+)
+ 2
∥∥Λ−2δ φ`mW `m [∂y (∂yω/ω)] fm∥∥L2([0,T ]×R2+).
(4.5.2)
And we will proceed to estimate the each term on the right hand side of (4.5.2), and
state as the following three Lemmas.
Lemma 4.5.3. Under the same assumption as in Proposition 4.2.3, we have
m−1∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤ mC
∥∥Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+) + CAm−6 ((m− 5)!)3(1+σ) .
Proof. We first split the summation as follows:
m−1∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
=
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
+
m−3∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+).
Moreover as for the last term on the right hand side, we use (4.4.3) to compute,∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤
∥∥φ`mW 0mΛ`/3(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤
∥∥φ`mW 0m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+) + ∥∥φ`mW 0m∂x(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤
∥∥φ`mW 0m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+) + ∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+)
+
∥∥φ`mW 0m(∂jv)(∂y∂xfm−j)∥∥L2([0,T ]×R2+).
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Thus we have
m−1∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
+
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
+
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+)
+
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂jv)(∂y∂xfm−j)∥∥L2([0,T ]×R2+).
(4.5.3)
Next we estimate step by step the terms on the right side of (4.5.3).
(a) We treat in this step the first term on the right hand side of (4.5.3), and prove
that
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤ mC
∥∥Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+) + CAm−6 ((m− 5)!)3(1+σ) . (4.5.4)
To do so, direct computation gives
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ Λ`/3e2cy (1 + cy)−1 φ`m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤
m−1∑
j=m−2
(
m
j
)∥∥e2cy(∂yfm−j)Λ−2δ Λ`/3 (1 + cy)−1 φ`m∂jv∥∥L2([0,T ]×R2+)
+
m−1∑
j=m−2
(
m
j
)∥∥[e2cy(∂yfm−j), Λ−2δ Λ`/3] (1 + cy)−1 φ`m∂jv∥∥L2([0,T ]×R2+).
On the other hand, by (4.2.7),
m−1∑
j=m−2
(
m
j
)∥∥e2cy(∂yfm−j)Λ−2δ Λ`/3 (1 + cy)−1 φ`m∂jv∥∥L2([0,T ]×R2+)
≤C
m−1∑
j=m−2
(
m
j
)∥∥(1 + cy)−1∥∥
L2(R+; L∞([0,T ]×Rx))
∥∥Λ−2δ φ`mΛ`/3∂jv∥∥L∞(R+; L2([0,T ]×Rx))
≤C
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ φ`mΛ`/3∂jv∥∥L∞(R+; L2([0,T ]×Rx)).
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Similarly, we have, by virtue of Lemma 4.3.1,
m−1∑
j=m−2
(
m
j
)∥∥[e2cy(∂yfm−j), Λ−2δ Λ`/3] (1 + cy)−1 φ`m∂jv∥∥L2([0,T ]×R2+)
≤ C
m−1∑
j=m−2
(
m
j
)∥∥ (1 + cy)−1 φ`m∂jv∥∥L2([0,T ]×R2+)
≤ C
m−1∑
j=m−2
(
m
j
)∥∥φ`mΛ`/3∂jv∥∥L∞(R+; L2([0,T ]×Rx)).
Thus combining these inequalities, we obtain
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ φ`mW `m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
≤ C
m−1∑
j=m−2
(
m
j
)∥∥Λ−2δ φ`mΛ`/3∂jv∥∥L∞(R+; L2([0,T ]×Rx))
≤ Cm
∥∥Λ−2δ φ`mΛ`/3∂m−1v∥∥L∞(R+; L2([0,T ]×Rx))
+Cm2
∥∥Λ−2δ φ`mΛ`/3∂m−2v∥∥L∞(R+; L2([0,T ]×Rx)).
Moreover, observe∥∥Λ−2δ φ`mΛ`/3∂m−2v∥∥2L∞(R+; L2([0,T ]×Rx))
≤
∥∥Λ−2δ φ`mΛ`/3∂m−1v∥∥L∞(R+; L2([0,T ]×Rx))∥∥Λ−2δ φ`mΛ`/3∂m−3v∥∥L∞(R+; L2([0,T ]×Rx)),
and thus
m2‖Λ−2δ φ
`
mΛ
`/3∂m−2v‖L∞(R+; L2([0,T ]×Rx))
≤m
∥∥Λ−2δ φ`mΛ`/3∂m−1v∥∥L∞(R+; L2([0,T ]×Rx)) +m3∥∥Λ−2δ φ`mΛ`/3∂m−3v∥∥L∞(R+; L2([0,T ]×Rx))
≤m
∥∥Λ−2δ φ`mΛ`/3∂m−1v∥∥L∞(R+; L2([0,T ]×Rx)) +m3∥∥φ0m−2∂m−3v∥∥L∞(R+; L2([0,T ]×Rx))
+m3
∥∥φ0m−1∂m−2v∥∥L∞(R+; L2([0,T ]×Rx)).
Then we have, combining the above inequalities,
m−1∑
j=m−2
(
m
j
)∥∥e2cy(∂yfm−j)Λ−2δ Λ`/3 (1 + cy)−1 φ`m∂jv∥∥L2([0,T ]×R2+)
≤ Cm
∥∥Λ−2δ φ`mΛ`/3∂m−1v∥∥L∞(R+; L2([0,T ]×Rx)) + Cm3∥∥φ0m−2∂m−3v∥∥L∞(R+; L2([0,T ]×Rx))
+Cm3
∥∥φ0m−1∂m−2v∥∥L∞(R+; L2([0,T ]×Rx))
≤ Cm
∥∥Λ−2δ φ`mW `mfm∥∥L∞(R+; L2([0,T ]×Rx)) + Cm3∥∥φ0m−2W 0m−2fm−2∥∥L∞(R+; L2([0,T ]×Rx))
+Cm3
∥∥φ0m−1W 0m−1fm−1∥∥L∞(R+; L2([0,T ]×Rx)),
the last inequality following from (4.4.8). This, along with the estimate
m3
∥∥φ0m−2W 0m−2fm−2∥∥L∞(R+; L2([0,T ]×Rx)) +m3∥∥φ0m−1W 0m−1fm−1∥∥L∞(R+; L2([0,T ]×Rx))
≤ CAm−6 ((m− 5)!)3(1+σ)
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due to the inductive assumption (4.2.9), gives the desired estimate (4.5.4).
(b) We will estimate in this step the second and the third terms on the right hand
side of (4.5.3), and prove that
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+)
+
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+)
≤ CAm−6 ((m− 5)!)3(1+σ) .
(4.5.5)
For this purpose we write, denoting by [m/2] the largest integer less than or equal to
m/2,
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+)
≤
[
m/2
]∑
j=1
(
m
j
)∥∥φ`mW 0m(∂j+1v)(∂yfm−j)∥∥L2([0,T ]×R2+)
+
m−3∑
j=
[
m/2
]
+1
(
m
j
)∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+)
= S1 + S2.
(4.5.6)
We first treat S1. Using the inequality
φ`m ≤ φ0m ≤ φ0j+3φ0m−j , W 0m ≤W 0m−j for j ≥ 1,
gives
S1 =
[
m/2
]∑
j=1
(
m
j
)∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+)
≤
[
m/2
]∑
j=1
(
m
j
)∥∥φ0j+3∂j+1v∥∥L∞([0,T ]×R2+)∥∥φ0m−jW 0m−j∂yfm−j∥∥L2([0,T ]×R2+).
(4.5.7)
By Sobolev inequality, we have∥∥φ0j+3∂j+1v∥∥L∞([0,T ]×R2+)
≤ C
∥∥φ0j+3∂j+1v∥∥L∞([0,T ]×R+; L2(Rx)) + C∥∥φ0j+3∂j+2v∥∥L∞([0,T ]×R+; L2(Rx))
≤ C
∥∥φ0j+2∂j+1v∥∥L∞([0,T ]×R+; L2(Rx)) + C∥∥φ0j+3∂j+2v∥∥L∞([0,T ]×R+; L2(Rx))
≤ C
∥∥φ0j+2W 0j+2fj+2∥∥L∞([0,T ]; L2(R2+)) + C∥∥φ0j+3W 0j+3fj+3∥∥L∞([0,T ]; L2(R2+)),
the secomd inequality using (4.4.1) and the last inequlaity following from (4.4.8).
As a result, we use the hypothesis of induction (4.2.9) and the initial hypothesis of
4.5. Estimates of the nonlinear terms 127
induction (4.2.7) to conclude that if 4 ≤ j ≤ [m/2] then∥∥φ0j+3∂j+1v∥∥L∞([0,T ]×R2+) ≤ C (Aj−3 ((j − 3)!)3(1+σ) +Aj−2 ((j − 2)!)3(1+σ))
≤ CAj−2 ((j − 2)!)3(1+σ) ,
and if 1 ≤ j ≤ 3 ∥∥φ0j+3∂j+1v∥∥L∞([0,T ]×R2+) ≤ C.
Moreover, using (4.4.4) and also the inductive assumption (4.2.9), we calculate, for
any 1 ≤ j ≤ [m/2],∥∥φ0m−jW 0m−j∂yfm−j∥∥L2([0,T ]×R2+)
≤
∥∥∂yφ0m−jW 0m−jfm−j∥∥L2([0,T ]×R2+) + ∥∥φ0m−j[∂y, W 0m−j]fm−j∥∥L2([0,T ]×R2+)
≤
∥∥∂yφ0m−jW 0m−jfm−j∥∥L2([0,T ]×R2+) + C∥∥φ0m−jW 0m−jfm−j∥∥L∞([0,T ], L2(R2+))
≤ CAm−j−5 ((m− j − 5)!)3(1+σ) .
Putting these inequalities into (4.5.7) gives
S1 ≤ C
[
m/2
]∑
j=4
m!
j!(m− j)!
Aj−2 ((j − 2)!)3(1+σ)
(
Am−j−5 ((m− j − 5)!)3(1+σ)
)
+ C
3∑
j=1
m!
j!(m− j)!
(
Am−j−5 ((m− j − 5)!)3(1+σ)
)
≤ C
[
m/2
]∑
j=4
m!
j2(m/2)5
Am−7 ((m− 7)!)3(1+σ)−1 + CAm−6 ((m− 5)!)3(1+σ)
≤ C(m− 5)!Am−7 ((m− 7)!)3(1+σ)−1 + CAm−6 ((m− 5)!)3(1+σ)
≤ CAm−6 ((m− 5)!)3(1+σ) .
(4.5.8)
We now treat S2. Using the inequality
φ`m ≤ φ0m ≤ φ0j+2φ0m−j+1, W 0m ≤W 0m−j+1 for j ≥ 1,
and thus
S2 =
m−3∑
j=
[
m/2
]
+1
(
m
j
)∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+)
≤
m−3∑
j=
[
m/2
]
+1
(
m
j
)∥∥φ0j+2W 0j+2fj+2∥∥L∞([0,T ]; L2(R2+))
×
∥∥φ0m−j+1W 0m−j+1∂yfm−j∥∥L2([0,T ]×R+; L∞(Rx)),
(4.5.9)
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the last inequality using (4.4.8). As for the last factor in the above inequality, we use
Sobolev inequality, (4.4.1) and (4.4.2) to compute
‖φ0m−j+1W 0m−j+1∂yfm−j‖L2([0,T ]×R+; L∞(Rx))
≤C
∥∥φ0m−j+1W 0m−j+1∂yfm−j∥∥L2([0,T ]×R2+)
+ C
∥∥φ0m−j+1W 0m−j+1∂y∂xfm−j∥∥L2([0,T ]×R2+)
≤C
∥∥φ0m−jW 0m−j∂yfm−j∥∥L2([0,T ]×R2+) + C∥∥φ0m−j+1W 0m−j+1∂y∂xfm−j∥∥L2([0,T ]×R2+).
On the other hand, in view of the definition of fm, we have
‖φ0m−j+1W 0m−j+1∂y∂xfm−j‖L2([0,T ]×R2+)
≤
∥∥φ0m−j+1W 0m−j+1∂yfm−j+1∥∥L2([0,T ]×R2+)
+
∥∥φ0m−j+1W 0m−j+1(∂m−jx ω)∂x ((∂yω)/ω) ∥∥L2([0,T ]×R2+)
+
∥∥φ0m−j+1W 0m−j+1(∂m−jx u)∂x∂y ((∂yω)/ω)∥∥L2([0,T ]×R2+)
≤C
∥∥φ0m−j+1W 0m−j+1∂yfm−j+1∥∥L2([0,T ]×R2+) + C∥∥ 〈y〉−1 φ0m−jW 0m−j∂m−jx ω∥∥L2([0,T ]×R2+)
+ C
∥∥ 〈y〉−1 φ0m−jW 0m−j∂m−jx u∥∥L2([0,T ]×R2+),
the last inequality using (4.4.1) and (4.4.2). Combining these inequalities, we con-
clude ∥∥φ0m−j+1W 0m−j+1∂yfm−j∥∥L2([0,T ]×R+; L∞(Rx))
≤ C
∥∥φ0m−jW 0m−j∂yfm−j∥∥L2([0,T ]×R2+) + C∥∥φ0m−j+1W 0m−j+1∂yfm−j+1∥∥L2([0,T ]×R2+)
+C
∥∥ 〈y〉−1 φ0m−jW 0m−j∂m−jx ω∥∥L2([0,T ]×R2+)
+C
∥∥ 〈y〉−1 φ0m−jW 0m−j∂m−jx u∥∥L2([0,T ]×R2+)
≤ C
∥∥∂yφ0m−jW 0m−jfm−j∥∥L2([0,T ]×R2+) + C∥∥∂yφ0m−j+1W 0m−j+1fm−j+1∥∥L2([0,T ]×R2+)
+C
∥∥φ0m−jW 0m−jfm−j∥∥L2([0,T ]×R2+) + C∥∥φ0m−j+1W 0m−j+1fm−j+1∥∥L2([0,T ]×R2+),
where the last inequality follows from (4.4.9) and (4.4.4). This, along with the induc-
tive assumptions (4.2.9), yields, if
[
m/2
]
+ 1 ≤ j ≤ m− 4 then∥∥φ0m−j+1W 0m−j+1∂yfm−j∥∥L2([0,T ]×R+; L∞(Rx))
≤ CAm−j−5 ((m− j − 5)!)3(1+σ) + CAm−j−4 ((m− j − 4)!)3(1+σ)
≤ CAm−j−4 ((m− j − 4)!)3(1+σ) ,
and if j = m− 3 then∥∥φ0m−j+1W 0m−j+1∂yfm−j∥∥L2([0,T ]×R+; L∞(Rx)) ≤ C
due to the initial hypothesis of induction (4.2.7). On the other hand, the inductive
assumptions (4.2.9) yields, for any
[
m/2
]
+ 1 ≤ j ≤ m− 3,∥∥φ0j+2W 0j+2fj+2∥∥L∞([0,T ]; L2(R2+)) ≤ Aj−3 ((j − 3)!)3(1+σ) .
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Putting these estimates into (4.5.9), we have
S2 ≤ C
m−4∑
j=
[
m/2
]
+1
m!
j!(m− j)!
Aj−3
(
(j − 3)!
)3(1+σ)(
Am−j−4 ((m− j − 4)!)3(1+σ)
)
+C
m−3∑
j=m−3
m!
j!(m− j)!
Aj−3
(
(j − 3)!
)3(1+σ)
≤ C
m−4∑
j=
[
m/2
]
+1
m!
j3(m− j)4
Am−7
(
(j − 3)!
)3(1+σ)−1
((m− j − 4)!)3(1+σ)−1
+CAm−6
(
(m− 5)!
)3(1+σ)
≤ C(m− 3)!Am−7 ((m− 7)!)3(1+σ)−1 + CAm−6
(
(m− 5)!
)3(1+σ)
≤ CAm−6 ((m− 5)!)3(1+σ) .
This along with (4.5.8) and (4.5.6) yields
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂j+1v)∂yfm−j∥∥L2([0,T ]×R2+) ≤ CAm−6 ((m− 5)!)3(1+σ) .
Similarly, we have
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂jv)∂yfm−j∥∥L2([0,T ]×R2+) ≤ CAm−6 ((m− 5)!)3(1+σ) .
Then the desired estimate (4.5.5) follows.
(c) It remains to prove that
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂jv)(∂y∂xfm−j)∥∥L2([0,T ]×R2+) ≤ CAm−6 ((m− 5)!)3(1+σ) .(4.5.10)
The proof is quite similar as in the previous step. To do so we first write
m−3∑
j=1
(
m
j
)∥∥φ`mW 0m(∂jv)(∂y∂xfm−j)∥∥L2([0,T ]×R2+)
=
[
m/2
]∑
j=1
(
m
j
)∥∥φ`mW 0m(∂jv)(∂y∂xfm−j)∥∥L2([0,T ]×R2+)
+
m−3∑
j=
[
m/2
]
+1
(
m
j
)∥∥φ`mW 0m(∂jv)(∂y∂xfm−j)∥∥L2([0,T ]×R2+)
= S̃1 + S̃2.
For the term S̃1, we use
φ`m ≤ φ0m ≤ φ0j+2φ0m−j+1, W 0m ≤W 0m−j+1 for j ≥ 2,
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to obtain
S̃1 ≤
[
m/2
]∑
j=1
(
m
j
)∥∥φ0j+2∂jv∥∥L∞([0,T ]×R2+)∥∥φ0m−j+1W 0m−j+1∂y∂xfm−j∥∥L2([0,T ]×R2+).
Then repeating the arguments used to estimate S1 and S2 in the previous step, we
can deduce that
S̃1 ≤ CAm−6 ((m− 6)!)3(1+σ) .
As for S̃2, using the inequality
φ`m ≤ φ0m ≤ φ0j+1φ0m−j+2, W 0m ≤W 0m−j+2 for j ≥ 2,
gives
S̃2 ≤
m−3∑
j=
[
m/2
]
+1
(
m
j
)∥∥φ0j+1∂jv∥∥L∞([0,T ]×R+; L2(Rx))
×
∥∥φ0m−j+2W 0m−j+2∂y∂xfm−j∥∥L2([0,T ]×R+; L∞(Rx)).
Then repeating the arguments used to estimate S2 in the previous step, we have
S̃2 ≤ CAm−6 ((m− 5)!)3(1+σ) .
This along with the estimate on S̃1 yields (4.5.10). Finally, combining (4.5.3), (4.5.4),
(4.5.5) and (4.5.10) gives the desired estimate in Lemma 4.5.3, and thus the proof is
complete.
Lemma 4.5.4. Under the same assumption as in Proposition 4.2.3, we have
m∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m(∂ju)fm+1−j∥∥L2([0,T ]×R2+)
+
m−1∑
j=1
(
m
j
)∥∥Λ−2δ φ`mW `m [∂y (∂yω/ω)] (∂jv)(∂m−ju)∥∥L2([0,T ]×R2+)
≤ mC
∥∥Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+) + CAm−6 ((m− 5)!)3(1+σ) .
The proof of this Lemma is quite similar as in Lemma 4.5.3, so we omit it.
Lemma 4.5.5. Under the same assumption as in Proposition 4.2.3, we have
2
∥∥Λ−2δ φ`mW `m [∂y ((∂yω)/ω)] fm∥∥L2([0,T ]×R2+) ≤ C∥∥Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+).
Proof. This is a just direct verification. Indeed, Lemma 4.3.1 gives∥∥Λ−2δ φ`mW `m [∂y ((∂yω)/ω)] fm∥∥L2([0,T ]×R2+)
≤
∥∥ [∂y ((∂yω)/ω)] Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+)
+
∥∥[∂y ((∂yω)/ω) , Λ−2δ W `m]φ`mfm∥∥L2([0,T ]×R2+)
≤ C
∥∥Λ−2δ φ`mW `mfm∥∥L2([0,T ]×R2+).
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Then the desired estimate follows and thus the proof of Lemma 4.5.5 is complete.
Proof of Proposition 4.5.2. In view of (4.5.2), we combine the estimates in Lemma 4.5.3-
Lemma 4.5.5, to get the first estimate in Proposition 4.5.2. The second one can be
treated quite similarly and the main difference is that we will use here additionally
the inductive estimates on the terms of the following form∥∥∂2yΛ−2/3φ0jW 0j fj∥∥L2([0,T ]×R2+), 6 ≤ j ≤ m,
while in the proof of Lemma 4.5.3, we only used the estimates on the following two
forms ∥∥φ0jW 0j fj∥∥L∞([0,T ]; L2(R2+)), ∥∥∂yφ0jW 0j fj∥∥L2([0,T ]×R2+), 6 ≤ j ≤ m.
So we omit the treatment of the second estimate for brevity, and thus the proof of
Proposition 4.5.2 is complete.
Completeness of the proof of Proposition 4.2.3. The estimates (4.2.15) follows from
the combination of Propostion 4.5.1 and the first estimate in Proposition 4.5.2, while
the estimate (4.2.16) in Proposition 4.2.3 follows from Propostion 4.5.1 and the sec-
ond estimate in Proposition 4.5.2. The treatment of (4.2.15) is exactly the same as
(4.2.15). The proof of Proposition 4.2.3 is thus complete.
4.6 Appendix
Here we deduce the equation fulfilled by fm (cf. [21]). Recall that
fm = ∂
m
x ω −
∂yω
ω
∂mx u, m ≥ 1,
where u is a smooth solution to Prandtl equation (4.1.1) and ω = ∂yu. We will verify
that
∂tfm + u∂fm + v∂yfm − ∂2yfm = Zm, (4.6.1)
where
Zm = −
m∑
j=1
(
m
j
)
(∂ju)fm+1−j −
m−1∑
j=1
(
m
j
)
(∂jv)(∂yfm−j)
−
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju)− 2
[
∂y
(
∂yω
ω
)]
fm.
To do so, we firstly notice that
ut + uux + vuy − uyy = 0, (4.6.2)
and
ωt + uωx + vωy − ωyy = 0.
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Thus by Leibniz’s formula, ∂mu, ∂mx ω satisfy, respectively, the following equation
∂t∂
mu+ u∂∂mu+ v∂y∂
mu− ∂2y∂mu
=−
m∑
j=1
(
m
j
)
(∂ju)(∂m−j+1u)−
m∑
j=1
(∂jv)(∂y∂
m−ju)
=−
m∑
j=1
(
m
j
)
(∂ju)(∂m−j+1u)−
m−1∑
j=1
(∂jv)(∂y∂
m−ju)− (∂mv)(∂yu)
(4.6.3)
and
∂t∂
mω + u∂∂mω + v∂y∂
mω − ∂2y∂mω
=−
m∑
j=1
(
m
j
)
(∂ju)(∂m−j+1ω)−
m∑
j=1
(∂jv)(∂y∂
m−jω)
=−
m∑
j=1
(
m
j
)
(∂ju)(∂m−j+1ω)−
m−1∑
j=1
(∂jv)(∂y∂
m−jω)− (∂mv)(∂yω).
(4.6.4)
In order to eliminate the last terms on the right sides of the above two equations, we
observe ∂yu = ω > 0 and thus multiply (4.6.3) by −∂yωω , and then add the resulting
equation to (4.6.4); this gives
∂tfm + u∂fm + v∂yfm − ∂2yfm = Zm
where
Zm = −
m∑
j=1
(
m
j
)
(∂ju)fm+1−j −
m−1∑
j=1
(
m
j
)
(∂jv)(∂yfm−1)
−
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju) + (∂mu)f1
+
(
∂t
(
∂yω
ω
)
+ u∂
(
∂yω
ω
)
+ v∂y
(
∂yω
ω
)
− ∂2y
(
∂yω
ω
))
∂mu
−2
[
∂y
(
∂yω
ω
)]
∂y∂
mu.
On the other hand we notice that
∂t
(
∂yω
ω
)
+ u∂
(
∂yω
ω
)
+ v∂y
(
∂yω
ω
)
− ∂2y
(
∂yω
ω
)
=
1
ω
(
∂t∂yω + u∂∂yω + v∂y∂yω − ∂2y∂yω
)
−∂yω
ω2
(
∂tω + u∂ω + v∂yω − ∂2yω
)
+ 2
∂yω
ω
∂y
(
∂yω
ω
)
= −∂ω + (∂u)(∂yω)
ω
+ 2
∂yω
ω
∂y
(
∂yω
ω
)
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Therefore we have
Zm = −
m∑
j=1
(
m
j
)
(∂ju)fm+1−j −
m−1∑
j=1
(
m
j
)
(∂jv)(∂yfm−1)
−
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju) + (∂mu)f1
+
(
∂ω − (∂u)(∂yω)
ω
)
∂mu+ 2
∂yω
ω
∂y
(
∂yω
ω
)
∂mu− 2
[
∂y
(
∂yω
ω
)]
∂y∂
mu
= −
m∑
j=1
(
m
j
)
(∂ju)fm+1−j −
m−1∑
j=1
(
m
j
)
(∂jv)(∂yfm−1)
−
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju) +
[
∂y
(∂yω
ω
)2]
∂mu
−2
[
∂y
(
∂yω
ω
)]
∂mω
= −
m∑
j=1
(
m
j
)
(∂ju)fm+1−j −
m−1∑
j=1
(
m
j
)
(∂jv)(∂yfm−1)
−
[
∂y
(
∂yω
ω
)]m−1∑
j=1
(
m
j
)
(∂jv)(∂m−ju)− 2
[
∂y
(
∂yω
ω
)]
fm.
Next we will give the boundary value of ∂yfm and ∂tfm−∂2yfm. In view of (4.6.2),
we infer, recalling u|y=0 = v|y=0 = 0,
∂yω
∣∣
y=0
= ∂2yu
∣∣
y=0
= 0.
As a result, observing
∂yfm = ∂y∂
mω −
[
∂y
(
∂yω
ω
)]
∂mu−
(
∂yω
ω
)
∂y∂
mu,
we have
∂yfm|y=0 = 0. (4.6.5)
Direct verification shows
Zm|y=0 = −2
[
∂y
(
∂yω
ω
)]
fm
∣∣∣
y=0
,
and thus (
∂tfm − ∂2yfm
)
|y=0 = Zm|y=0 = −2
[
∂y
(
∂yω
ω
)]
fm
∣∣∣
y=0
, (4.6.6)
due to the equation fulfilled by fm.

Bibliography
[1] R. Alexandre, Y. Wang, C.-J.Xu and T.Yang, Well-posedness of
The Prandtl Equation in Sobolev Spaces. J. Amer. Math. Soc., DOI:
http://dx.doi.org/10.1090/S0894-0347-2014-00813-4 Article electronically
published on June 6, 2014. 40 pages, http://arxiv.org/abs/1203.5991.
[2] R. E. Caflisch and M. Sammartino: Existence and singularities for the Prandtl
boundary layer equations, Z. Angew. Math. Mech., 80(2000), 733-744.
[3] M. Cannone, M. C. Lombardo and M. Sammartino : Well-posedness of the
Prandtl equation with non compatible data. Nonlinearity., 26(2013), 3077-3100.
[4] W. E: Boundary layer theory and the zero-viscosity limit of the Navier-Stokes
equation. Acta Math. Sin. (Engl. Ser.) 16(2000), 207-218.
[5] H. Chen, W.-X. Li, and C.-J. Xu. Gevrey hypoellipticity for linear and non- linear
Fokker–Planck equations. J. Differential Equations 246(2009), 320-339
[6] H. Chen, W.-X. Li, and C.-J. Xu. Analytic smoothness effect of solutions for
spatially homogeneous Landau equation. J. Differential Equations, 248(2010), 77-
94.
[7] H. Chen, W.-X. Li, and C.-J. Xu. Gevrey hypoellipticity for a class of kinetic
equations. Comm. Partial Differential Equations, 36(2011), 693-728.
[8] M. Derridj and C. Zuily : Sur la régularité Gevrey des opérateurs de Hörman-
der. J.Math.Pures et Appl. 52 (1973), 309-336.
[9] Y. Ding and N. Jiang :On Analytic Solutions of the Prandtl Equations with
Robin Boundary Condition in Half Space, http://arxiv.org/pdf/1402.3158.pdf,
preprint 2014.
[10] W. E and B. Enquist : Blow up of solutions of the unsteady Prandtl’s equation,
Comm. Pure Appl. Math., 50(1997), 1287-1293.
[11] D. Gérard-Varet and E. Dormy: On the ill-posedness of the Prandtl equation, J.
Amer. Math. Soc., 23(2010), 591-609.
[12] D. Gérard-Varet and N. Masmoudi : Well-posedness for the Prandtl system
without analyticity or monotonicity, arXiv:1305.0221,
[13] D. Gérard-Varet and T. Nguyen : Remarks on the ill-posedness of the Prandtl
equation. Asymptot. Anal. 77 (2012), 71-88
[14] Y. Guo and T. Nguyen : A note on the Prandtl boundary layers, Comm. Pure
Appl. Math. 64 (2011) 1416-1438, doi: 10.1002/cpa.20377
[15] L. Hong and J. K. Hunter : Singularity formation and instability in the unsteady
inviscid and viscous Prandtl equations, Commun. Math. Sci. 1 (2003), 293-316.
136 BIBLIOGRAPHY
[16] L. Hörmander. The analysis of linear partial differential operators. III, volume 275
of Grundlehren der Mathematischen Wissenschaften. Springer-Verlag, Berlin, 1985.
[17] I. Kukavica, N. Masmoudi, V. Vicol and T. Wong, On the Local Well-posedness
of the Prandtl and Hydrostatic Euler Equations with Multiple Monotonicity
Regions. SIAM J. Math. Anal. 46 (2014), 3865-3890.
[18] I. Kukavica and V. Vicol, On the analyticity and Gevrey-class regularity up to
the boundary for the Euler equations. Nonlinearity 24 (2011) 765-796
[19] N. Lerner. Metrics on the phase space and non-selfadjoint pseudo-differential
operators, volume 3 of Pseudo-Differential Operators. Theory and Applications.
Birkhäuser Verlag, Basel, 2010.
[20] M. C. Lombardo, M. Cannone and M. Sammartino : Well-posedness of the
boundary layer equations. SIAM J. Math. Anal., 35(2003), 987-1004 (electronic).
[21] N. Masmoudi and T. K. Wong : Local-in-time existence and uniqueness of solu-
tion to the Prandtl equation by energy method. arXiv:1206.3629
[22] G. Métivier : Small Viscosity and Boundary Layer Methods. Theory, Stability Anal-
ysis, and Applications. Modeling and Simulation in Science, Engineering and
Technology. Birkhauser Boston, Inc., Boston, MA, 2004. xxii+194 pp.
[23] O. A. Oleinik and V. N. Samokhin, Mathematical Models in Boundary Layers The-
ory. Chapman & Hall/CRC, 1999.
[24] L. Prandtl, Über Flüssigkeitsbewegungen bei sehr kleiner Reibung. In “Verh.
Int. Math. Kongr., Heidelberg 1904", Teubner 1905, 484-494.
[25] M. Sammartino and R. E. Caflisch, Zero viscosity limit for analytic solutions of
the Navier-Stokes equations on a half-space, I. Existence for Euler and Prandtl
equations. Comm. Math. Phys., 192(1998), 433-461; II. Construction of the Navier-
Stokes solution. Comm. Math. Phys., 192(1998), 463-491.
[26] Z. Xin and L. Zhang : On the global existence of solutions to the Prandtl’s sys-
tem, Adv. Math., 181(2004), 88-133.
[27] C.-J. Xu : Hypoellipticity of nonlinear second order partial differential equa-
tions. J. Partial Differential Equations Ser. A 1 (1988), 85–95.
[28] C.-J. Xu : Régularité des solutions pour les équations aux dérivées partielles
quasi linéaires non elliptiques du second ordre. C. R. Acad. Sci. Paris Sér. I Math.
300 (1985), no. 9, 267–270.
[29] C.-J. Xu : Hypoellipticité d’équations aux dérivées partielles non linéaires. Pro-
ceedings of the conference on partial differential equations, Vol. 1, 2 (Saint Jean de
Monts, 1985), Exp. No. 7, 16 pp., Soc. Math. France, Paris, 1985.
[30] P. Zhang and Z. Zhang, Long time well-posdness of Prandtl system with small
and analytic initial data, arXiv:1409.1648, Preprint 2014
