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Ce memoire concerne 1'extraction de caracteristiques. Nous divisons les caracteristiques
en deux types : de bas niveau ou non-nominatives et de haut niveau ou nominatives. Nous
proposons dans un premier temps un detecteur original de contours de type Laplacien
dans les images multispectrales, base sur les derivees d'une fonction de contraste presentee
par Cumani. Dans un deuxieme temps, nous presentons un second detecteur de contours
original pour les images de texture. Ce detecteur est base sur les differences des moments
locaux d'ordre superieur. Afin de combiner les contours dus aux differents moments, nous
utilisons 1'approche multispectrale. Ces deux detecteurs extraient des caracteristiques de
bas niveau. Concernant les caracteristiques de haut niveau, nous presentons un detecteur
de routes dans les images a haute resolution apres avoir etudie les difFerentes methodes
existantes dans un rapport externe. Ce detecteur utilise 1'information contenue dans une
base de donnees de routes, fournie par Geomatique Canada, comme initialisation pour des
contours actifs. Ces contours actifs ser vent a corriger cette meme information, imprecise
car elle est obtenue par numerisation des cartes routieres. Des hypotheses pour les routes
manquantes sont generees par un suivi de route debutant du reseau routier connu. Des
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INTRODUCTION
L'emulation du systeme visuel par Pordinateur est un processus complexe. En effet, Ie sens
de la vision est celui qui peut trailer Ie plus d'informations parmis les cinq sens humains.
La vision par ordinateur implique done plusieurs etapes. Une des etapes de base est de
reduire la quantite d'informations de fagon a ne retenir que celles qui sont pertinentes.
Cette etape est 1'extraction de caracteristiques. Ces caracteristiques sont divisees en deux
categories: de haut niveau et de bas niveau. Les caracteristiques de haut niveau sont des
elements nominatifs, c'est-a-dire qu'elles portent un nom et done, la plupart du temps,
sont rattachees a une application en particulier de la vision artificielle. Nous pouvons
penser par exemple a la recherche d'elements geographiques comme des lacs, des routes
ou des terres cultivees dans les images aeriennes, ou a la localisation des mains dans
une application d'interpretation du langage des signes. Les caracteristiques de bas niveau
sont plutot des elements non nominatifs. Elles comprennent, entre autres, les contours
de differents types (marche, ligne, crete, jonction, ...) dans des images a niveaux de gris,
multispectrales ou de texture. Les caracteristiques de bas niveau sont utilisees, combinees
avec des informations de contexte, dans la recherche des caracteristiques de haut niveau.
Dans ce memoire, nous nous interessons aux deux types de caracteristiques. D'abord,
nous recherchons deux caracteristiques de bas niveau, les contours dans les images mul-
tispectrales et les contours dans les images de texture. Ensuite, nous recherchons une
caracteristique de haut niveau, c'est-a-dire les routes dans les images aeriennes ou satel-
lites a haute resolution.
Les images multispectrales sont des images ayant plusieurs bandes, c'est-a-dire qu'a
chaque pixel correspond un vecteur de valeurs. Par exemple, les images couleurs out trois
bandes et les images Landsat-TM en ont sept. La plupart des detecteurs de contours out
ete developpes pour les images a niveaux de gris (une seule bande) alors que Ie multis-
pectral peut apporter un supplement d'information tres utile. Dans la suite de certains
travaux [8, 13, 15] sur Ie gradient multispectral, nous developpons au chapitre 1 un ope-
rateur Laplacien original pour les images multispectrales en derivant une fonction de
contraste presentee par Cumani [8]. Un tel Laplacien peut ^tre utile dans la recherche de
certains types de jonctions ou dans la reconstruction 3D par exemple.
Les images de texture sont des images comprenant des regions ne pouvant etre decrites
uniquement par Ie niveau de gris moyen. Les frontieres de ces regions ne peuvent done
toujours etre trouvees par les detecteurs de contours usuels puisqu'ils sont bases sur les
differences entre les niveaux de gris moyens. Un des moyens de decrire une region de
texture est Putilisation des moments d'ordre superieur. Cependant, aucun detecteur de
contours de texture existant n'utilise les moments locaux. Nous basons notre detecteur
de contours de texture, presente au chapitre 2, sur les differences de ces moments locaux.
Pour obtenir une seule image de contours pour 1'ensemble des moments, nous reprennons
Papproche multispectrale. En effet, nous fabriquons une image multibande avec, dans
chacune des bandes, une image de moments en plus de Pimage originate. Nous choisissons
cette solution, car la fusion des resultats individuels de chaque moment est un precede
complexe.
En dernier lieu, au chapitre 3, nous presentons un detecteur de routes dans les images
a haute resolution. Ce detecteur de routes est developpe dans un contexte de mise-a-
jour de cartes routieres fournies par Geomatique Canada. Comme nous avons acces a
des informations connues (les anciennes cartes), nous faisons face a deux problemes; la
correction des informations existantes et Pajout des nouvelles routes. Pour la correction
des informations, nous utilisons un processus iteratif d'optimisation des contours (les
contours actifs) necessitant une initialisation. Cette initialisation nous est fournie par
1'information existante. Pour cette etape, nous modifions une approche existante [24] en
y ajoutant une detection de jonctions de lignes developpee dans notre groupe de recherche
[12]. Par la suite, nous generous des hypotheses de nouvelles routes en effectuant un suivi
des lignes connectees au reseau existant.
En resume, Ie reste du memoire est organise comme suit. Le chapitre 1 presente Ie La-
placien multispectral. Le chapitre 2 porte sur la detection de contours dans les images de
texture ainsi que sur Ie detecteur de contours de texture que nous proposons. Le chapitre
3 presente notre approche pour la detection des routes dans les images a haute resolution.
Finalement, nous presentons une conclusion generate a la fin du memoire. Chacun des
chapitres comprend une introduction presentant Ie probleme, Ie developpement du detec-
teur, une section de resultats et une conclusion. Les chapitres 1 et 2 comprennent de plus
une section sur les travaux existants dans les domaines traites par chaque chapitre. Les






Une image est une projection d'une scene tridimentionnelle dans un plan bidimentionnel.
Selon Ie type de capteur utilise, une image peut etre a niveaux de gris (une bande) ou
multispectrale (plusieurs bandes). Dans Ie cas des images a niveaux de gris (i.e. une
fonction de R => R), des phenomenes physiques, geometriques et photometriques dans
la scene, engendrent des variations dans Pimage. Ces variations sont appelees contours.
II existe plusieurs types de contours dont les marches, les lignes et les jonctions. Les
contours de type marche dans les images a niveaux de gris (figure 1. la) ont fait 1'objet de
nombreuses etudes et plusieurs detecteurs out ete proposes [37]. Une classe importante
de ces detecteurs est celle comportant Ie calcul des derivees de 1'image. Les contours de
type marche sont detectes aux maxima de la valeur absolue de la premiere derivee (figure




Figure 1.1 - (a) Contour de type marche. (b) Premiere derivee. (c) Seconde derivee.
la premiere derivee se traduit approximativement par Ie gradient et la deuxieme par Ie
Laplacien ou la deuxieme derivee directionnelle dans la direction du gradient.
Dans Ie cas des images multispectrales, c'est-a-dire qu'a chaque point de 1'image cor-
respond un vecteur (une fonction de R2 =^ Rm), les contours sont moins bien definis
a cause de cette definition vectorielle. Cependant, la qualite des contours detectes peut
etre amelioree, par exemple dans Ie cas de la couleur, par Putilisation des trois bandes
plutot que seulement de 1'intensite [10]. En effet, un processus de detection de contours
couleurs devrait reconnaitre les changements dans 1'intensite lumineuse, dans la satura-
tion et dans la teinte [29]. Cependant, les aspects saturation et teinte sont perdus lorsque
Pimage couleur est convertie en niveaux de gris et done certains contours, distinguant
deux regions de meme intensite mais avec des teintes ou des saturations difFerentes, sont
perdus (figure 1.4). Ce probleme n'est pas specifique a la couleur. Le satellite Landsat-TM
fournit sept bandes, acquises a des longueurs d'onde differentes et representant la meme
scene. Le probleme qui se pose alors concerne la fusion des informations pertinentes de
chaque bande. Au moins deux solutions sont possibles. La premiere consiste a extraire
1'information dans chacune des bandes separement (par exemple detecter les contours
de chaque bande) et ensuite a fusionner Ie resultat de ces traitements. Cette solution
semble complexe a mettre en oeuvre [7, 10]. La seconde consiste a fusionner les bandes
pendant Ie traitement. Par exemple, etendre la notion du contour, bien connue dans Ie
cas des images a niveaux de gris, aux images multispectrales. Nous avons opte pour cette
solution.
Nous avons mentionne precedemment que dans une image multispectrale, chaque point
est represente par un vecteur. Nous tentons de definir un contour multispectral. Prenons,
par exemple, Ie cas d'une image discrete ID a deux bandes (R ==^ R2). A chaque pixel
est associe un vecteur de composantes (Ii(x), l2(x)). Un contour est engendre par une
variation brusque de type marche dans les modules des pixels et/ou les directions des
pixels. Pour detecter ces contours, une solution possible est de mesurer la longueur du
vecteur de la difference entre deux pixels voisins (figure 1.2). Dans Ie cas continu, nous
pouvons remplacer Ie vecteur de difference par Ie vecteur de derivee. Ce concept est
generalisable au cas a m bandes. Done Ie contour multispectral peut etre detecte par un
maximum de la longueur du vecteur de derivee des points de 1'image. Dans Ie cas 2D,
nous pouvons calculer Ie vecteur de la derivee directionnelle des points et chercher la
direction ou Ie module de ce vecteur est maximal. Suivant cette definition de contour, il
existe un detecteur gradient [13, 15] ainsi qu'une deuxieme derivee directionnelle [8], mais
aucun Laplacien n'a encore ete defini. Mentionnons que Ie Laplacien, est aussi utile dans
la detection de certains types de jonctions ainsi que dans la reconstruction 3D [11, 32].
(a)
(b)
Figure 1.2 - (a.) Contour de type marche dans une image ID a 2 bandes. (b) Vecteurs de
difference entre deux pixels voisins.
Nous presentons dans ce chapitre Ie developpement d5un operateur Laplacien multispec-
tral. Dans la section 1.2, nous presentons les travaux existants dans Ie domaine de la
detection de contours multispectraux. Dans la section 1.3, nous developpons Ie Lapla-
cien multispectral a partir d'une fonction de contraste presentee par Cumani [8, 9]. Dans
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la section 1.4, nous discutons de quelques resultats experimentaux. Finalement, nous
concluons en section 1.5.
1.2 Travaux existants
Beaucoup d'efforts out ete mis sur la detection de contours dans les images a niveaux
de gris, mais les images multispectrales ont ete un peu negligees. II existe principale-
ment deux types d'approche. La premiere, la plus couramment utilisee, consiste a trou-
ver les contours dans les differentes images et ensuite a effectuer une fusion des images
de contours resultantes. Dans Ie contexte des images couleurs (trois bandes), Delcroix
et Abidi [10] effectuent d'abord une detection de contours sur chaque bande de fagon
independante, ensuite, ils efFectuent une fusion des trois images de contours par une
fonctionnelle, avec des contraintes sur la normalisation, la plausibilite et la correlation
des donnees. Chu et Aggarwal [7] estiment par maximum de vraisemblance une solution
initiate pour la position des contours fusionnes puis rafiment cette solution par une mi-
nimisation de la courbure des contours. Ensuite les regions resultantes, entourees par ces
contours, sont fusionnees pour creer des regions compactes et sufiisamment grandes.
La fusion des contours donne lieu a des precedes complexes, c'est pourquoi la seconde
approche consiste plutot a trouver une seule image de contours directement de 1'image
multispectrale. Djurie et Fwu [14] utilisent la theorie Bayesienne pour selectionner la
meilleure hypothese quant au nombre de contours et a leur localisation, et ce, directement
a partir de 1'image multispectrale. Scharcanski et Venetsanopoulos [29] developpent un
gradient couleur defini comme une difference dans les statistiques locales du champ vec-
toriel representant 1'image. Di Zenzo [13], Novak et Shafer [28], Lee et Cok [25], Cumani
[8, 9] et Drewniok [16, 15] developpent un autre gradient multispectral par difFerentes
methodes. Ce gradient permet aux difFerentes bandes de cooperer entre elles, c'est-a-dire
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qu'un contour dans une direction, dans une bande, renforce (une plus grande plausibi-
lite) un contour occupant la meme position dans la meme direction, mais dans une autre
bande. Di Zenzo utilise les tenseurs pour definir ce gradient. Novak et Shafer utilisent la
matrice du Jacobien mais uniquement pour trois bandes. Lee et Cok utilisent les champs
vectoriels. De plus, ils prouvent que lorsque les signaux des differentes bandes sont cor-
relies, Ie gradient multispectral donne un meilleur rapport signal/bruit que la somme des
carres des gradients individuels. Cumani obtient Ie meme gradient par calcul differentiel.
De plus, il definit une mesure de contraste directionnel au carre que nous utilisons pour
deriver notre Laplacien multispectral. En utilisant cette mesure de contraste, il definit
la deuxieme derivee dans la direction du gradient. Les contours correspondent aux pas-
sages par zero de cette derivee. II obtient cependant une mdetermination de signe qui
genere plusieurs faux passages par zero qui ne sont pas des contours. II tente d'eliminer
ces passages par zero par une methods subpixel. Finalement, Drewniok generalise au
multispectral Ie gradient couleur de Novak et Shafer, par la matrice du Jacobien.
Pour definir Ie Laplacien multispectral, nous derivons la fonction de contraste de Cumani
dans une direction quelconque u afin d'obtenir une deuxieme derivee directionnelle. Celle-
ci permet de definir Ie Laplacien multispectral.
1.3 Laplacien multispectral
Une image multispectrale est formee de plusieurs bandes (e.g. trois images dans Ie cas de la
couleur, sept dans Ie cas Landsat-TM). Elle peut etre vue comme la fonction f : R=> Rm
ou m est Ie nombre de bandes. Cette fonction fait correspondre a un point (x,y), un
vecteur de fonctions f(x,y) = (fi(x,y), f^(x,y),..., fm{x,y)). Ainsi, pour m = 1, nous
avons Ie cas des images monochromatiques. Pour plus de lisibilite, nous omettrons les
(re, y) dans les prochaines expressions.
1.3.1 Fonction de contraste
Dans cette section, nous rappelons les definitions necessaires pour Pelaboration de notre
Laplacien multispectral. L'idee principale consiste a chercher une mesure du contraste
dans 1'image et 1'utiliser pour definir un Laplacien. Le contraste multispectral est defini
comme etant une mesure de la longueur du vecteur des derivees et ce, dans une direction
u quelconque. Cette longueur peut etre calculee par une norme (module). Ce vecteur a








Nous cherchons la direction r/>, qui correspond a la plus grande pente de la fonction, c'est-
a-dire telle que |||i|| est maximale. \\v\\ represente la norme ou Ie module de v. Dans Ie
cas de la norme Euclidienne, nous avons:
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Du definit done une mesure du contraste au carre dans une direction u quelconque.
Le contraste maximal, \rnax, correspond a la plus grande valeur propre de J*J, ou J est









et J* est sa transposee. La direction de cette variation maximale, 77 correspond au vecteur




>^=E+G+V(E~G?+4F1 et ,=±(F,X^-E). (1.2)
Done, \max et r{ sont Ie module au carre et la direction du gradient multispectral. Notons
que la composante en y de 77, soit \max ~ E, est toujours positive alors que la compo-
sante en x, soit F, peut etre positive ou negative. Le lecteur interesse pourra trouver un
complement dans [8, 13, 15].
1.3.2 Definition du Laplacien multispectral
Dans cette section, nous developpons notre Laplacien multispectral. Le Laplacien est un
operateur du second ordre qui peut etre defini comme fw + fpp ou fw et fpp sont les
deuxiemes derivees directionnelles de f dans une direction v = (^i,^) quelconque, et
dans la direction p= (—v^^v^) perpendiculaire a v respectivement. La deuxieme derivee
directionnelle de f dans une direction u quelconque peut etre definie, a partir de la
fonction de contraste multispectral au carre (equation 1.1), de la fagon suivante:
<9(±v/%) _ , (Exu\ + (2F, + ^)n?U2 + (2Fy + G,)u^ + Gynj'
EUU =—^ — = =t I—=' —^7=—' ^——) H-9u ~ \ (l^Du
OU EX, Ey^ FX, Fy, Gx et Gy representent les derivees en x et en y de E^ F et G respecti-
vement. Et ant donne que nous derivons la valeur absolue de la fonction de contraste, il
reste done une indecision quand au signe de la derivee seconde. L'equation du Laplacien
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est done:
/E^vt + (2^ + ^>i2^ + (2Fy + ^)vi^j + GyV^
L = fuu + foD = ~^
2^/Dff
( -E^ + (2^ + Ey)v^ -^Fy + G,)^i2 + GyVJ
2^,'Dp
A cause de la geometric du plan image, les meilleures directions a utiliser sont les di-
rections des axes x et y. Pour ce faire, nous remplagons v = (1,0), soit 1'axe des x,
et u = (0,1), soit Faxe des y, dans Pequation 1.4. Nous trouvons done une expression
simplifiee pour Ie Laplacien correspondant a fxx + fyy:
L-K(^)+(^))
Nous avons quatre possibilites pour L. Nous devons choisir une de ces possibilites en
determinant Ie signe des contrastes en x et ?/, car c'est Ie signe du contraste qui determine
Ie signe de 1'equation 1.3. Selon 1'equation 1.1, les contrastes en x et y sont Jsz^/E et ±^/G
respectivement. La composante en x de 1'orientation du gradient, 77, nous indique Ie signe
du contraste en x et la composante en y de rj nous indique Ie signe du contraste en y.
Etant donne que \max ~ E est toujours positif, nous fixons Ie contraste en y a +VG. Le
signe de F (voir equation 1.2) nous permet done de determiner Ie signe du contraste en
x par rapport a celui en y, soil ±^/E. Maintenant, nous pouvons exprimer L de la fa^on
suivante:
±if^+^) siF>0L={ ^2\VEJ ^ ^ -^- ^
^(-^+^) -F<".
1.3.3 Probleme de Porientation
Selon Pequation 1.6, nous avons encore deux possibilites pour Ie Laplacien, soit ±|L|.
Ceci est du au fait que Porientation du gradient multispectral, 77, est definie comme un
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vecteur propre et done, son signe n'est pas specifie (voir equation 1.2). Etant donne que la
composante en y de rf, \max~E, est positive, Porientation calculee se situe dans I'intervalle
[0,7r]. II y a done une confusion entre 0 et O+TT. Selon la procedure decrite precedemment
pour obtenir Pequation 1.6, ce sont les signes des composantes de r{ qui determinent Ie
signe du Laplacien. La confusion d'orientation de rj cause done une inversion du signe du
Laplacien. Prennons par exemple deux pixels voisins dont les Laplaciens sont de signes
opposes. Nous avons deux cas possibles. Le premier cas est qu'un contour passe entre
les deux pixels et alors les orientations des gradients sont coherentes (i.e. la diflference
entre les deux orientations est inferieure a un seuil). Le deuxieme cas est celui ou aucun
contour ne passe entre les deux pixels. La difference de signes des Laplaciens est done due
a une incoherence dans les orientations. Dans Ie deuxieme cas, il est possible de corriger Ie
Laplacien en inversant son signe pour un des deux pixels. Ces situations de changements
brusques d'orientation se font essentiellement aux endroits ou la tangeante du contour
est verticale car Pintervalle de 1'orientation est [0,7r] (voir figures 1.3, 1.5.a et 1.5.b).
La procedure que nous utilisons pour corriger Ie Laplacien se
base sur Ie fait que dans les endroits ou Ie gradient a un sens
(regions voisines des contours de type marche), il ne devrait pas
y avoir de changements brusques de son orientation, c'est-a-dire
superieur a un seuil. Nous fixons ce seuil pour les changements
brusques d'orientation a ?r/2. Si dans ces endroits, nous trouvons
Figure 1.3 - Exemple
un tel changement, nous modifions 1'orientation de TT. Cette cor- ^g contour avec
rection ne concerne pas les regions d'intensite constante puisque i onemanon au gra-
dient multispectral a
Ie vecteur gradient est mil. Ainsi, nous n'efFectuons la correction auelaues uoints.
que dans les regions autour des contours, c'est-a-dire ou \max est
superieur a un certain seuil. Nous prennons un pixel appartenant a une de ces regions et,
considerant que son orientation est correcte, nous propageons la correction dans toute la
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region grace a un algorithme de remplissage de taches utilise en infographie [19].
1.3.4 Algorithme
L'algorithme de detection de contours sur une image multispectrale par Ie Laplacien
comporte quatre etapes. La premiere consiste a calculer les derivees premieres et secondes
de chaques bandes en a; et y a Paide de convolutions de ces bandes avec les derivees
partielles de la Gaussienne de parametre a. Ensuite, pour chaque pixel de Pimage, nous
calculons Ie module et Porientation du gradient, \max et r}, a 1'aide de 1'equation 1.2, et Ie
Laplacien, L, a 1'aide de Pequation 1.6. La troisieme etape consiste a corriger Ie Laplacien.
Pour ce faire, nous balayons 1'image pour trouver un pixel non traite ou \max est superieur
a un seuil S. Ce pixel sert de germe pour la correction. Nous marquons ce pixel comme
etant traite. Nous balayons colonne par colonne (ou ligne par ligne) la region definie par
tous les pixels connexes au germe et dont \max est superieur a S. Ce balayage s'efFectue
en partant du germe et en s'assurant que chaque paire de pixels compares contient un
pixel traite et un non traite. Pour chaque paire de pixels, si la difference d'orientation est
superieure a 7T/2 et inferieure a 37T/2, alors nous modifions 1'orientation de TT et inversons
Ie signe de L du pixel non traite. Ensuite, nous marquons ce pixel comme etant traite.
Nous continuous a balayer Pimage et appliquons la correction a une autre region jusqu'a
ce que Ie balayage de 1'image soit complete. La quatrieme etape consiste a detecter les
passages par zero du Laplacien. Pour chacun des pixels, s'il n'est pas deja marque comme
un passage par zero, nous comparons dans quatre directions (0, 7T/4,7T/2 et 37r/4). Quand
il y a changement de signe dans une des directions, nous marquons Ie pixel, dont la valeur
absolue du Laplacien est la moins elevee, comme etant un passage par zero. Le resultat
final de cet algorithme est une image binaire indiquant la position des contours detectes.
Dans cet algorithme, il y a deux parametres a fixer. Le premier est Ie parametre a- de
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la Gaussienne. Ce parametre influence Ie voisinage sur lequel les derivees sont calculees.
c'est-a-dire Ie niveau de lissage de I'image. Le deuxieme parametre est Ie seuil S sur
^max- Ce seuil determine sur quels pixels s'efFectuera la correction du Laplacien. Plus ce
seuil est bas et plus il y a de pixels dans la correction. A ces deux parametres propres
a 1'algorithme, peut etre ajoute un deuxieme seuillage sur \max servant a eliminer les
points de contours correspondants au bruit.
1.4 Resultats
Dans cette section, nous discutons des resultats obtenus sur des images synthetiques et
reelles avec notre Laplacien multispectral.
La figure 1.4 montre une image couleur synthetique bruitee (figures 1.4a, 1.4b, 1.4c)
fabriquee de fagon a ce que 1'intensite soit constante (figure 1.4d). II est done evident que
Putilisation d'un detecteur Laplacien sur 1'image d'intensite ne fournirait aucun contour.
L'image 1.5a montre Ie Laplacien multispectral avant correction. Nous pouvons noter Ie
probleme d'orientation decrit a la section 1.3.3. A cause du bruit, Ie Laplacien oscille
entre Ie positif et Ie negatif dans les regions de contours verticaux. La figure 1.5b montre
les passages par zero de 1'image 1.5a. Nous remarquons que nous avons des faux passages
par zero qui ne sont pas dus au bruit. La figure 1.5c montre les passages par zero apres
la correction du Laplacien. Cette correction induit de nouveaux contours qui sont en fait
les frontieres des regions de correction. Ces contours possedent un \max faible et done ils
peuvent etre elimines par un seuillage (figure 1.5d). La figure 1.7a presente Ie resultat
du Laplacien multispectral sur une image couleur (figures 1.6a, 1.6b et 1.6c). La figure
1.7b presente les contours obtenus a partir du Laplacien de 1'image d'intensite de cette
meme image (figure 1.6d). II est a noter que les deux images de contours sont semblables.
Ceci montre la validite de notre Laplacien multispectral dans Ie cas des contours de type
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marche. Par contre, les lignes (voir cotes de 1.7a) out genere deux contours indesirables.
Ceci est du au fait qu'aux points centraux des lignes, la derivee premiere est nulle et
cela fausse la correction du signe du Laplacien. Comme nous Ie voyons, cette nouvelle
technique donne d'excellents resultats sur cette image simple. ]V[alheureusement, ce n'est
pas Ie cas sur des images complexes. En effet, la correction du Laplacien est sensible au
seuil (figures 1.9a et 1.9b) c'est-a-dire qu'elle a tendance a induire de nouveaux contours
aux frontieres des zones de correction. Ces faux contours sont difficiles a eliminer par un
seuillage simple dans Ie cas des images de texture car parfois ils out un \max plus eleve
que celui des vrais contours. Cependant, nous pouvons remarquer que les triangles du
chapeau sont mieux detectes en 1.9a et 1.9b qu'en 1.9c.
1.5 Conclusion
Dans ce chapitre, nous avons presente un nouveau detecteur de contours Laplacien pour
les images multispectrales construit a partir de la fonction de variation de constraste
presentee par Cumani [8]. Le developpement d'un tel Laplacien peut etre utile dans plu-
sieurs themes de la vision par ordinateur et du traitement d'image: detection de jonctions,
reconstruction 3D, etc.
Ce Laplacien multispectral donne des resultats valides a un signe pres. Cependant il est
sensible au seuil et presente un probleme dans Ie cas des contours de type ligne. Pour
reduire la sensibilite au seuil, la determination des regions de correction pourrait etre
amelioree. Dans Poptique de cerner Ie probleme des lignes et autre types de contour, il
serait interessant de verifier Ie comportement du Laplacien multispectral en considerant
difFerents types de contours.
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Figure 1.5 - Resultats sur I'image couleur 1.4 (l-4a? 1-4^? 1-4C)- (a) Laplacien multispec-
tral non corrige (a = 4.). (b) Passages par zero de a. (c) Passages par zero du Laplacien
corrige. Les pixels corriges sont ceux dont Ie module de gradient, \max, ^st dans les 10%




Figure 1.7 - (a) Contours de I'image couleur obtenus par Ie Laplacien multispectral (a' =
3) sur I'image de papier (1.6 a, 1.6b et 1.6c). (b) Contours de I'image d'intensite obtenus
par Ie Laplacien sur Vimage 1.6. d (a = 3/
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(d)
Figure 1.8 - Image reelle d'Ariane. (a) Bande rouge, (b) Bande verte. (c) Bande bleue.
(d) Image d'intensite.
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Figure 1.9 - (a) Passages par zero du Laplacien multispectral non corrige de I'image
d'Ariane (1.8.a, 1.8.b et 1.8.c). (b) Passages par zero du Laplacien multispectral corrige.
(c) Passages par zero du Laplacien de I'image 1.8.d.
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CHAPITRE 2
DETECTION DE CONTOURS DE
TEXTURE
2.1 Introduction
La texture est un element omnipresent dans la realite. Chaque surface possede sa texture
propre. La texture est done un indice important dans la perception de la nature de la
surface observee. L'etre humain utilise la texture pour la perception de 1'environnement,
en particulier la reconstruction 3D. Nous distinguons aussi les frontieres entre les regions
de textures difFerentes, meme si 1'intensite moyenne est la meme dans les deux regions
[18]. Dans certains domaines d'applications de la vision artificielle, il est essentiel de pou-
voir detecter les frontieres entre les difFerentes regions de texture. Pensons simplement a
Panalyse de scenes ou la texture est utilisee pour identifier les difFerents types d'objets.
En imagerie medicale, la texture peut servir a caracteriser les tissus et a 1'aide au diag-
nostique [34]. En recherche d'images par Ie contenu, la texture est un element important
pour trouver les images semblables a une image donnee [1]. Mentionnons, comme autres
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exemples d'applications, Pinspection automatique et Panalyse de documents 18, 34].
Malheureusement, dans plusieurs methodes utilisees pour la detection de contours, 1'as-
pect texture est sou vent neglige. Des hypotheses simplificatrices sur les niveaux de gris
sont prises en compte et, Ie plus souvent, c est Ie niveau de gris moyen seulement qui
est analyse [22, 34]. Par consequent, ces methodes, appliquees aux images de texture,
resultent souvent en une abondance de contours (entre les elements de texture) tout en
ne detectant pas clairement les frontieres entre les regions (figures 2.7b et 2.8b).
Ce chapitre presente une nouvelle approche pour la detection de contours entre les re-
gions texturees. D'abord, nous presentons un survol de 1'analyse de texture en detaillant
plus particulierement la detection de contours. Nous presentons ensuite notre nouvelle
approche basee sur les moments locaux. Ensuite, nous presentons quelques resultats avant
de conclure.
2.2 L'analyse de texture
La texture etant un element important de la perception humaine, son analyse joue un role
essentiel dans certaines applications. Dans cette section, nous presentons quelques defi-
nitions de la texture, un survol des methodes de representation de texture, les problemes
relies a Panalyse de texture et parmi ces problemes, nous detaillons plus particulierement
la detection de contours entre regions de texture.
2.2.1 Definition de la texture
Par les exemples presentes en introduction, nous voyons que la texture peut servir de
differentes manieres. Cette realite se reflete sur la definition de texture. En efFet, aucun
concensus ne s est forme car chacun utilise la definition de texture qui sied Ie mieux a son
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application. II n'existe done aucune definition universelle de la texture [35]. Tuceryan et
Jain [34] citent quelques definitions prises dans differents articles qui demontrent bien ce
fait. Une de ces definitions presente la texture comme une structure d'elements repetitifs,
appeles primitives, arranges selon une regle de placement deterministe ou stochastique.
La texture implique une distribution spatiale des niveaux de gris. Elle peut etre per-
gue a diverses resolutions de 1'image, 1'exemple classique de ce phenomene etant Ie mur
de briques. A une distance lointaine, nous apercevons un ensemble de briques (macro-
textures) placees de fa^on deterministe, mais a une distance plus rapprochee (quelques
briques dans Ie champ de vision), Ie grain de la brique est maintenant visible et est
pergu comme une texture (microtexture) aleatoire. Une region est consideree texturee
si Ie nombre de primitives presentes dans cette region est grand. La texture peut etre
decrite par des attributs statistiques, syntaxiques, morphologiques ou qualificatifs comme
uniformite, densite, grossierete, linearite et directionnalite.
2.2.2 Methodes de representation de texture
Comme la definition de texture varie d'une application a 1'autre, il est evident qu'aucune
methode de representation de texture n'est adequate pour toutes les applications [34].
II existe trois grandes categories de methodes: statistiques, basees sur un modele, et de
traitement de signal
• Les methodes statistiques out ete utilisees tres tot etant donnee la nature aleatoire
de la texture. Dans ces methodes, la texture est caracterisee par les statistiques de
premier ordre, calculees a partir des niveaux de gris ou de leur distribution, telles
la moyenne, la variance, la mediane ou les moments d'ordre superieur.
Les methodes statistiques comprennent aussi des statistiques du second ordre sur
la matrice de co-occurrence. Cette matrice fait ressortir certaines proprietes sur la
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distribution spatiale des niveaux de gris. Le nombre de paires de pixels situes a
une distance d, selon une direction 0, ayant des niveaux de gris i et j, est 1 entree
i,j de la matrice. Done, il faut calculer une matrice pour chaque d et chaque 9
voulus. Plusieurs statistiques sont calculees a partir de cette matrice telles Penergie,
1'entropie, Pinertie, 1'homogeneite locale et la correlation [35]. Des caracteristiques
perceptuelles comme Ie contraste, Phomogeneite, la grossierete et la directionnalite
sont aussi calculees a partir de la matrice de co-occurrence [2].
Les methodes basees sur un modele permettent, non seulement de decrire la texture,
mais aussi de la synthetiser. Parmis ces methodes, il y a Ie modele autoregressif. Ce
modele stochastique permet de modeliser les interactions spatiales entre les pixels
d'une image [1]. L'intensite du pixel depend de ses voisins et les erreurs commises
a chaque pixel sont supposees independantes. Un deuxieme modele, Ie modele des
champs markoviens, suppose aussi que 1'intensite a un pixel depend uniquement de
ses voisins. Par contre, les erreurs commises sont supposees dependantes. Ces mo-
deles representent bien les microtextures mais moins bien les macrotextures, c'est
pourquoi il est preferable d'effectuer un test d'homogeneite avant de les utiliser
[34]. Ces modeles sont estimes en evaluant des parametres de texture. En dernier
lieu, Ie modele fractal tente de representer les textures qui presentent la particula-
rite d'avoir les memes caracteristiques, peu importe la resolution [34]. Un exemple
classique de fractale naturelle est la fougere.
Plusieurs etudes psychophysiques montrent que Ie systeme visuel humain efFectue
une analyse spatiale et frequentielle par filtrage de 1'image [27, 34]. Suivant cette
approche, certaines proprietes des images filtrees sont calculees telles: Ie spectre de
Fourier, la phase et les points stationnaires de la phase. Pour conserver les proprietes
locales de Fimage, certains auteurs utilisent Ie filtre de Gabor [34].
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2.2.3 Problemes relies a Panalyse de textures
II existe plusieurs themes de la vision artificielle et du traitement d'images dans les-
quels il s'effectue de 1'analyse de texture. Citons la classification, la segmentation et la
reconstruction 3D. Nous presentons ces trois themes brievement dans cette section.
• La classification de texture consiste a decider a quelle categorie de texture 1'image
appartient [34]. II faut done avoir des connaissances a priori des categories de
texture. En premier lieu, les parametres du modele de texture sont determines et
ensuite, les techniques de classification sont appliquees. Une partie importante du
travail de classification consiste done en fait a trouver un modele adequat pour
representer la texture. La classification est la methode la plus utilisee dans les
applications comportant de la texture. Par exemple, elle est utilisee en analyse de
scenes pour tenter de discriminer les differents objets.
• La segmentation de texture consiste a separer les differentes regions texturees dans
une image. Cette etape peut etre utilisee avant d'effectuer une classification de
texture. Deux approches sont utilisees, similairement a la segmentation reguliere,
c'est-a-dire 1'approche basee sur les regions, et Papproche basee sur les contours
[34]. La premiere approche consiste a regrouper les pixels en petites regions qui out
les memes proprietes de texture. Ces regions sont ensuite fusionnees iterativement
jusqu'a Pobtention de plus grandes regions homogenes par rapport a un critere
predefini. Les difFerentes regions sont separees par des contours fermes. Cependant
la segmentation en region est sensible a la maniere de regrouper les pixels (partition
initiale). Elle souffre du probleme de sous-segmentation ou de sur-segmentation. Les
difFerentes regions sont toujours separees et leurs contours fermes. L'approche basee
sur les contours consiste a localiser les frontieres des regions de texture adjacentes.
Cette approche produit des frontieres de regions mieux localisees, cependant les
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Figure 2.1 - Reduction et compression
contours ne sont pas automatiquement fermes. Cette approche peut etre duale a la
fusion si elle produit des contours fermes. Dans la section 2.2.4, nous allons detailler
quelques approches existantes pour detecter les contours de texture, puisque la
detection de contours de texture constitue la finalite de ce chapitre.
Les variations de texture sont des indices de la forme des objets. Effectivement,
les primitives de texture se deforment sous 1'efFet de la projection perspective (voir
figure 2.1). En mesurant cette deformation, il est possible de retrouver Porientation
des surfaces.
2.2.4 Contours de texture
Les contours de texture peuvent etre definis comme la frontiere entre deux regions ayant
des textures perceptuellement differentes [33]. Habituellement, les detecteurs Laplacien et
gradient sont utilises pour extraire les contours de type marche; c'est-a-dire les contours
correspondant a un point d'inflexion de 1'image, convoluee avec un filtre passe-bas. Ce-
pendant, il existe des contours visibles ne correspondant pas a un point d'inflexion de
Pimage lissee (figure 2.7a). En d'autres termes, la moyenne locale des niveaux de gris
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d'une telle image reste constante [33]. Un detecteur Laplacien ou gradient ne trouve done
pas ces contours.
Pour cela, des detecteurs de contours de texture out ete developpes [33, 30, 22, 18, 27,
21, 23, 17, 36]. Parmi les detecteurs de contours de texture existants, mentionnons les
suivants. Thompson [33] a developpe un detecteur de contours incorporant plusieurs in-
dices de texture. Ce systeme est base sur un operateur de differences entre deux regions.
Les differences de plusieurs caracteristiques de texture sont combinees en somme ponde-
ree. Ensuite, les contours sont trouves aux maxima de ces differences. Souza [30] calcule
des tests statistiques bases sur un voisinage pour chaque point d'un signal unidimen-
tionnel. Certains de ces tests permettent la localisation des frontieres de regions ayant
des moyennes difFerentes, d'autres; les frontieres de regions ayant des moyennes egales
mais des variances difFerentes. Kashyap et Eom [22] utilisent un modele de correlation
pour estimer les parametres de texture dans un petit voisinage. Ensuite, Pexistence et
la position d'un contour sont estimes par une methode de maximum de vraissemblance.
Eom et Kashyap [18] estiment les parametres d'un modele de texture autoregressif a
Paide d'une methode de maximum de vraissemblance. Ensuite, ils detectent la presence
d'un contour par un test d'hypothese. Manjunath et Chellappa [27] utilisent les filtres de
Gabor multiresolution pour trouver les frontieres entre regions d'intensite ou de texture.
Une autre fagon de proceder est de detecter les contours de regions homogenes en appli-
quant une methode utilisee pour les contours d'intensite sur une image de caracteristiques
de texture. En effet, ces caracteristiques devraient etre a peu pres constantes pour une
meme region de texture et etre difFerentes aux frontieres [21]. Notre approche se situe
dans cette optique, c'est-a-dire que nous utilisons comme caracteristiques, les moments
locaux des niveaux de gris, puis nous appliquons sur les images de moments un detecteur
de type gradient ou Laplacien pour trouver les frontieres. Mentionnons quelques autres
detecteurs qui utilisent ce genre d'approche. Khotanzad et Chen [23] out propose de cal-
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culer les parametres d'un modele autoregressif. Ces parametres sont calcules pour chaque
point de 1'image a partir d'un voisinage. Ensuite un filtre Sobel 3x3 est passe sur chaque
image de parametre et une combinaison des resultats les plus significatifs de ces filtrages
est utilise. Cette combinaison est la racine carree de la somme des carres de ces reponses.
Dunn et al. [17] filtrent d'abord 1'image avec un filtre de Gabor et ensuite appliquent Ie
detecteur de contours de Canny [6]. Yhann et Young [36] commencent d'abord par eti-
quetter les differentes regions de texture et ensuite trouvent les frontieres de ces regions
a 1'aide d'un detecteur de contours d'intensite.
2.3 Une nouvelle approche pour la detection de contours
de texture
Comme mentionne dans la section 2.2.4, il existe des contours visibles ne correspondant
pas a un point d'inflexion de Pimage lissee et done un detecteur se basant uniquement sur
Ie niveau de gris moyen ne peut localiser ces contours. Cependant, les moments d'ordre
superieur peuvent presenter des points d'inflexion. A titre d'exemple, la moyenne des
niveaux de gris de 1'image de la figure 2.7a est constante (la figure 2.7b presente une
detection de contours d'intensite sur 2.7a), mais la variance (figure 2.7c) presente des
contours de type marche (figure 2.7d). Le deuxieme moment (la variance) est particu-
lierement important car il caracterise Ie degre de contraste dans les niveaux de gris. Le
troisieme moment caracterise 1'asymetrie de 1'histogramme de la texture et Ie quatrieme
caracterise la platitude de Fhistogramme [20]. Ces statistiques peuvent etre calculees a
partir de Phistogramme. Cependant, cette fagon de faire ne tient pas compte de 1'infor-
mation spatiale et permet seulement d'avoir des statistiques globales ne permettant pas
P extraction des contours. Ainsi, nous les estimons sur un voisinage de pixels plutot que
sur Pimage entiere, de fagon a ce qu'ils soient relativement constants pour une meme
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region de texture. Nous appelons contours de texture, les points d'inflexion de ces mo-
ments. Notre approche pour la detection de contours de texture consiste a calculer les
moments locaux et a extraire les contours de ces images a 1'aide d'un detecteur gradient
ou Laplacien. Nous n'avons aucune preference quant au detecteur utilise.
Un probleme sous-jacent concerne la combinaison des contours calcules a partir de chaque
image de moment. Pour regler ce probleme, nous nous plaQons dans Ie cas multibande; les
moments forment un vecteur d'images (une image multibande: R2 =^ Rm). Dans notre cas,
la detection de contours de texture s'apparente done a la detection de contours dans les
images multispectrales (c.f. section 2.3.2). Le detecteur de contours multispectral prend
en entree une image multibande et fournis une seule image de contours (f : R =^ R).
Nous aliens maintenant presenter la detection des contours par les moments et ensuite,
la combinaison de ces contours.
2.3.1 Detection de contours a Paide des moments locaux
Le calcul des moments locaux d'ordre n d'une image I au point (x,y) s'efFectue de la
maniere suivante:
Mn(x,y) = E^[(I(u^) - E^[I(s,t)])n]
ou E^^y)[h(u,v)] est Pesperance d'une fonction quelconque h(u^v) calculee sur un voi-
sinage du point (x^y). Pour simplifier, E^,y)[h(u,v)] peut etre definie comme etant la
convolution de h(x, y) et de la Gaussienne d'echelle (7m, 9a-m(x^ y)- Par exemple, Ie calcul
de 1'image de variance est effectue comme suit:





De cette maniere, les moments sont done calcules sur un voisinage circulaire et pondere.
Les moments d'ordre superieur sont couteux en temps de calcul, cependant, il existe des
algorithmes pour les calculer efficacement [26]. Pour fixer les idees, la figure 2.7c presente




Figure 2.2 - (a) Contour de type marche. (b) Variance. (c) Premiere derivee de la va-
rzance.
Nous discutons maintenant du comportement de la variance et de sa derivee, calculee a
Paide d'une convolution avec la derivee de la Gaussienne de parametre a-drn^ dans Ie cas de
trois types de contours: marche, double marche et texture. La variance d'un contour de
type marche (figure 2.2a) est un profil de ligne (figure 2.2b) et done sa derivee presente un
passage par zero au point de contour (figure 2.2c). Dans Ie cas d'un contour de type double
marche (figure 2.3a), la variance presente deux maxima symetriques de chaque cote du
contour lorsque o-m est assez petit par rapport a sa largeur (figure 2.3b). Cependant, si
<7m est beaucoup plus grand, il y aura un seul maximum (figure 2.3c). La derivee de la
variance presente done toujours un passage par zero a 1 emplacement du contour. Si Orn
est petit par rapport a o-dm, ou Ie contraire, il n'y a qu'un seul passage par zero (figures
2.3d et 2.3e) , tandis que si o-m et a dm sc)nt petits, il y aura trois passages par zero (figure
2.3d). Pour un contour de texture (figure 2.4a), dont la moyenne des intensites est la
meme dans les deux regions, la variance (figure 2 Ac) presente un profil de marche alors
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Figure 2.3 - (a) Contour de type double marche. (b) Variance (o-m petit), (c) Variance
((Trn grand). (d) Premiere derivee de la variance (am grand et a dm petit), (e) Premiere
derivee de la variance (a^n Petit et a dm gra'nd). (f) Premiere derivee de la variance (o-m
et a dm petits).
2.3.2 Combinaison des types de contours
Rappelons que 1'objectif est de recuperer les contours significatifs de 1'image originale et
des difFerentes images de moments. Si un tel contour est present dans une ou plusieurs
images, il devrait etre present dans 1'image de contours de texture. Comme dans Ie
cas multispectral decrit au chapitre 1, nous pouvons utiliser deux types d'approches:
fusionner les contours et trouver les contours sur une image multibande. Puisque la fusion
des contours est assez complexe, nous choisissons la deuxieme option, Pimage multibande
etant formee de 1'image originale et des differentes images de moment. Pour trouver les
contours de cette image multibande, nous utilisons un detecteur multispectral comme
celui decrit dans Ie chapitre 1. Cependant, 11 peut arriver qu'un contour soit present dans
plusieurs images, mais sous une forme differente. Par exemple, un contour de type marche
dans Pimage d'intensite se traduit par un contour de type double marche dans Pimage de
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(a) (b) (c)
Figure 2.4 - (a) Contour de texture, (b) Moyenne. (c) Variance.
variance (figure 2.9a et 2.9c). Nous voulons que Ie detecteur nous donne un seul contour
et non deux. Done, dans ce cas, nous voulons privilegier Ie contour d'intensite plutot que
de variance en ajoutant une ponderation a chaque image. Notre vecteur d'images devient
alors f = (a^I(x, y), a^M^x, y), . . .).
Pour pouvoir utiliser un detecteur multispectral (gradient ou Laplacien), nous posons
une condition, qui est que les informations dans les difFerentes bandes doivent etre correl-
lees. En efFet, il serait inutile d'essayer d'integrer des bandes totalement independantes.
Comme les moments sont calcules a partir de Pimage d'intensite, cette condition est res-
pectee. De plus, dans Ie calcul des moments, nous avons deja un efFet de lissage puisqu'ils
sont calcules a Paide de convolutions avec une Gaussienne. Nous avons un second efFet
de lissage dans Ie calcul des derivees partielles des moments. Pour Fimage d'intensite,
nous n'avons que 1'efFet de lissage du au calcul des derivees. Pour que la difference des
niveaux de bruit soit reduite au maximum, il faut ajuster Pechelle utilisee pour calculer
les derivees des moments pour que Ie lissage total des moments soit approximativement
Ie meme que Ie lissage de Pimage originale, c'est-a-dire, dans Ie cas ou tous les ai sont
al:
ffdi^ \/Crm+Ordm
ou Odi est Pechelle utilisee pour calculer les derivees de 1'image originale, am est 1'echelle

















Figure 2.5 - Module du gradient multispectral sur la moyenne et la variance d un contour
de type marche. (a) a dm gra-nd par rapport a o-m. (b) et (c) o-m grand par rapport d o-dm-
Pour illustrer 1'effet de o-m et de o-dm? nous regardons Ie module du gradient multispectral
pour des contours de type marche et double marche. Dans Ie cas d'un contour de type
marche, la combinaison de la moyenne et de la variance, par Ie gradient multispectral,
tend vers un seul maximum (figure 2.5a) si a dm augmente par rapport a a^n et vers deux
maxima symetriques de chaque cote du contour (figures 2.5b et 2.5c) quand o-m augmente
par rapport a a^m- Dans Ie cas d'une ligne, quand o-m et a-dm sont petits, par rapport
a la largeur de la ligne, la combinaison de la moyenne et de la variance presente quatre
maxima (figure 2.6a) alors que dans les autres cas, elle presente deux maxima symetriques
















Figure 2.6 - Module du gradient multispectral sur la moyenne et la variance d'un contour
de type double marche. (a) o-m et o-dm sont petits. (b) o-m grand et o-dm petit, (c) o-m petit
et (Jdm grand.
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Nous pouvons done resumer 1'algorithme comme suit:
1. Calculer la moyenne de 1'image originale.
2. Calculer les moments d'ordre superieurs.
3. Utiliser Ie gradient multispectral ou Ie Laplacien multispectral pour trouver les
contours avec une image multibande dont les differentes bandes sont les images de
moyenne et des moments.
Le detecteur de contours de texture a un parametre propre a lui, c'est-a-dire o-m qui est Ie
parametre de la Gaussienne servant au calcul des moments. Dependemment de la finesse
de la texture, il peut etre utile de modifier ce parametre. Les autres parametres sont
ceux du detecteur multispectral tels que presentes au chapitre 1. a dm correspond au o- du
chapitre 1.
2.4 Resultats
Nous avons teste Ie detecteur de textures sur des images de synthese et des images reelles.
La figure 2.7a presente une image synthetique a une bande construite de fa^on a ce que
Ie niveau de gris moyen soit Ie meme dans les trois regions alors que la variance du
bruit varie. Comme 1'image 2.7b Ie montre, une detection de contours de type gradient
(cr^ = 4.12) ne donne pas des contours entre les regions qui sont pergues difFerentes par
1'oeil. La figure 2.7c presente 1'image de variance (o-m = 1) obtenue a partir de Pimage
2.7a. Les contours a 1'echelle adm = 4 de 1'image de variance sont presentes a la figure 2.7d.
Les contours des trois regions sont visibles. La figure 2.8a presente une image de plusieurs
textures naturelles. La figure 2.8c presente 1'image de variance calculee a 1'echelle 0-^=3.
Les figures 2.8b et 2.8d sont les resultats de la detection des contours des images 2.8a et
2.8c respectivement (a^ = 5, o-dm = 4). Nous remarquons de meilleurs contours entre les
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regions dans Fimage 2.8d. L'image 2.8e presente Ie resultat de la detection de contours
en utilisant a la fois 1'image d'intensite et 1'image de variance (o'di = 5, adm = 4). Pour ce
faire, nous avons utilise Ie detecteur gradient multispectral. Sur cette image, Ie contour de
la zone de droite est mieux ferme que dans 2.8d et Ie contour du coin superieur gauche de
2.8b est conserve. En revanche, une partie du contour de la region inferieure de 2.8d est
perdue. Nous n'avons pas cherche la ponderation optimale des deux images. En efFet, nous
avons utilise Oi = 1, V%. La figure 2.9 presente Ie resultat d'une detection de type Laplacien
sur 1'image 1.6b. Cette image presente un contour de variance a Pinterieur du rectangle
en bas a gauche. Comme on Ie voit sur la figure 2.9c, ce contour n'apparait pas. Par
centre, il apparait clairement sur les figures 2.9b et 2.9d qui sont respectivement 1'image
de variance (o-m = 1) et ses passages par zero du Laplacien (adm = 2.83). Les contours
des autres rectangles sont soit doubles ou disparus. La figure 2.9d presente les passages
par zero du Laplacien multibande developpe a la section 1.3 (o-di = 3,0dm = 2.83). Les
contours de type marche des deux images sont conserves.
2.5 Conclusion
Dans ce chapitre, nous avons presente un apergu de 1'analyse de texture ainsi qu'une
nouvelle approche pour la detection de contours de textures. Nous utilisons les moments
locaux des niveaux de gris pour caracteriser les textures puis nous efFectuons une detection
de contours multispectrale sur une image multibande formee de 1'image d'intensite et
des images des difFerents moments. Nous avons presente quelques resultats utilisant la
moyenne et la variance. II faudrait etudier plus en profondeur 1'impact des moments
d'ordre superieurs a 2. II serait aussi interessant d'effectuer une etude plus approfondie de
1'effet de Pechelle. De plus, il serait interessant de verifier la pertinence d'une ponderation
des difFerentes images, par exemple pour augmenter 1'impact de 1'intensite par rapport a
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Figure 2.7 - (a) Image synthetique. Les niveaux de gris moyens dans les trois regions
sont les memes. Cette image est affichee a une plus grande resolution de fagon a rendre
plus visible les differentes regions. (b) Detection de contours par Ie gradient de la Gaus-
sienne (o-dz = 4.12, (c) Image de variance (o-m = ^) a-vec egalisation d'histogramme. (d)







S^-('%.^.< /^ ^ /•i;)""^^--^'
S' iG~- (rc^.(^^ }^<??oT^'VAI-^)^^S'.l%l^i^€S,^<^%^r^^fc:<N^^^If^M^?»
Figure.2'8-^ Mixture detextures de Br"^. (b) Contours obtenus par un gradzent de
(ad;.= 5/ (c) Ima9e de variance (^ =3) ^ egalisation d'hzstogmmme.
de Uimage de variance obtenus par gradient de la Gaussienne~(a^'=
W Contours de I'zmage originale et de I'image de variance par Ie gradient muWspectral
a = 5, o-dm = 4/
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Figure 2.9 - (a) Bande verte de I'image de papier (b) Image de variance de a (a-m =
1). (c) Contours de Vimage a obtenus par Ie Laplacien de la Gaussienne (adi = 3/
(d) Contours de I'image de variance obtenus par Ie Laplacien de la Gaussienne (adm =
2.83, (e) Contours de Vimage originale et de Uimage de variance obtenus par Ie Laplacien
multispectral (non-corrige) (a^i = 3 et Odm = 2.83,
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CHAPITRE 3
DETECTION DE ROUTES DANS
LES IMAGES A HAUTE
RESOLUTION
3.1 Introduction
La detection des routes est une operation tres longue lorsqu'efFectuee manuellement.
L'imagerie aerienne et satellite peut faciliter ce processus mais 1'automatisation complete
est encore un but lointain. La detection de routes est un type d'extraction de caracte-
ristiques, comme la detection de contours [37, 4 , qui est generalement dependante du
contexte. Dans notre cas, nous avons acces a des images a haute resolution georeferen-
cees, c est-a-dire que nous connaissons la position geographique 2D de chaque pixel, et
a des informations sur la localisation des routes qui nous sont fournies par Geomatique
Canada, ces informations etant aussi georeferencees. Les informations de route sont ob-
tenues a partir de la numerisation des cartes routieres existantes et done elles presentent
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Figure 3.1 - Exemple de I'imprecision de la base de donnees de routes. Les lignes blanches
sont les routes tirees de la base de donnees fournie par Geomatique Canada.
deux problemes: 1) une precision inegale (figure 3.1) et 2) les nouvelles routes ne sont pas
incluses. Le but de notre travail est done la mise a jour automatique de ces informations.
Plusieurs travaux ont ete faits pour automatiser la detection de routes [3]. Parmis les
methodes developpees, nous pouvons mentionner particulierement Ie travail de Klang
[24]. II a developpe une methode pour detecter les changements entre une base de don-
nees de routes et une image satellite. D'abord, il utilise les routes de la base de donnees
pour initialiser un processus d'optimisation par contours actifs dans Ie but de corriger
Pinformation existante. Ensuite, il effectue un suivi de ligne avec une approche statis-
tique pour detecter les nouvelles routes a partir du reseau existant. Nous avons constate
qu'aucune des methodes passees en revue n'utilisait Pinformation de jonctions de lignes
de Pimage. Ces jonctions sont generalement fiables et comme les routes sont construites
en reseaux, elles sont pertinentes dans Ie contexte de leur detection. Notre approche
pour la correction des informations connues est similaire a celle de Klang, mais nous y
ajoutons les jonctions de lignes. Pour la detection de nouvelles routes, nous debutons
Ie suivi de lignes a partir des jonctions de lignes pres du reseau connu. Nous decrivons
notre approche dans la section 3.2. Dans la section 3.3, nous presentons les detecteurs
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de lignes et de jonctions de lignes. Dans la section 3.4, nous decrivons la correction des
informations de routes deja connues. Dans la section 3.5, nous presentons la detection
des nouvelles routes. Dans la section 3.6, nous presentons les resultats obtenus avec une
image georeferencee et une base de donnees de routes, fournies par Geomatique Canada.
Finalement, nous presentons les perspectives pour Ie projet ainsi que la conclusion dans
la section 3.7.
3.2 Notre approche
La correction de la base de donnees est la premiere etape pour la mise a jour des cartes
routieres. Du au fait que ces bases de donnees ont d'abord ete obtenues en numerisant les
cartes routieres existantes, la localisation des routes n'est pas precise. Cependant cette
information permet de distinguer les elements lineaires qui sont des routes et ceux qui
ne Ie sont pas. Dans les images aeriennes ou satellites (i.e. a haute resolution), les routes
sont generalement des caracteristiques longues et minces. Nous voulons done trouver les
lignes qui sont proches de Pimtialisation fournie par la base de donnees. Cela nous amene
naturellement vers les contours actifs qui sont des courbes d'optimisation qui requierent
une initialisation proche de la solution. La fonction a optimiser est une fonction des lignes
rehaussees de 1'image. L'initialisation de la base de donnees n'est cependant pas neces-
sairement dans la zone d'attraction du contour, c'est-a-dire dans un voisinage proche du
maximum de la ligne. Pour rapprocher cette initialisation de la solution, nous efFectuons
une mise en correspondance entre chaque intersection de route de la base de donnees et,
au plus, une jonction de lignes de 1'image. Nous effectuons alors un repositionnement de
chaque segment de route par rapport a la difference entre les intersections et les jonc-
tions. Apres cette relocalisation, nous appliquons une optimisation de 1'image de lignes
rehaussees par contours actifs.
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La deuxieme etape est la generation d'hypotheses pour les nouvelles routes. Nous savons
que les routes sont construites en reseaux et que les nouvelles sont liees avec les anciennes.
Nous generons des hypotheses pour les nouvelles routes en effectuant un suivi des lignes
qui partent des jonctions de lignes situees pres du reseau connu.
L'algorithme de mise a jour peut etre resume en six etapes:
1. Reduction de la resolution de Pimage en la reechantillonant, dans Ie cas ou elle
n'est pas assez basse pour la detection de lignes.
2. Extraction des lignes en utilisant 1'algorithme de Steger [31] qui sera presente dans
la section 3.3.
3. Recherche des jonctions de lignes avec Ie resultat de la detection de lignes (section
3.3.1).
4. Mise en correspondance des extremites des segments de route avec les jonctions de
lignes et deplacement des segments de route selon la difference entre les extremites
et les jonctions (section 3.4.1).
5. Relocalisation de chaque segment de route, un a un, avec 1'approche par contours
actifs.
6. Suivi des lignes partant des jonctions pres du reseau existant, dans Ie but de generer
des hypotheses pour les nouvelles routes.
3.3 Detection de lignes et de jonctions de lignes
Dans les images a haute resolution, les routes sont des elements longs et minces. Habi-
tuellements, elles sont des lignes claires sur un fond plus fonce. Pour les detecter, nous

















Figure 3.2 - Coupe d'une fonction de ligne. (a) Profil d'une ligne. (b) Premiere derivee.
(c) Seconde derivee.
Une ligne claire est un maximum dans Pimage a niveaux de gris (figure 3.2a). Plusieurs
algorithmes de detection de lignes ont ete proposes [37]. L'idee de base derriere celui que
nous utilisons est que la deuxieme derivee d'une ligne claire dans sa direction perpendi-
culaire presente un minimum negatif (figure 3.2c) et sa premiere derivee est un passage
par zero (figure 3.2b).
Dans Ie cas 2D, nous devons d'abord trouver la direction perpendiculaire a la ligne,
c'est-a-dire presentant la courbure maximale de la fonction. Posons f(x,y), une image
discrete. Cette direction peut etre determinee en calculant les valeurs propres et les
vecteurs propres de la matrice du Hessian:
H(x,y)= xx Jxy
xy j yy_
OU fxx^ fxy et /yy sont les derivees partielles de second ordre de f(x^y).
La direction presentant la courbure maximale est la direction perpendiculaire a la ligne.
C'est la direction du vecteur propre correspondant a la valeur propre ayant la valeur
absolue maximale. Si cette valeur propre est negative, c'est une ligne claire et si elle est
positive, c'est une ligne foncee. Les deux valeurs propres de H(x, y) peuvent etre calculees
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facilement par:
xx 1 Jyy) -J- -\/ \jxx Jyy) i ~LJ xyA=—-2
La direction normalisee perpendiculaire a la ligne est
'max jyyi J xy,
n= (n^,riy) = ^
'max Jyy} i J;
Sl fxy = /^max fxx =
'2
xy
{max J xx) ailleurs
(3.1)
'2 _L ^\ _ f \2
^max J xx,
ou Amaa; est la valeur propre ayant la valeur absolue maximale au point (rr, y). Avec cette
valeur propre, nous pouvons definir une mesure de plausibilite de ligne. C'est-a-dire que
lorsque nous cherchons les lignes foncees, la plausibilite de ligne est definie comme etant
^max et lorsque nous cherchons les lignes claires, la plausibilite de ligne est definie comme
^max-
La ligne a un profil unidimensionnel dans la direction n, alors developpons 1'approche ID
dans cette direction. Posons f(x), une image discrete. Pour determiner Pemplacement de
la ligne, nous approximons 1'image par Ie polynome de deuxieme ordre de Taylor, genere
au point x:
P^)=f(x)+f'(x)s+^f"(x)s2
ou s G R, //(rc) et f"[x) sont les premieres et deuxiemes derivees de f(x). La position de
la ligne est Ie point ou p'^(s) = 0:
s^-fM.s=~Jrw
Quand 5 est dans les bornes du pixel (s G [—1/2,1/2]) et que \f"(x)\ est plus grand
qu'un certain seuil, x est considere comme un point de ligne. Si f"(x) > 0, c'est une ligne
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n= l - n,
xx^x ~^~ ^'Jxy^x^iy -t~ Jyy^y
ou fx et fy sont les derivees partielles de premier ordre de f(x,y). Un pixel (x,y) est un
point de ligne si p G [—1/2,1/2] x [—1/2,1/2] et Amaa; est utilise pour selectionner les
lignes claires evidentes. Quand la largeur de la ligne est plus d'un pixel, nous pouvons
utiliser une suppression des non-minima sur \max, dans la direction n. Pour Ie calcul des
derivees, nous effectuons des convolutions avec les derivees de la Gaussienne de parametre
a. La figure 3.3 presente une image, sa plausibilite de ligne claire et les lignes obtenues
avec <7=1.
^m^m^m^^m^
Figure 3.3 - Detection de lignes. a) Image originate, b) Plausibilite des lignes claires
(~^max) (^ = 1)- c) Lignes detectees.
3.3.1 Jonctions de lignes
Dans Ie contexte de la detection de routes a partir d'images a haute resolution, nous
definissons les jonctions comme les intersections des lignes. Les jonctions sont des carac-
teristiques tres utiles, particulierement pour les problemes de mise en correspondance,
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car elles sont des elements stables et fiables. Malheureusement, nous remarquons qu'elles
ne sont pas utilisees dans la detection de routes. Une raison a cette lacune est qu'a
notre connaissance, avant d'entamer ce projet, il n'existait aucun detecteur de jonctions
de lignes. Nous utilisons un tel detecteur, developpe dans notre groupe de recherche
parallelement a ce projet, qui est base sur une mesure de courbure entre les vecteurs
directionnels des pixels de ligne situes dans un voisinage donne. La jonction est localisee
dans une region de forte courbure. Pour plus de details, Ie lecteur interesse peut consul-
ter Ie rapport de recherche sur ce detecteur [12]. La figure 3.4 montre un resultat du
detecteur de jonctions de lignes.
Figure 3.4 - Jonctions de lignes (carres noirs).
3.4 Correction des informations de route
La correction des informations de route comporte deux etapes. La premiere est une
relocalisation des routes connues pour les rapprocher de la solution finale du contour
actif. La deuxieme etape est Ie processus du contour actif lui-meme. Ces etapes sont
presentees dans les deux prochaines sections.
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3.4.1 Mise en correspondance entre la base de donnees et Pimage
Le contour actif est un processus iteratif necessitant une initialisation qui soit proche
de la solution finale. Cette initialisation doit etre a Pinterieur de la zone d'attraction du
contour. Nous proposons d'utiliser les jonctions de lignes pour relocaliser 1'information
de la base de donnees de routes, car elles indiquent Pendroit dans 1'image ou se trouvent
les intersections de routes. A cette fin, nous utilisons une mesure de correlation entre
quelques points appartenant a la base de donnees et les jonctions de lignes.
Figure 3.5 - Mise en correspondance entre la base de donnees et Vimage. a.) Segments de
route. Les carres noirs sont les extremites. b) Mise en correspondance entre les extremi-
tes de segments de route et les jonctions de lignes. Les carres blancs sont les jonctions
correspondantes aux extremites tandis que les carres noirs sont, soit les extremites, soit
les autres jonctions de hgnes. Le voisinage est (Nm) 13 x 13. c) Segments de route apres
la relocahsation.
La base de donnees fournie par Geomatique Canada est construite en liste de points
georeferences, definissant des segments de ligne. Nous appellons ces segments de ligne,
vecteurs. Ces points etant en coordonnees georeferencees, il nous faut d'abord les conver-
tir en coordonnees relatives au debut de Pimage. Ensuite, nous regroupons les vecteurs
en segments de route dans Ie but de reduire Ie nombre de contours actifs. Ces segments
de route doivent etre les plus droits possible de fagon a pouvoir ajouter une contrainte
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de grande rigidite au contour actif. Cette grande rigidite aide a eviter Ie bruit et les pro-
blemes d'ombrage car Ie contour optimise a tendance a moins suivre les petites variations
d'intensite causees par ces phenomenes. Nous lions deux vecteurs s'Us sont adjacents, si
Ie cosinus de 1'angle entre eux est plus petit qu'un certain seuil (dans nos test, nous avons
mis ce seuil a cos 138° apres quelques essais) et s'il n'y a aucun autre vecteur partant de
1'extremite commune aux deux vecteurs. Done, nous trouvons les extremites de segments
de route, premierement aux endroits ou plus de deux vecteurs aboutissent au meme point,
deuxiemement aux endroits ou 1'angle entre deux vecteurs est plus petit qu'une valeur
et troisiemement aux terminaisons. Un segment de route est decrit par tous les vecteurs
entre ses deux extremites. La figure 3.5a montre cinq segments de route.
Nous avons done la liste de tous les segments de route. Nous voulons mettre en correspon-
dance, si possible, chaque extremite avec une jonction. Pour cela, nous appliquons une
mesure de correlation entre Pextremite et chaque jonction dans un voisinage Nm x Nm
autour de Pextremite. Cette mesure est effectuee dans un voisinage Mm x Mm autour de
lajonction. Posons Pextremite (x^y) et lajonction (u,r), la mesure de correlation est:
Mnz/2 Mm/2
corr(x,y,u,v) = ^ \ ^ ^ SegRoute(x-\-i,y + j)Une(u-\-i^v-\-j)^ (3.2)
i=-Mm/2j=-Mm/2
ou
1 si (x, y} appartient a un segment de route(x, y) = <{ ^ ^; V7'
J'vl 10 sinon.
Nous mettons en correspondance (rr, y) avec la jonction (u, v) ayant la plus grande cor-
relation. La figure 3.6 presente un exemple du choix des jonctions pour Ie calcul de
correlation. La correlation est calculee pour les jonctions a, b et c, mais non pour d et
e puisqu'elles sont en dehors du voisinage determine par Nm- La figure 3.5b presente Ie
resultat de la mise en correspondance entre les extremites presentees dans la figure 3.5a
et les jonctions de la figure 3.4. Nous avons utilise un Mm de 25 dans tous nos tests.
Apres la mise en correspondance, nous relocalisons chaque segment de route par rapport
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Nm
_ - - Lignes de I'image
Segments de route de la bases de donnees
Figure 3.6 - Choix des jonctions pour Ie calcul de la correlation. A est I'extremite du
segment de route pour lequel on veut trouver la meilleure jonction. a, b, c, d et e sont
les jonctions de lignes de I'image. La. correlation est calculee pour les jonctions a, b et c,
mais non pour d et e
a la difference entre ses extremites et les jonctions correspondantes. Comme la difference
peut ne pas etre la meme aux deux extremites, nous deplagons chaque extremite du
vecteur de la difference entre Pextremite de segment de route la plus proche et sajonction
correspondante. C'est-a-dire que chaque vecteur garde la meme orientation sauf celui
contenant Ie point milieu du segment de route car ses deux extremites seront deplacees
par rapport aux deux extremites du segment (figure 3.7). La figure 3.5c presente les
segments de route apres la relocalisation.
3.4.2 Contours actifs
Les routes peuvent etre cachees partiellement par des ombrages d'arbres, de maisons
ou de nuages et leur detection peut etre affectee par Ie bruit. Les contours actifs sont
adaptes pour corriger la base de donnees car ils ont une contrainte de rigidite permettant
de minimiser ces problemes.
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(x4 + dx2,y4 + dy2)
, y5 + dy2)
(x2 + dxl, y2 + dyl)
/
(x3 + dx2,y3 ^ d^2)_ _ __ ^ (^5 + dx2,:
w-----"7 /--~7
'(x2,y2)
Point milieu du segment de route
(dxl,dyl)
(xl,yl)
Segment de route original
Segment deplace
Figure 3.7 - Exemple du deplacement d'un segment de route apres la mise en correspon-
dance. (ui,'ui) = (x\-\-d^^y\-\-dy^) est lajonction mise en correspondance avec I'extremite
(a;i,^/i) du segment de route original. (^25^2) = (s;5 + ^-x-ii V5 + ^ys) e5^ ^a jonction mise
en correspondance avec Vextremite (^5,^/5) du segment de route original.
Dans Ie domaine continu, les contours actifs sont des courbes parametriques (v(s,t) =
(x(s, t),y(s^ t\ s C 0,1]) qui minimisent une fonction d'energie basee sur des contraintes
internes et externes [5] au temps t:
Etot = Ee^t + r]E,nt = / (Eext(v(s, t)) + r]E^t(v(s, t))) ds (3.3)
ro
ou Eext est 1'energie externe, Eini 1'energie interne et 77 est un parametre de regularisation.
L'energie interne represente la capacite du contour a se deformer:
Eznt= I (a,\v'(s,t)\2+W(s^)\2)ds, (3.4)
<0
ou c^i, /5i G R+, 'u/ et v" sont les premiere et deuxieme derivees partielles en s. Le terme
\v'(s,t)\2 influence la longueur du contour (ou la tension) et \v"(s,t)\2 influence la cour-
bure (ou Pelasticite) du contour. Le parametre 77 peut etre absorbe dans o; et (3 (a = rja^
et/?=^i).
L'energie externe represente la force de 1'image (f(x, y)) attirant Ie contour. Nous voulons
maximiser cette force, ce qui revient a minimiser son inverse negatif. Dans notre cas, cette
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force est la plausibilite de ligne claire (f(x,y) = —\max(x,y)) telle que calculee par Ie
detecteur de lignes:
Eext = / -f(v(s,t)= I \max(v(s,t))ds. (3.5)
'o Jo
L'equation 3.3 est un probleme d'evolution (la position du contour actif evolue dans Ie
temps). La solution a ce probleme de minimisation est Pequation d'evolution d'Euler
simplifiee:
^9"M _ w'(,, t) + /3v""(s, t) = _a^Ml, (3.6)
ou v"" est la quatrieme derivee partielle en s. Le parametre 7 represente la viscosite de
la courbe. Plus cette viscosite est grande, plus il y a de 1'inertie dans la courbe et plus
son evolution est lente.
La version discrete de Pequation 3.6 est obtenue en posant une version discrete de la
courbe parametrique au moment t: V^ = {va = (xit,yi,t),'i = 1..^} ou n est Ie nombre
de points dans la courbe. Nous pouvons approximer la premiere derivee par:
vi,t = vi,t - vi-l,t,
et la deuxieme derivee par:
V'^ = Vi+^t - ^Vi,t + ^-l,t.
La derivee temporelle est approximee par:
Qvi,t
"f- =Vi,t-Vi,t-l.
La solution peut done etre reecrite sous la forme vectorielle suivante:
^ _ ^y;' + /3V;'" = -?ext^vt-^. (3.7)
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Au point Vi^, nous avons:
7(^,t - v^t-i} - a{vi+t,t - 2vi,t + Vi-i,t) + 0{vi+2,t - 4^+i,t + 6v^t - 4^_i^ + Vi-2,t) =








ou I est la matrice identite n x n et K est une matrice n x n. Les elements de K sont
determines par Pequation 3.8 et par les conditions initiales; Ie contour a des extremites
libres, c'est-a-dire v"(Q,t) = v"'(0,t) = v"(l,t) = v'"(l,t) = 0. Done K est definie par:
,3 -2/3 ,3 0
-a-2/3 2a+5/3 -a - 4/? /3 0
,3 -a -4/3 2a+6^ -o; - 4/3 /3
0 ,3 -a -4/3 2a+ 6f3 -a - 4.0
7 est donne par 5]:
-a-4/3 2o!+ 6/3 -a - 4/3 ,3 0
,3 -Q;-4/3 2a+6/3 -a - 4/3 /3





ou A est la progression moyenne de la courbe. Le A initial doit etre determine par
Pusager. Nous gardens Ie meme A jusqu'a ce que Penergie totale de la courbe augmente
et alors nous diminuons A par un facteur de 0.75. Nous pouvons approximer Penergie
totale de la courbe au temps t par:
Etot,t = ^ (IW^) + ^W + /5|<J2)
i=l
Pour resumer 1'etape de correction, pour chaque segment de route, nous effectuons les
t aches suivantes:
1. Initialiser un contour actif (Vo) avec Ie segment de route relocalise resultant de
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1'etape de mise en correspondance. Chaque pixel appartenant a la courbe est un
V^Q. Poser t a 1.
2. Calculer V^ a partir de Pequation 3.9.
3. Si 1'energie totale de la courbe diminue, alors incrementer t et aller a Petape 2.
4. Si A n'est pas trop bas, diminuer A, incrementer t et aller a Petape 2.
La figure 3.8 montre un exemple de contour actif utilise pour optimiser une fonction de
plausibilite de ligne (a = 100 and /? = 0). Pour tous les tests, nous avons utilise un A
initial de 1. Nous voyons que meme si Pinitialisation est clairement a cote de la ligne,
apres 18 iterations, Ie contour est au centre de la ligne.
(b)
Figure 3.8 - Contours actifs. a) Initialisation. Chaque pixel est un point de VQ. b) Apres
18 iterations.
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3.5 Generation d?hypotheses pour les nouvelles routes
Comme mentionne plus tot, Ie deuxieme probleme pour la mise a jour des informations
routieres concerne la detection des nouvelles routes. Ces nouvelles routes sont aussi des
lignes claires sur fond fonce, done Ie resultat de la detection de lignes peut etre utilise.
Les routes sont construites pour permettre aux gens de voyager d'un endroit a Pautre.
Cela n'aurait done aucun sens d'avoir un segment de route qui ne serait pas relie avec
Ie reseau routier existant. Pour cette raison, nous considerons seulement les lignes qui
sont connectees au reseau de la base de donnees existante. L'algorithme de suivi de ligne
debute a partir des jonctions dans Ie voisinage (N x N) des routes corrigees par contours
actifs (figure 3.9).
Figure 3.9 - Jonctions de lignes p res des routes corrigees (N == 7).
Nous suivons toutes les lignes partant de ces jonctions. Nous considerons chaque pixel de
ligne, dans Ie voisinage d'une jonction (5x5), comme un pixel de depart pour Ie suivi
de ligne (figure 3.10).
Pour chaque ligne, nous procedons comme suit: initialement, nous prennons un des pixels
de depart (n'importe lequel). Posons p, Ie dernier pixel retenu (nous 1'appelons parent).










Figure 3.10 - Une jonction de Ugnes pres du reseau existant (j), ses pixels de depart (s)
et les pixels de ligne (I).
exemple, si la direction de la ligne au point p = (px,Py) est dans 1'intervalle JTT/S, STT/S],
les trois voisins consideres sont (px + l,py + 1), (px^Py + 1) et (px + l?Py) (v()ir la table
3.1). La direction de la ligne en p est calculee a partir de n (equation 3.1). Chacun de
ces trois voisins qui est un pixel de ligne est considere comme enfant. Le prochain pixel
retenu est 1'enfant minimisant:
\QC ~ Qp\ (3.10)
ou 0c est la direction de ligne de Penfant et Op est la direction moyenne de ligne du parent.
La direction moyenne est calculee sur les L derniers pixels visites comme suit:
Y^L-l
Z^=0 ua-io<,=—Y"-,
ou Oa-z est la direction de ligne du ieme pixel visite avant Ie pixel a.
Dans Ie cas ou aucun des trois voisins n'est un pixel de ligne, nous verifions dans un
voisinage plus eloigne dans la direction de la ligne, c'est-a-dire que lorsque la direction du
vecteur entre Ie parent et Ie pixel est dans Pintervalle [^—TT/S, ^p+7T/8], nous considerons
ce pixel comme un enfant. Dans ce cas, Ie pixel suivant est Penfant minimisant:
(1 -U)\\ptc -Ptp\\2-\-^\0c- Op (3.11)
ou ptc et ptp sont les positions de 1'enfant et du parent respectivement et uj represente
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Tableau 3.1 - Intervalles des directions de ligne et voisins consideres. p est Ie pixel parent
et les • sont les voisins a verifier.
retenu. Quand un parent n'a aucun enfant, Ie suivi de ligne est arrete. Si la nouvelle route
comporte moins de pixel qu'un certain seuil, elle est abandonnee.
Soit une jonction situee sur une ligne pres du reseau existant, pour chaque pixel de ligne
dans un voisinage 5x5, nous pouvons resumer Palgorithme de suivi de ligne comme suit:
1. Etiquetter Ie pixel comme parent.
2. Determiner les trois voisins dans la direction de la ligne du parent (voir la table
3.1). S'ils sont des pixels de ligne, les etiquetter comme enfants.
3. S'il y a au mains un enfant:
(a) Etiquetter Penfant minimisant 1'equation 3.10 comme parent.
(b) Retourner a 1'etape 2.
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4. S'il n'y a aucun enfant:
(a) Determine! les enfant eloignes dans la direction de la ligne.
(b) S'il y a au moins un enfant:
i. Etiquetter 1'enfant minimisant 1'equation 3.11 comme parent.
ii. Retourner a 1'etape 2.
5. Si la longueur de la nouvelle ligne est plus petite que S, alors Pabandonner.
Dans la figure 3.11, nous avons Ie resultat du suivi de ligne (L = 10, 5 = 7,co = 0.9),
Figure 3.11 - Hypotheses des nouvelles routes generees par Ie suivi de ligne (L = 10, 5' = 7
and uj = 0.9,
3.6 Resultats experimentaux
Dans cette section, nous presentons des resultats obtenus par notre methode. Nous avons
implante cette methode en C++ sur une plateforme Sun et en Visual C++ sur une pla-
teforme Windows. L'ortho-image digitale georefencee utilisee a une resolution spatiale de
1.5m. C'est une image de la region d'Edmonton, Alberta. Elle a ete generee en numerisant
une photographie aerienne d'echelle 1 : 60000 prise en 1995. Cette numerisation a ete
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effectuee a 1000 ppp. Les images sur lesquelles a ete teste la methode sont des sections de
cette ortho-image (11334 x 10166 pixels) que nous avons reechantillonee afin de reduire
la resolution spatiale par un facteur de deux. La figure 3.16a est 1'image originale avec
les segments de route de la base de donnees et les jonctions de lignes (Ie seuil pour la
detection des lignes est 20 et celui pour les jonctions est 0.15) mises en correspondance
avec les extremites de segments de route (Nm = 9). La figure 3.16b est la plausibilite
de ligne claire (a = 2.5) et la figure 3.16c est Ie resultat final de Petape de correction
(a = 100 et f3 = 0). Comme nous pouvons voir, la partie en bas a droite a ete corrigee de
fa^on satisfaisante. Nous voyons a partir de la partie gauche du segment horizontal (en
bas a gauche: celui qui passe par dessus la riviere), que la rigidite du contour actif est
tres utile. Malgre Ie fait que Ie detecteur de lignes ne donne pas un resultat droit partout
dans ce segment, nous obtenons un resultat presque droit lors de la correction. Dans Ie
prolongement de cette meme route, nous pouvons voir que la route est juste a cote d'une
ligne foncee sur un fond clair. Cela peut etre un ombrage ou autre. Le contour est done
attire par Ie cote de la route au lieu du milieu. Cela est un probleme frequent dans les
regions urbaines. Nous observons un probleme aux jonctions de routes, c'est-a-dire que la
perpendicularite des routes a ces endroits n'est pas conservee. Ce probleme est du au fait
qu'aux points de jonctions de lignes, la plausibilite de ligne est plus faible qu'au centre
d'une ligne (sans jonction). Le contour actif est done attire par les regions de ligne juste
a cote des jonctions. Ce probleme n'a pas ete investigue, mais une solution possible serait
d'utiliser des contours actifs avec extremites fixes dans les cas ou il existe une jonction
mise en correspondance avec Pextremite du segment de route. Le deplacement moyen
des pixels de segments de route est 2.26329 et la variance de ce deplacement est 1.46899.
Nous avons eu un nombre moyen d'iterations de 47 par pixel dans Petape de correction,
pour un total de 1957 pixels traites.
Pour comparer, nous n'avons pas utilise les informations de jonction comme dans la
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methode de Klang 24]. Nous prenons Ie point dans un voisinage (Ie meme voisinage
que dans la figure 3.16a), qui a la correlation maximale donnee par Pequation 3.2. Les
autres parametres sont les memes. La figure 3.17 presente les resultats de la correction.
Dans cette image, les resultats sont subjectivement a peu pres les memes. Cependant,
qualitativement, la variance du deplacement est plus grande qu'avec notre approche.
Le deplacement moyen des pixels de segment de route est 2.3549 et la variance de ce
deplacement est 2.27092. Le nombre moyen d'iterations est de 39 par pixel. Nous voyons
que cela a pris un peu mains de temps a executer qu'avec notre approche.
La figure 3.18 presente les resultats sur une deuxieme section de 1'image. La figure 3.18a
est Pimage originale superposee avec les segments de route de la base de donnees et les
jonctions de lignes. Nous remarquons que la route verticale est deplacee legerement vers
la gauche. Le parametre d'echelle a- est 2.5 et les seuils pour la detection de ligne et pour
la detection de jonction sont 20 et 0.09 respectivement. La figure 3.18b est la plausibilite
de ligne claire. La figure 3.18c est Ie resultat final de 1'etape de correction (a = 100 et
f3 = 0). Nous pouvons voir que la route verticale est mieux localisee. Nous avons un
deplacement moyen de 1.68 pixels et la variance est de 1.32. Cela a pris 22 iterations par
pixel pour un total de 908 pixels.
La figure 3.19 presente les resultats obtenus a chaque etape de notre algorithme de
correction sur une autre section d'image. La figure 3.19a est 1'image originale avec les
vecteurs de la base de donnees. Visuellement, nous pouvons remarquer qu'a plusieurs
endroits, les vecteurs ne se superposent pas avec les routes dans Pimage. La figure 3.19b
est la plausibilite de ligne. La figure 3.19c est Ie resultat de la detection de lignes, avec
une echelle (a) de 2 et un seuil de 20. La figure 3.19d presente les jonctions de lignes
(Ie seuil est 0.1) et les extremites des segments de route, representees par des carres
noirs. Les carres blanc sont les jonctions correspondantes aux extremites (Nm = 13).
Nous remarquons qu'excepte pour les culs-de-sac, il n'y a qu'une extremite qui n'a pas
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de jonction correspondante (en haut de la courbe centrale), car iln'y en a aucune dans Ie
voisinage de 1'extremite. Si la jonction la plus proche avait ete mise en correspondance,
Ie segment central aurait ete deplace vers la droite, done, en s'eloignant de la route. La
figure 3.19e montre 1'initialisation apres avoir relocalise les segments de routes. La figure
3.19f presente la position finale du contour actif (a = 100 and ,3=4). Nous remarquons
que la position des contours finaux est plus pres des centres de ligne que les vecteurs
originaux. Le deplacement moyen des segments de route est 2.75629 pixels et la variance
de ce deplacement est 4.09446. Le nombre d'iterations moyen est de 31 par pixel dans
Petape de contours actifs pour un total de 641 pixels traites.
Les resultats sans la detection de jonctions (approche de Klang avec les meme parametres
que dans la figure 3.19) sont presentes dans la figure 3.20. Le deplacement moyen des
pixels des segments de route est de 3.62806 et la variance de ce deplacement est de 4.95488.
Le nombre moyen d'iterations est de 34 par pixel. Les routes sont mieux localisees avec
notre approche.
Nous presentons maintenant les resultats concernant la generation d'hypotheses pour les
nouvelles routes. Ces hypotheses ne sont pas necessairement des routes. La figure 3.18d
est Ie resultat final sur la figure 3.18a. La figure 3.21 presente la detection des nouvelles
routes sur la figure 3.19a. La figure 3.2 la presents les jonctions de lignes pres du reseau
existant (N = 7) et la figure 3.21b est Ie resultat final (L = 10, 5' = 7 et u) = 0.9).
Dans ce qui suit, nous discutons brievement de 1'influence des differents parametres. Nous
debutons par Ie parametre d'echelle du detecteur de lignes. Le parametre d'echelle doit
etre selectionne avec attention en tenant compte de la largeur de la route a detecter [31].
S'il est trop bas, la ligne est vue comme deux contours de type marche, separes au lieu
d'une ligne. Le detecteur de lignes ne detecte pas les contours de type marche (figure
3.12). De plus, Ie bruit aura une plus grande influence sur les resultats. D'autre part, si
1'echelle est trop grande, Ie lissage peut aplatir la ligne et la plausibilite sera trop basse.
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Figure 3.12 - (a) Profil d'une ligne lissee avec un petit a. (b) Premiere derivee. (c)
Deuxieme derivee.
Dans Petape de mise en correspondance, nous avons un parametre determinant la dis-
tance minimale permise entre une jonction de lignes et une extremite de route (Nm)- Ce
voisinage doit etre assez grand, dans Ie cas d'une grande imprecision, pour permettre
une relocalisation du segment de route Ie rapprochant de la ligne. D'un autre cote, il
ne devrait pas etre trop grand car 1'extremite pourrait etre mis en correspondance avec
la mauvaise jonction et alors nous deplacerions Ie segment de ligne plus loin de la ligne
(figure 3.13).
Concernant Ie processus de contours actifs, nous avons trois parametres qui sont a, (3
et A. Premierement, quand nous avons un parametre de rigidite eleve (a) par rapport
au parametre d'elasticite (/3\ Ie segment de route final est tres droit (figure 3.14a). Au
contraire, quand a est petit compare a /?, Ie segment final a tendance a suivre les petites
variations de la fonction de plausibilite de ligne (figures 3.14b et 3.14c). La principale
difference entre la figure 3.14b et la figure 3.14c est Ie nombre d'iterations qui est plus
grand pour 3.14c (53.6 iterations par pixel) que pour 3.14b (35.2 iterations par pixel).
En moyenne, nous observons que lorsque o; = 0 et /3 augmente, Ie nombre d'iterations
augmente aussi. Nous avons avantage a essayer de reduire Ie nombre d'iterations par pixel
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(b)
Figure 3.13 - Parametres de mise en correspondance a) Mise en correspondance avec
Nm =15. b) Resultat final de la correction avec a = 100, /? = 4, A = 1.
puisque celui-ci augmente considerablement Ie temps de calcul. La grosseur de 1'image a
peu d'influence dans Ie temps de calcul, c'est plutot Ie nombre de routes et leur longueur
qui modifie ce temps. Pour les routes, il est preferable que la rigidite soit plus importante
que 1'elasticite, mais Ie contour doit etre capable de suivre les routes a faible courbure.
La progression moyenne initiale (A) du contour influence Ie nombre d'iterations requises
pour optimiser Penergie. Si Ie A initial augmente, alors Ie nombre d'iterations diminue.
Par exemple, pour obtenir Ie resultat montre dans la figure 3.14d, cela a pris 60.3 ite-
rations par pixel et pour obtenir Ie resultat montre dans la figure 3.9, cela a pris 54.6
iterations par pixel. Cependant, au dessus d'une certaine valeur, Ie contour peut se re-
trouver en dehors de la zone d'attraction et alors evoluer dans une mauvaise direction
(figure 3.14e).
Pour 1'etape de la detection de nouvelles routes, nous avons trois parametres: L, 5 et
cj. L est Ie nombre de pixels sur lesquels la direction moyenne est calculee. En gros,
cela influence la direction de recherche dans Ie cas ou il n'y a pas de voisins immediats
et ou nous devons efFectuer une recherche dans un voisinage plus eloigne (etape 4 de
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Figure 3.14 - Parametres du contour actif a) Resultats avec a = 500,,? = 4, A = 1. b)
Resultats avec a = 0,/?= 4,A = 1. c^) Resultats avec a = 0, /? = 100, A = 1. ^ Resultats
avec a = 100, ,3= 4, A = 0.1. e) Resultats avec a = 100, ,3= 4, A = 3.
Palgorithme de suivi de ligne). Par exemple, pour la figure 3.15a, nous avons utilise
L = 5, nous pouvons voir que quelques lignes sont manquantes en comparaison avec la
figure 3.21b (L = 10). S est la longueur minimale d'une ligne retenue (figures 3.15b et
3.15c). Dans 3.15c, ou S = 15, nous voyons que certaines lignes ont ete abandonnees par
rapport a 3.15b, ou S = 3. uj represente Ie compromis entre la direction moyenne et la
distance entre Ie parent et un voisin eloigne (etape 4 de Palgorithme de suivi de ligne).
Par exemple, dans la figure 3.15d nous ne prennons pas la distance en compte {uj = 1)
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et cela change la fagon dont certaines lignes sont connectees entres elles.
(d)
Figure 3.15 - Parametres du suivi de route, a) Hypotheses pour les nouvelles routes avec
L=b,S=7etcj= 0.9. b) Hypotheses pour les nouvelles routes avec L = 10,5' == 3
et uj = 0.9. c^) Hypotheses pour les nouvelles routes avec L = 10, 6' = 15 et uj = 0.9. ^
Hypotheses pour les nouvelles routes avec L = 10, 5< = 7 e^ cj = 1.
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Figure 3.16 - Image 1 a) Superposition de I'image originale (600 x 4:33) avec les vecteurs
de la base de donnees, les jonctions (les carres blancs sont les jonctions correspondantes
aux extremites de route), et les extremites de route (carres noirs). Les seuils pour la
detection de lignes et des jonctions sont 20 et 0.15 respectivement et Ie voisinage pour la
mise en correspondance est 9 x 9.
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Figure 3.16 (suite): b) Plausibilite de ligne claire (a- = 2.5,
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Figure 3.16 (suite): c) Resultat final de la correction (a = 100 et f3 = O/
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Figure 3.17 - Methode de Klang sur I'image 1. a) Superposition de I'image originale
(600 x 4:33) avec les vecteurs de la base de donnees, les points de correlation maximale
(carres blancs) et les extremites des segments de route. Le seuil pour la detection de lignes
est 20 et Ie voisinage pour la mise en correspondance est 9 x 9.
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Figure 3.17 (suite): c) Resultat final de la correction (a = 100 et (3 = O/
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Figure 3.18 - Image 2 a) Image originate f455 x 455^) avec les vecteurs de la base de
donnees (lignes blanches), les jonctions de lignes (carres noirs). b) Plausibilite de ligne
claire (a' = 2.5,
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Figure 3.18 (suite): c) Resultat final de la correction (a = 100 et /3 = 0). d) Hypotheses
pour les nouvelles routes.
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Figure 3.19 - Image 3 a) Image originale (217 x 295) avec les vecteurs de la base de
donnees. b) Plausibilite de ligne claire (a = 2). c) Lignes detectees (Ie seuil est 20). d)
Jonctions de lignes (Ie seuil est 0.1) et extremites des segments de route (carres noirs). Les
carres blancs sont les jonctions mises en co rrespon dance avec les extremites (Ie voisinage
Nm est 13 x 13,
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(f)
Figure 3.19 (suite): e) Initiahsation des contours actifs apres la relocalisation.
f) Resultat final des contours actifs (a = 100 et (3 = 4/
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Figure 3.20 - Resultats sur Uimage 3 sans les jonctions de Ugnes (Klang). a) Mise en
correspondance des segments de route avec I'image. Les carres blancs sont les points mis
en correspondance. b) Resultat final (a = 100 et /3 = 4/
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Figure 3.21 - Generation d'hypotheses pour les nouvelles routes, a) Jonctions de lignes
pres du reseau routier corrige. b) Resultat (L = 10, 5' = 7 et uj = 0.9,
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3.7 Conclusion et perspectives
Nous avons presente notre approche pour la mise a jour automatique des cartes rou-
tieres a partir d'images a haute resolution. La mise a jour des informations de route
comporte deux problemes, c'est-a-dire la correction de Pinformation existante et 1'addi-
tion des nouvelles routes. Puisque les routes sont des elements longs et minces dans les
images a haute resolution, la methode est basee sur la detection de lignes. L' information
existante n'est pas precise, mais elle peut nous fournir une bonne indication de 1'endroit
des routes en comparaison avec d'autres elements lineaires comme les rivieres ou les che-
mins de fer. Pour la correction, nous utilisons done une approche par contours actifs avec
Pinformation existante comme initialisation. Pour amener 1'initialisation plus pres de la
route, nous deplagons les segments de route par rapport aux jonctions de Pimage. Nous
avons integre un detecteur de jonctions de lignes qui a ete developpe dans notre groupe
de recherche [12]. A notre connaissance, c'est Ie premier detecteur de jonctions de lignes
develop? e. Nous avons presente quelques resultats obtenus avec une image et une base
de donnees fournies par Geomatique Canada. Pour la generation d'hypotheses pour les
nouvelles routes, nous appliquons un suivi de ligne en partant des jonctions de 1'image
qui sont pres du reseau existant. Nous avons montre 1 interet d utiliser les jonctions de
lignes en comparant avec 1'approche de Klang. Pour Ie futur, il serait interessant d'in-
tegrer des connaissances pour distinguer les nouvelles routes d'autres elements lineaires
comme les rivieres ou les chemins de fer. Par exemple, il serait possible d'aj outer une
condition de droiture pour eliminer les segments de ligne a forte courbure. Presentement,
les nouvelles routes que nous trouvons incluent les routes de la base de donnees originale
et nous n'avons pas cherche a resoudre Ie probleme de la mise en correspondance entre
les nouvelles routes et les anciennes. Une autre possibilite interessante pour les nouvelles
routes serait de permettre a Pusager de donner une initialisation et ensuite utiliser les
contours actifs pour trouver une meilleure localisation. Les parametres devraient aussi
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etre etudies avec plus de details. Une amelioration interessante pourrait etre de trouver
une condition d'application pour Ie contour actif. En effet, nous avons vu dans la section
3.6, dans les regions plus habitees, il y a beaucoup de variations d'intensite sur les routes
dues aux ombrages, done la plausibilite de ligne est inegale pour la route, ce qui influence
beaucoup les contours actifs. Lorsque Ie detecteur de lignes ne donne pas un bon resultat,




Dans ce memoire, nous nous sommes interesse a Fextraction de caracteristiques. Nous
avons developpe deux detecteurs de caracteristiques de bas niveau et un detecteur de
caracteristiques de haut niveau.
D'abord, nous avons presente un detecteur de contours dans les images multispectrales.
Ces images sont definies comme une fonction M2 =^ Wn ou m est Ie nombre de bandes.
Nous avons developpe un Laplacien base sur les derivees d'une fonction de contraste
multispectrale presentee par Cumani [8]. Nous avons ensuite presente quelques resultats
de detection de contours demontrant la validite de notre Laplacien. Nous trouvons qu'il
est sensible au seuil, cependant certains contours sont mieux localises que ceux trouves
a 1'aide du Laplacien regulier sur 1'image d'intensite et 1'utilisation de 1'image d'intensite
entraine la perte de certains contours significatifs.
Ensuite, nous avons presente un detecteur de contours dans les images de texture. Les
moments d'ordre superieur de 1'histogramme sont utilises pour decrire les regions de
texture, mais ne sont pas utilise en detection de contours. Dans un premier temps, nous
proposons de calculer les moments d'ordre superieur de fa^on locale et ensuite d'appliquer
sur Pimage du moment un detecteur de contours usuel tel Ie gradient ou Ie Laplacien.
Dans un deuxieme temps, nous proposons d'utiliser Fapproche multispectrale afin de
combiner les contours trouves dans les differentes images des moments. Nous choisissons
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cette solution car la fusion des contours est un precede complexe. Nous avons presente
des resultats de la moyenne et de la variance combinees demontrant 1'interet de cette
methode. Des etudes sur les moments d'ordre superieur a la variance ainsi que sur PefFet
de Pechelle doivent etre efFectuees.
En dernier lieu, nous avons presente un detecteur de routes dans les images a basse
resolution. Pour ce detecteur, nous utilisons une base de donnees, fournie par Geoma-
tique Canada, contenant des informations de routes obtenues par numerisation des cartes
routieres. Ces informations presentent deux problemes: 1) la localisation des routes exis-
tantes est imprecise et 2) les nouvelles routes manquent. Nous avons presente une ap-
proche pour la mise-a-jour de ces informations qui est une variante de celle presentee dans
[24]. D'abord, nous utilisons les contours actifs pour corriger les routes existantes. Nous
ajoutons Pinformation des jonctions de lignes a cette approche dans Ie but de rapprocher
Pinitialisation fournie par la base de donnees de la route dans Pimage. Le detecteur de
jonctions de lignes est un detecteur original qui a ete developpe parallelement a ce pro-
jet, entre autres, pour y etre integre. Ensuite, nous effectuons un suivi de ligne a partir
du reseau existant afin de generer des hypotheses pour les nouvelles routes. Nous avons
presente des resultats sur des images fournies par Geomatique Canada, montrant 1'inte-
ret d'aj outer les jonctions de lignes. Certaines ameliorations restent a faire, par exemple
1'ajout de contraintes sur les routes (droiture, largeur constante, splines, ...) pour la ge-
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