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Abstract
Odd-dimensional quantum field theories (QFTs) can have nonzero trace anoma-
lies if external fields are introduced and some ingredients needed to make Lorentz
scalars with appropriate mass dimensions (or weights) are supplied. We have studied
a three-dimensional QFT and explicitly computed the trace of the stress tensor using
the holographic local renormalization group (RG). We have checked some properties of
vector beta functions and the Wess-Zumino consistency condition, however, found the
anomalies vanish on fixed points. We clarify what is responsible for the vanishing trace
anomalies.
Introduction Without a doubt, symmetry plays a central role in physics. For example,
spacetime symmetries impose various conservation laws, which govern classical physics almost
completely. The Poincare´ symmetry is one of such a symmetry and is one of the fundamental
assumptions of quantum field theories (QFTs). However, in quantum theories, it happens
that some symmetries are violated due to quantum corrections. They are called anomalies.
Thus anomalies play important roles in quantum theories. For instance, the chiral anomaly
gave human beings an insight how many colors Nature has. In this work, we would like
to study an anomaly called the trace anomaly. Its general classification was given in [1].
The anomaly has also been playing a significant role in QFTs. In fact, it is known that in
two and four spacetime dimensions, coefficients of some terms in the trace anomaly can be
interpreted as the ‘number of degrees of freedom’ in theories[2, 3, 4]. See [5] for the case of
three dimensions.
Being important, the trace anomaly has been calculated in many ways. In local RG, we lift
a scale parameter into a spacetime dependent function and identify the Weyl transformations
of the metric as local scale transformations. In this line, to make the theory consistent,
coupling ‘constants’ are forced to have spacetime dependence and are promoted to coupling
1
‘functions’. This is why the method is called the ‘local’ renormalization group (LRG). The
Weyl variation equation describes the RG flow and we can obtain the trace anomalies from
this equation. When we use holography, we can get this LRG equation by the formalism
made first in [6], generalized in [7] to the general even spacetime dimensions, and in [8] to
gauge theories. The explicit relation between LRG and holographic Hamilton-Jacobi method
was first elucidated in [9]. In this formalism, considering (d + 1)-dimensional bulk gravity
theory and by regarding one direction as a ‘time’, we can derive equations of motion by
the Hamilton-Jacobi formalism. In the AdS/CFT correspondence, this equation, so called
flow equation, can be considered as the LRG equation of the boundary field theory. Strictly
speaking, we should say that this method is using holography. In this way, we can compute
the trace anomalies in d-dimensional QFTs.
It is believed that the trace anomalies trivially vanish in odd spacetime dimensions, and
the use of the method was limited to even spacetime dimensions. However, as in even
spacetime dimensions, by introducing external fields, and furthermore by breaking parity so
as to supply an ingredient (that is, the Levi-Civita tensor) to make Lorentz scalars from odd
numbers of Lorentz indices, there is no reason for the trace anomaly to vanish. Nakayama
pointed out [10] the possibility and wrote down consistency conditions the three-dimensional
trace anomaly should obey. In this work, limiting our analysis to QFTs with bulk duals, we
explicitly computed the trace anomaly and, in contrast to our optimistic expectation, ended
up to find the anomaly vanishes on fixed points. An explicit computation was also done in
[11]1.
The organization of the paper is as follows: Firstly, we put forward our calculations
following the well-known formalism, the Hamilton-Jacobi formalism. In this formalism the
so-called flow equation has great importance. We get the trace of the stress tensor through
this equation, and at the same time the scalar and vector beta functions. Next, we check
some properties of the beta functions and the Wess-Zumino (WZ) consistency conditions
of the anomaly coefficients following [10]. Finally, we conclude our analysis and clarify the
reason why the trace anomalies vanish in our situation.
Formalism We start with a simple extention of the bulk action in [8] by adding the
θ-term to break the parity:
S
[
γˆµˆνˆ(x, τ), φˆ
I(x, τ), Aˆaµˆ(x, τ)
]
=
∫
M4
d4X
√
γˆ
{
V (φˆ)− Rˆ(4) + 1
2
LIJ(φˆ)γˆµˆνˆ∇ˆµˆ φˆ
I
∇ˆνˆ φˆ
J +
1
4
B(φˆ)Fˆ aµˆνˆFˆ
aµˆνˆ +
1
4
Θǫµˆνˆρˆσˆ(4) Fˆ
a
µˆνˆFˆ
a
ρˆσˆ
}
− 2
∫
Σ3
d3x
√
hˆ Kˆ , (1)
1We would like to appreciate Adam Schwimmer bringing the paper to our attention and elucidating a
mechanism for producing trace anomalies.
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where fields with hat denote off-shell fields, which are not necessarily solutions of equations of
motion. Our notations are collected in Appendix A. Since we want to identify the scalar fields
with coupling functions in local renormalization group (LRG), we restrict gauge symmetries
G to groups with real representations such as SO(N). The scalar fields belong to some real
representation r, therefore we do not distinguish upper and lower indices. The second term on
the RHS is the Gibbons-Hawking term, which is needed to treat the action in the Hamiltonian
formalism and is defined on a three-dimensional hypersurface Σ3 := {X ∈ M4|τ = const.}.
Here we also defined an induced metric hˆµν and determinants γˆ := − det(γˆµˆνˆ) and hˆ :=
− det(hˆµν). Following the traditional method, i.e., by using the ADM decomposition
ds2 = γˆµˆνˆdX
µˆdX νˆ = Nˆ2(x, τ)dτ 2 + hˆµν(x, τ)[dx
µ + λˆµ(x, τ)dτ ][dxν + λˆν(x, τ)dτ ] , (2)
and defining canonical momenta
πˆµν :=
∂L4
∂(∂τ hˆµν)
= Kˆµν − hˆµνKˆ , (3)
πˆI :=
∂L4
∂(∂τ φˆI)
=
1
Nˆ
LIJ(φˆ)
(
∇ˆτ φˆ
J − λˆµ∇ˆµφˆJ
)
, (4)
πˆaµ :=
∂L4
∂(∂τ Aˆaµ)
=
1
Nˆ3
B(φˆ)
[
Nˆ2hˆµνFˆ aτν − λˆν
(
Nˆ2hˆρµ + λˆρλˆµ
)
Fˆ aνρ
]
− NˆΘǫµνρτ(4) Fˆ aνρ
=
1
Nˆ
B(φˆ)
[
hˆµνFˆ aτν − λˆνhˆρµFˆ aνρ
]
−Θǫµνρ(3) Fˆ aνρ , (5)
where S =
∫
d3xdτ
√
hˆL4 + (GH), one arrives at the first-order action:
S
[
hˆµν , φˆ
I , Aˆaµ, Aˆ
a
τ , Nˆ , λˆ
µ; (x, τ)
]
=
∫
d3xdτ
√
hˆ
{
πˆµν∂τ hˆµν + πˆ
I∂τ φˆ
I + πˆaµ∂τ Aˆ
a
µ
+ Nˆ
[
1
2
πˆ2 − πˆ2µν −
1
2
LIJ(φˆ)πˆI πˆJ − 1
2B(φˆ)
hˆµν πˆaµπˆ
a
ν −
Θ
B(φˆ)
ǫµνρ(3) πˆ
a
µFˆ
a
νρ
+V (φˆ)− Rˆ(3) + 1
2
LIJ(φˆ)hˆµν∇ˆµφˆ
I
∇ˆν φˆ
J +
(
1
4
B(φˆ) +
Θ2
B(φˆ)
)
Fˆ aµνFˆ
aµν
]
+ λˆµ
[
2∇ˆν πˆµν − πˆI∇ˆµφˆI − Fˆ aµν πˆaν
]
+ Aˆaτ
[
∇ˆµπˆ
aµ − (iT aφˆ)I πˆI
]
+ (GH term) . (6)
3
As one notices at once, the action do not contain τ derivatives of Nˆ , λˆµ and Aˆaτ , thus these
fields are auxiliary fields, and their equations of motion yield the first-class constraints
Hˆ :=
1√
hˆ
δS
δNˆ
=
1
2
πˆ2 − πˆ2µν −
1
2
LIJ(φˆ)πˆI πˆJ − 1
2B(φˆ)
hˆµν πˆaµπˆ
a
ν −
Θ
B(φˆ)
ǫµνρ(3) πˆ
a
µFˆ
a
νρ
+ V (φˆ)− Rˆ(3) + 1
2
LIJ(φˆ)hˆµν∇ˆµφˆ
I
∇ˆνφˆ
J +
(
1
4
B(φˆ) +
Θ2
B(φˆ)
)
Fˆ aµνFˆ
aµν ≈ 0 , (7)
Pˆµ :=
1√
hˆ
δS
δλˆµ
= 2∇ˆν πˆµν − πˆI∇ˆµφˆI − Fˆ aµν πˆaν ≈ 0 , (8)
Gˆa :=
1√
hˆ
δS
δAˆaτ
= ∇ˆµπˆ
aµ − (iT aφˆ)I πˆI ≈ 0 . (9)
(7) and (8) are Hamiltonian and momentum constraints, respectively, which ensure ‘time’
translation invariance and three-dimensional diffeomorphism invariance, respectively. (9) is
nothing but the Gauss’s law and it guarantees the gauge invariance of the system.
Solving the equations of motion with Dirichlet boundary conditions at τ = τ0
h¯µν(x, τ = τ0) = h(x) , φ¯
I(x, τ = τ0) = φ
I(x) , A¯aµ(x, τ = τ0) = A
a
µ(x, τ = τ0) ,
where fields with bar indicates on-shell fields, one attains an on-shell action:
S[hµν(x), φ
I(x), Aaµ(x); τ0] :=S[hˆ = h¯, φˆ = φ¯, Aˆ = A¯; (x, τ0)]
=
∫
d3x
∫
∞
τ0
dτ
√
h¯
{
π¯µν∂τ h¯µν + π¯
I∂τ φ¯
I + π¯aµ∂τ A¯
a
µ
}
. (10)
Its variation
δS[h(x), φ(x), A(x); τ0] = −
∫
d3x
√
h
{
π¯µν(x, τ0)δhµν(x)+π¯
I(x, τ0)δφ
I(x)+π¯aµ(x, τ0)δA
a
µ(x)
}
(11)
yields Hamilton-Jacobi (HJ) equations:
π¯µν(x, τ0) = − 1√
h
δS
δhµν(x)
, π¯I(x, τ0) = − 1√
h
δS
δφI(x)
, π¯aµ(x, τ0) = − 1√
h
δS
δAaµ(x)
,
∂S
∂τ0
= 0 .
(12)
Substituting the HJ equations into the Himiltonian constraint (7), we arrive at the flow
equation
{S, S}(x) = L3(x) (13)
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where
{S, S} :=
(
1√
h
)2 [
−1
2
(
hµν
δS
δhµν
)2
+
(
δS
δhµν
)2
+
1
2
LIJ(φ)
δS
δφI
δS
δφJ
+
1
2B(φ)
hµν
δS
δAaµ
δS
δAaν
− Θ
B(φ)
√
hǫµνρ(3)
δS
δAaµ
F aνρ
]
(14)
and
L3 := V (φ)−R(3) + 1
2
LIJ(φ)∇µφI∇µφ
J +
(
1
4
B(φ) +
Θ2
B(φ)
)
F aµνF
aµν . (15)
The other constraints2, i.e., the momentum constraint and the Gauss’s law can be used to
show that three-dimensional diffeomorphism and gauge invariance are realized. In fact, the
Gauss’s law constraint (9) and the Hamilton-Jacobi equations give
0 =
∫
ddx
√
hαa
(
∇µπ
aµ − (iT aφ)IπI)
=
∫
ddx
{
∇µα
a δS
δAaµ
+ αa(iT aφ)I
δS
δφI
}
(16)
=
∫
ddx
(
δgaugeα A
a
µ
δS
δAaµ
+ δgaugeα φ
I δS
δφI
)
= δgaugeα S . (17)
Here,
δgaugeα A
a
µ :=∇µα
a ≡ ∇µαa + fabcAbµαc , δgaugeα φI := αa(iT aφ)I , (18)
denote an infinitesimal gauge transformation. Further, the momentum constraint (8) and
the Hamilton-Jacobi equations lead to
0 =
∫
ddx
√
h ǫµ
(
2∇νπµν − πI∇µ φI − F aµνπaν
)
=
∫
ddx
{
(∇µǫν +∇νǫµ) δS
δhµν
+ ǫµ∇µ φ
I δS
δφI
+ ǫµF aµν
δS
δAaν
}
=δǫS −
∫
ddx
√
h ǫµAaµ
{
∇νπ
aν − (iT aφ)IπI} . (19)
Here,
δǫφ
I := LǫφI ≡ ǫµ∂µφI , δǫAaµ := LǫAaµ ≡ ǫν∂νAaµ + ∂µǫνAaν , δǫhµν := Lǫhµν ≡ ∇µǫν +∇νǫµ ,
(20)
2Some consequences of these constraints are collected in Appendix C.
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are Lie derivatives with respect to three-dimensional diffeomorphism. Noting that the second
term in (19) vanishes because of (9) implies invariance of the on-shell action under three-
dimensional diffeomorphism.
Separate the action into local and non-local parts:
1
2κ24
S[h, φ, A] ≡ 1
2κ24
Sloc[h, φ, A]− Γ[h, φ, A] . (21)
Furthermore, so as to study the flow equation systematically, we employ the derivative ex-
pansion by assigning an additive number called weight as in a table below:
elements weight w
hµν(x), φ
I(x),Γ[h, φ, A] 0
∂µ, A
a
µ(x) 1
R,Rµν , Rµνρσ, ∂
2, δ
δAaµ(x)
, . . . 2
δ
δhµν(x)
, δ
δφI (x)
3
Table 1: assignment of weights
Sloc[h, φ, A] =
∫
d3x
√
hLloc =
∫
d3x
√
h
∑
w=0,2,3,...
[Lloc]w
We parametrize the local part as below:
[Lloc]0 = W (φ) , (22)
[Lloc]2 = −Φ(φ)R(3) + 1
2
M IJ(φ)∇µφI∇µφ
J , (23)
[Lloc]3 = ǫµνρ(3) DIJK(φ)∇µφI∇νφJ∇ρφK + ǫµνρ(3) EI(φ)(Fµν)IJ∇ρφJ
+ ǫµνρ(3)
kCS
4π
tr
(
Aµ∂νAρ +
2
3
AµAνAρ
)
. (24)
In order to respect flavour symmetry, EI , for example, should belong to some representation
r to which also φI belongs. Thus it must have a form
EI
(
φ(x)
)
≡ φI(x)E
(
φ(x)
)
(25)
with E(φ) a flavour singlet. Similarly, if the gauge group G has an antisymmetric three-
tensor, a form
DIJK
(
φ(x)
)
≡ ǫIJKD
(
φ(x)
)
(26)
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with D(φ) in flavour singlet makes the first term of (24) G invariant, and the term is allowed
just in the case.
We also define
Sloc;w−3 :=
∫
d3x
√
h[Lloc]w . (27)
Using the parametrization, the flow equation (13) is decomposed as follows:
w = 0 :
V (φ) = −3
8
W 2(φ) +
1
2
LIJ(φ)∂IW (φ)∂JW (φ) , (28)
w = 2 :
−1 = 1
4
W (φ)− LIJ(φ)∂IW (φ)∂JΦ(φ) , (29)
1
2
LIJ(φ) = −1
8
W (φ)M IJ(φ)− LKL(φ)∂KW (φ)ΓL;IJ(φ)
−W (φ)∂I∂JΦ(φ)− 1
2B(φ)
M IK(φ)MJL(φ)(T aφ)K(T aφ)L , (30)
0 = W (φ)∂KΦ(φ) + LIJ(φ)∂IW (φ)MJK(φ) , (31)
w = 3 :
0 =
(
1√
h
)2{
2κ24
(
hρσ
δSloc;0−3
δhρσ
)
hµν
δ
δhµν
(
Γ− 1
2κ24
Sloc;3−3
)
− 4κ24
δSloc;0−3
δhµν
δ
δhµν
(
Γ− 1
2κ24
Sloc;3−3
)
− 2κ24LIJ(φ)
δSloc;0−3
δφI
δ
δφJ
(
Γ− 1
2κ24
Sloc;3−3
)
− 2κ
2
4
B(φ)
hµν
δSloc;2−3
δAaµ
δ
δAaν
(
Γ− 1
2κ24
Sloc;3−3
)
− Θ
B(φ)
√
hǫµνρ(3)
δSloc;2−3
δAaµ
F aνρ
}
, (32)
w = 4 :
{S, S}w=4 =
(
1
4
B(φ) +
Θ2
B(φ)
)
F aµνF
aµν . (33)
By defining vevs in the presence of external fields (h, φ, A) as
〈T µν(x)〉 := 2√
h
δΓ
δhµν(x)
, 〈OI(x)〉 := 1√
h
δΓ
δφI(x)
, 〈Jaµ(x)〉 := 1√
h
δΓ
δAaµ(x)
, (34)
(32) can be solved for the trace of the stress tensor:
〈T µµ〉 = 2
2κ24
hµν
1√
h
δSloc;3−3
δhµν
+
4
W
LIJ
1√
h
δSloc;0−3
δφI
1√
h
〈O′J〉+ 4
BW
hµν
1√
h
δSloc;2−3
δAaµ
〈J ′aν〉
+
1
2κ24
4Θ
BW
ǫµνρ(3)
1√
h
δSloc;2−3
δAaµ
F aνρ , (35)
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where 〈O′〉 is defined as a vev of an operator O with counterterms taken into account, e.g.,
〈O′I〉 := 1√
h
δ
δφI
(
Γ− 1
2κ24
Sloc;3−3
)
. This expression allows us to identify the coefficients of
the vevs as beta functions:
βI(φ) :=− 4
W (φ)
LIJ(φ)
1√
h
δSloc;0−3
δφJ
=− 4
W
LIJ∂JW , (36)
βaµ(φ,A) ≡ ρaI (φ)∇µφI :=−
4
B(φ)W (φ)
hµν
1√
h
δSloc;2−3
δAaν
=
4
BW
M IJ (iT aφ)J∇µφ
I . (37)
Furthermore, the first term on RHS of (35) is the only origin of the term so called ‘Virial
current’. However, since the three-dimensional theory is topological δSloc;3−3/δhµν = 0, the
term trivially vanishes, i.e., there is no Virial current in our theory.
Analysis According to [12], the vector β functions must satisfy some properties such as
(i) gradient property, (ii) compensated gauge invariance, (iii) orthogonality, (iv) Higgs-like
relation, and (v) non-renormalization condition. Although these properties are confirmed to
be satisfied in even-dimensions [8], one can see that they are also satisfied in three spacetime
dimensions: (i) the gradient property βa ∝ δSloc/δAa is manifested in the expression (37),
(ii) the compensated gauge invariance follows trivially since the Virial current v vanishes, (iii)
the orthogonality can be seen via an explicit computation thanks to the gauge invariance of
Φ(φ) (C.2) (and (31)):
ρaIβI =
16
BW
(iT aφ)K∂KΦ = 0 , (38)
(iv) to show the Higgs-like relations, define the local RG operator
∆σ :=
∫
d3xσ(x)
{
2hµν(x)
δ
δhµν(x)
+ βI [φ(x)]
δ
δφI(x)
+ ρaI [φ(x)]∇µφ
I(x)
δ
δAaµ(x)
}
, (39)
and by comparing coefficients of n-point functions, one obtains anomalous dimensions
γIJ = −∂JβI + ρaJ (iT aφ)I , γab = ρcIδbc(iT aφ)I , (40)
(v) and finally, the equivalence between vanishing vector beta function and conservation of
the current operator can be proved by case analysis using the operator identity (C.3) as in
[8].
The most general form of the trace anomaly is given by3
∆σΓ[h, φ, A]
∣∣∣
anomaly
=
∫
d3x
√
hǫµνρ(3) σ(x)
{
CIJK∇µφ
I
∇νφ
J
∇ρφ
K + CaIF
a
µν∇ρφ
I
}
. (41)
3We have employed a slightly different notation from [10].
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Comparing (41) and (D.1), the anomaly coefficients are identified:
CIJK =
1
2κ24
{
− 2Eρa[I(iT a)JK] − 2ρa[I∂JE(φiT a)K] + ǫIJKβL∂LD
− 3Dρa[IǫJK]L(iT aφ)L − 3∂[IDǫJK]LβL
}
, (42)
CaI =
1
2κ24
{
−ΘρaI − kCS
4π
C(r)ρaI + 2E(iT aβ)I + βK∂KE(iT aφ)I
− EρbI(φ{T a, T b}φ) + ∂IE(φiT aβ)− 3DǫIJK(iT aφ)JβK
}
. (43)
Using these expressios, one can show that they satisfy the WZ consistency conditions, i.e.,
3βICIJK + ρ
a
JC
a
K − ρaKCaJ = 0 ,
βICaI = 0 ,
by exploiting the orthogonality (38) and anti-symmetry of the generators T a.
Conclusion In this paper we have discussed the trace anomaly in three dimensions. We
expected we could get nonzero trace anomalies even on conformal fixed points if we break the
parity symmetry, but we have eventually showed it is not the case. Now that we have finished
the explicit computation, we can easily see why the anomaly vanishes in our situation. We
know that the trace of the stress tensor has a weight w = 3 and the non-local action Γ has
w = 0. Then, since coefficients of vevs of operators are identified with beta functions, the
bracket (14) tells us that βI ∝ δSloc;0−3/δφ and βµ ∝ δSloc;2−3/δA. With these knowledge, let
us have a closer look at the bracket. The metric and scalar field part is a good place to start.
Since functional derivatives with these fields cancel w = −3 from the volume element of the
local action4, just pairs of local Lagrangians whose weights sum up to three can contribute to
〈T µµ〉. Because of the absence of a local Lagrangian with w = 1, there is no pair with weights
3 = 1 + 2, and all we have is a pair 3 = 0 + 3. The fact δSloc;3−3/δhµν = 0 kills a potential
contribution from the metric part of the pair, and the scalar field part gives the scalar beta
function. Thus all contributions to 〈T µµ〉 from the metric and scalar field part of the bracket
is proportional to (scalar) beta functions. Next, let us scrutinize the gauge field part. Since
functional derivatives with Aaµ have weights w = 2, they do not completely cancel w = −3
from the volume element, and just pairs of local Lagrangians whose weights sum up to five
can contribute to 〈T µµ〉. Then just a pair 5 = 2+3 can survive, however, the contribution is
again proportional to the (vector) beta function. Therefore, all contributions are proportional
4Note that the weight analysis tells us that non-local action no longer contributes to 〈T µµ〉.
9
to beta functions. The absence of local Lagrangians with w = 1 is essential. From the above
argument we have learned that one needs a term with w = 1 which respects Lorentz and
flavour symmetries in the local action in order to achieve nonzero trace anomalies on fixed
points. Following the same analysis, one can also see that just with the simple extension
of the bulk action, one cannot get nonzero trace anomalies in the general odd dimensions,
neither, because of the absence of local Lagrangians with odd weights.
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A Notation
Let us denote [µˆνˆρˆσˆ] the sign of a permutation (µˆνˆρˆσˆ), where we define [012τ ] ≡ +15. Then
the Levi-Civita tensor is defined by
ǫµˆνˆρˆσˆ(4) = −
1√|γˆ| [µˆνˆρˆσˆ] .
In this convention, we arrive at three-dimensional expression
Nˆǫµνρτ(4) = ǫ
µνρ
(3) . (A.1)
Matrix representations are given by
(Aµ)
IJ := −Aaµ(iT a)IJ , (Fµν)IJ := −F aµν(iT a)IJ , (A.2)
and covariant derivatives are defined by
∇ˆµˆφˆ
I := ∇ˆµˆφˆI − Aˆaµˆ(iT aφˆ)I , (A.3)
∇µφ
I := ∇µφI − Aaµ(iT aφ)I , (A.4)
∇µα
a := ∇µαa + fabcAbµαc , (A.5)
The generators T a are normalized to yield the quadratic Casimir
tr(T aT b) ≡ δabC(r) (A.6)
for some representation r.
Finally, we define the Levi-Civita connection in the theory space as
ΓI;JK :=
1
2
(∂JM IK + ∂KM IJ − ∂IMJK) . (A.7)
5Lorentz indices of the bulk M4 are denoted by µˆ,νˆ, ...and those of the hypersurface by µ,ν,....
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B Some Useful Formulae
δS
loc;0−3
δhµν
=
1
2
√
hhµνW (φ) ,
δS
loc;0−3
δφI
=
√
h∂IW (φ) ,
δS
loc;0−3
δAaµ
= 0 ,
δS
loc;2−3
δhµν
=
√
h
{
Φ(φ)
(
Rµν − 1
2
hµνR(3)
)
−∇µ∇νΦ(φ) + hµν∇2Φ(φ)
+
1
2
M IJ(φ)
[
1
2
hµν∇ρφI∇ρφ
J −∇µφI∇νφJ
]}
,
δS
loc;2−3
δφI
=
√
h
{
− ∂IΦ(φ)R(3) − ΓI;JK(φ)∇µφJ∇µφK −M IJ (φ)∇2φJ
}
,
δS
loc;2−3
δAaµ
= −
√
hM IJ(φ)∇µφI(iT aφ)J ,
δS
loc;3−3
δhµν
= 0 ,
δS
loc;3−3
δφI
=
√
hǫµνρ(3)
{
∂IDJKL(φ)∇µφ
J
∇νφ
K
∇ρφ
L − 3∇µDIJK(φ)∇νφJ∇ρφK
− 3DIJK(φ) (Fµνφ)J∇ρφK + ∂IEJ(φ)
(
Fµν∇ρφ
)J
−∇ρEJ(φ)(Fµν)JI
}
,
δS
loc;3−3
δAaµ
=
√
hǫµνρ(3)
{
− 3DIJK(φ)(iT aφ)I∇νφJ∇ρφK − 2∇ν
[
EI(φ)(iT a∇ρφ)
I
]
− EI(φ)
(
FνρiT
aφ
)I
− kCS
4π
C(r)F aνρ
}
.
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C Consequences of first-class constraints
0 = (iT aφ)I∂IW (φ) , (C.1)
0 = (iT aφ)I∂IΦ(φ) , (C.2)
0 =∇µJ
aµ − (iT aφ)IOI , (C.3)
0 = ∂IMJK(φ)(iT aφ)I + (iT a)IKMJI + (iT a)IJM IK , (C.4)
∇µW (φ) =∇µφI∂IW (φ) , (C.5)
0 = ∇νTµν −∇µφIOI − F aµνJaν , (C.6)
0 = ∇µΦ(φ)−∇µφI∂IΦ(φ) . (C.7)
D Explicit form of 〈T µµ〉
Substituting some formulae in Appendix B, one obtains an explicit form of the trace of the
stress tensor:
〈T µµ〉 =− βI〈OI〉 − βaµ〈Jaµ〉 −
Θ
2κ24
ǫµνρ(3) β
a
µF
a
νρ
+
1
2κ24
βI
1√
h
δSloc;3−3
δφI
+
1
2κ24
βaµ
1√
h
δSloc;3−3
δAaµ
=− βI〈OI〉 − βaµ〈Jaµ〉
+
1
2κ24
ǫµνρ(3) ∇µφ
I
∇νφ
J
∇ρφ
K
{
− 2EρaI(iT a)JK − 2ρaI∂JE(φiT a)K + ǫIJKβL∂LD
− 3DρaIǫJKL(iT aφ)L − 3∂IDǫJKLβL
}
+
1
2κ24
ǫµνρ(3) F
a
µν∇ρφ
I
{
−ΘρaI − kCS
4π
C(r)ρaI + 2E(iT aβ)I + βK∂KE(iT aφ)I
−EρbI(φ{T a, T b}φ) + ∂IE(φiT aβ)− 3DǫIJK(iT aφ)JβK
}
.
(D.1)
E Adding extra terms to the bulk action
If one adds a term
1
4
∫
M4
d4X
√
γˆǫµˆνˆρˆσˆ(4) H
IJKL(φˆ)∇ˆµˆφˆ
I
∇ˆνˆ φˆ
J
∇ˆρˆφˆ
K
∇ˆσˆφˆ
L (E.1)
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to the bulk action, this term disturbs canonical momentum conjugate to the scalar field as
πˆ′M :=
∂L′4
∂(∂τ φˆM)
=πˆM + ǫµνρ(3) H
IJKM
∇ˆµφˆ
I
∇ˆνφˆ
J
∇ˆρφˆ
K , (E.2)
where ‘πˆM ’ is the same as (4). Following the same calculation as in the formalism, we can
write the first-order action and arrive at first-class constraints. The new term does not
change the momentum constraint and the Gauss’s law constraint, however, it changes the
Hamiltonian constraint
Hˆ ′ :=
1√
hˆ
δS′
δNˆ
=− 1
2
LIJ πˆ′I πˆ′J + ǫµνρ(3) L
IJ πˆ′IHJKLM∇ˆµφˆ
K
∇ˆν φˆ
L
∇ˆρφˆ
M
− 1
2
ǫµνρ(3) ǫ
αβγ
(3) L
IJHIKLMHJK
′L′M ′
∇ˆµφˆ
K
∇ˆν φˆ
L
∇ˆρφˆ
M
∇ˆαφˆ
K ′
∇ˆβφˆ
L′
∇ˆγ φˆ
M ′ + ... , (E.3)
and these changes are accompanied by modifications of the flow equation. The third term
does not contribute to the trace anomaly because the term has w = 6. The second term
can give non-zero contribution to the 〈T µµ〉, however, since the covariant derivatives already
have w = 3, the term can enter the trace of the stress tensor only when πˆ′I gives a term with
w = 0 through the Hamilton-Jacobi equation. It is possible only if the functional derivative
δ/δφI acts on Sloc;0−3, and this is nothing but β
I . Thus the additional term (E.1) does not
give non-trivial contribution to the trace anomaly, neither.
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