This article arguments that rank correlation coefficients are powerful association measures and how can they be adopted by EDAs. A new EDA implements the proposed ideas: the Non-Parametric Real-valued Estimation Distribution Algorithm (NOPREDA). The paper fully describes the rank correlation coefficient, and the procedure to build a non parametric model for the probability distribution of the source data. A benchmark of global optimization problems is solved with NOPREDA.
INTRODUCTION
Correlation is one measure of the strength of association or dependence between two variables. In the parametric model context, the Pearson product moment correlation coefficient estimates the degree of linear association between two variables (this is the common correlation index found in most introductory books). The correlation coefficient of two variables X and Y is computed through the variances σ xx and σ yy and covariance σ xy , as follows:
The coefficient r takes values between −1 and +1. The goal of this paper is twofold. First and most important, to present the goodness of a rank correlation coefficient, and a way to use this association measure in a practical implementation called the Non-parametric Real-valued Estimation Distribution Algorithm (NOPREDA). Second, to provide an empirical assessment of its capacity to solve global optimization problems.
THE NOPREDA ALGORITHM AND EX-PERIMENTS
A pseudo-code of NOPREDA is shown in Figure 1 . NO-PREDA creates a model of the PDF in two steps: first, it computes the cumulative empirical distribution (CED) of each variable. Second, it computes the Spearman rank correlation matrix of the sample set. Simulating new data from this model (to populate the next generation) also requires two steps: first, new data is simulated from every CED; second, the rank correlation matrix is induced in the new data. To achieve this step, we do use a procedure introduced by Iman and Conover to simulate new data regardless of the distribution with a specified Spearman's rank correlation index [2] .
Experiment 1
For this experiment the goal is to reach the optimum within 1E-6. However, there is a limited effort to spend in Table 1 .
Problem
Best Approximation Evaluations Dimension 10 Sphere 8.5E-07 ± 1.6E-07 8874 ± 875 Rosenbrock 9.1E-01 ± 9.5E-01 3E05 ± 0.0 Griewank 8.0E-07 ± 1.5E-07 9118 ± 825 Ackley 9.1E-07 ± 1.0E-07 13873 ± 1296 Rastrigin 8.1E-07 ± 1.9E-07 16822 ± 3224 Dimension 50 Sphere 9.4E-07 ± 4.4E-08 81774 ± 1736 Rosenbrock 82.1 ± 32.5 3E05 ± 0.0 Griewank 9.5E-07 ± 3.2E-08 82353 ± 2077 Ackley 9.7E-07 ± 2.7E-08 214995 ± 13882 Rastrigin 6.3E-07 ± 2.6E-07 249600 ± 23950 
Experiment 2
The functions of this experiment are convex and monotone, reported by [1] . The aim of the experiment is to observe the scalability of the algorithm. The average number of evaluations is measured while the dimensionality of the problem takes the values 2,4,8,10,20,40 and 80. The functions are defined in Table 2 . Figure 2 shows the results for NOPREDA. The largest dimension in which the problems were solved is 40. This is basically due to lengthly computation required for dimension 80. 
CONCLUSIONS
Non parametric approaches should be studied in the context of EDAs because of their ability to create good approximations of the PDF. Further, the Spearman's correlation coefficient is presented as a better indicator of a non linear relation.
