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Observational nonidentifiability, generalized likelihood and free energy
A.E. Allahverdyan
Yerevan Physics Institute, Alikhanian Brothers Street 2, Yerevan 375036, Armenia
We study the parameter estimation problem in mixture models with observational nonidentifia-
bility: the full model (also containing hidden variables) is identifiable, but the marginal (observed)
model is not. Hence global maxima of the marginal likelihood are (infinitely) degenerate and predic-
tions of the marginal likelihood are not unique. We show how to generalize the marginal likelihood
by introducing an effective temperature, and making it similar to the free energy. This general-
ization resolves the observational nonidentifiability, since its maximization leads to unique results
that are better than a random selection of one degenerate maximum of the marginal likelihood or
the averaging over many such maxima. The generalized likelihood inherits many features from the
usual likelihood, e.g. it holds the conditionality principle, and its local maximum can be searched
for via suitably modified expectation-maximization method. The maximization of the generalized
likelihood relates to entropy optimization.
I. INTRODUCTION
Unknown parameters of mixture models are frequently estimated via the Maximum Marginal Likelihood (MML)
method that employs the marginal probability of the observed data [1–5]. A local maximization of the marginal
likelihood can be carried out via one of computationally feasible algorithms, e.g. the Expectation-Maximization (EM)
method [3–5].
There is however a range of problems, where MML does not apply due to observational nonidentifiability: the full
model (including hidden variables) is identifiable, but the observed (marginal) model is not. Hence the maxima of the
marginal likelihood are (generally infinitely) degenerate, and the outcome of MML does depend on the initial point of
the maximization. Resolving the nonidentifiability in such situations is not hopeless, precisely because the full model is
identifiable. However, the standard likelihood maximization cannot be employed, since there are hidden (not observed)
variables. We emphasize that some information about unknown parameters is always lost after marginalization [2].
The observational nonidentifiability is an extreme case of this.
Nonidentifiability in mixture models is studied in [14–23]; see [17–19] for reviews. In such models even an infinitely
large number of observed data samples cannot guarantee the perfect recovery of parameters (i.e. the convergence
to true parameter values), because maxima of the likelihood are infinitely degenerate [15]. There is an attitude
towards nonidentifiable models that they are in a certain sense rare, and do not have a big practical importance.
This is incorrect: almost any model becomes nonidentifiable if the number of unknown parameters is sufficiently
large, i.e. if the model is sufficiently realistic [17, 20]. Moreover, nonidentifiability can be present effectively due to
unresponsiveness of a many-parameter likelihood along sufficiently many directions [24, 25]; see [26] for a review. The
simplest scenario of this is realized via small eigenvalues of the likelihood Hessian. For practical purposes such an
effective nonidentifiability—which is generically found in systems biology and chemistry [24–26]—is indistinguishable
from the true one.
Aiming to solve the problem of observational nonidentifiability, we extend the marginal likelihood via a one-
parameter generalized function Lβ, which is constructed by analogy to the free energy in statistical physics. The
positive parameter β is an analogue of the inverse temperature from statistical physics, and the marginal likelihood
is recovered for β = 1. We show that Lβ inherits pertinent features of L1; e.g. it holds the conditionality principle,
concavity (for β ≤ 1) and the possibility to search for its local maximum via suitably generalized expectation-
maximization method. Its maximization resolves the degeneracy of L1. It does have relations with the maximum
entropy method (for β < 1) and with entropy minimization (for β > 1). For several models we found an optimal value
of β in Lβ, which appears to be close to 1, but strictly smaller than 1. We also show numerically that maximizing
Lβ.1 leads to better results than (i) a random selection of one of many results provided by maximizing the usual
likelihood L1; (ii) averaging over many such random selections; see section V. Both (i) and (ii) would be among
standard reactions of practitioners to (effective) nonidentifiability.
For β → ∞ we get another known quantity: L∞ coincides with the h-likelihood [1, 3–5], i.e. the full likelihood
(including both observed and hidden variables), where the value of hidden variables is replaced by their maximum
aposteriori (MAP) estimates from the observed data [8–10]. The h-likelihood is employed in Hidden Markov Models
(HMM), where efficient methods of maximizing L∞ are known as Viterbi Training (VT) or k-means segmentation
[3–7]. When the h-likelihood L∞ is applied to an observationally nonidentifiable situation, its results converge to
boundary values of the parameters (e.g. zero or one for unknown probabilities), as was demonstrated by analyzing
an exactly solvable HMM model [13]. Such results are inferior to random selection (see (i) and (ii) above), if there
2is no prior information that the model is indeed sparse in this sense; cf. section VI. This feature is one reason why
the h-likelihood maximization leads to obvious failures even in simple models [8, 11]. In particular, it cannot apply
generally for solving observational nonidentifiability.
Lβ also relates to a recent trend in the Bayesian statistics, where the model is raised to a certain positive power,
akin to β 6= 1 in Lβ [28–32]. In this way people deal with misspecified models [28, 29, 32], facilitate the computation of
Bayesian factors for model selection [31], regularize them [30] etc; see [32] for a recent review. The raising into a power
emerges from the decision theory (as applied to misspecified models) [28] and present a general method for making
Bayesian models more robust. Among the actively researched issues here is the selection of the power parameter [29].
This paper is written in the style of the book by Cox and Hinkley [2]: it is example-based and informal, not the
least because it employs ideas of statistical physics. It is organized as follows. Section IIA recalls the definition of
the observational nonidentifiability we set to study. Section II B defines the generalized likelihood Lβ , and discusses
its features inherited from the usual likelihood L1. Sections II C and IID study the simplest nonidentifiable examples
that illustrates features of Lβ. Section III defines the main model we shall focus on. It amounts to a finite mixture
with unknown probabilities. Section IV studies for this model the generalized likelihood Lβ<1. Numerical comparison
with the random selection methods is discussed in section V. Section IV studies the maximization of Lβ>1 and shows
in which sense this is related to entropy minimization. We summarize in the last section.
II. FREE ENERGY AS GENERALIZED LIKELIHOOD
A. Defining observational nonidentifiability
We are given two random variables X and Y with values x = (x1, ..., xn) and y = (y1, ..., ym), respectively. We
assume that X is hidden, while Y observed variable, i. e. we assume a mixture model. The joint probabilities of XY
pθ(x, y), (1)
generally depend on unknown parameters θ. Let we are given the observation data
{ y[k] }Nk=1, (2)
where y[k] are values of Y generated independently from each other. Then θ can be estimated via the (marginal,
logarithmic) likelihood
L(θ) =
1
N
N∑
k=1
ln
[
pθ(y
[k])
]
=
∑
y
p(y) ln
[∑
x
pθ(x, y)
]
, (3)
where p(y1), ..., p(ym) are the frequencies of Y obtained from the data (2). If (for a fixed m) the observation data (2)
is large, N ≫ 1, p(y) converge to true probabilities of Y .
Within the maximum likelihood method, the unknown θ can be determined from argmaxθ[L(θ)]. Since X is a
hidden, we can easily run into the nonidenitifiability problem, where (at least two) different values of θ lead to the
same probability for all values of Y [14–17]:
pθ(yl) = pθ′(yl), l = 1, ...,m, θ 6= θ′. (4)
Eqs. (4) imply that maxima of L(θ) are degenerate; see below for examples. In addition to (4), we shall require that
the full model is still identifiable, i.e. imposing equal joint probabilities for for all (x, y) does lead to θ = θ′ for all
(θ, θ′):
pθ(xk, yl) = pθ′(xk, yl), k = 1, ..., n, l = 1, ...,m, =⇒ θ = θ′. (5)
We shall propose a solution to this type of nonidentifiability. Below we shall focus the most acute situation, where
the marginal probability in (4) does not depend on θ and the sample length in (2) is very large: N ≫ 1. Note
that other (weaker) forms of nonidentifiability are possible and well-documented in literature: the weakest form of
nonidentifiability is when it is restricted to a measure-zero subset of the parameter domain (generic identifiability)
[22]. A stronger form is that of partial nonidentifiability, where some information on θ (e.g. certain bounds on θ) can
still be recovered from observations; see [23] for a recent discussion.
3B. Generalized likelihood: definition and features
1. Definition
Instead of (3) we set to maximize over θ its generalization, viz. the negative free-energy
Lβ(θ) =
1
β
∑
y
p(y) ln
[∑
x
pβθ (x, y)
]
, (6)
where β > 0 is a parameter. An obvious feature of (6) is that for β = 1 we return from (6) to the (marginal) likelihood
function L(θ) in (3). Hence if we apply the maximization of (6) with β ≈ 1 to the identifiable model, we expect to
get results that are close to those found via maximization of L(θ). The meaning of β 6= 1 in (6) is that it sums over
all values of x, but does not reduce the outcome to the usual (marginal) likelihood.
Below we discuss several features that Lβ(θ) inherits from the usual likelihood L1(θ) = L(θ). These features
motivate introducing Lβ(θ) as a generalization of L1(θ). The first such feature is apparent from the fact that Lβ(θ)
in (6) is to be maximized over unknown parameter θ [1]. If we reparametrize Lβ via a bijective (one-to-one) function
ψ(θ)—i.e. if the full information on θ is retained in ψ—then the maximization outcomes
ψˆ = argmaxψ[Lβ(ψ)] and θˆ = argmaxθ[Lβ(θ)], (7)
are related via the same function: ψˆ = ψ(θˆ).
2. Relations of (6) to nonequilibrium free energy
Relations between statistical physics and probabilistic inference frequently proceed via the Gibbs distribution, where
the minus logarithm of probability to be inferred is interpreted as the physical energy (both these quantities are additive
for independent events), while the physical temperature is taken to be 1; see [33] for a textbook presentation of this
analogy and [34] for a recent review. The main point of making this analogy is that powerful approximate methods
of statistical physics can be applied to inference [33, 34].
In the context of mixture models we can carry out the above analogy one step further. This analogy is now
structural, i.e. it relates to the form of (6), and not to applicability of any approximate method. We relate − ln pˆ(x, y)
with the energy of a physical system, where X and Y are respectively fast (hidden) and slow (observed) variables.
Here fast and slow connect with (resp.) hidden and observed, which agrees with the set-up of statistical physics, where
only a part of variables is observed [35]. Then (6) connects to the negative nonequilibrium free energy with inverse
temperature β [35]. Here nonequilibrium means that only one variable (i.e. X) is thermalized (i.e. its conditional
probability is Gibbsian), while the free energy has several physical meanings [35]; e.g. it is a generating function
for calculating various averages and also the (physical) work done under a slow change of suitable externally-driven
parameters [35]. The maximization of (6) naturally relates to the physical tendency of decreasing free energy (one
formulation of the second law of thermodynamics) [35].
Though formal, this correspondence with statistical physics will be instrumental in interpreting Lβ . E.g. we shall
see that the maximizer of Lβ<1 is unique (in contrast to maximizers of Lβ≥1), and this fact can be related to sufficiently
high temperatures that simplify the free energy landscape.
3. Relations with h-likelihood
For β →∞ we revert from (6) to
L∞(θ) =
∑
y
p(y) ln [maxx pθ(x, y)] , (8)
where argmaxxpˆθ(x, y) is the MAP (maximum aposteriori) estimate of x given the data y [5, 6, 13]. The meaning of
(8) is obvious in the context of (5): once we cannot employ the maximum likelihood method to pθ(x, y)—since we do
4not know what to take for the hidden variable x—we first estimate x from data (2) via the MAP method, and then
proceed a la usual likelihood 1.
It is known that maximizing over unobserved variables has drawbacks [1, 8, 11]. People tried to improve on those
drawbacks by looking instead of (8) at [12]
1
U
U∑
u=1
∑
y
p(y) ln
[
pθ(x[u](y), y)
]
, (9)
where U = 2, 3, x[1](y) maximizes p(x, y) over x, x[2](y) is the next to the maximal value of p(x, y) etc. In contrast to
(8), Eq. (9) accounts for values of x around the maximum of p(x, y). Now Lβ(θ) captures the same idea for a large
but finite β.
4. Conditionality
It is known that the ordinary maximum-likelihood method has an appealing feature of conditionality, which is
formulated in several related forms [2], and closely connects to other fundamental principles of statistics, e.g. to
the likelihood principle [2, 44, 45]. We now find out to which extent the conditionality principle is inherited by the
generalized likelihood Lβ defined in (6).
First we note that Lβ holds the weak conditionality principle [44]. To define this principle we should enlarge the
original pair (X,Y ) of random variables to (X,Y, J), where J assumes (for simplicity) a finite set of values j1, .., jℓ.
Now X and Y are still (resp.) hidden and observed variables, while J determines the choice of the experiment that
does not depend on the unknown parameter θ [44, 45]. The choice is done before observing Y , i.e. before collecting
the sample (2), and the (marginal) probability p(j) does not depend on θ. For this extended experiment the data
amounts to sample (2) plus the indicator j for the choice of the experiment. Then the analogue of (6) is defined as
Lβ(j, θ) =
1
β
∑
y
p(y) ln
[∑
x
pβθ (x, y, j)
]
=
1
β
∑
y
p(y) ln
[∑
x
pβθ (x, y|j)
]
+ ln p(j), (10)
where pθ(x, y, j) is the probability of (X,Y, J). It is seen that the inference for the extended experiment produces
the same result as the inference for the partial experiment, where the value of J = j was fixed beforehands (i.e. the
choice of J = j was not a part of data):
argmaxθ (Lβ(j, θ)) = argmaxθ
(
1
β
∑
y
p(y) ln
[∑
x
pβθ (x, y|j)
])
. (11)
This is the weak conditionality principle that holds for the generalized likelihood Lβ(θ).
However, a stronger form of the conditionality principle does not hold for Lβ(θ), because this form mixes observable
and hidden variables. Define a new random variable G(X,Y ) that depends on X and Y and assumes values g1, ..., gℓ
[2]. Assume that the marginal probability p(g) of G does not depend on θ, i.e. G is an ancillary variable with respect
to estimating θ [62] 2. Now (6) reads
Lβ(θ) =
1
β
∑
y
p(y) ln
 ∑
g∈G(y)
pβ(g)
∑
x:G(x,y)=g
pβθ (x, y|g)
 , (12)
where G(y) ⊂ (g1, ..., gℓ) is the set of values assumed by G(x, y), where y is fixed, while x goes over all its values
(x1, .., xn). One defines a new experiment, where it is a priori known that the value of G(X,Y ) is restricted to a
1 Note that in (8) the maximization was carried out for a given value of y, i.e. we did not apply it to the whole sample (2). Doing so will
lead to L′
∞
(θ) = maxx
[∑
y p(y) ln pθ(x, y)
]
instead of (8). We did not see applications of L′
∞
(θ) in literature. One possible reason for
this is that the definition of L′
∞
(θ) makes an unwarranted (though not strictly forbidden) assumption that X = x is fixed during the
sample generation process. At any rate, we applied L′
∞
(θ) to models and noted that its results for parameter estimation are worse than
those of L∞(θ). Hence we stick to (8).
2 Recall that ancillary variables need not always exist for a given model [63].
5specific value g from (g1, ..., gℓ). The generalized likelihood for this experiment is
Lβ(θ|G = g) = 1
β
∑
y
p(y) ln
 ∑
x:G(x,y)=g
pβθ (x, y|g)
 . (13)
It is seen that for β 6= 1 the maximization of (12) and (13) will generally produce different results, i.e. the stronger
form of the conditionality principle does not hold for Lβ.
5. Monotonicity and concavity
Lβ(θ) is monotonically decreasing over β:
∂Lβ(θ)
∂β
=
1
β2
∑
y
p(y)
∑
x
ζθ(x|y;β) ln ζθ(x|y;β) ≤ 0, (14)
ζθ(x|y;β) ≡ pβθ (x, y)
/∑
x¯
pβθ (x¯, y), (15)
since
∂Lβ(θ)
∂β is a weighted sum of negative entropies.
Let θ ∈ Ω is defined over a partially convex set Ω, i.e. if θ1 ∈ Ω and θ2 ∈ Ω, then for 0 < λ < 1 there exists θ3 ∈ Ω
such that pθ3 = λpθ1 + (1 − λ)pθ2 ; such a model is studied below in section III. Now for β ≤ 1, Lβ from (6) is a
concave function, since it is a linear combination of superposition of two strictly concave functions: f(u) = uβ and
g(v) = ln v:
Lβ(λpθ1 + (1− λ)pθ2) > λLβ(pθ1) + (1− λ)Lβ(pθ2), β ≤ 1. (16)
For β > 1, we note that a superposition g(f(u)) of strictly convex f(u) = uβ and monotonic g(v) = ln v is pseudo-
convex [27]. Pseudo-convex functions do share many important features of convex functions, but generally Lβ>1 is
not pseudo-convex, since besides superposition of f(u) = uβ and g(v) = ln v, (6) involves summation over y, and the
sum of two pseudo-convex functions is generally not pseudo-convex [27]. In section VI we shall show numerically that
maximizers of Lβ>1 relate to those of a generalized Schur-convex function; see Appendix D.
6. Relations with the maximum entropy method
The maximization of the generalized likelihood (6) will be now related with the maximum entropy method [46–50].
Recall that the method addresses the problem of recovering unknown probabilities {q(zk)}nk=1 of a random variable
Z = (z1, ..., zn) on the ground of certain contraints on q and Z. The type and number of those constrains are not
decided within the method itself [47, 49], though the method can give some recommendations for selecting relevant
constraints; see Appendix C. Then {q(zk)}nk=1 are determined from the constrained maximization of the entropy−∑nk=1 q(zk) ln q(zk) [46–50]. The intuitive rationale of the method is that it provides the most unbiased choice of
probability compatible with constraints.
To find this relation, we expand (6) for a small 1− β (i.e. β ≃ 1)
Lβ(θ) =
∑
y
p(y) ln pθ(y) +
1
β
∑
y
p(y) ln
[∑
x
pθ(x|y)e(β−1) ln pθ(x|y)
]
(17)
=
∑
y
p(y) ln pθ(y) + (1− β)
∑
y
p(y)Sy(θ) + (1 − β)2
∑
y
p(y)Sy(θ) (18)
+
(1− β)2
2
∑
xy
p(y)pθ(x|y) (−Sy(θ) + ln pθ(x|y) )2 +O
(
(1− β)3) , (19)
Sy(θ) ≡ −
∑
x
pθ(x|y) ln pθ(x|y), (20)
where Sy(θ) is the entropy of X for a fixed observation Y = y and fixed parameters θ. When expanding e
(β−1) ln pθ(x|y)
over (β − 1) ln pθ(x|y) we need to assume that pθ(x|y) > 0, but eventually a milder condition pθ(x|y) ≥ 0 suffices
because the terms in (18–20) stay finite for pθ(x|y)→ 0.
6The zero-order term in Lβ(θ) is naturally L(θ) =
∑
y p(y) ln pθ(y); see (18). But, as we explained around (4), even
when N ≫ 1 in (16), the maximization of L1 does not lead to a single result if the model is not identifiable. This
degeneration will be (at least partially) lifted if the next-order term (1− β)∑y p(y)Sy(θ) in Lβ is taken into account;
cf. (18). For β < 1 this term will tend to lift the degeneracy by selecting those maxima which achieve the largest
average entropy
∑
y p(y)Sy(θ). Hence for a small, but positive 1− β, the results of maximazing
∑
y p(y) ln pθ(y) will
(effectively) serve as constraints when maximizing
∑
y p(y)Sy(θ). This is the relation between maximizing Lβ (for a
small, positive 1− β) and entropy maximization 3.
Note that when p(y) converges to the true probabilities of Y , i.e. when N ≫ 1 in (16), and when θ is fixed to
its true value, then
∑
y p(y)Sy(θ) is the conditional entropy of X given Y [47]. The appearance of the conditional
entropy is reasonable given the fact that Y is an observed variable.
Within the second-order term O ((1− β)2) the fluctuations of entropy enter into consideration: the degeneration
will be lifted by (simultaneously) maximizing the entropy variance and maximizing the entropy; see (18, 19).
Likewise, for β > 1 (but β ≃ 1) the term (1− β)∑y p(y)Sy(θ) in Lβ(θ) predicts that among degenerate maxima of
L1(θ), those of the minimal entropy will be selected.
7. Q-function and generalized EM procedure
Lβ(θ) in (6) admits a representation via a suitably generalized Q-function, i.e. its local maximum can be calculated
via the (generalized) expectation-maximization (EM) algorithm. Let us define for two different values of θ and θ˜:
Qβ(θ, θ˜) =
∑
y
p(y)
∑
x
ζθ(x|y;β) ln pθ˜(x, y), (21)
where ζθ(x|y;β) defined by (15) is formally a conditional probability. For β = 1 we revert from (21) to the average
of the usual Q-function [5, 51]:
∑
x pθ(x|y) ln pθ˜(x, y), which is the full log-likelihood ln pθ˜(x, y) that is averaged over
the hidden variable X given the observed Y = y and calculated at trial values θ and θ˜.
Now non-negativity of the relative entropy:
1
β
∑
y
p(y)
∑
x
ζθ(x|y;β) ln ζθ(x|y;β)
ζθ˜(x|y;β)
≥ 0, (22)
implies after using (15, 21) and re-arranging (22):
Lβ(θ˜)− Lβ(θ) ≥ Qβ(θ, θ˜)−Qβ(θ, θ). (23)
Hence if for a fixed θ we choose θ˜ such that Qβ(θ, θ˜) > Qβ(θ, θ), then this will increase Lβ(θ˜) over Lβ(θ). Eq. (23)
shows the main idea of EM: defining
θk+1 = argmaxθ˜[Qβ(θk, θ˜) ], (24)
and starting from trial value θ1, we increase Lβ(θ) sequentially, Lβ(θk+1) ≥ Lβ(θk), as (23) shows. Eq. (21) implies:
∂Qβ(θ, θ˜)
∂θ˜
∣∣∣∣∣
θ˜=θ
=
∂Lβ(θ)
∂θ
=
∑
y
p(y)∑
x¯ p
β
θ (x¯, y)
∑
x
pβ−1θ (x, y)
∂pθ(x, y)
∂θ
. (25)
Eq. (25) shows that if we would find θ∗ such that the maximum of Qβ(θ
∗, θ˜) over θ˜ is reached at θ˜ = θ∗, i.e.
∂Qβ(θ, θ˜)
∂θ˜
∣∣∣∣∣
θ˜=θ=θ∗
=
∂Lβ(θ))
∂θ
∣∣∣∣
θ=θ∗
= 0, (26)
then θ∗ can be a local maximum of Lβ(θ), or an inflection point of Lβ(θ) (which has a direction along which it
maximizes), or—for a multidimensional θ—a saddle point. Eq. (26) holds if (24) converges. Thus similarly to the
usual likelihood, Lβ(θ) can be partially (i.e. generally not globally) maximized via (21).
3 Note that the idea of lifting degeneracies of the maximum likelihood by maximizing the entropy over those degenerate solutions appeared
recently in the quantum maximum likelihood method [36, 37]. But there the degeneracies of the likelihood are due to incomplete (noisy)
data, i.e. they appear in a identifiable model.
7C. First example (discrete random variables)
1. Definition
The following example is among simplest ones, but it does illustrate several general points of the approach based on
maximizing Lβ(θ). A binary random variable X (x = ±1) is hidden, while its noisy version Y (y = ±1) is observed.
The joint probability of XY reads
pgh(x, y) =
egx+hxy
4 coshh cosh g
, x = ±1, y = ±1, (27)
where g > 0 and h > 0 are unknown parameters: g relates with the prior probability of unobserved X , and h relates
to the noise. Since the marginal probability of Y holds:
pgh(y) = pz(y) =
1
2
(1 + zy), z ≡ tanhh tanh g, (28)
even with infinite set of Y -observations one can determine only the product tanhh tanh g, but not the separate factors
g and h. On the other hand, the full model (27) is identifiable with respect to g and h, i.e. we have nonidentifiability
in the sense of (4, 5). Appendix A1 discusses a Bayesian approach to solving this nonidentifiability. As expected, if
a good (sharp) prior probabilities for g or for h are available, then the nonidentifiability can be resolved. However,
when no prior information is available, one is invited to employ noninformative priors [46], which are improper for this
model, and which do not lead to any sensible outcomes; see Appendix A1. To the same end, Appendix A2 studies a
decision-theoretic (maximin) approach to this model, which also does not assume any prior information on g and/or
on h. This approach also does not lead to sensible results. Thus, Appendices A 1 and A2 argue that the estimation
of parameters in (27) is a nontrivial problem.
We shall assume that a large (N ≫ 1) set of observations is given in (2); hence p(y) = pz(y); see (6, 28). Omitting
irrelevant constants, we get from (6, 27, 28):
Lβ(gˆ, hˆ) = − ln cosh hˆ− ln cosh gˆ + 1 + z
2β
ln cosh(βgˆ + βhˆ) +
1− z
2β
ln cosh(βgˆ − βhˆ), (29)
where gˆ and hˆ are estimates of (resp.) g and h to be determined from maximizing (29). Recall that we assumed gˆ > 0
and hˆ > 0 as a prior information. Eq. (29) is invariant with respect to interchanging gˆ and hˆ: gˆ ⇆ hˆ.
2. Solutions
Now equations ∂Lβ(θ)/∂gˆ = ∂Lβ(θ)/∂hˆ = 0 reduce from (29) to
tanh(βgˆ + βhˆ) =
tanh hˆ+ tanh gˆ
1 + z
, tanh(βgˆ − βhˆ) = tanh hˆ− tanh gˆ
1− z , (30)
where for β = 1 we obtain from (30) the expected tanh hˆ tanh gˆ = z. One can check that for β < 1, the global
maximum of (29) is given by solutions of (30), where
gˆ = hˆ hence (31)
1 + z
2
tanh(2βgˆ) = tanh gˆ, (32)
where (31) is a single maximum of the function (29) that has gˆ ⇆ hˆ symmetry.
For β < 1/2 the only solution of (32) is gˆ = hˆ = 0, which is far from holding tanh hˆ tanh gˆ = z; hence we disregard
the domain β < 1/2. For β < 1, but (1 + z)β > 1, there is a non-zero solution of (32) that provides the global
maximum of Lβ . This solution is certainly better than the previous gˆ = hˆ = 0, but it also does not exactly hold the
constraint tanh hˆ tanh gˆ = z. This recovery—i.e. the convergence gˆ = hˆ → arctanh√z—is achieved only in the limit
β → 1−. For any β < 1 we thus have from maximizing Lβ: gˆ = hˆ < arctanh√z. Both these facts are seen from (32).
The situation is different for β > 1: under assumed gˆ ≥ 0 and hˆ ≥ 0, we get two maxima of Lβ related by the
transformation gˆ ⇆ hˆ to each other:
gˆ =∞, hˆ = arctanhz or hˆ =∞, gˆ = arctanhz. (33)
8Both solutions hold tanh hˆ tanh gˆ = z; in a sense these are the most extreme possibilities that hold this constraint 4.
We emphasize that one does not need to focus exclusively on maximizing Lβ(gˆ, hˆ) over gˆ and hˆ. We note that∫
g. h. e
Lβ(g,h) is finite and hence we can consider eLβ(gˆ,hˆ)/
∫
g. h. e
Lβ(g,h) as a joint density of gˆ and hˆ, which is still
symmetric with respect to gˆ ⇆ hˆ.
3. Overconfidence
Returning to solutions (32) and (33), let us argue that there is a sense in which (32) is better than (33). To this end,
we should enlarge our consideration and ask which solution is more suitable from the viewpoint of finding an estimate
xˆ(y) of the hidden variable X given the observed value of Y = y. This estimation can be done via maximizing the
overlap (or the risk function): O(y; gˆ, hˆ) =
∑
x=±1 xˆ(y)xpgˆhˆ(x|y) over xˆ(y); see (27). The maximization produces
xˆ(y) = sign[gˆ + hˆy], and the quality of the estimation can be judged via the average overlap [cf. (28)]:
O¯(z; gˆ, hˆ) =
∑
y=±1
pgh(y)O(y; gˆ, hˆ) =
1 + z
2
tanh
∣∣∣gˆ + hˆ∣∣∣+ 1− z
2
tanh
∣∣∣gˆ − hˆ∣∣∣ . (34)
If the values of g and h are known precisely, g = gˆ and h = hˆ, then together with z = tanhh tanh g we get from
(34): O¯(z; g, h) = max[tanh g, tanhh]. Now employing in (34) solution (33), we get O¯(z; gˆ, hˆ) = 1 > O¯(z; g, h). This
overconfidence is not desirable, because with approximate values of parameters we do not expect to have a better
estimation quality than with the true values. In contrast, using (32) in (34) we get a reasonable conclusion:
O¯(z; gˆ, hˆ) =
1 + z
2
tanh 2gˆ <
√
z < O¯(z; g, h). (35)
Hence, from this viewpoint, the best regime is β . 1, since we approximately hold the contraint tanh hˆ tanh gˆ =
tanhh tanh g, and also O¯(z; gˆ, hˆ) < O¯(z; g, h). Moreover, the β . 1-solution is unique in contrast to (33).
D. Second example (continuous random variables)
While the previous example showed that the maximization of Lβ<1 can produce reasonable results, here we discuss
a continuous-variable example, where the similar maximization leads nowhere without additional assumptions on the
model. Consider an analogue of (27):
pgh(x, y) = g e
−gx hx e−hxy, x ≥ 0, y ≥ 0, g > 0, h > 0, (36)
whereX (hidden) and Y (observed) are nonnegative, continuous random variables, while g and h are positive unknown
parameters. The full model is identifiable; e.g. the maximum-likelihood estimates of g and h read (resp.): 1/x and
1/(xy), where x and y are observed values of X and Y . But the marginal model is not identifiable, since
pgh(y) = pχ(y) =
χ
[y + χ]2
, χ ≡ g/h, (37)
depends on the ratio χ of two unknown parameters; cf. (28). Maximizing over χˆ the marginal likelihood∫∞
0 y. pχ(y) ln pχˆ(y)—for a large N ≫ 1 number of observations in (2)—leads to the correct outcome χˆ = χ. But
the individual values of unknown parameters gˆ and hˆ are not determined in this way.
We now employ (6, 36) with an obvious generalization of (6) to continuous random variables, and write for Lβ(gˆ, hˆ)
(again assuming N ≫ 1):
Lβ(gˆ, hˆ) =
1
β
∫ ∞
0
y. pχ(y) ln
∫ ∞
0
x. p
β
gˆhˆ
(x, y) =
1
β
ln[ Γ(β)/β ] + (1− 1
β
) ln hˆ (38)
+ ln(χˆ)− β + 1
β
χ ln[χ]− χˆ ln[χˆ]
χ− χˆ , (39)
4 Note that (33) can be obtained in a more artificial way, by replacing x→ x◦(y; g, h) ≡
∑
x xpgh(x|y) = tanh(g + hy) in pgh(x, y), and
then maximizing
∑
y pgh(y) ln pgh(x
◦(y; g, h), y) over g and h; cf. this procedure with (8). Replacing x → x◦(y; g, h) is formal, since
pgh(x, y) is (strictly speaking) not defined for a real x. Still for this model this formal procedure leads to (33).
9where Γ(β) is the Euler’s Gamma-function, and where χˆ ≡ gˆ/hˆ. It is seen that Lβ expresses in terms of two unknown
parameters: hˆ and χˆ. Hence the maximization of Lβ can be carried out independently over hˆ and χˆ. Now the
maximization of (39) over χˆ produces for a fixed hˆ a finite outcome for χˆ (see below), while the maximization of (38)
over hˆ leads to hˆ→ 0 for β > 1 and to hˆ →∞ for β < 1. Hence Lβ 6=1(gˆ, hˆ) = Lβ 6=1(χˆ, hˆ) does not have maxima for
positive and finite gˆ and hˆ, as required for having a reasonable model in (36). Note that this situation is worse than
the maximization of the marginal likelihood L1, because there at least the value of the ratio χˆ = χ was recovered
correctly (in the limit of infinite number of observations).
The situation with maximizing Lβ<1(χˆ, hˆ) in (38, 39) improves, if we assume an additional prior information on h:
h ≤ H, (40)
where H > 0 is a new and known parameter. Now (38, 39) is to be maximized over χˆ and over hˆ under constraint
hˆ ≤ H . For β < 1 this maximization produces reasonable results:
argmaxhˆ,χˆ[Lβ<1(χˆ, hˆ) ] =
(
hˆ = H, χˆ = fβ(χ)
)
, (41)
fβ(χ) < χ for β < 1, and fβ(χ)→ χ for β → 1. (42)
I.e. for β → 1, but β < 1 we a unique maximization outcome: hˆ = H and gˆ = Hχ. Note that the maximization of
Lβ>1 is still not sensible, since it leads to hˆ→ 0.
To conclude this continuous-variable example, here the maximization of Lβ<1 produces unique and correct results for
unknown parameters gˆ and hˆ (correct in the sense of reproducing the ratio g/h), at the cost of additional assumption
(40). If this assumption is not made, then only the maximization of Lβ=1, i.e. of the usual marginal likelihood, is
sensible for this model. The maximization of Lβ>1 is never sensible here.
III. MIXTURE MODEL WITH UNKNOWN PROBABILITIES
Now we focus on a sufficiently general mixture model, which will allow us to study in detail the structure of Lβ
and its dependence on β. In mixture model (1) probabilities p(x) and p(y|x) are unknown. The prior information on
them is introduced below. We shall skip θ and denote unknown probabilities by hats:
pˆ(x, y) = pˆ(x)pˆ(y|x). (43)
Then Lβ(θ) reads from (6)
Lβ =
1
β
∑
y
p(y) ln
[∑
x
pˆβ(x, y)
]
. (44)
If N ≫ 1 in (2), and hence frequencies p(y) converged to probabilities of Y , quantities in (43) have to hold:∑
x
pˆ(x, y) = p(y), (45)
which is also produced by the maximization of L1 from (44). Eq. (45) has m − 1 known quantities p(y1), ..., p(ym)
(note the constraint
∑m
i=1 p(yi) = 1). If all pˆ(x) and pˆ(y|x) are unknown (apart of holding (45)), then we have nm−m
unknown variables: nm − 1 parameters pˆ(x, y) minus m − 1 known parameters p(y). Already for n = 2, nm −m is
larger than the number m− 1 of known variables. As expected, (45) will not give a unique solution, and the model
is nonidentifiable; cf. (4).
Apart of (45), further constraints are also possible. Such constraints amount to various forms of prior information;
e.g. pˆ(x) and pˆ(y|x) hold a linear constraint: ∑
xy
E(x, y)pˆ(x, y) = E, (46)
where E(x, y) is some function of x and y with a known average E. For instance, E(x, y) = xy refers to the correlation
between X and Y . Another example of (46) is when one of probabilities pˆ(x, y) is known precisely. Note that several
linear constraints can be implemented simultaneously, this does not increase the analytical difficulty of treating the
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model. Constraints similar to (46) decrease the number of (effectively) unknown variables, but we shall focus on the
situation, where they cannot select a single solution of (45), i.e. the nonidentifiability is kept.
Once the maximization of L1 does not lead to any definite outcome, we look at maximizing Lβ. To this end, it will
be useful to recall the concavity of Lβ≤1; cf. (16). The advantage of linear constraints [cf. (45, 46)], is that unknown
pˆ(x, y) are defined over a convex set. Eq. (16) means that for β < 1 there can be only a single internal (with respect
to the convex set) point p0, where the gradient of Lβ≤1(p) vanishes, ∇Lβ≥1|pˆ=pˆ0 = 0, and pˆ0 is the global maximum
of Lβ<1(pˆ).
IV. MAXIMIZING THE GENERALIZED LIKELIHOOD FOR β ≤ 1
A. Known probability of X
As the first exercise in maximizing Lβ<1 for the present model, let us assume that (prior) probabilities p(x) are
known. Hence
p(x) =
∑
y
pˆ(x, y). (47)
The Lagrange function reads:
Lβ = 1
β
∑
y
p(y) ln
[∑
x
pˆβ(x, y)
]
−
∑
xy
γ(x)pˆ(x, y), (48)
where γ(x) are Lagrange multipliers of (47). Now
∂Lβ
∂pˆ(x,y) = 0 amounts to
p(y)
pˆβ−1(x, y)∑
x¯ pˆ
β(x¯, y)
= γ(x). (49)
Since the right-hand-side of (49) does not depend on y so should its left-hand-side, which is only possible under
pˆ(x, y) = p(y)p(x). (50)
Once (50) solves (49), it is the global maximum of Lβ<1, since the latter is concave. Recall that p(y) are generally
the observed frequencies of (2). Though (50) may not very useful by itself, it still shows that maximizing Lβ<1 under
(47) leads to a reasonable null model in a nonidentifiable situation. Imposing other constraints on pˆ(x, y) does lead
to nontrivial predictions, as we now proceed to show.
B. Known average
1. Derivation
Let us turn to maximizing Lβ under constraint (46). The Lagrange function reads:
Lβ = 1
β
∑
y
p(y) ln
[∑
x
pˆβ(x, y)
]
− δ
∑
xy
pˆ(x, y)− γ
∑
xy
E(x, y)pˆ(x, y), (51)
where δ refers to the normalization
∑
xy pˆ(x, y) = 1 and γ enforces (46). Now
∂Lβ
∂pˆ(x,y) = 0 leads to
p(y)pˆβ−1(x, y)∑
x¯ pˆ
β(x¯, y)
= δ + γE(x, y), (52)
which is solved as
pˆ(x, y) = p(y)
[δ + γE(x, y)]
1
β−1∑
x¯ [δ + γE(x¯, y)]
β
β−1
, (53)
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FIG. 1: Hellinger’s distance 1 −
∑4
k=1
√
pˆ(yk)p(yk) between pˆ(y) =
∑
x
pˆ(x, y) from (53) and p(y) for n = m = 4, p(y) =
(0.4, 0.01, 0.5, 0.09), E(xk, yl) = kl (k, l = 1, .., 4) and various values of E that hold (61). From top to bottom: β = 0.85 (black
curve), β = 0.9 (blue curve) and β = 0.95 (red curve).
where γ and δ are found from the normalization and from (46):
γ =
1
E
(1− δ) , (54)
∑
y
pˆ(y) = 1, pˆ(y) ≡ p(y)
∑
x [δ + γE(x, y)]
1
β−1∑
x¯ [δ + γE(x¯, y)]
β
β−1
. (55)
Note that (54, 55) have a spurious solution δ = 1, which is to be avoided in numerical determination of δ.
2. Features of (53–55)
1. Constraint (46) is invariant with respect to multiplying E(x, y) and E by a number. Hence pˆ(x, y) in (53) is
also invariant to this transformation, as seen from (53, 54), where δ and γE do not change after multiplication.
Constraint (46) is also invariant with respect to shifting E(x, y) and E by a constant factor a: E′(x, y) = E(x, y)+a
and E′ = E + a. Hence we can always choose E(x, y) > 0 and E > 0. Now pˆ(x, y) in (53) is also invariant under this
transformation, because
δ + (1− δ)E(x, y)
E
= δ′ + (1− δ′)E
′(x, y)
E′
, (56)
due to
γ′ =
1
E′
(1− δ′) , δ′ = δ(1 + a
E
)− a
E
. (57)
2. Eq. (53) predicts independent variables X and Y , if E(x, y) does not depend on y; i.e. having no prior
information on the dependency between X and Y leads to predicting them to be independent [46]. This feature can
be generalized showing that pˆ(x, y) predicted by (53) is not more precise than E(x, y): assume that the range of y
is divided into mutually exclusive domains S1, ...,SM , so that E(x, y) = Em(x) whenever y ∈ Sm. Now denoting
pm = Pr(y ∈ Sm) =
∑
y∈Sm
p(y) and pˆm(x) = Pr(x, y ∈ Sm) =
∑
y∈Sm
pˆ(x, y), we get that the shape of (53)
coarse-grains and stays invariant:
pˆm(x) = pm
[δ + γEm(x)]
1
β−1∑M
m¯=1 [δ + γEm¯(x)]
β
β−1
, m = 1, ...,M. (58)
3. We emphasize that the marginal probability pˆ(y) =
∑
x pˆ(x, y) from (53) is generally not equal to p(y), i.e. (45)
does not follow from (53). Now pˆ(y) 6= p(y) is not prohibited, if p(y) are finite-sample frequencies. But when N ≫ 1
in (2), then pˆ(y) = p(y) is demanded. This equality can be imposed via constraints —additional to (46)—and this will
lead to a joint probability different from (53); see Appendix B for details. Instead of imposing additional constraints,
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TABLE I: The values of D1 and D2 given by (resp.) (67) and (68) for x = 1, .., n and y = 1, ...m = n and E1(x, y) = |x − y|,
E2(x, y) = xy. The averaging in (67, 68) was taken over S = 10
3 samples. We took β = 0.95. For completeness, we also
presented the analogues of D1 and D2 (denoted by K1 and K2, respectively), where Hellinger’s distance in (65) is replaced by
the relative entropy: dist[pik, pˆk]→
∑
xy pik(x, y) ln
pik(x,y)
pˆk(x,y)
. Both choices support the same conclusion: D1 < D2, K1 < K2.
n = m = 4 n = m = 5
E1 D1 = 0.041, D2 = 0.092 D1 = 0.046, D2 = 0.098
K1 = 0.145, K2 = 0.410 K1 = 0.153, K2 = 0.442
E2 D1 = 0.041, D2 = 0.089 D1 = 0.045, D2 = 0.096
K1 = 0.143, K2 = 0.434 K1 = 0.155, K2 = 0.430
we note from (53, 54) that for β < 1 and β ≃ 1 (written together as β . 1), we get δ → 1, and pˆ(x, y) simplifies as
pˆ(x, y) = p(y)
[
1 + δ − 1 + 1−δE E(x, y)
] 1
β−1∑
x¯
[
1 + δ − 1 + 1−δE E(x¯, y)
] β
β−1
≃ p(y) e
−ΓE(x,y)∑
x¯ e
−ΓE(x¯,y)
, (59)
Γ ≡ 1
E
1− δ
1− β , (60)
where Γ stays finite in the limit β → 1 − 0. It is clear from (59, 60) that in this limit (45) does follow from (53):
pˆ(y) = p(y); cf. section II C.
For the present analytically solvable situation, we able to take the the limit β → 1−0 and deduce (59, 60). However,
upon more general usage of Lβ (and its maximization) this will not be possible, since taking β ≈ 1 in Lβ will run into
problems inherited from L1 (quasi-degeneracy of maxima etc). Hence it is important to know how close β should be
to 1 for recovering pˆ(y) ≃ p(y). Fig. (1) illustrates this question by looking at Hellinger’s distance between pˆ(y) and
p(y). It is seen that 0.9 ≤ β < 0.95 is already sufficient for getting pˆ(y) ≃ p(y) sufficiently precisely for almost all
values of E.
4. Here are finally certain subsidiary, but useful features. When p(y) are the true probabilities of Y , then E is
supposed to hold the following constraints:∑
y
p(y)E(x˜(y), y) ≤ E ≤
∑
y
p(y)E(xˆ(y), y), (61)
x˜(y) ≡ argminx[E(x, y) ], xˆ(y) ≡ argmaxx[E(x, y) ]. (62)
In addition, there is a relation that can be deduced directly from (59, 60), but appears to hold more generally, i.e.
also for β < 1:
sign [γ] = sign
[
1
n
∑
xy
p(y)E(x, y)− E
]
. (63)
V. NUMERICAL COMPARISON WITH RANDOM CHOICES OF NONIDENTIFIABLE PARAMETERS
In this section we compare predictions obtained from maximizing Lβ<1 with the standard attitude of practitioners
towards nonidentifiability: people either take a maximum of the (marginal) likelihood L1, postulating that if there
are many maxima, they are eventually equivalent. Or, within a more careful, but also more laborious approach,
they average over sufficiently many such maxima. For the studied model these maxima are given by (45), and the
comparison will show that maximizing Lβ.1 is superior with respect to such random selection methods.
Let us assume that we know the true joint probability πk(x, y) of X and Y (the meaning of an integer k is specified
below). Given πk(x, y) and E(x, y) we calculate the marginal probability of Y and the constraint
pk(y) =
∑
x
πk(x, y), Ek =
∑
xy
E(x, y)πk(x, y). (64)
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TABLE II: The values of ∆D3 given by (70) for x = 1, 2, 3, y = 1, 2, 3, E1(x, y) = |x − y|, and E2(x, y) = xy. The averaging
in (70) was taken over S = 300 samples for M = 105 in (69). We took β = 0.95. We also presented the analogues of ∆D3
(denoted by ∆K3), where Hellinger’s distance in (70) is replaced by the relative entropy: dist[pik, pˆk]→
∑
xy
pik(x, y) ln
pik(x,y)
pˆk(x,y)
.
Both choices support the same conclusion: ∆D3 > 0, ∆K3 > 0.
E1 ∆D3 = 0.00278, ∆K3 = 0.01224
E2 ∆D3 = 0.00215, ∆K3 = 0.01053
Using (53–55), and pk(y) and Ek from (64) we recover pˆk(x, y) that depends on β < 1. Recalling the discussion
around (60), we shall work with β = 0.95.
The quality of pˆk(x, y)—given by (53–55, 64) as a solution to the problem of estimating πk(x, y)—can be judged
from the distance dist[πk, pˆk], which (for clarity) is chosen to be Hellinger’s distance between two probabilities:
dist[πk, pˆk] ≡ 1−
∑
xy
√
pˆk(x, y)πk(x, y). (65)
Now (65) depends on the choice of πk(x, y). To make this dependence weaker, i.e. to make the situation less subjective,
we assume that πk(x, y) for k = 1, ...S ≫ 1 are generated randomly and independently from each other. The simplest
possible mechanism suits our purposes: we choose Πk(x, y) as n×m×S independent random variables homogeneously
distributed in [0, A] (the choice of A does not seriously influence on the situation provided that A ≥ 1), and then
calculate:
πk(x, y) = Πk(x, y)
/∑
x¯y¯
Πk(x¯, y¯). (66)
Thus for S ≫ 1 we define from (65) the averaged distance:
D1 =
1
S
S∑
k=1
dist[πk, pˆk], (67)
which estimates the quality of pˆ(x, y) in predicting the (known) joint probability. To comment on the above choice
β = 0.95, we note that from our numeric results that the dependence of D1 on β is anyhow weak, e.g. it typically
changes by 1 % when changing β from 0.7 to 1.
Now D1 will be compared with the situation, where—given pk(y) and Ek from (64)— we do not employ (53–55), but
instead guess the joint probability of X and Y . This will be done by picking up randomly—via the same mechanism,
as in (66)—a conditional probability p˜k(x|y), with an additional condition that it holds
∑
xy pk(y)p˜k(x|y)E(x, y) = Ek
5; see (64). Thereby we construct
D2 =
1
S
S∑
k=1
dist[πk, pk(y)p˜k(x|y)]. (68)
Due to S ≫ 1 in (68), D2 is (almost) a sure quantity. Table I compares D2 with D1 for a representative set of
parameters. It is seen that D2 is some two times larger than D1, i.e. a random solution is worse than (53–55). Table I
also shows that D2 > D1 holds upon using other measures of closeness, e.g. the relative entropy instead of (65).
There is yet another quantity that can be employed for evaluating our approach. Returning to the discussion
above (68), we generate independently—following the above recipe, and for a given πk(x, y), pk(y) and Ek—many
(l = 1, ...,M ≫ 1) conditional probabilities p˜[l]k (x|y) that hold
∑
xy pk(y)p˜
[l]
k (x|y)E(x, y) = Ek. Next, we consider the
5 In more detail, this goes as follows: given pik(x, y) we find Ek and pk(y) via (64). Next for a fixed k we randomly generate nm−1 positive
variables {Π˜k(x, y)}; their number is nm−1, since Π˜k(n,m) is absent. Then we look at equation (64):
∑
y p(y)
∑
x Π˜k(x,y)[E(x,y)−Ek]∑
x¯ Π˜k(x¯,y)
=
0, with unknown Π˜k(n,m). If this equation is solved with a nonnegative solution Π˜k(n,m), the latter is joined to {Π˜k(x, y)}, and we
take p˜k(x|y) = Π˜k(x, y)
/∑
x¯ Π˜k(x¯, y) as the sought random conditional probability. Otherwise, if the equation is not solved with a
positive Π˜k(n,m), we generate {Π˜k(x, y)} anew, till Π˜k(n,m) > 0.
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average:
p˜k(x|y) =
1
M
M∑
l=1
p˜
[l]
k (x|y), (69)
which also corresponds to the known practice of taking averages over different outcomes of the likelihood maximization.
Eq. (69) is akin to the Bayesian-average estimator, because for given observations (for this case pk(y)) it averages
over all hidden parameters consistent with the prior information Ek.
To understand whether pk(y)p˜k(x|y) is a better estimate of πk(x, y) as compared to pˆk(x, y), we look at averages
over independent πk(x, y) [cf. (67, 68)]:
∆D3 =
1
S
S∑
k=1
∆dk, ∆dk ≡ dist[πk, pk(y)p˜k(x|y)]− dist[πk, pˆk(x, y)]. (70)
Though particular values of ∆dk can be negative, the averaged value ∆D3 > 0 is positive showing that pˆk(x, y) [given
by (53)] is a better estimate than pk(y)p˜k(x|y); see Table V.
Comparing Table V with results of Table I, we see that pk(y)p˜k(x|y) is closer to πk(x, y) than a single random guess
pk(y)p˜k(x|y)—hence the practical habit of averaging over different outcomes of the maximum-likelihood method does
have a rationale in it—but it is still outperformed by pˆk(x, y).
VI. MAXIMIZING THE GENERALIZED LIKELIHOOD FOR β > 1
We now turn to maximizing Lβ>1 over unknown probabilities pˆ(x, y); cf. (44). As seen below, this leads to setting
many unknown probabilities to zero, i.e. making the vector {pˆ(x, y)} sparse. Hence the maximization of Lβ>1 does not
apply to the problem of solving the observational nonidentifiability, unless this problem comes with a prior information
on the sparsity. Even apart of such cases, studying max[Lβ>1 ] is relevant for those examples, where the maximization
of Lβ<1 does not provide sufficiently nontrivial result; see section IVA, where only the marginal probabilities of X
and Y are known. As seen below, yet another reason for studying max[Lβ>1 ] is that it does have close relations
with entropy minimization, a technique sporadically employed in probabilistic inference [52–54] (e.g., for the feature
extraction problem [53]) and recently discussed in the context of risk-minimization in decision-making [55].
For simplicity we assume that N ≫ 1 in (2), i.e. ∑x pˆ(x, y) = p(y) holds. Hence we use pˆ(x, y) = pˆ(x|y)p(y) and
write (44) as
Lβ =
1
β
∑
y
p(y) ln
[∑
x
pˆβ(x|y)
]
+
∑
y
p(y) ln p(y), (71)
where {pˆ(x|y)} can be taken as maximization variables. Besides ∑x pˆ(x|y) = 1 and pˆ(x|y) ≥ 0, there can be
additional conditions imposed on the maximization, e.g. condition (46). We denote such conditions by C. Without
such constraints, the maximization of (71) is trivial: since
∑
x pˆ
β(x|y) ≤ 1 due to β > 1, the global maximum of (71)
is reached for pˆ(x|y) = psparse(x|y) = δK(x, x′), where δK(x, x′) is the Kronecker delta, and where x′ is an arbitrary
value of X . Note that the same psparse(x|y) minimizes the entropy
SXY = −
∑
xy
p(y)pˆ(x|y) ln[p(y)pˆ(x|y)], (72)
over {pˆ(x|y)}. In Appendix E we present a numerical evidence that the maximizer of (44) for β > 1 coincides the
minimizer of (72) under a nontrivial constraint C of the known marginal p(x).
This minimizer corresponds to the possibly majorizing (i.e. in the sense of majorization [43]) probability vector
under constraints C; see Appendix D for details. To describe it, one introduces
max
p(xk|yl); l=1,...,m,k=1,...,n
[ pˆ(xk|yl)p(yl) ; C]. (73)
If the maximization in (73) is reached at k = k∗ and l = l∗, then the next element of {p(xk|yl)}k=1,...,nl=1,...,m is found from:
max
p(xk|yl); l=1,...,m,k=1,...,n, k 6=k∗, l 6=l∗
[ pˆ(xk|yl)p(yl) ; C]. (74)
This process continues—taking at each step all previously found elements as contraints—till all elements of {p(x|y)}
are found. Eqs. (73, 74) emerge as maximizers of a generalized Schur-convex function; see Appendix D. We emphasize
that Lβ>1 in (71) is not a generalized Schur convex; hence the relation between the maximizer of Lβ>1 and (73, 74)
is presently an empiric (numeric) fact that needs further understanding.
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VII. SUMMARY AND OPEN PROBLEMS
How to solve nonidentifiability in parameter determination of mixiture models? We proposed an answer that applies
to observational nonidentifiability, where the full model (including hidden variables) is identifiable, but the observed
(marginal) model is not; see section IIA. Marginalizing decreases the information available about the unknown
parameter(s) [2]. This general point can be illustrated by the behavior of the Fisher information that decreases
upon marginalizing [2]. Here we focus on the extreme case, when the information about the parameter is lost
completely. This is the phenomenon of observational nonidentifiability, where the maxima of the marginal likelihood
are (infinitely) degenerate. In contrast to most general instances of nonidentifiability (which e.g. can follow from a
trivial overparametrization), this particular form is not hopeless to solve, precisely because the full model (including
the unobserved or hidden variables) is identifiable.
The presented method amounts to generalizing the marginal likelihood function via Lβ(θ), where θ is the unknown
parameter(s), and β > 0 is an analogue of inverse temperature from statistical mechanics; see section II B. For β = 1
we recover the usual marginal likelihood, while L∞(θ) amounts to the h-likelihood, where the value of hidden variables
is replaced by its MAP (maximum aposteriori) estimate. Lβ(θ) is constructed by analogy to the statistical physical
free energy, where β plays the role of inverse temperature; see section II B. The generalization is motivated by the
fact that Lβ(θ) inherits some of useful features of L1(θ); see section II B.
Maximizing Lβ(θ) instead of L1(θ) can lead to reasonable predictions if the value of β is chosen correctly. We treated
several models and argued that the optimal value of β is close to, but (strictly) smaller than one. In particular,
results predicted by Lβ(θ) are better than those obtained via what one can call a practitioner’s attitude towards
nonidentifiability, i.e. picking up a random maximum of L1, or averaging over many such (randomly selected) maxima;
see section V. The check was carried out numerically by assuming that the initial data is distributed randomly in
a sufficiently unbiased way. We have shown that maximizing Lβ.1(θ) relates to the maximum entropy method; see
section II B 6. Likewise, the maximization of Lβ>1(θ) relates with minimizing the entropy; see section VI. There are
also some analogies between Lβ(θ) and conditional Renyi entropies [59, 60].
Several pertinent questions are left open and should motivate further research. (i) Results and methods of section
V—that compares predictions of Lβ(θ) with random selections—should be studied systematically on an analytical
base. (ii) How Lβ(θ) applies to effective nonidentifiability? (iii) Asymptotic analysis of Lβ(θ) that should link it
to a (generalized?) Fisher information. (iv) The relation between maximizing Lβ>1(θ) and entropy minimization
should be clarified; see section VI. So far it is restricted to a perturbation argument (see section II B 6) and numerical
examples; cf. Appendix E. (v) How Lβ(θ) applies to image restoration problems that also frequently suffer from
observational nonidentifiability issues [61]?
Acknowledgments
It is a pleasure to acknowledge many useful discussions with Narek Martirosyan. I thank Aram Galstyan for support
and discussions and Gevorg Karyan for a useful remark.
This research was supported by ISTC Joint Research Grant Program Parameter learning in nonidentifiable models,
and by SCS of Armenia, grants No. 18RF-015 and No. 18T-1C090.
[1] Y. Pawitan, In all likelihood (Oxford University Press, Oxford, 2000).
[2] D.R. Cox and D.V. Hinkley, Theoretical Statistics (Chapman and Hall, London, 1974).
[3] F. Jelinek, Continuous speech recognition by statistical methods, Proc. IEEE, 64, 532 (1976).
[4] L. R. Rabiner, A tutorial on hidden Markov models and selected applications in speech recognition, Proc. IEEE, 77, 257
(1989).
[5] Y. Ephraim and N. Merhav, Hidden Markov processes, IEEE Trans. Inf. Th., 48, 1518 (2002).
[6] B.-H. Juang, L.R. Rabiner, The segmental K-means algorithm for estimating parameters of hidden Markov models, IEEE
Transactions on Acoustics, Speech, and Signal Processing, 38, 1639 (1990).
[7] N. Merhav and Y. Ephraim, Maximum likelihood hidden Markov modeling using a dominant sequence of states, IEEE
Transactions on Signal Processing, vol.39, no.9, pp.2111-2115 (1991).
[8] Y. Lee, J. A. Nelder, and Y. Pawitan, Generalized Linear Models with Random Effects: Unified Analysis via H-likelihod
(Chapman & Hall/CRC, Boca Raton, 2006).
[9] J. F. Bjornstad, On the Generalization of the Likelihood Function and the Likelihood Principle, J. Am. Stat. Ass. 91,
791-806 (1996).
16
[10] E.J. Bedrick and J.R. Hill, Scand. J. Stat. Properties and Applications of the Generalized Likelihood as a Summary Function
for Prediction Problems, 26, 593609 (1999).
[11] X.-L. Meng, Decoding the H-likelihood, Statistical Science, 24, 280293 (2009).
[12] W. Byrne, An information geometric treatment of maximum likelihood criteria and generalization in hidden markov mod-
eling, technical report.
W. Byrne, Information geometry and maximum likelihood criteria, in Proceedings of the Conference on Information Sciences
and Systems, (Princeton, USA, Princeton University, 1996).
[13] A. Allahverdyan and A. Galstyan, Comparative analysis of Viterbi training and Maximum-Likelihood estimation for Hidden
Markov Models, in Advances in Neural Information Processing Systems (NIPS), 2011.
[14] H. Teicher, Identifiability of finite mixtures, The Annals of Mathematical statistics, 1265 (1963).
[15] T. J. Rothenberg, Identification in parametric models, Econometrica, 39, 577 (1971).
[16] H. Ito, S. Amari, and K. Kobayashi, Identifiability of Hidden Markov Information Sources, IEEE Trans. Inf. Th. 38, 324
(1992).
[17] C. Hsiao, Identication, in Z. Griliches and M. Intriligator (eds) Handbook of Econometrics, Vol. I, Chapter 4 and pp.
224-283 (Amsterdam, 1983).
[18] Z.-Y. Ran and B.-G. Hu, Parameter Identifiability in Statistical Machine Learning: A Review, Neural Computation, 29, 1
(2017).
[19] S. Wechsler, R. Izbicki, and L. G. Esteves, A Bayesian Look at Nonidentifiability: A Simple Example, The American
Statistician, 67, 90-93 (2013).
[20] S. Watanabe, Almost All Learning Machines are Singular, in Proceedings of the 2007 IEEE Symposium on Foundations of
Computational Intelligence, (FOCI 2007).
[21] C. F. Manski, Partial Identification of Probability Distributions (Springer-Verlag, New York, 2003).
[22] E.S. Allman, C. Matias, and J. A. Rhodes, Identifiability of parameters in latent structure models with many observed
variables, The Annals of Statistics, 37, 3099-3132 (2009).
[23] Y. Gu and G. Xu, Partial Identifiability of Restricted Latent Class Models, arXiv:1803.04353 (2018).
[24] J. J. Waterfal et al., Sloppy-Model Universality Class and the Vandermonde Matrix, Phys. Rev. Lett. 97, 150601 (2006).
[25] R. N. Gutenkunst et al., Universally Sloppy Parameter Sensitivities in Systems Biology Models, PLOS Comp. Biology, 3,
1871-1878 (2007).
[26] M. K. Transtrum, B. B. Machta, K. S. Brown, B. C. Daniels, C. R. Myers, and J. P. Sethna, Perspective: Sloppiness and
emergent theories in physics, biology, and beyond, Journal of Chemical Physics, 143, 010901 (2015).
[27] S. K. Mishra, S.-Y. Wang and K.-K. Lai, Generalized Convexity and Vector Optimization (Springer-Verlag, Berlin, 2009).
[28] P. G. Bissiri, C. C. Holmes, and S. G. Walker, A general framework for updating belief distributions, Journal of the Royal
Statistical Society B, 78, 1103-1130 (2016). .
[29] C. Holmes and S. Walker, Assigning a value to a power likelihood in a general Bayesian model, Biometrika, 104, 497-503
(2017). Also available at https://arxiv.org/abs/1701.08515.
[30] A. O’Hagan, Fractional Bayes factors for model comparison (with discussion), Journal of the Royal Statistical Society B,
57, 99138 (1995).
[31] N. Friel and A.N. Pettitt, Marginal likelihood estimation via power posteriors, Journal of the Royal Statistical Society:
Series B, 70, 589-607 (2008).
[32] J. W. Miller and D. B. Dunson, Robust Bayesian Inference via Coarsening, Journal of the American Statistical Association,
114, 1113-1125 (2019).
[33] M. Mezard and A. Montanari, Information, physics, and computation (Oxford University Press, Oxforf, 2009).
[34] C. H. LaMont and P. A. Wiggins, On the correspondence between thermodynamics and inference, Phys. Rev. E 99, 052140
(2019).
[35] A. E. Allahverdyan and N.H. Martirosyan, Free energy for non-equilibrium quasi-stationary states, EPL (Europhysics
Letters) 117, 50004 (2017).
[36] Z. Hradil and J. Rehacek, Likelihood and entropy for statistical inversion, J. Phys.: Conf. Ser. 36, 55 (2006).
[37] Y. S. Teo, H. Zhu, B.-G. Englert, J. Rehacek, and Z. Hradil, Phys. Rev. Lett. 107, 020404 (2011).
[38] R.B. Nelsen, An introduction to copulas (Lecture Notes in Statistics, vol. 139, Springer-Verlag, Berlin, 1999).
[39] L. Cohen and Y. I. Zaparovanny, Positive quantum joint distributions, J. Math. Phys. 21, 794 (1980).
[40] P. D. Finch and R. Groblieki, Bivariate Probability Densities with Given Margins, Foundations of Physics, 14, 549 (1984).
[41] I.J. Good, Maximum entropy for hypothesis formulation, Ann. Math. Stat. 34, 911 (1963).
[42] S. Kullback, Probability densities with given marginals, Ann. Math. Stat. 39, 1236 (1968).
[43] A.W. Marshall and I. Olkin, Inequalities: Theory of Majorization and its Applications, (Academic Press, New York, 1979).
[44] J.O. Berger and R. L. Wolpert, The likelihood principle (The institute of mathematical statistics, Haywood, CA, 1988).
[45] M.J. Evans, D.S. Fraser and G. Monette, On principles and arguments to likelihood, The Canadian Journal of Statistics,
14, 181-199 (1986).
[46] E.T. Jaynes, Prior probabilities, IEEE Transactions on systems science and cybernetics, 4, 227-241 (1968).
[47] E.T. Jaynes, Where do We Stand on Maximum Entropy, in The Maximum Entropy Formalism, edited by R. D. Levine
and M. Tribus, pp. 15118 (MIT Press, Cambridge, MA, 1978).
[48] B. Skyrms, Updating, supposing, and MaxEnt, Theory and Decision, 22, 225-246 (1987).
[49] S.J. van Enk, The Brandeis Dice Problem and Statistical Mechanics, Stud. Hist. Phil. Sci. B 48, 1-6 (2014).
[50] P. Cheeseman and J. Stutz, On the Relationship between Bayesian and Maximum Entropy Inference, in Bayesian Inference
and Maximum Entropy Methods in Science and Engineering, edited by R. Fischer, R. Preuss, and U. von Toussaint,
17
American Insititute of Physics, Melville, NY, USA, 2004, pp. 445461.
[51] C.F.J. Wu, On the convergence properties of the EM algorithm, The Annals of Statistics 11, 95-103 (1983).
[52] I.J. Good, Some Statistical Methods in Machine Intelligence Research, Mathematical Biosciences, 6, 185-208 (1970).
[53] R. Christensen, Entropy Minimax Multivariate Statistical Modeling I: Theory, International Journal of General Systems,
11, 231-277 (1985).
[54] S. Watanabe, Information-theoretical aspects of inductive and deductive inference, IBM Journal of Research and Develop-
ment, 4, 208-231 (1960).
[55] A. E. Allahverdyan, A. Galstyan, A. Abbas, Z. Struzik, Adaptive Decision Making via Entropy Minimization, International
Journal of Approximate Reasoning, 103, 270-287 (2018).
[56] M. Kovacevic, I. Stanojevic, V. Senk, On the Entropy of Couplings, Information and Computation, 242, 369-382 (2015).
[57] F. Cicalese, L. Gargano, U. Vaccaro, How to find a joint probability distribution of minimum entropy (almost) given the
marginals, 2017 IEEE International Symposium on Information Theory (ISIT). DOI: 10.1109/ISIT.2017.8006914
[58] L. Yu, Maximal Guessing Coupling and Its Applications, 2018 IEEE International Symposium on Information Theory
(ISIT). DOI: 10.1109/ISIT.2018.8437344
[59] A. Teixeira, A. Matos and L. Antunes, Conditional Renyi entropies, IEEE Transactions on Information Theory, 58, 4273-
4277 (2012).
[60] S. Fehr and S. Berens, On the Conditional Renyi Entropy, IEEE Transactions on Information Theory, 60, 6801-6810 (2014)
[61] R. Xie, S. Deng, W. Deng, and A. E. Allahverdyan, Active image restoration, Phys. Rev. E 98, 052108 (2018).
[62] M. Ghosh, N. Reid, and D.A.S. Fraser, Ancillary statistics: A review, Statistica Sinica, 1309-1332 (2010).
[63] E.A. Pena, V.K. Rohatgi, and G.J. Szekely, On the non-existence of ancillary statistics, Statistics and Probability Letters,
15, 357-360 (1992).
Appendix A: Two alternative approaches
1. Bayesian approach to observational nonidentifiability
Here we outline a Bayesian approach to the observationally nonidentifiable model discussed in section II C. First
of all, recall from (27) that pgh(x, y) = p(x, y|g, h) is a conditional probability. Given an observation Y = y we want
to exclude the parameter h so as to gain information on the parameter g via a conditinal probability p(g|y). To this
end, we have to come up with prior probabilities of h and g. We make the simplest assumption that a priori they are
independent: p(h, g) = p(h)p(g) and that the prior p(h) is noninformative. In the Bayesian approach this means that
we have to take [46] (depending on the possible range of h):
p(h) ∝ 1 if ∞ > h > −∞, (A1)
p(h) ∝ 1/h if ∞ > h > 0. (A2)
Note that both priors probability densities (A1, A2) are improper, i.e. they are not normalizable. Improper priors
can still lead to useful applications [46].
The first step in calculating p(g|y) is to study p(x, y|g) from (27) and (A1)
p(x, y|g) ?∝
∫
h. p(x, y|g, h)p(h). (A3)
Now (A1, A2) and (27) show that the integral in the right-hand-side of (A3) does not exist, i.e. the Bayesian approach
with non-informative priors is blocked already at its first step. If a proper prior is available instead of (A1, A2), then
the Bayesian approach does work. We do not dwell into this, since we assume that no prior information is available.
2. Decision theory approach: attempts to build a maximin estimator for an observationally non-identifiable
model
Following the basic tenets of the decision theory approach [2], we shall attempt to build a maximin estimator for
the model model discussed in section II C. The virtue of such an estimator is that its construction does not need prior
probabilities for unknown parameters [2].
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Starting from (27, 28) and assuming that y is observed we construct
dist[pgˆ(y) hˆ(y)(x|y), pgh(x|y)] = 1−
∑
x
√
pgˆ(y) hˆ(y)(x|y)pgh(x|y) (A4)
= 1−
cosh
[
g+gˆ(y)
2 +
y(h+hˆ(y))
2
]
√
cosh [g + yh] cosh
[
gˆ(y) + yhˆ(y)
] , (A5)
where the choose to work with Hellinger’s distance, and where gˆ(y) and hˆ(y) are estimators of (resp.) g and h given
the observation y. Together with (A4), one also employs the distance, which is averaged over observations [2]:∑
y
pgh(y) dist[pgˆ(y) hˆ(y)(x|y), pgh(x|y)] (A6)
= 1− cosh[u]
cosh[u] + cosh[v]
cosh[(u + u˜)/2]√
cosh[u] cosh[u˜]
− cosh[v]
cosh[u] + cosh[v]
cosh[(v + v˜)/2]√
cosh[v] cosh[v˜]
, (A7)
where in (A7) we defined
u ≡ h+ g > 0, v ≡ h− g, u˜ ≡ hˆ(1) + gˆ(1) > 0, v˜ ≡ hˆ(−1)− gˆ(−1). (A8)
Note that the constraints u > 0 and u˜ > 0 come from our assumption on g > 0 and h > 0.
The maximin estimator takes the worst case (i.e. the maximal distance) with respect to unknown parameters g
and h, and then minimizes this worst case over the estimators hˆ(y) and gˆ(y) [2]. In principle, this procedure can be
applied to either (A5) or (A7). We shall start by applying it to (A5). We note from (A5, A8):
1− dist[pgˆ(y) hˆ(y)(x|1), pgh(x|1)] =
cosh[(u + u˜)/2]√
cosh[u] cosh[u˜]
, (A9)
1− dist[pgˆ(y) hˆ(y)(x| − 1), pgh(x| − 1)] =
cosh[(v + v˜)/2]√
cosh[v] cosh[v˜]
. (A10)
The first step amounts to maximizing the distance over unknown g and h, i.e. over u > 0 and v:
minu>0
cosh[(u + u˜)/2]√
cosh[u] cosh[u˜]
=
eu˜/2√
2 cosh u˜
for u˜ < − ln[√2− 1], (A11)
=
cosh[u˜/2]√
cosh u˜
for u˜ > − ln[
√
2− 1], (A12)
minv
cosh[(v + v˜)/2]√
cosh[v] cosh[v˜]
=
e−|v˜|/2√
2 cosh v˜
, (A13)
where the last relation is deduced for v → ±∞ depending on the sign of v˜.
At the second step we should minimize the distance over estimators, i.e. (A11, A12) is to be maximized over u˜,
while (A13) is to be maximized over v˜. This step is supposed to define those estimators. We get from (A11–A13):
u˜ = 0,∞, (A14)
v˜ = 0, (A15)
where the two values 0 or ∞ for u˜ in (A14) come from (resp.) (A11) and (A12). While v˜ = 0 in (A15) seems
reasonable (though incomplete) value for the estimator, neither of u˜ = 0 or u˜ =∞ is meaningful. Hence the maximin
strategy applied to (A5) does not leas to sensible estimators.
When applying the strategy to (A7), we note that (A13)≤(A11) and (A13)≤(A12) for all allowed values of u˜ and
v˜. Hence we find
minu>0, v
[
cosh[u]
cosh[u] + cosh[v]
cosh[(u + u˜)/2]√
cosh[u] cosh[u˜]
− cosh[v]
cosh[u] + cosh[v]
cosh[(v + v˜)/2]√
cosh[v] cosh[v˜]
]
=
e−|v˜|/2√
2 cosh v˜
, (A16)
where the last relation is again deduced for v → ±∞. The maximization of (A16) over v˜ brings us sback to (A15).
Again nothing reasonable is produced for u˜: the maximin method does not work for this example.
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Appendix B: Maximization of Lβ under two constraints
Consider the maximization of Lβ given by (44) under two constraints [cf. section IVB]∑
x
pˆ(x, y) = p(y),
∑
xy
E(x, y)pˆ(x, y) = E, (B1)
where E(x, y) is a function of x and y with a known average E. The Lagrange function reads:
Lβ = 1
β
∑
y
p(y) ln
[∑
x
pˆβ(x, y)
]
−
∑
xy
δ(y)pˆ(x, y)− γ
∑
xy
E(x, y)pˆ(x, y), (B2)
where δ(y) and γ refer to (resp.) (B1) and (B1). Now
∂Lβ
∂pˆ(x,y) = 0 leads to
p(y)pˆβ−1(x, y)∑
x¯ pˆ
β(x¯, y)
= δ(y) + γE(x, y), (B3)
which is solved as
pˆ(x, y) = p(y)
[δ(y) + γE(x, y)]
1
β−1∑
x¯ [δ(y) + γE(x¯, y)]
β
β−1
. (B4)
Here δ(y) and γ are found from (resp.) (B1) and (B1). Eventually, γ can be expressed via δ(y), which is found from
(B6):
γ =
1
E
(
1−
∑
y
p(y)δ(y)
)
, (B5)
∑
x
[δ(y) + γE(x, y)]
1
β−1 =
∑
x
[δ(y) + γE(x, y)]
β
β−1 . (B6)
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Appendix C: The relevance of various constraints in the maximum entropy method
The maximum entropy method addresses the problem of recovering unknown probabilities {q(zk)}nk=1 of a random
variable Z = (z1, ..., zn) via maximization of the entropy
S[q] = −
n∑
k=1
q(zk) ln q(zk). (C1)
subject to certain constraints on q and Z [46–50]. These constraints are assumed to come as a prior information,
within its standard formulation the method does not determine the type and a number of those constraints; the only
(obvious) requirement from the method is that the result of maximization is unique. The intuitive rationale of the
method is that provides the most unbiased choice of probability compatible with the constraints.
One way of recovering the constraints is to look at (necessarily noisy) data. If this way is followed in detail, it can
give some recommendations on selecting the constraints, or at least on determining their relative relevance. Below we
shall present some preliminary results to this effect within. Since the results are preliminary, we shall not attempt to
generalize them towards the likelihood Lβ<1.
A standard way of checking an inference method is to assume that the true probabilities are known. Hence we shall
start by assuming that we know the probabilities {q(zk)}nk=1 of Z = (z1, ..., zn). From {q(zk)}nk=1 we generate a finite
i.i.d. sample
SM = (zi1 , ..., ziM ) (C2)
of length M . Various constraints are now to be recovered from (C2). Here are several examples
– We can apply no constraint at all and just maximize the entropy:
q[0](zk) =
1
n
. (C3)
– After calculating the empiric mean of (C2),
µ =
1
M
M∑
u=1
ziu , (C4)
we can take it as an estimate for the true average
∑n
k=1 q(zk)zk, and recover approximate probabilities {q[1](zk)}nk=1
via maximizing (C1) subject to a constraint:
∑n
k=1 q
[1](zk)zk = µ. It is well-known [46, 47] that this maximization
leads to
q[1](zk) =
e−βzk∑
l e
−βzl
, (C5)
where β is determined from
∑n
k=1 q
[1](zk)zk = µ.
– The empiric means is certainly not the only information contained in the sample; e.g. one can estimate as well
the second moment:
µ2 =
1
M
M∑
u=1
z2iu , (C6)
and maximize (C1) under two contraints (C4) and (C6):
q[1+2](zk) =
e−β1zk−β2z
2
k∑
l e
−β1zl−β2z2l
, (C7)
where β1 and β2 are determined from
∑n
k=1 q
[1+2](zk)zk = µ and
∑n
k=1 q
[1+2](zk)z
2
k = µ2.
– It is the standard lore of statistics that for relatively short samples, the empiric median is a better (more robust)
estimator than the empiric mean. Thus we should pay attention to the median as a constraint in the entropy
maximization. Recalling the definition of the median Md for given (discrete-variable) probabilities, the maximum
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of (C1) under a fixed median is made obvious with the following example for n = 4 (assuming for simplicity that
z1 < z2 < z3 < z4):
Md = z1 : argmaxq[S[q] ] =
1
2
(
1 + ǫ,
1− ǫ
3
,
1
3
,
1
3
)
, (C8)
Md = z2 : argmaxq[S[q] ] =
1
2
(
1
2
,
1 + ǫ
2
,
1− ǫ
2
,
1
2
)
, (C9)
Md = z3 : argmaxq[S[q] ] =
1
2
(
1
3
,
1
3
,
1 + ǫ
3
, 1− ǫ
)
, (C10)
Md = z4 : argmaxq[S[q] ] =
1
2
(
1
3
,
1
3
,
1− ǫ
3
, 1 + ǫ
)
, (C11)
where ǫ > 0 is infinitely small. We kept it for confirming that the median is indeed equal to its fixed value, but ǫ can
be neglected in actual calculations. Eqs. (C8–C11) easily generalize to an arbitrary finite n.
Now the median Md will estimated from the finite sample (as an empiric median), and the maximum entropy
probabilities recovered according to (C8–C11) will be denoted as {q[md](zk)}nk=1
We can calculate how close are the above estimates from the true probabilities q = {q(zk)}nk=1:
d0 = dist[q
[0], q], d1 = dist[q
[1], q], d1+2 = dist[q
[1+2], q], dmd = dist[q
[md], q], (C12)
where dist[., .] can be e.g. the Hellinger distance:
dist[q[0], q] ≡ 1−
n∑
k=1
√
q(zk) q[0](zk). (C13)
Besides d0, quantities defined in (C12) are random variables together with the sample (C2). Hence we shall average
them over M ≫ 1 independently generated samples, keeping the sample length M fixed. The averaged quantities
will be denoted as
〈d1〉, 〈d1+2〉, 〈dmd〉. (C14)
Together with d0 they depend on q = {q(zk)}nk=1. Besides quantities in (C14) we shall also study their averages over
q = {q(zk)}nk=1: we generate randomly N probabilities (the mechanism for this is discussed in section V of the main
text), and average 〈d1〉, 〈d1+2〉, 〈dmd〉, and d0 over them. The results will be denoted by
d1, d1+2, dmd, d0. (C15)
Table III presents a numerical illustration for quantities defined in (C12–C15). It is seen that when M is larger, but
comparable to n (M = 7 and n = 6 in Table III), the situation is so noisy that samples do not provide information
from the viewpoint of the constraints studied 6. This means that the no-constraint solution (C3) is always better
because in the majority of cases we get min[〈d1〉, 〈d1+2〉, 〈dmd〉, d0] = d0, and because min[d1, d1+2, dmd, d0] = d0. For
such values of M employing the above constrained solutions will just amount to an overfitting (of noise).
For a largerM (M = 11 and n = 6 in Table III), we see that (C5) is the best constraint in one sense, since now the
solution (C5) provides a smaller average distance from the true solution: min[d1, d1+2, dmd, d0] = d1. However, in the
second sense (C3) is still better, because the percentage of cases, where min[〈d1〉, 〈d1+2〉, 〈dmd〉, d0] = d0 is still the
largest one. Applying the median solution or the second-order solution (C7) lead to worse results. Table III shows
that the solution based on the median is always worse than some of the other solutions.
The second-order solution (C7) becomes the best solution for M ≥ 21; see Table III. This holds in terms
of the average distance: min[d1, d1+2, dmd, d0] = d1+2, and also in terms of the percentage of cases, where
min[〈d1〉, 〈d1+2〉, 〈dmd〉, d0] = d1+2. Increasing M more just confirms this trend, i.e. improves the quality of (C7)
in both senses. Interestingly, the percentage of cases, where min[〈d1〉, 〈d1+2〉, 〈dmd〉, d0] = d1 is relatively stable for
larger values of M : in more than 1/6 of cases the first-order solution (C5) is still better than other solutions, even for
M = 101; see Table III.
6 This does not mean that short samples provide no information whatsoever. This means that the proper information extraction mechanism
from such samples is yet to be found.
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Our (preliminary) conclusions are summarized as follows: (i) The median is not a relevant constraint for the
maximum entropy method. It is never better than the average. (ii) The latter solution does overfit for short samples
(M ≃ n), where having no constraints whatsoever is better than fixing the average. (iii) For sufficiently long samples
fixing the first and second moments outperforms other solutions, but the average constraint does stay reasonable even
for larger sample lengths.
M %min = 〈d1〉 %min = 〈d1+2〉 %min = 〈dmed〉 %min = d0 d1 d1+2 dmd d0
7 18 4 8 70 0.06194 0.07713 0.06771 0.05535
11 25 18 7 50 0.05548 0.05829 0.06212 0.05656
21 24 41 2 33 0.04731 0.04421 0.05894 0.05350
31 27 45 1 27 0.04583 0.04125 0.05935 0.05520
41 29 51 2 18 0.05091 0.04302 0.06311 0.05970
61 24 64 2 10 0.04628 0.03531 0.05459 0.05430
101 18 71 0 11 0.04296 0.03567 0.05519 0.05179
TABLE III: For a set-up of a dice: n = 6 and zk = k (k = 1, ..., 6) we show various quantities defined above and below (C12).
The dist[., .] in (C12) was chosen to be the Hellinger distance. M is the number of samples. The average in (C14) is defined over
104 indepedent samples generated via the method described in section V. The average in (C15) is defined over 100 realizations
of probabilities. Now %min = 〈d1〉 means the percentage of the relation %min[〈d1〉, 〈d1+2〉, 〈dmd〉, d0] = d1 among those 100
cases; e.g. %min = 〈d1〉 → 18 means that in 18 cases out of 100 we got min[〈d1〉, 〈d1+2〉, 〈dmd〉, d0] = 〈d1〉. The minimal among
d1, d1+2, dmd, and d0 is underlined.
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Appendix D: Generalized Schur-convexity
We shall briefly review implications of the generalized Schur-convexity [43] for maximizing functions similar to (71).
Though we were not able to show that (71) is generalized Schur-convex, numerical results show the Schur-convex
maximizers provide a good description of local maxima for (71).
Let we are given a differentiable function Φ(x;u) of two vectors: x = (x1, ..., xM ) and u = (u1, ..., uM ). Both vary
on compact subsets of RM , and uk 6= 0 for all k = 1, ...,M . Let us assume that Φ(x;u) is Schur-convex [43]:
(xk − xl)
[
1
uk
∂Φ
∂xk
− 1
ul
∂Φ
∂xl
]
≥ 0, k, l = 1, ..,M − 1. (D1)
Let D be the set of vectors that are ordered as: x1 ≥ ... ≥ xM . Denote
zℓ ≡
ℓ∑
k=1
ukxk, ℓ = 1, ...,M, (D2)
and note that Φ(x;u) can be written as
Φ(x;u) = Φ(
z1
u1
,
z2 − z1
u2
, ...,
zM − zM−1
uM
;u) ≡ Φ˜(z1, ..., zM ). (D3)
Now for x ∈ D, Φ˜(z1, ..., zM ) is a non-decreasing function of z1, ... zM−1, because then (D1) reduces to
1
uk
∂Φ
∂xk
− 1
uk+1
∂Φ
∂xk+1
≥ 0, k = 1, ..,M − 1, (D4)
and then (D4) implies
∂Φ˜
∂zk
≥ 0 for k = 1, ...,M − 1 and x ∈ D. (D5)
Let us denote by A the set of all vectors x that hold
M∑
k=1
ukxk = 1. (D6)
Eq. (D5) will show how to maximize Φ(x;u) over x ∈ A ∩ D. First consider two vectors, x ∈ D ∩ A and y ∈ D ∩ A.
Eq. (D2) and conditions (D5) imply that if:
ℓ∑
k=1
ukxk ≥
ℓ∑
k=1
ukyk, ℓ = 1, ...,M − 1, (D7)
then
Φ(x;u) ≥ Φ(y;u). (D8)
Eqs. (D1, D7) refer to the concept of u-majorization, while Φ(x;u) in (D8) is a u-Schur-convex function [43].
Now argmaxx∈A∩D[ Φ(x, u) ] is found as follows: one first finds maxx1∈A∩D[u1x1 ]. Then taking this maximized
value as a condition one obtains maxx2∈A∩D[u2x2 ], then under two previous conditions one finds maxx3∈A∩D[u3x3 ]
etc.
We generalize the above reasoning taking instead of D any other ordering: x ∈ Dπ means that xπ1 ≥ ... ≥ xπM ,
where π is a certain permutation of indices 1, ...,M . Conditions (D1, D6) stay without changes.
To obtain x∗ ≡ argmaxx∈A[ Φ(x, u) ] under (D1) and (D6) (i.e. without imposing any condition x ∈ Dπ for a
specific π), we shall optimize the above construction over all possible Dπ. Thus one first finds
max
1≤k≤M
max
x∈A
[ukxk ]. (D9)
If this maximum is reached at a certain value x∗j1 of xj1 , then one looks at
max
1≤k≤M,k 6=j1
max
x∈A
[ukxk ]. (D10)
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If the maximum in (D10) is reached at a certain value x∗j2 of xj2 , then the next maximization excludes both j1 and
j2; and so on till all elements of x
∗ ∈ A will be found.
Returning to the problem stated by the maximization of (71), we note that the index k in (D6, D4) corresponds
to the double index (x, y), where M = nm, while x and u refer to {pˆ(x|y)}x,y {p(y)}x,y, respectively. Eq. (D6) then
holds due to normalization. Likewise, A is defined from relevant constraints, e.g. from (47). But conditions (D1) for
Lβ>1 do not hold, since the left-hand-side of (D1) amounts to
[pˆ(x|y)− pˆ(x′|y′)]
(
pˆβ−1(x|y)∑
x¯ pˆ
β(x¯|y) −
pˆβ−1(x′|y′)∑
x¯ pˆ
β(x¯|y′)
)
, (D11)
which is generally not nonnegative. In contrast, the negative average entropy:
∑
y p(y)
∑
x pˆ(x|y) ln pˆ(x|y) does hold
(D1):
[pˆ(x|y)− pˆ(x′|y′)] [ln pˆ(x|y) − ln pˆ(x′|y′)] ≥ 0. (D12)
Appendix E: Maximization of Lβ>1 for known marginals of X and Y illustrated via examples
There are infinitely many joint probabilities pˆ(x, y) with given marginals p(y) and p(x) [38–40]. One can ask about
the simplest joint probabilities compatible with given marginals [41, 42]. Such a probability can be employed as a
null-hypothesis and serve as a starting point for further approximations. It is well-known that the maximal entropy
reasoning leads to the factorized joint probability pˆ(x, y) = p(x)p(y) [41], which we also got from maximizing Lβ<1;
see section IVA. Below we show numerically that the maximization of Lβ>1 leads to a different and unique prediction
for pˆ(x, y) that agrees with (73, 74). Hence it agrees with minimizing the joint entropy (72) under the constraint
of given marginals. This is a well-known problem, because (for given marginals) it is equivalent to maximizing the
mutual information between X and Y ; see [56–58] for recent discussions.
Let us assume that both X and Y assume 3 values (x1, x2, x3) and (y1, y2, y3), respectively. Here is an example for
the (global) maximizer of (71) that we presented in the form of (47) with numeric values of pˆ(x|y) written in bold:
( p(y1), p(y2), p(y3) ) = (0.1, 0.3, 0.6), (E1)
p(x1) = 0.55 = 0× 0.1 + 0× 0.3 + 55
60
× 0.6, (E2)
p(x2) = 0.25 = 0× 0.1 + 25
30
× 0.3 + 0× 0.6, (E3)
p(x3) = 0.20 = 1× 0.1 + 5
30
× 0.3 + 5
60
× 0.6. (E4)
Eqs. (E2–E4) follow (73, 74). First one finds pˆ(x1|y3) = 55/60, since this provides the largest possible value for
the joint probability: pˆ(x1, y3) = 0.5. Due to (E2) this already sets pˆ(x1|y1) = pˆ(x1|y2) = 0. Next, one finds
pˆ(x2|y2) = 25/30, since this provides the second-largest value of the joint probability, pˆ(x2|y2) = 0.25, also enforcing
pˆ(x2|y1) = pˆ(x2|y3) = 0. Remaining p(x|y) in (E4) are recovered from normalization.
It is seen that pˆ(x|y) given in (E2–E4) do have the maximal number of zeroes (4 for the considered case n = m = 3)
allowed by (47). I.e. the maximizers of Lβ>1 are located at vertices of the convex domain (47).
The second example is dealt with in the same way with pˆ(x1|y1) = 4/9 being the first step, and pˆ(x3|y2) = pˆ(x3|y3) =
1 amount to the last step:
(p(y1), p(y2), p(y3)) = (0.9, 0.06, 0.04), (E5)
p(x1) = 0.4 =
4
9
× 0.9 + 0× 0.06 + 0× 0.04, (E6)
p(x2) = 0.35 =
35
90
× 0.9 + 0× 0.06 + 0× 0.04, (E7)
p(x3) = 0.25 =
15
90
× 0.9 + 1× 0.06 + 1× 0.04. (E8)
The maximizers (but not the value of Lβ) do not depend on β provided that β > 1. However, we noted that for
β → ∞ the global maximum of Lβ are difficult to reach numerically, since they are plagued by many local maxima.
Hence employing moderate values of β (e.g. β = 2) can be beneficial for finding the global maximum numerically.
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This point can be illustrated by comparing the global maximizer (E6–E8) with
(p(y1), p(y2), p(y3)) = (0.9, 0.06, 0.04), (E9)
p(x1) = 0.4 =
4
9
× 0.9 + 0× 0.06 + 0× 0.04, (E10)
p(x2) = 0.35 =
29
90
× 0.9 + 1× 0.06 + 0× 0.04, (E11)
p(x3) = 0.25 =
21
90
× 0.9 + 0× 0.06 + 1× 0.04. (E12)
Both (E6–E8) and (E10–E12) produce the same value for Lβ→∞, because
Lβ→∞ =
∑
y
p(y) ln [pˆ(x˜(y)|y)] +
∑
y
p(y) ln p(y), x˜(y) ≡ argmaxx[ p(x|y) ]. (E13)
Indeed, both (E6–E8) and (E10–E12) have the same values of pˆ(x˜(y)|y). Even though the global maximum of Lβ>1
may be difficult to reach numerically, we noted that numerically reachable local maxima also have the same (i.e.
maximal) number of zeros.
