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 
Abstract—As a very recent technique for time series analysis, 
Singular Spectrum Analysis (SSA) has been applied in many 
diverse areas, where an original 1D signal can be decomposed into 
a sum of components including varying trends, oscillations and 
noise. Considering pixel based spectral profiles as 1D signals, in 
this paper, SSA has been applied in Hyperspectral Imaging (HSI) 
for effective feature extraction. By removing noisy components in 
extracting the features, the discriminating ability of the features 
has been much improved. Experiments show that this SSA 
approach supersedes the Empirical Mode Decomposition (EMD) 
technique from which our work was originally inspired, where 
improved results in effective data classification using Support 
Vector Machine (SVM) are also reported. 
 
Index Terms—Singular Spectrum Analysis (SSA), 
Hyperspectral Imaging (HSI), feature extraction, data 
classification, Support Vector Machine (SVM).  
I. INTRODUCTION 
YPERSPECTRAL imaging (HSI) provides data with a 
high-resolution spectrum over 2D images, leading to 
powerful capabilities related to classification in many 
applications, such as remote sensing. The wide range covered 
by the spectral information, from visible light to near infrared, 
allows the recognition of small differential characteristics of the 
content in a scene. For that reason, new emerging lab-based data 
analysis including food quality, medical or verification of 
counterfeit goods and documents [1]-[4] are based on HSI. 
 The use of Support Vector Machine (SVM) as a classifier for 
HSI applications has been shown to be robust and highly 
accurate [5]-[7]. The samples or pixels are evaluated in SVM by 
means of their respective features or spectral bands, which can 
contribute to more robust discrimination as they include 
information from different spectral wavelengths. However, HSI 
data usually is prone to noise, which can reduce the 
discrimination ability limiting the accuracy in classification 
tasks. For that reason, there is great interest for a potential 
decomposition of the spectral profiles into components in such a 
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way that noise could be removed or mitigated by avoiding 
particular components with high noisy content. In this 
decomposition context, a particularly interesting research area 
is the use of the Empirical Mode Decomposition (EMD) 
technique, applied in 1D to the spectral profile of the pixels as 
briefly evaluated in [8]. 
The EMD is the main part of the Hilbert Huang Transform 
(HHT), an algorithm for the analysis of non-linear and 
non-stationary time series [9]-[10]. EMD decomposes a 1D 
signal into a few components called Intrinsic Mode Functions 
(IMFs) and has been widely used in processing signal 
applications such as speech recognition [11]. The 
reconstruction of the 1D signal by some of their IMFs would 
provide an alternative signal that could be easier to classify. 
Although this was the objective, an evaluation in [8] showed no 
improvement at all but deterioration of classification accuracy. 
Hence, our aim is to introduce the Singular Spectrum 
Analysis (SSA) technique in a similar way to evaluate its 
performance for classification tasks in HSI. In this paper, 
Section II describes SSA algorithm, its definitions and 
applications, and once our approach is clear, Section III outlines 
the experimental setup, with the results and analysis. Finally, the 
conclusions are given in Section IV. 
II. THE PRINCIPLES OF SSA 
SSA is a recent technique of time series analysis and 
forecasting with multiple potential in different applications, 
going from market research or social science to data mining. 
With origin in the former Soviet Union during the 80s, there are 
several related publications in the last twenty years, although 
some authors stand out [12]-[13]. In this section, the SSA 
concept and capabilities is briefly introduced, along with a 
complete mathematical description of the algorithm and a 
practical example for an easy understanding. 
A. The Concept 
The main objective of SSA is to decompose an original series 
into several independent components or sub-series. These 
components are interpretable, i.e. they can be mainly identified 
as varying trend, oscillations or noise. Therefore, the main 
capabilities of SSA can be summarized as follows [12]. 
- Extraction of trends, periodic components and smoothing 
- Complex trends and periodicities with varying amplitudes 
- Finding structures in short time series 
- Envelopes of oscillating signals  
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All these capabilities make SSA a really interesting approach, 
especially as most researches have not yet taken it into 
consideration in HSI. 
B. The Algorithm 
Assume that we have a 1D signal in a vector array x  defined 
as NNxxx  ],,,[ 21 x ; the SSA algorithm can be applied in 
the following steps. 
i. Embedding 
Defining a window size ZL  satisfying ],1[ NL , the 
trajectory matrix X of the vector array x  can be constructed as: 
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Each column of X , kC , is a lagged vector which can be 
represented as LTLkkkk xxx   ],,[ 11 C , where 
],1[ Kk   and 1 LNK . It is worth noting that the 
matrix X has equal values along the anti-diagonals, thus it is 
actually a Hankel matrix by definition. 
In fact, based on a property of the matrix X [12], the SSA 
algorithm can be implemented symmetrically in two intervals, 
i.e. )]2/(,1[ NroundL  and ]),2/)1(([ NNceilL  . For a 
given L , the equivalent implementation can be found for 
another KL ' , leading to the same results. In addition, just 
remark that both singular ends from the global interval, 1  
and N , do not provide a SSA implementation. 
ii. Singular Value Decomposition 
First the matrix S  is obtained from the trajectory 
matrix X as
T
XXS  . The Eigen values of S  and their 
respective Eigen vectors are then denoted respectively as 
 L  21  and  LUUU ,,, 21  .  
For the trajectory matrix X , its Singular Value 
Decomposition (SVD) is then formulated as given below. 
Though the value of d  equals to the rank of X , from now on 
we consider Ld   for simplicity. 
dXXXX  21       (2) 
As can be seen, the trajectory matrix X  is actually built by the 
addition of several matrices. Each matrix ],1[| Lii X  is called 
elementary matrix, corresponding to its respective Eigen value 
as defined by:  
T
iiii VUX          (3) 
where iV  is defined as  
i
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Note that the collection  iii VU ,,  is normally called the ith 
Eigen Triple, and the matrices U  and V below are denoted as 
the matrix of empirical orthogonal functions and the matrix of 
the principal components, respectively.  
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iii. Grouping 
In this step, the total set of L  components is divided into 
M disjoint sets MIII ,,, 21  , where   Lm || I  and 
],1[ Mm . Let  piii ,,, 21 I  denote one of the divided set, 
the matrix IX  related to the group I  is defined as 
ipiiI XXXX  21 . Finally, the trajectory matrix X  is 
represented by: 
IMII XXXX  21       (6) 
For simplicity, a typical grouping is the one such as LM  , 
i.e. 1p , which refers to the case that each set is made of just 
one component. In general, the contribution of each matrix IX  
to the trajectory matrix X  in the SVD is related to its Eigen 
values and therefore can be derived as: 
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iv. Diagonal Averaging and Projection 
The matrices ],1[,Im MmX  obtained above by grouping 
are not necessarily the Hankel type as in the original trajectory 
matrix. However, in order to project each of these matrices into 
1D signal, they have to be hankelised. This step is done by 
obtaining the average in all the anti-diagonals of each ImX , 
simply because these values used for average contribute to the 
same element in the derived 1D vector array. 
Let NmNmmm zzz  ],,,[ 21 z  denote the 1D signal 
projected from ImX , it can be obtained via diagonal averaging 
below, where 1,  jnja  refers to the elements of ImX . 
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With mz  obtained in (8), finally the original 1D signal x  can 
be reconstructed by: 

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21 zzzzx       (9) 
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As a result, the original signal can also be represented using 
one or more groups derived from its Eigen values, where those 
less significant components or highly noisy ones are discarded. 
C. Application of SSA 
Given a particular sample, e.g. a spectral pixel in HSI, the 
SSA aims to achieve improved reconstruction of the pixel 
profile by means of the main Eigen value components whilst 
abandoning the less representative or noisy components. For 
effective reconstruction of the original profile, there are two 
important parameters affecting the performance.  
The first parameter is the window size L, which determines 
the total number of components that can be extracted in the 
decomposition stage. Taking L=10 for example, ten Eigen 
values are extracted, which leads to ten potential components 
generated. Obviously, the component corresponding to the first 
Eigen value is much more significant than those corresponding 
to the following Eigen values. 
 
Fig. 1.  Original and reconstructed (by SSA) profiles for one pixel in HSI. The 
reconstructions are derived from the 1st and 1-2nd Eigen values out of 10. 
 
The second parameter, Eigen Value Grouping (EVG), 
denotes the selected combination of extracted components used 
for reconstruction. For a dataset with highly noisy content, the 
use of only the first two components will remove most noise 
from the input data. However, if the noise level is low that only 
affects small components such as the 9
th
 or the 10
th
, using just 
the first two components in the reconstructed signal may lead to 
loss of discriminating information in the samples. 
Fig. 1 shows an example where one spectral pixel is 
reconstructed from the 1
st
 and 1-2
nd
 Eigen components, using 
L=10. As can be seen, the new profiles preserve the trend of the 
original signal whilst reducing the noisy content. As such, the 
feature extraction process by SSA results in better classification 
as will be further demonstrated in Section III. 
III. EXPERIMENTAL RESULTS AND ANALYSIS 
The experimental settings and results are discussed in detail 
below, covering data description and conditioning, feature 
extraction, data classification and relevant evaluations. All the 
experiments were implemented in the Matlab environment.  
A. Data Description 
Two remote sensing datasets with available ground truth are 
employed in our experiments. They consist of sub-scenes 
extracted from original scenes [14]-[15]. 
 
 
Fig. 2.  One band image at wavelength 667nm (left) and the ground truth maps 
(right) for the 92AV3C dataset. 
 
 
Fig. 3.  One band image at wavelength 667nm (left) and the ground truth maps 
(right) for the Salinas C dataset. 
 
The AVIRIS 92AV3C dataset, collected in the USA, has a 
spatial dimension of 145×145 pixels in 220 spectral reflectance 
bands for land usage purpose. Although originally it contains 16 
labeled classes, some authors suggest removing the classes with 
few pixels available in the ground truth [5], [7]-[8]. This has led 
to 9 out of 16 classes being included in the study for consistent 
evaluation. As shown in Fig. 2, the 9 labeled classes are mostly 
related to agriculture. 
The AVIRIS Salinas C dataset (Fig. 3), a sub-scene taken 
over the Salinas Valley in California, USA, is made of 150×150 
pixels in 224 spectral bands, with a spatial resolution of 3.7m. 
The ground truth map presents 9 classes corresponding to 
broccoli, fallow, grapes and vineyard amongst others. 
It is worth noting that before feature extraction some spectral 
bands are discarded as recommended by others [7], [15], 
reducing the available number of bands from 220 to 200 and 
from 224 to 204 for the two datasets, respectively. 
B. Feature Extraction 
In our work, EMD and SSA techniques are evaluated. These 
techniques provide a new spectral profile for each pixel in the 
scenes. In total, three different approaches are compared as 
summarized in Table I, which include EMD, SSA and the 
Baseline method without feature extraction for benchmarking.  
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TABLE I 
DIFFERENT IMPLEMENTATIONS FOR FEATURE EXTRACTION 
Method Parameters Values adopted 
Baseline N/A N/A 
EMD 
Thresholds θ1, θ2 and α 0.8, 8 and 0.05 
IMF Grouping (IMFG) 1st, 1-2nd, 1-3rd  
SSA 
Window size L 5, 10, 20, 40 
EV Grouping (EVG) 1st, 1-2nd, 1-5th, 1-10th  
 
In the Baseline approach, no feature extraction method is 
applied hence the original spectral profiles are used as features. 
As a result, no parameters are needed. For the EMD and SSA 
techniques, on the contrary, their performances are parameter 
dependent and the values used for them are given in Table I. 
For the EMD case, where detailed algorithm description can 
be found in [9]-[11], the code available in [16] is used for its 
implementation with the stopping criteria discussed in [10]. The 
values adopted for the stopping thresholds θ1, θ2 and α are 
determined experimentally and satisfying θ2=10×θ1 as 
suggested. Regarding the IMF Grouping (IMFG) parameter, 
combinations of the 1
st
, the 1-2
nd
 and the 1-3
rd
 IMFs are 
respectively selected in the same way as used in [8]. 
In the SSA case, as stated in Section II.C, performance 
depends on two parameters, window size L and EV Grouping 
(EVG). Several combinations of window size L (5, 10, 20 and 
40) and EVG (the 1
st
, the 1-2
nd
, the 1-5
th
 and the 1-10
th
) are 
selected to evaluate the corresponding performance. 
Finally, to provide further analysis on the comparison among 
the Baseline and SSA methods, well-known Principal 
Components Analysis (PCA) technique [2]-[3] is applied to the 
output of these cases for data reduction, adding an extra step. 
C. Data Classification 
SVM is selected as it has been widely used in HSI field 
[5]-[8]. With several available libraries, the difficulty in 
implementing SVM has been much reduced even for embedded 
applications [17]. For multi-class classification, LIBSVM 
library [18] is used in our experiments. A Gaussian RBF kernel 
is selected here as, from our own experience and also 
demonstrated by others [5]-[8], it usually leads to good results 
in HSI. For that kernel, the penalty (c) and the gamma (γ) 
parameters are tuned each time by means of a grid search. 
To avoid systematic errors, 10 repetitions are carried out for 
every experiment, varying randomly each time the samples 
(sub-set) for training and testing. The partitions are made by 
stratified sampling, using an equal sample rate for each class 
with a ratio of 10% for training the respective SVM model. 
Finally, testing results averaged over 10 repetitions are obtained 
for performance evaluation, including McNemar’s test [8], 
which shows statistical significance at a confidence level of 
95% when │Z│> 1.96, taking the Baseline case as a reference. 
D. Results and Analysis 
According to results in Table II, for the 92AV3C dataset, it is 
clear that the Baseline approach can be easily improved by SSA 
technique, which increases the discrimination ability. On the 
other hand, the EMD technique is proved to decrease the 
accuracy, as already stated in [8]. For the Salinas C dataset, the 
SSA technique also improves the performance, although the 
classification accuracy of the Baseline approach is already very 
high (over 99%) and therefore Z coefficient is below 1.96 in 
some cases. Again, the EMD approach degrades the 
performance with the least classification accuracy produced, 
which indicates its unsuitability for effective feature extraction 
and data reduction in this context. 
 
TABLE II 
MEAN OVERALL ACCURACY (%) OVER TEN REPETITIONS AND MEAN 
MCNEMAR’S TEST [Z] FOR THE TWO DATASETS AND THREE METHODS 
Method Parameters 92AV3C  Salinas C  
Baseline N/A 85.59 [-] 98.61 [-] 
EMD 
IMFG=1st 56.44 [-44.1] 96.21 [-16.4] 
IMFG=1-2nd 65.52 [-33.8] 96.25 [-16.2] 
IMFG=1-3rd  75.49 [-20.1] 97.31 [-11.0] 
SSA 
L=5, EVG=1st  88.78 [+9.24] 98.76 [+2.03] 
L=5, EVG=1-2nd  88.02 [+7.47] 98.69 [+1.21] 
L=10, EVG=1st 88.68 [+8.87] 98.68 [+0.78] 
L=10, EVG=1-2nd  88.49 [+8.57] 98.76 [+2.00] 
 
Other accuracy measures are shown in Table III for Baseline 
and SSA case (L=5, EVG=1
st
), proving the good performance 
of SSA, where the increment in Average Accuracy is clear and 
in Class by Class terms, the improvement is generally obtained 
in all classes, regardless their number of samples. 
 
TABLE III 
MEAN OVERALL, AVERAGE AND CLASS BY CLASS ACCURACIES (%) OVER TEN 
REPETITIONS FOR THE TWO DATASETS WITH BASELINE AND SSA (L=5, 
EVG=1ST) METHODS, INCLUDING NUMBER OF SAMPLES (NOS) 
 92AV3C Salinas C 
 NoS Baseline SSA NoS Baseline SSA 
Class 1 1434 80.71 84.81 240 95.32 95.56 
Class 2 834 72.03 80.99 3400 99.93 99.92 
Class 3 497 89.98 92.73 1957 99.71 99.80 
Class 4 747 97.23 97.77 599 99.13 98.42 
Class 5 489 99.00 99.11 1155 97.77 98.40 
Class 6 968 76.83 83.54 1414 99.99 99.99 
Class 7 2468 83.99 86.11 848 99.62 99.65 
Class 8 614 80.45 84.91 5890 99.23 99.35 
Class 9 1294 98.27 98.41 159 25.52 32.59 
Average Accuracy 86.50 89.82  90.69 91.52 
Overall Accuracy 85.59 88.78  98.61 98.76 
 
In Fig. 4, the remaining results for SSA on the 93AV3C 
dataset using parameters not presented in Table II are provided 
for analysis, where similar behavior can be found in the results 
from Salinas C dataset (omitted due to limited page length). 
From our point of view, a reconstruction based on large EVG 
given a small L leads to noise inclusion. This can be stated as a 
noisy region. However, if EVG is small in relation to a large L, it 
is more likely to lead to loss of important information and 
decreased discrimination ability. As a result, this is stated as a 
lossy region. An optimum performance is given, therefore, by 
an intermediate or stable region between these two regions. 
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In fact, these three regions, noisy, lossy and stable, can be 
clearly identified in Fig. 4, such as noisy (L=10, EVG=1-5
th
), 
lossy (L=40, EVG=1
st
) and stable (L=5, EVG=1
st
). When the 
window size increases from 5 to 40, EVG=1
st
 tendency is going 
from stable to lossy region, whilst EVG=1-10
th
 is going from 
noisy to stable. Finally, please note that some points (L=5, 
EVG=1-5
th
) and (L=10, EVG=1-10
th
) are equivalent to each 
other, simply because the reconstruction is made by all the 
components extracted from the decomposition. 
 
Fig. 4.  Overall Accuracy (%) for the 92AV3C dataset using SSA with different 
window L (5, 10, 20 and 40) and different EVG (1st, 1-2nd, 1-5th and 1-10th). 
 
Finally, extra results are provided in Table IV for a more 
complete evaluation. PCA is applied to both Baseline and SSA 
outputs, reducing the number of features to 15. As expected, 
these results again confirm that SSA leads to considerable 
improvement under different conditions, especially for the 
92AV3C dataset, even in combination with PCA. However, due 
to a low feature dimension used, the classification accuracy 
achieved appears slightly worse than those in Table II. 
 
TABLE IV 
MEAN OVERALL ACCURACY (%) OVER TEN REPETITIONS INCLUDING MEAN 
MCNEMAR’S TEST [Z] OF BASELINE AND SSA WITH PCA (15 FEATURES) 
Method Parameters 92AV3C [Z] Salinas C [Z] 
Baseline + PCA N/A 84.15 [-] 98.68 [-] 
SSA + PCA 
L=5, EVG=1st  87.93 [+9.64] 98.92 [+3.06] 
L=5, EVG=1-2nd  86.25 [+5.75] 98.92 [+3.22] 
L=10, EVG=1st 87.89 [+9.50] 98.86 [+2.49] 
L=10, EVG=1-2nd  88.06 [+9.96] 98.96 [+3.73] 
 
IV. CONCLUSIONS 
As a recent technique being able to extract trends, oscillatory 
components or noise among others from 1D signal, the SSA 
algorithm shows great potential in many applications. 
Components extracted from the decomposed signal can be used 
for an improved reconstruction of the original signal with noise 
information suppressed.  
Inspired by the EMD algorithm, and based on the well-known 
Eigen decomposition, SSA allows many possibilities and 
presents significant potential. In HSI remote sensing, the 
introduction of the SSA applied to every spectral pixel leads to a 
reconstruction process that increases the accuracy in 
classification tasks, as derived in the experimental results from 
our work. Some introductory evaluation about the behavior of 
the SSA approach when implemented by different parameters 
selection is reported, by which it is possible to state 
recommendations for the selection of parameters. Future work 
is ongoing in extending 1D SSA to 2D cases for further 
improved feature extraction and data reduction in HSI 
applications. 
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