Abstract-The problem of identifying disturbance lines in printed circuit boards is addressed. Identification is achieved by estimating the disturbance frequency and the separation distance between the coupled lines. Frequency estimation uses a wavelet coefficients thresholding method to reconstruct the interference caused by the disturbance line. The separation distance is computed using two empirical laws based on physical ground and verified by simulation. The performance of the proposed method is illustrated by simulation results.
INTRODUCTION
In the last decade, a significant effort has been devoted to increase the speed of digital circuits. However, at high frequencies, signal edge rates become faster giving rise to the electromagnetic interference phenomenon known as crosstalk. As a result, the integrity of the signal propagating down the interconnects of the printed circuit board (PCB) may be affected if the phenomenon is not taken into account in the early stage of design of electronic systems [10] . Crosstalk poses a significant signal integrity problem, mainly between long parallel lines [7, 13] . When trace lengths become electrically long, crosstalk may cause distortion of the logic function [12, 17] . The signal integrity issue then becomes crucial for the designer during the circuit simulation and layout cycle. Crosstalk prediction has gained much attention in the literature [9, 14, 16] . It is a hard task for the designer to determine if the prototype failures are due to logic errors or to crosstalk. It is thus of great importance to detect crosstalk and identify their source using simulations at design stage in order to eliminate or at least to reduce them to acceptable levels before constructing the prototype. An efficient method for identifying the source line of crosstalk is thus required. In the design and layout of a PCB, the identification of the disturbance line is usually based on a geometric method where crosstalk requirements are specified in voltage which is in turn converted to a maximum distance. Only tracks up to the maximum distance are considered for the purpose of the disturbance line identification. It is, however, not rare that a line beyond the specified the maximum distance can result in a large crosstalk and, unfortunately, there is no general rule for an efficient identification.
Recently wavelets have been shown to be useful in crosstalk prediction and fault diagnostic in transmission lines [1, 2, 8] . In [2] , wavelets have been used to generate the interference signature in order to identify the faulty line, and, in [1] , a wavelet packet decomposition has been utilized in feature extraction and classification of the sources of electromagnetic interference. One of the most important wavelet feature is their ability to detect singularities, making them suitable for analyzing digital disturbed signals. The mean power of the wavelet coefficients of the disturbed signal can provide some information about the separating distance between the coupled lines. This paper investigates a wavelet-based approach for disturbance line identification by estimating the frequency of the source of disturbance and the separation between the coupled lines. Unlike the geometric approach technique, there is no need to specify a threshold for the separating distance. The paper is organized as follows. In Section 2, a brief overview of wavelet-decomposition is given. The fundamental property of regularity that characterizes an important kind of wavelets is also discussed. It is shown that wavelet coefficients are very useful to characterize a trapezoidal signal. In Section 3, the proposed approach for line disturbance identification is presented. The identification is based on two relevant parameters: the frequency of the disturbance signal and the separation distance between the disturbance line and the disturbed one. To illustrate the performance of the proposed approach, numerical examples are given in the same section, and, finally, Section 4 draws some conclusions.
WAVELET ANALYSIS
Wavelet analysis can be viewed as an alternative method to overcome the drawbacks of Fourier analysis. It has received a considerable attention in many fields such as image and signal processing due to its ability to analyze time-varying or nonstationary phenomena. The discrete wavelet expansion of a finite energy signal f (t) is defined by [3] 
where j, k are integer indices and the ψ j,k are the wavelets. They are generated by scaling and translation of a single function ψ(t) referred to as the mother wavelet following
The normalization factor 2 −j/2 is included to ensure ψ j,k (t) = ψ(t) , where · denotes the norm. The coefficients a j,k are called the discrete wavelet transform (DWT) and (1) is the inverse wavelet transform. Usually, it is suitable that the wavelet system ψ j,k (t) forms an orthogonal basis allowing us to calculate the wavelet coefficients by a simple inner product between the wavelet and the analyzed signal
Generally, to construct the wavelet system, a multiresolution approximation is used [4, 6, 11] . In this paper, the so called Daubechies wavelet system will be used. The signal f (t) given by (1) can be decomposed as a coarse approximation at some level plus a fine detail. Two basic functions are needed: the wavelet function ψ(t) defined previously and the scaling function ϕ(t). By combining these two basis functions, the signal f (t) can be written as
where j 0 denotes some integer and ϕ jk (t) is generated from ϕ(t) by scaling and translation operations. The first term in (4) represents the approximation part of the signal and the second term represents the additional detail. The parameters c j 0 ,k are the scaling or approximation coefficients and d j,k are the wavelet or detail coefficients. In the representation given by (4), j indexes the scale or resolution of analysis and k indexes the time or spatial location of analysis. For a given wavelet ψ j,k (t) centered at time zero and frequency f 0 , the wavelet coefficients d j,k measures the signal content around time 2 j k and frequency 2 −j f 0 . Equation (4) can be interpreted as a multistage filtering decomposition of the signal f (t) where the first term represents the low frequency components and the second term represents the high frequency components of the signal. The success of wavelets is due in a major part to the existence of efficient algorithms derived from the theory of subband filtering allowing a real time implementation. The well known decomposition algorithm of Mallat used in this paper computes the scaling and wavelet coefficients at some level from the coefficients at the lower level by low-pass filtering and high-pass filtering, respectively, followed by a downsampling by 2. The decomposition process is illustrated on Figure 1 where the following vectorial notation has been used
An advantage of wavelet decomposition is its time-frequency localization capability which allows us to characterize signals by only few coefficients. This property is particularly useful to model singularities and transients such as breakdown points, discontinuities or sharp corners. With an appropriate wavelet choice, the signal decomposition results in wavelet coefficients that drop off rapidly with j and k. This feature is due to the existence of some wavelets characterized by sharp corners. As shown on Figure 2 , the wavelet decomposition of the trapezoidal signal at level j = 2 using for ψ(t) the so-called Daubechies wavelet of order 2 (db2) leads to a set of null wavelet coefficients except those corresponding to the transition instants of the signal. Wavelet analysis is appropriate when the primary interest is the localization of jumps and singularities. The essential property that the wavelet must have to achieve this goal is to have vanishing moments [11] . To isolate the singularities from a polynomial of degree N − 1 and estimate their locations, the analyzing wavelet must have at least N vanishing moments.
DISTURBANCE LINE IDENTIFICATION
The main goal in interference signal analysis in PCBs is to identify the source of disturbance. Usually, the simulation codes used in the design and layout of PCB consider only traces in the vicinity of the disturbed line. This approach is not efficient because on one hand a trace beyond the fixed distance can produce a significant disturbance, and, on the other hand, many lines with a negligible effect are taken into account which increases the simulation time. The identification of the disturbance line by means of wavelets is achieved by estimating the frequency of the disturbance signal and calculating the separation distance between the coupled lines.
Simulation Geometry
In this paper, Remcom's XFDTD simulation program based on the Finite-Difference Time-Domain method has been used to generate the crosstalk. Two parallel coupled tracks with L = 10 cm of length on a dielectric board characterized by a relative permittivity ε r with a ground plane on the opposite side has been simulated ( Figure 3) . In a typical situation, a source voltage V s (t) that has a resistor R s is connected to a load R L via the first track and the ground. Two terminations R NE and R F E are connected to the second track at the near end and the far end with respect to the source. All the resistances have a value of 50 Ω. The near-end crosstalk will be considered because it has a larger magnitude and a longer duration than the far-end crosstalk [5, 15] . 
Frequency Estimation
The idea of frequency estimation of the disturbed signal is based on the reconstruction of the crosstalk from the disturbed signal. Logical signals characterized by fast transients from high level to low level and vice versa are modeled by trapezoidal waveforms. For clarity, an illustrative example is given when describing the algorithm. The PCB considered in this example has the following configuration: ε r = 4.7, w = 2 mm, s = 3 mm, and h = 1.5 mm.
A trapezoidal source voltage with a rise time t r = 0.25 ns, a frequency f = 250 MHz and a duty cycle δ = 0.5 was applied. A trapezoidal waveform with a rise time t r = 2.5 ns, a frequency f = 50 MHz and a duty cycle δ = 0.5 is propagating down the disturbed line. In addition, without loss of generality of the algorithm, it is assumed that the source voltage and the signal propagating down the disturbed line have the same phase. The procedure of crosstalk frequency estimation exploits the ability of wavelets to detect singularities and it can be summarized as follows:
(1) Wavelet Decomposition of the Disturbed Signal
The disturbed signal shown on Figure 4 (a) is the superposition of the undisturbed or useful signal and the interference which introduces many nonzero wavelet coefficients in the wavelet decomposition of the overall signal. By choosing a wavelet with a large number of vanishing moments such as db7, and performing a wavelet analysis at level j = 1, the finest details corresponding to the transitions of the undisturbed signal and transients caused by the interference are easily detected (Figure 4(b) ). It is indispensable to use a wavelet with a large number of vanishing moments unless the discrimination between the two subsets of the wavelet coefficients can not be made.
(2) Wavelet Coefficients Thresholding
The set of wavelet coefficients includes large coefficients and small coefficients. The large coefficients are due to the undisturbed signal and the small ones are due to the interference signal. By setting to zero all coefficients less than some threshold chosen to be 50% of the maximal coefficient, all wavelet coefficients introduced by the interference are removed and the remaining ones are due to the undisturbed signal and may be used to locate the transition instants from a logical level to another.
(3) Interference Reconstruction
To estimate the undisturbed signal, a linear approximation on the basis of samples of the disturbed signal in each interval defined by two successive instants of transition is used and the interference signal is then estimated asV
WhereV i (t) is the estimated interference signal, V dis (t) is the available disturbed signal andV und (t) is the estimate of the undisturbed signal. The interference estimate obtained from (7) is shown on Figure 4 (c).
(4) Wavelet Decomposition of the Interference Signal
The interference signal is composed of pulses with alternative signs, where the positive pulse corresponds to the rise time and the negative pulse corresponds to the fall time. A wavelet decomposition at level j = 3 makes clearer the periodical structure. The analysis wavelet has not to be of a large number of vanishing moments because the jumps and singularities are of the same order. The db2 wavelet can be used. Although the obtained structure is pseudo periodic as shown on Figure 4 (d), it is difficult to get an estimation of the period.
(5) Autocorrelation Calculation
The period of the interference signal can be estimated by computing the autocorrelation function of the wavelet coefficients obtained at step 4 and then detecting its maxima (Figure 4(e) ). Noting that the wavelet coefficients at some level are computed from the wavelet coefficients of the lower level by filtering and then downsampling by 2. To maintain the initial time scale, an operation of upsampling is required. The duration between two successive maxima of the upsampled autocorrelation function provides an estimate of the period of the interference signal. The interference period was found to beT = 4.001 ns yielding a frequency estimate off = 249.94 MHz. Simulation results have shown that the crosstalk frequency is estimated with a good precision even for large separation between the disturbed line and the excitation one.
Separation Distance Determination

Algorithm
The algorithm is based on two empirical laws based on physical ground and verified by simulations. It is assumed that the mean power The first empirical law concerns the variation of the mean power of interference signals with frequency. As seen on Figure 5 , a linear law is adequate in the frequency range useful for PCBs. In this figure, each point indicated by the symbol '+' corresponds to the result obtained by simulation for a PCB with relative permittivity ε r = 5, thickness h = 1.5 mm, trace width w = 1 mm and a reference distance of 1 mm. Thus, knowing the mean power of the interferences caused by both reference signals, it is possible to derive a linear relationship giving the variation of the mean power of the interference signal with respect to the frequency for the reference distance s ref .
It is thus possible to determine the corresponding mean power of any interference signal whose frequency has already been estimated according to the procedure discussed in Section 2.
To estimate the separation distance between the coupled lines, an empirical equation based on simulations and relating the mean power of the interference to the separation distance has been proposed in the form of an equivalent "path loss". It is given by Figure 6 . Variation of the crosstalk mean power with respect to the separation distance.
where P i is the mean power of the interference, s is the separation distance, α is a constant depending on the thickness of the PCB and K is a frequency-dependent parameter to be determined from the mean power of the interference generated by the reference signal. By setting s = s ref in (7), K(f ) is given by
Substituting (8) and (6) into (7) yields
For a fixed frequency, the crosstalk mean power is an hyperbolic decreasing function of the separation distance. Figure 6 shows the crosstalk mean power obtained by simulation for a disturbance signal with a frequency of 200 MHz, a rise time and fall time of 0.5 ns, a separation distance lying between 1 mm and 20 mm with a step of 1 mm (solid line) and the corresponding curve obtained by a least squares fitting (dashed line) which leads to an exponent α = 2.2218. In order to investigate the variation of the exponent α with respect to the PCB thickness, several simulations have been carried out. As shown on the Figure 7 , the exponent α calculated by using a least 
Simulation Example
The aim of this example is to validate the proposed approach by using a PCB configuration that has not been used in the derivation of the numerous equations presented previously. As in a practical situation, it is assumed that the disturbed signal is the only available signal from which the crosstalk must be reconstructed and processed. Consider a PCB with a permittivity ε r = 4 and a thickness h = 1.6 mm. The coupled lines are 1.2 mm wide. The disturbed signal has a frequency f = 250 MHz and a rise time and fall time t r = t f = 0.25 ns and the undisturbed signal has a frequency f = 50 MHz and a rise time and fall time t r = t f = 2.5 ns. The separation distance is taken to be s = 6 mm. The application of the frequency estimation algorithm yields a frequency estimatef = 250.46 MHz. To derive the equation relating the crosstalk mean power to the frequency for a reference distance of 1.2 mm, two crosstalk mean powers associated to disturbance signals with frequencies of 100 MHz and 200 MHz have been used. They were estimated by simulations from the reconstructed crosstalk. The corresponding mean powers are 0.0226 W and 0.0427 W. By using (6), the mean power of the interference signal associated to the estimated frequency and corresponding to the reference distance s ref = 1.2 mm was found to be P (s ref ) = 0.0527 W which gives a parameter K(f ) = 0.0787. Equation (10) provides an exponent α = 2.1999. Finally, the reconstructed crosstalk obtained in the step 3 of the estimation frequency algorithm allows us to compute the separation distance from its mean power P = 0.0018 W by using (7) aŝ s = ( K(f ) P ) 1/α = 5.5 mm. Simulations have shown that the proposed approach provides accurate estimate even for large separations, as illustrated in Figure 8 where simulations have been done by varying the separation distances from 1.2 mm to 19.2 mm by a step of 1.2 mm (both linear and logarithmic scales have been used in the representation). As seen in Figure 8 , the estimated separation distance closely follows the actual one, with a maximal difference of about 10%. When combined with the frequency estimation, the global algorithm thus provides the disturbance line localization with the accuracy required to be useful during PCB design.
CONCLUSIONS
A wavelet-based method for disturbance line identification in printed circuit boards has been proposed and tested on simulated signals. The identification procedure is based on the estimation of the interference signal frequency and the determination of the separation distance between the coupled lines. In the proposed approach, no assumption is made about the location of the disturbance line. The knowledge of interference mean powers associated to two reference signals with different frequencies and emitted from some reference distance is the only requirement to accurately determine the separation distance. The use of the computationally efficient algorithm of Mallat in the wavelet coefficients calculation makes this approach very attractive. In the proposed approach, only one disturbance source has been considered. A more complex situation that corresponds to several disturbance sources will be addressed in a future research and the application of the blind source separation principles seems to be promising in such case.
