A novel quality scalable video coding algorithm based on pattern recognition was proposed in this paper. The self-organizing map (SOM) was used for scalable video coding. A coarse pattern library and two fine pattern libraries were designed for the base layer coding and the enhancement layer coding, respectively. Experimental results show that the peak signal to noise ratio (PSNR) improvement of reconstructed video images is 1.06dB when the compression ratio is 100:1.
Introduction
Scalable Video Coding (SVC) was widely used in mobile Internet video communications. SVC was the expansion of the H.264/AVC video coding standard to meet new video applications. SVC has temporal, spatial, and quality scalability. Scalable High-Efficiency Video Coding (SHVC) not only supports temporal, spatial and quality, but supports hybrid scalability, depth of bit scalability and gamut scalability [1] [2] [3] [4] [5] [6] [7] [8] [9] . For the quality scalability, it mainly includes Coarse Granular Scalable (CGS) [10] [11] , Medium Granular Scalability (MGS) [12] , Fine Granular Scalable (FGS) [13] [14] . However, those algorithms are so complex that they have a higher requirement for the processor.
Self-organizing mapping is a relatively efficient method of clustering. It simulates the human brain learning process, which has been found wide applications in such areas as failure detection [15] , image and video processing [16] [17] [18] , medical examination [19] [20] and data mining [21] [22] . To reduce the complexity and improve the performance of SVC, a novel quality scalable video coding algorithm based on pattern recognition (PR-QSVC) was proposed. Experimental results show that the algorithm has a better performance than the traditional coarse-grain quality scalable coding algorithm.
Coding Scheme
Quality scalable video coding scheme based on pattern recognition was shown in Figure 1 . PR-QSVC carries out the following steps:
Step-1: Creating the pattern library. Dividing all frames of the video into macroblock as the training vector set. The Pattern library was trained by training vector set and get the base layer. Repeating this step, the first enhancement layer could get by reducing the size of the macroblock, and the second enhancement layer could get by reducing more size of the macroblock.
Step-2: Coding the base layer. Each video frame was divided into the macroblock. Then, the variance between the macroblock and each pattern vector were computed in the base layer. Selecting the pattern vector which has the smallest variance as the winning pattern vector. Lastly, putting the index of the winning pattern vector as the base layer stream.
Step-3: Coding the first enhancement layer. the first enhancement layer using the base layer stream was predicted. Then, computing the variance of the residual between the predicted macroblock and the original macroblock. If the variance is smaller than the preset threshold, the macroblock with a smaller size was divided and the first enhancement layer was coding, then, repeat Step-2. Finally, the first enhancement layer stream can get.
Step-4: Coding the second enhancement layer. Repeating
Step-3, the second enhancement layer was coding as the second enhancement layer stream.
When the decoder receives the base layer, a low-quality video was decoded. When the decoder receive the first enhancement layer at the same time, a high-quality video can get. If the decoder receive all of the encoded data, the video can be decoded with the best quality.
Training the Pattern Library
The pattern library was trained with the following steps:
Step-1: Given a neural size of the network (N, M) , N is the size of pattern library, M is the size of each pattern vector.
Step-2: All of the pictures were divided into macroblock with a fixed size. The training vector set {X(n), n=1, 2…, L} is consist of the macroblock, while L is the number of training vectors.
Step-3: Computing the variance of each vector in the training set. Sorting the training vectors in ascending order with variance and dividing the sorted training vectors into two parts: {X 1 (n), X 2 (n)}. Choosing the training vectors in each part at the same intervals. Then, putting them together to form initial pattern library W(n) which contains N pattern vectors.
Step-4: Computing the distortion D(j) between the input vector and each pattern vector with some distortion measure, and selecting the winning pattern vector as j*,
Step-5: Modifying the winning pattern vector j* and its neighboring pattern vectors by the following equation,
( ) a t is the learning rate, which determines the modification amount of pattern vectors. ( ) N t is neighborhood function, which was used for adjusting the range of modification around the winning pattern vector.
Step-6: Repeating
Step-2 to Step-5 until each pattern vector was trained.
Results
In the experiment, the foreman was chosen as the standard test video sequence. To evaluate the objective performance, the Peak Signal-to-Noise Ratio (PSNR) of the luminance component was chosen as the measure of visual quality, For the convenience of comparison, the three coding algorithms were set to the base layer (BL) and the two enhancement layers (EL). Figure 2 shows that the CGS algorithm has a stable quality of base layer decoded pictures. However, for the whole, the quality of base layer decoded pictures of the PR-QSVC algorithm was better than CGS (TABLE.1). Figure 3 shows the original picture and the reconstructed pictures which encoded by PR-QSVC. In the base layer, the reconstructed picture has a bad quality. It is obvious that the reconstructed picture of the first enhancement layer has much better quality than the base layer. In the second enhancement layer, the reconstructed picture has the best quality. So, it shows that the PR-QSVC algorithm can realize SVC perfectly. The distortion curves of compression ratio were presented in Figure 4 . The simulation results show that, compared with CGS, the peak signal to noise ratio (PSNR) improvement of reconstructed video images was about 1.06dB when the compression ratio is more than 100:1. 
Conclusions
In this paper, a novel quality scalable video coding algorithm based on pattern recognition was proposed. Experimental results show that the coding algorithm has a better scalable coding performance. The next step is to combine SOM with temporal scalability and spatial scalability, a better scalable coding performance can get.
