Pore fluid chlorinity/salinity data from deep-sea cores related to the salinity maximum 
Introduction

22
McDuff (1985) pointed out that pore-waters in deep-sea cores have a maximum chlorinity (salin-23 ity) at about 30m depth owing to the sea level reduction during the last glacial period. He emphasized, however, the basic million-year diffusive time-scale of change in cores of lengths of 25 several hundred meters. Schrag and DePaolo (1993) pioneered the interpretation of the data, 26 focussing on  18 O in the pore water, and noted that in a diffusion-dominated system, the most 27 useful signals would be confined to about the last 20,000 years. Subsequently, Schrag et al. Southern Ocean abyss has become a quasi-fact of the subject (e.g., Kobayashi et al., 2015) .
45
In the interim, a few other analyses have been published. Insua et al. (2014) , analyzed core 
50
Determining the stratification of the glacial ocean and its physical and dynamical conse-
51
quences is where paleo-physical oceanography meets sedimentology and core chemistry; see
52
Huybers and Wunsch (2010) . The purpose of the present note is to carry out a more generic 53 study of the problem of making inferences from one-dimensional time-dependent tracer profiles.
54
For maximum simplicity, only chlorinity/salinity data are discussed, with an analysis of  18 O  55 postponed to a second paper. The question being addressed is whether the chlorinity data alone 
86
Very great differences exist in the water depths of the cores (Table 1 ) and the physical regimes 
89
In what follows, only the Atlantic Cores 1063 (about 4500 m water depth) and 1093 (about 90 3600 m water depth) will be discussed. Notice (Fig. 4 ) that the maximum salinity observed in
91
Core 1093 in the upper 100 m is at best at, but not above, the estimated oceanic LGM global 92 mean salinity maximum of 37.08 g/kg of AS03.
93
In Core 1063, at the northeastern edge of the Bermuda Rise, the apparent maximum occurs 
100
Inferences from pore water profiles correspond to what in the control literature is known as a
101
"terminal constraint" problem (e.g., Luenberger, 1979; Brogan, 1991; Wunsch, 2006-hereafter 102 W06): In a physical system, the externally prescribed disturbances are sought that will take the 103 system from a given initial state to a known, within error-bars, final state. 1 Here the physical 104 1 A more intuitive analogue of this problem may be helpful, one based upon the terminal control problem for a conventional robotic arm. An arm, with known electromechanical response to an externally imposed set of control signals, has to move from a three dimensional position,  0 ± ∆ 0  at time  = 0 to a final position    ± ∆  at time    In three-dimensions, there exists an infinite number of pathways between the starting and ending position, excluding only those that are physically impossible (such as a movement over a time-interval physically too short for transit between the two positions). Even if the trajectory is restricted to a straight line, there will normally be an infinite indeterminacy involving speed and acceleration. The control designer "regularizes" the problem by using a figure-of-merit e.g., by demanding the fastest possible movement, or the least energy requiring one, or minimum induced accelerations etc. The designer might know e.g., that the arm must pass close to some known intermediate position   ± ∆  and which can greatly reduce the order of the infinity of possible solutions. In the case of the pore fluid, the initial "position" (initial pore fluid value, to the one-space-dimension governing equation, the canonical model,
Here  is an "effective" diffusivity, and  is a non-divergent vertical velocity within the core 124 fluid relative to the solid phase. Note that if  6 = 0 the diffusion term breaks up into two 125 parts, one of which is indistinguishable from an apparent advective term,  * = − so that
126
Eq. (2) is,
 depends upon the porosity, , and the tortuosity,  of the sediment through relations such as,
An upward increasing porosity ( Fig. 6 and Eq. 4) produces, an apparent effective  * = −
129
The oceanographers' convention that  is positive upwards is being adopted, but here the origin is 130 depend upon time, involving the changing mechanical configuration, as occurs for example, in controlling the trajectory of aging spacecraft.
at 100m below the sediment-water interface, and where a boundary condition must be imposed.
131
Experiments (not shown) with  changing linearly by a factor of two showed little change from 132 the constant  values.
133
The core fluid is visualized as being contained in a vertical "pipe," extending from  = 0 at 134 the base of the pipe to  =  at the sediment-water interface. At that interface, it is subject upon parameters, be essential.
141
Sediment continues to accumulate and erode over the time history recorded in the core. Thus 142 the sediment-water interface,  =  is time-dependent, and perhaps monotonically increasing.
143
A somewhat typical sedimentation rate (they vary by more than an order of magnitude) might to the moving sediment-water interface, meaning that the solid material directly exposed to the 146 abyssal salinity would be 5 m displaced from the initial surface at the end of 100,000 y. The 147 assumption is thus made that while the particulate material is displaced, the fluid in contact
148
with the overlying sea water remains the same. With  () taken as a fixed point, a corresponding 149 5 m error at the core-base,  = 0 is incurred, and will be ignored.
150
The canonical model omits a complex set of boundary layers just below and just above 151 the interface at the sea floor (e.g., Dade et al., 2001; Voermans, 2016) , which in principle are 152 observable at the core top, and which would affect the boundary condition there. These too, 153 are being ignored.
154
Scale Analysis-Orders of Magnitude
155
Before doing any specific calculations, obtaining some rough orders of magnitude is helpful.
156
Although every core is different, the time interval of most interest here is the LGM, taken to end 157 nominally at  =   −20 000 y=   − 6 3×10 11 s (20 ky BP) following which deglaciation begins.
158
For several cores, AS03 estimated  ≈ 3 × 10 −10 m 2 s and Miller (2014) a value of  ≈ 2 × 10 −10 159 m 2 /s. In the purely diffusive limit with  ≈ 0 the -folding diffusion time to reach the whole 160 core depth is  2  ≈ 16 × 10 6 y, with the latter value of  The -folding diffusion decay time at In the simplest case with  = 0 and  constant, a variety of analytical solutions to Eq. (2) is available. These are again useful for understanding the solution structure. As a representative calculation, set  = 0 and  = 2 × 10 −10 m 2 s at zero-Péclet number. Let
Initial Condition
being the unit step (Heaviside) function, be the upper boundary value, and let  0 () be the initial conditions. Fig. 7 displays the profiles from the analytical solution (Carslaw and Jaeger, 1986, p. 101) calculated as a summation here over 100 terms of a weighted cosine series, as a function of time, 
where here the lower boundary condition is  (0) = 0 and placed at  = −500 m. The first term
202
is the steady-state sinusoidal profile, whose amplitude is shown in Fig. 10a as a function of with the obliquity period of about 40,000 y, the signal would not penetrate much below 50 m.
206
Even at 100 ky periods, no measurable signal reaches the base of a 100 m core.
207
Analytical solutions also exist for the case  6 = 0 but are not displayed here (see Wunsch, 208 2002 for references). work.
246
The simplest interpretation of the solutions discussed by AS03 and others is based on as- lying between 80,000 and 120,000 y, leading to a second plausible hypothesis that the initial 258 condition at  = −100 ky is close to the observed terminal profile of the individual core (Fig. 3) .
259
Except where specifically stated otherwise, this quasi-periodic condition, but with different un-260 certainty estimates applied to the initial and terminal data, is used throughout this study. The 
with  = ∆∆ 2  = ∆∆ plus the boundary conditions,
The latter is an assumed no flux condition at the base of the core. Stability requires   05
267
Defining a state vector, 
(Notation is that bold capitals are matrices, and bold lower case letters are column vectors.)
For this particular discretization,
The dimension of square matrix A is 2 × 2 because of the need to carry two time-levels.
270
Row  + 1 forces an assumed no-flux condition at the bottom, and row 2 is all zeros, because properties and time-scales, but also the analytical accuracies, and systematic down-core errors.
299
Consider the problem of determining
and  () is sought. Several standard methods exist. One approach is to explicitly write out the full set of simultaneous equations governing the system in space and time, recognizing that the only information about the state vector are its final values x (  )  and a guessed initial condition, x (0). In practice, neither will be known perfectly, and a covariance of the error in each is specified, here called P (0) and R (  ) respectively. Writing out the full suite of governing equations, setting ∆ = 1 for notational simplicity but with no loss of generality,
where all unknowns are on the left of the equals sign, and all known fields are on the right.
300
Vectors n () represent the presence of errors in the starting and ending profiles and their
301
propagation through the system. The Γ () terms are the controls and which, more gener-
302
ally, include the model error, but here are specifically accounting only for the uncertainties in
Equations (10) One approach uses ordinary least-squares and Lagrange multipliers to impose the model (Eq. 9) with an error represented by the controls, and minimizing the weighted quadratic misfit between the calculated value of x (0) and x 0 and between the calculated x (  ) and between the initial and final states, and the control, all of which are subject to modification. Further discussion of this result is postponed pending the calculation of its uncertainty.
355
The large negative value of  or  * -required to carry information downward from the that of a one-dimensional-space behavior, could render moot the entire discussion.
366
The Lagrange multiplier formalism does permit an affirmative answer to the question of 367 whether a model can be fit to the top 100m of the core data within a reasonable error estimate?
368
The stable flow of information, nominally "backwards" in time from the terminal state is partic- We next turn to this latter question. and with its non-uniqueness being of no interest.
The Filter
Step of this one-step prediction is,
where the first term arises from errors in the state estimate,x ()  and the term in ΓQΓ  rep-420 resents the error from the unknown deviation,  ()  from  ()  The estimated prior covariance
421
Q is here being treated as time-independent, and is also a scalar, . The progression is started 422 with the given P (0)  P ( + ∆ −) is the uncertainty at time  if no data at  + ∆ are used,
423
and if no data are available then, P ( + ∆) = P ( + ∆ −) 
424
Let there be a time  0 when measurement of the full profile is available, written for generality 425 as,
With a full profile observation, E = I the identity matrix. n ( 0 ) is the zero-mean noise in each by using the information available in these two (independent) estimates. With a bit of algebra
432
(see any of the references), the best new estimate is the weighted average,
and the new combined estimate has an uncertainty covariance matrix,
(variant algebraic forms exist). In the absence of data at
because no new observational information is available. In this linear problem, Eqs. (13, 16) 436 are independent of the state x ()  and the uncertainties can be determined without calculating 437x () (and which is already available from the Lagrange multiplier solution).
438
In the present situation, only one time, the last one, exists where observations are available.
439
Thus the model is run forward from the assumed initial conditions and two boundary conditions, 
The Smoothing
Step
445
The Kalman filter is seen to be an optimal 5 predictor and, contrary to widespread misinter- step is followed by the RTS algorithm, as written out in the Appendix and in the references.
452
The calculation steps backward in time from the final, best estimatex (  ) and its uncertainty, 
459
In the present special case, as in many control problems, the major changes in the scalar () LGM salinity changes.
476
That the general structure of the solution is nearly independent of the prior control is shown without statistical significance.
498
The considerable structure in the estimated control (bottom water salinity) that emerges they cannot be ruled out.
506
Deeper Core Data
507
Using the values of  above, the purely diffusive system cannot explain disturbances down-core LGM mean at about -38 ky, while the Atlantic Ocean core is consistently below both the prior them is statistically meaningful, and far more data would be needed to render them so.
518
Because the uncertainty,, of the control remains dominated by the prior assumption of 519 independent increments in  ()  the estimated values () remain largely uncorrelated. A 520 plausible inference is that on the average over the LGM and the deglaciation that the near-
521
Bermuda abyssal waters were considerably fresher than those near the Southwest Indian Ridge 522 and to that extent supporting previously published inferences, but not the conclusion that the 523 salinity in the latter region was above the global-volume mean.
8 Modifications and Extensions
525
Thus far, the models used have been purely nominal, one-dimensional with constant in space have been based essentially on the assumption that only the salinity maximum appearing at 542 tens of meters from the core-top is signal, and does not originate with the initial conditions. All 543 remaining structures are supposed noise of unspecific origin.
544
In the more general, approach used here, initial condition structures in a purely diffusive 100 545 m core can persist for more than 100 ky, greatly complicating the inference that the terminal 
Appendix-Control Algorithms
601
The algorithms for the Lagrange multiplier (or adjoint) solution, and for the filter-smoother are 602 written out here for reference purposes; cf. W06.
603
Lagrange Multipliers
604
Assume a model (Eq. 9) with a state vector x ()  and a terminal data set,
is the initial condition with uncertainty P (0)  and assuming for notational simplicity that none of A, B or Γ is time-dependent. The covariance of the control, u (), is Q ()  Let the objective or cost function be Eq. (11), the model is adjoined (appended)
to  using a set of vector Lagrange multipliers, μ ()  Generating the normal equations by differentiation in ordinary least-squares, μ () satisfy a time-evolution equation
time appearing to "run backwards." The unknown controls are then,
and
explicitly relates the estimated terminal state,x(  ) to the desired one, x   Eq. (A1a) is then 607 solved for μ ()  and the entire state then follows from Eqs. (A2, 9). See W06, p.218+).
608
RTS Smoother
609
The RTS smoother uses a Kalman filter in the forwards-in-time direction, with the equations in the main text. In the time-reverse direction, the algorithm is more complicated in appearance because it takes account of the time-correlations in the error estimates that were built up in the filter sweep. The resulting system, in the notation of W06, p. 208, is,
Data do not appear, all information content having been used in the forward sweep. Table 1 for descriptive references of each core, and the greatly varying water depths at each site.
695
In the modern ocean, the North Atlantic at 3600 m is more saline than the Southern Ocean.
696
The modern full volume average salinity is about 34.7 g/kg. LGM maximum value of   () estimated for this core by Adkins and Schrag (2003) . 6. Measured porosity from all five cores. Tortuosity is assumed to follow Eq. (4). In the present calculations the corresponding diffusivity,  is taken to be constant with depth.
722
Experiments with linear  produced only slight changes from the solutions with a constant 723 value.
724
7. Time-depth profile of a numerical solution using a Dufort-Frankel method (Roache, 1976) 725 (a), and the analytic solution from Carslaw and Jaeger (1986, P. 101) for a zero-initial condition,
726
(b) for  = 0  = 2 × 10 −10 m 2  in a 100 meter length "core" over a duration of 100,000 years.
727
Panel (c) shows the terminal profile in the two solutions which are visually indistinguishable.
728
Time scale zero is at -100 ky BP.
729
8. Time for a particular vertical scale to decay to 1% of its initial value (from Eq. 5).
730
Horizontal dashed line is at 20 ky. 
750
The filter solution is identical to that shown from the pure forward calculation in Fig. 9 except, Table 1 for descriptive references of each core, and the greatly varying water depths at each site. In the modern ocean, the North Atlantic at 3600 m is more saline than the Southern Ocean. The modern full volume average salinity is about 34.7 g/kg.
The average value at this depth today is about 34.75 g/kg (not area weighted) and about 34.74 g/kg when weighted. A suite of charts for modern salinity and other properties in section and latitude-longitude form is available in the online WOCE Atlas. Variations are complex and defy a simple verbal description.
In particular note that strong zonal structures in salinity exist in the abyssal Southern Ocean; it is not zonally homogeneous. 
