The decays of B-hadrons have been reconstructed using the charged particles recorded in the DELPHI silicon microstrip detector. The sum of the charges of the secondaries determines the charge of the B-hadron parent. Some 232 114 multihadronic Z ° decays recorded during the 1991 run of LEP at centre-of-mass energies between 88.2 GeV and 94.2 GeV yield 253 B-hadron candidates with well-measured charge. From these the mean lifetimes of neutral and charged B-hadrons are found to be 1.44 -4-0.21(stat.) + 0.14(syst.) ps and 1.56 + 0.19(stat.) + 0.13(syst.) ps respectively. The ratio of their lifetimes is 1.09_+°1238 (star.) -4-0.11 (syst.). Under some assumptions on the abundance and lifetime of the A ° and B ° states, the B ° and B + lifetimes are inferred.
Introduction
The aim of this analysis is to measure the charged and neutral B-hadron lifetimes using the event topology, without explicit identification of the final states. The method is entirely dependent upon finding the production and decay vertices using the charged particle tracks, and therefore relies largely upon the vertex detector of DELPHI to identify which charged particles come from a secondary vertex, and hence to ensure that the B charge #1 is well estimated.
According to the spectator model [ 1 ] , the light constituents are expected to play a passive role in weak decays of hadrons composed of a heavy quark and light quarks. This model predicts that the lifetimes of all weak decays with a heavy quark are equal and are determined by the lifetime of the heavy quark. However, the lifetime differences between charmed particles clearly indicate corrections to the spectator model.
A brief description of the detector can be found in section 2. Section 3 details the event selection procedure and section 4 describes the fit technique. The B lifetime results are presented in section 5.
#1 The symbol B means charged or neutral B-hadron.
The apparatus
The DELPHI detector has been described in detail elsewhere [2] . Only the properties relevant to this analysis are summarized here.
In the barrel region, charged particles are measured by a set of cylindrical tracking detectors whose z axes are common with the beam direction and with the axis of the solenoidal magnet which produces a 1.23 T field. The coordinate system is defined by the azimuthal angle ~b and the radius R from the axis, and either the polar angle 0 to the electron beam direction, or the z distance along that direction.
The Time Projection Chamber (TPC) is the main tracking device. Charged particles tracks are reconstructed in three dimensions for radii between 30 cm and 122 cm with up to 16 space points for polar angles between 390 and 141 ° , and four or more space points for polar angles between 21 ° and 39 ° and between 141 ° and 159 ° .
Additional measurements are provided by the inner and outer detectors. The inner detector (ID) is a cylindrical drift chamber covering radii between 12 cm and 28 cm and 0 between 29 ° and 151 °. A central jet chamber giving up to 24 R~b coordinates is surrounded by five layers of proportional chambers providing both R~b and z coordinates. The outer detector has five layers of drift cells at radii between 198 cm and 206 cm and 0 between 42 ° and 138 °.
The vertex detector (VD) [3] used in this analysis consisted of two independent half shells of silicon microstrip detectors inserted between the beam pipe an the ID. Each half shell had three concentric and overlapping layers of silicon microstrip detectors located at average radii 6.3 cm, 8.8 cm and 10.9 cm. The overlap between detectors in a layer was about 10%; the split between the two half-shells also had this overlap.
The vertex detector measured three R~b coordinates for particles with polar angle between 43 ° and 137 °. The intrinsic precision of the microstrip detectors was measured to be 6/~m and the precision of a R~b measurement on a charged particle was 8 /zm. A threedimensional survey of the sensitive elements (with a precision in R~b of 20 ~m) provided the alignment prior to installation. The final alignment used Z ° decays into muon pairs or hadronic final states. Particles passing through the overlapping VD layers were used as a cross-check on this alignment. Fibre optic and capacitive devices monitored the stability of the detector during the data-taking and showed the maximum movements of the detector to be less than 10/~m.
To measure charged particle tracks accurately needed a combination of VD, ID, TPC and OD detectors. In particular the vertex detector precision alone was not sufficient to measure accurately the particle momenta, or even the charges. Tracks from one detector were thus associated to the next component, a procedure which in general started from the TPC tracks, and an overall track fit was applied to each particle.
The position and size of the LEP beam was found on a run by run basis, as described in ref. [4] . The mean intersection point of charged particle trajectories with this beam spot was checked and showed negligible residual systematics.
Event analysis

Hadronic event selection
Only charged particles measured in the tracking chambers and with a momentum p above 0.1 GeV/c, a measured track length over 50 cm and an angle to the beam axis exceeding 25 ° were used in this analysis.
The sum of the energies of these charged particles in each of the forward and backward hemispheres (with respect to the beams) was required to exceed 3 GeV, and the total energy had to be more than 15 GeV, assuming the pion mass for each particle. Furthermore, at least six charged particles were required with momenta over 0.2 GeV/c. These cuts selected 232 114 events as hadronic Z ° decays.
After this hadronic event selection, the JADE jet clustering algorithm [5] was applied with a scaled invariant mass squared cut of 0.04. The mean number of jets per event was 2.39.
Charged particle selection
The charged particles from light hadron decays or from secondary interactions can confuse an attempt to find a secondary vertex close to the beam spot. To reduce this problem all pairs of oppositely charged particles were combined to see if they were consistent with a Ks ° decay or 7 conversion. About 0.1 Ks ° and 0.25 7 per event were identified and the charged particles tagged so that they were not considered further.
After the jet finding and pair rejection, only charged particles with momentum over 0.5 GeV/c and lying within 40 ° of the jet axis were used in the subsequent analysis. Only jets with at least three such charged particles were accepted. All selected particles in the jet were required to have hits on at least two (of the three) different layers of the vertex detector, in order to be considered to be reliably measured. Only one jet in five met this requirement. Over half the loss of jets was due to purely geometric effects coming from the finite size of the vertex detector. The remaining loss was attributed to interactions in the material beyond the silicon, vertex detector inefficiencies and track fitting problems.
The effect of these two requirements on the data sample is listed in the first three rows of table 1. Also shown are the results of a full Monte Carlo simulation, starting from Z ° decays generated by the program JETSET 7.3 [6] and including particle interactions in materials and detector resolutions [7] . The fractions of the four dominant B species assumed in this simulation can be seen in table 3 below; their lifetimes were all taken to be 1.2 ps except for the A~ whose lifetimes was set at 1.3 ps. It can be seen in table 1 that the requirement of 2 vertex detector hits on each charged particle was not well reproduced by the Monte Carlo simulation. This probably reflected the difficulty of reproducing particle reinteractions and track association. The probability of having two hits on any given particle track in the data was 96% to 99% of that in the simulation for momenta below 20 GeV/c; this fraction was lower for particles of higher momentum.
Calibration of track extrapolation errors
The assignment of particles to the primary vertex or B-hadron used the extrapolated track positions in the plane perpendicular to the beam direction. An accurate knowledge of the uncertainty on this extrapolation was therefore essential. The z coordinate was much less precise than R~b, therefore the vertex reconstruction used only the R~b projection of the charged particle tracks with the z coordinate used to resolve ambiguities.
There were two contributions to the extrapolation error: the intrinsic measurement resolution (ameas) and the multiple scattering (trscat). The track extrapolation error, trR~, was parameterized by
p2 sin 3 0 where p is the particle momentum in GeV/c and 0 is its polar angle. The coefficients O'meas and ascat were determined using the same charged particles as were used in the analysis. In all jets with at least four charged particles, the three particles of highest momentum and the three particles of lowest momentum were each taken to form a vertex, and the Z2 probability, P(Z2), that all three come from a common point was found. This Z 2 probability was required to be greater than 0.2. The coefficients (arneas) and (ascat) were varied until a flat distribution was obtained for both the high and low momentum triplets. The high momentum distribution was more sensitive to the asymptotic uncertainty, and the low momentum distribution to the multiple scattering. The values obtained, O'meas -----30 ± 3/tm and tr~a, = 70 + 4 ~m, represent an average over different classes of track, and are slightly larger than those in ref. [ 3 ] , for which hits in all three silicon layers were required on each charged particle.
Secondary vertex identification
Particles had to be assigned to the correct vertex in order to determine the charge of the B-hadron. Each jet was examined independently. If produced by a bquark it will in general contain several vertices: the primary interaction, b decay, c decay and perhaps s decay. However, in order to simplify the analysis, the jet was assumed to contain only the primary vertex and a single decay vertex. The flight distance of secondary charmed hadrons from B decay was thus ignored.
A vertex was formed from all selected particles in the jet constrained to pass through the measured beam spot, which was assumed to have a size of 150/tm by 10/~m. If there was a resolvable secondary vertex, then the Z 2 probability that all charged particle tracks come from a single vertex consistent with the beam spot was very small. Therefore, if the jet vertex had a Z 2 probability greater than 1% it was not considered further.
Next all the particles within the same jet were divided into two groups, with all possible permutations being tried. One group was used to make a vertex which was constrained by the beam spot, while a secondary vertex was formed using the particles in the other group with no such constraint. At least two particles were required in the secondary vertex. The combined Z 2 probability, for which the number of degrees of freedom is the number of particles minus two, was required to exceed 1%. If there was one and only one combination which satisfied this requirement, a satisfactory secondary vertex was considered to have been found. Jets with more possible combinations were regarded as ambiguous, and rejected.
Secondary vertex selection
After these requirements (see table 1 ), the invariant mass at the secondary vertex, M~s, was calculated, assuming that all charged particles were pions. Fig. 1 shows the mass distribution for data and Monte Carlo simulation, after all other selections have been applied, and with the simulated events subdivided into different quark flavours. A K ° peak can be seen, because the criteria for their prior removal were very tight. The observed mass was less than the true mass Fig. 1 . The reconstructed mass, Mv~ s, for data and Monte Carlo simulation, with the cut at 2.2 GeV/c 2 indicated by the dashed line. The simulation has been weighted to correspond to a B lifetime of 1.5 ps and normalized to the same number of selected vertices as the data. All selections have been made except for the missing charged particle search and the mass cut. A residual peak of Ks ° can be seen, because the rejection criteria were conservative. because of the unused neutral particles and missing charged particles. On the basis of the observed distribution of the different quark flavours in the simulated sample, B decays were selected by requiring that M~s be greater than 2.2 GeV/c 2. The absence of events above the kinematic limit at about the B ° mass is consistent with the expectation of a correct assignment of particles to the vertices. Table 2 shows this and the other selections explained below. It has two columns for the simulation in which generated B particles lifetimes were 1.2 ps except for the A ° which was 1.3 ps. The first column, labelled unweighted, counts vertices in a straightforward manner, while in the second they are weighted to simulate a B-hadron lifetime of 1.5 ps. This weight is W = (tg/tr)exp(t/Zgt/t,), where tg is the generated lifetime, Zr is the required lifetime and t is the proper time of the B decay. This procedure demonstrates the consistency of the selections if the mean B lifetime is around 1.5 ps.
The transverse distance between the two vertices, IR~, was calculated, and its uncertainty, at, was derived from the vertex errors. The vertices were used only if this uncertainty was less than 600/~m, to remove configurations with nearly parallel charged particle tracks. This rejected few B candidates, as their typical uncertainty was 190/tm.
Next, the vector sum of the momenta of all the particles assigned to the secondary vertex was found, and its azimuthal angle, ~bmom, obtained. Taking the azimuthal angle, ~bgeom, of the vector joining the primary and secondary vertices, the difference ~b = ~bmorn -~bgeom was computed. This was expected to be near zero for B candidates because the momentum will point in the same direction as the line of flight. However, ~bmom did not coincide with the B momentum, mostly due to the momentum carried by neutral particles. Furthermore, the measurement of the primary and secondary vertices produced an error on 8~b which decreases with increasing decay length. The error, ar~, was parameterized from the Monte Carlo simulation as V/0.0332 + (140/tm/ln~) 2. Only vertices with ,~/ar¢~ less than three were accepted.
A comparison of these quantities and their errors in real and simulated data indicates that they are well modelled by the Monte Carlo simulation, as might be inferred from table 2. The following additional criteria were applied: The number of jets in the event was required to be three or less, which reduced the chance of assigning the charged particles from a B decay to more than one jet. Note that if this happened the particle would have been ignored, and the charge would almost certainly be wrong. This rejected 1% of the events.
-
The decay length, IR~, was required to be less than 4 cm, well inside the beam pipe. This rejected 3% of events.
-The minimum acceptable decay length (see section 4.2.1 ) was more than 5 at.
-The Z 2 probability of the accepted vertex combination was required to be greater than 10%, while preserving the previous criterion that no other combination should have a probability over 1%. A fiat probability distribution is not expected for the correct assignment in B events, because of the decay length of the charmed hadrons. By requiring this large difference in probability, the chance of associating the wrong particles to the secondary vertex has been minimized.
The decay length distribution for the vertices finally selected is shown in fig. 2 . The mean charged multiplicity of the accepted secondary vertices was 3.75 + 0.08 for the data and 3.60 + 0.07 for the Monte Carlo simulation. This showed agreement between simulation and data, but is not the mean charged particle multiplicity in B decay, which was 5.1 in the simulation. The difference is due to bias in the selections, not to losing 1. 
Missing charged particle search
The analysis requires a good estimate of the charge of the decaying B-hadron, and so the loss of charged particles must be minimized. Hits in the vertex detector compatible with being produced by a particle coming from the B decay, but not associated to any particle track reconstructed by the main tracking chambers, are an indication of inefficiencies in the tracking system or interactions before the TPC. To avoid introducing an error in the measured charge, jets which contained such hits were removed as follows.
The vertex detector was searched for unassociated hits in all three layers which form a circle consistent with coming from the B decay point. The errors on the individual silicon points were considerably larger than the 8 #m previously stated since the z of the hypothetical particle was unknown, and the detector el-ements were not perfectly parallel to the z axis. This led to an extrapolation precision, based on the vertex detector alone, of around 400/~m. A candidate particle formed in this way was therefore regarded as compatible with the B decay point if its distance of closest approach to that point was less than 1 ram. To be accepted it had to be within 40 ° in ~b of the jet direction with a momentum to the beam direction, Pr, of more than 0.5 GeV/c.
The accuracy with which such a particle track was measured was not sufficient for it to be used in the analysis, and so if any were found the jet was discarded. This procedure rejected 5% of the jets, as can be seen in table 2. 4. Lifetime fitting procedure 4 
. I. Charge estimation
In order to extract the charged and neutral B lifetimes, it is important to estimate the charge at the detected secondary vertex as accurately as possible. A correction was made for undetected charged particles from B decays using the fraction of doubly and triply charged secondary vertices found. The procedure assumes the quark model prediction that there are no multiply-charged B-hadrons. The probability of getting the charge of the decaying particle wrong was fitted as
Selected sample composition
The composition of the simulated events passing all the selections is listed in table 3. The fraction of B jets is estimated to be 98%. There is evidence of an enhancement in the selection of B + with respect to B ° mesons. This could come from a variety of different effects, such as the longer D + lifetime as discussed later and the variation of efficiency with charged multiplicity, which peaks at a multiplicity of three and could favour charged B-hadrons. There must be a small enhancement in A ° selection efficiency in the simulation arising from its longer lifetime, but this has been neglected throughout. 
where q is the true charge, Q is the observed charge and 79 is a free parameter, which for small 79 is the probability of measuring a charge difference of one in either direction. This can be seen to be a reasonable description, as shown in fig. 3a . The charge was measured correctly in 71 ± 3% of the simulated events, and the numbers of multiply-charged vertices, shown in fig. 3b , were used to estimate the parameter 79 in the data (see table 4 below).
Proper time estimation
The B lifetime is fitted from the proper time distribution of the reconstructed decays. This requires a knowledge of the decay length and the B-hadron velocity. The former was found from the positions of the primary and secondary vertices; the latter was calculated from the measured momentum and invariant mass. 
Decay length measurement
The measured decay length, ln~, is a convolution of the decay length of the B-hadron with that due to the subsequent decays of B decay products, particularly D-mesons.
One of the selection criteria was that all particles assigned to the B should be compatible with coming from a single vertex and this requirement acted as a bias against the longer lived D-hadrons, particularly the D +. The results of the simulation imply that the mean shift of the reconstructed vertex away from the real B decay point was 220+ 30/zm and 3205:60/tin for D O and D + mesons, respectively. This should be contrasted with a factor 2.5 difference in the D lifetimes.
In fact, in order to extract the lifetime, the excess decay length,/~ cess, beyond the minimum required to rain identify the vertex, lR,, was used rather than the full decay length, lR~. The charged particle tracks identified as coming from the decay were moved back towards the primary interaction vertex without changing their relative positions. The point at which the decay vertex could just be distinguished with the procedure described above was found individually for each decay. The next best vertex combination has a probability of exactly 1% at this point. The distance to the primary vertex was then the minimum acceptable decay length, and the time distribution of the decaying particles beyond this point was just given by their lifetime.
While the change in the calculated proper time due to the finite decay time of the secondary D-hadrons is not completely removed for individual events, in this method it is significantly reduced. More important is that the influence of the D lifetime is not only to increase the apparent proper time of the events which would have been accepted in any case, but also to allow some events to be seen which would otherwise not have been accepted.
The minimum acceptable decay length of each event, as defined above, was required to be greater than 5 standard deviations at. This selection ensures that an excess decay time distribution where resolution effects can be neglected and where the acceptance is constant is obtained. The excess decay time distribution can then be described by an exponential with a slope given by the B lifetime to a very good approximation #2.
The excess three dimensional decay length, /excess, was found from this excess length in the R~b plane, excess 1~¢ , as l °xcess t~cess -sinO' (3) where 0 is the polar angle of the vector sum of the momenta of the charged particles assigned to the decay vertex.
Boost estimation
The momentum of the parent B was found using the method of ref. [8] , which uses the fact that for sufficiently large boost, the velocity of the B is the same as that of the observed component: The value of c~ used was 1.25 -0.06 IMv'~s (GeV/c z) for both charged and neutral B-hadrons. It deviated from one because of the exclusion of charged particles of momentum less than 0.5 GeV/c, the fact that M~s was calculated on the assumption that all the particles were pions when it was very likely that at least one was a kaon, and the missing transverse momentum which biased the estimator for low momentum. The coefficients of c~ were derived from Monte Carlo simulation, and depended upon the B decay scheme assumed there. However, the dependence was rather weak. The estimate of the proper time has statistical accuracy of 25% in the Monte Carlo simulation, and this #2 The convolution of an infinite exponential with an unknown (but finite) distribution is an exponential with the slope of the original.
increased the spread of the proper time distribution by a factor of x/1 + 0.252 = 1.03. The value ofc~ had some dependence on the species, and was 3% smaller for Bs ° and 1% larger for B-baryons in the simulation used. No correction was made for this effect. The mean momentum of the accepted events, using eq. (4) and assuming that the mass of each B-hadron is 5.27 GeV/c 2, was found to be 33.4±0.5 GeV/c for the data and 32.6 ± 0.5 GeV/c for the Monte Carlo simulation. Thus there is no apparent inconsistency when using an expression for a derived from simulated events.
The fit method
An unbinned maximum likelihood fit was made to the distribution of excess proper times. This included an estimation of the probability of reconstructing the charge wrongly, using the number of doubly and triply charged secondary vertices observed. The likelihood of event i to have observed charge Qi and excess proper time t~ x~ss was taken to be and t max is the maximum allowed excess proper time of the events used in the fit and was set to 8 ps. The fractions of the selected sample, F,, are related to the fractions f, which would have been observed if the lifetimes had been equal 1 ~i f~ exp(-t'pi"/z") F. = -~ . ~ufu exp(_tmi./ru ) , (8) where N is the number of selected events and t rain is the proper time of the minimum decay distance at which event i would have been observed. The fractions f~ are not the same as the production rates of the various B species because of of the different selection efficiencies for the different decay topologies, but are as given in table 3.
B lifetime results
Fit to mean B lifetime
1:
where the sum runs over the B-hadron species considered in the fit and over the background. The three fits considered later allow the species to be the average B, the charged and neutral B-hadrons, and the four most common species (B +, B °, B °, A ° ) at LEP, respectively. P (q, ~ Qi) is the probability that a Bhadron of charge q, will be reconstructed as having charge Qi, C, is the normalization constant for species v, and r, is the mean lifetime of the B-hadrons from species v. P(q, ~ Qi) was given in eq. (2). It depended on the parameter 7 ~, which was allowed to vary in the fit and was constrained by the observed number of multiply-charged events. The background fraction, seen to be 2% in table 3, was taken to have the charge distribution expected by combining four or five charged particles of random charge.
The normalization constants C, are given as
where the F, are the relative fractions of the various B species (and the background) in the selected sample, In a first fit the charge information was ignored and all the data were fitted to give an average B lifetime. This average is not the usual mixture of species seen at LEP, but includes relatively more of the longer lived varieties. A background fraction of 2% with an apparent lifetime of 3.0 ps, which is simply a parameterization of the background seen in Monte Carlo simulation, was allowed in this fit. The result is (zB) = 1.49±0.11(stat.) ps.
Applying the same treatment to simulated events gave (rB) = 1.17 ± 0.09, while the mean B lifetime in the simulation was 1.21 ps. Fitting the reweighted events also gave good agreement, but the fluctuations in such fits were found to be bigger than the reported statistical errors, and so the results are not used. Variation of the exact values of the cuts used did not give changes in the results larger than would have been expected statistically, and thus show no evidence for systematic effects. The major systematic error was therefore estimated as the same fractional size of effect as could be present without being seen in the simulated sample, 0.11 ps. A 3% systematic uncertainty in the momentum estimation was also allowed for, coming from the difference between the value ofc~ applicable for different B species. This gave a contribution to the systematic error of 0.05 ps. Finally, varying the background in the fit from zero to 4% changed the result by 0.02 ps. These have been combined to give (Zs) = 1.49 +0.11(stat.) ± 0.12(syst.) ps.
(10)
Fit to charged and neutral B-hadron lifetimes
The excess proper time distributions of the charged and neutral events are shown in fig. 4 . The fit to the average charged and neutral B lifetimes, as described below, is superimposed. In this fit it was assumed that all charged B species have one lifetime and all neutral ones have another. The relative normalization of the two species was left free to reduce the dependence upon the Monte Carlo simulation. The results of this fit are shown in table 4. Table 5 shows the systematic uncertainties estimated in the analysis. The background fraction was varied from zero to double, and the changes interpreted as a systematic error. In the simulation the weighting technique was used to introduce different charged and neutral lifetimes. Then the ability of the fit program to recover those lifetimes was tested and a charge unfolding systematic error derived. This error is compatible with the Monte Carlo statistics, but such an effect cannot be excluded.
The momentum estimation includes not only the 0.05 ps coming from variation of a referred to in section 5.1, but also an allowance for a small bias in the value of c~ of events where a low momentum particle has been missed. Furthermore, variation of the parameter a in eq. (5) for different neutral B-hadrons leads to a systematic uncertainty on their lifetimes. The maximum variation of the a parameter between B species is 3%, and so this is the systematic uncertainty which is used.
The systematic assigned for any bias in the analysis was discussed in section 5.1 above; the systematic error on the ratio comes from the hypothesis that such a bias occurs for only one of the B species.
Variation of the exact values of the cuts used produced changes in the results compatible with the statistical fluctuations expected. These have therefore Table 4 Fit to average charged and neutral lifetimes, with the statistical errors shown. 79 is defined in section 4.1, and f+ is the fraction of charged B-hadrons which would have been selected if the lifetimes had been equal. The lifetime ratio is not an independent parameter, but the errors have been calculated separately. The parameter 79 in the data corresponds to a 30% chance of getting the charge wrong. The B lifetime was 1.2 ps in the simulation, for all states except the Ab° for which it was i.3 ps.
Parameter
Data 
Fit to B ° and B + lifetimes
The data were also interpreted in terms of the lifetimes of the B ° and B + mesons, by assuming a composition for the neutral B-hadrons and also by using the lifetimes for the Bs ° and Ab ° as measured in independent analyses of LEP data. The B ° lifetime extracted in such a manner depended critically upon these assumptions, but the B + was relatively insensitive to them. The B ° and A ° lifetimes were set to the average of ALEPH and DELPHI results: 1.05 + 0.33 ps [9] and 0.98 + 0.23 ps [10] , respectively. The neutral species were divided in the same proportions as in table 3, and the relative amount of B + was fitted. No other B-hadrons were allowed for. The results are shown in table 6.
The systematic uncertainties have been taken from table 5, but rescaled appropriately. The systematic error on the composition of the sample, due to varying the B ° and A ° lifetimes by one standard deviation and to changing their fractions by a factor of two, has been added. Note that, if the four B lifetimes from this fit are combined to form a weighted LEP average, using the production fractions as given by the simulation, the result is (zB) = 1.44 ps, 0.05 ps lower than that deduced in section 5.1 because that sample was enriched in longer lived species.
Summary
From 232 114 hadronic Z ° decays collected at the LEP collider with the DELPHI detector, a sample of 253 B-hadron candidates with an estimated purity of 98% has been extracted and the mean B lifetime has been measured to be (za) = 1.49 ± 0.11 (star.) + 0.12(syst.) ps. This result has somewhat larger errors than the (zs) previously presented by DELPHI of 1.41 ± 0.07 ps [ 11 ] , but is an independent number with different systematics. The mean presented here is over a mixture of events which contains more than the LEP average of the longest lived species, and is increased by about 0.05 ps as compared with that derived with some assumptions about the B ° and A °.
The results for the mean charged and neutral lifetimes are ( A composition systematic uncertainty is taken into account for the B °. The B + is assumed to completely dominate the charged state, so there is little composition uncertainty associated with its lifetime.
Previous measurements at CLEO and ARGUS [ 12 ] of the semi-leptonic branching ratios of the B ° and B + mesons can be used to infer lifetimes which are equal to within about 25% if the semi-leptonic decay widths are assumed to be identical. DELPHI has previously measured the B ° and B + lifetimes in an analysis based on Dl-and D'l-events [13] . This gave "~fl +0'33 z[z zoo = 1"17+°'29±0-15+0"05"--0.23 pS, I'B+ = 1 .... 0.29 0.15+0.05 ps, zs+/zoo = 1.11 +°'51 +0.15-4-0.10, in -0.39 good agreement with other LEP measurements [ 14] .
