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开发板和 uC/OS-II 操作系统上进行实现，并已成功应用到 IC 图像拍摄系统中。通过实验分析表明，该方法能够以较小的时
间和空间开销实现实时嵌入式系统运行情况的追踪和重演。 
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Record/replay approach based on host/target architecture 
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Abstract：Due to the non-determinacy of real-time embedded system, some bugs in the system cannot be repro-
duced during debugging and testing. A record/replay approach based on host/target architecture is presented to 
deal with the non-reproducibility problem of the executions of real-time embedded system. In the approach, con-
text switch events, inter-task communication and synchronization events and I/O operation events are all instru-
mented. During the execution of the system, the related events and operations are traced and the execution infor-
mation is saved into the host machine. Then, a task control module is designed to guarantee the execution of tasks 
in the original order so that the recorded execution information can be replayed correctly. The approach has been 
implemented in the ML505 board and uC/OS-II, and it has been applied to an IC image shooting system success-
fully. Finally, case study shows that the approach can record and replay the execution of real-time embedded sys-
tem with small time and space overhead. 
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信号量进行同步，如图 1(a)所示（其中 semTake 表示获
取信号量，semGive 表示释放信号量）。然而，在系统重
复运行的过程中，可能存在两种不同的操作顺序，即可
能是任务 1 先获取到信号量，任务 2 后获取到信号量，






Binary Semaphore s = available; 
Task 1 Task 2 
…… 
semTake(s); 













(b)Two different operating orders 
图 1 实时嵌入式系统不确定性的实例 



























图 2 追踪/重演方法的总体设计图 
Fig.2 Architecture of the record/replay approach. 














图 3 追踪的实现流程图 












图 4 重演的实现流程图 
































关信息。图 5 展示了 3 种可能的任务切换场景。其中在
图 5(a)中，时刻 1 和时刻 2 的任务切换都发生在用户任
务之间，因此追踪/重演组件程序分别在这两个时刻记录
任务切换的相关信息；在图 5(b)中，系统在时刻 1 从用
户任务 1 切换到系统任务去执行，在时刻 2 又重新切换
到用户任务 1 去执行，因此追踪/重演组件程序不保存任
何的任务切换信息；在图 5(c)中，系统在时刻 1 从用户
任务 1 切换到系统任务去执行，在时刻 2 切换到用户任
务 2 去执行，在这种情况下，追踪/重演组件程序保存时
刻 2 的任务切换信息。 
   
 
  2222                                     仪  器  仪  表  学  报                                  第 30 卷 
   
 
   
 
图 5 任务切换的 3 种可能的场景 







时，追踪/重演组件程序保存用户任务 1 和用户任务 2 的
切换信息以及系统操作事件的执行信息；当重演系统执
行信息时，任务控制模块根据时刻 0 的任务切换信息让


















图 6 任务调度追踪/重演实例 

















图 7 任务间通信与同步事件的追踪/重演 
Fig.7 Record/replay of inter-task communication and 
synchronization events 
4 实验与性能分析 
目前，本文所阐述的追踪/重演方法已经在 Xilinx 公 
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司的 ML505 开发板上进行兑现。该开发板含有一个
MicroBlaze 嵌入式软核、一个 10/100 M 以太网接口以及
RS232 串口等资源。目标机采用 uC/OS II 实时操作系统[15]；
宿主机采用 Windows XP 操作系统。目标机和宿主机之间









表 1 追踪/重演方法中系统操作事件的时间和 
空间损耗情况 
Table 1 Time and space overhead of operating  
events in the record/replay approach 
系统事件 原来/µs 插装后/µs 时间损耗/µs 内存损耗/B
OS_TASK_SW 3.000 5.500 2.500 24 
OSSemPend 1.167 4.333 3.166 20 
OSSemPost 0.833 4.167 3.334 16 
OSQPost 0.833 4.333 3.500 16 
OSQPend 1.333 5.333 4.000 36 
在表 1 中，OS_TASK_SW 事件是统计系统 10 000 次
任务切换所需时间的平均值，其计算方法可参考文献[16]。
OSSemPend 事件和 OSSemPost 事件是分别统计 60 000 次
信号量操作的平均时间损耗。OSQPost 事件和 OSQPend
事件也是分别统计 60 000 次消息队列操作的平均时间损
耗，且这两个事件的时间和空间损耗与消息的长短有关：
消息越长，时间和空间损耗也越大(在本次测试中，消息











图 8 IC 图像拍摄系统 
Fig.8 IC image shooting system 
该系统的控制软件主要是运行在 ML505 开发板上，
它是采用 uC/OS-II 实时操作系统运行 2 个任务。其中任
务 1 负责实时采集开发板上的按键信息，并将信息传给



















(a)                             (b) 
图 9 系统在追踪状态下拍摄的图像 
Fig.9 Images got during recording
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(c)                             (d) 
图 9 系统在追踪状态下拍摄的图像 
Fig.9 Images got during recording 
 
(a)                               (b) 
 
(c)                             (d) 
图 10 系统在重演状态下拍摄的图像 
Fig.10 Images got during replaying 
另外，表 2 是这 4 次拍摄过程中收集到的实验数据。
其中每组数据都包含了 3 个步进电机总的运动步数、追
踪文件的大小以及重演时间。如果将这 4 组的平均重演
时间 33.516 s 除以平均运动步数 570，可得步进电机每动





表 2 实验数据统计结果 
Table 2 Experimental result 
拍摄次序 运动步数 追踪文件大小/B 重演时间/s 
1 450 2 064 26.156 
2 610 2 904 35.672 
3 640 3 364 38.078 
4 580 2 884 34.156 
平均 570 2 804 ≈33.516 
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