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METRICS AND CAUSALITY ON MOYAL PLANES
NICOLAS FRANCO AND JEAN-CHRISTOPHE WALLET
Dedicated to the memory of Raymond Stora.
Abstract. Metrics structures stemming from the Connes distance pro-
mote Moyal planes to the status of quantum metric spaces. We discuss
this aspect in the light of recent developments, emphasizing the role of
Moyal planes as representative examples of a recently introduced notion
of quantum (noncommutative) locally compact space. We move then to
the framework of Lorentzian noncommutative geometry and we examine
the possibility of defining a notion of causality on Moyal plane, which is
somewhat controversial in the area of mathematical physics. We show
the actual existence of causal relations between the elements of a partic-
ular class of pure (coherent) states on Moyal plane with related causal
structure similar to the one of the usual Minkowski space, up to the
notion of locality.
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1. Introduction.
1.1. Noncommutative metric geometry. The notion of noncommuta-
tive metric geometry can be viewed in some sense as a construction of non-
commutative analogs of algebras of Lipschitz functions on metric spaces.
Actually, the concept of noncommutative metric space can be traced back
to [1], [2] where it was realized that spectral triples encode a metric structure
on the “noncommutative space” described by the C*-algebra of the triple.
This latter involves a natural seminorm on the algebra from which one can
define a metric on the state space of the algebra. This metric is often re-
ferred to as the Connes distance or spectral distance, a terminology that we
will use in this paper. It can be viewed as a natural noncommutative analog
of the geodesic distance. This can be realized by considering for instance
the case of a finite dimensional compact Riemann (spin) manifold exactly
described by its by now standard spectral triple. Then, the related Connes
distance between any 2 points (pure states) coincides with the geodesic dis-
tance between these points. It turns out that the above extension of a metric
on a space to its set of probability measures already appeared many years
ago in the context of optimal transport for compact metric spaces [3] and
generalized to non compact (complete) metric spaces in [4], [5], related to
the Wasserstein distance. Going back to the commutative example given
above, it can be shown that the Connes distance between non pure states is
the Wasserstein distance of order 1 between the corresponding probability
distributions. We will not explore the aspects related to the Wasserstein
distance in this paper.
Developments that followed the observation of [1] focused on the notion
of compact noncommutative metric spaces introduced in [6], [7] (see also
[8], [9]). They gave rise to interesting approximations by matrix algebras
of commutative as well as noncommutative spaces pertaining to the physics
literature [10], [11]. In order to make connection with a terminology some-
times used in the physics as well as (recent) mathematics litterature, we will
call a noncommutative metric space as quantum metric space. The basic
observation underlying these developments is that one can endow the state
space of a C*-algebra A with a metric through a suitable choice of a densely
defined seminorm ℓ on A which can be viewed as a mere generalization of
the usual Lipschitz seminorm. Consider for instance a commutative com-
pact metric space X with metric ρ. It is known that ρ is determined from
the Lipschitz seminorm ℓρ on the commutative unital algebra A = C(X)
(1.1) ℓρ(f) := sup
x,y∈X,x 6=y
|f(x)− f(y)|
ρ(x, y)
,
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for any f ∈ C(X), by the relation
(1.2) ρ(x, y) = sup{|f(x)− f(y)|; f ∈ C(X), ℓρ(f) ≤ 1}.
The relation (1.2) can be extended to the space of probability measures onX,
S(C(X)), leading to the Kantorovitch distance. For any µ1, µ2 ∈ S(C(X)),
it is given by
(1.3) ρ(µ1, µ2) = sup{|µ1(f)− µ2(f)|; f ∈ C(X), ℓρ(f) ≤ 1}
and is known to metrize the w*-topology on S(C(X)) [3]. This observation
supports a natural extension to the case of a noncommutative unital algebra
giving rise to the theory of compact quantum metric spaces as first proposed
by Rieffel in [6]. This later quantum space can be defined from a pair (A, L)
where A is an order-unit space and L is a densely defined semi-norm on A
such that the distance on S(A), the space of states of A, defined for any
ω1, ω2 ∈ S(A) by
(1.4) dL(ω1, ω2) = sup{|ω1(a)− ω2(a)|, a ∈ A, L(a) ≤ 1}
yields a finite diameter for S(A) and metrizes the w*-topology on S(A).
In the following, we will use the fact that any order unit space can be
realized as a (real) linear subspace of self-adjoint operators on some Hilbert
space including a unit to pass from the above framework to the one of
the spectral triples. We now introduce definitions that will be used in the
sequel. Let B(H) and K(H) be respectively the C*-algebra of bounded
operators on a separable Hilbert space H and its ideal (C*-subalgebra) of
compact operators on H. The domain and spectrum of any operator T will
be denoted respectively by Dom(T ) and Spec(T ). It will be convenient to
define a spectral triple as follows:
Definition 1.1. A spectral triple is defined by the data XD = (A, π, H, D)
in which: i) A is an involutive algebra with π a faithful ∗-representation
of A on B(H), ii) D is a self-adjoint (possibly unbounded) operator with
dense domain satisfying π(a)Dom(D) ⊂ Dom(D), ∀a ∈ A, iii) ∀a ∈ A,
[D,π(a)] ∈ B(H), iv) ∀a ∈ A, ∀λ /∈ Spec(D), π(a)(D − λ)−1 ∈ K(H).
Remark 1.1. Note that our definition of a spectral triple specifies ex-
plicitely the representation for further convenience. The triple is called
unital (resp. non unital) when A is (resp. is not) unital. A state ω on a
C*-algebra A is defined as usual as a positive linear map ω : A → C with
||ω|| = 1. We denote by S(A) the space of states. In the following, we will
sometimes consider cases where A is a pre-C* algebra, for which the notion
of state is still meaningfull. Indeed, let A¯ be the C*-completion of A. Then,
the restriction to A of any state ω on A¯ defines a unique positive linear map
ω|A : A → C with ||ω|| = 1 while any positive linear map ω : A → C with
norm 1 extends to a state on A¯ by continuity.
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Definition 1.2. [2] The spectral distance between any two states is given
by:
(1.5) dD(ω1, ω2) = sup
a∈A
{|ω1(a)− ω2(a)|; ℓD(a) ≤ 1}, ∀ω1, ω2 ∈ S(A),
in which the seminorm on A, ℓD : A → R+, associated with the Dirac
operator D in Definition 1.1 is defined by
(1.6) ℓD : a 7→ ℓD(a) := ||[D,π(a)]||, ∀a ∈ A.
One can check that (1.5) satisfies all the axioms for a distance except
that it can reach +∞ if no further conditions are imposed, i.e (1.5) defines a
pseudo-distance. Note that the supremum may be searched only on the self-
adjoint elements of A. Indeed, if some element a0 ∈ A reaches the supremum
so does 12 (a0 + a
†
0), stemming simply from ω(a
†) = ω(a)⋆ for any a ∈ A and
ℓD(
1
2 (a0 + a
†
0)) ≤ 1.
According to the above discussion, it is natural to interpret a unital spec-
tral triple whose the spectral distance (1.5) metrizes the w*-topology on
S(A) as a compact quantum metric space with semi-norm L(.) = ℓD(.).
The condition for the spectral distance (1.5) to define a metric on S(A) is
summarized in the following proposition [12]
Proposition 1.1 ([12]). For a unital spectral triple (A, π, H, D), the
spectral distance related to D is a metric on S(A) if π is non-degenerate, i.e
AH = H and the metric commutant A′D = {a ∈ A; [D,π(a)] = 0} is trivial.
Note that the second condition simply means that the metric commutant
is A = RI which is nothing but the necessary condition given in [8] for a
semi-norm on A to define a quantum metric space. Provided Proposition 1.1
holds true, dD metrizes the w*-topology onS(A) if and only if the “Lipschitz
ball” B(XD) := {a ∈ A; ℓD(a) ≤ 1
}
is norm pre-compact in A/A′D. This is
the condition for a unital spectral triple to give rise to a compact quantum
metric space.
The extension to the non unital case is not straightforward. A natu-
ral extension has been achieved only recently [13], [14]. The point is that
the w*-topology requirement mentioned above has to be reconsidered. In
fact the space of states for a non unital (C*-)algebra is not closed under
the w*-topology. For commutative locally compact metric space X, the
Kantorovitch distance does not generally give rise to the w*-topology on
S(C0(X)). A first progress was made in [15] by exploiting the observation
that any distance belonging to the family of bounded-Lipschitz distances
metrizes the w*-topology on S(C0(X)). Recall that the set of bounded-
Lipschitz distances (dαℓ )α∈R+ is defined by
(1.7) dαℓ (µ1, µ2) := sup
f∈C0(X)
(|µ1(f)− µ2(f)|; ℓ(f) ≤ 1, ||f || ≤ α),
METRICS AND CAUSALITY ON MOYAL PLANES 5
for any µ1, µ2 ∈ S(C0(X)). A natural extension of this observation amounts
to consider a non unital C*-algebra A, assumed to be separable for techni-
cal convenience in [15], together with L a seminorm (defined for technical
convenience on a dense subset1 of Asa, the self-adjoint part of A) and the
following one-parameter family (B)r, ∀r ∈ R+, r 6= 0, such that
(1.8) Br := {a ∈ A ; L(a) ≤ 1, ||a||A ≤ r}
and to determine the conditions satisfied by L so that dBr defined by
(1.9) dBr := sup{|ω1(a)− ω2(a)| ; a ∈ Br}
metrizes the w*-topology on S(A). An answer is synthesized by the main
theorem of [15]
Theorem 1.1 ([15]). Let A be a non unital separable C*-algebra, B a totally
bounded subset of Asa and for any two ω1, ω2 ∈ S(A) one defines
(1.10) dB(ω1, ω2) := sup{|ω1(a)− ω2(a)| ; a ∈B}.
Then dB is a distance on S(A) and the following properties are equivalent:
i) There exists a strictly positive h ∈ A, hBh is totally bounded for ||.||A.
ii) B is totally bounded in the weak uniform topology on A.
iii) dB metrizes the restriction of the w*-topology σ(A
⋆,A) to S(A).
When B is not norm bounded, the combination of Theorem 1.1 with the
replacement of dB by dBr defined above allows one to obtain a criterion
for these latter metrics to metrize the w*-topology on S(A) which was the
way followed in [15]. Of course, when B is norm bounded with B = {a ∈
Asa ; L(a) ≤ 1}, dB is simply the Kantorovich distance related to L for
which the diameter ofS(A) is finite and Theorem 1.1 provides the conditions
to have w*-topology on S(A). The translation of these results into the
framework of spectral triples is obvious. Note that one can show that the
space of states is complete for the spectral distance [15].
This first attempt has been extended recently in [13] to give rise to a com-
plete description of a notion of quantum locally compact (metric) space. It is
based on the observation made long ago in [5] that the Kantorovitch metric
for non compact (commutative) metric spaces is in fact well behaved when
restricted to subsets of the space of states with suitable behavior at infinity.
There is no canonical generalization of the notion of behavior at infinity
for noncommutative C*-algebra. In view of a possible relationship to the
Gromov-Hausdorff distance, the proposal made in [13] also faced the prob-
lem of a proper extention of the notion of locality. The solution proposed in
[13] amounts roughly to use a prefered commutative set of elements which
supports a notion of locality, completed with other elements that do not
commute with that prefered set “spread” all over. This is formalized in [13]
1with extension L(a) = +∞ for any a not in the domain.
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by a pair (A,M) which is called a “topographic quantum space” where A is
a non unital C*-algebra and M a commutative C*-subalgebra with approx-
imate unit, this latter approximate unit being used to deal with the notion
of behavior at infinity. From this, combined with a suitable seminorm on
the algebra, follows the definition of a local compact quantum space of [13].
1.2. Summary of the paper. Section 2 gives a survey on recent results
obtained for Moyal plane. The relevant technical material is collected in
Subsection 2.1. Subsection 2.2 deals with the standard description of Moyal
plane through a spectral triple that is currently used in the mathematical
physics. Within this description, an explicit distance formula can be com-
puted between a particular class of pure states, as first shown in [16] and
[17]. This is summarized by Theorem 2.1. Variations of the above spectral
triple also appeared in mathematical physics. The corresponding families of
spectral triples are considered in Subsection 2.3 from the viewpoint of the
related spectral distances that can be shown [18] to be simply related to
the spectral distance for the above “standard” Moyal plane, as summarized
by Theorem 2.2. In Subsection 2.4, metric properties of the above noncom-
mutative spaces are presented, emphasizing the fact that Moyal plane and
its variations considered here provide examples of quantum locally compact
spaces as defined in [13].
Section 3 presents a new result concerning the possibility of causal rela-
tions between coherent states on Moyal plane. Subsection 3.1 gives a short
review of the construction of spectral triples with a Lorentzian signature and
the notion of causality on them as introduced in [19], a notion of causality
which corresponds to the usual one when the algebra is commutative. The
technical ingredients for the adaptation of the spectral triple based on Moyal
plane to Lorentzian signature are collected in Subsection 3.2. In Subsection
3.3, coherent states on Moyal plane are defined and the main result (Theorem
3.2) giving the exact causal structure between coherent states is presented
and proved.
2. Triples on Moyal plane as quantum locally compact metric
spaces.
2.1. Basics. Let S be the space of C-valued Schwartz functions on R2. We
define
(2.1) Θµν := θ
(
0 1
−1 0
)
,
where θ ∈ R, θ > 0.
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Proposition 2.1. [20, 21] The Moyal ⋆-product is defined by: ⋆ : S×S → S
(2.2) (f ⋆ g)(x) :=
1
(πθ)2
∫
d2y d2z f(x+ y)g(x + z)e−2i y
µΘ−1µν z
ν
,
for all f, g in S. The complex conjugation is an involution for ⋆. The
Lebesgue integral is a faithful trace. One has
∫
d2x (f ⋆ g)(x) =
∫
d2x (g ⋆
f)(x) =
∫
d2x f(x)g(x), ∂µ(f ⋆ g) = ∂µf ⋆ g + f ⋆ ∂µg, ∀f, g ∈ S.
We set A := (S, ⋆). Various properties that will be needed for the sequel
are recalled below.
Proposition 2.2 ([22]). A is a non unital Fre´chet pre-C* algebra when
equipped with usual complex conjugation and Fre´chet-type seminorms defined
by ρα,β(a) = supx∈R2 |xα11 xα22 ∂β11 ∂β22 a|, ∀a ∈ A, where α = (α1, α2) and
β = (β1, β2).
We will need to use some explicit expressions for the so-called matrix basis,
a Hilbertian basis for S, defined by the family of Wigner transition eigen-
functions of the harmonic oscillator denoted by {fmn}m,n∈N ⊂ S. Introduce
the set of local complex coordinates z = 1√
2
(x1 + ix2), z¯ =
1√
2
(x1 − ix2).
Proposition 2.3 ([20, 21]). The elements of the matrix basis satisfy:
(2.3) fmn =
1√
θm+nm!n!
z¯⋆m ⋆ f00 ⋆ z
⋆n, f00 = 2e
− 2
θ
H , H = z¯z,
(2.4) fmn ⋆ fkl = δnkfml, f
†
mn = fnm, 〈fmn, fkl〉L2 = 2πθδmkδnl.
There is a Fre´chet algebra isomorphism between A and Mθ, the Fre´chet *-
algebra of doubly indexed sequences {Φp,k}p,k∈N equipped with the canonical
matrix product and the family of seminorms
ρ2n(Φ) =
∑
p,k
θ(p+
1
2
)n(k +
1
2
)n|Φpk|2 <∞, ∀n ∈ N.
The isomorphism is defined by Φmn 7→
∑
m,n Φmnfmn ∈ S and inverse
Φ ∈ S 7→ 12πθ 〈Φ, fmn〉L2 .
There is a natural approximate unit for A that we will explicitly need in
a while.
Proposition 2.4. Define for any N ∈ N, eN (x) :=
∑
k≤N fkk(x). Then,
eN (x) is an approximate unit for A.
Proof. For any a ∈ A, a(x) =∑m,n amnfmn(x), one computes the quantities
(eN⋆a)(x) =
∑
m≤N
∑
n amnfmn(x) and (a⋆eN )(x) =
∑
m
∑
n≤N amnfmn(x).
Then, one has limN→∞(eN ⋆ a) = limN→∞(a ⋆ eN ) = a. 
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Remark 2.1. The ⋆-product can be extended to larger subspaces of S ′,
the space of tempered distributions. One introduces the family of spaces
{Gs,t}s,t∈R
(2.5) Gs,t := {a =
∑
m,n∈N
amnfmn ∈ S ′; ||a||2s,t <∞},
with ||a||2s,t =
∑
m,n θ
s+t
(
m + 12
)s(
n + 12 )
t|amn|2 by completing S for the
norm ||.||s,t. For any a =
∑
m,n amnfmn ∈ Gs,t and any b ∈ Gq,r, b =∑
m,n bmnfmn, with t+ q ≥ 0, the sequences cmn =
∑
p ampbpn, ∀m,n ∈ N
define the functions c =
∑
m,n cmnfmn, c ∈ Gs,r, as ||a ⋆ b||s,r ≤ ||a||s,t||b||q,r,
t + q ≥ 0 and ||a||u,v ≤ ||a||s,t if u ≤ s and v ≤ t. For more details, see
e.g. [20, 21]. In particular, G0,0 = L2(R2) and the dense and continuous
inclusion S ⊂ Gs,t ⊂ S ′ holds true for any s, t ∈ R.
A slightly more explicit characterization of the algebra A, that will be
useful below to determine completely the space of pure states of A (see the
remark 1.1 in the Introduction), can be done by exploiting the Fre´chet iso-
morphism of Proposition 2.3. Let (en)n∈N be the canonical basis of ℓ2(N),
B(ℓ2(N)) the C*-algebra of bounded operators on ℓ2(N), K(ℓ2(N)) the C*-
subalgebra of compact operators. We denote by η : ℓ2(N)⊗ℓ2(N)→ B(ℓ2(N))
the natural representation of the elements of Mθ on ℓ2(N), i.e simply de-
fined by the product of a matrix by a column vector. For any Φ ∈ Mθ,
Φ =
∑
m,nΦmnem ⊗ en, define η(em ⊗ en) = em ⊗ e∗n, ∀m,n ∈ N with
e∗n(ep) = δnp.
Then, from the definition of the seminorm ρ0(Φ) (see in Proposition 2.3), one
infers that η(Mθ) ⊂ L2(ℓ2(N)) where L2(ℓ2(N)) is the set of Hilbert-Schmidt
operators on ℓ2(N). But L2(ℓ2(N)) ⊂ K(ℓ2(N)). Hence η(Mθ) ⊂ K(ℓ2(N))
where η(Mθ) is the closure of η(Mθ) in the operator norm.
Now recall that η is faithful. Thus, one has the isomorphism η(Mθ) ≃Mθ.
Hence Mθ ⊂ K(ℓ2(N)). On the other hand, Mθ ⊃ K(ℓ2(N)) since one has
Mθ ⊃ M∞(C) with M∞(C) :=
⋃∞
n=1Mn(C). But the closure of M∞(C) is
K(ℓ2(N)) in view of [23] (II.8.2.2). Thus Mθ = K(ℓ2(N)).
Finally, the map U : L2(R2) → ℓ2(N) ⊗ ℓ2(N) defined by U : fmn 7→√
2πθem ⊗ en for any m,n ∈ N is an isometry. Therefore, one concludes
that
(2.6) A ≃ K(ℓ2(N)).
We are in position to determine the space of pure states of A.
Proposition 2.5. ([16], [17]) The pure states of A are vector states defined
by ωψ : A→ C where ψ is a unit vector of ℓ2(N), ψ =
√
2πθ
∑
m ψmem with
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2πθ
∑
m |ψm|2 = 1 and one has
(2.7) ωψ(a) = 2πθ
∑
m,n
ψ∗mamnψn,∀a ∈ A.
Proof. All the pure states of K(ℓ2(N)) are vector states for the irreducible
representation on ℓ2(N) by Corollary 10.4.4 of [24]. Then, observe that the
pure states of A are pure states of A¯ while Equation (2.7) follows from simple
calculation. This completes the proof. 
2.2. Standard Moyal spectral triple and distance formula. We now
introduce the standard Moyal spectral triple together with some necessary
technical ingredients. Set ∂ := 1√
2
(∂1 − i∂2), ∂¯ := 1√2(∂1 + i∂2). The self-
adjoint Dirac operator on R2 is
(2.8) D0 := −iσµ∂µ = −i
√
2
(
0 ∂¯
∂ 0
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 i
−i 0
)
,
with Dom(D0) = DL2 ⊗ C2. Here DL2 is the set of smooth functions of
L2(R2) with all their derivatives in L2(R2). One has A ⊂ DL2 . The σµ’s
(µ = 1, 2) span an irreducible representation of the complex Clifford algebra
ClC(2), σ
µσν + σνσµ = 2δµν and we set σ3 := iσ1σ2. In this section H0 =
L2(R2) ⊗ C2, i.e it is the Hilbert space of square integrable sections of the
trivial spinor bundle R2 × C2. The corresponding inner product is
(2.9) 〈ψ, φ〉 =
∫
d2x(ψ∗1φ1 + ψ
∗
2φ2)
for any ψ =
(ψ1
ψ2
)
, φ =
(φ1
φ2
) ∈ H0. We define L(a) ∈ B(L2(R2)) by
L(a)ψ := a ⋆ ψ,
for any a ∈ A and any ψ ∈ L2(R2). One has L(a)† = L(a⋆). We denote by
π0 : A→ B(H0), the faithful left regular representation of A on B(H0):
(2.10) π0(a) := L(a)⊗ I2, π0(a)ψ =
(
a ⋆ ψ1
a ⋆ ψ2
)
,
for any a ∈ A and any ψ = (ψ1ψ2) ∈ H0. The following useful property for the
Lipschitz seminorm on A for D0 holds true.
Proposition 2.6. We set ℓD0(a) := ||[D0, π0(a)]||, for any a ∈ A. Then,
one has ℓD0(a) =
√
2max(||L(∂a)||, ||L(∂¯a)||),∀a ∈ A.
Proof. A standard computation yields [∂µ, L(a)] = L(∂µ(a)). Thus [D0, π(a)] =
−iL(∂µa) ⊗ σµ for any a ∈ A. Then, the application of the general prop-
erty ||T ||2 = ||TT †|| to the operator T = [D0, π(a)] leads after a simple
computation to the result. 
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The (by now) standard Moyal spectral triple is described by the following
proposition whose proof is reproduced below as it illustrates useful technical
properties of the Moyal product.
Proposition 2.7. [22] The data XD0 = (A, π0, H0 = L2(R2) ⊗ C2, D0)
where π0 : A → B(H0) is defined in 2.10 and D0 is defined in (2.8) is a
spectral triple as in Definition1.1.
Proof. Axiom i and Axiom ii of Definition 1.1 are mere consequences of
basic properties of Moyal product, algebras into play and the Dirac operator
D0. Besides, it can be easily verified that ||a ⋆ b||2 ≤ 1√2πθ ||a||2||b||2, ∀a, b ∈
L2(R2). This implies that L(a) is a bounded operator. Thus, π0(a) ∈ B(H0).
Then, Proposition 2.6 implies [D0, π0(a)] ∈ B(H0) for any a ∈ A. Hence,
Axiom iii is verified.
Next, one verifies that D20 = −∂µ∂µ ⊗ I2 := −∂2 ⊗ I2 which combined with
(2.10) yields
(2.11) π0(a)
1
D20 + 1
= L(a)
1
−∂2 + 1 ⊗ I2,
which acts diagonally on H0 = L2(R2) ⊗ C2, so that it is sufficient to show
that L(a) 1−∂2+1 is a compact operator on L
2(R2) for any a ∈ A. Simply
compute the integral kernel for L(a) given by
(2.12) KL(a)(x, y) =
∫
d2z a(x+ z)e2i z
µΘ−1µν (x
ν−yν), ∀a ∈ A
from which follows (C is a real constant)
(2.13) KL(a)(−∂2+1)−1(x, y) = C
∫
d2p
a(x+ 12Θp)
p2 + 1
eip(x−y), ∀a ∈ A.
Then, consider the integral I :=
∫
d2xd2y|KL(a)(−∂2+1)−1(x, y)|2. One has
I = C2
∫
d2xd2yd2p1d
2p2
a∗(x+ 12Θp1)
p21 + 1
a(x+ 12Θp2)
p22 + 1
e−ip1(x−y)eip2(x−y)
= C2
∫
d2xd2p
a∗(x+ 12Θp)
p2 + 1
a(x+ 12Θp)
p2 + 1
= C2
∫
d2xd2p |a(x+ 1
2
Θp)|2( 1
p2 + 1
)2(2.14)
Thus
(2.15) I = (C ′)2 ||a||22 ||
1
p2 + 1
||22 < +∞, ∀a ∈ A,
where the last equality stems from a change of variable. Relation (2.15)
implies that the operator L(a)(−∂2+1)−1 is a Hilbert-Schmidt operator on
L2(R2), hence compact. This implies that Axiom iv is satisfied. 
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It is possible to actually compute an explicit distance formula between
a particular class of pures states, which has been done in [16], [17]. These
states are defined by the vectors of the canonical basis of ℓ2(N). Combining
Proposition 2.5 with ψ = en, for any n ∈ N, these states are given by
(2.16) ωen(a) := ωn(a) = ann, ∀n ∈ N,
which thus define the diagonal elements of the ”matrix” amn representing
a ∈ A. We recall that, according to Definition 1.2, the spectral distance for
D0 is
(2.17) dD0(ωm, ωn) = sup
a∈A
{|ωm(a)− ωn(a)| ; ℓD0(a) ≤ 1},
for any ωm, ωn given by (2.16). According to the material presented in the
introduction, we define the Lipschitz ball for ℓD0 as
BℓD0
:= {a ∈ A ; ℓD0(a) ≤ 1}.
Theorem 2.1. ([16], [17]) The spectral distance between any two pure states
ωm, ωn is
(2.18) dD0(ωm, ωn) =
√
θ
2
m∑
k=n+1
1√
k
,∀m,n ∈ N, n < m.
Proof. Assume that a ∈ BℓD0 is such that ℓD0(a) =
√
2||L(∂a)|| ≤ 1. The
proof for L(∂¯a) is similar. Then, Cauchy-Schwarz inequality implies
(2.19) |〈φ1, L(∂a)φ2〉L2 | ≤
1√
2
for any unit vectors φ1, φ2 in L
2(R2). Choose φ1 = fN+1,0 and φ2 = fN,0.
Upon using ∂fmn =
√
n
θ fm,n−1 −
√
m+1
θ fm+1,n for any m,n ∈ N, which
results from a simple calculation, one readily obtains
√
N+1
θ |aN+1,N+1 −
aNN | ≤ 1√2 . Thus, by (2.16), we can write
(2.20) dD0(ωN+1, ωN ) ≤
√
θ
2(N + 1)
,
and by the triangular inequality we also have
(2.21) dD0(ωM , ωN ) ≤
√
θ
2
M∑
k=N+1
1√
k
, ∀M,N ∈ N, N < M.
Now, the bound in the RHS of (2.20) is saturated by the element of A
given by aˆ1 =
√
θ
2(N+1)fNN . Define for convenience ∂a =
∑
m,n αmnfmn for
any a ∈ A. On one hand, a mere calculation of the derivative ∂aˆ1 yields
αN+1,N =
1√
2
while the other coefficients vanish. On the other hand, one
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can write for any unit vector ψ ∈ L2(R2), ψ =∑m,n ψmnfmn, ||∂aˆ1 ⋆ ψ||22 =
2πθ
∑
k,q |αk+1,kψkq|2 ≤ πθ
∑
k,q |ψkq|2 = 12 . Hence aˆ1 ∈ BℓD0 and
(2.22) dD0(ωN+1, ωN ) =
√
θ
2(N + 1)
.
Now, define
(2.23) aˆ(m0) =
∑
p,q
apq(m0)fpq, apq(M) = δpq
√
θ
2
m0∑
k=p
1√
k + 1
,∀m0 ∈ N
Observe that aˆ(m0) is a positive element of A so that
(2.24) ℓD0(aˆ(m0)) =
√
2||L(∂aˆ(m0))||.
By computing the derivative of Aˆ(m0), one finds that the only non-vanishing
coefficients of the corresponding expansion are αp+1,p = − 1√2 with 0 ≤ p ≤
m0. Again ||L(∂aˆ(m0))||2 ≤ 12 . Thus aˆ(m0) ∈ BℓD0 . Finally, to show that
any aˆ(m0) saturates the bound of the RHS of (2.21) when n < M ≤ m0,
compute
|ωM (aˆ(m0))− ωN(aˆ(m0))| =
√
θ
2
|
m0∑
k=M
1√
k + 1
−
m0∑
k=N
1√
k + 1
|
=
√
θ
2
M∑
k=N+1
1√
k
.(2.25)
This terminates the proof. 
Remark 2.2. An additional information on the derivatives of the elements
of BℓD0 can be obtained from (2.19). For any a ∈ BℓD0 and setting ∂a =∑
m,n αmnfmn as above and using again (2.19) with φ1 = fp0 and φ2 = fq0
yields |αpq| ≤ 1√2 , for any p, q ∈ N. Similarly, ∂¯a =
∑
m,n βmnfmn leads
to |βpq| ≤ 1√2 for any p, q ∈ N. For positive elements a+, one has the
equivalence
(2.26) a+ ∈ BℓD0 ⇐⇒ |αpq| ≤
1√
2
and |βpq| ≤ 1√
2
.
This can be verified by noticing that the only non-vanishing coefficients αmn
are of the form αm+1,m. Then, assuming |αm+1,m| ≤ 1√2 and merely com-
puting ||∂a ⋆ ψ||2 for any unit vector ψ leads immediately to the result.
Besides, as it can be realized from (2.25), one has dD0(ωm, ωn) = dD0(ωm, ωp)+
dD0(ωp, ωn) for n ≤ p ≤ m, i.e the spectral distance satisfies a triangular
equality among these pures states.
METRICS AND CAUSALITY ON MOYAL PLANES 13
2.3. Homothetic metrics on Moyal planes. We now introduce another
family of Moyal spectral triples that appeared in the mathematical physics
literature in the general context of field theories and gauge theories built on
noncommutative spaces (for a complete review including essential aspects
of noncommutative differential geometry underlying these field theories to-
gether with a list of essential references see [25]) including the case of Moyal
spaces [26], [27], [28]. This triple advocated rather recently (see [29] and
related references therein) occurred in attempts to extend desirable pertur-
bative properties (namely renormalisability) showing up in a certain class of
scalar field theories on Moyal space [30], [31], [32] to the more difficult situ-
ation of gauge theories on Moyal spaces [33], [34], [35]. The use of spectral
action principle leads to a gauge-invariant action with interesting properties
but whose quantum properties are difficult [36] to study and are still under
investigations. For technical reasons, renormalizability is easily obtained (at
least in the scalar case) provided the spectrum of the square of the Dirac
operator is a harmonic oscillator spectrum. Such a modification of the Dirac
operator is standard in physics and is briefly given below together with some
additional technical material. By equipping the minimal set of data for the
triple by suitable grading and real structure, one arrives at a triple in the
spirit of [22] with however a metric dimension half the KO-dimension [29].
The metric properties of this triple have been investigated in [18] with the
main result that the spectral distance stemming from this triple and dD0 ,
the spectral distance related to the triple defined in Proposition 2.7 are ho-
mothetic2 to each other. This property is also valid for another type of
spectral triple based on a “Landau-type” Dirac operator as shown in [18]
which however will not be considered in the present paper.
Let (γµ, γµ+2)µ=1,2 be hermitian elements of M4(C) spanning an irre-
ducible representation of the complex Clifford algebra ClC(4):
(2.27)
{γµ, γν} = 2δµν , {γµ+2, γν+2} = 2δµν , {γµ, γν+2} = 0, µ, ν ∈ {1, 2}.
Consider the 1-parameter family of unbounded self adjoint Dirac operators
indexed by Ω ∈]0, 1] (to make contact with the physics literature):
(2.28) DΩ := γ
µ(−i∂µ)− Ωγµ+2m(x˜µ),
where m(x˜µ)a := x˜µa for any a ∈ A and x˜µ := 2Θ−1µν xν . The chosen
domain of DΩ is Dom(DΩ) = S ⊗ C4, dense in H = H0 ⊗ C2. As (faithful)
representation π : A→ B(H), we take:
(2.29) π(a) := L(a)⊗ I4, ∀a ∈ A.
2The word “homothetic” qualifying the metrics that is used here in a sense borrowed
from the physical cosmology literature, e.g bigravity theories. In the present paper, it
simply means “proportional”.
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Useful algebraic relations forDΩ are collected in the following proposition.
Proposition 2.8. ([18]) The following properties hold true.
(2.30) D2Ω = (−∂2 +Ω2x˜2)I4 + 2iΩγµγν+2Θ−1νµ ,
(2.31) [DΩ, π(a)] = −iL(∂µa)⊗ (γµ +Ωγµ+2), ∀a ∈ A.
Proof. See [18], Proposition 2.5. 
For convenience, we use explicit representations for the γ matrices:
(2.32) γµ := Γ1 ⊗ σµ, γµ+2 := σµ ⊗ Γ2, µ = 1, 2,
where Γ1, Γ2 are hermitian elements of M2(C) (see below) and the two
families of self-adjoint Dirac operators:
(2.33) D1 = (I2 ⊗ σµ)(−i∂µ)− Ω(σµ ⊗ σ3)m(x˜µ)
(2.34) D2 := (σ
3 ⊗ σµ)(−i∂µ)−Ω(σµ ⊗ I2)m(x˜µ)
from which Γ1 and Γ2 can be read off by comparison with (2.28) and (2.32).
D1 and D2 satisfy a relation similar to Equation (2.30) which is given by
D21 = D
2
2 = (−∂2 +Ω2x˜2)I4 − 2Ωθ (σµ ⊗ σµ) while (2.31) still holds.
Theorem 2.2. ([18]) For any Ω ∈]0, 1] and any k = 1, 2 the data X(k) :=
(A, π, H, Dk) where Dk given by (2.33)-(2.34), π : A → B(H) given by
(2.29) and H = H0 ⊗ C2 are spectral triples with spectral distances dDk
homothetic to dD0 . One has
(2.35) dDk(ω1, ω2) = (1 + Ω
2)−
1
2dD0(ω1, ω2), ∀k = 1, 2, ∀ω1, ω2 ∈ S(A).
Proof. Axiom i and Axiom ii of Definition 1.1 are obviously verified. Con-
sider k = 1. The analysis is similar for k = 2. To verify Axiom iv, one
notices from the relation D21 = (−∂2 + Ω2x˜2)I4 − 2Ωθ that the spectrum of
D21 is the one of the harmonic oscillator. Hence (D
2
1 + 1)
−1 is (already)
compact and iv) is satisfied.
Consider now a ∈ A, ℓD1(a) = ||[D1, π(a)]|| = ||− iL(∂µa)⊗(I2⊗σµ+Ωσµ⊗
σ3)||, for any a ∈ A. Write explicitly:
(2.36)
[D1, π(a)] = −i
√
2

0 L(∂¯a) ΩL(∂¯a) 0
L(∂a) 0 0 −ΩL(∂¯a)
ΩL(∂a) 0 0 L(∂¯a)
0 −ΩL(∂a) L(∂a) 0
 ,∀a ∈ A.
Set L := L(∂a), L¯ := L(∂¯a). It follows that
[D1, π(a)]
∗[D1, π(a)]
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= 2

(1 + Ω2)L∗L 0 0 0
0 L¯∗L¯+Ω2L∗L Ω(L¯∗L¯− L∗L) 0
0 Ω(L¯∗L¯− L∗L) L∗L+Ω2L¯∗L¯ 0
0 0 0 (1 + Ω2)L¯∗L¯
 .
(2.37)
This can be expressed as
(2.38) [D1, π(a)]
∗[D1, π(a)] = (1 + Ω2)U†

L∗L 0 0 0
0 L¯∗L¯ 0 0
0 0 L∗L 0
0 0 0 L¯∗L¯
U
with unitary U given by
(2.39) U =

1 0 0 0
0 (1 + Ω2)−
1
2 Ω(1 + Ω2)−
1
2 0
0 −Ω(1 + Ω2)− 12 (1 + Ω2)− 12 0
0 0 0 1
 .
Then, (2.38), (2.39) implies that for any A, ℓD1(a)
2 = ||[D1, π(a)]||2 =
||[D1, π(a)]∗[D1, π(a)]|| = (1+Ω2)max(||L∗L||, ||L¯∗L¯||) = (1+Ω2)max(||L||2, ||L¯||2) =
(1 + Ω2)ℓ2D0(a). A similar result holds for k = 2. Hence
(2.40) ℓDk(a) = (1 + Ω
2)
1
2 ℓD0(a).
Equation (2.40) implies that ℓDk(a) = ||[Dk, π(a)]|| is bounded since ℓD0
is bounded by Proposition 2.7. Hence, Axiom iii is satisfied so that X(k),
k = 1, 2 is a spectral triple.
Finally, one can write for any states ω1, ω2 ∈ S(A)
dDk(ω1, ω2) = sup
{|ω1(a)− ω2(a)|; a ∈ A, ℓDk(a) ≤ 1}
= sup
{ |ω1(a)− ω2(a)|
(1 + Ω2)
1
2 ℓD0(a)
; a ∈ A},(2.41)
where the last equality comes from (2.40), from which follows (2.35). This
terminates the proof. 
Remark 2.3. Theorem 2.2 leads to immediate consequences or observa-
tions.
First, from Theorems 2.1 and 2.2, one infers
(2.42) dDk(ωm, ωn) =
√
θ
2(1 + Ω2)
m∑
p=n+1
1√
p
, n < m, ∀k = 1, 2,
where ωm, for any m ∈ N are defined by (2.16).
A connection to physics can be made by noticing that the spectral distance
formulas obtained above express a distance between the energy eigenstates
of the harmonic oscillator.
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A careful comparison of the spectral distance on the standard Moyal plane
X0 to the notion of quantum distance introduced in the mathematical physics
literature by the authors of [37] has been performed in [38] to which we refer
for more details relevant to fundamental physics.
A spectral distance formula among coherent states (i.e the “quantum points”
that we will use below in the study of causal curves) for the standard Moyal
plane has been derived in [39]. This, combined with Theorem 2.2 leads
to the conclusion that the above spectral distances between two arbitrary
coherent states are proportional to the Euclidean distance.
2.4. Metric properties of Moyal planes. XD0 and (Xk)k=1,2 define rep-
resentative examples of quantum locally compact metric space as defined
by Latre´molie`re in [13]. The existence of pure states at infinite spectral
distance to each other that will be considered in this subsection forbids the
spectral distance for XD0 and (Xk)k=1,2 to metrize the w*-topology onS(A).
Hence XD0 and (Xk)k=1,2 cannot belong to the category of compact quantum
metric space as defined by Rieffel.
We set from now on dD0 = d0, dDk = dk.
Definition 2.1. Let ψ(s) be a family of unit vectors of L2(R2) defined by
ψ(s) =
∑
m ψm(s)fm0 =
1√
2πθ
∑
m∈N
√
1
ζ(s)(m+1)s fm0 for any s ∈ R, s > 1,
where ζ(s) is the Riemann zeta function. The related pure states are denoted
by ωψ(s), for any s ∈ R, s > 1, with ωψ(s)(a) = 2πθ
∑
m,n ψ
∗
m(s)ψn(s)amn.
The following property holds.
Proposition 2.9. ([16],[17]) dk(ωn, ωψ(s)) = +∞, ∀k = 0, 1, 2, ∀ s ∈ ]1, 32 ],
∀n ∈ N.
Proof. Define
(2.43) B(m0, ψ(s)) := |ω0(aˆ(m0))− ωψ(s)(aˆ(m0))|
Compute
B(m0, ψ(s)) =
√
θ
2
∣∣∣∣∣
m0∑
m=0
m0∑
k=m
1√
k + 1
1
ζ(s)(m+ 1)s
−
m0∑
k=0
1√
k + 1
∣∣∣∣∣
=
√
θ
2
∣∣∣∣∣
(
1− 1
ζ(s)
m0∑
m=0
1
(m+ 1)s
)(
m0∑
k=0
1√
k + 1
)
+
1
ζ(s)
m0∑
m=0
m−1∑
k=0
1
(m+ 1)s
√
k + 1
∣∣∣∣∣.(2.44)
METRICS AND CAUSALITY ON MOYAL PLANES 17
B(m0, ψ(s)) is thus the sum of 2 positive terms: B(m0, ψ(s)) =
√
θ
2 |A1(m0)+
A2(m0)|. Now, observe that
(2.45) A2(m0) =
1
ζ(s)
m0∑
m=0
m−1∑
k=0
1
(m+ 1)s
√
k + 1
≥ 2
ζ(s)
m0∑
m=0
(
√
m+ 1− 1)
(m+ 1)s
,
where we used the estimate
m∑
k=0
1√
k + 1
≥ 2(√m+ 2− 1).
But when s ≤ 32 , one has limm0→+∞A2(m0) = +∞. Thus, limm0→+∞B(m0, ψ(s)) =
+∞. One concludes dk(ω0, ωψ(s)) = +∞, ∀ s ∈ ]1, 32 ]. By the triangu-
lar inequality dk(ω0, ωψ(s)) ≤ dk(ω0, ωn) + dk(ωn, ωψ(s)), for any n ∈ N.
But dk(ω0, ωn) is finite. Hence, dk(ωn, ωψ(s)) = +∞, ∀ s ∈ ]1, 32 ], for any
n ∈ N. 
The distance between any pair of states ωψ(s)’s is infinite. Namely:
Proposition 2.10. ([16]) dk(ωψ(s1), ωψ(s2)) = +∞, for any k = 0, 1, 2,
s1, s2 ∈ ]1, 54 [∪]54 , 32 ], s1 6= s2.
Proof. The lengthy proof is given in [16]. It uses the mean value theorem
to obtain suitable successive estimates. 
Remark 2.4. let I be a finite subset of N and let Λ =∑m∈I λmem denotes
a unit vector of ℓ2(N) with corresponding state ωΛ. The spectral distances
between any state ωn and ωΛ is finite, dk(ωn, ωΛ) < ∞, for any k = 0, 1, 2
and any n ∈ N. Indeed, compute
|ωΛ(a)− ωn(a)| =
∣∣∣∣∣2πθ
( ∑
p,q∈I
apqλ
∗
pλq
)
− ann
∣∣∣∣∣
≤ 2πθ
( ∑
p,q∈I
|apq||λ∗pλq|
)
+ |ann| ≤
∑
p,q∈I
|apq|+ 2πθ|ann|.(2.46)
Assume now k = 0. By using eqn.(8) of Proposition 5 in [16], one infers
that the amn are finite for any element in the Lipschitz ball BℓD0 . Hence
d0(ωn, ωΛ) <∞ which extends to k = 1, 2 by Theorem 2.2.
Proposition 2.11. For any k = 0, 1, 2, the spectral triple X(k) defines a
quantum space with an infinite number of distinct connected components,
each component being pathwise connected for the dk-topology.
Proof. Assume s1 ∈]1, 54 [∪]54 , 32 ]. Define
(2.47) Skψs1
:= {ω ∈ S(A), dk(ω, ωψs1 ) < +∞}.
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Let B(ω, ρ) ⊂ S(A), the open ball with center ω and radius ρ > 0. For any
element η in B(ω, ρ) ⊂ S(A) and for any ω ∈ Skψs1 , one has
(2.48) dk(η, ωψs1 ) ≤ dk(η, ω) + dk(ω, ωψs1 ) < +∞,
which holds true for k = 0, 1, 2. Thus, Skψs1
is open for any k = 0, 1, 2.
For any ω in the complement of Skψs1
and any η ∈ Bρ(ω), one has
(2.49) dk(ω, ωψs1 ) ≤ dk(η, ωψs1 ) + dk(η, ω).
Thus, dk(η, ωψs1 ) = +∞ and therefore η ∈ Sψs1 . Hence Skψs1 is also closed.
Hence, Skψs1
, k = 0, 1, 2 is a closed-open subset of S(A) which is therefore
an union of connected parts while ωψs /∈ Skψs1 , ∀s 6= s1 and cannot belong
to the same connected component.
Pathwise connectedness follows from the fact that the map ωt : t ∈ [0, 1]→
S(A) defined by ωt := (1−t)ω1+tω2, for any ω1, ω2 ∈ Sψs1 is dk-continuous,
since one has dk(ωt1 , ωt2) = |t1−t2|dk(ω1, ω2) which is readily obtained from
the very definition of dk and dk(ω1, ω2) < +∞. 
Remark 2.5. From the above discussion, it follows that any of the Xk,
k = 0, 1, 2 defines a quantum space with infinite diameter.
The quantum spaces (Xk)k=0,1,2 define quantum locally compact metric
spaces as introduced by Latre´molie`re in [13]. In order to make contact with
[13], we identify the relevant structures needed in the general construction.
First, (A¯, lk) defines obviously a Lipschitz pair as stated in Definition 2.3 [13]
where the seminorm lk has domain Dom(lk) = A dense in A and lk(a) = 0
when a = λI, λ ∈ C. Let D ⊂ A¯ be the C*-subalgebra generated by the
diagonal vectors of the matrix basis, i.e (fmm)m∈N. By Proposition 2.4,
D involves the approximate unit. Hence (A¯,D) is a topographic quantum
space as in Definition 2.15 [13] so that the data (A¯, lk,D) define a Lipschitz
triple, Definition 2.27 [13]. In the terminology of [13], the spectral distance
defined e.g in (1.4) is called the extended Monge-Kantorovitch metric for the
Lipschitz pair (A¯, lk) denoted by mklk(ω, η), Definition 2.4 in [13] for any
ω, η ∈ S(A¯).
There are two additional notions to be used [13]. First, the notion of tame
sets for a Lipschitz triple, subsets of S(A¯), can be viewed as a topological
condition providing a convenient way to always obtain a natural noncom-
mutative analog of the notion of tight set in probability theory. The second
one is the notion of local state space. For technical reasons, it is conve-
nient to require further regularity condition for the Lipschitz triple, namely
that any subset S(A¯|K) involving the restricted states to the compact set
K ∈ K(σ(D)) (σ(D) is the spectrum of D) has finite diameter for the ex-
tended Monge-Kantorovitch metric of the Lipschitz pair. This additional
condition ensures that the definition of tame set does not depend on any
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choice of a local state and that tame sets are involved in closed balls of finite
radius around any local state. Then, one defines
Definition 2.2. (Definition 3.1 [13]) A quantum locally compact metric
space is a regular Lipschitz triple for which the topology of the metric space
(K,mkL) for any tame set K is the relative topology induced by the w*-
topology restricted on K, where mkL is the corresponding Monge-Kantorovitch
metric.
We quote the result of [13]:
Theorem 2.3. (Theorem 4.9 [13]) X0 defines a quantum locally compact
(separable) metric space.
This result can be immediately completed by using Theorem 2.2.
Proposition 2.12. Xk for any k = 1, 2 defines a quantum locally compact
(separable) metric space.
Proof. Pick the local state µ(a) = 〈e0, ae0〉 = a00 for any a ∈ A¯. The
indicator function on any compact set K ⊂ σ(D) is χK =
∑
m∈K fmm, K
a finite subset of Z. Define L1(A¯, ℓk,D) = {a ∈ A¯ ; lk(a) ≤ 1, µ(a) = 0},
for any k = 0, 1, 2. By Theorem 4.6 [13], χKL1(A¯, ℓ0,D)χK is precompact.
But by Theorem 2.2, lk = (1 + Ω
2)
1
2 l0, k = 1, 2. Thus χKL1(A¯, ℓk,D)χK is
precompact. The proposition then follows from Theorem 3.9 [13]. 
Other interesting examples of quantum locally compact quantum metric
spaces are provided by a family of noncommutative spaces related to the
space R3λ pertaining to the mathematical physics litterature [40]. This will
be presented in a future publication.
3. Presence of causality on Moyal plane with Minkowski
metric
3.1. Lorentzian spectral triples and causality in noncommutative
geometry. The notion of spectral triple as presented in the previous section
is mainly used in an Euclidean context, i.e. on manifolds with Riemannian
signature, and most of the applications of Connes’ noncommutative geom-
etry to Moyal planes have been done using this signature exclusively. As
an emerging branch of the theory, Lorentzian noncommutative geometry is
an attempt to adapt the main components of noncommutative geometry
to manifolds with Lorentzian signature. While its development is far for
being complete, there is enough material to make applications in the do-
main of mathematical physics. In particular, Lorentzian noncommutative
geometry allows us to define a notion of causality in noncommutative geom-
etry [19]. This notion has already been applied to some specific models of
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almost-commutative manifolds [41, 42]. In this section, we will make the first
exploration of this notion on the 2-dimensional Moyal plane by switching
from the Euclidean metric to the Minkowski metric. Such a study is quite
important since the presence of causality on Moyal plane is controversial in
the domain of quantum field theory [43, 44]. The main problem comes from
the fact that noncommutative spaces are non-local and the usual notion of
point cannot be used. We will show that causal relations are possible on
Moyal plane if we consider specific pure states on the algebra, which are in
fact Gaussian functions. The causal structure within those states is com-
pletely similar to the causal structure on the usual Minkowski space, except
that the notion of locality is lost with the noncommutative algebra.
A spectral triple with Lorentzian signature is not so much different from
the Riemannian notion, except that the Dirac operator is naturally self-
adjoint in a Krein space (a space with indefinite inner product and some
specific conditions [45, 46]) instead of a Hilbert space. A Hilbert space
can still be used by considering a specific operator J called fundamental
symmetry, which turns the Krein space into a Hilbert space and vice versa.
In the specific case of Moyal plane, this operator is just the first gamma
matrix γ0. There exist different but compatible definitions of Lorentzian
spectral triples (see e.g. [47, 48]) and we will use a specific one which is
a particular case of the others. The advantage of this definition is that
no signature other than the Lorentzian one is allowed [49] so a notion of
causality is always well defined.
Definition 3.1. A Lorentzian spectral triple is given by (A, A˜, π,H,D,J )
with:
• A Hilbert space H.
• A non unital pre-C*-algebra A with a faithful *-representation π on
B(H).
• A preferred unitization A˜ of A, which is also a pre-C*-algebra, with
a compatible faithful *-representation π on B(H) and such that A is
an ideal of A˜.
• An unbounded operator D, densely defined on H, such that:
– ∀a ∈ A˜, [D,π(a)] extends to a bounded operator on H,
– ∀a ∈ A, π(a)(1 + 〈D〉2)− 12 is compact, with 〈D〉2 := 12(DD∗ +
D∗D).
• A bounded operator J on H with J 2 = 1, J ∗ = J , [J , π(a)] = 0,
∀a ∈ A˜ and such that:
– D∗ = −JDJ on Dom(D) = Dom(D∗) ⊂ H;
– there exists a densely defined self-adjoint operator T with Dom(T )
∩ Dom(D) dense in H and with (1 + T 2)− 12 ∈ A˜, and a positive
element N ∈ A˜ such that J = −N [D,T ].
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Definition 3.2. We say that a Lorentzian spectral triple is even if there
exists a Z2-grading γ of H such that γ∗ = γ, γ2 = 1, [γ, π(a)] = 0 ∀a ∈ A˜,
γJ = −J γ and γD = −Dγ.
We must notice that we will always work with an algebra A which is non
unital, since unital algebras correspond to compact manifolds, and the no-
tion of causality cannot be well defined on compact Lorentzian manifolds
(without boundaries). The role of the unitization A˜ is in fact purely techni-
cal, but is a need for the following definition:
Definition 3.3 ([19]). Let C be the convex cone of all Hermitian elements
a ∈ A˜ respecting
(3.1) ∀ φ ∈ H, 〈φ,J [D,π(a)]φ〉 ≤ 0,
where 〈·, ·〉 is the inner product on H. If the following condition is fulfilled:
(3.2) spanC(C) = A˜,
then C is called a causal cone. It induces a partial order relation on S(A),
which we call causal relation, by:
(3.3) ∀ω, η ∈ S(A), ω  η iff ∀a ∈ C, ω(a) ≤ η(a).
This definition brings a notion of causality valid for every Lorentzian spec-
tral triple, even when the algebra is noncommutative. The causality must
be understood as a partial order relation between the states of the algebra,
which can be restricted to pure states only (but this is not mandatory).
In the commutative regime, the causal cone C is exactly the set of smooth
causal functions, which are the smooth functions non-decreasing along every
future directed causal curve. When the manifold, on which a commutative
Lorentzian spectral triple is based, is globally hyperbolic, the complete set
C is sufficient to characterize the causal structure [19, 50] (the condition of
global hyperbolicity is sufficient but not necessary). In the noncommutative
regime, the sufficient condition to have a well defined partial order among
all states of the algebra is the condition (3.2). Here the technical role of
the unitization A˜ is clear, since there is no non-trivial monotonic function
in A = C∞0 (M) in the commutative case. However one must be careful that
the states in S(A) should extend in a unique way in S(A˜). This is the case
for every commutative manifold, almost-commutative manifold and Moyal
plane.
The name of causal relation in Definition 3.3 is completely justified by
the fact that this relation corresponds to the usual one when the algebra A
is commutative:
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Theorem 3.1 ([19]). Let (A, A˜, π,H,D,J ) be a Lorentzian spectral triple
with a commutative algebra A = C∞0 (M) constructed from a complete glob-
ally hyperbolic manifold M , then the causal structure defined by Definition
3.3, if restricted to the pure states on A, corresponds exactly to the usual
causal structure on M , using the Gelfand correspondence between the pure
states and the points of M .
A non technical review of the notion of causality in noncommutative ge-
ometry and some applications can be found in [51].
3.2. The Moyal Lorentzian spectral triple. On the Minkowski space
R
1,1, the Moyal Lorentzian spectral triple (A, A˜, π,H0,D,J ) is constructed
in the following way:
• H0 := L2(R1,1)⊗C2 is the Hilbert space of square integrable sections
of the spinor bundle over the two-dimensional Minkowski space-time
with the usual positive definite inner product 〈ψ, φ〉 = ∫ d2x (ψ∗1φ1+
ψ∗2φ2) ∀ψ, φ ∈ H0 with ψ = (ψ1, ψ2), φ = (φ1, φ2).
• A is the space of Schwartz functions S = S(R1,1) with the Moyal ⋆
product. The representation π : A → B(H0) is defined by the left
multiplication:
(3.4) π(a) = L(a)⊗ I2, π(a)ψ = (a ⋆ ψ1, a ⋆ ψ2).
• A˜ is some preferred unitization of A which must be a sub-algebra of
the multiplier algebraM(A) = {a ∈ S ′ / a⋆b ∈ S, b⋆a ∈ S, ∀b ∈ S}.
A typical choice is A˜ = (B, ⋆) ⊂ M(A) the unital Fre´chet pre-C*-
algebra of smooth functions which are bounded together with all
derivatives [22]. However, we will consider a bigger (unbounded)
algebra in the following for a technical reason.
• D := −i∂µ ⊗ γµ (with µ = 0, 1) is the flat Dirac operator on R1,1
where:
(3.5) γ0 = iσ1 =
(
0 i
i 0
)
, γ1 = σ2 =
(
0 i
−i 0
)
are the flat Dirac matrices which verify γµγν+γνγµ = 2ηµν , ∀µ, ν =
0, 1 (we use (−,+) as convention for the signature of the metric).
• J := iγ0 is the fundamental symmetry which turns the Hilbert space
H0 into a Krein space.
As proved in [49], this construction respects all the axioms of a Lorentzian
spectral triple. Such a kind of construction has already been used in the con-
text of quantum field theory [52].
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If we define ∂+ := ∂0 + ∂1 and ∂− := ∂0 − ∂1, we can write the Dirac
operator as:
(3.6) D =
(
0 ∂+
∂− 0
)
·
Then the operator J [D,π(a)] of the causal constraint (3.1) is simply:
J [D,π(a)] = JDπ(a)− J π(a)D
=
(−∂−L(a) + L(a)∂− 0
0 −∂+L(a) + L(a)∂+
)
= −
(
L(∂−a) 0
0 L(∂+a)
)
(3.7)
Proposition 3.1. Using the matrix basis, for every a =
∑
mn amnfmn ∈ A˜,
if we define ∂−a =
∑
mn αmnfmn and ∂+a =
∑
mn βmnfmn, then:
a) The following relations hold, with λ := 1+i√
2
:
(3.8)
αmn = am+1,nλ
√
m+ 1
θ
+ am,n+1λ¯
√
n+ 1
θ
− am−1,nλ¯
√
m
θ
− am,n−1λ
√
n
θ
,
(3.9)
βmn = am+1,nλ¯
√
m+ 1
θ
+ am,n+1λ
√
n+ 1
θ
− am−1,nλ
√
m
θ
− am,n−1λ¯
√
n
θ
.
b) The following conditions are equivalent:
(3.10) ∀ φ ∈ H0, 〈φ,J [D,π(a)]φ〉 ≤ 0 (⇔ a ∈ C)
⇐⇒
(αmn)mn∈N and (βmn)mn∈N are semi-positive definite (infinite) matrices.
Proof. Since we are using the indices µ = 0, 1 for the coordinates in Lorentzian
signature, the matrix basis looks like:
(3.11) fmn =
1
(θm+nm!n!)1/2
z¯⋆m ⋆ f00 ⋆ z
⋆n
with
(3.12) z¯ =
1√
2
(x0 − ix1), z = 1√
2
(x0 + ix1) and f00 = 2e
−x
2
0+x
2
1
θ .
From [20] we know that z¯ ⋆ f00 = 2z¯f00 and f00 ⋆ z = 2zf00. Since x0+x1 =
λz¯ + λ¯z, we have
(3.13) ∂0f00 + ∂1f00 = −2(x0 + x1)f00
θ
= −λz¯ ⋆ f00 + λ¯f00 ⋆ z
θ
.
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Then we can compute the derivatives of fmn:
∂+fmn = ∂0fmn + ∂1fmn
=
m√
2
1
(θm+nm!n!)1/2
z¯⋆m−1 ⋆ f00 ⋆ z⋆n
− i m√
2
1
(θm+nm!n!)1/2
z¯⋆m−1 ⋆ f00 ⋆ z⋆n
+
n√
2
1
(θm+nm!n!)1/2
z¯⋆m ⋆ f00 ⋆ z
⋆n−1
+ i
n√
2
1
(θm+nm!n!)1/2
z¯⋆m ⋆ f00 ⋆ z
⋆n−1
− λ
θ
1
(θm+nm!n!)1/2
z¯⋆m+1 ⋆ f00 ⋆ z
⋆n
− λ¯
θ
1
(θm+nm!n!)1/2
z¯⋆m ⋆ f00 ⋆ z
⋆n+1
= λ¯
√
m
θ
fm−1,n + λ
√
n
θ
fm,n−1 − λ
√
m+ 1
θ
fm+1,n − λ¯
√
n+ 1
θ
fm,n+1;
(3.14)
∂−fmn = λ
√
m
θ
fm−1,n + λ¯
√
n
θ
fm,n−1 − λ¯
√
m+ 1
θ
fm+1,n − λ
√
n+ 1
θ
fm,n+1.
(3.15)
The relations (a) follow from the identification of the coefficients of the
fmn in the development of ∂+a =
∑
mn βmnfmn =
∑
mn amn∂+fmn and
∂−a =
∑
mn αmnfmn =
∑
mn amn∂−fmn.
Using the formulation (3.7), the causality condition ∀φ = (φ1, φ2) ∈ H0,
〈φ,J [D,π(a)]φ〉 ≤ 0 is equivalent to:
(3.16) ∀φ1 ∈ L2(R1,1),
∫
d2x φ∗1((∂−a) ⋆ φ1) =
∫
d2x φ∗1 ⋆ (∂−a) ⋆ φ1 ≥ 0
and
(3.17) ∀φ2 ∈ L2(R1,1),
∫
d2x φ∗2((∂+a) ⋆ φ2) =
∫
d2x φ∗2 ⋆ (∂+a) ⋆ φ2 ≥ 0.
We need to check that the semi-positive definiteness of an operator us-
ing the Moyal left multiplication is equivalent to the usual semi-positive
definiteness of a matrix.
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Using the matrix basis φ1 =
∑
mn φmnfmn and ∂−a =
∑
mn αmnfmn, we
get:∫
d2x φ∗1 ⋆ (∂−a) ⋆ φ1 =
∫
d2x
(∑
mn
φ¯mnf¯mn
)
⋆
(∑
kl
αklfkl
)
⋆
(∑
qr
φqrfqr
)
=
∑
mnklqr
φ¯mnαklφqr
∫
d2x f¯mn ⋆ fkl ⋆ fqr
=
∑
mnklqr
φ¯mnαklφqr (2πθ) δmkδnrδlq
= (2πθ)
∑
mnl
φ¯mnαmlφln ≥ 0.(3.18)
The last term contains a sum over n of inner products 〈φ·n, (αml)ml∈N φ·n〉,
and since it must be valid for every φ1 =
∑
mn φmnfmn, it must be valid
for every infinite vector φ·n ∈ L2(N) with n fixed. The same reasoning
can be done for ∂+a. Hence the condition is equivalent to (αmn)mn∈N and
(βmn)mn∈N be semi-positive definite matrices. 
3.3. The causal structure between coherent states. The pure states
of A, as characterized in Proposition 2.5, are the vector states in the matrix
basis. Since this space is really huge, in order to find some causal relations
within it we will restrict ourselves to a specific kind of pure state:
Definition 3.4. The coherent states of A are the vector states defined by:
(3.19) ϕm :=
1√
2πθ
e−
|κ|2
2θ
κm√
m!θm
,
for any κ ∈ C.
The coherent states correspond to the possible translations under the
complex scalar
√
2κ of the ground state of the harmonic oscillator (i.e. the
vector state ϕm =
1√
2πθ
δm0 ⇔ ωϕ = f00 which is a Gaussian function),
using the correspondence κ ∈ C ∼= R1,1 with a + ib ∼ (a, b) [39]. They
are the states that minimize the uncertainty equally distributed in position
and momentum. The classical limit of the coherent states, when θ → 0,
corresponds to the usual pure states on R1,1, hence to the points of the
usual Minkowski space.
Definition 3.3 requires the setting of a specific unitization of the C*-
algebra A, and the considered states for the causal relation are those defined
on this unitization. Since pure states on A are vector states, they are still well
(and uniquely) defined on any unitization A˜ as long as their evaluation on
the whole algebra is finite. The usual unitization A˜ = (B, ⋆) is not convenient
for our purpose, since we will need the use of some linear functions in order
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to make the computation easier. However, since we are only interested by
coherent states, we are free to chose a larger (even unbounded) unitization
A˜ as long as all the coherent states are still well defined on it and A˜ ⊂M(A)
is still a *-subalgebra of the multiplier algebra. One must be careful that
the representation of some elements of such an algebra is not necessarily
a bounded operator, but this will just correspond to an unbounded infinite
matrix, so every characterization using the matrix basis will still make sense.
Also, the algebra must technically be chosen such that the condition (3.2) is
respected in order to guarantee that the partial order relation is well defined
on the whole space of states (i.e. the causal cone is sufficient to separate every
state of the algebra). Once more, since we are only interested by coherent
states we do not need to check this condition as long as the causal structure
obtained between the coherent states is a well defined partial order relation.
Hence, in the following, we will define A˜ to be the largest *-subalgebra of
the multiplier algebra M(A) such that all coherent states are well defined
on it. This algebra contains all smooth functions bounded together with all
derivatives but also polynomials as shown by the following proposition:
Proposition 3.2. Let ωϕ be a coherent state corresponding to the complex
scalar κ. Then for every q ∈ N, ωϕ(zq) is finite.
Proof. We have zq =
∑
mn amnfmn with
amn =
1
2πθ
〈zq, fmn〉
=
1
2πθ
√
θq
√
(m+ q)!
m!
∫
d2x fm+q,n
=
√
θq
√
(m+ q)!
m!
δm+q,n.(3.20)
Hence the evaluation of ωϕ on z
q is worth:
ωϕ(z
q) = 2πθ
∑
mn
ϕ¯mϕnamn
=
∑
mn
e−
|κ|2
θ
κ¯mκn√
m!n!θm+n
√
θq
√
(m+ q)!
m!
δm+q,n.
=
∑
m
e−
|κ|2
θ
|κ|2mκ¯q√
m!(m+ q)!θ2m+q
√
θq
√
(m+ q)!
m!
= κ¯q.(3.21)

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From this proposition, coherent states can be evaluated on every linear
combinaison of zq and z¯p, p, q ∈ N, so polynomials belong to the unitization
A˜.
We come now to the main theorem of this section, which shows that causal
relations are possible between coherent states on Moyal plane:
Theorem 3.2. Let us suppose that two coherent states ωξ, ωϕ correspond to
the complex scalars κ1, κ2 ∈ C. Those coherent states are causally related,
with ωξ  ωϕ, if and only if ∆κ := κ2 − κ1 is inside the convex cone of
C defined by λ = 1+i√
2
and λ¯ = 1−i√
2
(i.e. the argument of ∆κ is within the
interval [−π4 , π4 ]).
Proof. Let us first prove the sufficient condition, i.e. we suppose that ∆κ =
κ2 − κ1 = µλ + νλ¯ for some µ, ν ≥ 0. We want to show that ∀a ∈ C,
ωϕ(a)− ωξ(a) ≥ 0. Using the definition of the coherent states in the matrix
basis, this is equivalent to prove that:
(3.22)
∑
mn
(ϕ¯mϕn − ξ¯mξn)amn ≥ 0
for an arbitrary matrix (amn)mn∈N such that (αmn)mn∈N and (βmn)mn∈N, as
defined by (3.8) and (3.9), are semi-positive definite matrices.
Let us define the following curve, with t ∈ [0, 1], within the set of pure
states:
(3.23) χm(t) :=
1√
2πθ
e−
|κ1|
2
2θ e−
∫ t
0 ds κ¯
′(s)κ(s)
θ
κ(t)m√
m!θm
,
where κ(t) := κ1+ t(κ2−κ1) = κ1+ t∆κ is the straight line between κ1 and
κ2. This curve is normalized since:
(3.24)∑
m
|χm(t)|2 = 1
2πθ
∑
m
e−
|κ1|
2
θ e−
∫ t
0 ds (κ¯
′(s)κ(s)+κ′(s)κ¯(s))
θ
(|κ(t)|2)m
m!θm
=
1
2πθ
,
with
∫ t
0 ds (κ¯
′(s)κ(s)+κ′(s)κ¯(s)) =
∫ t
0 ds (κ¯(s)κ(s))
′ = |κ(t)|2−|κ1|2. More-
over:
(3.25) χ¯m(0)χn(0) =
1
2πθ
e−
|κ1|
2
θ
κ¯m1 κ
n
1√
m!n!θm+n
= ξ¯mξn,
(3.26) χ¯m(1)χn(1) =
1
2πθ
e−
|κ1|
2
θ e−
|κ2|
2−|κ1|
2
θ
κ¯m2 κ
n
2√
m!n!θm+n
= ϕ¯mϕn,
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so using the second fundamental theorem of calculus, our constraint (3.22)
becomes:
(3.27)∑
mn
(χ¯m(1)χn(1)− χ¯m(0)χn(0))amn =
∫ 1
0
dt
∑
mn
(χ¯m(t)χn(t))
′amn ≥ 0.
Since (αmn)mn∈N is semi-positive definite, by (3.8) we obtain that, for
every vector ψm ∈ L2(N):∑
mn
ψ¯mαmnψn
=
1√
θ
∑
mn
ψ¯m(am+1,nλ
√
m+ 1 + am,n+1λ¯
√
n+ 1− am−1,nλ¯
√
m− am,n−1λ
√
n)ψn
=
1√
θ
∑
mn
[
(λ
√
mψ¯m−1 − λ¯
√
m+ 1ψ¯m+1)ψn + (λ¯
√
nψn−1 − λ
√
n+ 1ψn+1)ψ¯m
]
amn
≥ 0. (3.28)
Doing the same with (βmn)mn∈N and (3.9), we obtain:
(3.29)
1√
θ
∑
mn
[
(λ¯
√
mψ¯m−1 − λ
√
m+ 1ψ¯m+1)ψn + (λ
√
nψn−1 − λ¯
√
n+ 1ψn+1)ψ¯m
]
amn ≥ 0,
and thus with the positive combination µ (3.29) + ν (3.28) we get:∑
mn
[(
∆κ√
θ
√
mψ¯m−1 − ∆κ√
θ
√
m+ 1ψ¯m+1
)
ψn
+
(
∆κ√
θ
√
nψn−1 − ∆κ√
θ
√
n+ 1ψn+1
)
ψ¯m
]
amn ≥ 0.(3.30)
Now for any given t ∈ [0, 1], we can choose ψm = χm(t). We have that:
χ′m(t) =
1√
2πθ
e−
|κ1|
2
2θ e−
∫ t
0 ds κ¯
′(s)κ(s)
θ
κ(t)m−1√
m!θm
m κ′(t)
− 1√
2πθ
e−
|κ1|
2
2θ e−
∫ t
0 ds κ¯
′(s)κ(s)
θ
κ(t)m+1√
m!θm
κ¯′(t)
θ
=
∆κ√
θ
√
mχm−1(t)− ∆κ√
θ
√
m+ 1χm+1(t)
=
∆κ√
θ
√
mψm−1 − ∆κ√
θ
√
m+ 1ψm+1.(3.31)
So the inequality (3.30) gives us, for every t ∈ [0, 1]:
(3.32)
∑
mn
[
χ¯′m(t)χn(t) + χ
′
n(t)χ¯m(t)
]
amn =
∑
mn
(χ¯m(t)χn(t))
′amn ≥ 0,
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which implies the constraint (3.27). Hence the sufficient condition is proved.
Now we turn into the necessary condition. We want to show that, when
the argument of ∆κ is not in the interval [−π4 , π4 ], then ωξ 6 ωϕ, which
means that there exists an element in C such that ωϕ(a)− ωξ(a) < 0.
Let us consider the function a := λz + λ¯z¯, with z = x0+ix1√
2
. Using
the same computation than in Proposition 3.2 and linearity, we have a =∑
mn amnfmn with
amn =
λ
2πθ
〈z, fmn〉+ λ¯
2πθ
〈z¯, fmn〉
= λ
√
θ
√
m+ 1δm+1,n + λ¯
√
θ
√
n+ 1δm,n+1,(3.33)
and
ωϕ(a)− ωξ(a)
= 2πθ
∑
mn
(ϕ¯mϕn − ξ¯mξn)amn
=
∑
mn
(
e−
|κ2|
2
θ
κ¯m2 κ
n
2√
m!n!θm+n
− e− |κ1|
2
θ
κ¯m1 κ
n
1√
m!n!θm+n
)
amn
=
∑
m
(
e−
|κ2|
2
θ
|κ2|2mκ2√
m!(m+ 1)!θ2m+1
− e− |κ1|
2
θ
|κ1|2mκ1√
m!(m+ 1)!θ2m+1
)
λ
√
θ
√
m+ 1
+
∑
m
(
e−
|κ2|
2
θ
|κ2|2mκ¯2√
m!(m+ 1)!θ2m+1
− e− |κ1|
2
θ
|κ1|2mκ¯1√
m!(m+ 1)!θ2m+1
)
λ¯
√
θ
√
m+ 1
=
∑
m
(
e−
|κ2|
2
θ
|κ2|2m
m!θm
(λκ2 + λ¯κ¯2)− e−
|κ1|
2
θ
|κ1|2m
m!θm
(λκ1 + λ¯κ¯1)
)
= λ∆κ+ λ¯∆κ = |∆κ|epi4+θ∆κ + |∆κ|e−pi4−θ∆κ = 2|∆κ| cos
(π
4
+ θ∆κ
)
(3.34)
where ∆κ = |∆κ|eθ∆κ with θ∆κ ∈] − π, π]. This is negative when θ∆κ /∈
[−3π4 , π4 ].
If we do the same with a˜ := λ¯z + λz¯, we find:
ωϕ(a˜)− ωξ(a˜) = λ¯∆κ+ λ∆κ
= |∆κ|e−pi4+θ∆κ + |∆κ|epi4−θ∆κ
= 2|∆κ| cos
(
−π
4
+ θ∆κ
)
,(3.35)
which is negative when θ∆κ /∈ [−π4 , 3π4 ]. Hence, if θ∆κ /∈ [−π4 , π4 ], one of the
functions a or a˜ contradicts the causality condition.
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In order to finish the proof, we need to verify that a and a˜ are in C, i.e. that
(αmn)mn∈N, (βmn)mn∈N, (α˜mn)mn∈N and (β˜mn)mn∈N are semi-positive defi-
nite matrices.
We have:
αmn = β˜mn = λ
2
√
m+ 1
√
m+ 2 δm+2,n + |λ|2(m+ 1) δm,n
+|λ|2(m+ 1) δm,n + λ¯2
√
m− 1√mδm,n+2
−|λ|2(m) δm,n − λ¯2
√
m
√
m− 1 δm,n+2
−λ2√m+ 2√m+ 1 δm+2,n − |λ|2(m) δm,n
= 2|λ|2 δm,n = 2 δm,n,(3.36)
which is clearly semi-positive definite, and
βmn = α˜mn = |λ|2
√
m+ 1
√
m+ 2 δm+2,n + λ¯
2(m+ 1) δm,n
+λ2(m+ 1) δm,n + |λ|2
√
m− 1√mδm,n+2
−λ2(m) δm,n − |λ|2
√
m
√
m− 1 δm,n+2
−|λ|2√m+ 2√m+ 1 δm+2,n − λ¯2(m) δm,n
= (λ2 + λ¯2) δm,n = 0,(3.37)
which is the null matrix. 
Theorem 3.2 explicitly shows us that causal relations between some pure
states on Moyal place are possible. Surprisingly, the causal structure be-
tween the coherent states mimics the causal structure on the usual Minkowski
space, using future (and past) cones of light defined on C ∼= R1,1 and with the
identification of the real line of C with the time line of R1,1. The causality
between Gaussian functions centered on specific points corresponds exactly
to the usual causality between those points, if we interpret the coherent
states as translations of the ground state f00. Since in quantum mechan-
ics, coherent states are exactly the states that are expected to behave as
classically as possible, the obtained result, which is the first explicit causal
relation discovered on Moyal plane, clearly reaches this expectation. How-
ever, coherent states only represent a small part of the possible states on
Moyal plane, so the complete causal structure could be far richer. The possi-
ble causal relations between generalized states will be the subject of a future
investigation.
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