We consider the Cauchy problem of the semilinear damped wave system:
where u(t, x) = (u 1 (t, x), . . . , u m (t, x)) with m 2 and j = 1, . . . ,m.
We show the asymptotic behavior of solutions under the sharp condition on the nonlinear exponents, which is a natural extension of the results for the single nonlinear damped wave equations [21] , Hayashi et al. (2004) [9] , Hosono and Ogawa (2004) [10] . The proof is based on the L p -L q type decomposition of the fundamental solutions of the linear damped wave equations into the dissipative part and hyperbolic part Hosono and Ogawa (2004) [10] , [21] .
Introduction
We consider the asymptotic behavior of the solution for the system of semilinear damped wave equations. Let n 1 and m 2. We study the following nonlinear damped wave system: The second aim is to show that the uniform estimate (1.2) is indeed optimal and there exists a solution that has the decay exactly given by (1.2) . This may be shown by identifying the self-similar asymptotic profile of the decaying solution in terms of the heat kernel G t (x). Namely we show that the behavior of the solution at t → ∞ is identified by the heat kernel under the same condition on {p j,k } m j,k=1
for the global existence. For 1 j m and 1 p ∞, This estimate (1.3) shows the lower bound of the decay of the solution and the uniform decay estimate (1.2) is optimal.
For the single nonlinear damped wave equation 4) there are many results on the global solution and the asymptotic profile of the solution. In particular, it is well known that there exists a critical exponent p * = 1 + 2 n such that if p > p * then the equation has the time global solution for small initial data and if p p * then the solution may blow up in a finite time even if the initial data is small. This is shown by Todorova and Yordanov [29] and Zhang [31] (cf. [9] [10] [11] [12] [13] [14] [16] [17] [18] [19] [20] [21] [22] 24] ). This exponent is known as the Fujita exponent (Fujita [6], Hayakawa [8] , Weissler [30] ) and the same exponent plays a similar role for the case of (single) semilinear heat equations. It is also known that if p > p * , the solution u(t) to (1.4) behaves like the heat kernel, that is,
where M is a constant determined by a solution itself [9, 21, 10] . See Gallay and Raugel [7] and Karch [13] for more general case. Such properties of solutions for nonlinear diffusive equations were firstly observed in the study for the semilinear heat equations (Escobedo and Zuazua [5] 
For the general case (1.1), Ogawa and Takeda [23] proved the existence of the global solution under some condition, which includes the results of [27] and [28] .
On the other hand, there are few studies concerning the sharp decay property of the solution of the nonlinear damped wave system. In this paper, we consider the critical condition for the exponents
to ensure the optimal decay of the global solution to (1.1) for small data and so that the asymptotic profile of the solution may be derived.
Since the solution of the nonlinear damped wave equation has a diffusive nature as t → ∞ (cf. [21, 17, 10, 20] ), one may expect that the exponent p * = 1 + 2 n for the single equation also plays the crucial role for the case of the system (1.1). Indeed, we partially concluded in [23] that large time behavior of the solution to (1.1) is classified by certain critical condition. However, none of the method of [27, 28, 23] is not directly applicable to obtain the asymptotic behavior of solutions for (1.1), since those methods do not provide the sharp decay estimate for the each component of the system. This basic difficulty stems from the choice of the function spaces, where we selected the spaces for each com-
. Paradoxically, that choice prevents to obtain the best possible decay estimate for the solution. In this paper, we choose the function space to construct all components of the solution for (
. This choice makes us possible to extract the optimal decay estimate from the system whose nonlinearity is connected strongly in every component. 
Let us define the mild solution of the system (1.1) in the following:
a mild solution of the system (1.1) over
satisfies the integral equations;
where the evolution operators K 0 (t) and K 1 (t) of the linear damped wave equation are given by
.
(1.8)
Here we denote the Fourier and Fourier inverse transform of f byf = F f andf = F −1 f , respectively.
Our theorem is the following: of the system (1.1) in the class
where j = 1, . . . ,m.
Remark. For m 2, the corresponding result to the nonlinear heat system appears in [4, 25, 26, 2] .
In the case m = 2, the corresponding results for the nonlinear wave system is known. See [3, 15, 1] .
Our second aim is to show the asymptotic profile and sharp lower bound on the decay estimate obtained in Theorem 1. This corresponds to the results for single nonlinear damped wave equations [21, 9, 10] 
Remark. Our method is applicable to the corresponding nonlinear heat system with sign changing data, since our proof does not rely on the positivity of the solution.
Remark. The reason why our results are restricted into the lower dimensional cases 1 n 3 is partially because the asymptotic decomposition of the solution of the damped wave equation by the solutions of the heat and the wave equation is possible only when the dimension is less than or equal to three. The higher dimensional decomposition was done by Narazaki [20] however the decomposition is not quite the terms of solution of the heat nor wave equation. 
and e − t 2 W 1 (t) decays faster than the dissipative part. Indeed, the decay order of the solution is determined by the dissipative part except "hyperbolic singularities". From the decomposition (1.11), we obtain the condition (1.9) in Theorem 1 and Theorem 2 as follows: If we assume formally that for 1
and p j,l > 1 for some l ∈ {1, . . . ,m}, then we obtain the following asymptotic behavior:
by the asymptotic expansion (1.11), we see that
must have a sufficient decay in order to obtain the convergence of time integration in t. Namely we require
(1.12)
hence the nonlinear effect decays faster and we may obtain the best possible decay of the solution as the solution of the linear damped wave equation. Although the above observation is a formal reduction, the estimate (1.12) yields us to obtain the sharp decay of the solution of the system (1.1) indeed.
As is mentioned in the above, we obtained in [23] that there exists the time global solution for the system (1.1), under the different condition from the assumption (1.9). The condition in [23] is described as the exponent matrix in the following way. Letting 
(1.14)
Namely, if any of the corresponding exponent α j n 2 then the solution blows up in a finite time and if all of the exponents are below the critical number n 2 then the solution exists globally in time. However, using the assumptions (1.13) and (1.14) in [23] , it seems difficult to obtain the sharp decay (1.10), since the method essentially relies on the systematic choice of the function scale to adjust the nonlinear growth and it simply provides the global existence and it indeed abandons the optimality for the decay order. Our Theorem 2 shows that the solution has the optimal decay estimate under the new assumption
which gives an asymptotic form of the each component of the solution. We note that taking into account the results for the single case [21, 9, 10] , the asymptotics is desired one.
We conclude this section by giving notation used in this paper. Letf denote the Fourier transform of f defined by
B a (0) = {x ∈ R n , |x| < a} stands for n dimensional ball with radius a > 0. c B a (0) is the exterior of the ball B a (0). We denote the several positive constants by C without confusions. These constants may change from line to line.
Preliminaries
In this section, we prepare several lemmas for the proof of Theorem 1 and Theorem 2. We recall the evolution operators of the linear wave equation:
The evolution operators of wave equation W 0 (t) and W 1 (t) are estimated as follows:
where W 0 (t) f and W 1 (t)g are defined by (2.1).
The proof of Lemma 3 is well known (cf. [10, 21] ). Our analysis is based on L p -L q estimates for solutions of the linear damped wave equation. In the case n = 1, 2 and 3, the estimates are known by several authors. [17, 21, 10, 20, 28] .) Let 1 n 3, 1 q p (2.5) where K 0 (t)g and K 1 (t)g are defined by (1.7) and (1.8).
Lemma 4. (See
∞ and g ∈ L q (R n ). Then, there exist some constants C > 0 such that for all t > 0, K 0 (t) − e − t 2 W 0 (t) − e − t 2 t 8 W 1 (t) g L p (R n ) C (1 + t) − n 2 ( 1 q − 1 p ) g L q (R n ) , (2.2) K 1 (t)g − e − t 2 W 1 (t)g L p (R n ) C (1 + t) − n 2 ( 1 q − 1 p ) g L q (R n ) , (2.3) K 0 (t) − e − t 2 W 0 (t) − e − t 2 t 8 W 1 (t) − e t g L p (R n ) Ct − n 2 ( 1 q − 1 p )−1 g L q (R n ) , (2.4) K 1 (t)g − e − t 2 W 1 (t)g − e t g L p (R n ) Ct − n 2 ( 1 q − 1 p )−1 g L q (R n ) ,
Remark. It is well known that
(2.6) Thus when p = q, by (2.4), (2.5) and (2.6),
The following lemma is useful to estimate the decay order of the solution. 
Existence of global solution and the optimal decay estimates
In this section, we give the proof of Theorem 1. We definep j as
We let
By the Duhamel principle and the expression of the linear equation (3.1), we have the following integral system corresponding to (1.1): The solution can be constructed in the complete metric space
To prove the global existence of the solution for the system (1.1), the next proposition plays the essential role. 
Thus, we see
and by Lemma 3 and Lemma 4
(3.8)
Let us
To obtain the estimate for I 1 , we note that for arbitrary j ∈ {1, . . . ,m}, there exists l ∈ {1, . . . ,m} such that p j,l 1. Thus we see
wherep j := m k=1 p j,k . Moreover, it follows from Lemma 4, (3.9) and Lemma 5 that we obtain 
By (3.9), we obtain
Combining the above estimates (3.7), (3.8) (3.10) and (3.11), we see
To estimate L ∞ norm of Φ j [u](t), we use Lemma 4 again to see
We define J 1 and J 2 by
When n = 1, n = 2 or n = 3 with min 1 j mp j 2, by the similar way of (3.10), we see
When n = 3 andp j = m k=1 p j,k < 2, and we let
Then it follows that
On the other hand, using the assumption (1.5), we see
The last term J 2 decays faster than J 1 . Thus we have
(3.13)
Observing (3.12) and (3.13) and by the assumption (3.4) for M, we have
where we choose C 0 > 0 for (3.3) and C 1 > 0 for (3.4) as C in (3.14). Thus we have the desired estimate (3.5).
Next, we prove the estimate (3.6). Let us u, v ∈ X . Observing that
t).
We claim that 
Using the assumption (1.6), we see
Thus when r = 1, by (2.3), we have
. Next, we show the estimate for r = 2,
By Lemma 3 and the estimate (3.19), we obtain
Combining the estimates (3.20) and (3.21), we conclude the claim (3.15) and we have (3.17) . Analogously, we see
and the estimate (3.18). The estimates (3.17) and (3.18) yield
where we choose
Proof of Theorem 1, continued. Proposition 6 shows that for sufficiently small initial data (a j ,
is a contraction mapping. By the Banach fixed point theorem, there exists a fixed point u ∈ X such
Hence we obtain the solution {u j (t)} m j=1
to the system (3.2) and {u
satisfying the estimates (1.10). 2
Asymptotic behavior
To describe the asymptotic profile of the solution of (1.1), we need some notation; For the solution
be the solution of the nonhomogeneous linear heat equation to (1.1): for 1 p ∞,
as t → ∞.
Remark. Proposition 7 states that the main term of the solution of (1.1) is asymptotically expressed by v j (t). And we note that the decay order in (4.2) is optimal since it is well known that the decay rate in the linear estimate (2.4) and (2.5) is best available.
Proof of Theorem 7.
Noting that the solution of (4.1) is expressed as
Using the linear estimates, we have
We recall the estimates (1.10) and we have forp j = m k=1 p j,k ,
Therefore, by Lemma 3,
To estimate L 1 , we use the identity; for a, b, c ∈ R,
Observing that all of the evolution operators K 
, the estimates (2.3), (2.8) and (4.4), we have
The second term L 1,2 is estimated as follows;
For the third term L 1,3 , it follows from Lemma 3, (2.3) and Lemma 5 that
(4.8)
Combining (4.6), (4.7) and (4.8), we see
Thus, Proposition 7 is concluded by (4.3), (4.5) and (4.9). 2
Proof of Theorem 2. Since
, we note that the nonlinear terms F j (u) are estimated by
Then the proof of Theorem 2 is reduced to show the following: (1−
(0)
0 ( c B t 1/4 (0)) 
By the mean value theorem, there exists some constantθ ∈ [0, 1] such that 
Namely, we have (4.11) and Theorem 2 is concluded. 2
