I. Introduction
In this article we consider finite undirected graphs G with vertex set V=V(G ) and edge set E(G). For any subset W of V(G ), the subgraph induced by W will be denoted (W). For terms not defined explicitly here, we refer the reader to [5] .
The study of edge-disjoint cycles in graphs has a history of interesting research problems, nicely chronicled in [1] . Our interest in the present article is in finite sequences of edge-disjoint cycles whose vertex sets are nested. The first mention of this question of which we are aware occurs in [4] , where it is conjectured that there is a constant c such that graphs with n vertices and at least cn edges must contain edge-disjoint cycles C 1 and C 2 with V(C 1 )$V(C 2 ). This conjecture was verified by Bolloba s in [3] , where he showed that 7n&30 edges suffice for n 7. Additionally, Bolloba s was able to insist that C 2 should exclude any preassigned vertex. The natural question, at that point, was whether or not one can do something similar for more than two cycles. Indeed, Bolloba s in [3] conjectured that for each natural number k there exists c k such that graphs with n vertices and at least c k n edges must contain edge-disjoint cycles
. The conjecture appears in [3, p. 398, no. 17] and, as far as we know, has remained open. In this article we settle this conjecture in the affirmative, with our Corollary 2. Our argument establishing this, the proof of Theorem 2, focuses on minimum degree rather than the number of edges. As corollaries to our main result, Theorem 2, we obtain an improvement of the 7n&30 result to 5n&22, although we note that we do not manage to avoid a prescribed vertex, as is done in [3] . Theorem 1. Let G be a graph with minimum degree $(G ) 6. Then G has two edge-disjoint cycles C 1 and C 2 with V(C 1 )$V(C 2 ).
The following folk-theorem, easily proven by induction, will be used repeatedly in this article. Corollary 1. Let G be a graph on n 7 vertices with at least 5n&14 edges. Then G contains two edge-disjoint cycles C 1 and C 2 with V(C 1 )$ V(C 2 ). Corollary 1 follows from the application of Lemma 1 with m=6 to Theorem 1. Now, for any positive integer k we define
It is readily seen that f (1)=2, f (2)=6, and f (k+1)=6f (k)&6. The following is a generalization of Theorem 1.
An immediate consequence of Theorem 2 and Lemma 1 is the following.
II. Proof of Theorem 2
We will prove Theorem 2 inductively on k. When k=1, f (1)=2 and the statement is obvious. Assume that Theorem 2 is true for k and note that f(k)= 1 6 ( f (k+1))+1. It is readily seen that Theorem 2 follows from the following lemma.
Lemma 2. If G is a graph with minimum degree $(G ) d 5, then G has a cycle C and a subgraph H with V(H ) V(C), E(H) E(G)&E(C), and $(H ) 1+dÂ6.
Proof. Let x 0 be a vertex of G. We will consider paths beginning at x 0 , called x 0 -paths. If x 0 , x 1 , ..., x p is an x 0 -path, then x p is called the endvertex of the path. First we note that if P: x 0 , x 1 , ..., x p is a longest x 0 -path, then the neighbors of x p must be on P, that is
since otherwise P could be continued to a longer path. For every longest x 0 -path P: x 0 , x 1 , ..., x p , we define l(P) to be the smallest subscript i such that x i is adjacent to x p . For the remainder of this proof we fix a longest path P: x 0 , x 1 , ..., x p with the property that l(P)=l is minimum. Let C be the cycle
We will show that C is the cycle we seek. Let Q: x 0 =v 0 , v 1 , v 2 , ..., v p be a longest x 0 -path. If v p is adjacent to v j , then j l and the path
is another longest x 0 -path. We call Q* a simple transform of Q, and the result of a sequence of simple transforms we will call a transform of Q.
By the minimality of l, we have:
Let L be the set of all end vertices of transforms of P and let T= [
From the definitions we have:
The following claim was proven in [2] . For the sake of completeness we give the proof here.
Proof. To the contrary, suppose that x i is adjacent to x j but x j Â L _ T. Let P i be a transform of P which has x i as the end vertex, and let the successor of x j along P i be x m . Then clearly x m is the end vertex of a simple transform of P i , so x m Â [x j&1 , x j+1 ] or else x j # T. So, one of the edges x j&1 x j or x j x j+1 was removed in one of the simple transforms leading from P to P i . But in that simple transform, x j was placed in either L or T, establishing the claim. We now define a subgraph H* of G with vertex set L _ T and all edges xy with x, y # L _ T and at least one of x and y in L. That is, H* is (L _ T) with the edges of (T) removed. Let H be the subgraph of H* obtained by removing from H* any edges of C and any isolated vertices which may result after the removal of those edges. For a vertex x in H, we now consider the neighborhood of x in H and the degree of x in H, denoted respectively N H (x) and d H (x). Clearly for each x # L we have
We easily see that Lemma 2 follows from the following: 
From the definition of H we have
Note that |N
Combining (3) and (4) we have
Now, combining (2) and (5) we have (dÂ6)( |L| +|S| )>1Â2(d&2)|L| + 1 2 |S| or
Since d 5, dÂ6& 1 2 >0, so |S| > |L|, a contradiction. K
III. Small n
For n 5 we define g(n) to be the smallest number such that every graph with n vertices and g(n) edges has edge disjoint cycles C 1 and C 2 with V(C 1 )$V(C 2 ). We easily determine g(n) for 5 n 8 and tabulate the results. The arguments establishing these values are routine. For example, assuming that g(7) 15, we can show that g(8) 18 by noting that if G has 8 vertices, 18 edges, and $ 3, then deleting a vertex of degree 3 or less leaves 7 vertices and at least 15 edges. On the other hand, if G has $ 4, then G is Hamiltonian. Deleting the 8 edges of a Hamiltonian cycle leaves 8 vertices and 10 edges, and there is a second cycle. Note that for 6 n 8, the announced value of g(n) is 3n&6. The graph P 3 Ä K n&3 shows that 3n&7 edges is not sufficient for any n, that is g(n) 3n&6 for all n 5. The following is a slight strengthening of Corollary 1.
Corollary 3. For n 8, g(n) 5n&22.
Proof. By induction on n. It has already been noted that g(8)=18. Make the appropriate induction assumption. If G has $ 6, use Theorem 2 with k=2. If $ 5, delete a vertex of small degree and use the induction hypothesis.
We believe that g(n)=3n&6 may hold for all n 6. This would follow for example if one could show that $ 4 is sufficient to force the existence of edge-disjoint cycles C 1 and C 2 with V(C 1 )$V(C 2 ). Finally in this section, we note that P 2k&1 ÄK n&2k+1 is a graph with no k edge-disjoint cycles
IV. Related Questions
Peter Hamburger (private communication) has asked how many edges or what minimum degree will force the existence of a cycle with as many chords as it has vertices. We note that P 3 ÄK n&3 has no such cycle. A related but easier question is answered in the following.
Theorem 3. Let G be a graph with n vertices and minimum degree at least 2 -n. Then G has a cycle C with at least n chords.
Proof. Choose C as in the proof of Theorem 2. Then C contains at least 2 -n end-vertices of transforms, and each of these has all its neighbors in C. Hence in the subgraph induced by the vertices of C there are at least (2 -n)(2 -n)Â2=2n edges and at least n of these are chords of C. K Graphs satisfying the hypothesis of Theorem 3 must have n 3Â2 edges. A graph G consisting of 1Â2 -2n copies of K -2n has almost as many edges but contains no such cycle.
Perhaps the most attractive related question is the following: How many edges are necessary to force the existence of two edge-disjoint cycles with the same vertex set? Since K 4, 4 has such a cycle, some constant times n 7Â4 is sufficient, but the best answer should be much smaller.
