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THE OHIO STATE UNIVERSITY
Abstract. We prove a Berry-Esseen theorem, a local central limit theorem
and (local) large and (global) moderate deviations principles for i.i.d. (uni-
formly) random non-uniformly expanding or hyperbolic maps with exponential
first return times. Using existing results the problem is reduced to certain ran-
dom tower extension in the sense of Young, which is the main focus of this
paper. On the random towers we will obtain our results using contraction
properties of random complex equivariant cones with respect to the complex
Hilbert projective metric.
1. Introduction
Limit theorems for deterministic expanding or hyperbolic dynamical systems is
a well studied topic. Such results are often proved using the spectral theory of an
underlying family of complex transfer operators, what these days is often referred
to as the Nagaev-Guivarc´h method (see [20, 32]). Since then there were several
extensions to certain classes of non-uniformly expanding or hyperbolic deterministic
dynamical systems (see [21, 37] and references therein), where the most general
approach is based on tower extensions in the sense of Young [42, 43].
A random dynamical system is generated by a probability (or measure) preserv-
ing system system (Ω,F , P, σ), and a family of maps fω, ω ∈ Ω. The random orbit
of a point x is generated by compositions fnωx = fσn−1ω ◦· · · fσω ◦fωx of these maps
along trajectories of the “driving” system (Ω,F , P, σ). One of the first authors to
study limit theorems for random dynamical systems is Kifer [33, 34] which, in partic-
ular, proved large deviations principles and central limit theorems for several classes
of random uniformly expanding maps. Recently (see [3, 6, 11, 12, 13, 14, 15, 23, 29]
and references therein) there has been a growing interests in additional limit the-
orems for random expanding or hyperbolic dynamical systems. We also refer to
[4, 9, 26, 31, 38] for central limit theorems for some classes of time dependent (se-
quential) dynamical systems which are not necessarily random. In particular, in
[13, 23] a local central limit theorem (LCLT) was proved for the first time in the
context of random (expanding) dynamical systems, while in [23] a Berry-Esseen
theorem was also proved for the first time in the random expanding case. In [14]
the authors proved an LCLT for random uniformly hyperbolic maps, while in [16],
together with the first author of [13] we extended the Berry-Esseen theorem for
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2such maps. Both approaches were based on certain (different) types of spectral
method for complex random operators.
Limit theorems for random non-uniformly expanding or hyperbolic maps are still
not fully studied. In [5] the authors presented the notion of a random Young tower
and showed that certain classes of random i.i.d. unimodel maps admit a random
tower extension, and obtained almost sure rates of mixing (decay of correlations).
Results in this directions were also obtained later by several authors [1, 6, 7, 8, 19].
In [41] the author proved an almost sure invarinace principle (ASIP) for random
Young towers. While the ASIP is a power statistical tool which is much stronger
than the usual CLT, it does not imply the Berry-Esseen theorem, the local CLT or
the moderate and large deviations principle.
In this paper we will prove a Berry-Esseen theorem, a local central limit theo-
rems and large and moderate deviations theorems for maps which admit a random
(uniform) tower extensions. Our results will be applicable then to i.i.d. uniformly
random non-uniformly expanding or hyperbolic maps with exponential first return
times. In the partially expanding case the limit theorems hold true when the initial
measure is µω is equivalent to the Lebesgue measure and (fω)∗µω = µσω (i.e. µω is
an equivariant family1), while in the partially hyperbolic case µω is an equivariant
family of physical measures. For the best of our knowledge the are no other results
in this direction even for specific cases with exponential tails. Our approach here is
spectral; generalizing the ideas in [36], we construct random cones and show that
the (appropriately floor-wise normalized) random transfer operators on the random
tower are projective contractions of these cones (with respect to the corresponding
Hilbert metrics). Then we apply the complex conic-perturbations theory of Rugh
[40] (see also [17, 18]) and show that appropriate complex perturbation of the above
random transfer operators strongly contract these cones. Then we apply a general
results from [23] which extends Rugh’s complex spectral gap theory to compositions
of random complex transfer operators. This results in a random complex Ruelle-
Perron-Frobenius (RPF) theorem, and once this theorem is established the limit
theorems are derived using ideas from [23].
The paper is organized as follows. In Section 2 we will obtain certain abstract
results for random Young towers. We will prove there a random Lasota-Yorke type
inequality for random complex transfer operators generated by the Jacobian of the
tower map, and construct certain types of random partitions. Using these parti-
tions, we define random complex cones and show that the above complex transfer
operators are strong contractions of these cones, and derive the RPF theorem. Sec-
tion 3 is devoted to application of this RPF theorem to limit theorem, while, as in
applications, in Section 4 we describe two types of models which admit a random
tower extension with exponential tails.
2. Abstract results on non-invertible random towers
2.1. Preliminaries. Let (Ω,F , P ) be a probability space and σ : Ω → Ω be an
invertible measure preserving transformation. Let (M,M) be a measurable space.
Our setup consist of a family of measurable sub-spaces Mω ⊂ M and maps fω :
Mω → Mσω. Moreover, there are measurable subsets ∆ω,0 of Mω and countable
measurable partition {Λω,i} of ∆ω,0 so that for any ω and i there is a minimal
1in the terminology of [7] µω are “sample stationary measures”
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positive integer Rω,i such that
fRω,iω ∆ω,i ⊂ ∆σRω,iω,0
where for each n we define fnω = fσn−1ω ◦ · · · ◦ fσω ◦ fω. Furthermore, fRω,iω |Λω,i →
∆σRω,i ,0 is a measurable bijection for each i. Our measurability assumption are
as follows. We assume that the map ω → Rω,i is measurable for each i, that the
sets Mω and Λω,i, i ∈ N are measureable in ω in the sense of Section 3 in [10], and
that the map (ω, x) → fω(x) is measureble in both ω and x with respect to the
σ-algebra on the skew-product space {(ω, x) : x ∈ Mω} induced from the product
σ-algebra T ×M.
Next, for any fixed ω we view {Rω,i} as a function Rω : ∆ω,0 → N by defining
Rω|Λω,i ≡ Rω,i. We define now a random tower ∆ω = ∪ℓ≥0∆ω,ℓ as follows: for any
ℓ ≥ 1 we set
∆ω,ℓ = {(x, ℓ) : x ∈ ∆σ−ℓω,0, Rσ−ℓω(x) ≥ ℓ+ 1}.
We will also identify between ∆ω,0 and ∆ω,0 × {0}. The above partitions induce a
partition Qω = {∆ω,ℓ,i : (ℓ, i) ∈ Gω} of ∆ω, where ∆ω,ℓ,i = Λσ−ℓω,i × {ℓ} and Gω is
the set of pairs (ℓ, i) so that Rσ−ℓω,i > ℓ.
We define a map Fω : ∆ω → ∆σω by
Fω(x, ℓ) =
{
(x, ℓ+ 1) if Rσ−ℓω(x) > ℓ+ 1
(f ℓ+1
σ−ℓω
x, 0) if Rσ−ℓω(x) = ℓ+ 1
.
For any n ≥ 1, the n-th order “cylinder” partition of ∆ω is given by
Cω,n =
n−1∨
i=0
(
F iω
)−1Qσiω
where
F iω = Fσi−1ω ◦ · · · ◦ Fσω ◦ Fω.
Given a point x ∈ ∆ω we denote by Cω,n(x) the unique n-th order cylinder
containing x. Then the cylinder Cω,n(x) depends only on Cω,1(x) and the sets
Λσjω,ij , 1 ≤ j < n so that F jωx ∈ Λσjω,ij ×{0}. We define a separation time on ∆ω
by setting2 sω(x, y), x, y ∈ ∆ω to be the first time n so that x and y do not belong
to the same partition element in Cω,n (when there is no such n we set sω(x, y) =∞).
Next, let mω be a family of probability measures on ∆ω,0 so that with some
C > 0 for P -almost any ω we have
(2.1)
∞∑
ℓ=0
mσ−ℓω (Rσ−ℓω ≥ ℓ) ≤ C.
This family induces a finite uniformly bounded measure mω on ∆ω by identifying
Λω,ℓ,i with Λσ−ℓω,i. Henceforth, when there is no ambiguity, we will write mω
instead of mω.
2.1.1. Remark. Our main results in this paper concerning random towers are
Theorem 2.4.5 and its applications to limit theorems in Section 3. For these results
to holds true we will need the uniform exponential tails assumption (2.21), but
some of our intermediate results do not require (2.21) and we think they have some
2In terms of the maps {fω}, on the ℓ-th level of the tower ∆ω we have that sω(x, y) + ℓ is the
time the random orbit of x0 and y0 stays together in the since that all the returns to the random
bases occur thorough the same atom, where x = (x0, ℓ) and y = (y0, ℓ).
4interest by their own. Therefore, we have decided to begin our exposition only
under Assumption (2.1).
Let JFω be the Jacobian corresponding to Fω : (∆ω ,mω)→ (∆σω ,mσω ). Then
JFω equals 1 on points (x, ℓ) so that F (x, ℓ) = (x, ℓ+1). Let β ∈ (0, 1). We assume
that there is a constant A1 > 0 so that any ℓ ≥ 0 and x = (x0, ℓ), y = (y0, ℓ) ∈ ∆ω,ℓ,i
with Rσ−ℓω,i = ℓ+ 1 we have
(2.2)
∣∣∣∣JFωxJFωy − 1
∣∣∣∣ =
∣∣∣∣∣Jf
Rω−ℓ
ω−ℓ x0
Jf
Rω−ℓ
ω−ℓ y0
− 1
∣∣∣∣∣ ≤ A1βsσω(Fωx,Fωy)
where ω−ℓ = σ
−ℓω.
2.1.2. Remark. The above assumption is an assumption on the Jackobian of fRωω ,
and later on in Section 4 we will describe several types of maps fω for which it
holds true, but for the meantime we will present out results in the more abstract
setup of this section.
Iterating (2.3), we get that for some C1 > 0 and all n ≥ 1 and x, y which belong
to the same n-th length cylinder we have
(2.3)
∣∣∣∣JFnω xJFnω y − 1
∣∣∣∣ ≤ C1βsσnω(Fnω x,Fnω y).
We derive from (2.3) the following result:
2.1.3. Corollary. There exists a constant Q > 0 so that for any ω, k and x ∈ ∆ω
such that F jωx ∈ ∆σjω,0 for some 1 ≤ j ≤ k we have
Q−1mω(Cω,k(x)) ≤ 1
JF kωx
≤ Qmω(Cω,k(x))
Proof. We first assume that F kωx ∈ ∆σkω,0. Then the map F kω |Cω,k(x) is injective
and its image is ∆σkω,0. Let gk : ∆σkω,0 → Cω,k(x) be the corresponding inverse
branch. The corollary follows from (2.3) together with the equality
mω(Cω,k(x)) =
∫
∆
σkω,0
Jgkdmσkω.
In the general case, let j0 ≤ k be the maximal index so that F j0ω x ∈ ∆σj0ω,0. Then
Cω,k(x) = Cω,j0(x) and JF
k
ωx = JF
j0
ω x
which reduces the problem to the case when j0 = k. 
2.1.4. Remark. If F jωx /∈ ∆σjω,0 for any 1 ≤ j ≤ k then Cω,k(x) = ∆ω,ℓ,i =
Cω,r(x), where r is the first time that F
r
ωx ∈ ∆σrω,0 and ∆ω,ℓ,i is the atom con-
taining x. Therefore,
Q−1mω(Cω,k(x)) ≤ 1
JF rωx
=
1
Jf
R
σ−ℓω
σ−ℓω
x
≤ Qmω(Cω,k(x))
where x = (x0, ℓ). We conclude that for any cylinder Cω,k and any point x =
(x0, ℓ) ∈ Cω,k we have
Q−1mω(Cω,k) ≤ 1
J(fR)s
σ−ℓω
x0
≤ Qmω(Cω,k)
where s is the number of j’s between 1 and k so that F jωx ∈ ∆σkω,0.
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2.2. Random complex transfer operators. Next, let ϕω : ∆ω → R be a Ho¨lder
continuous function with respect to the pseudo-metric
dω(x, y) = β
sω(x,y)
so that (ω, x) → ϕω(x) is a measurable map. For any ω and n we consider the
random function
Sωnϕ =
n−1∑
j=0
ϕσjω ◦ F jω .
Since Fω is at most countable to one, for any complex number z we can define the
transfer operator P zω by
P zωg(x) =
∑
y:Fωy=x
1
JFω(y)
ezϕω(y)g(y),
where g : ∆ω → C and x ∈ ∆σω . The operator takes a function on ∆ω and returns
a function on ∆σω . Let us also consider the iterates of these operators
P z,nω = P
z
σn−1ω ◦ · · · ◦ P zσω ◦ P zω .
Then
P z,nω g(x) =
∑
y:Fnω y=x
1
JFnω (y)
ezS
ω
nϕ(y)g(y).
2.2.1. Weighted norm spaces. Let (vℓ)
∞
ℓ=0 be a monotone increasing strictly positive
sequence so that for any ω ∈ Ω,
(2.4)
∞∑
ℓ=0
vℓmσ−ℓω ({x0 : Rσ−ℓω(x0) ≥ ℓ) ≤ C2
for some C2 > 0 not depending on ω. Later on we will assume (2.21) and then we
could take vℓ = c1e
−cℓ for some c1, c > 0, but for the meanwhile we will obtain our
results for general sequences (vℓ). We define a norm on functions g : ∆ω → C as
follows:
‖g‖ω = ‖g‖s + ‖g‖h
where
‖g‖s = sup
ℓ
v−1ℓ ‖gI∆ω,ℓ‖∞, ‖g‖h = sup
ℓ
v−1ℓ
∣∣g∣∣
β,∆ω,ℓ
where for any A ⊂ ∆ω,
|g|β,A = sup
x,y∈A x 6=y
|g(x)− g(y)|
dω(x, y)
.
Note that
(2.5) ‖g‖L1(mω) ≤ C2‖g‖s
for any g. Indeed,
‖g‖L1(mω) =
∑
ℓ≥0
∫
∆ω,ℓ
|g|dmω
≤ ‖g‖s
∑
ℓ
vℓmω(∆ω,ℓ) = ‖g‖s
∞∑
ℓ=0
vℓmσ−ℓω (x0 : Rσ−ℓω(x0) ≥ ℓ).
62.2.2. A Lasota-Yorke inequality. We will here the following results.
2.2.1. Proposition. (i) For any N and ℓ so that N ≤ ℓ, a function g : ∆ω → C
and x, y ∈ ∆σNω,ℓ we have
(2.6) |P it,Nω g(x)| ≤ vℓ−N‖g‖s
and
(2.7) |P it,Nω g(x)− P it,Nω g(y)| ≤ (‖g‖hβN + (A|t| + 2β−1)‖g‖s)vℓ−NdσNω(x, y)
where A = (1− β)−1ess-sup supℓ |ϕω |β,∆ω,ℓ.
(ii) For any N and ℓ so that N > ℓ, a function g : ∆ω,ℓ → C and x, y ∈ ∆σNω,ℓ
we have
(2.8) |P it,Nω g(x)| ≤ Q
(∫
|g|dmω + βN‖g‖h · C2
)
:= RN (g)
and
(2.9) |P it,Nω g(x)− P it,Nω g(y)| ≤
(
C1 + 2β
−1 + |t|A)RN (g)dσNω(x, y)
where C2 comes from (2.4).
In particular
‖P it,Nω g‖σNω
≤ max
(
sup
ℓ≥N
vℓ−Nv
−1
ℓ
(
(1 + |A|t)‖g‖s + βN‖g‖h
)
, v−10 RN (g)(2 + C1 + |t|A)
)
.
In particular, for any compact sets j ⊂ R the operator norms ‖P it,Nω ‖ are uniformly
bounded in ω ∈ Ω, N ≥ 1 and t ∈ J .
Proof. Let g : ∆ω → C and ℓ,N ≥ 1. We assume first that N ≤ ℓ. Then for any
(x, ℓ) ∈ ∆σNω,l we have
|P it,Nω g(x, ℓ)| = |g(x, ℓ −N)eitS
ω
Nϕ(x,ℓ−N)| ≤ vℓ−N‖g‖s,
which yields (2.6). Moreover, for any xℓ = (x, ℓ), yℓ = (y, ℓ) ∈ ∆σNω,l that belong
to the same partition element, we have that
|P it,Nω g(xℓ)− P it,Nω g(yℓ)| = |eitS
ω
Nϕ(x,ℓ−N)g(xℓ−N )− eitS
ω
Nϕ(y,ℓ−N)g(yℓ−N )|
≤ |g(xℓ−N )− g(yℓ−N)|+
|t|vℓ−N‖g‖s
N−1∑
j=0
|ϕσjω(x, ℓ −N + j)− ϕσjω(y, ℓ−N + j)| := I1 + I2.
Since dω(xℓ−N , yℓ−N) = β
NdσNω(xℓ, yℓ) we have
I1 ≤ vℓ−N‖g‖hβNdσNω(xℓ, yℓ).
Similarly, with |ϕω|β := supℓ |ϕω|∆ω,ℓ ≤ |ϕω|∆ω we have
N−1∑
j=0
|ϕσjω(x, ℓ −N + j)− ϕσjω(y, ℓ−N + j)|
≤ dσNω(xℓ, yℓ)ess-sup|ϕω |β(βN + βN−1 + ...+ βN−j).
By combining the above estimates, we conclude that (2.7) holds.
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Let us now consider the case when xℓ and yℓ belong to the same partition element.
In this case, we have that
|P it,Nω g(xℓ)− P it,Nω g(yℓ)| ≤ |P it,Nω g(xℓ)|+ |P it,Nω g(yℓ)|
= |g(x, ℓ−N)|+ |g(y, ℓ−N)|
≤ 2vℓ−N‖g‖s
= 2vℓ−Nβ
−1‖g‖sdσNω(xℓ, yℓ),
and thus (2.7) holds in this case also.
Now we will prove the second item. Suppose that ℓ < N , and let (x, ℓ) = xℓ ∈
∆σNω,ℓ. For any cylinder CN of length N in ∆ω the map F
N
ω |CN is surjective, and it
defines an inverse branch of FNω (onto its image). Let use denote by xN = xN (CN )
the unique preimage of xℓ under F
N
ω which belongs to CN = CN (xN ) (if such a
preimage exists.) We then have
(2.10) |P it,Nω g(x, ℓ)| ≤
∑
CN
∣∣∣∣ 1JFNω (xN )
∣∣∣∣ · |g(xN )|
where the sum is over all cylinders CN for each xN (CN ) exists. Fix some cylinder
CN and set
Ag(CN ) =
1
mω(CN )
∫
CN
gdmω.
Then,
|g(xN )| ≤ |Ag(CN )|+ sup
y1,y2∈CN
|g(y1)− g(y2)|.
Next, by Corollary 2.1.3 for any cylinder CN we have∣∣∣∣ 1JFNω (xN )
∣∣∣∣ ≤ Qmω(CN ).
Note that we can indeed apply Corollary 2.1.3 since ℓ < N and so FN−ℓω xN belongs
to the 0-th floor. Since the diameter of CN does not exceed β
N , we conclude that
|P it,Nω g(x, ℓ)| ≤ Q
∫
|g|dmω(2.11)
+Q
∑
CN
βN
∑
k≥0
∑
CN⊂∆ω,k
mω(CN )|g|β,∆ω,k
≤ Q
∫
|g|dmω + βNQ
∑
k≥0
∑
CN⊂∆ω,k
vkmω(CN )v
−1
k |g|β,∆ω,k
≤ Q

∫ |g|dmω + βN‖g‖h ·∑
k≥0
vkmω(∆ω,k)

 ,
and the proof of (2.8) is completed.
Now we will prove (2.9). Let xℓ = (x, ℓ) and yℓ = (y, ℓ) belong to ∆σNω,ℓ. If they
do not belong to the same partition element on the ℓ-th floor then dσNω(xℓ, yℓ) = β,
and so (2.9) follows from (2.8). Suppose now that dσNω(xℓ, yℓ) < β. Then we can
couple the inverse images of xℓ and yℓ under F
N
ω and index them according to a
8subset of cylinders of length N , so that the preimage indexed by CN belongs to
CN . That is, the preimgaes {x′(CN )} and {y′(CN )} have the form
x′ = x′(CN ) =
(
FNω |CN
)−1
xℓ and y
′ = y′(CN ) =
(
FNω |CN
)−1
yℓ.
We have
|P it,Nω g(xℓ)− P it,Nω g(yℓ)| ≤
∑
CN
∣∣∣∣ 1JFNω x′ eitS
ω
Nϕ(x
′)g(x′)− 1
JFNω y
′
eitS
ω
Nϕy
′
g(y′)
∣∣∣∣ .
Fix some CN and x
′ = x′(CN ) and y
′ = y′(CN ). We also set gN,t = e
itSωnϕg. Then∣∣∣∣ 1JFNω x′ eitS
ω
Nϕ(x
′)g(x′)− 1
JFNω y
′
eitS
ω
Nϕ(y
′)g(y′)
∣∣∣∣
≤ |gN,t(x
′)− gN,t(y′)|
JFNω x
′
+ |g(y′)|
∣∣∣∣ 1JFNω x′ −
1
JFNω y
′
∣∣∣∣
≤ |g(x
′)| · |eitSωNϕ(x′) − eitSωNϕ(y′)|
|JFNω x′|
+
|g(x′)− g(y′)|
|JFNω x′|
+|g(y′)| ·
∣∣∣∣ 1JFNω x′ −
1
JFNω y
′
∣∣∣∣ := I1 + I2 + I3.
By the distortion assumption (2.3) on JFω we have
I3 ≤ C1|g(y′)|βsσNω(xℓ,yℓ)/|JFNω y′|.
Therefore, the contribution to the sum over CN coming from I3 is bounded from
above by the right hand side of (2.10) times C1β
s
σNω
(xℓ,yℓ). Moreover, also the
contribution coming from I2 does not exceed the right hand side of (2.11) multiplied
by βsσNω(xℓ,yℓ). It remains to estimate I1. Using the mean value theorem and that
ϕω are uniformly Ho¨lder continuous we have
|eitSωNϕ(x′) − eitSωNϕ(y′)| ≤ |t|
N−1∑
k=0
|ϕσkω(F kωx′)− ϕσkω(F kωy′)|
≤ |ϕ|β |t|
N−1∑
k=0
βsσkω(F
k
ωx
′,Fkωy
′) = |ϕ|β |t|βsσNω(xℓ,yℓ)
N−1∑
k=0
βk
≤ A|t|βsσNω(xℓ,yℓ)
where |ϕ|β := ess-sup supℓ |ϕω |β,∆ω,ℓ . This completes the proof of the proposition.

2.2.3. Application: the α-mixing condition. The following corollary will play an
important role in the proof that the cylinders are α-mixing. In the deterministic
case this results was (essentially) proved in Lemma 4 in [30], but we will provide a
different proof. We consider the following norm of a function gω : ∆ω → C
‖g‖Li = ‖g‖Li,ω = ‖g‖∞ + |g|β
where ‖g‖∞ = sup |g| and
(2.12) |g|β = sup
ℓ≥0
|g|β,∆ω,ℓ .
Then ‖g‖Li = ‖gv‖ω = ‖g‖s + ‖g‖h for any g : ∆ω → C, where gv(x, ℓ) = vℓg(x).
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2.2.2. Corollary. There exists a constant C3 > 0 so that for any ω, g : ∆ω → C,
N ≥ 1 and a function u : ∆ω → C which is constant on cylinders of order N ,
‖P 0,Nω (gu)‖Li ≤ C3
(
1 + (sup |g|+ sup |u|)2 + |g|β
)
.
Proof. Let (x, ℓ), (y, ℓ) ∈ ∆ω,ℓ. Assume first that N ≤ ℓ. It is clear that
|P 0,Nω (gu)(x, ℓ)| = |g(x, ℓ−N)u(x, ℓ −N)| ≤ sup |g| sup |u|.
Next, observe that |u|β ≤ sup 2|u|β−N (since u(x) = u(y) if dω(x, y) ≤ βN ). There-
fore,
|P 0,Nω (gu)(x, ℓ)− P 0,Nω (gu)(y, ℓ)|
= |g(x, ℓ−N)u(x, ℓ−N)− g(y, ℓ−N)u(y, ℓ−N)|
≤ sup |g| · |u(x, ℓ−N)− u(y, ℓ−N)|+ sup |u||g|ββNd(x, y) ≤
2 sup |g| sup |u|βNd(x, y)β−N + sup |u||g|ββNd(x, y)
= (2 sup |g|+ βN |g|β) sup |u|d(x, y).
The desired estimates for the case N > ℓ follow from Proposition 2.2.1 (ii) applied
with the function gu. 
Let us now consider the following assumption.
2.2.3. Assumption. (1) There exists a family of probability measures µω on ∆ω
so that
(i) (Fω)∗µω = µσω (i.e. {µω} is and equivariant family for {Fω});
(ii) We have µω = hωmω, where hω is a positive function which is uniformly
bounded and bounded away from 0 and ‖hω‖Li ≤ C <∞ for some constant C > 0
(in this case Pωhω = hσω).
(2) We have limk→∞ dk = 0, where
(2.13) dk = ess-supω sup
g∈H+,ω
‖P 0,kω g −mω(g)hσkω‖L1(mσkω)/‖g‖Li.
Here H+,ω is the space of all non-negative function on ∆ω so and ‖g‖Li <∞ (note
that ‖P 0,kω g − mω(g)hσkω‖L1(mσkω) = ‖(F kω )∗(gdmω) − µσkω‖TV , and that it is
enough to consider g’s so that mω(gω) = 1).
Assumption 2.2.3 is satisfied in our applications in Section 4.
Now we are ready to prove the aforementioned α-mixing results. Let Aω,n be
the σ-algebra generated by all the cylinder sets Cω,n of order n in ∆ω.
2.2.4. Proposition. Under Assumption 2.2.3, there is a constant D > 0 so that
for any ω, n, k ≥ 0, A ∈ Aω,n and a measurable set B ⊂ ∆σn+kω,
(2.14)
∣∣µω(A ∩ (Fn+kω )−1B)− µω(A)µω((Fn+kω )−1B)∣∣ ≤ Ddk.
Proof. The proof of (2.14) continuous similarly to Section 4.1 in [30]. That is, using
that Pω is the dual of Fσω we get that
µω(A ∩ (Fn+kω )−1B)− µω(A)µω((Fn+kω )−1B)(2.15)
=
∫
B
(
P 0,kσnω(ζ)− µω(A)hσn+kω
)
dmσn+kω
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where ζ = P 0,nω (IAhω). By Corollary 2.2.2 we have ‖ζ‖Li ≤ C3. This clearly yields
(2.14), taking into account that
mσnω(ζ) = mω(IAhω) = µω(A).

2.3. Random partitions. We define a new measure on ∆ω by m˜ω = vdmω, where
(vℓ) is the sequence from the previous section. Our assumption here concerning
these measure is that
(2.16) lim
ℓ→∞
ess-supωm˜ω(∪j≥ℓ∆ω,j) = 0.
In the next section we will have stronger assumptions on the rate of decay of
mω(Rω ≥ n), but we believe that the partitions constructed here have their own
interest, and so the results are formulated under weaker conditions (and for general
sequences (vℓ)ℓ≥0).
The standing assumption in this section is as follows.
2.3.1. Assumption. For any ε > 0 there are J ∈ N and δ > 0 so that for P -a.a.
any ω there are atoms Qω,i = ∆ω,ℓi(ω),ji(ω), 1 ≤ i ≤ kω ≤ J so that for any i,
mω(Qi) ≥ δ
and with Q = ∆ω \ (Q1 ∪Q2 ∪ · · · ∪Qkω),
(2.17) δ ≤ mω(Q) < ε.
2.3.2. Remark. In our applications in Section 4 we will use one of the following.
(i) Assumption 2.3.1 holds true in the following situation. Let us order the
atoms of partition into cylinders of length 1 according to their m˜ω-measure. Let
us denote by Qω,1, Qω,2, ... the ordered atoms. Then the condition holds true if the
series
∑∞
j=1 m˜ω(Qω,i) converge uniformly in ω and for any i,
(2.18) ess-inf mω(Qω,i) > 0.
Let Ri,ω be the return time corresponding to Qω,i. Then the ratio between
mω(Qω,i) and 1/Jf
Ri,ω
σ−ℓω
(x0) is bounded and bounded away from 0, where x = (x0, ℓ)
is an arbitrary point in Aω,i. Then the condition holds true if the Jackobian ap-
pearing in the above denominator is bounded from above uniformly in i.
(ii) Assumption 2.3.1 holds also holds true when the tails mω(Rω ≥ ℓ) decay
uniformly in ω to 0 as ℓ → ∞, the Jacobian (or the derivative) of fω is uniformly
bounded in ω on Λω,i for each i (so that the measure of an atom ∆ω,i such that
Rω,i ≤ ℓ is larger than δℓ > 0 which depends only on ℓ) and for any ℓ large enough
there is kℓ so that for any ω the set {ℓ < Rω ≤ ℓ+ kℓ} is nonempty.
We first need the following result.
2.3.3. Proposition. Under (2.16), Assumption 2.2.3 (1), Assumption 2.3.1 , for
any ε > 0 and s ∈ N there are δ > 0, M ≥ 1 so that for P -a.a. ω there are at most
M disjoint cylinders Aω,1, ..., Aω,jω of order s in ∆ω so that for any 1 ≤ i ≤M ,
(2.19) min{µω(Aω,i),mω(Aω,i)} ≥ δ
and with Aω,jω+1 = ∆ω \ (Aω,1 ∪ · · · ∪Aω,jω ) we have
δ ≤ min{µω(Aω,jω+1),mω(Aω,jω+1)} and m˜ω(Aω,jω+1) < ε.
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Proof. Let ε > 0 and s ∈ N and fix some ω. Let ε′ > 0 (which is yet to be
determined), and Qσjω,1, ..., Qσjω,k
σjω
be at most J atoms on ∆σjω (for 0 ≤ j < s),
so that
mσjω
(
∆σjω \ (Qσjω,1 ∪Qσjω,2 ∪ · · · ∪Qσjω,k
σjω
)
)
< ε′
and the mσjω-measure of each Qσjω,k and of the complement of their union is not
less than δ′ for some J and δ′ > 0 which depend only on ε′. We define Aω,1, ..., Aω,jω
to be the nonempty cylinders among the cylinder of order s of the form
s−1⋂
i=0
(F iω)
−1Qσiω,ui
where u0, ..., us−1 are so that ui ≤ kσiω (note that jω ≤ Js = M). Set B = Bω =
∆ω \ (Aω,1 ∪ · · · ∪ Aω,jω ). Using Corollary 2.1.3 and Remark 2.1.4 we obtain that
for each u0, ..., us−1 as above we have
mω
(
s−1⋂
i=0
(F iω)
−1Qσiω,ui
)
≥ Q
−1
F sωx
=
Q−1
(fR
σ−ℓω
)s′x0
≥ Q−1−s′mω(Qω,u0)
s′−1∏
j=1
mσvj−ℓω(Aσvj−ℓω(f
vj
σ−ℓ+vj−1ω
x0)) ≥ Q−s−1(δ′)s.
Here x = (x0, ℓ) is an arbitrary point in the cylinder under consideration, ℓ =
ℓω,u0,...,us−1 is the level of the cylinder, s
′ ≤ s − 1 is the number of returns to the
base, v0 = 0, vj = vi,ω,u0,...,us−1, 1 ≤ j ≤ s′ are the times these returns occur, Aω(y)
is the atom in Mω containing y and we have used that the each return happens
after the orbit of x visits one the atoms Qσiω,ui . Note that in the above arguments
we formally assume that F sωx belongs to ∆σsω,0 for any x in the above this cylinder.
This is not really a restriction since otherwise we could have artificially increase the
length of the cylinder, as in Remark 2.1.4. This does not affect any of the above
arguments.
Next, set B = ∆ω \ (Aω,1 ∪ · · · ∪ Aω,jω ). Then
mω(B) ≥ mω
(
∆ω \ (∪kωi=1Qω,i)
)
≥ δ′.
Since hω is uniformly bounded away from 0, we can find a lower bound δ as desired
(which depends on ε′ through δ′). Now we will bound the m˜ω-measure of B from
above. For any integer K > 1 we have
m˜ω(B) = mω(vIB) ≤ m˜ω(∪ℓ≥K∆ω,ℓ) + vKmω(B).
Now, let c > 0 be so that hω ≥ c−1. Then with Qω = Qω,1 ∪Qω,2 · · · ∪Qω,kω ,
mω(B) ≤ cµω(B) ≤ c
s−1∑
j=0
µω
(
(F jω)
−1(Qσjω)
)
= c
s−1∑
i=0
µσiω(∆σiω \Qσiω) ≤ cv−10 sε′.
In the last inequality we have used (2.17) with ε′ instead of ε, and that mω =
v−1dm˜ω ≤ v−10 m˜0. Therefore,
m˜ω(B) ≤ m˜ω(∆ω ∪ℓ≥K ∆ω,ℓ) + vKv−10 csε′.
In order to complete the proof we first take K so that m˜ω(∪ℓ≥K∆ω,ℓ) < ε/2 for
any ω, and then take ε’s small enough so that vKcsε
′ < v0ε/2. 
We will also need the following
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2.3.4.Lemma. Suppose that (2.16) holds true and that Assumptions 2.2.3 and 2.3.1
hold true. For any ε and s, let Aω,i, 1 ≤ i ≤ jω ≤ M be the sets from Proposition
2.3.3 set Aω,jω+1 to be the complement of their union. Let ρ > 0. Then there
k0 > s which depends only on ε, s and ρ so that for any k ≥ k0, 1 ≤ i ≤ jω +1 and
1 ≤ u ≤ jσkω + 1 we have
(2.20)
∣∣∣∣∣m˜ω
(
Aω,i ∩ (F kω )−1Aσkω,u
)
m˜ω(Aω,i)µσkω(Aσkω,u)
− 1
∣∣∣∣∣ ≤ ρ.
Proof. Since the denominator in the above fraction is bounded from below by some
δ which depends only on ε and s (using that m˜ω ≥ v0mω), it is enough to show
that the difference between the numerator and the denominator converges to 0
when k →∞ uniformly in ω, i and u. Fix some k > s and some i and u as above.
Next, for any ℓ > 0 we have
m˜ω
(
Aω,i ∩ (F kω )−1Aσkω,u
)
= mω
(
v(ℓ)IAω,iIAσkω,u ◦ F kω
)
+O(δℓ)
where δℓ = ess-supωm˜ω(∪j≥ℓ∆ω,ℓ) which converges to 0 as ℓ → ∞ and v(ℓ) =
vI∪j≤ℓ∆ω,j . Moreover,
mω
(
v(ℓ)IAω,iIAσkω,u ◦ F kω
)
= mσkω
(
P 0,k−sσsω (ζ)IAσkω,u
)
where
ζ = P 0,sω (v
(ℓ)
IAω,i).
Using Corollary 2.2.2 we have
‖ζ‖Li ≤ C(vℓ)2.
Therefore,
mσkω(|P 0,k−sσsω (ζ)−mσsω(ζ)hσkω|) ≤ C(vℓ)2dk−s.
Notice that
mσsω(ζ) = mω(vIAω,i)−mω((v − v(ℓ))IAω,i ) = m˜ω(Aω,i) +O(δℓ).
We conclude that∣∣m˜ω (Aω,i ∩ (F kω )−1Aσkω,u)− m˜ω(Aω,i)µσkω(Aσkω,u)∣∣ ≤ O(δℓ) + C(vℓ)2dk−s.
The proof of the lemme is completed by taking ℓ so that δℓ < ρ/2 and then k0 > s
so that C(vℓ)
2dk−s < ρ/2 for all k > k0. 
2.4. Equvariant complex cones on random towers and the RPF theorem.
In this section we will work under Assumptions 2.2.3 and 2.3.1. Moreover, we will
focus on the exponential case, and assume that the are c1, c2 > 0 so that for any
n ≥ 1 and ω,
(2.21) mω(Rω ≥ n) ≤ c1e−c2n.
In this case we take vℓ = e
ε0ℓ where ε0 < c2. Then, it is clear that (2.1) and
(2.16) hold true. Our arguments also yield some results in the sub-exponential case
(essentially sub-exponential decay of correlations), but these results are already
known, while in the exponential case we will be able to get stronger results (Theorem
2.4.5). One part of Assumption 2.2.3 is that dk defined by (2.13) converges to 0
as k → ∞. We stress that in applications in Section 4 dk will decay exponentially
fast due to the exponential tails, but in this abstract setup we just assume that it
converges to 0.
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Next, we define the “weighted” transfer operators Lzω , z ∈ C by Lzωg = P zω(gv)/v
and for any n we set
Lz,nω = Lzσn−1ω ◦ · · · ◦ Lzσω ◦ Lzω
which satisfy Lz,nω g = P z,nω (gv)/v. Then Proposition 2.2.1 means that the operators
Lit,nω are continuous with respect to the norm ‖ · ‖Li (indeed ‖gv‖ω = ‖g‖Li). Note
that Lω = L0ω is the dual operators of Fω with respect to the measures m˜ω and
m˜σω, that is for any two integrable functions f and g,∫
fLωgdm˜σω =
∫
g · f ◦ Fωdm˜ω.
Note also that with h˜ω = hω/v we have µω = h˜ωdm˜ω, where hω is the random
density function of the equivariant measures µω from Proposition 2.2.4.
For any ε > 0 and s ≥ 1 we consider the partitions Aω,i of ∆ω from Proposition
2.3.3, where 1 ≤ i ≤ jω + 1. Let us denote this partition by Pω(ε, s). For any
a, b, c > 0 let Cω,a,b,c = Cω,a,b,c,ε,s be the real cone consisting of all functions g :
∆ω → R so that
• 0 ≤ 1µω(P )
∫
P
gdm˜ω ≤ a
∫
gdm˜ω; ∀P ∈ Pω(ε, s).
• |g|β ≤ b
∫
gdm˜ω.
• |g(x)| ≤ c ∫ gdm˜ω, for any x ∈ Aω,jω+1.
As in [36] we have the following result.
2.4.1.Proposition. For any a, b, c, ε, s and δ ∈ (0, 1) the real projective diameter of
Cω,δa,δb,δc,ε,s inside Cω,a,b,c,ε,s does not exceed a constant r = r(a, b, c, δ, ε, s) which
depends only on a, b, c, s, ε and δ.
Our results rely on the following.
2.4.2.Proposition. Suppose that (2.21) holds true and that Assumptions 2.2.4 and
2.3.1 are satisfied. Then there are ε > 0, s, k1 ∈ N, a, b, c > 1 and δ ∈ (0, 1) so that
for P -a.a. ω and k ≥ k1 we have
(2.22) L0,kω Cω,a,b,c,ε,s ⊂ Cσkω,δa,δb,δc,ε,s.
In fact if ε is small enough and s, k, a b/a and c/a are large enough we can find
k1 so that (2.22) holds true for P -almost any ω and k ≥ k1 with δ = 1/2.
Proof. Let ε > 0, s, k ∈ N, a, b, c > 1 and g ∈ Cω,a,b,c,ε,s. In order to show that
Lkωg = L0,kω g satisfies the first desired condition, for any P = Aσkω,q ∈ Pσkω,
1 ≤ q ≤ jσkω + 1 we first write
1
µσkω(P )
∫
P
Lkωgdm˜σkω =
1
µσkω(P )
∫
(Fkω )
−1P
gdm˜ω
=
jω∑
i=1
1
µσkω(P )
∫
Aω,i∩(Fkω )
−1P
gdm˜ω +
1
µσkω(P )
∫
Aω,jω+1∩(F
k
ω )
−1P
gdm˜ω.
Next, let ρ ∈ (0, 1). Given ε, s and ρ by Lemma 2.3.4 there is k0 = k0(ε, s, ρ) so
that (2.20) holds true for any k > k0. Using that g ∈ Cω,a,b,c,ε,s and some standard
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estimates we obtain exactly as in the proof of Proposition 3.7 in [36] that for any
1 ≤ i ≤ jω,
1
µσkω(P )
∫
Aω,i∩(Fkω )
−1P
gdm˜ω ≤ (1 + ρ)
(∫
Aω,i
gdm˜ω + bβ
sm˜ω(Aω,i)
∫
gdm˜ω
)
.
and
(1−ρ)
(∫
Aω,i
gdm˜ω−(1+ρ)bβsm˜ω(Aω,i)
) ∫
gdm˜ω
) ≤ 1
µσkω(P )
∫
Aω,i∩(Fkω )
−1P
gdm˜ω.
Moreover,
(1− ρ)
∫
Aω,jω+1
gdm˜ω − 2c(1 + ρ)ε
∫
gdm˜ω ≤ 1
µσkω(P )
∫
Aω,jω+1∩(F
k
ω )
−1P
gdm˜ω
≤ (1 + ρ)cε
∫
gdm˜ω.
Observe that ∫
P
Lkωgdm˜σkω =
∫
(Fkω )
−1P
gdm˜ω.
Therefore, by spiting the above integral into according to the partition Aω,i and
summing these inequalities we get
(1− ρ) (1− cε− (1 + ρ)βsb− 2(1 + ρ)cε)
∫
gdm˜ω ≤ 1
µσkω(P )
∫
P
Lkωgdm˜σkω
≤ (1 + ρ)(1 + βsb+ cε)
∫
gdm˜ω
Since ∫
gdm˜ω =
∫
Lkωgdm˜σkω
for any given δ, a, b and c so that δa > 1, we get that the function Lkωg would
satisfy the first condition in the definition of the cone Cσkω,δa,δb,δc,ε,s if ε, βs and ρ
are small enough and k > k0(ε, s, ρ) (so far when δ = 1/2 our only restriction is
that a, b, c are large enough).
Now we will verify the second condition. Let x = (x, ℓ), y = (y, ℓ) ∈ ∆σkω. If
k ≤ ℓ then
|Lkωg(x, ℓ)− Lkωg(y, ℓ)| = vℓ−k|g(x, ℓ− k)− g(y, ℓ− k)|/vℓ
= e−ε0k|g(x, ℓ − k)− g(y, ℓ− k)| ≤ e−ε0kβk|g|βdσkω(x, y).
If k > ℓ then with gv = vg by (2.9) we have
|Lkωg(x, ℓ)− Lkωg(y, ℓ)| = e−ε0ℓ|P 0,kω gv(x, ℓ)− P 0,kω gv(y, ℓ)|
≤ e−ε0ℓQ(C1 + 2β−1)(‖g‖L1(m˜ω) + C2βk|g|β)dσkω(x, y)
where we have used that ‖gv‖s = ‖g‖∞, ‖gv‖h = |g|β and∫
|gv|dmω =
∫
|g|dm˜ω.
Observe that∫
Aω,jω+1
|g|dm˜ω ≤ ‖gIAω,jω+1‖∞m˜ω(Aω,jω+1) ≤ εc
∫
gdm˜ω.
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Moreover, for any 1 ≤ i ≤ jω and x ∈ Aω,i we have
(2.23)
∣∣∣∣∣g(x) − 1m˜ω(Aω,i)
∫
Aω,i
gdm˜ω
∣∣∣∣∣ ≤ |g|ββs ≤ bβs
∫
gdm˜ω
since the diameter of Qω,i does not exceed β
s. Notice that
1
m˜ω(Aω,i)
≤ D0
µω(Aω,i)
for some constant D0. Indeed,
µω(Aω,i) = mω(IAω,i/hω) ≤ cmω(Aω,i) ≤ cm˜ω(Aω,i)
where hω ≥ c−1 > 0. Therefore,
‖gIAω,i‖∞ ≤ D
1
µω(Aω,i)
∫
Aω,i
gdm˜ω + bβ
s
∫
gdm˜ω ≤ (Da+ bβs)
∫
gdm˜ω.
Hence, ∫
|g|dm˜ω =
jω∑
i=1
∫
Aω,i
|g|dm˜ω +
∫
Aω,jω+1
|g|dm˜ω(2.24)
≤
jω∑
i=1
m˜ω(Aω,i)(D0a+ bβ
s)
∫
gdm˜ω + εcm˜ω(Aω,jom+1)gdm˜ω
≤ c0(εc+ bβs +D0a)
∫
gdm˜ω
where c0 = ess-sup m˜ω(∆ω) <∞. We conclude that when k > ℓ then
|Lkωg(x, ℓ)− Lkωg(y, ℓ)| ≤ C(D0a+ bβs + bβk + cε)
∫
gdm˜ω · dσkω(x, y)
for some C > 0 which does not depend on ω, ε, s, k, ρ, a, b and c. If we take a and
b so that CD0a < b/4 and then ε small enough and k and s large enough so that
b/4 + Cb(βs + βk) + cε < b/4 then the constant on the above right hand side does
not exceed b/2.
So far we have shown Lkωg satisfies the first two conditions defining Cσkω,δa,δb,δc,ε,s
with δ = 1/2 if k and s are large enough, ε is small enough (uniformly in ω) and
CD0a < b/4. Now we will show that for many choices of parameters the third
condition also holds true. Let (x, ℓ) ∈ Aσkω,j
σkω
+1. If k > ℓ then
|Lkωg(x, ℓ)| = e−ε0k|g(x, k − ℓ)|.
The above arguments show that, in fact |g| ≤ E ∫ gdm˜ω for some constant E > 0
(the values of |g| on QAω,i for 1 ≤ i ≤ jω are estimated using (2.23) and what
proceeds it). Therefore,
|Lkωg(x, ℓ)| ≤ Ee−ε0k
∫
gdm˜ω <
1
2
a
∫
gdm˜ω
if k is large enough. Assume now that k ≤ ℓ. Then
|Lkωg(x, ℓ)| = e−ℓv0 |P 0,kω gv(x, ℓ)|.
Using (2.8) we have
|P 0,kω gv(x, ℓ)| ≤ Q
(∫
|g|dm˜ω + βkC2|g|β
)
.
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Using (2.24), we see that if also Da < c/4, ε is small enough and k and s are large
enough then
sup
x∈A
σkω,j
σkω
+1
|Lkωg(x)| ≤
1
2
c
∫
gdm˜ω =
1
2
c
∫
Lkωgdm˜σkω.
and we conclude that the proposition holds true with δ = 1/2 for any ω, whenever
ε is small enough and s, k, b/a and c/a are large enough. 
Let a, b, c, ε, s, k1 and δ satisfy (2.28) for any k ≥ k1. Set Cω = Cω,a,b,c,s,ε, and
denote by Cω,C the canonical complexification3 of the real cone Cω. We have the
following
2.4.3. Theorem. Suppose that (2.21) holds true. Then, under Assumptions 2.2.3
and 2.3.1, if a, b/a and c/a are large enough then the following holds true:
(i) The cone Cω,C is linearly convex, and it contains the functions h˜ω = hω/v
and 1 (the function which takes the constant value 1). Moreover, the measure m˜ω,
when viewed as a linear functional, is a member of C∗ω and the cones Cω,C and C∗ω,C
have bounded aperture. In fact, there exist constants K,M > 0 so that for any
f ∈ Cω,C and µ ∈ C∗ω,C,
(2.25) ‖f‖ ≤ K|m˜ω(f)|
and
(2.26) ‖µ‖ ≤M |µ(h˜ω)|.
Here ‖f‖ = ‖f‖Li and ‖µ‖ is the corresponding operator norm.
(ii) The cone Cω,C is reproducing. In fact, there exists a constant K1 so that for
any bounded Ho¨lder continuous f there exists R(f) ∈ C so that |R(f)| ≤ K1‖f‖
and
f +R(f)h˜ω ∈ Cω,C.
(iii) There exist constants r > 0 and d1 > 0 so that for any ω, a complex number
z with |z| < r and k1 ≤ k ≤ 2k1, where k0 comes from Proposition 2.4.2, we have
Lz,kω C′ω,C ⊂ C′σkω,C
and
sup
f,g∈C′
ω,C
δC
σkω,C
(Lz,kω f,Lz,kω g) ≤ d1
where C′ = C \ {0} for any set of functions, and δC
σkω,C
is the complex projective
metric corresponding to the complex cone Cσkω,C (see Appendix A in [23]).
Proof. The proof proceeds similarly to the proof of Theorem 6.3 in [27]. For readers’
convenience we will give most of the details. We begin with the proof of the first
part. First, since ∫
A
h˜ωdm˜ω =
∫
A
dµω = µω(A),
3We refer to [40] for the definition of a canonical complexification. See also the Appendix in
[23] for a summary of all the properties of real and complex cones which will be used in what
follows.
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for any measurable set A, it is clear that h˜ω ∈ Cω if a > 1, b > |h˜ω|β and c > ‖h˜ω‖∞
(note that |h˜ω|β and ‖h˜ω‖∞ are uniformly bounded in ω). Moreover, if c > 1 and
a > D, where
(2.27) D = ess-supmax
{m˜ω(P )
µω(P )
: P ∈ Pω
}
<∞
then 1 ∈ Cω (the above essential supremum is indeed finite since µω(Aω,i) ≥
δ(ε, s) > 0 by (2.19)).
Next, if f ∈ C′ω and m˜ω(f) = 0 then by (2.34) we have f = 0 and so m˜ω ∈ C∗ω.
In fact, it follows from the definitions of the norm ‖f‖Li and from (2.34) that
‖f‖ = ‖f‖∞ + sup
ℓ
|f |β,∆ω,ℓ ≤ (c2 + b)m˜ω(f) = (c2 + b)
∫
fdm˜ω.
and therefore by Lemma 5.3 in [40] the inequality (2.25) hold true with K =
2
√
2(c2 + b). According to Lemma A.2.7 in Appendix A of [23], for any M > 0,
inequality (2.26) holds true for any µ ∈ C∗ω,C if
(2.28) Bω,H(h˜ω, 1/M) :=
{
f : ‖f − h˜ω‖ < 1
M
}
⊂ Cω,C.
Now we will find a constant M for satisfying (2.28). Fix some ω ∈ Ω. For any f
with ‖f‖Li < ∞, P ∈ Pω and x1 ∈ Qω,jω+1, and distinct x, y which belong to the
same level ∆ω,ℓ (for some ℓ) set
ΥP (f) =
1
µω(P )
∫
P
fdm˜ω, ΓP (f) = a
∫
fdm˜ω − 1
µω(P )
∫
P
fdm˜ω,
Γx,y(f) = b
∫
fdm˜ω − f(x)− f(y)
dω(x, y)
and Γx1,±(f) = c
∫
fdm˜ω ± f(x1)
Let Γω be the collection of all the above linear functionals. Then with HR = Hβ =
Hω,β denoting the space of real valued f : ∆ω → C with ‖f‖Li <∞,
Cω = {f ∈ HR : γ(f) ≥ 0, ∀γ ∈ Γω}
and so
(2.29) Cω,C = {f ∈ H : ℜ
(
µ(f)ν(f)
) ≥ 0 ∀µ, ν ∈ Γω}.
Let g ∈ Hβ be of the form g = h˜ω+ q for some q ∈ Hβ . We need to find a constant
M > 0 so that h˜ω + q ∈ C if ‖q‖ < 1M . In view of (2.29), there are several cases to
consider. First, suppose that ν = ΥP and µ = ΥQ for some P,Q ∈ Pω. Since
1
µω(A)
∫
A
h˜ωdm˜ω =
1
µω(A)
∫
A
1dµω = 1
for any measurable set A with positive measure, we have
ℜ(µ(h˜ω + q)ν(h˜ω + q)) ≥ 1− (D2‖q‖2 + 2D‖q‖)
where D was defined in 2.27 and ‖ · ‖ = ‖ · ‖Li. Hence
ℜ(µ(h˜ω + q)ν(h˜ω + q)) > 0,
18
if ‖q‖ is sufficiently small. Now consider the case when µ = ΥP for some P ∈ P
and ν is one of the Γ’s, say ν = Γx,y. Then
ℜ(µ(h˜ω + q)ν(h˜ω + q)) ≥ b− ‖h˜ω‖ − bc0‖q‖ − ‖q‖
−D‖q‖(b+ ‖h˜ω‖+ bc0‖q‖+ ‖q‖) ≥ b− ‖h˜ω‖ − C(D, b)(‖h˜ω‖+ ‖q‖+ ‖q‖)2
where C(D, b, c0) > 0 depends only on D, b and c0 := ess-sup m˜ω(1) < ∞. If ‖q‖
is sufficiently small and b > ‖h˜ω‖ then the above left hand side is clearly positive.
Similarly, if ess-sup ‖h˜ω‖ < 12 min{a, b, c} and ‖q‖ is sufficiently small then
ℜ(µ(h˜ω + q)ν(h˜ω + q)) > 0
when either ν = Γx1,± or ν = Γx,y (note that ω → ‖h˜ω‖ is a bounded random
variable).
Next, consider the case when µ = Γx1,± for some x1 ∈ P2 and ν = Γx,y for some
distinct x and y in the same floor. Then with some constant A > 0 which depends
only on c, b and c0 we have
ℜ(µ(h˜ω + q)ν(h˜ω + q)) ≥ (c− ‖h˜ω‖ − cc0‖q‖ − ‖q‖) · (b− ‖h˜ω‖ − bc0‖q‖ − ‖q‖) .
where we used that
∫
h˜ωdm˜ω = 1. Therefore, if ‖q‖ is sufficiently small and c and
b are sufficiently large then
ℜ(µ(h˜ω + q)ν(h˜ω + q)) > 0.
Similarly, since ∣∣∣∣ 1µω(P )
∫
P
qdm˜ω
∣∣∣∣ ≤ D‖q‖
and ∫
qdm˜ω ≤ m˜ω(1)‖q‖ ≤ c0‖q‖,
when a, b and c are large enough there are constants A1, A2 > 0 which depend only
on a, b, c,D, c0 and ess-sup ‖h˜ω‖ so that for any other choice of µ, ν ∈ Sω \ {ΥP }
and q with ‖q‖ ≤ 1 we have
ℜ(µ(h˜ω + q)ν(h˜ω + q)) ≥ A1(1−A2‖q‖)
and so, when ‖q‖ is sufficiently small then the above left hand side is positive. The
proof of Theorem 2.4.3 (i) is now complete.
The proof of Theorem 2.4.3 (ii) proceeds exactly as the proof of Lemma 3.11
in [36]: for a real valued function f ∈ H, we have that f + R(f)h˜ω for R(f) > 0
belongs to the cone if
R(f) ≥ (a− 1)−1 ·max
{ 1
µω(P )
∫
P
fdm˜ω − a
∫
fdm˜ω : P ∈ Pω
}
,
R(f) ≥ |f |β − b
∫
fdm˜ω
b − |h˜ω|β
, R(f) > max
{
− 1
µω(P )
∫
P
fdm˜ω : P ∈ Pω
}
and
R(f) ≥ ‖f‖∞ − c
∫
fdm˜ω
c− ‖h˜ω‖∞
where we take a, b and c so that all the denominators appearing in the above
inequalities are bounded from below by, say 12 , and we used that
1
µω(A)
∫
h˜ωdm˜ω = 1
Limit theorems for random towers 19
for any measurable set A (apply this with A = P ∈ Pω). Now we will show that it
is indeed possible to choose such R(f) ≤ K1‖f‖ for some constant K1. We have
1
µω(P )
∫
P
fdm˜ω ≤ D‖f‖∞ ≤ D‖f‖
where D is given by (2.27), and∫
fdm˜ω ≤ ‖f‖∞µ˜ω(1) ≤ ‖f‖∞c0 ≤ ‖f‖c0
for some c0 > 0. Therefore, when, say a > 2 then all the desired lower bounds on
R(f) are bounded from above by
2max(D + ac0, 1 + bc0, 1 + cc0)‖f‖.
Therefore, for real f ’s we can take K1 = 2max(D + ac0, 1 + bc0, 1 + cc0). For
complex-valued f ’s we can write f = f1 + if2, then take R(f) = R(f1) + iR(f2)
and use that with C′ = C \ {0},
Cω,C = C′(Cω + iCω).
Now we will prove Theorem 2.4.3 (iii). Let k1 ≤ k ≤ 2k1, where k0 comes from
Proposition 2.3.3. According to Theorem A.2.4 in Appendix A of [23] (which is
Theorem 4.5 in [18]), if
(2.30) |γ(Lz,kω f)− γ(L0,kω f)| ≤ ε1γ(L0,kω f)
for any nonzero f ∈ Cω and γ ∈ Γσkω , for some ε1 > 0 so that
δ := 2ε1
(
1 + cosh
(1
2
d0
))
< 1
where d0 comes from Proposition 2.3.3, then, with C′ω,C = Cω,C \ {0},
(2.31) Lz,kω C′ω,C ⊂ C′σkω,C
and
(2.32) sup
f,g∈Cω,C
δσkω(Lz,kω f,Lz,kω g) ≤ d0 + 6| ln(1 − δ)|.
We will show now that there exists a constant r > 0 so that (2.30) holds true for
any z ∈ B(0, r) and f ∈ Cω. This relies on the following very elementary result.
2.4.4. Lemma. Let A and A′ be complex numbers, B and B′ be real numbers, and
let ε1 > 0 and η ∈ (0, 1) so that
• B > B′
• |A−B| ≤ ε1B
• |A′ −B′| ≤ ε1B
• |B′/B| ≤ η.
Then ∣∣∣∣A−A′B −B′ − 1
∣∣∣∣ ≤ 2ε1(1− η)−1.
To prove Lemma 2.4.4 we just write∣∣∣∣A−A′B −B′ − 1
∣∣∣∣ ≤
∣∣∣∣ A−BB −B′
∣∣∣∣+
∣∣∣∣A′ −B′B −B′
∣∣∣∣ ≤ 2Bε1B −B′ = 2ε11−B′/B .
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Next, let f ∈ C′ω. First, suppose that γ have the form γ = ΓP for some P ∈ Pσkω.
Set
A = a
∫
Lz,kω fdm˜σkω, A′ =
1
µσkω(P )
∫
P
Lz,kω fdm˜σkω,
B = a
∫
L0,kω fdm˜σkω and B′ =
1
µσkω(P )
∫
P
L0,kω fdm˜σkω.
Then B = a
∫
fdm˜ω (since (L0ω)∗m˜σω = m˜ω) and
|γ(Lz,kω f)− γ(L0,kω f)| = |A−A′ − (B −B′)|.
We want to show that the conditions of Lemma 2.4.4 hold true. By Proposition
2.3.3 we have
(2.33) L0,kω f ∈ Cσkω,δa,δb,δc,s,ε
which in particular implies that
0 ≤ B′ ≤ δa
∫
L0,kω fdm˜σkω = δB.
Since f is nonzero and
∫ L0,kω fdm˜σkω = ∫ fdm˜ω ≥ 0 the number B is positive
(since (2.25) holds true). It follows that B > B′ and that
|B′/B| ≤ δ < 1.
Now we will estimate |A−B|. For any complex z so that |z| ≤ 1 write
|A−B| = a
∣∣∣∣
∫
L0,kω
(
f(ezS
ω
k ϕ − 1))dm˜σkω
∣∣∣∣ ≤ a‖f‖∞‖ezSωk ϕ − 1‖∞
∫
L0,kω 1dm˜σkω
= a‖f‖∞‖ezS
ω
kϕ − 1‖∞
∫
1dm˜ω = am˜ω(1)‖f‖∞‖ezS
ω
k ϕ − 1‖∞
≤ C2ac2
∫
fdm˜ω · (2k0e2k0‖ϕ‖∞ · |z|‖ϕ‖∞)
= 2ac2k0R‖ϕ‖∞|z|
∫
L0,kω fdm˜σkω = R1|z|B
where 1 is the function which takes the constant value 1, C2 is an upper bound of
m˜ω(1),
‖ϕ‖∞ := ess-sup‖ϕω‖∞
and
R1 = 2C2c2k0‖ϕ‖∞e2k0‖ϕ‖∞ .
In the latter estimates we have also used that
(2.34) ‖f‖∞ ≤ c2
∫
fdm˜ω
for some c2 > 0 (which holds true since f belongs to the cone). It follows that
the conditions of Lemma 2.4.4 are satisfied with ε1 = R1|z|. Now we will estimate
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|A′ −B′|. First, write
|A′ −B′| ≤ 1
µσkω(P )
∫
P
∣∣Lz,kω f − L0,kω f ∣∣dm˜σkω
=
1
µσkω(P )
∫
P
∣∣L0,kω (f(ezSωk ϕ − 1))|dm˜σkω
≤ ‖f‖∞‖ezS
ω
k ϕ − 1‖∞ 1
µσkω(P )
∫
P
L0,kω 1dm˜σkω ≤M1‖f‖∞‖ezS
ω
k ϕ − 1‖∞ m˜σkω(P )
µσkω(P )
≤M1Dc2
∫
fdm˜ω · 2k0e2k0‖ϕ‖∞‖ϕ‖∞|z| = R2|z|B
where D is defined by (2.27), M1 is an upper bound on ‖L0,kω 1‖∞ for k0 ≤ k ≤ 2k0
(in fact, we can use Proposition 2.2.1 to obtain an upper bound which does not
depend on k and ω) and
R2 =M1Da
−12c2k0‖ϕ‖∞e2k0‖ϕ‖∞ .
We conclude now from Lemma 2.4.4 that
|γ(Lz,kω f)− γ(L0,kω f)| ≤ 2R3(1 − δ)−1|z|γ(L0,kω f)
where R3 = max(R1, R2).
Next, consider the case when γ have the form γ = Γx,± for some x ∈ Qσkω,j
σkω
+1.
Set
A = c
∫
Lz,kω fdm˜σkω, A′ = ±Lz,kω f(x),
B = c
∫
L0,kω fdm˜σkω and B′ = ±L0,kω f(x).
Then B > 0 and by (2.33) we have
|B′| ≤ δB.
Similarly to the previous case, we have
|A−B| ≤ R4B|z|
where R4 = 2c2k0‖ϕ‖∞. Now we will estimate |A′ −B′|. Using (2.34) we have
|A′ −B′| = |Lz,kω f(x) − L0,kω f(x)| ≤ ‖f‖∞‖ezS
ω
kϕ − 1‖∞L0,kω 1(x)
≤ c2
∫
fdm˜ω · (2k0|z|‖ϕ‖∞e2k0‖ϕ‖∞M1) = BR5|z|
where R5 = 2c2k0‖ϕ‖∞M1e2k0‖ϕ‖∞ and M1 is an upper bound on ‖L0,kω 1‖∞ for
k0 ≤ k ≤ 2k0. Since
|γ(Lz,kω f)− γ(L0,kω f)| = |A−A′ − (B −B′)|,
we conclude from Lemma 2.4.4 that
|γ(Lz,kω f)− γ(L0,kω f)| ≤ 2R6(1− δ)−1|z|γ(L0,kω )
where R6 = max{R4, R5}.
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Finally, we consider the case when γ = Γx,x′ for some distinct x
′ and x′ which
belong to the same floor of ∆σkω. Set d(x, x
′) = dσkω(x, x
′),
A = b
∫
Lz,kω fdm˜σkω , A′ =
Lz,kω f(x)− Lz,kω f(x′)
d(x, x′)
,
B = b
∫
L0,kω fdm˜σkω and B′ =
L0,kω f(x)− L0,kω f(x′)
d(x, x′)
.
Then, exactly as in the previous cases, B > 0, we have that |B′| ≤ δB,
|γ(Lz,kω f)− γ(L0,kω f)| = |A−A′ − (B −B′)|
and
|A−B| ≤ R7B|z|
where R7 = 2c2b
−1 + k0R‖ϕ‖∞. Now we will estimate |A′ − B′|. Let ℓ be so
that x, x′ ∈ ∆σkω,ℓ and write x = (x0, ℓ) and x′ = (x′0, ℓ). Then dσkω(x, x′) =
βℓ−mdσmω((x0,m), (x
′
0,m)) for any 0 ≤ m ≤ ℓ. If k ≤ ℓ then for any complex z,
Lz,kω f(x) = v−1ℓ vℓ−kezS
ω
k ϕ(x0,ℓ−k)f(x0, ℓ− k)
and a similar equality hold true with x′ in place of x. Set
U(z) = f(x0, ℓ− k)ezS
ω
k ϕ(x0,ℓ−k) and V (z) = f(x′0, ℓ− k)ezS
ω
k ϕ(x
′
0,ℓ−k)
and W (z) = U(z)− V (z). Then for any z ∈ C so that |z| ≤ 1 we have
d(x, x′)|A′ −B′| = v−1ℓ vℓ−k|W (z)−W (0)| ≤ |z| sup
|ζ|≤1
|W ′(ζ)|.
Since the functions uω and f are locally Lipschitz continuous (uniformly in ω) we
obtain that for any ζ so that |ζ| ≤ 1,
|W ′(ζ)| ≤ C1d(x, x′)‖f‖ ≤ d(x, x′)C1(b+ c2)
∫
fdm˜ω = d(x, x
′)C1b
−1(b+ c2)B
where C1 depends only on k0 and ‖ϕ‖∞, and d(x, x′) = dσkω(x, x′).
Next, suppose that k > ℓ, where ℓ is such that x, x′ ∈ ∆σkω,ℓ. The approximation
of |A′−B′| in this case is carried out essentially as in the classical case of uniformly
distance expanding maps, as described in the following arguments. First, since
k > ℓ we can write
F−kω {x} = {y}, F−kω {x′} = {y′}
where both sets are at most countable, the map y → y′ is bijective and satisfies
that for any 0 ≤ q ≤ k
dσqω(F
q
ωy, F
q
ωy
′) ≤ βk−qd(x, x′) ≤ d(x, x′).
Note also that the paring is done so that (y, y′) also belong to the same partition
element in ∆ω. Then for any complex z we have
Lz,kω f(x) = v−1ℓ
∑
y
v(y)JF kω (y)
−1ezS
ω
k ϕ(y)f(y)
and
Lz,kω f(x′) = v−1ℓ
∑
y′
v(y)JF kω (y
′)−1ezS
ω
k ϕ(y
′)f(y′)
where we note that v(y) = v(y′) since y and y′ belong to the same floor. For any
y set
Uy(z) = JF
k
ω (y)
−1ezS
ω
k ϕ(y)f(y)
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and
Wy,y′(z) = Uy(z)− Uy′(z).
Then for any complex z so that |z| ≤ 1 we have
|Wy,y′(z)−Wy,y′(0)| ≤ |z| sup
|ζ|≤1
|W ′y,y′(ζ)|.
Since JF kω satisfies (2.3) and ϕω and f are locally Lipschitz continuous (uniformly
in ω) we derive that
(2.35) sup
|ζ|≤1
|W ′y,y′(ζ)| ≤ C2‖f‖d(x, x′)(JF kω (y)−1 + JF kω (y′)−1)
for some constant C2 which depends only on ess-sup‖ϕω‖, k0 and on Q from (2.3).
Using that
‖f‖ ≤ (c2 + b)
∫
fdm˜ω
for some c2 > 0 we derive now from (2.35) that
d(x, x′)|A′ −B′| = v−1ℓ
∣∣∣∣∣
∑
y
v(y)
(
Wy,y′(z)−Wy,y′(0)
)∣∣∣∣∣
≤ (|z|d(x, x′)C2‖f‖)v−1ℓ ∑
y
v(y)(JF kω (y)
−1 + JF kω (y
′)−1)
=
(|z|d(x, x′)C2‖f‖) · (L0,kω 1(x) + L0,kω 1(x′)) ≤ E1|z|B
where E1 = 2M1C2b
−1(c2 + b) and M1 is an upper bound of supn ‖L0,nω ‖∞. We
conclude that there exists a constant C0 so that for any s ∈ Sω, f ∈ C′, z ∈ C and
k0 ≤ k ≤ 2k0,
|γ(Lz,kω f)− γ(L0,kω f)| ≤ C0|z|γ(L0,kω f).
Let r > 0 be any positive number so that
δr := 2C0r
(
1 + cosh
(1
2
d0
))
< 1.
Then, by (2.30) and what proceeds it, (2.31) and (2.32) hold true for any z ∈ C with
|z| < r, ω ∈ Ω and k0 ≤ k ≤ 2k0, and the proof of Theorem 2.4.3 is complete. 
Applying Theorems 4.1 and 4.2 in [23] we get the following result.
2.4.5. Theorem. Suppose that (2.21) holds true and that Assumptions 2.2.3 and
2.3.1 hold. There exists a constant r > 0, which depends only on the initial param-
eters, so that for any z ∈ U = B(0, r) := {ζ ∈ Z : |ζ| < r} there exist random
measurable triplets depending only on the operators Lω,zω λω(z), h˜(z)ω and ν(z)ω con-
sisting of a nonzero complex number λω(z), a complex function h
(z)
ω ∈ Hβ and a
complex continuous linear functional ν
(z)
ω ∈ H∗β such that:
(i) For P -almost any ω, λω(0) = 1, h˜
(0)
ω = h˜ω, ν
(0)
j = m˜ω and for any z ∈
B(0, r),
(2.36)
Lzωh˜(z)ω = λω(z)h˜(z)σω , (Lzω)∗ν(z)σω = λω(z)ν(z)ω and ν(z)ω (h(z)ω ) = ν(z)ω (h(0)ω ) = 1.
When z = t ∈ R then λω(t) > a for some constant a not depending on ω and t.
Moreover, ν
(t)
ω is a positive measure (which assigns positive mass to open subsets
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of ∆ω) and the equality ν
(t)
σω
(Ltωg) = λω(t)ν(t)ω (g) holds true for any bounded Borel
function g : ∆ω → C.
(ii) Set U = B(0, r). Then the maps
λω(·) : U → C, h˜(·)ω : U → Hω,β and ν(·)ω : U → H∗ω,β
are analytic, where Hω,β is the space of Lipschitz functions, equipped with the norm
‖ ·‖Li and H∗ω,β is its dual. Moreover, there exists a constant C > 0, which depends
only on the initial parameters such that
(2.37) max
(
sup
z∈U
|λω(z)|, sup
z∈U
‖h˜(z)ω ‖, sup
z∈U
‖ν(z)ω ‖
) ≤ C,
where ‖ν‖ is the operator norm of a linear functional ν : Hβ → C.
(iii) There exist constants A > 0 and δ ∈ (0, 1), which depend only on the initial
parameters, so that P -a.s. for any g ∈ Hβ and n ≥ 1,
(2.38)
∥∥∥ Lz,nω g
λω,n(z)
− ν(z)ω (g)h˜(z)σnω
∥∥∥ ≤ A‖g‖δn
where λω,n(z) = λω(z) · λσω(z) · · ·λσn−1(z).
Note that for any two functions g : ∆ω → R and f : ∆σnω → R we have
µω(g · f ◦ Fnω ) = µ˜σnω
(
f · Lω,n0 (gh˜ω)
)
= µω(g)µσnω(f) + µ˜σnω
(
f
(
·Lω,n0 (gh˜ω − m˜ω(gh˜ω)h˜σnω
))
.
Therefore, using (2.38) together with ‖h˜ωg‖ ≤ 3‖g‖‖h˜ω‖ ≤ C‖g‖, we get that there
is a constant A0 > 0 so that
(2.39) |µω(g · f ◦ Fnω )− µω(g)µσnω(f)| ≤ A0‖g‖‖f‖L1(µσnω)δn.
3. Limit theorems on random towers
In this section we will assume that all the conditions of Theorem 2.4.5 hold true.
Let ϕω : ∆ω → R, ω ∈ Ω be a family of functions so that ess-sup ‖ϕω‖Li <∞ and
ϕ(ω, x) is measurable in both ω and x. For almost any ω we consider the functions
Sωnϕ =
n−1∑
j=0
ϕσjω ◦ F jω .
3.1. A Berry-Esseen theorem. By Theorem 2.3 in [34], there is Σ2 ≥ 0 so that
P -a.s. we have
Σ2 = lim
n→∞
1
n
Varµω (S
ω
nϕ).
Moreover, let µ be the measure with fibers µω, namely µ =
∫
µωdP (ω). Then
Σ2 = 0 if and only if there is a function r(ω, x) ∈ L2(µ) so that µ-a.s. we have
ϕω(x)− µω(ϕω) = r(σω, Fωx)− r(ω, x) = r(T (ω, x))− r(ω, x)
where T (ω, x) = (σω, Fωx) is the corresponding skew product map. Furthermore,
when Σ2 > 0 then the sequence (Sωnϕ− µω(Sωnϕ)) /
√
n converges in distribution
towards a centered normal random variables with variance Σ2. Note that by [28]
and (2.39) we get the CLT also when the initial measure is m¯ω := mω/mω(∆ω) (in
this case the mean and the variance are taken with respect to m¯ω, as well).
Our first result here is optimal convergence rate in the self-normalized version
of the above CLT.
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3.1.1.Theorem. (1) Set Σω,n =
√
Varµω (S
ω
nϕ). There is a random variable cω > 0
so that P -a.s. for any n ≥ 1 we have
sup
t≥0
∣∣∣∣µω {x : Sωnϕ(x) − µω(Sωnϕ) ≤ tΣω,n} − 1√2π
∫ t
−∞
e−t
2/2dt
∣∣∣∣ ≤ cωn−1/2.
(2) Let vω,n denote the variance of S
ω
nϕ with respect to the reference measure
m¯ω = mω/mω(∆ω). Then
(3.1) ess-sup sup
n
|vω,n − Σ2ω,n| <∞
and there is a random variable dω > 0 so that P -a.s. for any n ≥ 1 we have
sup
t≥0
∣∣∣∣m¯ω {x : Sωnϕ(x) − m¯ω(Sωnϕ) ≤ t√vω,n}− 1√2π
∫ t
−∞
e−t
2/2dt
∣∣∣∣ ≤ dωn−1/2.
Proof. The proof of the first part proceeds exactly as the proof Theorem 2.5 in
[26], and the proof of the second part is similar. For readers’ convenience we will
give the details of the second part, where is is enough to prove it in the case when
µω(S
ω
nϕ) = 0 for any n (i.e. when µω(ϕω) = 0). In this case by (2.39), Proposition
2.5 in [28] applied with p2 = p3 = 2, p1 =∞ and Mj = (j + 1)−2 and Proposition
2.6 in [28] we indeed get (3.1).
Next, using the properties of λω(z) one can define a branch Πω(z) of lnλω(z) in
some deterministic neighborhood U of 0 so that Πω(0) = 0 and |Πω(z)| ≤ c0 for
some c0 > 0. Set Πω,n(z) =
∑n−1
j=0 Πσjω(z). We claim first that
(3.2) Π′ω,n(0) = 0 and ess-sup sup
n
|Π′′ω,n(0)− Σ2ω,n| <∞.
In order to prove the first equality we first differentiate both sides of the identities
ν
(z)
ω (h
(z)
ω ) = 1 and ν
(z)
ω (h
(0)
ω ) = 1 with respect to z and then substitute z = 0. This
yields that
ν(0)ω
(
d
dz
h(z)ω
∣∣∣
z=0
)
= 0
Next, we differentiate the identity Lz,nω (hzω) = λw,n(z)h(z)σnω with respect to z, plug
in z = 0 and then integrate both resulting sides with respect to ν
(0)
ω = m˜ω. This
yields that
λ′w,n(0) = m˜ω(h
(0)
ω S
ω
nϕ) =
∫
Sωnϕdµω .
Since λ′ω,n(0) = Π
′
ω,n(0) the proof of the claim is complete. Now we will prove the
inequality in (3.2). For any complex z we have
(3.3) µω(e
zSωnϕ) = m˜ω
(Lz,nω (h˜ω)) = m˜ω(Lz,nω (hω/v)).
Using (2.4.5) we can write
m˜ω
(Lz,nω (hω/v)) = λω,n(z)(m˜ω(h(z)σnω)ν(z)ω (h˜ω) + δω,n(z))
where δω,n(z) is an analytic function so that |δω,n(z)| ≤ cδn. Since the first sum-
mand inside the brackets on the above right hand side is analytic in z, uniformly
bounded in w, n and z and takes the value 1 when z = 0, taking the logarithm of
both sides of (3.3) and then considering the second derivatives at z = 0 we get that
(3.4)
∣∣Varµω (Sωnϕ) −Π′′w,n(0)∣∣ ≤ R
where R > 0 is some constant which does not depend on n.
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Next, set aω = mω(∆ω). Then there is a constant C > 1 so that 1 ≤ am ≤ C
for any ω. Now, for for any z ∈ C,
(3.5)
m¯ω(e
zSωnϕ) = a−1ω mσnω(P
0,n
ω e
zSωnϕ) = a−1ω mσnω(P
z,n
ω 1) = a
−1
ω m˜σnω(Lz,nω (1/v)).
Let the analytic function ϕω,n : U → C given by
(3.6) ϕω,n(z) =
m˜σnω(Lz,nω (1/v))
aωλω,n(z)
.
Then by (3.5) for any z ∈ U and n ≥ 1,
(3.7) m¯ω(e
zSωnϕ) = eΠω,n(z)ϕω,n(z).
Next, by (3.4) we have Π′ω,n(0) = 0 and therefore by (3.6),
(3.8) ϕ′ω,n(0) = 0.
Now, by taking a ball which is contained in d U we can always assume that
U = B(0, r0) is a ball around 0 with radius r0 > 0. We claim that there exists a
constant A > 0 such that for any n ∈ N and z ∈ U0,
(3.9) |ϕω,n(z)| ≤ A.
Indeed, by (2.38), there exist constants A1, k1 > 0 and c ∈ (0, 1) such that for any
z ∈ U0 and n ≥ k1,
(3.10)
∥∥∥∥Lz,nω (1/v)λω,n(z) − h˜(z)σnωmω(∆ω)
∥∥∥∥ ≤ A1δn.
The estimate (3.9) follows no since mω(∆ω) ≤ C and |h˜(z)ω | ≤ C for some C > 0
and all z in a neighborhood of 0.
Next, by considering the Taylor expansion of ϕω,n of order 2 we deduce from
(3.8) and (3.9) that there exists a constant B1 > 0 such that
(3.11) |ϕω,n(z)− ϕ0,n(0)| = |ϕ0,n(z)− 1| ≤ B1|z|2
for any z ∈ U1 = B(0, 12r0) = 12U . Moreover, using (3.2) and (3.1) we see that there
exist constants t0, c0 > 0 such that for any s ∈ [−t0, t0] and a sufficiently large n,
(3.12)
∣∣∣Πω,n(s) + s2
2
vω,n
∣∣∣ ≤ c0|s|3n+ 1
2
R1s
2
where R1 is some constant and we have also used that that |Πω(z)| ≤ c0 for some
c0 which does not depend on ω and z. Then, since vω,n grows linearly fast in n,
we obtain from (3.12) that there exist constants t0 > 0 and q > 0 so that for any
s ∈ [−t0
√
n, t0
√
n] and any sufficiently large n we have
(3.13) ℜ
(
Πω,n(is)
)
≤ −qs2√n.
Next, by the Berry-Esseen inequality for any two distribution functions F1 : R →
[0, 1] and F2 : R → [0, 1] with characteristic functions ψ1, ψ2, respectively, and
T > 0,
(3.14) sup
x∈R
|F1(x) − F2(x)| ≤ 2
π
∫ T
0
∣∣ψ1(t)− ψ2(t)
t
∣∣dt+ 24
πT
sup
x∈R
|F ′2(x)|
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assuming that F2 is a function with a bounded first derivative. Let δ0 > and set
Tn = δ0/
√
n. For any real t set tn = t/
√
vω,n. Let t ∈ [−Tn, Tn]. Then if δ0 is small
enough we have by (3.7),
|mω(eitnS
ω
nϕ)− e− 12 t2 | ≤ eℜ(Πω,n(itn)|ϕω,n(itn)− 1|(3.15)
+|eℜ(Πω,n(itn)) − e− 12 t2 | := I1(n, t) + I2(n, t).
By (3.13) and (3.11) we have
I1(n, t) ≤ B1e−qt
2
t2/vω,n ≤ Ce−qt
2
t2n−1.
Using the mean value theorem, together with (3.12) applied with s = tn, taking
into account (3.13) we derive that
I2(n, t) ≤ c1v−1ω,n(|t|3 + t2)e−c2t
2
for some constants c1, c2 > 0. Let F1 be the distribution function of S
ω
nϕ (w.r.t
m¯ω), and let F2 be the standard normal distribution. Applying (3.14) with these
functions and the above T = Tn we obtain the second statement with S
ω
nϕ/
√
vω,n
with respect to m¯ω. But using Proposition 2.5 in [28] we have that
ess-sup sup
n
|m¯ω(Sωnϕ)− µω(Sωnϕ)| = ess-sup sup
n
|m¯ω(Sωnϕ)| <∞.
Therefore, the difference between the centered and non-centered sum is O(1/
√
n).
Applying Lemma 3.3 in [22] with a = ∞ we complete the proof of the second
part. 
3.2. The local CLT. Our next result is a local central limit theorem. Let use
begin with a formulation which is suitable for non-lattice cases.
3.2.1. Theorem. Suppose that for compact set J ⊂ R \ {0} we have
(3.16) lim
n→∞
√
n sup
t∈J
|µω(eitS
ω
nϕ)| = 0.
Then for any continuous function g : R→ R with compact support (or an indicator
of a finite interval) we have
lim
n→∞
sup
t∈R
∣∣∣∣√2πnΣ
∫
g(Sωnϕ(x) − µω(Sωnϕ)− t)dµω(x) − e−
t2
2nΣ2
∫ ∞
−∞
g(x)dx
∣∣∣∣ = 0.
The same result holds true with m¯ω in place of µω assuming that (3.16) holds true
with m¯ω.
Note that condition (3.16) excludes the case that Sωnϕ take valued in some lattice
hZ = {jk : k ∈ Z}, h > 0. In the lattice case we have the following.
3.2.2. Theorem. Suppose that there is h > 0 so that Sωnϕ ∈ hZ for any n and
almost any ω. Assume also that for any compact set J ⊂ [−π/h, π/h]\{0} we have
(3.17) lim
n→∞
√
n sup
t∈J
|µω(eitS
ω
nϕ)| = 0.
Then for any continuous function g : R→ R with compact support (or an indicator
of a finite interval) we have
lim
n→∞
sup
k∈Z
∣∣∣∣∣
√
2πnΣ
∫
g(Sωnϕ(x) − µω(Sωnϕ)− t)dµω(x)− e−
t2
2nΣ2
∑
m∈Z
g(mh)
∣∣∣∣∣ = 0.
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The same result holds true with m¯ω in place of µω assuming that (3.17) holds true
with m¯ω.
Proof of Theorems 3.2.1 and 3.2.2. Since the CLT holds true, in both lattice and
non-lattice cases, applying Theorem 2.2.3 in [23], the local CLT’s follows from
(3.16), (3.17), or their mω-versions together with the estimates
|eΠω,n(it)| = eℜ(Πω,n(it)) ≤ c1e−c2nt
2
which holds true for any t ∈ [−δ, δ], a sufficiently small δ > 0 and a sufficiently
large n, where c1, c2 are positive constants. Indeed, in all four type of local CLT’s in
question the characteristic function of the underlying sum is bounded from above
around the origin by a constant times the function |eΠω,n(it)| (see (3.7) and its
µω-version). 
3.2.1. On the verification of conditions (3.16) and (3.17). For uniformly random
expanding maps (see in Chapters 5 and 7 [23]) and for random uniformly hyper-
bolic maps [14], conditions (3.16) and (3.17) were verified under certain assumption
involving regularity properties of the random maps fω and functions uω around a
periodic orbit of σ, and other regularity assumptions on the behavior of the systems
(Ω,F , P, σ) aroud that periodic orbit (see Assumptions 2.10.1 and 7.1.2 in [23] and
Assumption 5.5 in [25]). In this section we will extend this idea to random Young
towers.
We assume here thatMω does not depend on ω and that (Ω,F , P, σ) is a product
shift space, where Ω = ΩZ0 is a topological space, F contains all the Borel sets and
P = P Z0 is a product measure. Since in the applications in Section 4 we can only
consider the case of i.i.d. maps, we will focus this case, even though it is possible
to formulate results in more general circumstances. In this case we take fω = fω0 ,
where ω = (ωj)j∈Z. We will also assume that Rω is a stopping time: for any n, x
so that Rω(x) = n, we have Rω′(x) = n for any ω
′ ∈ Ω so that ω′j = ωj for any
0 ≤ j < n. The following Assumption is our version of Assumption 7.1.2 in [23] (or
Assumption 5.5 in [25] which is a more general version of it).
3.2.3. Assumption. (i) There is a point ω0 ∈ Ω0 so that P0 assigns positive mass
to open neighborhoods of ω0.
(ii) The map ω → uω is continuous at the point a := (..., ω0, ω0, ω0, ...) = ωZ0 .
Moreover, for any n, the operator Pω,n given by
Pω,ng(x0) =
∑
y:fnω y=x0,Rω(y)=n
g(y)/Jfn(y) = P0ω(I(Rω = n)g)(x0)
is continuous in ω at the point a.
(iii) The spectral radius of the deterministic transfer operator Rit := Lita is
strictly less than 1 for any t 6= 0 in the non-lattice case, or for any nonzero t ∈
[−π/h, π/h] in the lattice case (equivalently, the spectral radius of P ita with respect
to the norm ‖g‖s+ ‖g‖h defined in Section 2.1 is less than 1 for non-zero t’s in the
above domains).
We note that because of the product structure we build our condition around a
fix point of σ, and not around a general periodic point (as in [23]), but, of course,
considering periodic point is also possible. In this case we should just Lita with
Lit,n0a , where n0 is the period ofa, and all the continuity and regularity properties
should hold true in the finite periodic orbit of a.
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The second condition holds true when fω0 = fω′0 if ω
′
0 is close enough to ω0. This
happens when Ω0 is a countable alphabet and P0({ω0}) > 0. More general type of
continuity of fω′ in ω
′ around ω0 can be considered. The third conditions is just a
standard apriodicity (or maximality) assumption on the deterministic Young tower
(∆a, Fa) (note that σa = a).
3.2.4. Proposition. Suppose that Assumption 3.2.3 holds true. Then for P -a.a.
ω the left hand sides of (3.16) and (3.17) decay exponentially fast to 0, with either
µω or m˜ω in place of µω (and for any appropriate set J).
Proof. First, using the uniform exponential tails and (2.2), we have that for any M
and t ∈ R, uniformly in ω,
(3.18)
∥∥Litω − Lit,≤Mω ∥∥ ≤ (1 + |t|)c1e−c2M
where c1, c2 > 0 are constants and Lit,≤Mω (g) = Litω (gI(Rω ≤M)).
Next, let J be a compact subset of either R \ {0} (in the non-lattice case) or
[−π/h, π/h] \ {0} (in the lattice case). Let BJ ≥ 1 be so that
sup
n≥1
sup
t∈J
‖Lit,nω ‖ ≤ BJ .
As noted before, such a constant exists in view of the Lasota-Yorke inequality. Let
s be so large so that
sup
t∈J
‖Rsit‖ ≤
1
4BJ
.
Such an s exists in view of Assumption 3.2.3 (iii). Let ε > 0. Then by (3.18) and
the compactness of J there exists M =Mε so that for any ω we have
sup
t∈J
‖Litω − Lit,≤Mω ‖ < ε.
Therefore, there is a constant Aj,s > 0 so that
sup
t∈J
‖Lit,sω − Lit,≤M,sω ‖ < AJ,sε.
where
Lit,≤M,sω =
s−1∏
j=0
Lit,≤Mσjω .
Next, by Assumption 3.2.3 (ii) there is a neighborhood U of a so that for any ω ∈ U
we have
sup
t∈J
‖Lit,≤Mω − Lit,≤Ma ‖ < ε.
Set V =
⋂s−1
j=0 σ
−jU . Then V is an open neighborhood of a, and so P (V ) > 0
(since P0 assigns positive mass to open sets containing ω0). It follows that there is
a constant CJ,s > 0 so that for any ω ∈ V we have
sup
t∈J
∥∥Lit,≤M,sa − Lit,≤M,sω ∥∥ ≤ CJ,sε.
By taking a sufficiently small ε we get that
sup
ω∈V
sup
t∈J
∥∥Lit,sω −Rsit∥∥ < 12BJ .
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Finally, by Birkhoff’s ergodic theorem and the Kac formula, for P -a.a. ω there
is an infinite sequence n1 < n2 < ... so that
lim
m→∞
nm/m = 1/P (V ) > 0.
Therefore, there is a constant c > 0 so that, P -a.s. when n is large enough we can
partition Lit,nω into at least cn blocks so that the norm of the odd blocks does not
exceed BJ , while the norm of the even blocks does not exceed
1
2BJ (we can take
c = P (V )/2s). Therefore, P -a.s. for any n large enough we have
sup
t∈J
‖Ln,itω ‖ ≤ DJ2−cn
and the proof of the proposition is complete. 
3.2.5. Remark. When (3.16) and (3.17) hold true then we can also get Edgeworth
expansions of order 1 in a similar way to [16] and [25].
3.3. Large and moderate deviations principles. Relying on the Ga¨rtner-Ellis
Theorem and on (2.38), (3.4) and that
|µω(Sωnϕ)− m¯ω(Sωnϕ)| ≤ C,
the following moderate deviations principle (with optimal normalization) is proved
exactly as in Theorem 2.8 in [26] (in our case the variance grows linearly fast).
3.3.1. Theorem. Suppose that Σ2 > 0. Let kω be either µω or m¯ω. Let an be a
sequence of positive numbers so that
lim
n→∞
an√
n
=∞ and lim
n→∞
an
n
= 0
and set εn = n/a
2
n. In both cases we set Wn =W
ω
n =
(
Sωn −κω(Sωn )
)
/an. Then for
any Borel measurable set Γ ⊂ R we have
− inf
x∈Γo
I0(x) ≤ lim inf
n→∞
εn lnκω(W
ω
n ∈ Γ) ≤ lim sup
n→∞
εn lnκω(W
ω
n ∈ Γ) ≤ − inf
x∈Γ¯
I0(x)
where I0(x) =
1
2x
2/Σ2, Γo is the interior of Γ and Γ¯ is its closure.
The main idea in the proof is to not that, using (2.38) with z = t ∈ [−δ, δ] (where
δ is small enough) we get that
lnκω(e
t(Sωnϕ−µω(S
ω
nϕ))) = lnλω,n(t) +O(1).
Using the Ga¨rtner-Ellis theorem we also get the following local large deviations
principle
3.3.2. Theorem. Suppose that Σ2 > 0. Let kω be either µω or m¯ω. In both cases
we set An = A
ω
n = S
ω
n − κω(Sωn ). Then the exists a constant δ > 0 so that P -a.s.
for any Borel measurable set Γ ⊂ [−δ, δ] we have
− inf
x∈Γo
I(x) ≤ lim inf
n→∞
εn lnκω(W
ω
n ∈ Γ) ≤ lim sup
n→∞
εn lnκω(W
ω
n ∈ Γ) ≤ − inf
x∈Γ¯
I(x)
where I is the Fenchel-Legendre transform of the average pressure function P(t) =∫
lnλω(t)dP (ω).
3.3.3. Remark. It also follows that for any ε > 0 small enough
lim
n→∞
1
n
lnκω(S
ω
nϕ− κω(Sωnϕ) ≥ εn) = −I(ε).
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3.3.4. Remark. We can also obtain the local CLT and the large and moderate
deviations principles for vector valued random observables uω. The proofs are very
close to the corresponding proofs in [16], and so they are not provided. Moreover,
using the ideas in [24], under appropriate conditions we can also get a local CLT,
a Berry-Esseen theorem and a Renewal theorem for the sums Snϕ =
∑n−1
j=0 ϕ ◦ T j,
where ϕ(ω, x) = ϕω(x), T (ω, x) = (σω, Fωx) is the skew product and (ω, x) is
distributed according to µ =
∫
µωdP (ω). In the applications in Section 4, all of the
above results translate into corresponding results with fω instead of Fω and with
the equivariant measures µω discussed there.
4. Applications
4.1. limit theorems for non-uniformly random expanding systems. We
consider here a direct random generalization of the model considered by Melbourne
and Nicol [37]. We assume here that (Ω,F , P ) = (Ω0,F0, P0)Z is a product space
and that σ is the left shift. We then consider a family of maps fω : Mω → Mσω
with the properties described at the beginning of Section 2.1, so that fω = fω0
when ω = (ωi)i∈Z (so we consider i.i.d. maps). Our additional assumptions of the
maps fω from the beginning of Section 2 are as follows. There are constants λ > 1,
η ∈ (0, 1), C ≥ 1, c1, c2, c3 > 0 so that
(i) Mω = (Mω, ρω) is a bounded locally compact metric space and f
Rω,j
ω is a
measurable bijection between Λω,j and ∆σRω,jω,0.
(ii) ρσRω,jω(fωx
Rω,j , fωy
Rω,j ) ≥ λρω(x, y) for any j and x, y ∈ ∆ω,j ;
(iii) ρσℓω(f
ℓ
ωx, f
ℓ
ωy) ≤ CρσRω,jω(f
Rω,j
ω x, f
Rω,j
ω y) for any j, x, y ∈ Λω,j and ℓ <
Rω,j;
(iv) The functions gω,j =
d(fRω,jω )∗(mω|Λω,j)
dmω|δ
σ
Rω,j ω,0
satisfy
|log gω,j(x) − log gω,j(y)| ≤ Cρω(x, y)η
for any x, y ∈ ∆ω,0;
(v) mω(Rω ≥ n) ≤ c1e−c2n for any n;
(vi) There are N0 and t1, t2, ..., tN0 ∈ N such that gcd{ti} = 1 and P -a.s.
mω(Rω = ti) > 0; Moreover,Rω is a stopping time, namely the map (ω, x)→ Rω(x)
is measurable and if Rω(x) = n then also Rω′(x) = n, where ω
′ is a sequence whose
first n coordinates are the same as ω;
The first four assumptions are straight forward generalizations of classical as-
sumptions, and they mean the maps fω are a random family of non-uniformly dis-
tance expanding maps, while the sixth assumption comes from [7] (see also [1] and
[19]). Under these assumptions, the map πω : ∆ω →Mω given by πω(x, ℓ) = f ℓσ−ℓωω
is a Holder continuous bijection on its image.
We consider now a uniformly bounded family of Ho¨lder continuous functions
gω :Mω → R (uniformly in ω) and define
Sωnϕ =
n−1∑
j=0
ϕσjω ◦ fnω .
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For a fix ω we will view Sωnϕ as a sequence of random variables with respect to either
(πω)∗µω, which is an equivariant family of measures equivalent to the restriction
of the reference measures mω to the image of πω (“sample stationary measures”
in the terminology of [7]) or the measure (πω)∗mω (which is also equivalent to the
latter restriction, and coincides with mω on the random base ∆ω,0). In order for
our results in Section 2 to hold we need that, on the random tower,
lim
k→∞
dk = 0
where dk was defined in (2.13), and this is a consequence of Theorem 2.5 in [1]. Note
this Theorem 2.5 yields a stronger result, where the Lipschitz semi-norm (constant)
is replaced with the Lipschitz constant corresponding to the metric generated by
the number of joint return times to the same atom on the random bases. Moreover,
we also need Assumption 2.3.1 to hold true. As in Remark 2.3.2, we have the
following.
4.1.1. Proposition. For the maps describe above, Assumption 2.3.1 holds true on
the random tower if one of the following two conditions hold true.
(i) For any i we have
ess-sup sup
x∈∆ω,i
|JfRω,iω x| <∞
(equivalently the Jackobian of fRωω restricted to the atom with the i-th largest mea-
sure is uniformly bounded in ω).
(ii) There is a constant C > 0 so that, P -a.s. we have |Jfω| ≤ C. Moreover,
for any n large enough there is a constant kn so that P -a.s. the set {i : n ≤ Rω,i ≤
n+ kn} is non-empty.
4.2. Limit theorems for random nonuniformly hyperbolic maps. Our re-
sults hold true with for the partially hyperbolic maps considered in Section 3 of [1],
together with the physical measures µω from Theorem 1.5 there. Indeed, we first
observe that the random towers constructed there have exponential tails uniformly
in ω. Moreover, relying on Propositions 3.3 and 3.5 in [1] (which are random ver-
sions of Lemma 4.4 in [2]) and arguing as in Section 7 in [2] one can show that,
after collapsing along stable manifolds we get a Ho¨lder continuous random con-
jugacy with a random Gibbs-Markov-Young map, a model which can be reduced
to the random towers considered in this paper (this essentially means that the ar-
guments in [1] reduce the problem to random towers so that (2.2) holds true for
some β with our separation time and not only with the (smaller) random separa-
tion time defined in [1]). We also note that, in view of (76) in [1], the condition
that {i : ℓ ≤ Rω,i ≤ ℓ + kℓ} is non-empty holds true with kℓ = L which does not
depend on ℓ. Therefore, as discussed in Remark 2.3.2 we get that the conditions in
Assumption 2.3.1 are valid. Finally, we note that we indeed get all the limit theo-
rems with for the original maps fω from the results on the random tower because
(7) in [1] hold true with δσkω,k = Cδ
k for some C > 0 and δ ∈ (0, 1) (using that,
the reduction from the invertible case to the non-invertible case is done similarly
to Section 4.2.2. of [27]).
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