Abstract:This paper proposed an optimized support vector machine method to realize the automatic diseases classification of medical imaging results, which overcome the traditional Bayesian Classification problems. It improved the classification accuracy effectively, and was used to analyze the medical characteristics of the two hospitals in the same region.
INTRODUCTION
With medical data explosive growth, research on clustering and classification of medical data is significant to knowledge of medical information and management decision-makings. Currently, disease classification of medical imaging results usually classified artificially by imaging diagnosis doctors. However the doctors usually are too busy to do this work. Therefore, it has the application value to realize automatic classification. Through the literature retrieval, a method is found in the paper "The Automatic Classification Research to Medical Imaging Disease Based on Naïve Nayesion Algorithm" written Huo Hongbo, etc [1] . But the Naive Bayesian method has its shortcomings: (1)Each categorical attributes are assumed independent, but in fact this assumption is often not set up, which certainly impact the classification accuracy; (2)The assumption is to classification with infinite training samples, however the training sample is limited in the actual situation.
For those above problems, we applied Optimized SVM method to solve the problems of the small sample training, high-dimensional, nonlinear and low classification accuracy etc. And try to apply this method into practice.
K-MEANS CLUSTERING ANALYSIS
In the situation of there are no classified samples, the text clustering must be completed firstly. Paper selected the most classic K-means clustering algorithm [2] , and seventy thousand inspection records from RIS database are clustered into ten classes based on international disease standard code ICD-10.
A. K-means Text Clustering
First the extracted data was pretreated, and the Chinese word segmentation tool ICTCLAS are used to segement, then the data is converted into feature model. After the text converted into VSM, K-means clustering will be did. K-means text clustering can be described as [3] : (1 set，d is VSM space model; (2) the number of generated clusters is determined, k=10; (3) K initial cluster centers is generated order by the principles of randomly generated; (4) the similarity of the initial cluster centers for the each of the D text is calculated, the similarity can be expressed as: 
Results of K-means text clustering
After completing clustering in k-means clustering algorithm, the clustering results need to be tested. Index of clustering results commonly used precision, recall and F value, however the test used by these indicators must be based on the situation of divided class. Because of the huge number of clusters, it's difficult to judge the clustering result through the divided class by artificial classification. So the clustering results are used in next research directly.
ESTABLISHMENT AND OPTIMIZATION OF SUPPORT VECTOR MACHINE
After the k-means clustering are completed, then 300 samples per class are selected consisting 3000 training set from clustered text. (2)The text is converted into VSM after completing segmentation. The thought of the VSM is: D initial documents and a group of n words are assumed, we can regard each document as independent term group. And the feature is given a certain weight, as the corresponding coordinate values. VSM can be expressed as: TF-IDF is used to calculate weighted forms, we can obtain the following formula:
Where is the times of the words appeared in document, N is the number of all training documents, is the number of the training documents in which the word appears.
(3)Feature selection to reduce the dimensionality. Information Gain (IG) is selected as feature selection method. IG reflect the text information by calculating the average of a feature in the text [4] . The main formula is as below:
Where represents the probability of type text appears in the overall text; represents the probability that t feature items in total text; represents the probability that the text contains t feature items belonging to the class of text; represents the probability that the text not contains t feature items but belonging to the class of text.
SVM Text Classification
Support Vector Machine (SVM) algorithm is developed based on statistical learning theory [5] .
The key of construct SVM classifier is to find a hyperplane. Certain types classified linear equations of medical imaging text is assumed , it was normalized so as to satisfy the condition, we can obtain the classification interval is when the condition is equal to 1.
To make the largest class interval, it's equivalent to find the minimum value of , and it was transformed into solve the minimum of . Lagrange function is introduced to solve the constrained optimization problem, so we can obtain the following formula: 
If f(x) is greater than zero indicates that the text belongs category, and less than 0 indicates not belongcategory.
We need use kernel function to convert medical imaging text into a linear when it is nonlinear. In this paper, we use linear kernel function, and use it to replace the x value. Finally, we can get the optimal classification function as below:
SVM Multi-class Classification Based on Binary Tree Algorithm
Medical imaging text classification is a multi-classification problem because of it has ten categories, but SVM can only solve two classification problems, so it must be achieved by building multiple classifiers. In this paper, we use binary tree algorithm to build multi-classifier [6] .
The process of establishing medical imaging text multi-class SVM classifier can use the following example to illustrate: (1)The first, training data of respiratory disease category as +1 training data, while the remaining training data of nine categories as -1 training data. So SVM classification decision function of respiratory disease was built. (2)Training data of circulatory system diseases as +1 training data, while the remaining training data of eight categories except respiratory disease category as -1 training data. SVM classification decision function of circulatory system disease was built. (3)At last, classification functions of several other categories are built according to the above-mentioned two-steps.
After that, we can set test sample data X for example. The X begins respiratory diseases classification, if it belongs to this class, then we stop classifying, else we use the second, third and the last SVM classifier to finish classifying.
Performance Test of Multi-class SVM Classifier
The test sample need to performance test after build the multi-class SVM classifier. The classification results shown in Table 1 28  19  96  17  4  0  0  645  22  6  Muscul  oskelet  al   90  136  6  349  26  14  17  143  8145  47   Tumor  1  2  557  37  76  0  1  10  0  361  5  Table2 Confusion matrix table of Classification  In table, the row represents the number of the category for original was assigned to other categories, and vertical column represents the medical imaging text which not belongs to this category. We also find the misclassified texts of pregnancy category, circulatory system and tumor are so much. We found that the main reason of misclassification is SVM classifier training sample is too narrow, it don't contain a representative medical imaging text.
So we need to optimize the SVM. Since the training data contains more beneficial text for SVM classifier, so we can constitute new training sample includes the misclassified text and the original training samples. The new composition of training sample has a stronger ability to learn, and last the SVM classifier was trained again. The optimization can be described by the following two graphs. Figure 1 , the black sample represents the misclassified data by SVM, we can see that the classification is not the best optimized hyperplane. Figure 2 represents the result after optimization, the optimized SVM can correctly classified the misclassified text. It effective solution the situation because of the training sample is too narrow to classify. Training in accordance with the above optimization mode, and then the training samples are classified again. Then we can take the results before optimized compared with the results after optimized, its comparative results shown in Table 3 .
Before optimization（%）
After Table3 Performance comparison table of SVM before and after optimization  The table shows classification results of optimized SVM classifier significantly increased, the precision of circulatory system from 53.908% increased to 88.738%, and precision of Ear and mastoid class from 67.895% increased to 87.585%. And the macro precision also increased by about nearly 7%, it effective proved practicability of the optimization method.
THE APPLICATION OF SVM CLASSIFIER IN REGIONAL MEDICAL IMAGINE TEXT
After the SVM text classifier optimized training was completed, the optimized SVM classifier is applied into the automatic classification of Regional Medical imaging text. Then we deal with classified research for A, B two medical institutions in the same region. It facilitates analysis of disease trends of different medical institutions in regional, and it also facilitates relevant departments to expand preventive measures and arrange staff. And we can judge the specialties in the field of different medical institutions according to the results.
We extract check text from September 2013 to September 2014, and then classify these texts. We can obtain following two disease trends after counting data. From figure we can find that disease trends of A and B agency generally maintain stable trend. But it can obviously be found in the region with a high incidence of disease, for example urogenital diseases and respiratory diseases. At the same time, we can also find that the featured areas of A, B agency is different. The featured area of A agency is pregnancy category and genitourinary diseases; and the featured area of B agency is respiratory, genitourinary and bone diseases. 
CONCLUSION
In this paper, we apply SVM classifier to classify the medical imaging text, and optimize the training method to improve the classification accuracy. Then we analyze the medical characterstics of two hospitals in the same region.
