Abstract. In this note we present an algorithm to generate new Schrödinger type equations explicitly solvable in terms of orthogonal polynomials or associated special functions.
Introduction
Many problems in quantum mechanics and mathematical physics lead to equations of the type σ(s)y ′′ (s) + τ (s)y ′ (s) + λy(s) = 0
where σ(s) and τ (s) are polynomials of at most second and first degree, respectively, and λ is a constant. These equations are usually called equations of hypergeometric type [10] , and each of them can be reduced to the self-adjoint form Since the form of the equation (1) is invariant under a change of variable s → cs + d, it is sufficient to analyse the cases presented in table 1. Some restrictions are to be imposed to α, β in order the interval (a, b) to exist. 
The equation (1) defines an infinite sequence of orthogonal polynomials in the case σ(s) ∈ {1, s, 1 − s 2 }, and a finite one in the case σ(s) ∈ {s 2 − 1, s 2 , s 2 + 1}. The literature discussing special function theory and its application to mathematical and theoretical physics is vast, and there are a multitude of different conventions concerning the definition of functions. The table 1 allows one to pass in each case from our parameters α, β to the parameters used in different approach.
In section 2 we briefly present some results concerning orthogonal polynomials, associated special functions, hypergeometric type operators and related Schrödinger type operators which are needed in section 3. In quantum mechanics there exist potentials, called quasi-exactly solvable, for which it is possible to find a finite portion of the energy spectrum and the associated eigenfunctions exactly and in closed form [1, 6, 7, 8, 11, 12 ]. An algorithm for generating new explicitly solvable systems and some applications are presented in section 3.
Orthogonal polynomials and associated special functions
Let τ (s) = αs + β be a fixed polynomial, and let
for any ℓ ∈ N. It is well-known [10] that for λ = λ ℓ , the equation (1) admits a polynomial
If the degree of the polynomial Φ ℓ is ℓ then it satisfies the Rodrigues formula [10]
where B ℓ is a constant. Based on the relation
one can prove [2, 3, 10] that the system of polynomials {Φ ℓ | ℓ < Λ}, where
is orthogonal with weight function ̺(s) in (a, b). This means that equation (1) defines an infinite sequence of orthogonal polynomials
in the case σ(s) ∈ {1, s, 1 − s 2 }, and a finite one
can be expressed (up to a multiplicative constant) in terms of the classical orthogonal polynomials as [3] 
in the case
where H ℓ , L Let ℓ ∈ N, ℓ < Λ, and let m ∈ {0, 1, ..., ℓ}. The functions
are called the associated special functions. If we differentiate (5) m times and then multiply the obtained relation by κ m (s) then we get the equation
where H m is the differential operator
For each m < Λ, the special functions Φ (α,β)
ℓ,m with m ≤ ℓ < Λ are orthogonal with respect to the scalar product
The operators H m are directly related to some Schrödinger type operators. If
is its inverse then the functions
with m ≤ ℓ < Λ are orthogonal [2] 
and satisfy the equation [2, 4] 
where V m (x), defined in terms of the function η(s) = 1/ κ(s) ̺(s), is given by
For example, in the case σ(s) = 1, the change of variable R → R : x → s(x) = x leads to
New explicitly solvable Schrödinger type equations
In the case of a second order differential equation
with A(r) = 0 we can eliminate the first order derivative by using the function
The equation (18) is equivalent to the equation
which can be written as [5, 9] 
The Schrödinger type equations (15) have the form
If, for k ∈ {−1, 1}, there exists a differentiable bijective mapping
such that
where E = −C k (α, β, m). We know that α, β, ℓ and m must satisfy certain restrictions. In [5] the authors consider the Schrödinger equation (translated harmonic oscillator)
In this case the substitution x = √ 2r leads to the equation 
In [5] these equations are considered as two new exactly solvable Schrödinger equations. This is not obvious because, in equation (24), the eigenvalue λ depends on θ 2 and ρ. 
