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The single-impurity Anderson model is studied within the i-DFT framework, a recently proposed
extension of density functional theory (DFT) for the description of electron transport in the steady
state. i-DFT is designed to give both the steady current and density at the impurity, and it requires
the knowledge of the exchange-correlation (xc) bias and on-site potential (gate). In this work we
construct an approximation for both quantities which is accurate in a wide range of temperatures,
gates and biases, thus providing a simple and unifying framework to calculate the differential conduc-
tance at negligible computational cost in different regimes. Our results mark a substantial advance
for DFT and may inform the construction of functionals applicable to other correlated systems.
PACS numbers: 31.15.E-, 71.15.Mb, 73.63.-b
The description of strongly correlated systems in and,
particularly, out of equilibrium is a challenge for any the-
oretical method. Density functional theory (DFT), de-
spite its many successes in the ab-initio description of
atoms, molecules, and solids, is certainly not the first
method which comes to mind to tackle strong electronic
correlation. In recent years, however, it has been realized
that effects of strong correlation may indeed be within
reach of the DFT framework [1–10]. For instance, the
Kondo plateau in the zero-bias conductance may already
be captured at the level of standard Landauer theory
combined with DFT [11–13] provided that an accurate
exchange-correlation (xc) potential is used [14–16]. Sim-
ilarly, it has been shown how the description of Coulomb
blockade can be achieved within a DFT framework both
in the zero-bias limit [17–19] as well as at finite bias [20].
The single-impurity Anderson model (SIAM) [21] is
the minimal model for the description of transport
through a correlated system. Naturally, it has been
studied with a wealth of techniques, especially in recent
years. An incomplete list includes the time-dependent
density matrix renormalization group [22], functional
renormalization group (fRG) in the linear [23] and non-
linear regimes [24, 25], the numerical renormalization
group (NRG) [26, 27], diagrammatic many-body meth-
ods [28, 29], and Quantum Monte Carlo (QMC) tech-
niques [30, 31]. A recent comparative study [24] shows
the level of agreement reached between some of these
methods, giving confidence that their results can be con-
sidered as accurate reference.
In the present work we exploit state-of-the-art refer-
ence values of the nonequilibrium SIAM to construct
an accurate DFT functional allowing for the calculation
of density and current at negligible computational cost
for arbitrary interaction strength. The DFT results are
shown to reproduce previously published differential con-
ductances in a wide range of temperatures, on-site poten-
tials and biases with very high accuracy. Our functional
does not only provide a fast solution of the nonequilib-
rium SIAM but also offers an alternative perspective on
how to attack more complicated models and/or other
physical situations such as, e.g., time-dependent corre-
lated transport.
We work in the i-DFT framework, a recently proposed
extension of DFT, designed to study open systems in the
steady state [20]. i-DFT establishes a one-to-one map
between the steady density n(r) of the open system and
the steady current I on one hand and the external po-
tential (gate) and bias on the other hand. In the spirit
of DFT there exists an open Kohn-Sham (KS) system
of non-interacting electrons with the same n(r) and I as
the interacting system. In the KS system the Hartree-xc
(Hxc) contribution to the gate and the xc contribution
to the bias are functionals of n(r) and I.
i-DFT for the SIAM – In the SIAM the open system
consists of a single-impurity (hence n is the same as the
total number of particles N) with on-site repulsion U be-
tween opposite spin electrons and with energy indepen-
dent tunneling rate 1/γ between the impurity and the
left/right (L/R) electrodes. Denoting by V the external
bias, i-DFT leads to two coupled self-consistent KS equa-
tions for the steady density N and current I (hereafter∫
≡
∫
dω
2pi ):
N =
∑
α=L,R
∫
f
(
ω + sα
V + Vxc
2
)
As(ω) , (1a)
I =
γ
2
∑
α=L,R
∫
f
(
ω + sα
V + Vxc
2
)
sαAs(ω) (1b)
where sR/L = ± and f(ω) = 1/(1+e
β(ω−µ)) is the Fermi
function at inverse temperature β = 1/T and chemical
2potential µ. Furthermore,
As(ω) =
γ
(ω − vs)2 +
γ2
4
(2)
is the KS spectral function with KS gate vs = v + vHxc,
v being the external gate. Both the Hxc gate vHxc =
vHxc[N, I] and the xc bias Vxc = Vxc[N, I] are function-
als of the steady density and current, and need to be
approximated in practice.
Equations (1) are the basic self-consistency conditions
of the i-DFT approach. They can also be used to derive
an expression for the finite-bias differential conductance.
The right-hand sides of Eqs. (1) depend on V both explic-
itly through the Fermi functions and implicitly through
N and I (which enter as arguments of the xc potentials).
Differentiation of Eqs. (1) with respect to V leads to a
linear system of coupled equations for dNdV and
dI
dV which
can easily be solved. Since we are mainly concerned with
differential conductances, we only give the explicit solu-
tion for this quantity
dI
dV
=
1
D
(
G− +G+
2
+
4
γ
G−G+
∂vHxc
∂N
)
(3)
where the denominator is defined as
D ≡ 1−
1
γ
(G− −G+)
∂Vxc
∂N
+
2
γ
(G− +G+)
∂vHxc
∂N
−
1
2
(G− +G+)
∂Vxc
∂I
+ (G− −G+)
∂vHxc
∂I
+
4
γ
G−G+
(
∂vHxc
∂I
∂Vxc
∂N
−
∂vHxc
∂N
∂Vxc
∂I
)
(4)
and
G± ≡ −
γ
2
∫
f ′
(
ω ±
V + Vxc
2
)
As(ω) . (5)
For given external gate v and bias V , Eq. (3) has to be
evaluated at the self-consistent values of N and I found
by solving Eqs. (1a) and (1b). Interestingly, at zero bias
and arbitrary gate v we have ∂vHxc∂I |I=0 =
∂Vxc
∂N |I=0 = 0
and G− = G+ = Gs(v), where Gs(v) is the zero-bias KS
conductance. It is straightforward to show that in this
case Eq. (3) simplifies to [20]
G(v) ≡
dI
dV
∣∣∣∣
V=0
=
Gs(v)
1−Gs(v)
∂Vxc
∂I
∣∣
I=0
. (6)
Similarly, at the particle-hole (ph) symmetric point
v = −U/2 (hence N = 1) and arbitrary bias V , we
have ∂vHxc∂I |N=1 =
∂Vxc
∂N |N=1 = 0. Furthermore, since
vHxc[1, I] = U/2 the KS spectral function is even in ω
and therefore G− = G+ = Gph,s(V ), where Gph,s(V )
is the finite bias KS conductance at the ph symmetric
point. Then Eq. (3) reduces to
Gph(V ) ≡
dI
dV
∣∣∣∣
v=−U/2
=
Gph,s(V )
1−Gph,s(V )
∂Vxc
∂I
∣∣
N=1
. (7)
xc potentials at zero temperature – In order to use the
i-DFT formulas we need an approximation for vHxc and
Vxc. In Ref. 20 we showed that the Coulomb blockade
diamond is correctly described by the (H)xc potentials
v˜Hxc[N, I] =
U
4
∑
s=±
[
1 +
2
pi
atan
(
N + sγ I − 1
λ1W0
)]
(8a)
V˜xc[N, I] = −U
∑
s=±
s
pi
atan
(
N + sγ I − 1
λ1W0
)
(8b)
where W0 = 0.16γ/U and the fitting parameter λ1 was
chosen to be λ1 = 1. The essential property of the (H)xc
potentials of Eq. (8) are step-like features occuring at the
lines N±I−1 = 0 in the N -I plane. Unfortunately, these
potentials miss the Kondo plateau in G(v) found at zero
temperature. In fact, at T = 0 we have G = Gs [32, 33]
and the Kondo plateau stems from the KS conductance
alone (provided that the exact Hxc gate is used) [14–
16]. Although Eq. (8a) at I = 0 well approximates the
exact vHxc (exhibiting a smeared step of height U at half
filling), we see from Eq. (6) that ∂Vxc∂I
∣∣
I=0
needs to vanish
for the equality G = Gs to hold. This is not the case for
the approximation in Eq. (8b). To incorporate the Kondo
physics in the functionals we have to make sure that (a)
the correction toGs vanishes and (b) the Hxc gate at zero
current is as accurate as possible. Both requirements can
be satisfied with the following ansatz:
vHxc[N, I] =
(
1− a˜(0)[I]
)
v˜Hxc[N, I] + a˜
(0)[I]v
(0)
Hxc[N ] (9a)
Vxc[N, I] =
(
1− a˜(0)[I]
)
V˜xc[N, I] (9b)
where v
(0)
Hxc[N ] is the parametrization of the T = 0 Hxc
gate of Ref. 15. There are a few constraints which restrict
the choice of the function a˜(0). By symmetry, a˜(0) should
be an even function of the current and, for ∂Vxc∂I
∣∣
I=0
to
vanish, its value at vanishing current should be unity.
Furthermore, the effect of a˜(0) should fade out as the
current increases since the (H)xc potentials of Eq. (8)
already give the physically correct picture at finite cur-
rent. Here we choose the following form satisfying all
these conditions
a˜(0)[I] = 1−
[
2
pi
arctan
(
I
γW0
)]2
. (10)
Equations (9) and (10) completely specify the zero-
temperature (H)xc potentials once a value of λ1 in
Eqs. (8) is chosen. In the left panel of Fig. 1 we show
that for λ1 = 2 the i-DFT I-V characteristics at the ph
symmetric point is on top of the fRG results [24] in a
wide bias window and for various values of U/γ. The
value λ1 = 2 performs well even away from the ph sym-
metric point, thus supporting the general validity of the
functional forms. In the right panel of Fig. 1 we compare
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FIG. 1. Comparison between fRG and i-DFT I-V character-
isitcs at zero temperature. Left: at the ph symmetric point
v = −U/2 for different U/γ. Right: at fixed U/γ = 1 for
different v/U . fRG results from Ref. 24.
the I-V characteristics from fRG and i-DFT for various
gates at a fixed value of U/γ = 1; the agreement is ex-
cellent. We emphasize that in addition to the conceptual
simplicity i-DFT is also numerically very efficient: the
self-consistent solution of Eqs. (1) is so fast that the cal-
culation of one I-V characteristics requires less than a
CPU second.
xc-potentials at finite temperature – We now turn to
the construction of the xc potentials at finite temper-
atures. At the ph symmetric point the zero-bias con-
ductance Gph(0) is known to be a universal function
Guniv(T/TK) of the ratio between T and the Kondo tem-
perature TK [34] which is given by [25]
TK =
4
pi
√
Uγ exp
(
−
pi
4
(
U
γ
−
γ
U
))
. (11)
The function Guniv has been calculated using the NRG
method in Ref. 35. To reproduce this universal behavior
we keep the form in Eqs. (9) except for replacing W0
with a temperature dependent W (T ) and a˜(0)[I] with a
temperature-dependent functional of N and I:
a(T )[N, I] = b(T )[N ]a˜(T )[I] . (12)
Here a˜(T ) is given by the r.h.s. of Eq. (10) with
W0 → W (T ) and b
(T ) is chosen such that Gph(0) =
Guniv(T/TK). The function W (T ) (with W (0) = W0)
accounts for the temperature-dependent broadening of
the step-like features of the zero-temperature xc poten-
tials in Eqs. (9). Using Eq. (7) together with our ansatz
for the xc bias we obtain the following condition on the
function b(T ):
b(T )[N ] = 1 +
c(T )[N ]
∂V˜xc
∂I
∣∣
N=1
I=0
(
1
Guniv
−
1
Gph,0
)
, (13)
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FIG. 2. Comparison between fRG and i-DFT differential con-
ductances at the ph symmetric point (in units of the quantum
of conductance G0 = 1/pi) as function of bias V for U/γ = 3
(left) and U/γ = 4 (right). fRG results from Ref. 25.
where c(T )[1] = 1 and Gph,0 ≡ Gph,s(0) is the KS
zero-bias conductance at the ph symmetric point. Since
v
(0)
Hxc[1] = U/2, from Eqs. (2) and (5) we find Gph,0 =
− γ
2
2
∫
f ′(ω)/(ω2 + γ2/4); thus the term in paranthesis
is a well defined function of temperature (independent
of the functional form of a(T )). This construction allows
for reproducing with high accuracy the numerical values
of Gph(0) of all the reference calculations we compared
with.
Although we have not yet specified c(T )[N ] for all den-
sities, the property c(T )[1] = 1 is enough to calculate
Gph(V ) at finite bias. Aiming to reproduce the results
presented in Ref. 25, we found good agreement if we
choose the temperature-dependent broadening
W (T ) =W0
(
1 + 9
(
T
γ
)2)
. (14)
The dependence on the ratio T/γ reflects the physical
expectation that broadening is dominated by γ at small
temperatures and by T at high temperatures. In Fig. 2
we show the differential conductances at the ph symmet-
ric point for U/γ = 3 and U/γ = 4 in a large bias window.
In both cases the i-DFT potentials accurately reproduce
the fRG results.
We still need an expression for c(T ) which, by ph sym-
metry, is an even function of (N − 1). Again good agree-
ment between the i-DFT and fRG finite-temperature
zero-bias conductances is found by choosing
c(T )[N ] = 1 +
2
pi
δ(T ) arctan
((
N − 1
λ2W (T )
)2)
. (15)
As the temperature increases the Kondo plateau in G(v)
is suppressed, and this suppression is strongest at the
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FIG. 3. Comparison between fRG and i-DFT zero-bias con-
ductances (in units of G0 = 1/pi) as function of gate v for
U/γ = 2 (left) and U/γ = 3 (right). fRG results from Ref. 25.
ph symmetric point. The height of the resulting “side
peaks” is controlled by
δ(T ) =
2
pi
arctan
(
(Uc − U)/γ
λ2W (T )
)
, (16)
where the values λ2 = 3 and Uc = 6γ best fit the fRG
results of Ref. 25. The quality of the i-DFT results for
moderate values of U/γ can be appreciated in Fig. 3.
Having fixed the parameters λ1, λ2 and Uc the xc po-
tentials can be used to calculate the differential conduc-
tance for any U/γ in a wide range of temperature, gate
and bias. As a severe test we have analyzed the perfor-
mance of i-DFT in the very strongly correlated regime.
In Fig. 4 we compare the zero-bias conductance of i-DFT
and NRG [26, 27] for several temperatures. Once more
the agreement is rather satisfactory, only for U/γ = 15.91
and low temperatures the shape of the “side peaks” is
slightly different.
In conclusion, we demonstrated that i-DFT can be
used to study the SIAM out of equilibrium, thus disprov-
ing the common notion that DFT is not suited for trans-
port through strongly correlated systems. Of course, as
the construction of the widely used local density approx-
imation in DFT relies heavily on accurate xc energies of
the uniform electron gas (obtained with, e.g., QMC tech-
niques), so the construction of our (H)xc potentials relies
heavily on accurate conductances of the SIAM obtained
with other methods. However, with an explicit form of
the Hxc gate and xc bias the computational problem sim-
plifies enormously since the i-DFT equations describe an
effectively non-interacting system. For any temperature,
gate, and interaction strength the actual calculation of an
I-V curve requires only negligible computational effort.
With the (H)xc potentials proposed in this work i-DFT
becomes a useful and inexpensive method to test and
benchmark future theoretical techniques in the SIAM.
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FIG. 4. Comparison between NRG and i-DFT zero-bias con-
ductances (in units of G0 = 1/pi) as function of gate v for
U/γ = 5.31 (left) and U/γ = 15.91 (right). NRG results from
Ref. 26.
Furthermore, the ideas behind the construction of the
(H)xc potentials are easily transferable to more compli-
cated systems like, e.g., the Constant Interaction Model
[17, 20, 36], or to time-dependent transport (through the
adiabatic approximation) [37–43] and may inform the
construction of functionals applicable to ab-initio calcu-
lations of correlated materials.
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