In this paper, the research focuses on the constrained iris under different acquisition states, and trains the mixed data without manual label division. A multi-state iris multi-classification recognition method based on convolutional neural network fusion statistical cognitive learning is proposed. The recognition process is divided into an image processing module, a classification module and a result output module. The image processing module converts iris images into recognition tags through convolutional neural network. By combining the characteristics of cognitive learning and statistical learning, the classification module converts iris features of the same category to the convolutional neural network label parameters by data statistical, and forms a single iris cognitive concept, thereby designing a single-category recognizer. Multiple single recognizers are combined in parallel to perform multi-classification recognition by the codeless fusion recognition mode, the results are further encrypted by external encryption. The final classification result is exported through the result output module, which can improve the security of data transmission. After confirming stealing attacks, the result output security protocol is activated, and legitimate users who pass the reliable third-party authentication can still get correct results after changing the decryption key and the result output mapping path. In the multi-state iris recognition, the experimental results of JLU iris library demonstrate that the proposed method can ensure the correct rate of the single classifier certification. In multi-classification recognition, it can effectively cluster iris of the same category and distinguish different categories of irises. In addition, the method can also effectively respond to the stealing attack behavior.
I. INTRODUCTION
Iris recognition is one of the most recognized technologies in the field of pattern recognition [1] . Multi-classification recognition is among the most valuable research directions in the current application scenario.
In this paper, the constrained iris in different acquisition states is taken as the research object (under the premise of ensuring that the acquisition equipment is unchanged and the acquisition status of the collector meet the standards, The associate editor coordinating the review of this manuscript and approving it for publication was Songwen Pei. three situations of defocus, illumination and deflection are mainly focused.). With regard to feature extraction and recognition, a multi-classification recognition method based on convolutional neural network fusion statistical cognitive learning for multi-state iris is proposed.
The overall process of the method proposed in this paper is shown in FIGURE 1.
The steps of the proposed method are: 1. This method designs a recognition network based on the convolutional neural network and divides the recognition process into the image processing module, the classification module and the result output module. The image recognition module is an 11-layer image processing network composed of convolution layers, pooling layers, ReLU layers, and expansion layer. A total of 15 recognition tags are formed in the expansion layer by extracting the texture edge values in the iris image, which are input into the classification module. 2. The classification module consists of the fully connected layer, the dilution layer, and the encryption layer. The recognition function of a single node in the fully connected layer is related to 15 label parameters of the corresponding category. A certain type of recognition tags are obtained by statistical analysis of the static iris set that meets the requirements. The initial cognitive concept of a certain category of iris is formed by the recognition tags. The preliminary classification results for all categories are obtained in the fully connected layer, which are input into the dilution layer for fine differentiation to obtain the dilution results, so that the classification results can be reflected more accurately. The dilution layer node corresponds to the fully connected layer node one by one. Each node in the fully connected layer and the corresponding node in the dilution layer constitute a single recognizer of one category. 3. Before inputting the dilution results into the encryption layer, the results should be encrypted from the external. The Key for a separate category by an external encrypting party is used to encrypt the dilution results. The encrypted data is inputted into the result output module which consists of the decryption layer, the redundancy extension layer, the mapping layer, and the output layer. The reliable third party authentication mechanism is introduced. A private key is given to the legitimate user by the authentication of the reliable third party, and then the data is decrypted in the decryption layer. The same number of redundant empty nodes are added to each category by setting a redundancy expansion layer. The number of nodes in the mapping layer is the same as the number of nodes in the redundancy expansion layer. The nodes in the redundancy expansion layer with the dilution result are mapped to the random node to which the corresponding category belongs in the mapping layer. The final recognition result is output to the output layer by analyzing the classification data. Once the stealing attack behaviors for a the iris data of a user are confirmed, on the one hand, the external encrypting party is notified to change the encryption and decryption key of the stolen category; on the other hand, the mapping relationship between the redundancy extension layer and the mapping layer is changed. Through these two methods, the thief can no longer use the iris data to get the correct conclusion.
The users with authentication of the reliable third party can get the correct results through a new encryption and decryption key and new mapping relationship. Compared with the traditional iris recognition algorithms, the proposed method has the following advantages and practical significance:
1: In terms of training and recognition: In the way of training and recognition: The statistical learning is combined with the convolutional neural network. Under the premise that a large amount of raw data is not classified, aiming at the constrained iris with certain degree of defocus, illumination variable, deflection and others, based on the convolutional neural network. The parallel combination structure of a single recognizer is used to select label parameters in the fully connected layer through single category multi-state iris feature statistic. The dilution layer is added to subdivide the small differences among features and amplify the differences between different categories. Every node in the fully connected layer and the corresponding node in the dilution layer form a single category recognizer. Multiple recognizers form a multi-category recognizer to complete iris recognition in multiple categories and multiple states. Compared with the statistical learning method based on the ideal state iris set, on the basis of ensuring the feature effective amount of information and reduce external interference like redundancy, the proposed method can focus iris features on iris itself as much as possible. The range of available irises can be expanded, and the practicality of the method will be improved. In addition, iris features will be integrated into the convolutional neural network to form neural network parameters. Meanwhile, the extraction and recognition of iris features are combined to avoid the separate storage of data and the loss of transmitted data. Codeless feature extraction is used for fusion recognition, which reduces unnecessary data transmission and improves the recognition efficiency. Compared with the traditional convolutional neural network and the iris recognition cognition mode, the proposed method designs a recognition function that can identify mixed data. Therefore, the parameter tags of iris features can be determined through the statistics of the mixed data, thus the cognitive description of iris features of the same category can be completed. Compared to concept recognition based on label settings, this method improves the accuracy of algorithm environment and cognitive description to avoid the interference caused by excessive feature tags or incomplete tag setting. In addition, it can not only reduce the difficulty and complexity of algorithm construction and structure learning, but also effectively avoid the shortcomings of the codeless mode. Meanwhile, with the parallel structure, redundant empty nodes can be set in the fully connected layer and the dilution layer to facilitate the addition of new categories. All these measures ensure the variability and flexibility of the neural network structure. 2: In terms of security: For the result output, a reliable third-party authentication mechanism is introduced to legitimate user authentication while setting the result output module between the user and the recognizer. On the one hand, the output data of the diluted layer are encrypted by external encryption, and the user private key used for decryption is provided by the reliable third-party authentication, thereby improving the data security. On the other hand, the recognition result output path is changed by changing the mapping relationship between the redundancy extension layer and the mapping layer. In these two ways, the stealing attack behavior for iris feature data can be invalidated. The mapping relationship between the redundancy expansion layer and the mapping layer and the decryption on the basis of reliable third-party authentication are called the result output security protocol of the result output module. The innovation of this method mainly is reflected in two aspects:
1. The recognition part of the traditional convolutional neural network structure is improved. Statistical cognitive learning is proposed by combining the advantages of statistical learning and cognitive learning. While designing a new recognition function to improve the fully connected layer, a new dilution layer is designed for accurate recognition. The convolutional neural network can identify multi-state and multi-classification for unclassified mixed original unstable iris data, which can extend the range of recognizable iris, reduce the conceptual cognition and feature statistical errors caused by data labeling and data classification errors, and effectively avoid the disadvantages of codeless recognition. 2. An external encryption and result output path based on reliable third-party authentication is proposed to form a result output security protocol. Security measures can be taken in time for stealing attacks, thus improving the output security of the recognition results.
The rest of this paper is organized as follows:
The significance of this paper can be explained based on the research background and the latest research related works in Section 2. In Section 3 the workflow of proposed method is introduced from three aspects: the image processing module, the classification module and the result output module. Moreover, the related functions are given, and the meaning is explained.
Section 4 is the experimental chapter. First, the meaning of using statistical cognitive learning to train and set the fully connected layer and the dilution layer for recognition is expounded, which explains the necessity of the structure of the proposed method and its influence on multi-state multi-class recognition. Second, the recognition performance of the method is analyzed by carrying out recognition experiments, including single-classifier certification, multicategory recognition and comparison with many traditional iris recognition methods. Third, the stealing attack experiment is conducted to explain the meaning of the result output module and the security protocol of the method in stealing attack resistance.
Finally, the conclusions are drawn in Section 5.
II. BACKGROUND AND RELATED WORK
At present, the core of iris recognition is feature extraction and recognition, which can be divided into two types:
A. SEGMENTED RECOGNITION WITH CODED FEATURE EXTRACTION
The features are expressed in an encoded form, which may be a binary code or a feature data set. The feature code is put into the recognition algorithm for identification. The features are extracted and recognized separately. However, the form of code and the pattern of recognition are mutually influential.
B. FUSION RECOGNITION WITH CODELESS FEATURE EXTRACTION
Iris features are transformed into the parameters in the recognition algorithm, so that the extracted features can be directly identified without being separately transmitted to recognition algorithm. In addition, in the practical application of iris recognition, it is necessary to optimize the feature extraction and recognition algorithm by means of machine learning in order to improve the recognition accuracy. There are two main types of optimization:
C. STATISTICAL LEARNING [2] After determining the feature extraction and recognition algorithm, feature data integration analysis is carried out to seek for the case in which most data can meet the requirements.
D. COGNITIVE LEARNING [3] When the feature extraction and recognition algorithm is not determined, the label is set to form a concept of object by imitating the process of human learning. The concept is constantly expanded and revised with the deepening of cognition.
The current iris multi-classification recognition algorithms mainly use the ideal status iris training set or the iris with manual setting status label. The optimal structure of the recognition algorithm or the feature extraction algorithm and the iris features of each category under the iris training set are summarized by statistical learning or cognitive learning. The iris recognition is performed in a coded or codeless form, such as Gabor filter [4] , Hamming distance [5] , wavelet transform [6] , neural network [7] , the convolutional neural network [8] in the codeless feature learning architecture, eye feature cognitive [9] , the ideal iris evidence theory through clustering methods [10] , feature extraction parameter optimization based on statistical optimization [11] , BP neural network supervised learning [12] , concept cognition based on deep learning neural network [13] and bionic humanoid algorithm learning [14] . Although these methods have achieved good results in various experiments, there are still some problems in practical application.
In the training way, the currently trained iris samples either ignore the unstable iris state and train the algorithm with the ideal iris set, or perform a variety of feature label settings before training by accumulating knowledge experience. In feature learning and cognition of large-scale multi-state mixed iris data, the statistical learning under the ideal steady state iris training set can ensure intuitive and reliable feature summary. However, over-fitting phenomenon will occur [15] . The cognitive learning of set labels cannot fully evaluate the iris acquisition state in advance, but the initial concept is dependent on the original tags. Because of the large amount of mixed data, the label setting process is cumbersome and complicated. Consequently, the cognitive recognition based on human cognitive methods like deep learning is not comprehensive enough to effectively deal with the multi-state iris. Moreover, traditional statistical learning and cognitive learning should ensure the learning sufficiency based on large data quantity and accurate classification. Mixed data will lead to a decline in learning efficiency, but it is difficult to classify the directly collected raw data. There may be many factors which can influence the quality of eye image, leading to classification errors and decreasing learning efficiency. In addition, in statistical learning, fixed feature extraction and recognition algorithms may have some limitations in feature cognition. In cognitive learning, unexpected situations that are not outside the preset label also cause recognition errors, which will decrease the accuracy of traditional cognitive learning and statistical learning methods for multiclassification recognition.
In the recognition way, segmented recognition with coded feature extraction is simple and easy to understand, and it can combine recognition and feature extraction flexibly. However, it requires a high degree of fit between the feature extraction and recognition algorithms and the additional space to store template iris data, which is likely to cause security problems including data loss during data transmission. The fusion recognition with codeless feature extraction can not only save data storage space and guarantee data transmission security, but also integrate feature extraction and recognition algorithms, reduce unnecessary data transmission and improve recognition efficiency. However, feature extraction and recognition are fixed together, which should be specially designed, so that the iris feature can be incorporated into the recognition algorithm.
The examples of irises of the same person taken in different states are shown in FIGURE 2.
In terms of security, because of the uniqueness of iris texture, once the feature data of iris user is stolen, it will bring a high security risk. Therefore, some security measures are needed to deal with stealing attack behaviors. There are two main views: On the one hand, security measures like firewalls [16] are used to prevent theft or attacks. On the other hand, stealing attack behaviors are not prevented, but the stolen data are made unusable through a series of means. The existing research mainly focus on the encryption of iris feature data encryption. Iris features are encrypted and decrypted through secret key [17] , [18] to make the data unusable for the thief. This method is more suitable for the recognition of coded mode. The process is relatively cumbersome and the safe preservation of secret key is also a hidden danger. From the perspective of result output, after confirming the stealing attack behaviors, the result output path is modified, and the original output path is invalidated. In this way, the stealing attack can also be effectively resisted. Despite the simple structure of the method, relevant research is scarce.
In summary, how to train and recognize iris multiclassification under the large-scale mixed data without careful classification, and improve the output security of the recognition results is the subject of this paper, which has practical significance. 
III. MATERIALS AND METHODS

A. IRIS PROCESSING AND METHOD PREREQUISITES
Iris images need to be processed before feature extraction. Iris images that cannot complete the recognition process are eliminated by quality evaluation [19] . Afterwards, the iris region [20] is segmented and mapped to a fixed dimension. The iris texture is highlighted by equalizing histogram [21] . In this paper, the normalized iris image is 512 × 64 dimensional, and the 256×32 dimensional area is taken from upper left corner as the recognition area. In the actual iris acquisition process, under the influence of external environment such as illumination, defocus and deflection and the change of the collector's state, there are many states of iris presentation. In order to ensure the efficiency of shooting and recognition, the qualified standard of iris quality evaluation method for continuous frames is low, and only extreme conditions with poor iris quality are removed. The iris precondition of the proposed method is that it can accurately segment the inner and outer circles based on the type of the quality evaluation method. The schematic diagram of iris processing that meets the precondition is shown in FIGURE 3 .
The processed iris recognition area is input into the neural network for recognition. The examples of multi-state irises that meet the prerequisites are shown in FIGURE 4 . The examples of the multi-state irises that do not meet the prerequisites are shown in FIGURE 5 . The examples of the multistate iris recognition areas that meet the prerequisites are shown in FIGURE 6.
B. IMAGE PROCESSING MODULE
The image processing module is a common module. The test iris and the template iris go through the same image processing mode, which can effectively reduce the complexity of the neural network structure. Therefore, convolutional neural network should be taken as the basis for the recognition model. The image processing module is divided into 11 layers, including: the first convolutional layer, the first pooling layer, the first ReLU layer, the second convolutional layer, the second pooling layer, the second ReLU layer, the third convolution layer, the third pooling layer, the fourth convolutional layer, the fourth pooling layer, and the expansion layer. The convolutional layer uses a variety of edge detection convolution kernels to highlight the texture edge of the recognition area, suppress redundant interference and improve the amount of effective information. The pooling layer reduces the dimension by average pooling [22] . The ReLU layer performs data sparseness through the Softplus function [23] . The expansion layer converts the images in the fourth pooling layer into one-dimensional array, thus facilitating the data input into the classification module.
Because the grayscale amplitude values of the multi-state iris texture are used as iris features, the purpose of the image processing layer is to improve the image sharpness and highlight the texture feature. Therefore, convolution operation is performed by a large number of common convolutional kernels for edge detection. The pooling method is used to reduce the dimensionality and highlight the key texture. In addition, the data are diluted by two ReLU layers, thereby improving feature precision to ensure that the feature data can be better visualized and extracted.
Specific steps in each layer of the image processing module:
First Convolutional Layer: A gradient Laplacian convolutional kernel is used [24] to highlight the iris texture, a 256 × 32 dimensional first convolutional image is formed.
Convolutional kernel of the first convolutional layer is shown in FIGURE 7 .
First Pooling Layer: The 256×32 dimensional first convolutional image is converted into a 128 × 16 dimensional first pooling image by 2 × 2 average pooling. .
where x represents the gray value of each point of first pooling image; Softplus(x) is the result value of each point of the first ReLU image. Second Convolutional Layer: One gradient Laplacian convolutional kernel and two Sobel convolutional kernels (one horizontal, one vertical) [25] are used as the convolutional kernels. The first ReLU image is converted into three second convolutional images.
Convolutional kernels of the second convolutional layer are shown in FIGURE 8.
Second Pooling Layer: Three second convolutional images are converted into three 64 × 8 dimensional second pooling images by 2 × 2 average pooling.
Second ReLU Layer: The three second pooling images are converted into three second ReLU images by Softplus function.
The Third Convolutional Layer: One gradient Laplacian convolutional kernel, two Sobel convolutional kernels (one horizontal, one vertical), and two gradient convolutional kernels (one horizontal, one vertical) [26] are used as the convolutional kernels. The three second ReLU images are converted into fifteen third convolutional images.
Convolutional kernels of the third convolutional layer are shown in FIGURE 9 .
Third Pooling Layer: Fifteen third convolutional images are converted into fifteen 32 × 4 dimensional third pooling images by 2 × 2 average pooling.
Fourth Convolutional Layer: only an 4-neighborhood Laplacian operator(center is 5) [27] is used as the convolutional kernel in the fourth convolutional layer to highlight image edge and enhance local image contrast. The fifteen third pooling images are converted into fifteen fourth convolutional images.
Convolutional kernel of the fourth convolutional layer is shown in FIGURE 10 .
Fourth Pooling Layer: Fifteen fourth convolutional images are converted into fifteen 16 × 2 dimensional fourth pooling images by 2 × 2 average pooling.
Extend Layer: The gray value of each fourth pooling image is read. Fifteen fourth pooling images are converted into a one dimensional array with 15 values, which are input into the classification module.
C. CLASSIFICATION MODULE
The classification module consists of the fully connected layer, the dilution layer, and the encryption layer. The fully connected layer and the dilution layer are the core of iris multi-classification recognition. The parameters of the fully connected layer and the dilution layer are trained to meet the core idea that most training irises can be correctly identified through the statistical learning method.
1) FULLY CONNECTED LAYER
The nodes in the fully connected layer are divided into recognition nodes and empty nodes, and the number is m + n, where m represents the number of recognition nodes and n represents the number of empty nodes. Empty nodes are used to add the extensions to new categories to ensure structural variability. Each node in the fully connected layer is connected to fifteen nodes in the expansion layer respectively.
Before determining the recognition function of the fully connected layer, the core value of each node in the expansion layer should be determined. The core values are obtained by statistical analysis of the expansion layer values. In the case of ensuring accurate iris positioning, the values of 15 nodes in the expansion layer of z sheets of the same category unfiltered irises (z = 2000 in the example) after passing image processing module are counted. The relationships between the numerical statistics of 15 nodes and the core values of the corresponding node are shown in FIGURE 11.
In FIGURE 11 , the abscissa represents the image number, and the ordinate represents the reading value of the node in the expansion layer. It can be seen from Figure 11 that even if the iris images come from the same category, the quality is different obviously because of the changes in iris state. There are huge differences between the node values in the expansion layer, not all images can be trained in the training recognition structure. In the actual iris training, the black circled areas are the ideal state iris set, which is also the iris training range for the commonly used iris recognition methods. Fewer irises can be used based on the overall situation of the 15 nodes in the expansion layer. The red circled areas are the iris training range for the fully connected layer of the proposed method. Considering the defocus, deflection, and illumination, the iris training range is much larger than the ideal training iris set and meets most requirements for iris recognition. The ordinates of the yellow line are the core value of nodes in the expansion layer, which represent that the node values in the red region are float up and down around the core values. The recognition equation of the single node in the fully connected layer is constructed based on the core values of the nodes in the expansion layer. The recognition function of the fully connected layer is shown in Equation 2.
F u represents the output value of the u-th recognition node in the fully connected layer (also represents the similarity probability of a certain category). t i represents the core value of the i-th node in the expansion layer, and the core value is obtained by statistically analyzing a large amount of iris data. k i represents the value of the i-th node in the expansion layer of the test iris. It can be seen from Figure 11 that in the same iris category, in the case where other acquisition conditions like equipment are stable, the value k i of the i-th node in the expansion layer should float up and down with the core value t i of the node as the center. Therefore, the sum of the absolute value of the difference value between 1 and the ratio of the 15 nodes in the expansion is averaged, and the preliminary recognition result of a certain category is obtained through the nonlinear function mapping (the more similar , the closer to 1). The recognition result is in the range of (0, 1). Different recognition nodes in the fully connected layer correspond to different iris categories, and the value of the empty node is set to zero.
2) DILUTION LAYER
The fully connected layer classifies different irises based on the fifteen core values among different irises. However, with the increase of categories and different acquisition states, the core values of some iris images are similar. Consequently, the results of the recognition nodes of different categories in the fully connected layer are close to the same category. Therefore, the dilution layer is set to amplify the small gap among the categories with close node output, and the recognition structure can meet the requirements of most irises. The dilution layer nodes are divided into recognition nodes and empty nodes, and the number is m+n, where m represents the number of recognition nodes and n represents the number of empty nodes. Empty nodes are used to add extensions to new categories to ensure structural variability. The recognition nodes of the dilution layer correspond to the recognition nodes of the fully connected layer. The recognition function in the dilution layer is shown in Equation 3 .
K u is the output value of the u-th node in the dilution layer and F u is the output value of the u-th recognition node in the fully connected layer. If the output value of recognition node in the fully connected layer is greater than R (R is the reference similarity probability), the two irises may belong to the same category. According to different sampling instrument parameters and other factors, the value of R is set to 0.7, which is taken as the limit to find the core similarity probability. d u is the moving step size of the u-th recognition node in the dilution layer, and d u is greater than 0. which is obtained by Equation 4:
For certain iris category, H sheets are used to train irises, and t i is increased at the interval of 0.001 until R + 0.001 × i is equal to 1 (i = 1−R 0.001 ). The maximum number of the training irises is found, the differences between the output value of the recognition node in the fully connected layer and R + 0.001 × i are less than the threshold g. The value of g is set to 0.01 according to the iris collection environment and the acquisition equipment. Meanwhile, i is set to the moving step size d u . R+0.001×d u is also known as the core similarity probability for this category. The absolute value of the difference between the output value of the u-th recognition node in the fully connected layer and the core similarity probability of the corresponding recognition node is calculated, and the exact classification result of a certain class can be obtained by a nonlinear function mapping. The value is closer to 1, the two irises are more likely to belong to the same category. The value of the empty node in the dilution layer is set to zero. The dilution layer is set for the case of large-scale multicategory classification with high and close output values of the fully connected layer, which is used to expand the small gap, thereby better performing iris recognition. The multiclassification iris recognition analysis can be performed by the output result of diluted layer. However, in order to ensure the security of iris recognition, security measures should be taken to deal with stealing attack behaviors. The setting idea of security measures is to make the stealing attack invalid. In other words, in the absence of preventing the stealing attack behavior, the behavior of stealing iris data can become meaningless through a series of methods. At first, iris data is encrypted in the encryption layer.
3) ENCRYPTION LAYER
Data encryption is performed on the dilution layer output to enhance the security of data transmission. The encryption layer is encrypted by using a linear function to ensure that the data is the same as the dilution layer output data when decrypting. The nodes in the encryption layer are divided into encryption nodes and empty nodes, and the number is m + n, where m represents the number of encryption nodes and n represents the number of empty nodes. Empty nodes are used to add extensions to new categories to ensure structural variability. There is one-to-one correspondence between the encryption node in the encryption layer and the recognition node in the dilution layer. The encryption parameters of the encryption layer are integers that are randomly supplied by the external encryption party. The single node encryption function of the encryption layer is shown in Equation 5 .
M u represents the output of the u-th encryption node in the encryption layer. At first, the output result K u of the u-th recognition node in the dilution layer is multiplied by T u . Afterwards, Q u is added. T u , Q u are the encryption parameters assigned to the u-th encryption node of the encryption layer by external encryption party. The value of the empty node is set to zero, and the results of the encryption layer are put into the result output module. The encryption layer encrypt the data output by the dilution layer and provide data protection before the stealing attack behaviors occur.
D. RESULT OUTPUT MODULE
The result output module is a transition module between the classification data and the user. The user can obtain the final conclusion from result output module. The result output module contains a result output security protocol with the authentication of reliable third party to ensure that legitimate users can still get the correct recognition result after stealing attack behaviors occur. However, the thief cannot get the correct conclusion and the stealing attack behavior is invalid. The result output module is composed of the decryption layer, the redundancy extension layer, the mapping layer and the output layer.
1) DECRYPTION LAYER
The schematic diagram of encryption and decryption of multi-classification recognizers (taking three recognizers as an example) is shown in FIGURE 12 .
The encrypted data of the encryption layer is reversely decrypted, making the data equal to the output value of the dilution layer. The nodes in the decryption layer are divided into decryption nodes and empty nodes, and the number is m+n, where m represents the number of decryption nodes and n represents the number of empty nodes. Empty nodes are used to add extensions to new categories to ensure structural variability. There is one-to-one correspondence between the decryption nodes of the decryption layer and the encryption nodes of the encryption layer. The single node decryption function of the decryption layer is shown in Equation 6 .
FT u , FQ u are decryption parameters (private key) assigned to the u-th decryption node of the decryption layer by external VOLUME 7, 2019 encryption party. The node in the decryption layer is taken as the inverse operate of the encryption node M u of the encryption layer. J u is the output of the u-th decryption node in the decryption layer, and the value is the same as the output result K u of the corresponding node in the dilution layer. The value of the empty node is set to zero. The decryption private key (decryption parameter) can only be obtained by legitimate user authenticated by reliable third party.
Redundancy expansion layer: Empty nodes are added to the output data of decryption layer for redundancy expansion, which can prepare for the change of mapping layer output path. In this paper, the number of nodes in the redundancy extension layer is 5×(m+n) and each node of the decryption layer corresponds to 5 nodes of the redundancy extension layer (including one data node and four empty nodes). The single category recognition result of the decryption layer is mapped to one node of the corresponding category in the redundancy expansion layer (set to the first node when initially constructed), which is called the data node of this category in the redundancy expansion layer. Other four nodes used to expand category are called empty nodes, of which the value is zero. The redundancy expansion of a single node is shown in FIGURE 13 .
2) MAPPING LAYER
There are a total of 5 × (m + n) nodes, and five nodes of the same category between the mapping layer and the redundancy expansion layer correspond to each other. The value of each category of data node in the redundancy expansion layer is mapped to any one of the five nodes corresponding to the same category in the mapping layer, which is called data node of the mapping layer. The empty nodes of this category in the redundancy expansion layer are randomly mapped to other empty nodes corresponding to the same category in the mapping layer. In the formal recognition, legitimate users authenticated by the reliable third party can obtain the correct mapping path. Otherwise, users who have not obtained authentication can only get the empty node mapping path, and they cannot get correct conclusion.
The stealing attack behavior targeted in this paper only occurs outside, and the system internally is set to be absolutely safe. The external encryption party determines that there is no problem of actively revealing the decrypted private key. However, during private key transmission, the private key may still be lost due to indeterminate attacks. The encryption and decryption steps may make illegal users get correct recognition conclusions. Therefore, the mapping relationship between the redundancy expansion layer and the mapping layer is added as a part of the result output security protocol.
If the stealing attack behavior is not confirmed, the workflow of a single category mapping relationship is shown in FIGURE 14 .
As can be seen from FIGURE 14, in the case where the stealing attack behavior is not confirmed, the red line is the mapping path of the user authenticated by the reliable third party. Data is transferred from the data node of the redundancy expansion layer to that of the mapping layer. The blue lines are the mapping path without the users authenticated by a reliable third party. An empty node of the redundancy expansion layer is randomly mapped to an empty node of the mapping layer, and the result is 0.
After confirming the stealing attack behavior, the response mechanism in the result output security protocol is initiated. On the one hand, the external encrypting party is notified to modify the private key of encryption and decryption, so that the legitimate user with the authentication of a reliable third party can decrypt data through new private key. On the other hand, the mapping path should be modified. The data is mapped to an empty node of the mapping layer and becomes a new data node. The original data node is changed to an empty node, and the mapping paths of the remaining empty nodes in the redundancy expansion layer are also changed, which will be mapped to new empty nodes in the mapping layer. The mapping relationship of a single category after confirming the stealing attack behavior is shown in FIGURE 15 .
It can be seen from FIGURE 14 and FIGURE 15 that the response mechanism is initiated in the result output security protocol after confirming the stealing attack behavior. The yellow line is the new mapping path for the user with the authentication of a reliable third party. Because the mapping relationship is not transmitted externally, the stealer can neither steal the result mapping relationship, nor know how the mapping path change. Therefore, even if the stealer gets the new private key, he cannot obtain the authentication of a reliable third party, and only draws the conclusion according to the original red mapping path. The general person who is not authenticated by a reliable third party can only get the conclusion through the blue mapping path of the empty node. The results of the two paths are 0, and the conclusions are incorrect. In this way, the behavior of the stolen iris data becomes meaningless, thereby improving the safety of iris recognition.
3) OUTPUT LAYER
The output layer is used to output the final recognition conclusion, and there is only one node. The values of the mapping layer output of all categories are compared, and the category number that the largest result value belonged to is the output of the output layer. If the maximum value is 0, the output is that the test iris does not belong to any category. The user without the authentication of a reliable third party and the stealer are only get the conclusion that the test iris does not belong to any category.
IV. EXPERIMENT AND ANALYSIS
Data Acquisition: Experimental iris library used in all experiments in this paper consists of the irises selected from JLU-6.0 iris library [28] , and the irises meet the prerequisites of the method. The iris library is collected by the Biometrics and Information Security Technology Laboratory of Jilin University, China. It is generated by video screenshots. By 2019, there are more than 80 categories of irises in the original iris library, and each category has more than a thousand images of various states. The number of unsteady irises is still expanding.
Experimental External Environment: In these experiments, the CPU frequency is dual-core 2.5GHz, the memory is 8GB, and the operating system is Windows.
A. METHOD MEANING EXPERIMENTAL SETUP
In this part, the significance of statistical cognitive learning is analyzed by displaying the numerical distribution of the expansion layer processed by the image processing module. Afterwards, five different categories are selected as the experimental recognizers. The setting meaning of the recognition function of the fully connected layer and the dilution layer in the multi-classification algorithm can be indicated by analyzing the cores of the nodes in the expansion layer, the output value of the fully connected layer, and the value of the dilute layer.
Before analyzing the reason for using this method, statistical values of a code in the expansion layer of different number unfiltered irises of a certain iris category are observed in the experimental iris library. The statistical diagram is shown in FIGURE 16 .
The value distributions of the four nodes of an iris category in 1000 images with blurred images in the expansion layer are shown in FIGURE 17 (in which the images with the sequence number 1-400 are blurred images).
In FIGURE 16 and FIGURE 17 , the abscissa represents the image number, and the ordinate represents the reading value of the node in the expansion layer.
It can be seen from FIGURE 16 that as the amount of data increase, the numerical clustering trend of the nodes in the expansion layer changes greatly. As shown in FIGURE 17 , the values of the nodes in the expansion layer of the first 400 blurred images are generally small, while the values of the nodes in the expansion layer of other 600 clear irises are larger. The distribution is not stable. If the shooting state of the iris acquisition cannot be guaranteed, there are more data of different iris states processed by the image processing module, which explains the reasons for the large numerical clustering of the expansion layer in different numbers of irises in FIGURE 16 . The factors influencing the iris data may include a variety of known or unknown factors, which explains why the last 600 images in FIGURE 17 also fluctuate above and below the core values, but the distribution clustering is not obvious.
These cases can cause some problems:
1. When the traditional statistical learning method is used to optimize the feature and recognition algorithm, it will be affected by the number of samples and the quality of the current sample. The statistics may be too small for the recognition. As a result, the result is poor when the iris taken in other acquisition states is recognized. 2. When the iris category feature label is set by the traditional cognitive learning, it will be difficult to set label, and the label setting error will occur due to unknown factors, leading to complex concept generation and expansion process. However, the fixed concept generation for only one situation will make a large number of irises unable to use, resulting in wasted iris. Therefore, according to the output characteristics of the expansion layer of mixed data in the image processing module, a corresponding recognition function of the fully connected layer is designed. According to the structure of this function, statistical cognitive learning mode is adopted by combining the advantages of statistical learning and cognitive learning. It can better adjust the structure of the convolutional neural network and effectively expand the range of recognizable irises.
The core values of 15 codes in the expansion layer of 1000 training irises come from five different categories randomly selected from the experimental iris library are shown in TABLE 1.
The output values of five test irises in the fully connected layers of the five recognizers are shown in TABLE 2.
The core values of the expansion layer are obtained by statistical test data, and the same category of label is set by 15 core values. As can be seen from TABLE 1, as there are more iris categories to be classified, it is impossible to ensure that the core values of different categories change substantially.
Because the principle of function design in this paper is to satisfy the vast majority of iris recognition, the recognition function of the fully connected layer is designed based on the core value, and the classification is performed according to the ratio of the core value in the expansion layer to the core value. Although the range of recognizable iris allowed by this method is wider than that of ideal iris set, the iris far from the core value can be identified. In multi-classification recognition, different categories of fully connected layers may have high calculation values close to that of the same category. The output values in the fully connected layers of different categories are higher than that of the same category. As shown in TABLE 2, Category 1 has the largest value in the Category 1 recognizer, but it is similar to the iris value of Category 4. The value of the iris of Category 4 is not the largest in the Category 4 recognizer, and the values of Category 1 iris and Category 5 are slightly larger.
In multi-category recognition, the key to recognition is to ensure the high result of iris of certain category in the belonging single recognizer and the low results of this iris passing through other category recognizers, so that the correct classification result can be obtained accurately in multi-category comparison. Therefore, for multi-category iris, the proposed method sets a dilution layer, and statistically analyzes a large number of results of different categories of irises in the fully connected layer, which are further compared with the results of different types of fully connected outputs to expand the gap between different categories of results, dilute and expand the results of the fully connected layer, and improve the accuracy of classification.
The diluted layer results of the irises in TABLE 2 are  shown in TABLE 3 . It can be seen from TABLE 3 that the results after being diluted can not only effectively distinguish the categories with similar results of fully connected layers, but also realize correct identification. The dilution layer is for the case in which the results of different categories are close in the identification of multiple categories. According to statistical analysis of a large number of irises, different categories of irises vary in the core similarity probabilities. Therefore, the difference of different categories of irises can be effectively expanded based on the core similarity probability and the nonlinear function to amplify the small differences among the irises and improve the recognition accuracy of different categories Through the experiment in Section METHOD MEANING, it is concluded that the same category of iris feature cognition can be carried out on the mixed raw data through statistical cognitive learning, so as to decrease the conceptual cognitive errors caused by inaccurate label settings and incomplete iris statistics. The range of recognizable irises can be effectively expanded by setting the fully connected layer. The gap between different categories is expanded through the dilution layer. In the multi-state iris multi-classification recognition, these methods have positive significance in expanding the range of recognizable iris and improving the accuracy.
B. RECOGNITION PERFORMANCE EXPERIMENT
Experimental Setup: The recognition performance experiment is divided into three parts: the single-classifier certification experiment, the multi-category recognition experiment and the existing method comparison experiment. The single-classifier certification experiment and the multicategory recognition experiment belong to self-certification experiments, which aim to illustrate the performance of the proposed method. The existing method comparison experiment belong to comparative experiments, in which the proposed method is compared with various existing methods which to verify the advantages of this method in setting up multi-category recognition.
Evaluation Metrics: The evaluation indicators include correct recognition rate (CRR) [29] , ROC space (curve) (including true positive (TP), false positive (FP), true negative (TN), false negative (FN), false positive rate (FPR), true positive rate (TPR), accuracy (ACC), and area under curve (AUC) [30] . The ROC space (curve) defines the false positive rate (FPR) as the X axis and the true positive rate (TPR) as the Y axis.
Because the result output module of the proposed method allows the user without the authentication of a reliable third party to get the conclusion that the test iris does not belong to experimental iris library. Therefore, in the recognition performance experiment, the experimental irises come from the legitimate users who have been authenticated by a reliable third party. All recognition performance experiments belong to intraclass recognition, that is, there is no iris from nonexperimental iris library.
1) SINGLE-CLASSIFIER CERTIFICATION EXPERIMENT EXPERIMENTAL SETUP IN THIS SECTION
The single-classifier certification experiment mainly verifies the ability of different single classifiers to certify the same category of iris. In this experiment, nine classifiers are taken as the experimental objects, and certification experiments of the same category and different categories are carried out (the number of different categories of certification is 4000). The conclusion is drawn by analyzing the ROC curves of the nine classifiers. The same category certification times of the nine classifiers are shown in The ROC curves of the same category certification of the nine single classifiers are shown in FIGURE 18 . The threshold of the experimental ROC curve is at intervals of 0.01.
Partial correspondences between FPR and TPR of the nine single classifiers are shown in TABLE 5. As can be seen from FIGURE 18, in the case where the number of the training irises can be guaranteed, although the nine classifier have differnt certification efficiencies, the area under curve (AUC) is significantly larger than 0.5, indicating that each single classifier has a high correct rate. If the threshold can be set properly, there will be a good predictive worth. The single classifier constructed by the fully connected layer and the diluted layer can certificate iris under the edge detection processing of image processing module, which can satisfies the principle that most irises are correctly identified.
For single classifier certification, the certification result is a two-category result. Therefore, the key to the design of single classifiers is how to effectively distinguish the iris features of the category to which the classifier belongs from the iris features of different categories. In this paper, the iris texture features are highlighted by a variety of commonly used convolutional kernels of prominent image textures, which can not only suppress noise and redundant interference, but also improve the effective information of iris. Based on this, the recognition function of the fully connected layer of the convolutional neural network is improved.
The core values obtained by clustering the iris data are set by the same category label, and 15 core values constitute the cluster space of this category. Since the 15 core values of each iris category are different, the iris clustering space for this category is unique. The single classifier can only identify the iris of that category, thereby distinguishing the irises of the same category from those of different categories. Therefore, the fully connected layer can improve the correct certification rate of the single classifiers.
2) MULTI-CATEGORY RECOGNITION EXPERIMENT a: EXPERIMENTAL SETUP IN THIS SECTION
The multi-category recognition experiment mainly analyzes the performance of proposed method in multi-category recognition under multi-state iris conditions according to the classification effect of different category amount iris sets in the simultaneous use of multiple single classifiers. In addition, the varying number of iris categories can also detect the flexibility of the algorithm structure and the recognition performance after adding a new iris category. There are four iris groups in this experiment, and the number of categories in each group is set 19, 39, 58, 78. A total of 2000 training irises are used to train the core value of each single group. The test iris is photographed in the same state as the training iris. They all meet the prerequisites, and the extreme interference is eliminated. The experimental irises are from experimental iris library.
b: EVALUATION METRICS IN THIS SECTION
In the multi-category recognition experiment, the case of each indicators in the ROC curve is set as follows.
True Positive (TP): The actual category is 1 and the actual output is 1, which represents the conclusion that the image of category A of the experimental iris library belongs to iris category A.
False Positive (FP): The actual category is 1 and the actual output is 0, which represents the conclusion that the image of category A of the experimental iris library does not belong to iris category A or does not belong to the experimental iris library.
True Negative (TN): The actual category is 0 and the actual output is 0, which represents the conclusion that the image does not belong to category A of experimental iris library or does not belong to the experimental iris library. 
False Negative (FN):
The actual category is 0 and the actual output is 1, which represents the conclusion that the image does not belong to category A of experimental iris library, and belongs to iris category A.
The number of comparison times and the recognition situation of the four comparative experiments are shown in TABLE 6.
TPR, FPR and ACC of the four comparative experiments are shown in TABLE 7.
The difference between multi-category recognition and single-category certification is that the former does not use threshold, but compares and analyzes the results of multicategory recognizers to get the final conclusion. In this paper, the conclusion is drawn according to the maximum output result. Therefore, the superior performance of a single classifier does not mean that the same performance can be achieved in multiple classifications. The ROC spatial distributions of TPR and FPR of the four comparative experiments are shown in FIGURE 19 .
As shown in TABLE 7 and FIGURE 19, the proposed method maintains a high TPR value in the recognition of different categories. Both TPR and FPR spatial distributions are close to the upper left corner.
Multi-classification requires a unique clustering region for each iris category. When there are a large number of iris categories, iris imaging will be affected by blurred, illumination, and deflection because of the uncertain iris acquisition state. Consequently, the texture highlighting effects may be different after the recognition by the image processing module. In the case of a large number of iris categories, although the core value setting of the fully connected layer can form a single category of cluster space, the cluster space may be superimposed, and the fully connected layer may not achieve a good effect when performing multiclassification recognition. Therefore, the addition of the dilution layer can expand the gap among different categories of irises as much as possible, and the data statistics method can obtain a result satisfied by most multi-state irises.
Therefore, when multi-category recognition is performed in the same experimental iris library, the output of the same category will be effectively improved, and the output of different categories will be suppressed. The single classifier can also effectively distinguish the irises beyond the category. In addition, the image processing module and the result output module are common in the neural network structure, and the classification module can realize new category expansion through empty nodes. The parallel structure of the single classifier also reduces the interaction among parameters of different categories in multi-category recognition, and neural network training becomes less difficult. In addition, the recognition accuracy is also improved. The results of different categories of iris recognition experiments also prove the necessity of the fully connected layer, the dilution layer and the parallel classifiers, which can effectively expand the differences of different categories and remain high accuracy after adding new iris categories, thus improving the variability of the recognition structure.
3) EXISTING METHOD COMPARISON EXPERIMENT a: EXPERIMENTAL SETUP IN THIS SECTION
Based on the prerequisites for irises, the recognition performance of statistical cognitive learning model under multi-state irises and its advantages in environmental inclusiveness can be explained by comparing with the traditional iris recognition methods in the ideal static iris set training.
The number of iris categories for training and recognition and the number of single-category irises are shown in TABLE 8. The training iris and the recognition iris belong to the same category, but they are different. Both of them meet the prerequisites of this paper and exclude the extreme conditions.
It can be seen from [37] , compared with the cognitive model optimized for convolution kernels. 11. Cross-spectral iris recognition: Cross-spectral iris recognition based on CNN and supervised discrete hashing [38] , compared with the method of processing data to accommodate the existing recognition functions.
Deep learning neural network concept cognition:
Concept cognition based on deep learning neural network [13] , compared with deep learning architecture cognitive model under a small number of samples. 13. Human cognitive process: Iris recognition based on human cognitive process [14] , compared with the model of imitating human learning process. 14. CIoT: Iris recognition based on cognitive internet of things(CIoT) identified by multi-algorithm methods [39] , compared with the cognitive network model combined with big data analysis. The recognition situations in traditional recognition experiments are shown in TABLE 9.
The experimental results in TABLE 9 are analyzed: In the Gabor+Hamming method, Log operator eliminates image noise and highlights iris texture. By analyzing the experimental results, it can be found that the Hamming distance is suitable for distinguishing irises with large differences in different categories of the same collected state. The thresholds for distinguishing cannot be well set for multi-state irises with differences in the same category. In addition, the optimization of Gabor filter depends on the recognition effect of the training iris. Therefore, in the face of the test irises collected in different states of the training iris, the method has low correct recognition rate.
The secondary recognition method takes Gabor+Hamming distance recognition as the first recognition, and the second recognition is carried out by Haar+BP neural network. The dimension of the iris data is compressed by principal component analysis (PCA) [40] . This approach is better than the pure Hamming distance, and multi-classification is converted into single classification. However, due to the complex structure of BP neural network and the large adjustment parameters, the adjustment of multi-state iris may cause overfitting, leading to low recognition accuracy of multi-state iris.
In the recognition based on feature weighted fusion, the features are extracted by Haar wavelet and LBP method respectively. Through the result of certain number of training irises, the recognition weights of the two methods are calculated. According to the recognition weights, the final conclusion is obtained. In the case where other conditions are ideally set, the proposed method has a comparative advantage when there is only one diversification factor. However, the weight judgment method based on the feedback of the recognition result cannot accurately determine the influence degree of multiple diversification factors on iris recognition. Therefore, the combination of multiple diversification factors has poor recognition effects.
Iris recognition based on entropy local binary pattern describes the entropy information as the local binary pattern histogram in one-dimensional space for iris feature extraction. The recognition effect of the method has been improved to some extent. However, the training set belongs to the nonideal training set. ELBP is designed for the iris set with stable and small difference in an ideal state. Therefore, ELBP can get good results in the ideal state iris set experiment, while the non-ideal state iris set has poor performance.
Iris feature extraction based on image enhancement can be conducted to highlight the iris texture by image edge detection. This method can be used to suppress the interference of noise and redundancy. The diversification factors of multi-state iris are somewhat inclusive. However, compared with the proposed method, the range of available iris is still smaller. Therefore, the recognition accuracy is relatively poor.
The recognition and prediction method based on multiview learning classifiers extracts multi-angle iris features for statistical analysis by adjusting the convolution layer. However, the experimental iris library is composed of ideal irises, and the clustering effect is better. For the unsteady multi-state iris, the convolutional layer should be set more accurately, so that the iris features in different states can be concentrated effectively. The function of the convolutional layer is only to highlight the texture features, so that the data can be better combined with the recognition function of the later design for multi-category recognition.
The iris feature representation method based on the fractal coding method is suitable for the iris image. The iris is block-compressed and encoded by enhancing the differences. This method can save the coding space and improve the efficiency. However, it will reduce the range of recognizable iris and the effective amount of information in iris, leading to more errors in recognition.
In the convolutional neural network concept cognition, various types of image tags are formed by processing the training data. The tags are used as the basis for multi-category recognition. The difference from the proposed method is that the tags are set artificially, rather than obtained based on statistical data. In the case where an accidental phenomenon is set as a tag, the accuracy of the recognition model will decline. Although the concept cognition of artificial setting can improve the multi-state iris recognition by learning the multi-state iris concept, due to the defect of concept correction and learning, there may have a gap between the test iris state and the cognitive concept. Therefore, the recognition accuracy is not as good as the statistical cognitive method on the premise of meeting most requirements.
The method of evidence theory cognitive RBF recognition by means of clustering to obtain the hidden point center values of RBF neural network. For the small sample iris set, the clustering evidence theory has better effects because the concentrated feature aggregation points can be found easily to form the hidden layer center of the RBF neural network, thereby improving the recognition accuracy. However, in the case of a large amount of multi-state irises, the effects of variables are large and uncertain. Therefore, although this method has high recognition accuracy for a certain number of iris sets, the recognition accuracy is still lower than the proposed method.
Feature selection and recognition in convolutional neural network based on FMnet is also optimized for convolution kernels, so that the system can better carry out cognitive learning and improve the correct recognition rate of iris under different resolutions. Although the method improves the incomplete shortcomings of manual label setting, the iris feature extraction for feature vectors makes it have certain requirements on image quality, which is not conducive to the cognitive learning of multi-state iris.
Cross-spectral iris recognition using CNN and supervised discrete hashing is a supervised discrete hash operation of the self-learning features of conventional CNN convolution processed images by cross-spectral, and segmentation recognition is performed by Softmax [41] cross entropy loss. This type of method is processed for the iris data to better adapt to the existing recognition function, thereby improving the iris recognition accuracy. However, the classification effect of existing Softmax function is limited , which may cause interference to the data processing of the multi-state iris and is not conducive to multi-category recognition.
Deep learning is a kind of statistical cognitive concept learning based on a large amount of data. Concept cognition through deep learning needs to continuously improve the concept and adjust with the increase of quantity, which depends on a large and complete set of data labels.
The proposed method is trained without careful distinction among the original data. Forthe deep learning architecture that relies on labels, there may be cognitive errors. The amount of training data is 35000, which is not great for deep learning, leading to inadequate learning cognition process. Consequently, the correct recognition rate of deep learning conceptual cognition is decreased compared to the proposed method.
Human cognition is an accumulation process, which continuously improves the cognition of things as there are more new data. Compared with the cognition of deep learning, label is less important in the learning of imitating human cognition process. However, a good feedback mechanism is required to remind the system whether the concept correction is necessary. In the case of mixed multi-state iris data, the construction of feedback mechanism is relatively complicated, and the updates may be not in time, thereby decreasing the recognition rate.
The CIoT method constructed by multi-algorithm method is similar to the proposed method, both of which belong to the statistical cognitive learning. The cognitive internet is used for iris recognition in CIoT. For different features, iris concept statistical cognition is conducted using the multi-algorithm method to ensure the accuracy of iris feature recognition. However, the method requires higher effective information quantity than the proposed, and the iris processing process should be more precise, making the recognition accuracy lower than that of the proposed method.
Based on the above analysis, the following conclusion can be obtained: In this paper, the texture information of iris is firstly highlighted from multiple aspects by the commonly used convolutional kernel. The core value of the mixed original iris data is taken as the reference to combine statistical learning and cognitive learning. According to the statistical results of the test data, the recognition tags are set for the same category, and the different category recognition is converted into multiple single-category certifications. Through the recognition function of the fully connected layer and the dilution layer, multi-state and multi-class recognition is realized, so that imperfect statistical learning and inaccurate iris classification label setting that can lead to imperfect cognitive learning are avoided. In addition, the classification module and the image processing module are connected more closely by designing the recognition function. The unstable irises of the same category in different states can be clustered to improve the correct recognition rate. Meanwhile, different categories of irises can be distinguished effectively. The structure of the method also can reduce the difficulty of training, enhance the ability of iris recognition and improve the range of recognizable irises.
C. STEALING ATTACK EXPERIMENT 1) EXPERIMENTAL SETUP
In view of the stealing attack behavior, the comparative experiment is conducted. By observing the recognition effect, it can be found that the countermeasures have significance and effects against the stealing attack behavior. The iris library with 39 categories of irises is used to carry out the multi-category recognition experiment in the case where the experimental irises are unchanged and neither the reliable third party nor the external encryption party reveal relevant information.
2) EVALUATION METRICS
The number of iris multi-classification recognition.
After confirming the iris data is stolen, the recognition situations of the stealer and illegal user without the authentication of a reliable third party and the legal user authenticated by a reliable third party are shown in TABLE 10.
It can be seen from TABLE 10 that after confirming stealing attack behavior occurs, under the result output security protocol, the user with the authentication of a reliable third party can get correct conclusion. However, the user without the authentication of a reliable third party and stealer cannot get the right conclusion.
Since the absolute credibility of an external reliable third party has been ensured, the stealing attack will only occur during the output of the results. In this paper, there are two security measures in output security protocols. One is to externally encrypt the recognition data of the dilution layer and the other is to adjust the mapping relationship of the result output path. First, once the stealing attack behavior is confirmed, the encryption and decryption keys are immediately modified. Only the user authenticated by a third party can get the correct decryption key. The data can get a shallow level protection. However, since the key itself is likely to be attacked and stolen in the transmission to the user, the encryption is not completely reliable. Therefore, in addition to using the decryption key for data decryption, a legitimate user needs a certification by a reliable third-party to obtain the correct output path. Since the authentication of a reliable third-party is absolutely trusted and the output path is not transmitted externally, the output path will not be stolen, thus providing deeper protection for data transmission.
The two security measures for data transmission do not aim to prevent stealing attacks, but to make the stolen data unusable, and the stealing attack behavior will become meaningless. The two levels of security measures are mainly set in the multi-classification iris recognition, so that the efficiency of the security protocol can be enhanced. After confirming the stealing attack behavior, the output path changes only for the iris category of the stolen information, and other categories of irises do not change. To ensure the overall security, all categories of data are encrypted to guarantee the efficient operation of the entire security protocol.
According to the experimental results, these two measures can effectively deal with stealing attack behaviors.
V. CONCLUSION
With the constrained iris in different acquisition states as the research object, this paper proposed a multi-state iris multiclassification recognition method based on convolutional neural network fusion statistical cognitive learning. By combining the advantages of statistical learning and cognitive learning, the single-category iris features were transformed into convolutional neural network parameters through codeless feature fusion recognition, and multi-category recognition was performed by single classifiers in parallel. Based on the result output security protocol with reliable the third party authentication mechanism, the proposed method can deal with stealing attack behavior in two ways: data encryption and result output mapping relationship, which make the stealing attack behavior become meaningless, thereby improving the security of iris recognition. By analyzing the experimental data, it can be found that the iris features in defocus, deflection, illumination and other environments are different obviously.
Compared with other iris recognition methods based on ideal iris set training, through the recognition function of the fully connected layer and the dilution layer in the convolutional neural network, the proposed method can effectively cluster different categories of irises on the basis of ensuring the correct rate of single classifier recognition, so that the correct rate of multi-category classification can be kept at a high level. In addition, the method have a wide range of recognizable iris, high flexibility of identification structure and strong security of data transmission.
The proposed method only considers feature extraction and recognition for static iris set. The aspect of iris acquisition such as iris positioning and quality evaluation directly sets the ideal situation, which makes the method still have some flaws. How to integrate the method into the iris acquisition and realize the dynamic adjustment of parameters is the focus of future research.
