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NONLINEAR OUTPUT FEEDBACK CONTROL: An Analysis of Performance and Robustness
by Chengkang Xie
By considering a non-singular performance cost functional, observer backstepping designs and
adaptive observer backstepping designs are compared to high-gain observer designs for an out-
put feedback system and a parametric output feedback system. For the output feedback system,
if the initial error between the initial condition of the state and the initial condition of the ob-
server is large, the high-gain observer design has better performance than the observer backstep-
ping design. Whilst, for the parametric output feedback system, if the a-priori estimate for the
bound of the uncertain parameter is conservative, the adaptive observer backstepping design has
better performance than the high-gain observer design.
In the sense of gap metric robustness, by a backstepping procedure, a robust state feedback
controller is developed for the nominal plant in strick-feedback form. For the closed-loop, the
controller achieves gain-function stability, and stability if the initial condition is zero. By the
gap metric robustness theory, the controller achieves robustness to plant perturbations which are
small in gap sense. In this way, it is shown that for any perturbed plant the controller stabilizes
the closed-loop in the presence of input and measurement disturbances if the gap metric distance
between the nominal and perturbed plant is less than a computable constant.
For output feedback control, a nominal plant in output-feedback form is considered, and the
observer backstepping procedure is amended to design a robust controller and an observer in the
presence of input and measurement disturbances. The closed-loop is shown to be gain-function
stable, and stable if the initial condition is zero. If the nonlinearities are only locally Lipschitz
continuous, theresultsareonlylocaltoinputandmeasurementdisturbances; ifthenonlinearities
aregloballyLipschitzcontinuous, thenresultsareglobaltoinputandmeasurementdisturbances.
By gap metric robustness theory, if the initial condition is zero the controller is shown to be
robust to plant perturbations in a gap metric sense. As an application, the theory is applied to a
system with time delay, and it is shown that if the time delay is suitably small, the controller is
able to achieve stability of the closed-loop.
To investigate the robustness of high-gain designs to loop disturbances and plant perturbations,
a restricted class of nonlinear nominal plant in normal form are considered. An amended high-
gain observer control design is shown to be robust to loop disturbances and has a non-zero plant
perturbation margin, which is independent of the high-gain factor.NOMENCLATURE v
U; Y signal spaces
L1 space of transfer functions essentially bounded on the imaginary axis
H1 space of transfer functions of stable linear,
time-invariant, continuous time, systems
RH1 space of rational H1 functions
K1 space of continuous functions ° : R+ ! R+ which are strictly
increasing, and satisfy °(0) = 0 and °(r) ! 1 as r ! 1
U§ Dom(§)
U¥ Dom(¥)
W U§ £ U¥
G§; M graph of plant §
G§1; M1 graph of plant §1
G¥; N graph of controller ¥
O set of causal, bijective mappings from M to M1
H§;¥ operator from W to W £ W
¦i natural projection onto the ith component of W £ W
¦M==N; ¦N==M operators ¦1H§;¥ and ¦2H§;¥ from W to W
g[¦M==N](®) gain function
~ ±(§;§1) directed gap metric between plant § and §1
±(§;§1) non-directed gap metric between plant § and §1
k ¢ k Euclidian norn
k ¢ k2; k ¢ kL2(­) L2 norm over ­
k ¢ k1; k ¢ kL1(­) essential bound over ­Chapter 1 Introduction 9
between two linear systems is deﬁned as the gap of their graphs, which originated from the
notion of the distance between two sets ( see [44] ). The tolerable uncertainties are constrained
in the gap. The theory of robustness for linear systems is then well established. Vidyasagar
[84, 85] deﬁned an alternative metric-the graph metric, which is topologically equivalent to
the gap metric. In contrast, other frameworks for studying robustness have restrictions; e.g.,
if there exists an additive uncertainty it is impossible to compare a stable closed-loop with an
unstable one, the order of parametric uncertainty cannot be changed, a small time delay is not
an allowable uncertainty, etc. However, it is pertinent to observe that the gap or graph notion of
distance corresponds naturally to the notion of coprime factor uncertainty.
For nonlinear systems, it had been a target to build up a corresponding gap metric theory. But,
it is difﬁcult to cope with the complexity of nonlinear phenomena even in the absence of distur-
bances and other uncertainties. The robustness study of nonlinear systems is far less developed
than for linear systems. In 1997, in a fundamental paper [35], Georgiou and Smith established a
theory of gap metric for nonlinear case, and a series of applicable robust stability theorems were
obtained.
As we introduced previously, the backstepping ( see [55] ) is a well established constructive
design procedure, which can be applied to models without the matching condition. But, ordi-
nary backstepping designs do not guarantee robustness. In 1992 Freeman and Kokotovi´ c [19]
initiated the study of robust backstepping designs. Marino and Tomei [61], Qu [66], Slotine and
Hedreick [74] independently obtain robust backstepping results in 1993. In successive papers
[20, 22], robust backstepping designs were developed. The established results were summarized
in [23].
In the above work robust control Lyapunov functions were introduced as a design tool. Hence,
the uncertainties allowed in plants are only modelled dynamics. Un-modelled dynamics or plant
perturbations are not allowed. Another restriction is that the measurement disturbances are
required to enter system equations multiplied by a class K1 function2 of the state magnitude.
That is, the measurement disturbances are in the set
Y (x) = x + ½(x)B
where ½ is a class K1 function, and B is the closed unit ball. This means that the effects of
measurement disturbances decrease to zero as the states are regulated to zero. But, in practice,
actual measurement disturbances do not satisfy this assumption.
Recently, many researchers further developed robust backstepping designs on some restrict con-
ditions. The results can be found in [24, 18, 1, 16, 2, 37]. The work of Freeman and Kokotovi´ c,
and other researchers, is only concerned with state feedback control. So far, the area of robust
backstepping designs for output feedback control is still open.
2A continuous function ° : R
+ ! R
+ is said to belong to K1 if it is strictly increasing, and °(0) = 0, and
°(r) ! 1 as r ! 1.Chapter 1 Introduction 13
² In Chapter 8, for the output-feedback nominal plant, we design output feedback back-
stepping controllers, and prove these controllers are robust to loop disturbances and have
non-zero plant perturbation margins.
² In Chapter 9, by an amended high-gain observer design, a robust controller is constructed
for the nominal plant in normal form. It is proved that this controller is robust to loop
disturbances and has a non-zero plant perturbation margin.
² In Chapter 10, overall conclusions and directions for future research are given.Chapter 2 Preliminaries 16
To derive an observer for the system, we rewrite the system in the form
_ x = Ax + '(y) + b¯(y)u; x(0) = x0
y = Cx
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then an observer is deﬁned by
_ ^ x = A^ x + K(y ¡ ^ y) + '(y) + b¯u; ^ x(0) = ^ x0
^ y = C^ x
where
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is chosen such that
A0 = A ¡ KC
is Hurwitz, and ^ x0 is the initial condition of the observer.Chapter 2 Preliminaries 20
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such that
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is Hurwitz, and deﬁne the ﬁlters
_ »0 = A0»0 + Ky; »0(0) = »0
0
_ »j = A0»j + 'j(y); »j(0) = »0
j; 1 · j · p
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where ei is the ith coordinate vector in Rn.Chapter 2 Preliminaries 21
The controller is deﬁned as
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Consider the system
_ x1 = x2
_ x2 = x3
. . . (2.5)
_ xn¡1 = xn
_ xn = Ã(y;µ) + u; x1(0) = x0i; 1 · i · n
y = x1
whereuisthecontrolinput, y isthemeasuredoutput, µ istheunknownparameter, thefunctionÃ
issufﬁcientlysmoothandlocallyLipschitzcontinuousinitsarguments, inaddition,Ã(0;µ) = 0.
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we rewrite the system into
_ x = Ax + B(Ã(x;µ) + u); x(0) = x0
y = Cx
The state estimate is generated by the high-gain observer
_ ^ x = A^ x + H(y ¡ ^ x1); ^ x(0) = ^ x0
where ^ x0 is the initial condition of the observer, and
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and the positive constants ¯i ; 1 · i · n, are chosen such that the roots of the equation
sn + ¯1sn¡1 + ¢¢¢ + ¯n¡1s + ¯n = 0
are in the open left-half plane, and ² is a small positive constant to be speciﬁed.Chapter 3 Performance and Initialization of Observer 31
hence satisﬁes the equation
Ä ~ x1 + k1 _ ~ x1 + k2~ x1 = 0 (3.2a)
~ x1(0) = x01 ¡ ^ x01 (3.2b)
_ ~ x1(0) = x02 ¡ ^ x02 ¡ k1(x01 ¡ ^ x01) (3.2c)
where
~ x0 = x0 ¡ ^ x0 =
0
@ x01 ¡ ^ x01
x02 ¡ ^ x02
1
A
Secondly, note that the control signal u can be expressed as
¥0
O(^ x0) : u = ®2(y; ^ x1; ^ x2) = k2^ x1 ¡ h2^ x2 ¡ hy ¡ '(y) (3.3)
where
h =
¡
c2 + d2(c1 + d1)2¢
(c1 + d1) + k2 + 1
h2 = c2 + d2(c1 + d1)2 + c1 + d1
Hence, the closed-loop system can be written as
_ x1 = x2 (3.4a)
_ x2 = ¡hx1 + k2^ x1 ¡ h2^ x2 (3.4b)
_ ^ x1 = k1x1 ¡ k1^ x1 + ^ x2 (3.4c)
_ ^ x2 = ¡h1x1 ¡ h2^ x2 (3.4d)
where
h1 = h ¡ k2 =
¡
c2 + d2(c1 + d1)2¢
(c1 + d1) + 1
Consider the ﬁrst situation ^ x0 = x0, namely, ~ x0 = 0. The solution of (3.1) is ~ x = 0, so
^ x(t) ´ x(t), and the closed system (3.4) reduces to
_ x1 = x2 (3.5a)
_ x2 = ¡h1x1 ¡ h2x2 (3.5b)Chapter 3 Performance and Initialization of Observer 32
Thus we have
Ä x1 + h2 _ x1 + h1x1 = 0 (3.6a)
x1(0) = x01; _ x1(0) = x02 (3.6b)
Write the solution of above equation as x0
1(t), and observe that x0
1(t) can be expressed as
x0
1(t) = x01q1(t) + x02q2(t)
whereq1;q2 arefunctionswhichareindependentofx01;x02. Moreover, wecanchoose1 ci;di; i =
1;2 such that q2(t) > 0 for t > 0, and further 2 x0
1(t) > 0 for t > 0 if x02 > 0.
Now consider the second situation ^ x01 = x01 and ^ x02 = 0, namely, ~ x01 = 0 and ~ x02 = x02.
Hence, the problem (3.2) becomes
Ä ~ x1 + k1 _ ~ x1 + k2~ x1 = 0 (3.7a)
~ x1(0) = 0; _ ~ x1(0) = x02 (3.7b)
The solution to the above problem can be written as
~ x1 = x02f1(t) (3.8)
where f1(t) is a continuous function which is independent of x02. At the same time, ~ x2 can also
be written as
~ x2 = x02f2(t) (3.9)
where f2(t) is a continuous function which is independent of x02.
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It can verify that if x02 > 0 then _ x
0
1(t) > 0 for t > 0. Note that x
0
1(0) = 0, then x
0
1(t) > 0 for t > 0.Chapter 3 Performance and Initialization of Observer 33
Now substitute ^ x = x ¡ ~ x into the closed-loop (3.4), and rewrite the ﬁrst two equations as
_ x1 = x2 (3.10a)
_ x2 = ¡h1x1 ¡ h2x2 ¡ k2~ x1 + h2~ x2 (3.10b)
Alternatively this can be expressed as
Ä x1 + h2 _ x1 + h1x1 = x02f(t) (3.11)
where
f(t) = ¡k2f1(t) + h2f2(t)
is also independent of x02. Again we can choose k1;k2 such that3 f(t) > 0.
Solving the following problem
Ä x1 + h2 _ x1 + h1x1 = x02f(t) (3.12a)
x1(0) = x01; _ x1(0) = x02 (3.12b)
we can express the solution of (3.12) as
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1(t) +
Z t
0
Á(t ¡ ¿)x02f(¿)d¿
where Á(t) is the solution of (3.6a) which satisﬁes Á(0) = 0 and _ Á(0) = 1, namely Á(t) = q2(t).
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is a positive constant since g(t);q2(t) > 0, and
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is a constant which is independent of x02.
Write the control input of controller ¥0
O(x01;x02) as u0, and the control input of controller
¥0
O(x01;0) as u1. Then by a calculation, we can obtain
ku0k · x02a0 + b0 (3.14a)
ku1k · x02a1 + b1 (3.14b)
since ' is Lipschitz continuous, where ai;bi; i = 1;2, are positive constants which are indepen-
dent of x02. Therefore, from (3.13) and (3.14), we obtain
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So, ﬁnally, we obtain that
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This completes the proof.Chapter 4 Performance of Output-feedback System 40
To prove this theorem, it sufﬁces to show that
limsup
k~ x0k!1
kukL1(R+) = 1
Since u(t) is continuous, to establish the above condition, we only need to show
limsup
k~ x0k!1
u(0) = limsup
k~ x0k!1
®n(0) = 1 (4.4)
Let C ½ Rn¡1 be a compact set, deﬁne
Cr =
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^ x0 2 Rn¯ ¯(^ x01;¢¢¢ ; ^ x0;n¡1) 2 C; ^ x0n = r
ª
and consider the initial condition of the observer ^ x0 2 Cr. Then since x0 is ﬁxed, if we can
prove that
lim
r!1 sup
^ x02Cr
®n(0) = 1 (4.5)
then (4.4) will hold.
We now establish (4.5). Since all 'i and their derivatives are continuous functions it follows
that ®i and »i are continuous functions of their variables. Note that
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and hence, for 1 · i · n ¡ 1, »i(0) ,®i(0) are independent of ^ x0n, i.e. bounded independently
of r. Therefore there exists M > 0 dependent on C and x01 but not on r, for which
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Now we compute ®n(0). First, we have
»n(0) = ^ x0n ¡ ®n¡1(0) = r ¡ ®n¡1(0)Chapter 4 Performance of Output-feedback System 41
and so
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is independent of ^ x0n, namely r. Now consider the second term of the expression for ®n(0).
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@®i¡1
@^ xi¡1
= ¡ci ¡ di
µ
@®i¡1
@y
¶2
+
@®i¡1
@^ xi¡1
Therefore, by recursive substitution we obtain
@®n¡1
@^ xn¡1
=
n¡1 X
j=2
Ã
¡cj ¡ dj
µ
@®j¡1
@y
¶2!
+
@®1
@^ x1
=
n¡1 X
j=2
Ã
¡cj ¡ dj
µ
@®j¡1
@y
¶2!
since ®1 is independent of ^ x1.Chapter 4 Performance of Output-feedback System 45
First, for every " > 0, there exists a linear change of coordinates (z1;¢¢¢ ;zn) ! (»1;¢¢¢ ;»n)
which transform (4.10a) into the form
_ »1 = ²n¡1»2 + "n¡2»3 + ¢¢¢ + "»n + v
_ »2 = "n¡2»3 + ¢¢¢ + "»n + v
. . .
_ »n¡1 = "»n + v
_ »n = v
We will show that, when " · 1
4, the feedback controller
v = ¡"sat(»n) ¡ "2sat(»n¡1) ¡ ¢¢¢ ¡ "nsat(»1)
stabilizes (4.10a). In fact, for any trajectory t ! » of the resulting closed-loop system, the nth
coordinate »n will enter and stay in the interval (¡1
2; 1
2) after a ﬁnite time. So, sat(»n) will be
equal to »n, and the expression for v gives
v = ¡"»n ¡ "2sat(»n¡1) ¡ ¢¢¢ ¡ "nsat(»1)
Next, consider the equation _ »n¡1 = "»n+v. Then it follows that, after a ﬁnite time, this equation
has the form
_ »n¡1 = "n¡2»3 + ¢¢¢ + "»n
We now conclude that »n¡1 will enter and stay in the interval (¡1
2; 1
2) after a ﬁnite time, and v
will be given by the expression
v = ¡"»n ¡ "2»n¡1 ¡ ¢¢¢ ¡ "nsat(»1)
Continuing in this way, we see that after a ﬁnite time, v will be given by
v = ¡"»n ¡ "2»n¡1 ¡ ¢¢¢ ¡ "n»1 (4.12)
It is clear that the closed-loop system of (4.10a) under the state feedback (4.12) is asymptotically
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parameter µ, and we deﬁne a state feedback controller as in Chapter 2 ( also see [45] )
¥s(^ µ0;x0) : u = ¹(x; ^ µ) = kx ¡ ^ µÃ(y) (5.3a)
_ ^ µ = º(x; ^ µ) = Proj(^ µ;Á); ^ µ(0) = ^ µ0 (5.3b)
where
Á(x) = 2xTP1BÃ(y)
Consider the Lyapunov function
V (x;µ ¡ ^ µ) = xTP1x +
1
2
(µ ¡ ^ µ)2
then along the solutions of the closed-loop , we have
_ V =xTP1 _ x + _ xTP1x ¡ (µ ¡ ^ µ)_ ^ µ
=xTP1(Ax + B(µÃ(y) + u)) + (Ax + B(µÃ(y) + u))TP1x ¡ (µ ¡ ^ µ)_ ^ µ
=xTP1(Ax + B(µÃ(y) + kx ¡ ^ µÃ(y))) + (Ax + B(µÃ(y) + kx ¡ ^ µÃ(y)))TP1x
¡ (µ ¡ ^ µ)_ ^ µ
=xT ¡
(A + Bk)TP1 + P1(A + Bk)
¢
x + (µ ¡ ^ µ)
³
Á ¡ Proj(^ µ;Á)
´
· ¡ xTx · 0
this sufﬁces to show global stability and regulation of the output to zero by LaSalle’s theorem.
To design an output feedback controller through a high-gain observer, the functions ¹ and º
should be globally bounded [3]. So, we saturate ¹ and º outside some suitably deﬁned sets
which ensure that the modiﬁed controller still stabilizes the system. For this purpose, we utilize
a-priori estimates of x and ^ µ.
Firstly, from _ V · 0, we have
1
2
(µ ¡ ^ µ)2 · V (t) · V (0) = xT
0 P1x0 +
1
2
(µ ¡ ^ µ0)2
Hence
j^ µj · µm +
q
2¸(P1)Â2
m + (µm + j^ µ0j)2 =: £0 (5.4)
where µm, Âm are the a-priori estimates of upper bound for the magnitude of the unknown
parameter µ and the magnitude of the initial state x0, and ¸(P1) is the largest eigenvalue of P1.Chapter 5 Performance of Parametric Output-feedback System 55
Similarly
kxk = (xTx)
1
2 ·
µ
1
¸(P1)
xTP1x
¶1
2
·
µ
1
¸(P1)
V (0)
¶ 1
2
·
µ
1
¸(P1)
µ
¸(P1)Â2
m +
1
2
(µm + j^ µ0j)2
¶¶1
2
=: X0 (5.5)
where ¸(P1) is the smallest eigenvalue of P1, and
jyj = jx1j · kxk · X0 (5.6)
Finally, from (5.3a)
j¹j · nkX0 + £0ª0 =: U0 (5.7)
where
k = max
1·j·n
fjkjjg
ª0 = sup
jx1j·X0
fjÃ(x1)jg
On the other hand, suppose that p is the biggest element in the last row of P1, then by (5.3b) we
obtain
jºj · npkxkª0 · npX0ª0 =: V0 (5.8)
Now we saturate ¹ and º as follows.
¹s(x; ^ µ) = U0sat
Ã
¹(x; ^ µ)
U0
!
ºs(x; ^ µ) = V0sat
Ã
º(x; ^ µ)
V0
!
to obtain a globally bounded state feedback controller
¥b
s(µm;Âm; ^ µ0;x0) : u = ¹s(x; ^ µ) (5.9a)
_ ^ µ = ºs(x; ^ µ); ^ µ(0) = ^ µ0 (5.9b)Chapter 5 Performance of Parametric Output-feedback System 58
then (5.13c) can be written as
d³
d¿
= D³ + ²B(^ µÃ(y) + ¹s(^ x; ^ µ)); ³(0) = ³0 (5.16)
When ² is small enough, the output y = x1 converges uniformly in t to the solution of the state
feedback closed-loop system, and hence is uniformly bounded, therefore Ã(y) is uniformly
bounded. So, the term B(^ µÃ(y) + ¹s(^ x; ^ µ)) in (5.16) is bounded uniformly in ¿. Therefore,
when ² ! 0, the solution of (5.16) is convergent uniformly in ¿ to the solution of following
equation
d´
d¿
= D´; ´(0) = ³0 (5.17)
Hence, we only need to show
lim
²!0
µ
sup
t2R+
j´n(t)j
¶
= 1 (5.18)
Note that
D =
0
B
B B B
B B B
B B
@
¡d1 1 0 ¢¢¢ 0
¡d2 0 1 ¢¢¢ 0
:::::::::::::::::::::
¡dn¡1 0 0 ¢¢¢ 1
¡dn 0 0 ¢¢¢ 0
1
C
C C C
C C C
C C
A
and by induction we can show that
Dj =
0
B B
B B
B B B
B B B
B B
@
¤ ¢¢¢ ¤1j 1 0 ¢¢¢ 0
¤ ¢¢¢ ¤ ¤ 1 ¢¢¢ 0
:::::::::::::::::::::::::::
¤ ¢¢¢ ¤ ¤ ¤ ¢¢¢ 1
:::::::::::::::::::::::::::
¤ ¢¢¢ ¡¯n 0 0 ¢¢¢ 0
1
C C
C C
C C C
C C C
C C
A
; 1 · j · n (5.19)
where the “*”s are elements which do not need to be speciﬁed. Let
s = min
1·j·n¡1
fj je0j 6= 0g
and consider the time
t² = ²°²Chapter 5 Performance of Parametric Output-feedback System 59
where
°² = ²
n¡s¡¯
s
and
¯ =
1
2
min
½
n ¡ s
s + 1
; 1
¾
Note the solution of (5.17) is given by
´(¿) = eD¿³0
i.e. equivalently by
´(t) = eD t
²³0 (5.20)
Hence
´(t²) = eD°²³0
Now
eD°² =I + °²D +
°2
²
2!
D2 + ¢¢¢ +
°s
²
s!
Ds + o
µ
°
s+ 1
2
²
¶
=
0
B B
B B
@
¢¢¢ ¤1s ¤ ¢¢¢ ¤ ¤
::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
¢¢¢ ¡¯n
°s
²
s! + o
µ
°
s+ 1
2
²
¶
o
µ
°
s+ 1
2
²
¶
¢¢¢ o
µ
°
s+ 1
2
²
¶
1 + o
µ
°
s+ 1
2
²
¶
1
C C
C C
A
where the “*”s are elements which do not need to be speciﬁed. Noting that e0j = 0 for
1 · j · s ¡ 1, yields
´n(t²) =
µ
¡®n
°s
²
s!
+ o
µ
°
s+ 1
2
²
¶¶
e0s
²n¡s + o
µ
°
s+ 1
2
²
¶
e0;s+1
²n¡s¡1 + ¢¢¢
+ o
µ
°
s+ 1
2
²
¶
e0;n¡1
²
+
µ
1 + o
µ
°
s+ 1
2
²
¶¶
e0n
= ¡
¯ne0s
s!²¯ + e0n + o(²¸) (5.21)
where
¸ =
n ¡ s + ¯
2s
> 0
But by assumption, ¯n > 0, and e0s 6= 0. Therefore, (5.21) implies (5.18). This completes the
proof.Chapter 7 Robust State Feedback Backstepping Designs 79
Firstly
_ zi = _ x1i ¡ _ ®i¡1
= x1(i+1) + 'i ¡
i¡1 X
j=1
@®i¡1
@x1j
¡
x1(j+1) + 'j
¢
= zi+1 + ®i + 'i ¡
i¡1 X
j=1
a(i¡1)j
¡
x1(j+1) + 'j
¢
= zi+1 ¡ cizi ¡ zi¡1 ¡ ·izi +
i¡1 X
j=1
a(i¡1)jx1(j+1) + 'i ¡
i¡1 X
j=1
a(i¡1)j
¡
x1(j+1) + 'j
¢
= zi+1 ¡ cizi ¡ zi¡1 ¡ ·izi + 'i ¡
i¡1 X
j=1
a(i¡1)j'j; i = 1;2;¢¢¢ ;n ¡ 1
Since zn and ®n are linear, and
y1 = x1; y2 = x2; u1 + u2 = u0; y1 + y2 = y0
we obtain
_ zn = _ x1n ¡ _ ®n¡1
= u1 + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
= u0 ¡ u2 + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
= u0 + ®n(¡y2) + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
= ®n(y1) + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
+ u0 ¡ ®n(y1 + y2)
= ®n(x1) + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
+ u0 ¡ ®n(x0)
= ¡cnzn ¡ zn¡1 + 'n ¡
n¡1 X
j=1
a(n¡1)j'j ¡ ·zn + u0 ¡ ®n(y0)
Consider the Lyapunov function
V (z1;¢¢¢ ;zn) =
1
2
n X
i=1
z2
iChapter 7 Robust State Feedback Backstepping Designs 80
differentiating along the trajectory of the closed-loop, and writing zn+1 = 0, then we have
_ V =
n X
i=1
zi _ zi
=
n X
i=1
zi
0
@zi+1 ¡ cizi ¡ zi¡1 ¡ ·izi + 'i ¡
i¡1 X
j=1
a(i¡1)j'j
1
A
¡ ·zn
2 + zn(u0 ¡ ®n(y0))
= ¡
n X
i=1
ciz2
i +
n X
i=1
0
@¡·iz2
i +
0
@'i +
i¡1 X
j=1
a(i¡1)j'j
1
Azi
1
A
¡ ·zn
2 + zn
¡
u0 ¡ ®n(y0)
¢
By Young’s Inequality (see, e.g., [55] ), we obtain
_ V · ¡
n X
i=1
ciz2
i +
n X
i=1
1
4·i
0
@'i ¡
i¡1 X
j=1
@®i¡1
@x1j
'j
1
A
2
+
1
4·
(u0 ¡ ®n(y0))
2
Since 'i; i = 1;2;¢¢¢ ;n are globally Lipschitz continuous, and 'i(0) = 0; i = 1;2;¢¢¢ ;n,
then for all ! 2 R it hold
j'i(!)j · Lij!j; i = 1;2;¢¢¢ ;n
hence, by (7.4) we have
¯ ¯ ¯
¯ ¯
¯
'i ¡
i¡1 X
j=1
@®i¡1
@x1j
'j
¯ ¯ ¯
¯ ¯
¯
· j'ij +
i¡1 X
j=1
¯ ¯
¯ ¯
@®i¡1
@x1j
¯ ¯
¯ ¯j'jj
· Likx
(i)
1 k +
i¡1 X
j=1
ja(i¡1)jjLjkx
(j)
1 k
· LikT¡1
i z(i)k +
i¡1 X
j=1
Ljja(i¡1)jjkT¡1
j z(j)k
· LikT¡1
i kkzk +
i¡1 X
j=1
Ljja(i¡1)jjkT¡1
j kkzk
= Mikzk
·
r
2c·i
n
kzkChapter 7 Robust State Feedback Backstepping Designs 81
By Lemma 7.1
ju0 ¡ ®n(y0)j · ju0j + j®n(y0)j
· ku0k1 + aky0k1
Finally, we obtain
_ V · ¡
n X
i=1
ciz2
i +
c
2n
kzk2 +
1
4·
(ku0k1 + aky0k1)2
· ¡
1
2
n X
i=1
ciz2
i +
1
4·
(ku0k1 + aky0k1)2
Hence, V (t) decreases outside the compact set
R =
(
z 2 Rn
¯ ¯
¯
n X
i=1
ciz2
i ·
1
2·
(ku0k1 + aky0k1)2
)
Now deﬁne
R1 =
(
z 2 Rn
¯ ¯
¯
n X
i=1
z2
i ·
1
2c·
(ku0k1 + aky0k1)2
)
where
c = minfci : 1 · i · ng
so, we obtain that if
V (0) ·
1
2c·
(ku0k1 + aky0k1)2
then V (t) remains in R1 for all time t ¸ 0; if
V (0) >
1
2c·
(ku0k1 + aky0k1)2
then V (t) monotonously decrease from t = 0 until z reaches R1. Hence, we obtain
V (t) · max
½
V (0);
1
2c·
(ku0k1 + aky0k1)2
¾
Therefore
kzk =
p
(2V ) · max
½p
2V (0);
1
p
c·
(ku0k1 + aky0k1)
¾
= max
½
kz0k;
1
p
c·
(ku0k1 + aky0k1)
¾Chapter 7 Robust State Feedback Backstepping Designs 82
where
z0 = z(0)
Let
l = maxf1;ag
and note that
kz0k = kTnx0
1k · kTnkkx0
1k
ku0k1 + aky0k1 · l(ku0k1 + ky0k1)
· l
p
2
¡
ku0k2
1 + ky0k2
1
¢1
2
= l
p
2
°
°(u0;y0)T°
°
1
Then we have
kzk1 · max
(
kTnkkx0
1k; l
r
2
c·
°
°(u0;y0)T°
°
1
)
Since
ky1k = kx1k = kT¡1
n zk · kT¡1
n kkzk
we obtain that
ky1k1 · kT¡1
n kkzk1
· kT¡1
n kmax
(
kTnkkx0
1k; l
r
2
c·
°
°(u0;y0)T°
°
1
)
= h
¡°
°(u0;y0)T°
°
1 ;kx0
1k
¢
with
h
¡° °(u0;y0)T° °
1 ;kx0
1k
¢
= kT¡1
n kmax
(
kTnkkx0
1k; l
r
2
c·
° °(u0;y0)T° °
1
)Chapter 7 Robust State Feedback Backstepping Designs 83
Moreover, we have
ku1k1 · ku0k1 + ku2k1
= ku0k1 + k ¡ ®n(¡x2)k1
· ku0k1 + k®n(x1) ¡ ®n(¡x2)k1 + k®n(x1)k1
· ku0k1 + aky0k1 + akx1k1
· l
p
2
° °(u0;y0)T° °
1 + ah
¡° °(u0;y0)T° °
1 ;kx0
1k
¢
Let
°
¡° °(u0;y0)T° °
1 ;kx0
1k
¢
=
µ³
l
p
2
° °(u0;y0)T° °
1 + ah
¡° °(u0;y0)T° °
1 ;kx0
1k
¢´2
+
¡
h
¡° °(u0;y0)T° °
1 ;kx0
1k
¢¢2
¶ 1
2
then we have
° °(u1;y1)T° °
1 = (ku1k2
1 + ky1k2
1)
1
2
· °
¡° °(u0;y0)T° °
1 ;kx0
1k
¢
This completes the proof of (7.6).
As to (7.7), note that if x0
1 = 0, then
h
¡° °(u0;y0)T° °
1 ;kx0
1k
¢
= kT¡1
n kl
r
2
c·
° °(u0;y0)T° °
1
thus
°
¡°
°(u0;y0)T°
°
1 ;kx0
1k
¢
=
0
@
Ã
l
p
2
° °(u0;y0)T° °
1 + akT¡1
n kl
r
2
c·
° °(u0;y0)T° °
1
!2
+
Ã
kT¡1
n kl
r
2
c·
° °(u0;y0)T° °
1
!21
A
1
2
= l
r
2
c·
³¡p
c· + akT¡1
n k
¢2 + kT¡1
n k2
´ 1
2 °
°(u0;y0)T°
°
1
= ¡
°
°(u0;y0)T°
°
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and
_ zn =_ x1n ¡ _ ®n¡1
=u1 + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
=u0 ¡ u2 + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
=u0 + ®n(¡y2;¡^ x¤
2) + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
Noting that ®n is linear with respect to its variables, we obtain
_ zn =u0 + ®n(y1;x¤
1) ¡ ®n(y1 + y2;x¤
1 + ^ x¤
2) + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
=u0 + ®n(x1) ¡ ®n(y0; ~ x¤) + 'n ¡
n¡1 X
j=1
a(n¡1)j
¡
x1(j+1) + 'j
¢
= ¡ cnzn ¡ zn¡1 ¡ dn
0
@1 +
n¡1 X
j=1
a2
(n¡1)j
1
Azn + 'n ¡
n¡1 X
j=1
a(n¡1)j'j + u0 ¡ ®n(y0; ~ x¤)
Write z0 = 0; zn+1 = 0, then along the solution of the closed-loop, we have
_ V =
n X
i=1
zi _ zi
=
n X
i=1
zi
0
@zi+1 ¡ cizi ¡ zi¡1 ¡ di
0
@1 +
i¡1 X
j=1
a2
(i¡1)j
1
Azi + 'i ¡
i¡1 X
j=1
a(i¡1)j'j
1
A
¡ lz2
1 ¡ ·zn
2 +
¡
u0 ¡ ®n(y0; ~ x¤)
¢
zn
= ¡
n X
i=1
ciz2
i ¡ lz2
1 +
n X
i=1
0
@¡diz2
i + zi'i +
i¡1 X
j=1
³
¡dia2
(i¡1)jz2
i ¡ a(i¡1)jzi'j
´
1
A
¡ ·zn
2 + zn
¡
u0 ¡ ®n(y0; ~ x¤)
¢
By Young’s Inequality, we obtain
_ V · ¡
n X
i=1
ciz2
i ¡ lz2
1 +
n X
i=1
1
4di
0
@'2
i +
i¡1 X
j=1
'2
j
1
A +
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
¢2
= ¡
n X
i=1
ciz2
i ¡ lz2
1 +
1
4
n X
i=1
1
di
i X
j=1
'2
j +
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
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and we now claim that y1(t) < ½ for all t ¸ 0.
For a contradiction, assume the claim does not hold, i.e., there at lest exists a ﬁnite time t¤ > 0
such that y1(t¤) ¸ ½. Let ts be the smallest time at which jy1(ts)j = ½. Then we get the
following claims: First, ts > 0 since jy1(0)j = jx0
11j · kx0
1k < ½. Second, for t 2 [0;ts), we
have jy1(t)j < ½.
For t 2 [0;ts), it holds that jy1(t)j < ½. Hence, for t 2 [0;ts), by Lemma 8.1, we obtain that
_ V · ¡
n X
i=1
ciz2
i ¡ lz2
1 +
1
4
n X
i=1
1
di
i X
j=1
Lj(½)2y2
1 +
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
¢2
= ¡
n X
i=1
ciz2
i ¡ lz2
1 +
1
4
n X
i=1
1
di
i X
j=1
Lj(½)2z2
1 +
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
¢2
· ¡
n X
i=1
ciz2
i +
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
¢2 (8.20)
We now estimate the last term for ¿ 2 [0;ts) and t 2 [0;¿]. By Lemma 8.4, we have
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
¢2 ·
1
2·
¡
u2
0 + ®n(y0; ~ x¤)2¢
·
1
2·
³
ku0k2
1 + a2k(y0; ~ x¤)Tk2
L1[0;¿)
´
·
1
2·
³
ku0k2
1 + a2
³
ky0k2
1 + k~ x¤k2
L1[0;¿)
´´
·
1
2·
³
ku0k2
1 + a2
³
ky0k2
1 + b2¡
k~ x0k + ºky0k1 + ku0k1
¢2´´
·
1
2·
³
ku0k2
1 + a2
³
ky0k2
1 + 3b2¡
k~ x0k2 + º2ky0k2
1 + ku0k2
1
¢´´
=
1
2·
³
(1 + 3a2b2)ku0k2
1 + (a2 + 3b2º2)ky0k2
1 + 3a2b2k~ x0k2
´
·
1
2·
Mk(u0;y0)Tk2
1 +
3
2·
a2b2k~ x0k2 (8.21)
From k(u0;y0)Tk1 · ¼± · ¼1 and k~ x0k1 · ¼2, we obtain that
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
¢2 ·
1
2·
M¼2
1 +
3
2·
a2b2¼2
2
·
2c½2
9
+
2c½2
9
= c
µ
2½
3
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So, for t 2 [0;¿) we have
_ V · ¡
n X
i=1
ciz2
i + c
µ
2½
3
¶2
(8.22)
Therefore V (t) decreases outside the compact set
R =
(
z 2 Rn
¯ ¯
¯ ¯ ¯
n X
i=1
ciz2
i · c
µ
2½
3
¶2)
Since
n X
i=1
ci(z0
i )2 · c0kz0k2 · c0kTk2kx0
1k2 · c0kTk2¼2
3 < c
µ
2½
3
¶2
we have z0 2 R. So, we obtain that for all t 2 [0;¿), z(t) 2 R1, which is deﬁned by
R1 =
(
z 2 Rn
¯ ¯
¯ =
n X
i=1
z2
i ·
µ
2½
3
¶2)
Hence
y2
1 = x2
11 = z2
1 · kzk2 <
µ
2½
3
¶2
; t 2 [0;¿)
or
jy1(t)j <
2½
3
; t 2 [0;¿)
From this we obtain that for any ¿ < ts
ky1kL1[0;¿] <
2½
3
This is contrary to the fact that
ky1kL1[0;ts] = ½
and ky1kL1[0;¿] is continuous with respect to ¿ since y1(t) is continuous.
This completes the proof of the claim, and shows that
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Now we prove that u1 is also bounded. In fact
u1 = u0 ¡ u2
= u0 + ®n(¡y2;¡^ x¤
2)
= u0 + ®n(y1 ¡ y0;x¤
1 ¡ ~ x¤)
= u0 + ®n(y1;x¤
1) ¡ ®n(y0; ~ x¤)
= u0 + ®n(x1) ¡ ®n(y0; ~ x¤)
since ®n is linear. Hence
ku1k1 · ku0k1 + k®n(x1)k1 + k®n(y0; ~ x¤)k1
· ku0k1 + akx1k1 + ak(y0; ~ x¤)k1
= ku0k1 + a
³
kx1k1 + (ky0k2
1 + k~ x¤k2
1)
1
2
´
(8.23)
Since ku0k1;ky0k1 are bounded by the assumptions of the theorem, we need only show that
k~ x¤k1 and kx1k1 are bounded.
From the ﬁrst part of the proof, we have obtained that jy1(t)j < ½ for all t 2 [0;+1), therefore,
(8.13) holds for all t 2 [0;+1). So
k~ x¤k1 · k~ xk1 · b
¡
k~ x0k + º½ky0k1 + ku0k1
¢
(8.24)
is bounded. From z(t) 2 R1, and
kx1k1 = kT¡1zk1 · kT¡1kkzk1 (8.25)
we know that kx1k1 is also bounded. Hence ku1k1 is bounded.
Therefore we have established 1. Now we establish 2.
Since x0
1 = ^ x0
2 = 0, we have ~ x0 = 0. From (8.21), we obtain
1
4·
¡
u0 ¡ ®n(y0; ~ x¤)
¢2 ·
M
2·
k(u0;y0)Tk2
1Chapter 8 Robust Output Feedback Backstepping Designs 99
Hence
_ V · ¡
n X
i=1
ciz2
i +
M
2·
k(u0;y0)Tk2
1 (8.26)
Similarly, we can obtain
kzk1 ·
r
M
2c·
k(u0;y0)Tk1 (8.27)
So
ky1k1 · kzk1 ·
r
M
2c·
k(u0;y0)Tk1 (8.28)
By (8.23), (8.24), (8.25) and (8.27), we have
ku1k1 · ku0k1 + a
³
kx1k1 + (ky0k2
1 + k~ x¤k2
1)
1
2
´
· ku0k1 + a
µ
kT¡1kkzk1 +
³
ky0k2
1 + (º½ky0k1 + ku0k1)
2
´ 1
2
¶
· ku0k1 + a
Ã
kT¡1k
r
M
2c·
k(u0;y0)Tk1 +
³
ky0k2
1 + (º½ky0k1 + ku0k1)
2
´ 1
2
!
· ku0k1 + a
Ã
kT¡1k
r
M
2c·
k(u0;y0)Tk1 +
¡
ky0k2
1 +
¡
2º2
½ky0k2
1 + 2ku0k2
1
¢¢ 1
2
!
Let
¸½ = maxf2;1 + 2º2
½g
then
ku1k1 · k(u0;y0)Tk1 + a
Ã
kT¡1k
r
M
2c·
k(u0;y0)Tk1 +
p
¸½k(u0;y0)Tk1
!
·
Ã
1 + akT¡1k
r
M
2c·
+
p
¸½
!
k(u0;y0)Tk1 (8.29)
Write
¡½ =
M
2c·
+
Ã
1 + akT¡1k
r
M
2c·
+
p
¸½
!2
(8.30)
then by (8.28) and (8.29), we obtain that
k(u1;y1)Tk1 · ¡½k(u0;y0)Tk1
Thus, we have established 2.Chapter 8 Robust Output Feedback Backstepping Designs 102
Following the proof of Theorem 8.5, we obtain that for t 2 [0;1)
_ V · ¡
n X
i=1
ciz2
i +
1
4·
(ku0k1 + k®n(y0; ~ x¤k1)
2
By Lemma 8.3, Lemma 8.7, and by noting that k~ x¤k · k~ xk, we have
k®n(y0; ~ x¤)k1 · a(ky0k2
1 + k~ x¤k2
1)
1
2
· a
³
ky0k2
1 + b2 ¡
k~ x0k + ºky0k1 + ku0k1
¢2´ 1
2
Let
a¤ = maxf1;a2g; ¶ = maxf1;ºg
then
(ku0k1 + k®n(y0; ~ x¤)k1)
2 ·
µ
ku0k1 + a
³
ky0k2
1 + b2 ¡
k~ x0k + ºky0k1 + ku0k1
¢2´1
2
¶2
·2
³
ku0k2
1 + a2
³
ky0k2
1 + b2 ¡
k~ x0k + ºky0k1 + ku0k1
¢2´´
·2
³
a¤k(u0;y0)Tk2
1 + a2b2 ¡
k~ x0k + ¶k(u0;y0)Tk1
¢2´
=2g
¡
k(u0;y0)Tk1;k~ x0k
¢2
(8.37)
where
g = g(p;q) =
¡
a¤p2 + a2b2(q + ¶p)2¢ 1
2
Thus
_ V · ¡
n X
i=1
ciz2
i +
1
2·
g2 ¡
k(u0;y0)Tk1;k~ x0k
¢
Following the same argument in Theorem 8.5, we obtain
kzk1 · max
½
kz0k;
1
p
2c·
g
¡
k(u0;y0)Tk1;k~ x0k
¢ ¾
Note that we have
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On the other hand,
ky1k = kx11k · kx1k = kT¡1z1k · kT¡1kkzk
Hence
ky1k · minf1;kT¡1kgkzk
Note that
kz0k = kTx0
1k · kTkkx0
1k
and write
¯ = minf1;kT¡1kg
therefore
ky1k1 · ¯kzk1
· ¯ max
½
kTkkx0
1k;
1
p
2c·
g
¡
k(u0;y0)Tk1;k~ x0k
¢ ¾
· ¯ max
½
kTkkx0
1k;
1
p
2c·
g
¡
k(u0;y0)Tk1;k~ x0k
¢ ¾
= h
¡°
°(u0;y0)T°
°;k~ x0k;kx0
1k
¢
(8.38)
where
h(p;q;s) = ¯ max
½
kTks;
1
p
2c·
g(p;q)
¾
Moreover, we have
j®n(x1)j · akx1k = akT¡1zk · akT¡1kkzk · akT¡1kkzk1
· akT¡1kmax
½
kTkkx0
1k;
1
p
2c·
g
¡
k(u0;y0)Tk1;k~ x0k
¢ ¾
= h¤ ¡° °(u0;y0)T° °;k~ x0k;kx0
1k
¢
(8.39)
where
h¤(p;q;s) = akT¡1kmax
½
skTk;
1
p
2c·
g(p;q)
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Hence
ku1k1 · ku0k1 + ku2k1
= ku0k1 + k ¡ ®n(¡y2;¡^ x¤
2)k1
· ku0k1 + k®n(y1;x¤
1) ¡ ®n(¡y2;¡^ x¤
2)k1 + k®n(y1;x¤
1)k1
= ku0k1 + k®n(y0; ~ x¤)k1 + k®n(x1)k1
·
p
2g
¡
k(u0;y0)Tk1;k~ x0k
¢
+ h¤ ¡° °(u0;y0)T° °;k~ x0k;kx0
1k
¢
(8.40)
Therefore from (8.38) and (8.40), we obtain
k(u1;y1)Tk1
=
¡
ku1k2
1 + ky1k2
1
¢1
2
·
h³p
2g
¡
k(u0;y0)Tk1;k~ x0k
¢
+ h¤ ¡° °(u0;y0)T° °;kx0
1k;k~ x0k
¢´2
+ h
¡° °(u0;y0)T° °;k~ x0k;kx0
1k
¢2 i 1
2 (8.41)
Let
°(p;q;s) =
µ³p
2g(p;q) + h¤(p;q;s)
´2
+ h(p;q;s)2
¶1
2
(8.42)
then we have
° °(u1;y1)T° ° · °
¡° °(u0;y0)T° °;k~ x0k;kx0
1k
¢
(8.43)
This completes the proof of (8.35).
To prove (8.36), note that
g(p;0) =
¡
a¤ + a2b2¶2¢ 1
2 jpj
h¤(p;0;0) =
kT¡1k
p
2c·
g(p;0)
and
h(p;0;0) =
¯
p
2c·
g(p;0)Chapter 8 Robust Output Feedback Backstepping Designs 107
We deﬁne a mapping © : M ! M1 by
©
Ã
u1(t)
x11(t)
!
=
Ã
u1(t)
x11(t ¡ &)
!
then we have
k© ¡ Ik = sup
k(u1(t);x11(t))Tk16=0
k(u1(t);x11(t ¡ &))T ¡ (u1(t);x11(t))Tk1
k(u1(t);x11(t))Tk1
= sup
k(u1(t);x11(t))Tk16=0
k(0;x11(t ¡ &) ¡ x11(t))Tk1
k(u1(t);x11(t))Tk1
· sup
k(u1(t);x11(t))Tk16=0
k_ x11k1&
k(u1(t);x11(t))Tk1
by the mean value theorem.
To estimate k_ x11k1, rewrite the plant § as
_ x1 = Dx1 + J1 sinx11 + J2u1; x1(0) = 0 (8.48)
where
x1 =
Ã
x11
x12
!
; D =
Ã
¡2 1
¡1 0
!
; J1 =
Ã
1
0
!
; J2 =
Ã
0
1
!
It can be veriﬁed that D is Hurwitz, and the two eigenvalues are ¡1. Hence, there exists a
constant b¤ such that
keDtk · b¤e¡ 1
2t
Further, we rewrite (8.48) as the integral equation
x1(t) =
Z t
0
eD(t¡¿)¡
J1 sinx11(¿) + J2u1(¿)
¢
d¿ (8.49)
So,
kx1k1 ·
Z t
0
keDt(¡¿)kkJ1 sinx11 + J2u1k1d¿
·
Z t
0
b¤e¡ 1
2(t¡¿)k(sinx11;u1)Tk1d¿
· 2b¤k(u1;x11)Tk1 (8.50)Chapter 8 Robust Output Feedback Backstepping Designs 108
since jsinx11j · jx11j. Therefore, from the plant §, we obtain
k_ x11k1 · k_ x1k1
· kDkkx1k1 + kJ1 sinx11 + J2u1k1
· (2b¤kDk + 1)k(u1;x11)Tk1
= ¾k(u1;x11)Tk1
where
¾ = 2b¤kDk + 1
is a positive constant.
Hence
k© ¡ Ik · ¾³
By the deﬁnition of directed gap, we obtain that
~ ±(§;§1) · ¾&
On the other hand, we know that if
~ ±(§;§1) ·
1
k¦M==Nk
then the closed-loop [§1;¥] is stable. Hence, we obtain that if
& ·
1
¾k¦M==Nk
then the closed-loop [§;¥1] is stable, that is, if the time delay is less than some computable
quantity6, the controller designed for the nominal plant is able to stabilize the closed-loop with
the presence of time delay.
So far, we have studied robust backstepping for state feedback and output feed back control. In
the next chapter, we will consider the robustness of high-gain observer designs.
6The norm k¦M==Nk can estimated by following the proof of Theorem 8.5.Chapter 9 Robust High-gain Observer Designs 112
and we write (9.6) as
² _ » = D» + ²
¡
Ey0 + B('(y1) ¡ '(¡y2) + u0)
¢
(9.7)
where
D = A ¡ EC
and
E =
0
B B B
B B
B
@
¯1
¯2
¢¢¢
¯n
1
C C C
C C
C
A
It can be veriﬁed that the matrix D is Hurwitz ( see Chapter 2 ).
By a time transformation t = ²¿, (9.7) can be written as
d»
d¿
= D» + ²
¡
Ey0 + B('(y1) ¡ '(¡y2) + u0)
¢
(9.8)
Solving (9.8), we obtain
»(¿) = eD¿»0 + ²
Z ¿
0
eD(¿¡s)
³
Ey0(s) + B
³
'
¡
y1(s)
¢
¡ '
¡
¡ y2(s)
¢
+ u0(s)
´´
ds (9.9)
where
»0 =
0
B
B B B
B B B
B B B
@
~ x0
1
. . .
~ x0
i
²i¡1
. . .
~ x0
n
²n¡1
1
C
C C C
C C C
C C C
A
Since D is Hurwitz, all the real parts of the eigenvalues of D are negative. We take a positive
constant ¹ such that ¡¹ is greater than all the real parts of the eigenvalues of D, then there exists
a positive constant b such that
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On the other hand, from the Lipschitz condition and Lemma 9.1, we obtain
'(y1) ¡ '(¡y2) ¡ k~ x + u0
·Lky0k1 + kkkk~ xk1 + ku0k1
·l
p
2k(u0;y0)Tk1 + kkk
µ
b
²n¡1k~ x0k + ²¯k(u0;y0)Tk1
¶
·
b¤
²n¡1k~ x0k + ¯¤k(u0;y0)Tk1
where
l = maxfL;1g
b¤ = kkkb
¯¤ = l
p
2 + kkk¯
and ² is assumed to be smaller than 1. Hence
2BTQx1
¡
'(y1) ¡ '(¡y2) ¡ k~ x + u0
¢
· 2q1
µ
b¤
²n¡1k~ x0k + ¯¤k(u0;y0)Tk1
¶
kx1k
Therefore
_ V = ¡2kx1k2 + 2BTQx1
¡
'(y1) ¡ '(¡y2) ¡ k~ x + u0
¢
· ¡kx1k2 ¡ kx1k2 + 2q1
µ
b¤
²n¡1k~ x0k + ¯¤k(u0;y0)Tk1
¶
kx1k
By Young’s Inequality, we obtain that
_ V · ¡kx1k2 + q2
1
µ
b¤
²n¡1k~ x0k + ¯¤k(u0;y0)Tk1
¶2
Deﬁne a compact set as follows
R =
½
x1 2 Rn
¯ ¯
¯kx1k · q1
µ
b¤
²n¡1k~ x0k + ¯¤k(u0;y0)Tk1
¶¾
then V decreases monotonically outside R. Hence
V (x1(t)) · max
½
V (0); sup
½
V (x1)jkx1k = q1
µ
b¤
²n¡1k~ x0k + ¯¤k(u0;y0)Tk1
¶¾¾Chapter 9 Robust High-gain Observer Designs 116
On the other hand,
¸(Q)kx1k2 · V (x1) · ¹ ¸(Q)kx1k2
and
V (0) · ¹ ¸(Q)kx0
1k2
Therefore
kx1k1 · max
8
<
:
s
¹ ¸(Q)
¸(Q)
kx0
1k; q1
q
¹ ¸(Q)
µ
b¤
²n¡1k~ x0k + ¯¤k(u0;y0)Tk1
¶
9
=
;
Write
g(p;q;r) = max
8
<
:
s
¹ ¸(Q)
¸(Q)
r;q1
q
¹ ¸(Q)
µ
b¤
²n¡1q + ¯¤p
¶
9
=
;
then the above inequality can be rewritten as
kx1k1 · g
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢
Hence
ky1k1 = kx11k1
· kx1k1
· g
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢
Next we estimate u1. First
u1 = u0 ¡ u2
= u0 ¡ '(¡y2) ¡ k^ x2
= u0 + '(y1) ¡ '(¡y2) ¡ k(x1 + ^ x2) ¡ '(y1) + kx1
= u0 + '(y1) ¡ '(¡y2) ¡ k~ x ¡ '(y1) + kx1Chapter 9 Robust High-gain Observer Designs 117
Note that ' is Lipschitz, and '(0) is zero, hence
ku1k1 · ku0k1 + k'(y1) ¡ '(¡y2)k1 + kkkk~ xk1 + k'(y1)k1 + kkkkx1k1
· ku0k1 + Lky1 + y2k1 + kkkk~ xk1 + Lky1k1 + kkkkx1k1
· ku0k1 + Lky0k1 + kkk
µ
b
²n¡1k~ x0k + ²¯k(u0;y0)Tk1
¶
+ Lg
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢
+ kkkg
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢
· l
p
2k(u0;y0)Tk1 + kkk
µ
b
²n¡1k~ x0k + ²¯k(u0;y0)Tk1
¶
+ (L + kkk)g
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢
Write
h(p;q;r) = l
p
2p + kkk
µ
b
²n¡1q + ¯p
¶
+ (L + kkk)g (p;q;r)
then we obtain
ku1k1 · h
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢
where we again have used ² · 1.
Therefore, write
°²(p;q;r) =
¡
g(p;q;r)2 + h(p;q;r)2¢1
2
then we have built up the following inequality
k(u1;y1)Tk1 =
¡
ku1k2
1 + ku1k2
1
¢ 1
2
·
³
g
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢2
+ h
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢2´1
2
= °²
¡
k(u0;y0)Tk1;k~ x0k;kx0
1k
¢
that is, the closed-loop is gf-stable.
If x0
1 = 0 and ^ x0
2 = 0, then ~ x0 = 0. From the deﬁnitions of functions g and h
g(p;0;0) = q1¯¤
q
¹ ¸(Q)pChapter 9 Robust High-gain Observer Designs 119
it holds that
~ ±(P;P1) <
1
k¦M==Nk
Hence, by Theorem 6.8 in Chapter 6, the closed-loop [§1;¥(0)] is stable, and (9.14) holds.
Since ¡ is independent of ² < 1, the allowed plant margin is not sensitive to ² as ² ! 0.
However, it is very important to observe that these results depends heavily on the assumption
that there is no initial observer error.
The bounds obtained in (9.10) are sensitive to small ², and so one would expect that any robust
stability result for non-zero initial conditions will indicate a sensitivity to ² > 0.Chapter 10 Conclusions and Future Work 121
to be large in order to make the required comparison. Of course, in practice these parame-
ters cannot be arbitrarily large without causing the control to run into physical limits. A more
quantitative approach is challenging, as achieving tight bounds on non-singular performance is
difﬁcult. This is an interesting avenue for future research.
Part II Within the framework of nonlinear gap metric, we have established the following re-
sults.
² Following the backstepping design approach, we have built up a design procedure to de-
sign a controller for plant in strict-feedback form. This controller is robust to input and
measurement disturbances and plant perturbation. The controller achieves gain-function
stability for the plant with input and measurement disturbances. If the initial states are
zero, the controller achieves stability for the plant with input and measurement distur-
bances, and achieves stability for any perturbed plant with input and measurement distur-
bances if the gap metric between the plants and the strict-feedback plant is less than some
constant.
² We have established a robust backstepping design procedure for a nominal plant in out-
put feedback form. This output-feedback controller is robust to input and measurement
disturbances and plant perturbations within the framework of nonlinear gap metric.
IfthenominalplantnonlinearitiesarelocallyLipschitzcontinuous, thecontrollerachieves
local gain-function stability for the plant with input and measurement disturbances; fur-
ther, if the initial states are zero, the controller achieves local stability for the plant with
input and measurement disturbances, and achieves stability for any perturbed plant with
input and measurement disturbances if the gap metric between the plant and the output-
feedback plant is less than some constant.
IfthenominalplantnonlinearitiesaregloballyLipschitzcontinuous, thecontrollerachieves
global gain-function stability for the plant with input and measurement disturbances; fur-
ther, if the initial states are zero, the controller achieves global stability for the plant with
input and measurement disturbances, and achieves stability for any perturbed plant with
input and measurement disturbances if the gap metric between the plant and the output-
feedback plant is less than some constant.
² We have developed a robust high-gain observer design procedure for the nominal plant
in output feedback normal form. The controller achieves gain-function stability for the
plant with input and measurement disturbances. If the initial states are zero, the controller
achieves stability for the plant with input and measurement disturbances, achieves sta-
bility for any perturbed plant with input and measurement disturbances if the gap metric
between the plants and the strict-feedback plant is less than some constant. The allowed
plant perturbation margin is bounded independently of the high-gain factor.
The contributions of this part is to show that by proper amendments of designs, we achieve