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ABSTRACT
Current radioisotope identification devices struggle to identify and quantify
isotopes in low-resolution gamma-ray spectra in a wide range of realistic
conditions. Trained gamma-ray spectroscopists typically rely on intuition
when identifying isotopes in spectra. A trained gamma-ray spectroscopist
can inject their intuition into pattern recognition algorithms by creating
training datasets and intelligently choosing a machine learning model for
a task. Algorithms based on feature extraction such as peak finding or ROI
algorithms work well for well-calibrated high resolution detectors. For low-
resolution detectors, it may be more beneficial to use algorithms that in-
corporate more abstract features of the spectrum. To investigate this, we
simulated datasets and used them to train artificial neural networks (ANNs)
for identification and quantification tasks using gamma-ray spectra. Because
the datasets were simulated, this method can be extended to a variety of
gamma-ray spectroscopy tasks. Models we investigated include dense, con-
volutional, and autoencoder ANNs. In this work we introduce annsa, an open
source Python package capable of creating gamma-ray spectroscopy training
datasets and applying machine learning models to solve spectroscopic tasks.
Using annsa, we found that identification performance in simulated spectra
was sensitive to the source-to-background ratio, detector gain setting, and
shielding. Performance was less sensitive to the source-detector height and
detector resolution. We demonstrate annsa’s capabilities on a source inter-
diction classification problem, outperforming a peak-based Bayesian classifier
for source identification. We also demonstrate annsa on a uranium enrich-
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1.1 Introduction and Motivation
Gamma-ray spectroscopy plays an important role in homeland security and
nonproliferation technologies. By analyzing the gamma-ray spectrum emit-
ted by an object, naturally occurring radioactive material (NORM) can
be distinguished from threat isotopes potentially contained by the object.
Threat isotopes include undeclared industrial, medical, and special nuclear
material (SNM) sources that can be used in a dirty bomb or nuclear explosive
device. Detecting these materials is the first step to intercepting them and
preventing nuclear material proliferation.
Machine learning algorithms have not been rigorously explored for the
analysis of gamma-ray spectra. To provide the gamma-ray spectroscopy
community with a tool to create training datasets and train machine learn-
ing models for spectroscopic tasks, we have created the open source Python
package annsa (artificial neural networks for spectroscopic analysis). In this
work we apply annsa to two problems: source interdiction classification and
uranium enrichment quantification.
Common detection materials for commercial radioisotope identification de-
vices (RIID) are the low-resolution sodium iodide (NaI(Tl)) [11], medium-
resolution cadmium zinc telluride (CZT), and high-resolution high purity
germanium (HPGe). All of these materials have sufficient resolution to per-
form gamma-ray spectroscopy. While medium- and high-resolution materials
offer better performance, they suffer from several drawbacks. These materials
cost more and are difficult to manufacture in large volumes. Larger detector
volumes have an increased absolute efficiency, reducing measurement times.
In addition to these drawbacks, HPGe detectors require cryogenic cooling.
This greatly increases the weight and cost of portable HPGe detectors. De-
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spite the reduced resolution, NaI(Tl) is standard in the RIID industry due
to its low cost, ability to be manufactured in large volumes, high intrinsic
efficiency. This dissertation specifically uses the Ortec 905-3 2x2-in. NaI(Tl)
cylindrical scintillation detector.
Reported commercial RIID performance in automated isotope identifica-
tion is generally poor [12, 13, 14]. One study found that seven commercial
RIIDs had an average of less than 50% correct identifications for SNM, indus-
trial, and medical sources [13]. Another study found that a 2 mm stainless
steel plate (a moderate amount of shielding) was enough to eliminate cor-
rect identifications in four commercially available RIIDs [12]. Because of the
importance of an alarm - and because of inadequate RIID performance in
automated isotope identification - the U.S. Department of Energy (DOE) em-
ploys a team of on-call spectroscopists to resolve RIID alarms [15]. Because
of their importance, RIID detection systems need improvement.
RIID improvements fall into two categories: improvements in the qual-
ity of the spectrum and improvements in the identification algorithms [16].
Spectral quality is largely determined by the energy resolution of the radi-
ation detection material. Improvements in energy resolution often increase
manufacturing cost and reduce feasible detector size. Active research into
advanced detection materials has not yet produced a material economically
competitive with NaI(Tl). Because of this, RIID improvements should focus
on the identification algorithms using this industry standard material [13].
Despite widespread use, NaI(Tl) detectors have several issues that compli-
cate automated identification. The first issue is the low resolution of NaI(Tl).
The poor resolution makes some photopeaks unresolvable from each other,
complicating identification.
The second issue is calibration drift due to changes in environmental tem-
perature and voltage drifts in the photomultiplier tube due to changes in
count rate [2, 3]. This drift affects the locations and shapes of features in a
gamma-ray spectrum. To solve this, the detector must recalibrate to a ref-
erence source (possibly built-in) or a naturally occurring background source.
These methods fall short for different reasons. Built-in sources need to be
periodically replaced, add an unwanted signal to a spectrum, and compli-
cate commercial shipment. Recalibration sources can be included separately,
requiring the user find this source and periodically recalibrate - complicat-
ing practical use. Calibrating from a background reference (typically the
2
1.460 MeV gamma-ray peak from 40K or the 2.614 MeV gamma-ray peak
from the thorium decay series) requires a significant measurement time for a
useful signal-to-noise ratio. Short measurement times common in homeland
security measurements make this option infeasible.
The third issue is a non-linear energy response which manifests as a small
second order term in the detector’s calibration. While not specific to NaI(Tl)
detectors, the fourth issue affecting identification algorithms is background
radiation from naturally occurring radioactive material (NORM). NORM
radiation can change both in intensity and composition based on location
and weather. This background signal can obscure features in gamma-ray
spectra.
Despite the drawbacks outlined above, our previous published work has
demonstrated that ANNs are capable of identifying multiple isotopes in un-
known backgrounds with a wide range of calibration settings [17, 8, 18]. Fur-
thermore, the work presented in this dissertation demonstrates that ANNs
are capable of performing both classification and quantification tasks using
low-resolution gamma-ray spectra.
1.2 Neural Network History
Scientists first theorized artificial neural networks in the 1940s as a model
of how complex biological systems like neuron bundles learn and remember
[19, 20]. These theories hypothesized that learning takes place by reinforcing
neural connections corresponding to some beneficial behavior. The first im-
plementation of an ANN came in 1958 in the form of a machine named The
Mark I Perceptron [21, 22]. The Mark I Perceptron was a physical neural
network whose weights were changed with motor-controlled potentiometers.
The Mark I Perceptron implemented a two-class image recognition problem
using a 400-pixel camera. In this context, a class represents an item in a
set of mutually exclusive items (e.g. dog/cat or on/off). The device also
included an algorithm (the perceptron learning algorithm) to learn optimum
weights for a given task. Unfortunately, the single-layer perceptron failed
in cases without linearly separable classes in the data because it was based
on linear combinations of fixed basis functions [23, 24]. This realization and
other perceived flaws led to a temporary decline in neural network research.
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Further advances were made when Rumelhart et al. formalized error back-
propagation and its application to training ANNs [25]. Error backpropoga-
tion was found to be a simple and powerful method to update an ANN to
learn arbitrary functions. Combining error backpropogation with gradient
descent allowed for efficient ANN training. Algorithms based on the back-
propogation of error are now the most common method to train ANNs.
Currently, ANNs can solve many, diverse problems. ANNs have shown
promise in everyday problems such as handwritten zip code recognition [26],
image recognition [27], and fingerprint identification [28]; as well as more
complicated problems such as lung cancer classification based on MRI images
[29], estimating surface soil moisture from high-resolution aerial images of
cropland [30], and stock market forecasting [31].
1.3 Gamma-Ray Spectroscopy for Isotope
Identification and Quantification
Rawool-Sullivan et al. identified a common workflow performed by a group of
trained gamma-ray spectroscopists [32]. This workflow includes discriminat-
ing source photopeaks from the background signal, adjusting the calibration
using background photopeaks, and checking for shielding effects in the low-
energy photopeaks. Once the spectroscopist identifies photopeaks, they use
prior knowledge or consult a database of isotope decay energies to identify
isotopes in the spectrum. The researchers noted that spectroscopists often
employ a mixture of factual knowledge and intuition developed from analyz-
ing hundreds of gamma-ray spectra in their analysis. The researchers also
noted the difficulty in incorporating this subjective analysis into an auto-
mated algorithm.
Many automated radioisotope identification methods are available, but few
perform well given a low-resolution gamma-ray spectrum of a mixture of ra-
dioisotopes. Automated RIID methods explored in research include library
comparison algorithms, region of interest (ROI) algorithms, principle com-
ponent analysis (PCA), and template matching. While these algorithms may
work well in laboratory settings, they often offer unacceptable performance
in more realistic conditions.
Library comparison algorithms attempt to match photopeak energies found
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in a gamma-ray spectrum with those found in a library of known isotope de-
cay energies. Drifts and uncertainties in detector calibration can lead to
misidentifying photopeaks, leading to incorrect isotope identifications [15].
To automate this method, a separate algorithm is required to extract pho-
topeak centroids in the presence of calibration drift and an unknown back-
ground signal. While research on methods for photopeak extraction are on-
going [33, 34, 35], they face difficulties when a large number of photopeaks
overlap in a spectrum [36], such as when a low-resolution detector measures
a mixture of radio-isotopes.
ROI algorithms define regions in a spectrum where they expect target
radioisotope photopeaks. These algorithms then compare counts in these re-
gions to a measured or expected background. Significant elevation in counts
in a target isotopes ROIs indicates the presence of that isotope. Similar to
library comparison algorithms, ROI algorithms operate poorly when photo-
peaks of different radioisotopes overlap [15]. Because of this, large isotope
libraries perform poorly using this method. Similarly to the library compari-
son algorithm, calibration drift may shift photopeaks into neighboring ROIs,
leading to incorrect identification. Despite drawbacks, an ROI method has
been used to differentiate normally occurring radioactive material (NORM)
from special nuclear material (SNM) using plastic scintillators [37].
PCA can also be applied to radioisotope identification. PCA aims to re-
duce a dataset’s dimensionality into uncorrelated variables [38]. Using a sub-
set of these principle components, the data may be represented in a reduced
space of orthogonal bases that contains most of the information present in
the original data. Isotopes in the the transformed data can then be clustered
using methods like K-means, Mahalanobis distance, or k-nearest neighbors
[39, 40]. PCA has been applied to isotope identification using plastic scintil-
lators [41] and anomaly detection using both plastic scintillators and NaI(Tl)
detectors [42]. Despite PCA’s progress in some isotope identification prob-
lems, application using PCA to separating isotope mixtures in gamma-ray
spectra could not be found.
Template matching algorithms find an example in a database of gamma-ray
spectra that most closely matches a measured spectrum [15]. The spectral
database can contain multiple detector calibration settings, shielding materi-
als, and source-to-detector distances. Quality of fit can be measured using a
hypothesis test such as chi-squared test or correlation coefficient. While a suf-
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ficiently large spectral database can theoretically be used to identify almost
any measured spectrum, the drawback of this method is the time necessary
to compare a measured spectrum to the library and the computer memory
necessary to store said library. Despite the drawbacks, researchers have made
progress applying a multiple linear regression procedure to identify mixtures
of isotopes using template matching [43].
The present work is motivated by the notion that incorporating the in-
tuition identified by Rawool-Sullivan et al. can improve these algorithms.
By carefully creating a training set of spectra and intelligently applying ma-
chine learning algorithms, a model can be trained that incorporates a spec-
troscopists intuition.
1.4 Automated Isotope Identification Using ANNs
A number of published papers apply ANNs to automated isotope identifi-
cation. ANNs have been applied to peak fitting [44], isotope identification
[45, 46], and activity estimation [45, 47]. Many of these publications rely on
ROI methods [48], feature extraction [49], high-resolution gamma-ray spec-
tra [50], and small libraries of isotopes. In addition, many assume perfect
knowledge of detector calibration that is both linear and static. ANN training
methods created for high-resolution gamma-ray spectra may not perform well
when trained using low-resolution spectra. Because of the large discrepancy
in resolution, spectral features exploited by a ANN trained on high-resolution
spectra would be different than an ANN trained on low-resolution spectra.
In addition, ANN training that relies on ROI methods may not perform well
when ROIs overlap significantly (as previously explained). Feature extrac-
tion and ROI methods may also falter when the background radiation field
is unknown or the detector calibration is unreliable.
Instead of training an ANN using predetermined ROIs or feature extrac-
tion, the present work hypothesizes that it is better to train the ANN with
an entire gamma-ray spectrum. Due to perceived training issues and com-
putational requirements associated with using the entire spectrum [48, 50],
previous work in the gamma-ray spectroscopy community have avoided this
approach. However, we have shown that training an ANN using the full
spectrum can viably identify and quantify isotopes in gamma-ray spectra
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[8, 17, 18]. Evidence in the present work also demonstrates that this method
can overcome common gamma-ray spectroscopy issues like calibration shifts
and identifying isotopes in spectra without clear spectral features.
Using machine learning for isotope identification and quantification offers
many advantages over methods previously explained. The problem of de-
termining the feature extraction technique and optimal algorithm is avoided
by training an algorithm to identify the important features of a gamma-ray
spectrum and simultaneously perform identification or quantification. Us-
ing a machine learning approach also has an advantage in the flexibility of
its training set and learning objective. Because this method uses simulated
gamma-ray spectra to train the model, it does not restrict the number of
isotopes allowed in the library. This allows us to cheaply generate the ANN
training set using mixtures of exotic, dangerous, or short-lived isotopes that
are not easily accessible. Because the training set and learning objective of
a machine learning algorithm are flexible, we can train similar deep learning
models to perform diverse tasks like source interdiction or uranium enrich-
ment measurements.
1.5 Chapter Conclusion
This section outlined the motivation for applying machine learning algo-
rithms to gamma-ray spectroscopy tasks. In subsequent chapters we describe
how we implemented machine learning algorithms to solve these problems.
Chapter 2 outlines the theory behind features in gamma-ray spectra, ANN
operation, and the software package annsa (Artificial Neural Networks for
Spectroscopic Analysis) [51] we created to couple gamma-ray transport soft-
ware and machine learning models. Chapter 3 describes how we optimized
machine learning models for gamma-ray spectroscopy. Chapters 4 and 5
demonstrate implementations of these models for performing source identi-
fication in an urban setting and uranium enrichment measurements, respec-
tively. The performance of these models are benchmarked on a series of real
and simulated gamma-ray spectra. Finally, in Chapter 6 we discuss this





This chapter covers how radiation detectors convert gamma-rays into spec-
troscopic signals, the theory behind machine learning with artificial neural
networks, and the open source Python package, annsa (Artificial Neural
Networks for Spectroscopic Analysis) [51], we created to couple gamma-ray
transport software and machine learning algorithms.
2.1 Gamma-ray Spectroscopy
In this section, we describe the physical processes responsible for features in
gamma-ray spectra and how some of these features complicate gamma-ray
spectroscopy.
2.1.1 Energy Deposition Mechanisms
When a photon interacts with a radiation detection medium (e.g. a NaI(Tl)
crystal), it deposits some or all of its energy into the material. There are
three main methods of interaction: the photoelectric effect, Compton scat-
tering, and pair production. These effects are energy dependent, as seen
in Figure 2.1. After energy is deposited in the material, scintillation light
produced by the crystal is collected and amplified by the detector’s electron-
ics. This amplified signal is sent to a computer where it is recorded in a
gamma-ray spectrum. The detector’s signal at low energies (below 30 keV)
is dominated by noise. To remove this noise from the spectrum, a low level
discriminator is often used to reject the signal below a certain number of
channels. In this work, we apply a low level discriminator by setting the first
10 channels’ counts in each spectrum to zero. This low level discriminator
removes energies below 30 keV in a detector with 1024 channels calibrated
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with a maximum energy of 3 MeV.
Figure 2.1: Energy dependence for gamma-ray interactions in NaI(Tl).
Reproduced from [2].
If the photon’s total energy is deposited in the detector, a count is recorded
in the spectrum’s photopeak. If the photon deposits only a part of its energy
and escapes the detector, a count will be recorded somewhere below the full-
energy photopeak. The following sections describe intrinsic mechanisms that
add and remove counts from the full-energy peak.
2.1.1.1 Photoelectric Effect
The photoelectric effect is a process that can occur when a photon with en-
ergy, Eγ, greater than the binding energy of a bound electron, Eb, is absorbed
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by an atom. This absorption produces a photoelectron, which has the energy
of the photon minus the binding energy of the electron
Ee− = Eγ − Eb (2.1)
= hν − Eb
where
h = Planks Constant [J · s]





where Eγ = hν is the incident photon’s energy. The photoelectron is typ-
ically absorbed by the material, resulting in full-energy deposition. This
mechanism is primarily responsible for producing photopeaks in gamma-ray
spectra. This process also creates an electron vacancy in the original atom.
This vacancy is filled by another electron in the material, releasing a char-
acteristic x-ray or Auger electron. The characteristic x-ray can either be
reabsorbed by the material or escape. Because of their low energies, Auger
electrons are typically quickly reabsorbed.
2.1.1.2 Compton scattering
Compton scattering is the interaction of a gamma-ray photon with an elec-
tron in absorbing material. This interaction is illustrated in Figure 2.2.
Figure 2.2: Diagram of a Compton scattering event. Reproduced from [2].
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depends on the scattering angle, θ, the incident photon’s energy, Eγ, and
the rest mass of the electron, moc
2. A photon scattering at an angle of 180o
deposits its maximum amount of energy into a medium. Photons that escape
after this energy deposition create the Compton edge observed at θ = 180o,
seen in the solid line in Figure 2.3. Photons that escape the detector after
single or multiple Compton scatter events at angles less than 180o create the
continuum of energies known as the Compton continuum. Accounting for
the binding energy of electrons in a medium produces a Compton continuum
more similar to the dotted line in Figure 2.3.
Figure 2.3: Diagram of energy absorbed in an idealized Compton scattering
event. The solid and dashed line represent idealized spectra with and
without including electron binding energy. Reproduced from [3].
The Compton continuum of higher-energy photons will add to lower-energy
photopeaks, adding noise to and changing the baseline of lower-energy pho-
tons’ signals. The geometry between the source and detector changes the
Compton continuum’s shape, making the Compton continuum’s signal dif-
ficult to incorporate into an identification algorithm. This signal can be
incorporated into template matching or ANN-based algorithms by including
library or training set examples with various source-detector geometries.
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2.1.1.3 Pair Production
When a photon with energy above 1022 keV (two times the rest mass energy
of an electron) interacts with the Coulomb field of a nucleus, there is a
probability that the photon will disappear and be replaced by an electron-
positron pair. The positron will then annihilate with an electron in the
medium, creating two 511 keV photons. This process is illustrated in Figure
2.4. If one or both of these annihilation photons escape the detector, they
produce single or double escape peaks in a gamma-ray spectrum. As seen in
Figure 2.5, single escape peaks occur at 511 keV below the full-energy peak
and double escape peaks occur at 1022 keV below this peak. These 511 keV
photons may also be measured by the detector, producing an annihilation
radiation signal in the spectrum.
Figure 2.4: Diagram of pair production. Reproduced from [3].
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Figure 2.5: Theoretical spectrum from pair production. Reproduced from
[2].
2.1.2 Energy Resolution
The energy resolution of a radiation detector determines the photopeak’s dis-
tribution, specifically the full width of its Gaussian peak at half of its maxi-
mum value (FWHM), at a location in a spectrum. The FWHM is measured
either in units of energy or as a percent of the peak’s energy. This broadening
is mostly due to statistical fluctuations in the number of information carriers
produced in the detection system. Other factors that increase the resolution
in scintillation detectors include nonproportionality of light yield per energy
absorbed, the variance in photoelectron collection in the photocathode, and
the variance in electrons produced in the photomultiplier tube [2]. Because
semiconductor detectors more directly measure charge carriers, they do not
suffer the resolution losses associated with transforming information carriers.
The variance in information carriers produced for a given energy does not
follow a Poisson process in semiconductor detectors. This effect is known as
the Fano factor and it significantly decreases the resolution of semiconduc-
tor detectors below the theoretical Poisson limit [2]. Because the resolution
changes as function of energy, the resolution of a 662 keV photon from 137Cs
is used as a standard for comparison. The energy resolution of three scintil-
lator (NaI(Tl), LaBr, CeBr) and two semiconductor (CZT, HPGe) radiation
detectors are compared in Table 2.1. Figure 2.6 compares a 133Ba spectrum
as measured by scintillation and semiconductor detectors. In this figure we
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see that it is possible to resolve more photopeaks with higher-resolution de-
tectors when compared to lower-resolution detectors.
Detector Type
Full Width at Half Maximum
(662 keV)
NaI(Tl) 6 - 8 %
LaBr 2 - 4 %
CeBr 4 - 5 %
CZT 1 - 2 %
HPGe <0.2 %
Table 2.1: Typical energy resolutions of common gamma-ray detector
types. Reproduced from [1].
Figure 2.6: 133Ba spectrum measured using common detector materials.
Reproduced from [1].
Gamma-ray spectroscopy tasks in low resolution detectors, such as NaI(Tl),
are complicated by overlapping photopeaks. Without well distinguished pho-
topeaks, the signal from a source may be indistinguishable from noise or
background. For example, in Figure 2.6 the two photopeaks around 600 keV
are only clearly distinguishable in the high resolution HPGe detector. Wide
photopeaks are also more likely to overlap with neighbors, potentially making
them indistinguishable from each other, further complicating identification.
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To address changes in resolution in this work, we simulated gamma-ray
spectra with FWHM values of 7.0, 7.5, and 8.0. This range represents typical
values for commercial NaI(Tl) detectors. Detectors can be fabricated with
FWHM values smaller than this, but they are less common in commercial
devices.
2.1.3 Background Radiation
A significant challenge to automated gamma-ray spectroscopy is the stochas-
tic nature of the background radiation field. Spatial and temporal changes
in background alter a gamma-ray spectrum’s continuum and add a source of
unwanted photopeaks. Background radiation comes from many sources in-
cluding cosmic radiation and radioisotopes naturally distributed in soil and
building materials. Isotopes in the soil primarily come from the uranium de-
cay series, thorium decay series, and 40K. The gamma-ray spectra from each
of these sources are shown in Figure 2.7. These background signals span the
range of energies useful to gamma-ray spectroscopy, adding multiple sources
of independent noise and complicating analysis.
Figure 2.7: Monte Carlo simulations of background component spectra in
NaI(Tl). Reproduced from [4].
These radiation components can change both spatially and temporally.
Because subsurface rocks vary in their elemental composition, background
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radiation isotope concentrations change geologically (Figures 2.8, 2.9, and
2.10). Local changes in soil composition and building materials also are sig-
nificant enough to impact background. Because common building materials
like concrete and granite contain radioactive elements, the proximity to these
structures can also cause local variations in background.
Figure 2.8: Map of uranium concentrations in the United States.
Reproduced from [5].
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Figure 2.9: Map of thorium concentrations in the United States.
Reproduced from [5].
Figure 2.10: Map of potassium concentrations in the United States.
Reproduced from [5].
Background also changes over time, largely due to the decay products
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of 222Rn gas generated by uranium decay in soil [2]. Rain can accordingly
increase the level of background radiation by releasing trapped radon gas
and other radioactive sources in the soil.
To address geologic background changes in our simulated datasets, gamma-
ray background spectra were simulated with geologic material compositions
from Albuquerque, New Mexico; Atlanta, Georgia; Austin, Texas; Chicago,
Illinois; Knoxville, Tennessee; and Miami, Florida [52]. These locations were
chosen because of their geologic differences. Temporal changes in background
were not addressed in this work.
2.1.4 Effect of Temperature on Calibration and Resolution
The calibration of a NaI(Tl) detector can vary due to drifts in component
voltages and drifts in the crystal’s and electronic component’s temperature.
Calibration drift has been identified as a key factor in the poor performance of
RIIDs [13]. The distribution of the intensities of different NaI(Tl) scintillation
light decay processes [53] and decay time constants of these processes [7]
are sensitive to temperature. These factors lead to appreciable changes in
relative photopeak position with temperature, shown in Figure 2.11, and
detector resolution, shown in Figure 2.12.
Figure 2.11: Temperature vs relative photopeak position for an ORTEC
Model 905-3 2x2 NaI(Tl) detector. Reproduced from [6].
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Figure 2.12: The energy resolution of 662 keV γ-rays measured with a
25mm x 30mm NaI(Tl) crystal using 2 µs and 12 µs peaking times.
Reproduced from [7].
While automated gain stabilization methods exist, many require a clear
photopeak in the spectrum to calibrate from. This can be achieved with mea-
surement times long enough to identify a background photopeak, attaching
an external radioactive source to the detector, or by adding a reference light
source. Measurement times long enough to identify a background photopeak
may be infeasible when checking for radioactive material in cargo containers
or vehicles at boarder crossings. Calibration steps requiring active participa-
tion by the user, such as calibrating with an external radioactive source, may
be ignored altogether. Adding an internal source of radiation adds additional
noise to the spectrum. For these reasons, we added ranges of detector cali-
bration gains to our simulated spectra. The smallest gain range considered,
[0.9, 1.1], addresses gain changes based on expected operational temperatures
found in Figure 2.11. The larger gain range considered, [0.8, 1.2], addresses




Machine learning models can be thought of as black box functions that trans-
form some input into some output given a provided training dataset. An
ANN’s capacity describes how complicated this function can be. High capac-
ity models can learn complicated relationships between inputs and outputs,
but are sensitive to overtraining. Overtraining occurs when the model mem-
orizes a training dataset and loses the ability to map inputs from outside the
training dataset to correct outputs. Low capacity models fail to learn the
relationship between a given input and output dataset. A model’s capacity
is related to the number of its free parameters. Rigorously determining a
model’s capacity is an active area of machine learning research.
Machine learning tasks often require different architectural and training
hyperparameters for optimal performance on a tasks of different complexity
[54]. To investigate how hyperparameters differ for gamma-ray spectroscopy,
in Chapter 3 we optimize architectures for isotope classification tasks of in-
creasing difficulty. Analyzing optimal hyperparamters also allows us to de-
termine model capacity requirements for increasingly difficult problems.
In this section, we describe the general theory behind how neural networks
operate, how to train them, and how to optimize their architectures for a
task. We also give an introduction to neural network architectures studied
in this work and describe parameters that affect their training.
2.2.1 General Neural Network Architecture
An artificial neural network (ANN) is a mathematical model that attempts
to map an arbitrary function from RM to RN , where M and N are positive
integers. An ANN accomplishes this by mimicking biological neurons. One
example of an ANN architecture is shown in Figure 2.13. This ANN has N
neurons in input layer A, J neurons in layer B, and K neurons in output layer
C. Layer B is called a hidden layer because it is not directly observed in the
input or output layers. Neurons in adjacent layers are connected by a weight
matrix, represented in Figure 2.13 by arrows connecting neurons.
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Figure 2.13: Example ANN with input neurons An, hidden neurons Bj, and
output neurons Ck [8].
Similar to a biological neuron, the ANN neuron receives input stimuli,
performs an operation using it, and returns a signal. The structure and
equation governing the operation of an individual neuron is shown in Figure
2.14.
Figure 2.14: Summary of the operation of a single neuron [8].
As seen in Figure 2.14, each neuron operates by summing the products
of the previous layer’s values (A1, A2, ... AN) and each individual weight
(w1j, w2j, ... wnj) connecting the neurons. This summation is analogous to
the stimulus a biological neuron receives from its dendrites. A a non-linear
activation function, f , operates on the total stimulus. The output signal,
also known as the neurons activation, is then passed to the next layer of
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the ANN where the process repeats. An ANN may be trained by finding a





E = error metric
W = weight matrix
T = target values
X = input data.
Except in simple cases, Equation 2.3 cannot be solved analytically. Numerical
methods for solving this equation include gradient descent through the back-
propagation of errors [25], genetic learning algorithms [55], and Newton’s
method [56]. In this work, we use a gradient descent implementation called
Adam (adaptive moment estimation) [57]. Adam is described in section
2.2.4.3.
2.2.2 Neural Network Training
The most common ANN training method is applying gradient descent to
the backpropagation of errors. The gradient we attempt to minimize is the
derivative of an error metric with respect to the network’s weights and biases.















E = error metric
η = learning rate,
to reduce the error metric for some training data,






The learning rate and its affect on training are discussed further in section
2.2.4.1. Using these equations, the gradients can be repeatedly measured
to iteratively update the weights. Updating the network with the entire
dataset only once is referred to as one training epoch. Due to computational
constraints involving memory, it is often infeasible to calculate the update
rules in Equations 2.4 and 2.5 for the entire training dataset. A common
technique used to train on large datasets is to iteratively update weights
using disjoint subsets of the training data, called minibatches.
Training occurs until an early stopping condition is met. Early stopping
works by first removing a portion of the training data and defining it as
validation data. The ANN is trained using the new training data while we
monitor an error metric against the training and validation datasets. Early
stopping conditions include ending training when a threshold on an error
metric measured in the validation dataset is reached or when the error metric
has not improved (either by some factor or absolutely) in a fixed number of
epochs, called the early stopping patience.
Early stopping is needed to end training when the model begins to overfit
or learning plateaus. Overfitting occurs when the validation dataset’s error
increases and the training dataset’s error decreases, illustrated in Figure 2.15.
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This indicates that the model is memorizing the training data and not gen-
eralizing to examples not seen during training. Generalization is a term used
to describe a model’s performance data outside the training dataset. Learn-
ing can also plateau when the ANN’s weight updates are not large enough
to escape a minimum in the error metric measured on the training dataset.
Figure 2.15: Example training and validation error curves.
A common technique for choosing training and validation data is k-folds
cross validation. Figure 2.16 illustrates 5-folds cross validation. In this pro-
cess, 1
k
of all available data is split into a validation dataset and the rest is
defined as the training dataset. The model is then trained using the training
data and the validation dataset’s error is recorded. The process of splitting
the dataset is repeated k times. The average error metric of each trained
model on the validation dataset is used to estimate the generalization ca-
pabilities of the overall model. Typical values for k are 5 or 10. To reduce
computational requirements, we use 5-folds cross validation in our hyperpa-
rameter searches and final model training.
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Figure 2.16: An example of k-folds cross validation.
2.2.3 Simple Neural Network Example
An example of a simple one-layer ANN is shown in Figure 2.17. This ANN
is a function that takes two real-valued inputs (x1 and x2) and performs the
operation shown in Figure 2.14. The weights in the hidden layer connecting
the ith input neuron to the jth output neuron are represented by wij. ANNs
where nodes in each subsequent layer are connected to each node in the
previous layer are referred to as densely connected. An extra node, called
the bias, is added to make the layer affine. Without the bias, the layer would
be linear, meaning an input vector of zeros could only be mapped to another
vector of zeros. The bias allows for more expressive mappings, adding to the
representational power of the model. The bias activation is set to a constant
value of 1, allowing the bias to be trained by changing the weights connecting
the bias to the next layer. Using the hyperbolic tangent function, the network
outputs for each class y1, y2, and y3 range [-1, 1]. Using this function, if an
input results in the ythj output neuron rising above zero, that input can be
classified as part of the jth class (or as not a part of the jth class if the output
is below zero). Other functions that map outputs values to arbitrary bounds
(e.g. other sigmoid functions or an unbounded linear function) can be used.










th input from the previous layer
bj = weight connecting the j
th output to the bias neuron.
Figure 2.17: Example of a single-layer neural network with two inputs (x1
and x2), three classes (y1, y2, y3), and a bias neuron set to one.
The geometry of the above network’s operation is illustrated for an example
dataset in Figure 2.18. This dataset is composed of three classes: red, green,
and blue. The axes that define this dataset are the inputs to the single layer
network in Figure 2.17, (x1,x2). If W is defined to be a vector with elements
(w11, w21), a line can be defined perpendicular to W and shifted by
b1
||W||
from the origin in the direction of W. Given appropriate values for w11, w21,
and b1, a line that separates the blue class from the non-blue class can be
created. Any point on the -W side of the line will have y1 < 0, allowing for
classification. Similarly, a separating line for the red class using w12, w22,
and b2 and a separating line for the green class using w13, w23, and b3 can be
constructed.
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Figure 2.18: A dataset describing a three class function. Each class is
represented by a different color.
The classes in this example dataset are linearly separable, meaning lines
can be drawn completely separating each class. If the classes were not lin-
early separable, additional hidden layers would be necessary to compute the
function. It has been shown that additional hidden layers allow the creation
of arbitrary decision boundaries [58].
Backpropagation uses the chain rule to find these derivatives for some
training data and target. Applying backpropogation in a single-layer ANN
requires finding an expression for the derivative of an error function with
respect to the networks weights [59]. For example, to apply backpropogation






(tn − yn)2, (2.8)













































tanh(w′xi + b) (2.11)




= tanh′(w′xi + b)xij.
where xij is the j
th index of the ith training vector. The update rule for the









The expression for dEMSE
dyi
is known from Equation 2.11. Evaluating the other






tanh(w′xi + b) (2.13)
= tanh′(w′xi + b).







(ti − yi) tanh′(w′xi + b)xij, (2.14)







(ti − yi) tanh′(w′xi + b). (2.15)
28
Gradient descent can be applied to an ANN with multiple layers. The
input to the lth layer given some training example x in a network with L
layers is
zx,l = wlax,l−1 + bl (2.16)
where the activation from the (l − 1)th layer is
ax,l−1 = f l−1(zx,l−1) (2.17)
and where wl = weight matrix of layer l,
bl = bias vector of layer l,
f l−1 = non-linear activation function used in layer (l-1).








where  is the element-wise product, the output error can backpropagate to
previous layers. For each l = L− 1, L− 2, ..., 2 an error can be defined by




The gradient of the cost function as a function of each individual weight and














In addition to the weights connecting neurons, hyperparameters can modify
ANN behavior. Hyperparameters determine both the network’s structure
(number of layers, number of nodes in each layer, activation function for each
layer) and how the model learns (learning rate, momentum, loss function).
The following section discusses various hyperparameters and their effects on
ANN learning.
Methods for hyperparameter optimization are discussed in Section 2.2.5.
The hyperparameter ranges explored in this dissertation are base on ranges
used in our published work [8, 18, 17].
2.2.4.1 Learning Rate
The learning rate , η, affects the magnitude of each weight update. If η is too
small, the network will learn slowly and training will be inefficient. If η is too
large, the network will fail to learn, either by converging to a non-extremum
or by diverging. An example of a small and large learning rate are shown in
Figure 2.19
Figure 2.19: Example training paths for a large learning rate and a small
learning rate.
There are many methods to modify η to encourage more efficient learning.
One method to increase the speed of learning is to start with a large η and
decrease η as a function of iteration number. Ideally, this method would lead
to quick initial learning when far from an optimum and slower learning near
an optimum to more finely explore it. The difficulty with this method is the
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requirement for a function that slows the learning rate efficiently for a given
problem.
2.2.4.2 Learning Momentum
Another method to speed up learning is to add a momentum hyperparameter,




+ µ∆wij(n− 1). (2.22)
Similar to the goal of slowing learning over time described above, the
momentum term attempts to slow learning near optima. The momentum will
be large when the weights are updated at large steps, far from an optima, but
will decrease near an optimum, allowing slower learning near an optimum.
The learning momentum term is employed by the Adam optimizer, which is
described in the following section.
2.2.4.3 Training Algorithms
There are many ANN training algorithms that employ various learning rate
schedules and momentum functions. These algorithms include but are not
limited to: Nesterov’s accelerated gradient [61], simulated annealing [62],
ADADELTA (An Adaptive Learning Rate Method) [63], and Adam [57].
In this work, we chose the Adam optimizer as implemented by Tensor-
Flow [64] as the training algorithm. The Adam optimizer is widely used
due to training speedups and performance improvements on popular bench-
mark datasets like MNIST (Modified National Institute of Standards and
Technology) [65], IMDB (Internet Movie Database) movie reviews [66], and
CIFAR-10 (Canadian Institute For Advanced Research) [67]. Another ben-
efit of Adam is the introduction of effectively only one hyperparameter, the
learning rate.
The Adam optimizer update rule is described below. For the following, gt
is the gradient of the error function with respect to the network parameters
at iteration t,
mt = β1mt−1 + (1− β1)gt, (2.23)
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is the estimate of the mean of the gradient at iteration t and
vt = β2vt−1 + (1− β2)g2t (2.24)
is the estimate of the variance of the gradient at iteration t. For the following,
the variables β1 and β2 are parameters called decay rates, ε is included for
numerical stability, and θt represents the network parameters at iteration t.
As described by Kingma and Lei Ba, the default values for β1, β2, and ε are
0.9, 0.999, and 10−8 respectively [57]. These values were seen to work well
for a variety of problems. While these hyperparameters can also be tuned,
it has been shown that the default values work well for a variety of network











Finally, the weight update equation is computed as





The choice of cost function used in an ANN depends on the task the network
is attempting to learn. Tasks that require the network’s output be real
numbers typically use the MSE function and multi-class classification tasks







The MSE function is appropriate when targets are any real number, as
in a regression problem. The MSE cost function is used in the uranium
enrichment regression problem in Chapter 5. This cost function is also used
when training the autoencoders in this work. Autoencoders, described in
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more detail in Section 2.2.6.2, are ANNs that attempt to reconstruct an
input signal.
Another cost function is cross entropy. This function measures the simi-






we can calculate the posterior probability of each class in a classification
problem [68]. The cross entropy cost function and softmax output function
are used in the source interdiction classification problem analyzed in Chapters
3 and 4.
2.2.4.5 Weight Regularization
Weight regularization is a hyperparameter that penalizes the ANN based on
the magnitude of its weights. Weight magnitudes are related to the complex-
ity of the ANN. Adding weight regularization attempts to limit complexity
and the probability of overfitting.
A common method of incorporating weight regularization is by adding an
Ln regularization term to the error function,




Common values for n are 1 and 2. Adding weight regularization allows
the magnitude of the weights to increase only when there is a comparable
reduction in the unmodified error function.
In Equation 2.30, wi is the weight between each neuron in the ANN and
λ is the regularization strength hyperparameter. A larger λ will force the
ANN to prefer smaller weights connecting the neurons. If the parameter λ is
too small, the unbounded model complexity may fit only the training data.
If the parameter λ is too large, the ANN will only minimize the Ln error,
failing to learn.
In this dissertation, L2 weight regularization is added to the densely con-
nected portions of the non-autoencoder networks.
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2.2.4.6 Neuron Dropout
Another method to reduce model complexity is by adding a neuron dropout
rate hyperparameter. Neuron dropout is the process of temporarily removing
a random set of neuron from the ANN architecture during each training
iteration [69].
Almost always, taking the average output of more than one separately
trained ANN improves the performance of the ANN [69]. By applying
dropout at each neuron with the same probability throughout training, the
ANN’s architecture changes every iteration. This makes neuron dropout a
cost efficient way to effectively average many different ANN architectures,
improving performance.
In this dissertation, neuron dropout is added to the densely connected
portions of the non-autoencoder networks.
2.2.4.7 Data Augmentation
Machine learning algorithms perform better with more data. To increase the
amount of data available, before each training iteration the input data can be
randomly modified using physically realistic transformations. This process
is called online data augmentation. Data augmentation can be performed
either online or offline. Online data augmentation refers to applying the
augmentation during each training batch, ensuring the network never sees
the same data twice. If augmenting the data is computationally expensive,
this method can slow training - potentially prohibitively. Offline data aug-
mentation is used to expand the dataset before training. An example data
augmentation applied to an image of a cat is shown in Figure 2.20.
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Figure 2.20: Two examples of data augmentation using an image of a cat.
The image to the left is the original. The top right image is augmented
using a horizontal flip. The bottom right image is augmented using blur.
In this work we employ offline data augmentation to expand a dataset of
gamma-ray spectra obtained from a photon transport software. We augment
data by changing the detectors calibration, ratio of source to background
counts, background count rate, and measurement time.
2.2.5 Hyperparameter Optimization
ANN hyperparameters require optimization. Optimizing these hyperparam-
eters leads to more efficient training and better generalization performance.
Methods to perform ANN hyperparameter optimization include manual op-
timization, exhaustive grid search, and random parameter search.
Manually optimizing parameters is necessary when developing a novel al-
gorithm. This involves changing hyperparameters and observing training
performance and validation dataset error. Ideally, the ANN should train
quickly with low error on a validation dataset. For many parameters, ‘rule of
thumb’ values exist that can be used to find parameters that work to some
degree. Due to the large hyperparameter space used in this work, a manual
search is cost prohibitive.
Once a range of parameters is determined through a manual search, mul-
tiple methods are available to explore the parameter space for an optimal
solution. One method is an exhaustive grid search. In a grid search, the
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parameter space is divided into a uniform grid and the joint performance
of all parameters is tested. The grid search method is generally ineffective
for two reasons. First, neural networks may have a large number of hyper-
parameters that need to be explored, and the computational requirement
to explore the hyperparameter space increases exponentially with increasing
hyperparamters. Second, in practice only a few hyperparameters dominate
performance, but the dominating hyperparameters are different for differ-
ent applications. A grid search may under-represent the importance of key
hyperparamters, as seen in Figure 2.21. While this method works, it has
been shown that a random search in the hyperparameter target domain finds
better hyperparameters quicker than testing equally distributed points in
the chosen range [54]. It can also be shown that given 60 random samples
over some space with a finite minimum, the minimum of those 60 random
samples is within 5% of the true minimum with 95% probability [70]. In
this work, we employ random hyperparameter searches using 256 randomly
chosen hyperparameters to ensure this condition is met.
Figure 2.21: A comparison between a grid search and a random search for
hyperparameter optimization. In this example, performance is strongly tied
to one hyperparameter. The green function represents the effect of an
important hyperparameter on a cost function while the yellow function
represents the effect for an unimportant hyperparameter. Figure
reproduced from [42].
36
2.2.6 Additional Machine Learning Models
In addition to dense models, we also include convolutional and autoencoder
models in this work. Convolutional models are used in this work because they
assume the input data have local structure. Local structure refers to the fact
that values around a given point in some data are related. In gamma-ray
spectra local structure manifests itself in the shape of peaks and Compton
continua.
Autoencoders, machine learning models that attempt to reconstruct their
input, are included to investigate their use for model pretraining. By training
autoencoders to reconstruct gamma-ray spectra, we pretrain their weights for
gamma-ray spectroscopy. This pretraining may allow the networks to learn
a task more effectively.
2.2.6.1 Convolutional Neural Networks
Before the popularization of machine learning, many pattern recognition al-
gorithms relied on hand-crafted feature extractors (e.g. manually creating
features using edge and line detectors for face recognition) and a simple
trainable classifier like a linear model or näıve Bayes. For example, using
1D convolutions to extract features from gamma-ray spectra, also known as
the wavelet method, has been previously studied for isotope identification
[36, 71, 72, 73]. There are a number of issues with creating and using custom
feature extractors. Robust feature extraction algorithms often require exten-
sive domain knowledge - making them expensive to create. There is rarely a
guarantee that these features will be optimal for classification or regression
tasks. A classifier created around suboptimal features has the potential to
perform poorly in real-world conditions or similar problems.
Deep learning algorithms use a dataset to learn optimum feature extraction
and classification techniques simultaneously. CNNs do this by using locally
connected convolutional filters instead of fully connected weights. DNNs are
fully connected architectures, which means each activation from the previous
layer is considered in the next. This leads to redundancy in problems where
the input has local structure, like in image recognition or signal process-
ing. Additional CNN layers add hierarchies of representations, meaning that
early layers use simple features and deeper layers combine them into more
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complex features. The magnitude of abstraction can be controlled by tuning
the number of convolutional layers in a model. Because low-level features
are usually shared among the classes in some data (e.g. edge detection in
hand-written digits) the convolutional filters can be shared among classes.
This weight sharing decreases the number of parameters in the model which
decreases the probability of overfitting. Weight sharing also makes the model
more robust against transformations in the input (e.g. rotations, scaling, and
translations).
Figure 2.22 shows one of the first successful CNN architectures, LeNet-5
[9], which classified 32x32 images of handwritten digits using two convolution
and average pooling layers followed by two dense layers and an output. This
was the first example of a machine learning algorithm creating custom filters
and a classification model for the MNIST dataset.
Figure 2.22: Architecture of LeNet-5, a CNN created for digit recognition.
Image reproduced from [9]
2.2.6.2 Autoencoders
Autoencoders were introduced by Hinton [74] as a generalized nonlinear di-
mension reduction technique. An autoencoder is a neural network designed
to learn a compact representation of some input. This is accomplished by
simultaneously training an encoding network and a decoding network. An
example of this can be seen in Figure 2.23. The encoding ANN reduces an
n−dimension input signal, X, to a m−dimension signal, z, where m < n.
The decoding ANN takes the encoded signal, z, and reproduces the input
signal, X ′. Once trained, the encoder can pre-train other neural networks or
serve as a feature extractor [75, 76].
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Figure 2.23: An example of an autoencoder. Image reproduced from [10].
Methods to encourage the network to learn useful features include forc-
ing the autoencoder to perform denoising [77, 78] and by using an encoding
smaller than the input signal (also called an undercomplete autoencoder).
Denoising autoencoders corrupt their input with noise, making the autoen-
coder learn more robust features than those used for simply copying the
input.
Other commonly used feature extraction methods are principal component
analysis (PCA) [38], and linear discriminant analysis (LDA) [79]. PCA at-
tempts to reduce the dimensionality of a dataset into linearly uncorrelated
variables. Using a few of these principle components, the data may be rep-
resented in a reduced space that contains most of the information present in
the original data. Another linear feature extraction method is LDA. LDA
is a supervised feature extraction method that finds linear combinations of
features that can be used to separate classes. An example of a non-linear
feature extraction methods is kernel PCA. Kernel PCA applies a non-linear
transform to the input space and applies PCA to the data in this transformed
space. For kernel PCA to perform well, the correct kernel must be chosen
for a given problem, which is a non-trivial task.
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2.3 annsa
As a part of this work we developed the open source (under the BSD 3 license)
software package annsa [51]. annsa’s main modules are shown in Figure 2.24.
The dataset generation module leverages gamma-ray transport software ap-
plications to quickly prototype and generate training datasets. The machine
learning model construction module uses TensorFlow [64] and Keras [80] to
build machine learning models for spectroscopic tasks. annsa contains ma-
chine learning models designed for tasks such as: classifying spectra based on
an isotope library, quantifying an object’s uranium enrichment, and extract-
ing features from a spectrum using autoencoders. Machine learning models
included in annsa are dense neural networks (DNNs), convolutional neural
networks (CNNs), dense autoencoders (DAEs), and convolutional autoen-
coders (CAEs).
Figure 2.24: The main modules in the annsa package.
Additional machine learning models and spectroscopic dataset construc-
tion methods can be added to annsa. To make the integration of new and
updating of existing components easier, we also included unit tests using
pytest [81] and the continuous integration framework Circle CI. Circle CI
runs annsa’s unit tests when new code is uploaded to it’s GitHub reposi-
tory. This process ensures new functionality will not affect annsa’s current
functionality.
The open source software stack annsa uses include: TensorFlow [64] and
Keras [80] for the machine learning model creation and training; NumPy
[82] and pandas [83] to manipulate and store data; and scikit-learn [84] for
prepossessing and miscellaneous training tasks. annsa can be installed in a
UNIX environment using the following commands:





The dataset generation process begins by creating a dataset of noiseless tem-
plate spectra. A gamma-ray transport software package and a software pack-
age that simulates the response from a gamma-ray detector are used to gener-
ate the templates. The gamma-ray transport software package simulates how
photons from each isotope scatter in an environment to reach the detector.
Transport software package that could be used for this include GADRAS-
DRF [52], MCNP [85], or GEANT4 [86]. The detector response software
accounts for the calibration and Gaussian energy broadening of the detector.
annsa uses separate source and background template spectra datasets (csv
formatted). These templates are simulated without Poisson noise. Poisson
noise can be removed from a spectrum by simulating spectra with sufficient
counts to minimize channel-to-channel variance. Columns in each template
dataset correspond to simulation settings. Example rows from the source
and background template csv files used in this work are shown in Figure
2.25. Source height, distance, and shielding are assumed to have no effect
on the background templates and omitted from the background template
dataset. Instead, the background template dataset includes entries for the
location simulated, resolution of the detector, and the inclusion of cosmic
radiation background. Cosmic radiation is assumed to be negligible and is
not simulated for the background templates in this work.
Figure 2.25: Example csv entries for the source and background template
datasets.
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A wide variety of realistic gamma-ray spectra can be generated using noise-
less templates without the need to excessively run computationally expen-
sive transport software applications. Spectra can be simulated by combining
source and background templates in desired amounts,





Ctotal(Ch) = Counts in channel Ch for the simulated spectrum
B(Ch) = Counts in channel Ch for the background template
Cn(Ch) = Counts in channel Ch for n
th source template
cn = Relative contribution from the n
th source template
bcps = Background count rate measured by the detector [cps]
scps = Total source count rate measured by the detector [cps]
t = Measurment time [s].
Source template probability density functions are created by rebinning a
chosen template, removing channels above the 1024th, setting counts defined
by the low level discriminator to zero, and finally normalizing the spectrum by
it’s total counts. This process is illustrated in Figure 2.26 for a background
and 60Co template spectrum. annsa implements a function that chooses
templates based on a users input.
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Figure 2.26: An example of the procedure used to normalize a template
spectrum.
After the normalization process, spectra are combined based on total
counts desired in the source and background signals. An example of combin-
ing background and 60Co probability density function templates is shown in
Figure 2.27. In this illustration, the signal to background ratio is 5 and the
expected total number of counts in the final spectrum is 6000. Normalized
templates are scaled by the appropriate amounts, combined, and sampled
using a Poisson distribution to yield spectra with realistic counting statis-
tics. These spectra and machine learning target values (which isotope is in
a spectrum, relative quantities of each isotope in a spectral mixture, 235U
% enrichment) are stored and saved in a NumPy array for future machine
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Figure 2.27: An example of the template sampling process combining 60Co
and background template spectra into a dataset entry.
learning training.
This workflow is designed to be flexible and allow for quick dataset pro-
totyping. The workflow can be used for multiple gamma-ray transport and
detector response software. Dataset simulation functions can be added or
modified in annsa to extend its capabilities.
2.3.2 Machine Learning Models
annsa includes Python functions that build machine learning models using
both low-level TensorFlow and the Keras Sequential API. Building func-
tions using low-level TensorFlow allows for greater flexibility in model con-
struction and training. The Keras Sequential API simplifies how models
are trained and saved. annsa includes functions to build DNNs, 1D CNNs,
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DAEs, and 1D CAEs using both of these methods. This section outlines the
architectures available in annsa.
2.3.2.1 Dense Neural Network
DNNs in annsa are created by stacking dense-dropout layers between user-
defined input and output vectors. An outline of this architecture is shown in
Figure 2.28. The number of dense-dropout layers and the nodes in each layer
are defined by a list of nodes provided by the user. The output length is also
user-defined, allowing for the training of different sized isotope libraries for
classification or training on a single regression target. The input vector length
is also defined by the user. Additional necessary user-defined parameters are
shown in Table 2.2.
Figure 2.28: annsa’s DNN structure.
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Table 2.2: annsa’s DNN parameters.
Parameter Default Value
Dense Nodes per Layer 10
Dropout Rate 0.5
Activation Function relu





2.3.2.2 Convolutional Neural Network
The convolution architecture included in annsa is based on a 1D convolution
followed by a pooling operation. Two 1D convolution-pooling operations are
illustrated in Figure 2.29. In the convolution, three filters are used. These
filters will be referred to as blue, red, and green. Each filter is a vector of
the same length, defined by the user. Each filter is convolved along the input
and the result is placed in convolutional layer one. This process is illustrated
for a single convolution using the red filter. Padding is included at the input
signal edges to ensure the resulting convolution has the same length as the
input. The pooling operation is indicated by a black box with a white border.
Pooling is performed along the output of each filter. In this example max
pooling is used with a stride of two. Max pooling takes the maximum value
in the pooling length and places it in the next layer. By using a pooling
stride of two, the filter is moved by two places before the pooling operation
is performed, reducing the output size by a factor of two. Pooling in annsa
includes zero padding by default to preserve the previous layer’s size and to
retain information at the signal’s ends.
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Figure 2.29: The 1D convolutional-pooling operation included in annsa.
Subsequent convolution-pooling layers also use 1D convolutions. In Figure
2.29, a second convolution operation is performed using purple and light
blue filters. The filters used in each convolutional layer have a depth equal
to the number of filters in the previous layer. In the example, this results
in the second convolutional layer’s filters having a depth of three. Each
convolutional layer’s filter lengths are mutually independent and defined by
the user.
1D CNNs in annsa are created by stacking convolutional-pooling layers
followed by dense-dropout layers, demonstrated in Figure 2.30. The final
convolutional layer’s output is flattened before being used by the dense layers.
Parameters related to the convolutional architecture are shown in Table 2.3.
Dropout and L2 regularization are only applied to the dense layers of this
network.
Figure 2.30: annsa’s CNN structure.
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Table 2.3: annsa’s 1D CNN parameters.
Parameter Default Value
Pooling Method max pooling
Number of Filters per Layer 8
Length of Filter per Layer 8
Convolution Stride per Layer 1
Pooling Stride per Layer 2
Pooling Length per Layer 8
Dense Nodes per Layer 0.5
Dropout Rate 0.5
Activation Function relu






annsa includes a class to create DAEs (dense autoencoders). The DAE
class contains an encoder and decoder function. Both functions contain a
user-defined number of dense-dropout layers and nodes in each layer. Using
this, encoders and decoders with different dense architectures can be con-
structed. Parameters required by the DAE class are shown in Table 2.4. An
example autoencoder with a two-hidden layer encoder, a single hidden-layer
decoder, and no dropout is shown in Figure 2.31. By changing the input and
output, autoencoders can be trained to extract various features from input
signals. The final layer of the encoder, called the encoding, contains these
extracted features. This example demonstrates a background-subtracting
and denoising autoencoder: the input is a Poisson-sampled source and back-
ground spectrum and the output is only the source spectrum without Poisson
sampling.
Weights from the encoder of a trained DAE can be loaded into a classifica-
tion DNN for additional training in a process called fine tuning. This process
is shown in Figure 2.32.
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Figure 2.31: annsa DAE structure. This example demonstrates a
background subtracting denoising autoencoder.
Figure 2.32: An example of a DAE’s encoding being loaded into a
classification DNN.
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Table 2.4: annsa’s DAE parameters.
Parameter Default Value
Dense Encoder Nodes 32








annsa includes a class to create CAEs. Like the DAE class, the CAE class
contains an encoder and decoder function. The CAE uses parameters from
the 1D CNN (Table 2.30) with the exception of L2 regularization strength
and dropout rate (parameters only used by dense layers). The encoder is con-
structed using stacked 1D convolutional-pooling layers. As with the CNNs
described in section 2.3.2.2, the CAEs use padding to keep the input and
output sizes the same when the strides parameter is set to one. In annsa,
the CAE encoder pooling strides parameter is two by default, making each
convolutional-pooling layer reduce the input’s length by a factor of two. The
decoder uses resize-convolutional layers to increase the dimension of the en-
coding. The resize layer doubles the input signal’s length using bilinear
interpolation. The final decoding convolutional layer must have one output
filter to ensure the autoencoder’s output is a vector. A summary of this
operation is shown in Figure 2.33.
Similar to the DAE, the weights from the encoder of a trained CAE can
be extracted into a CNN for additional training. This process is shown in
Figure 2.34.
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Figure 2.33: annsa’s CAE structure. This example demonstrates a
background subtracting denoising autoencoder.
Figure 2.34: An example of a CAE’s encoding being loaded into a CNN.
2.3.3 Training
Template datasets were simulated on a local machine and uploaded to a
cloud computing platform using Amazon Web Services (AWS) as shown in
Figure 2.35. Each model was trained using one of eight GPU’s available
on a p2.8xlarge EC2 (Elastic Compute Cloud) instance. Jupyter notebooks
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used for training and generating results in this dissertation are available at
https://github.com/arfc/annsa/examples.
Figure 2.35: Diagram of AWS use.
2.4 Chapter Conclusions
In this chapter we described the physical processes responsible for signals in
gamma-ray spectrometers and how multi-layer ANNs can be trained to solve
diverse tasks. We also introduced annsa, the Python package we developed
and used to create training datasets and train a variety of machine learning
models for tasks in gamma-ray spectroscopy.
In the following chapters, ANNs will be presented using these concepts






In this chapter, we investigate which parameters affect the convolutional and
dense models’ performance for datasets of different complexity. Analyzing
which hyperparameters most influence performance informs future research
into applying machine learning to gamma-ray spectroscopy. To accomplish
this, we ran hyperparameter searches using two datasets: a complete dataset
with a wide range of simulated parameters and a simple dataset with smaller
parameter ranges. This section describes these datasets and the architectural
and regularization hyperparameters choices for the dense and convolutional
models. This section concludes with a discussion on the insights obtained
from the hyperparameter searches.
3.1 Training Templates Overview
The datasets used to train the models are created using templates of sim-
ulated gamma-ray spectra without Poisson noise. A one-dimensional par-
ticle transport code developed at Sandia National Laboratory, GADRAS-
DRF (Gamma Detector Response and Analysis Software - Detector Response
Function) [52], was used to generate these templates. This simulation code
is used to model a radiation detector’s response considering environmental
scattering and a specific detector’s properties. The GADRAS-DRF interface
in Figure 3.1 shows the detector parameters used in this work. These param-
eters are from an Ortec 905-3 NaI(Tl) detector included in the Department of
Homeland Security’s Algorithm Improvement Program (AIP) software pack-
age [87]. To simulate our template spectra, the detector model’s default
energy calibration was modified so the detector measured energies from 0
MeV to 3.5 MeV. This was accomplished by setting the calibration offset
(Order 0 in E) to zero and the calibration’s gain (Order 1 in E) to 3500. The
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default number of channels was also changed to 1194, calibrating the 1024th
channel - the default spectrum length used in this work - to an energy of 3
MeV. This ensures that isotopic signatures higher than 3 MeV are included
in the training dataset when a template’s calibration is modified to include
these energies.
Figure 3.1: GADRAS-DRF GUI showing parameters used to simulate the
Ortec 905-3 2x2-in NaI(Tl) detector used in this work.
GADRAS-DRF was also used to simulate spectral changes associated with
measurement geometry. The measurement scenario used by GADRAS-DRF
is illustrated in Figure 3.2. Using GADRAS-DRF, we can simulate changes
in source-detector distance, the source and detector’s mutual height from
the ground, and optional shielding material between the source and detec-
tor. To demonstrate two of these effects, 60Co spectra were simulated at
various source-detector distances, Figure 3.3, and heights above the ground,
Figure 3.4. These parameters change the Compton continuum’s shape, the
peak-to-total ratio, and the backscatter peak’s magnitude. Another param-
eter that changes the spectrum is the Gaussian energy broadening of the
photopeaks. Due to manufacturing differences, each detector has a differ-
ent amount of energy broadening. Examples of 60Co spectra with different
FWHM parameters are shown in Figure 3.5.
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Figure 3.2: GADRAS-DRF measurement diagram. Environmental scatter
is approximated using the photon scatter terms from Figure 3.1.
Figure 3.3: Comparison of a 60Co spectrum simulated using various
source-detector distances.
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Figure 3.4: Comparison of a 60Co spectrum simulated using various
source-detector heights off the ground.
Figure 3.5: Comparison of a 60Co spectrum simulated with various FWHM
parameters.
The template parameters used in this study are shown in Table 3.1. These
parameters are based on handheld RIID scenarios. The source-detector
height off the ground are sampled between shin and arm heights (50 cm to 150
cm). The source-detector distance range corresponds to standoff distances
expected when measuring a source in a cargo container. The areal density of
each material corresponds to 20%, 40%, 60%, and 80% attenuation of a 200
keV photon. This photon energy was chosen because it is near the 186 keV
energy of the characteristic 235U photopeak. A set of unshielded templates
is also included. The FWHM range was chosen based on reported FWHM
values for a NaI(Tl) detector (see section 2.1.2). Background locations were
chosen based on their geographic and geologic differences.
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Table 3.1: Fixed GADRAS-DRF template simulation parameters.
Simulation Parameter Values
Source-detector height [cm] 50, 100, 125
Source-detector distance [cm] 50, 175, 300
Areal density of solid aluminum [ g
cm2
] 1.82, 4.18, 7.49, 13.16
Areal density of solid iron [ g
cm2
] 1.53, 3.5, 6.28, 11.02
Areal density of solid lead [ g
cm2
] 0.22, 0.51, 0.92, 1.61
FWHM at 662 keV [%] 7.0, 7.5, 8.0
Background Location
Albuquerque, Atlanta, Austin,
Chicago , Knoxville , Miami
In addition to the parameters simulated by GADRAS-DRF, parameters
are included to perform additional data augmentation. These parameters
are shown in Table 3.2.
Table 3.2: Default data augmentation parameters.
Simulation Parameter
integration time [t]
Background Count Rate [cps]
Signal to Background ratio
Calibration - Offset [channels]
Calibration - Gain
3.2 Hyperparameter Search
To determine which parameters affect the convolutional and dense model’s
performance on datasets of increasing complexity, hyperparameter searches
for each model are performed for a simple and more complicated dataset.
The hyperparameter search for a single model and dataset is illustrated in
Figure 3.7. For each dataset and model, 5-folds cross validation is performed
on 256 sets of randomly chosen hyperparameters. The maximum number of
epochs was set to 200 and an early stopping patience of 20 epochs was used
to stop training with the validation dataset’s F1 score. In addition to this,
training was ended after 10 epochs if the validation dataset’s F1 score did
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cross a 10% threshold. The hyperparameter combination with the lowest av-
erage validation dataset F1 score was declared the optimum hyperparameter
combination for that model. The validation dataset being used to end train-
ing induces a bias into the score used to determine the best hyperparameter
combination. To remove this bias, a separate testing dataset’s F1 score would
need to be used to determine the optimum hyperparameter combination.
Figure 3.6: Hyperparameter search workflow.
3.3 Datasets Used for the Hyperparameter Search
The parameters used for the simple dataset are shown in Table 3.3 and pa-
rameters used for the complete dataset are shown in Table 3.4. Datasets are
simulated using the process described in Section 2.3.1. Isotopes included in
the dataset are from the ANSI N42-34-2006 standard for isotope identifica-
tion devices [88]: 241Am, 133Ba, 57Co, 60Co, 51Cr, 137Cs, 152Eu, 67Ga, 123I, 125I,
131I, 111In, 192Ir, 177mLu, 99Mo, 237Np, 103Pd, 239Pu, 240Pu, 226Ra, 75Se, 153Sm,
99mTc, 201Tl, 204Tl, 233U, 235U, 238U, and 133Xe. In each dataset, a total of
100 spectra were simulated for each isotope. Each dataset also included 100
spectra of only background.
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Table 3.3: Range of parameters used for the simple dataset.
Simulation Parameter Parameter Range Sampling
Source-Detector Distance [cm] 175 N/A
Source-Detector Height [cm] 100 N/A
FWHM at 662 keV [%] 7.5 N/A
Shielding [% 200 keV Attenuated] 0%, 20% Uniform
Integration Time [s] 60 - 600 Log-Uniform
Calibration - Offset [channels] 0 - 10 Uniform
Calibration - Gain 0.9 - 1.1 Uniform
Signal to Background Ratio 0.5 - 2.0 Uniform
Background Count Rate [cps] 200 Poisson
Table 3.4: Range of parameters used for the complete dataset.
Simulation Parameter Parameter Range Sampling
Source-Detector Distance [cm] 50, 175, 300 Uniform
Source-Detector Height [cm] 50, 100, 150 Uniform
FWHM 662 keV [%] 7.0, 7.5, 8.0 Uniform
Shielding [% 200 keV Attenuated] 0%, 20%, 40%, 60% Uniform
Integration Time [s] 10 - 3600 Log-Uniform
Calibration - Offset [channels] 0 - 10 Uniform
Calibration - Gain 0.8 - 1.2 Uniform
Signal to Background Ratio 0.1 - 3.0 Uniform
Background Count Rate [cps] 200 Poisson
The hyperparameter search for a single model and dataset is illustrated in
Figure 3.7. For each dataset and model, 5-folds cross validation is performed
on 256 sets of randomly chosen hyperparameters. The maximum number of
epochs was set to 200 and an early stopping patience of 20 epochs was used
to stop training using the validation dataset’s F1 score,








true positives + false positives
recall =
true positives
true positives + false negatives
.
In addition to this, training was ended after 10 epochs if the validation
dataset’s F1 score did cross a 10% threshold. The hyperparameter com-
bination with the lowest average validation dataset F1 score was declared
the optimum hyperparameter combination for that model. The validation
dataset being used to end training induces a bias into the score used to de-
termine the best hyperparameter combination. A better approach would be
to use a separate simulated dataset’s F1 score to determine the optimum
hyperparameter combination.
Figure 3.7: Hyperparameter search workflow.
3.4 Hyperparameter Search Results
In this section, hyperparameter search results are shown using random effi-
ciency curves and by comparing parameter values versus average validation
set F1 scores from the 5-fold cross validation. Random efficiency experiment
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curves indicate the quality of the hyperparameter search space and allow for
reproducibility. Analyzing how the parameter values change the F1 score in-
dicates which parameters are important. Hyperparameter bounds are based
on previous published experiments as well as literature recommendations
[8, 18, 89].
3.4.1 Dense Architecture
The architecture and training hyperparameters used to construct DNN’s are
shown in Table 3.5. The number of densely connected nodes decreases for
each subsequent layer. The input scaling is read left-to-right. For example,
the sqrt −max scaling would first take the square root of the each channel
in the spectrum and then normalized the spectrum by its maximum value.
The L1 − norm normalizes a spectrum by its L1 norm. The log1p function
is defined as
log1p(x) := log10(x+ 1). (3.2)
Table 3.5: Range of hyperparameters explored for the DNN.
Hyperparameter Hyperparameter Range Sampling
Number of Layers 1 - 3 Uniform
Nodes in Layer 32, 64, 128, 256, 512 Uniform
Initial Learning Rate 10−4 - 10−1 Log-Uniform
L2 Regularization Strength 10−2 - 100 Log-Uniform
Dropout Frequency 0 - 1 Uniform
Batch Size 16, 32, 64, 128, 256, 512 Uniform









Random efficiency experiment curves for the DNN trained on the simple
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and complete datasets are shown in Figures 3.8 and 3.9. A large number
of hyperparameter combinations did not reduce the validation dataset’s F1
score above the 10% threshold after 10 epochs, ending their training early. As
expected, the complete dataset took more trials to obtain good performance.
The median validation dataset’s F1 score in the simple dataset begins to
asymptote after an experiment size of 16 while the validation dataset’s F1
score in the complete dataset does not asymptote. This indicated that when
applying DNN’s to more difficult problems in gamma-ray spectroscopy either
wider hyperparameter ranges need to be explored, more advanced hyperpa-
rameter search strategies need to be employed, or that due to their structure
DNN’s are not well suited to perform tasks in gamma-ray spectroscopy.
Figure 3.8: Random hyperparameter search efficiency curves for the DNN
using the simple dataset. Red crosses indicate individual experiments.
Figure 3.9: Random hyperparameter search efficiency curves for the DNN
using the complete dataset. Red crosses indicate individual experiments.
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Figure 3.10 shows the distribution of average validation dataset F1 score
from the 5-folds cross validation for each hyperparameter. Conclusions based
on these will suffer from a small sample size because few networks trained
on the complete dataset achieved high validation dataset F1 scores. General
trends in the simple dataset are more representative of actual hyperparameter
performance compared to the complete dataset.
Sub-figure 3.10a shows that a learning rate less than 10−2 should be used
when conducting hyperparameter searches for spectroscopic datasets of sim-
ilar complexity. This figure also shows that the complete dataset prefers a
slower learning rate, with best performing networks using learning rates be-
low 10−3.5. Smaller learning rates should also be explored in future searches,
if computationally feasible.
Sub-figure 3.10b shows that the dropout rate has a less obvious perfor-
mance cutoff compared to the learning rate. This is likely because the
dropout value does not have a large effect on training.
Sub-figure 3.10c shows that the simple dataset works well in a variety of
mini-batch sizes, while the complete dataset may require a larger mini-batch
size.
Sub-figures 3.10f and 3.10d show the effect of model capacity on perfor-
mance. Model capacity is comparable to the number of free parameters of a
model; too much capacity can lead to overfitting and too little capacity may
be insufficient to fit complex data. Overfitting can be seen in the performance
drop in three dense layers. Additional layers are unnecessary for problems of
this difficulty with the hyperparameters explored. For the complete dataset
a significant number of networks perform well with a total number of nodes
between 250 and 1000. The simple dataset performed well with a wide range
of total nodes.
Sub-figures 3.10g shows the effect of feature preprocessing on performance.
L1 normalization performs very poorly due to the numerical scale of the
features. Gradients computed with learning rates explored by the hyper-
parameter search are too small to significantly update the weights because
the features are on the order 10−3. Features explored by the other methods
are typically between 100 - 102. Scaling spectra using the sqrt of their fea-
tures makes networks perform well for both datasets. In particular, using







X : Complete Dataset : Simple Dataset
Figure 3.10: Effect of dense hyperparameters on the validation dataset’s
final F1 score.
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Table 3.6: Optimum DNN hyperparameter combination found for the
simple and complete dataset.
Hyperparameter
Optimum Value
Simple Dataset Complete Dataset
Dense Layer Hidden Nodes 64 32
Initial Learning Rate 0.00089 0.00024
L2 Regularization Strength 0.13 0.0097
Dropout Frequency 0.023 0.16
Batch Size 256 16
Activation Function relu relu
Input Scaling sqrt sqrt-max
3.4.2 Convolution Architecture
The architecture and training hyperparameters used to construct CNN’s are
shown in Table 3.7. Note, as with the DNN the number of densely con-
nected nodes decreased with each subsequent layer. A smaller range of batch
sizes was searched in the CNN compared to the DNN due to computational
constraints.
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Table 3.7: Range of hyperparameters explored for the CNN.
Hyperparameter Hyperparameter Range Sampling








4 - 8 - 16
8 - 16 - 32
Uniform
Filter Kernel Lengths 2, 4, 8, 16 Uniform
Pooling size 2, 4, 8, 16 Uniform
Number of Dense Layers 1 - 3 Uniform
Nodes in Dense Layers 10 - 1000 Log-Uniform
Initial Learning Rate 10−4 - 10−1 Log-Uniform
L2 Regularization Strength 10−3 - 100 Log-Uniform
Dropout Frequency 0 - 1 Uniform
Batch Size 16, 32 Uniform









Random efficiency experiment curves for the CNN trained on the simple
and complete datasets are shown in Figures 3.11 and 3.12. Similar to the
dense network, a large number of hyperparameter combinations did not re-
duce their validation dataset’s F1 score in the training set in enough epochs
and their training was ended early. Contrary to the DNN, the median valida-
tion dataset’s F1 score in both datasets smoothly increased with additional
trials. Both datasets achieved validation dataset F1 scores above 90%. This
demonstrates that the hyperparameter bounds used for both problems are
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well suited to the problems and that the CNN architectures explored in
this search have more potential than the DNN architectures for gamma-ray
spectroscopy. As with the DNN, validation dataset F1 scores on the simple
dataset are higher than the validation dataset F1 scores on the complete
dataset.
Figure 3.11: Random hyperparameter search efficiency curves for the CNN
using the simple dataset. Red crosses indicate individual experiments.
Figure 3.12: Random hyperparameter search efficiency curves for the CNN
using the complete dataset. Red crosses indicate individual experiments.
Figure 3.13 shows the distribution of hyperparameters searched for the
CNN and their average validation dataset F1 scores from the 5-folds cross
validation. Similar to the DNN, few networks trained on the complete dataset
achieved high validation dataset F1 scores. Conclusions based on these dia-
grams suffer from small (albeit larger than the DNN) sample sizes.
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The CNN’s training performance is largely agnostic to many hyperparam-
eters, including those associated with the dense part of the CNN. Figure 3.13
shows that both datasets train similarly over a wide range of learning rates
below 10−2, dense layer dropout rates below 0.8, L2 regularization scales
below 10−1, between 50 - 200 total dense nodes, and both mini-batch sizes.
The CNN’s training performance on the complete dataset is sensitive to
hyperparameters related to model capacity. The total number of convolu-
tional layers have the largest affect on the performance of models trained
using the complete dataset. Because of the additional complexity in the
complete dataset, deeper networks - which extract more abstract features -
are necessary for good performance. CNNs with additional convolutional lay-
ers should be explored for problems of similar complexity. Additional dense
layers did not provide the same boost in performance. Models trained using
the simple dataset perform well with a large range of total dense layers while
the complete dataset performs well with fewer layers, achieving the best vali-
dation dataset F1 score with a two layers. Simple and complete models with
three dense layers have maximum F1 scores lower than two or three dense
layers.
Performance is also sensitive to other convolutional hyperparameters. Mod-
els trained using the simple datasets perform well with each convolutional
pooling size. As a general trend, models trained with the complete dataset
perform better with larger convolutional pooling sizes. Longer pooling sizes
add more shift and scale invariance, which is more important in the com-
plete dataset due to a wider range of detector gain settings. Longer pooling
sizes are necessary to incorporate photopeaks and Compton continua, where
smaller pooling sizes may be sufficient to retain only photopeak information.
Identifying the photopeaks may be enough to identify isotopes in the simple
dataset because there are fewer confounding variables. Convolutional kernel
lengths of 16 are required for optimal performance for both datasets. The
preference for depth in the convolutional part of the CNN is also seen in the
number of convolutional filters.
The effect of scaling on performance was similar to the DNN. Using sqrt
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Figure 3.13 (cont.): Effect of CNN hyperparameters on the validation
dataset’s final F1 score.
Table 3.8: Optimum CNN hyperparameter combination found for the
simple and complete dataset.
Hyperparameter
Optimum Value
Simple Dataset Complete Dataset
Filter Kernels in Each Layer 4 - 8 - 16 8 - 16 - 32
Filter Kernel Length 16 16
Pooling size 4 8
Dense Layer Structure 128 - 64 128 - 64
Initial Learning Rate 0.0014 0.00010
L2 Regularization Strength 0.0044 0.0015
Dropout Frequency 0.042 0.045
Batch Size 16 32
Activation Function tanh tanh
Input Scaling sqrt-max sqrt-max
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3.4.3 Autoencoder Architectures
Without an autoencoder, a single ANN has to learn multiple tasks to identify
isotopes. An ANN would have to simultaneously identify the detector cali-
bration, background signal, and source signal. By pretraining each network
using an autoencoder to reconstruct a background-subtracted spectrum, the
task of isotope identification is simplified for the ANN. To determine if us-
ing pretrained models results in more accurate identifications, a DAE and
CAE were trained using the model parameters found in the hyperparameter
search.
Pretraining was performed using a dataset of 10000 samples generated us-
ing the simple and complete dataset parameters. Because of the implicit reg-
ularization of the undercomplete encoding and the denoising background sub-
tracting process, neither network uses additional regularization when train-





This chapter applies machine learning algorithms to solve the problem of
identifying a radioactive source in an urban environment. This scenario is
applicable when performing source interdiction searching cargo containers,
vehicles at boarder crossings, or surveying high profile events. Urban envi-
ronments present unique challenges to gamma-ray spectroscopy. Background
radiation can change over city blocks due to different concentrations of ura-
nium and thorium in building materials. Sources may be purposely shielded
by unknown amounts of material to obscure their gamma-ray signal.
To investigate how simulated parameters affect the performance of dense
and convolutional networks with and without autoencoder pretraining, we
first determine a sufficient training dataset size for each model and dataset
by analyzing their learning curves. We then observe how well each model
identifies simulated and measured spectra in a variety of conditions. Finally,
we compare the F1 score from our approach with a peak-based Bayesian
classifier.
4.1 Learning Curve Analysis
In this section we analyze learning curves to determine a sufficient number of
training dataset examples for the simple and complete networks. Two sep-
arate datasets were constructed for this chapter: one using simple dataset
parameters, Table 3.3, and the other using complete dataset parameters from
Table 3.4. The datasets included isotopes from the ANSI N42-34-2006 stan-
dard, shown in Section 3.3. Each dataset contained 1 x 104 randomly gener-
ated spectra for each isotope. These datasets will be referred to as the simple
master dataset and complete master dataset. Models trained using subsets
of the simple and complete datasets are referred to as simple and complete
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models.
Different sized training datasets were sampled from both master datasets
and used to train each model. This process is illustrated in Figure 4.1.
Stratified sampling without replacement was used to sample each master
dataset. Stratified sampling keeps the number of isotopes in each sampled
subset as equal as possible. Training dataset sizes included 50, 100, 500,
1000, 5000, 10000, 15000, and 20000. For each training dataset size, five
sampled subsets of a master dataset were used as training datasets. ANNs
were trained using these datasets. A separate holdout validation dataset of
300 spectra (10 examples per class) was used to end training when its F1
score did not improve using an early stopping patience of 10 epochs.
Figure 4.1: Training process used to train models for the learning curves.
The validation dataset’s F1 score was used to construct learning curves for
each model. Figure 4.2 shows the learning curves for the simple convolutional
model’s F1 scores reaching an asymptote near one above datasets of 5000 ex-
amples. This shows that each convolutional model is well suited to generalize
within the simple parameter space. There are no obvious differences between
the learning curves for the simple CAE and CNN.
Simple dense models reach an asymptote with a wider variance between
F1 scores of 0.8 and 0.9. With fewer than 5000 training examples, the simple
DAE had achieved F1 scores lower than the other models. This indicates
that the simple DAE did not learn features from the pretraining step. This is
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likely due to the dense network having an insufficient capacity to reconstruct
spectra.
Figure 4.2: Learning curves for each simple model.







The validation dataset error curves in Figure 4.3 are less step than those
in the simple learning curve plot. The asymptote for the full dense and
convolutional models is also lower than the asymptote for the easy models,
demonstrating that the complete dataset is more difficult for the models
to generalize to. Even with a comparable number of trainable parameters,
the convolutional networks outperform the dense networks. This indicates
that the convolutional architecture is better suited to performing gamma-ray
spectroscopy.
74
Figure 4.3: Learning curves for each complete model.







4.2 Performance in Simulated Datasets
In this section we analyze each simple and complete ANN’s performance de-
pendence on simulated parameters expected during source interdiction mea-
surements. The process used in this section is outlined in Figure 4.4. For
each ANN, five models are used as an ensemble by averaging their outputs.
Each output is a posterior probability distribution over each isotope in the
training library. Models trained using a dataset of 10000 examples from
Section 4.1 were used in this section.
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Figure 4.4: Model averaging process used to evaluate ANNs using testing
datasets.
To compare each ANN’s performance, we simulated datasets with vari-
ous source-detector heights, source-detector distances, detector resolutions,
shielding thicknesses, and detector gain calibrations. Datasets were simulated
with ten spectra for each ANSI N42-34-2006 isotope and unique parameter.
Each spectrum contains a single isotope and background. Default simulation
parameters for each testing dataset are shown in Table 4.3. Testing datasets
were simulated over integration times log-uniformly sampled from one second
to an hour and signal to background ratios of 0.1 and 0.5.
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Table 4.3: Default parameters used for all testing datasets.
Simulation Parameter Value
Source-Detector Distance [cm] 175.0
Source-Detector Height [cm] 100.0
FWHM 662 [keV] 7.0
Shielding [% 200 keV Attenuated] 0%
Calibration - Offset [channels] 0.0
Calibration - Gain 1.0
Background Counts Per Second 200.0
4.2.1 Generalization Performance Dependence on
Source-Detector Height
In this section we analyze how each model’s F1 score changes when identifying
spectra simulated with different source-detector heights off the ground. This
tests if each model is sensitive to changes in the Compton continuum due
to environmental scattering associated with the source-detector height. An
example of these changes can be seen in Figure 3.4. These changes are only
noticeably significant in the region below the backscatter peak around 200
keV. This region is important because it contains photopeaks used to detect
enriched uranium.
As seen in Figures 4.5, 4.6, and 4.7, the performance of each network is in-
sensitive to changes in source-detector height. This shows that performance
is not impacted by the relatively small changes in the continuum caused
by varying the source-detector height. Figure 4.5 also shows that simple
models generalize to changes in source-detector height when the signal-to-
background ratio is raised. This shows that the features required to ac-
curately identify low signal-to-background spectra are significantly different
from those required by higher signal-to-background spectra.
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Figure 4.5: F1 score dependence on source-detector height measured using
simulated data.
Figure 4.6: Precision dependence on source-detector height measured using
simulated data.
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Figure 4.7: Recall dependence on source-detector height measured using
simulated data.
4.2.2 Generalization Performance Dependence on
Source-Detector Distance
In this section we analyze how each model’s F1 score depends on changes
in source-detector distance. This tests if each model is sensitive to larger
changes in the Compton continuum compared to those associated with changes
in source-detector height. An example of these changes was shown previously
in Figure 3.3.
As seen in Figures 4.8, 4.9, and 4.10, we observe similar trends seen in
the source-detector height generalization such as superior performance of the
convolutional models and the poor simple DAE encoding. Changing the
source-detector distance changes performance more noticeably compared to
changes in standoff distance.
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Figure 4.8: F1 score dependence on source-detector distance measured
using simulated data.
Figure 4.9: Precision dependence on source-detector distance measured
using simulated data.
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Figure 4.10: Recall dependence on source-detector distance measured using
simulated data.
This change is especially noticeable for the shorter standoff distance of
50 cm. At this distance, the peak-to-total ratio increases significantly. The
rise in peak-to-total ratio emphasizes the peak information while reducing
the Compton continuum’s contribution. Each model’s F1 score is higher
when benchmarked against lower signal-to-background spectra due to the
increased photopeak information. This trend does not continue in the higher
signal-to-background ratio spectra. At the higher ratio, each model’s worst
F1 score is achieved when benchmarked against spectra simulated with a 50
cm distance. As seen in Figure 3.3, spectra simulated at a distance of 50 cm
have a much different shape than spectra simulated at 175 cm or 300 cm.
The simple models only trained with source-detector distances of 175 cm,
making identifications for 50 cm spectra very difficult. The complete models
trained using each simulated distance. The models could achieve a lower cost
function error if they selectively updated weights associated with the 175 cm
and 300 cm spectra because they were similar. This explains each complete
model’s reduced performance when identifying spectra simulated at 50 cm.
This result also shows that each model is sensitive to a spectrum’s pho-
topeaks and shape of it’s continuum. If the models were only sensitive to
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photopeaks, spectra simulated at a distance of 50 cm would have performed
best in all cases due to the increased peak-to-total ratio.
4.2.3 Generalization Dependence on Resolution
In this section we analyze how each model’s F1 score depends on changes
in detector resolution. An example of these changes can be seen in Figures
4.11, 4.12, and 4.13. Changes in resolution do not significantly impact per-
formance of the models. General trends are similar to distance and height
generalization.
Figure 4.11: F1 score dependence on detector resolution measured using
simulated data.
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Figure 4.12: Precision dependence on detector resolution measured using
simulated data.
Figure 4.13: Recall dependence on detector resolution measured using
simulated data.
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4.2.4 Generalization Dependence on Shielding.
In this section we analyze how each model’s F1 score depends on changes in
shielding. These results are shown in Figures 4.14, 4.15, and 4.16. Spectra
were simulated with iron thicknesses that shield 40%, 60%, and 80% of the
intensity of a 200 keV gamma-ray.
Figure 4.14: F1 score dependence on shielding measured using simulated
data.
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Figure 4.15: Precision dependence on shielding measured using simulated
data.
Figure 4.16: Recall dependence on shielding measured using simulated data.
As seen previously, simple models do not generalize to the lower signal-
to-background spectra. Simple models, which only use unshielded and 20%
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shielded templates, achieve F1 scores between 50% and 75% in higher signal-
to-background spectra. This shows that simple models generalize to other
shielding thicknesses in higher signal-to-background spectra. The simple
CAE outperforms the CNN in spectra with each shielding thicknesses. This
demonstrates that the CAE pretraining is useful for conditioning the convo-
lutional weights for identification tasks.
The complete models perform better in the low signal-to-background spec-
tra. Both complete convolutional models perform comparatively and outper-
form the complete dense models. At 60% and 80% shielding the complete
CAE outperformed the CNN in low signal-to-background spectra. This again
shows the CAE pretraining boosting the CNN architecture’s performance.
4.2.5 Generalization Dependence on Gain
In this section we analyze how each model’s F1 score depends on changes in
calibration. Spectra were simulated with relative calibration gains of 0.8, 1.0,
and 1.2. These relative gain calibrations represent the range of calibrations
expected due to temperatures expected when performing source interdiction.
The 1.0 gain setting calibrates the 1024th channel of the spectrum to 3 MeV.
As shown in Figures 4.17, 4.18, and 4.19, at the higher signal-to-background
ratio, the simple convolutional models achieve F1 scores above 50% for each
gain setting except 0.8. Simple dense models achieve F1 scores between 30%
and 50% for the same settings.
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Figure 4.17: F1 score dependence on gain using simulated data.
Figure 4.18: Precision dependence on gain using simulated data.
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Figure 4.19: Recall dependence on gain using simulated data.
Simple models begin generalizing to spectra with a relative gain of 1.2 while
performing poorly on spectra with a relative gain of 0.8. The lower relative
gain has the potential to push spectral features into the LLD, removing them
from the input signal. Because the simple dataset parameters never obscure
these features, the simple models cannot correctly identify spectra without
them.
The complete models performed better with changing gain, but still strug-
gled with the 0.8 relative gain for the reasons outline in the previous para-
graph. Compared to other complete models, the complete CNN performed
the best on each relative gain setting.
4.3 Performance Identifying Measured Spectra
In this section we investigate each ANN’s performance when identifying real
gamma-ray spectra with calibration settings and shielding possible in source
interdiction activities. To measure performance, we observe how each model’s
posterior probability for each isotope changes over integration times ranging
from 10s to 10 mins. Sources included are 137Cs, 60Co, 133Ba, and 152Eu. 137Cs
and 60Co are included because they have uncomplicated spectra, 137Cs with
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only one primary photopeak at 662 keV and 60Co with two photopeaks at
1173 and 1332 keV. These are also common industrial and medical sources
which are important for source interdiction. 133Ba and 152Eu have more
complicated spectra with many photopeaks. Photopeaks from 133Ba are all
below 400 keV and the photopeaks from 152Eu range from 121 keV to 1213
keV [90]. 133Ba is included in these tests because it is a medical isotope and
an often used surrogate for plutonium. 152Eu is included because it’s large
range of photopeak energies are uniquely effected by shielding and calibra-
tion changes. Shielding 152Eu can remove low-energy photopeaks while only
slightly reducing higher-energy photopeaks. This presents a unique challenge
for identification algorithms.
A diagram of the laboratory setup used for these measurements is shown
in Figure 4.20. The radioactive sources, 1 inch diameter by 1/8 inch thick
plastic disks containing µCi quantities of radioactive material, were measured
on a wooden desk approximately one meter from the nearest wall to reduce
environmental scatter. We used a 2x2 inch Ortec NaI detector to measure
the sources. The source-detector distance, measured from the source disk’s
face to the detector’s face, was adjusted to keep the signal-to-background
ratio either 0.5 or 1.0. Blocks of shielding material were added for the mea-
surements in Section 4.3.2. Measurements in Section 4.3.1 used no shielding
material.
Figure 4.20: Diagram of the laboratory setup used to measure radioactive
sources.
For this section, we define a model’s performance to be good when the pos-
terior probability increases above 50 % after 60 seconds. This measurement
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time is typical for source interdiction tasks. We also trigger an alarm when an
isotopes posterior probability rises above 50%. Plots in this section observe
true positives, when the measured isotope’s posterior probability exceed the
50% threshold, and false negatives, when the measured isotope’s posterior
probability is below the 50% threshold. For practical implementation, this
threshold needs to be tuned for specific operational requirements.
4.3.1 Model Performance on Changing Voltage
To test how well each model identified spectra with changing calibration,
spectra were measured with different PMT voltages. PMT voltages included
720 V, 745 V, 770 V, and 795 V. The detector calibration of 770 V cali-
brated the detector’s 1024th channel to 3 MeV. This gain setting was used
as the reference calibration. Relative gain settings for the PMT voltages are
measured with respect to the relative shift of the 662 keV photopeak. The
source-detector distance of each source was adjusted so the ratio of counts per
second from the source and background were 0.5 and 1.0. Example spectra
measured at the experiment’s time limits are shown for each isotope.
4.3.1.1 Identification of 137Cs
Example 137Cs spectra identified in this analysis are shown in Figure 4.21.
The 662 keV photopeak is clearly visible even at a measurement time of 10
s. At a 10s integration time, background peaks from 40K, at 1460 keV, and
the thorium series, 2614 keV, are not visible. Without these peaks, it is very
difficult to know the energy calibration of the detector.
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Figure 4.21: Example 137Cs measured with signal-to-background ratios of
0.5 and 1.0. The lower and higher count spectra use a measurement times
of 10s and 300s respectively.
Figure 4.22 demonstrates the effect of measurement time on each model’s
posterior probability for 137Cs. As time increases, the simple DNN and DAE
monotonically increase their probabilities for 137Cs measured with the default
gain. These probabilities approach an asymptote in the higher signal-to-
background spectra. The simple CNN jumps to 100% posterior probability
for default gain spectra. This very high confidence from the CNN is likely
due to fact that the single photopeak spectrum is easy to identify. Complete
models demonstrate more monotonic performance for a wider range of gain
settings. Monotonic increases in posterior probability are desirable for iso-
tope identification algorithms because they are more easily interpreted by an
unskilled user.
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Figure 4.22: Effect of calibration gain on the posterior probability of 137Cs
measured using real 137Cs spectra.
Each ANN, except the simple DAE, identifies reference calibration spectra
above the 50% posterior probability threshold after 60s of measurement.
Simple ANNs fail to alarm on 137Cs spectra with other calibration settings.
Complete ANNs, with the exception of the CAE, successfully alarm when
identifying spectra with a relative gain of 1.0 and 0.78.
Spectra with relative gains of 0.59 and 1.27 never raise a true positive
alarm. These settings are too far outside of the training dataset’s relative
gain ranges, (0.8, 1.2), for correct identification. Correctly identifying 137Cs
with a relative calibration of 1.27 are possible if the detection threshold
is lowered, but this risks increasing the false positive rate. Spectra with
a relative calibration of 0.59 move the 662 keV photopeak to 340 keV. As
shown in Table 4.4, ANNs mistakes 137Cs at this calibration for other isotopes
with lower-energy photopeaks. The simple CNN raises an incorrect alarm on
192Ir, which has it’s largest photopeak at 316 keV. The complete CNN, DNN,
and DAE also raise incorrect alarms. Both complete convolutional models
predict the same isotope, 131I, which has a primary photopeak at 364 keV.
Both dense models predict 239Pu.
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Table 4.4: ANN predictions of 137Cs spectra measured with a relative gain
shift of 0.59. Spectra were measured with a signal-to-background ratio of
1.0 for 60 s. Simple and complete ANNs are indicated by the S- and C-
prefix respectively. Incorrect alarms are bolded.
S-CNN S-DNN S-CAE S-DAE
Prediction 192Ir 177mLu 75Se 67Ga
Probability 80 33 41 33
C-CNN C-DNN C-CAE C-DAE
Prediction 131I 239Pu 131I 239Pu
Probability 100 70 40 61
Even for isotopes with a single photopeak, including a wide range of cali-
brations in a ANNs training dataset is necessary for good performance when
identifying measured spectra.
4.3.1.2 Identification of 60Co
As seen in Figure 4.23, the 1173 keV and 1332 keV photopeaks from 60Co
spectra measured at 10s each have a maximum number of counts less than
100. This is around a factor of two less than the maximum photopeak counts
in the 137Cs spectra shown in the previous section. This amplifies the effects
of Poisson noise on the 60Co spectra when compared to the 137Cs spectra.
Figure 4.23: Example 60Co spectra measured with signal-to-background
ratios of 0.5 and 1.0. The lower and higher count spectra use a
measurement times of 10s and 300s respectively.
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Figure 4.24 shows that monotonic behavior is observed in more 60Co iden-
tifications in a wider range of calibrations than observed for 137Cs. Similar
to identifications for 137Cs, shown in Figure 4.22, the convolutional models
exhibited more erratic behavior than dense models.
Figure 4.24: Effect of calibration gain on the posterior probability of 60Co
measured using real 60Co spectra.
Simple ANNs correctly alarm on 60Co spectra measured using the default
gain. This effect is also seen in the 137Cs identifications. Unlike identifica-
tions in 137Cs, both simple dense ANNs correctly alarm on the gain setting
of 1.27. This shows that dense networks are more flexible when identify-
ing spectra with parameters outside of their training set. Convolutional
models may develop feature extraction mechanisms that are more prone to
overtraining than dense models. Simple dense ANNs outperforming simple
convolutional ANNs is also shown when identifying spectra measured with
the higher signal-to-background ratio. Simple dense ANNs correctly alarm
on spectra with all gain settings except 0.59.
Complete ANNs fail to alarm on spectra with a relative gain setting of
0.78. ANNs predict these spectra to be 238U with posterior probabilities
above 98%. The 238U spectrum is characterized by photopeaks at 93 keV,
766 keV, and 1001 keV. With sufficient shielding, the 93 keV photopeak is
94
completely attenuated, leaving a two photopeaks. These photopeaks are have
an energy similar to the photopeaks from 60Co. By including shielded 238U
spectra in the complete training dataset, we introduced spectra similar to
60Co.
4.3.1.3 Identification of 133Ba
133Ba spectra are shown in Figure 4.25. Spectra measured for 10s have fea-
tures and photopeaks difficult to identify by eye. Due to a measurement
error, 133Ba spectra measured at a signal-to-background ratio of 0.5 with
a relative gain of 1.27 were lost. Spectra measured with this setting are
replaced by spectra measured with a signal-to-background ratio of 0.5 and
relative gain of 1.0 recalibrated to match a gain of 1.27.
Figure 4.25: Example 133Ba spectra measured with signal-to-background
ratios of 0.5 and 1.0. The lower and higher count spectra use a
measurement times of 10s and 300s respectively.
Identification performance is shown in Figure 4.26. In most cases, dense
models fail to achieve posterior probabilities above 20% when identifying
133Ba spectra. Only the simple CAE with a source-to-background ratio of
1.0 alarms after 120s measurement time. The simple CAE only correctly
identifies spectra measured using the default calibration. These results show
that simple ANNs will not identify 133Ba in spectra measured using calibra-
tions outside the simple training dataset’s parameters.
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Figure 4.26: Effect of calibration gain on the posterior probability of 133Ba
measured using real 133Ba spectra.
Only the complete CNN successfully alarms on 133Ba with a signal-to-
background ratio of 0.5. Complete CNN identification performance for spec-
tra measured with gain settings of 1.0 and 0.78 improve at the higher signal-
to-noise ratio. This shows that despite their erratic predictions, convolutional
models may be necessary to identify low-energy photopeak spectra similar
to 133Ba. Adding relative gain settings using a finer sampling on the range
(0.8, 1.2) may be necessary to consistently identify 133Ba spectra.
4.3.1.4 Identification of 152Eu
Spectra of 152Eu are shown in Figure 4.27. 152Eu emits photons with a wide
range of energies including: 122 keV, 344 keV, 779 keV, 963 keV, 1086 keV,
1112 keV, and 1408 keV.
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Figure 4.27: Example 152Eu spectra measured with signal-to-background
ratios of 0.5 and 1.0. The lower and higher count spectra use a
measurement times of 10s and 300s respectively.
As seen in Figure 4.28, simple models occasionally correctly alarm on
only relative gain settings of 0.78 and 1.0. More consistent performance
is demonstrated when complete models identify spectra at the higher signal-
to-background ratio. Even in this setting, relative gain settings of 0.59 and
1.27 are not identified correctly. This shows that ANNs cannot correctly
identify spectra with relative gain settings far outside the range used by the
training dataset.
Figure 4.28: Effect of calibration gain on the posterior probability of 152Eu
measured using real 152Eu spectra.
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4.3.2 Model Performance with Respect to Shielding
To investigate the identification performance of each ANN with increased
shielding thicknesses, sources were shielded with increasingly thick iron or
aluminum blocks and measured. For each measurement, the source-detector
distance was adjusted so the ratio of counts per second measured by the
detector was equal to the counts per second from background. Each spectrum
was measured using the default detector PMT calibration of 770 V.
4.3.2.1 Identification of Shielded 137Cs
Figure 4.29 shows that shielding affects the 137Cs spectrum by reducing the
662 keV photopeak’s peak-to-total ratio. Shielding does not visibly impact
the shape of Compton continuum.
Figure 4.29: Spectra of 137Cs shielded with increasing amounts of iron
measured for 60 s.
As seen in Figure 4.30, all simple and complete models correctly alarm on
each shielded 137Cs isotope. Shielding impacts the simple dense models’ per-
formance more than the convolutional models. This reduction in performance
is demonstrated by a reduced posterior probability. The DAE outperforms
the DNN, achieving a higher posterior probability for each shielding thick-
ness after 50 s. This demonstrates that the dense pretraining improved the
dense model’s performance.
Each complete model achieves a posterior probability above 90% for all
measured times and shielding thicknesses. This shows that the additional
parameters in the complete training dataset boost performance in trained
ANNs when identifying shielded isotopes.
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Figure 4.30: Effect of iron shielding thickness on the posterior probability
of 137Cs measured using real shielded 137Cs spectra.
4.3.2.2 Identification of Shielded 60Co
As shown in Figure 4.31, the effect of shielding is not visibly significant
in 60Co spectra. The 1173 keV and 1332 keV photopeaks from 60Co are
attenuated less than the 662 keV photopeak from 137Cs. Shielding only
slightly decreases the area of the 60Co photopeaks.
Figure 4.31: Spectra of 60Co shielded with increasing amounts of iron
measured for 60 s.
As seen in Figure 4.32, each simple convolutional model successfully alarms
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on each shielded 60Co spectrum. In particular, the CAE identifies each
shielded 60Co spectrum with a near 100% posterior probability after 20 s.
This demonstrates that the natural feature extraction capabilities of con-
volutional models work well when identifying simple spectra with shielding
amounts not included in their training dataset. This also shows that using
autoencoder pretraining increases the convolutional model’s performance.
Figure 4.32: Effect of iron shielding thickness on the posterior probability
of 60Co measured using real shielded 60Co spectra.
Shielding has a larger detrimental impact on simple dense ANNs compared
to simple convolutional ANNs. Despite a clear photopeak at 662 keV, only
the DAE successfully alarms on 60Co shielded with the two thinnest iron
blocks. As with the convolutional model, this result shows that dense models
visibly improve with autoencoder pretraining. The poor performance of the
simple dense models is attributed to overtraining on the single 60Co example
in the training dataset.
Each model’s performance improves when trained using the complete dataset.
All complete ANNs successfully alarm on spectra measured with each shield-
ing thickness. Both complete convolutional ANNs have comparable perfor-
mance. Similar to the simple models, complete dense ANNs achieve posterior
100
probabilities less than the comple convolutional ANNs.
4.3.2.3 Identification of Shielded 133Ba
Due to the relatively low gamma-ray energies of 133Ba compared to the other
spectra in this section, aluminum with thicknesses of 6.56 mm, 25.5 mm, and
51.0 mm were used as the shielding material. Characteristic 133Ba photons
have relatively low energy - particularly the photopeaks at 31 and 81 keV.
As seen in Figure 4.33, shielding significantly distorts the spectrum at these
energies.
Figure 4.33: Effect of aluminum shielding thickness on the posterior
probability of 133Ba measured using real shielded 133Ba spectra.
As seen in Figure 4.34, all simple ANNs, except the simple CAE, fail
to correctly alarm when identifying shielded 133Ba spectra. The simple CAE
correctly alarms only when identifying 133Ba with the thinnest shielding. This
shows that the models trained using the simple dataset will perform poorly
when measuring shielded spectra visibly distorted by shielding material.
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Figure 4.34: Shielding generalization performance in real 133Ba spectra.
Each complete convolutional model performs well on all shielded 133Ba
spectra. Each model successfully alarms after 20 s. Dense models perform
poorly, incorrectly alarming on 131I in spectra with the thinnest shielding
and 51Cr in spectra with thicker shielding material. The largest photopeak
from 131I is located at 364 keV and the single photopeak from 51Cr is located
at 320 keV. The complete dense ANNs poor performance when identifying
shielded 133Ba indicates that they are poor choices for differentiating spectra
with low-energy photopeaks. This is concerning because medical sources,
plutonium, and uranium all have characteristic photopeaks below 400 keV.
These low-energy photopeak sources are particularly important to identify
and differentiate for source interdiction.
4.3.2.4 Identification of Shielded 152Eu
As seen in Figure 4.35, 152Eu has many photopeaks spread across a large
range of energies. As with 133Ba, higher-energy photopeaks (like those at
779 keV, 963 keV, 1086 keV, 1112 keV, and 1408 keV) are attenuated less
than lower-energy photopeaks (like those at 122 keV and 344 keV).
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Figure 4.35: Spectra of 152Eu shielded with increasing amounts of iron
measured for 60 s.
Identification results for shielded 152Eu are shown in Figure 4.36. Similar to
identifications in shielded 133Ba, the simple CAE correctly alarms on 152Eu
spectra shielded with the two thinnest shielding materials. In addition to
this, the simple DNN correctly alarms on spectra measured with the lightest
shielding thickness.
Figure 4.36: Effect of iron shielding thickness on the posterior probability
of 152Eu measured using real shielded 152Eu spectra.
All complete models successfully alarm on 152Eu spectra shielded with the
two thinnest blocks of iron. Both 152Eu and 133Ba have a large number of
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photopeaks compared to 60Co and 137Cs. Despite the large number of photo-
peaks, ANNs correctly identify 152Eu more often than 133Ba. The difference
between these two isotopes is that 152Eu has a unique set of photopeaks rel-
ative to the library of training isotopes. The unique set of photopeaks in a
wide range of energies make identification easier for the ANNs. As previously
discussed, 133Ba possesses a large number of photopeaks in the lower-energy
region shared by other isotopes’ photopeaks. To improve identification of
these important low-energy isotopes, additional examples of them need to be
included in each ANN’s training dataset.
4.4 Comparison with Peak-Based Bayesian Classifier
In this section we compare our trained ANNs to the performance of a peak-
based Bayesian classifier created in Dr. Jacob Stinnett’s PhD dissertation
[91]. The peak-based classifier extracts photopeak locations and areas using
a wavelet transform. These features are then used in a Bayesian classifier to
produce posterior probabilities for a library of ANSI N42-34-2006 standard
isotopes. Following the same procedure as Stinnett [91], we simulated the
same sources using the same 20s measurement time. Simulated sources were
modeled after measured sources that are included in the AIP. The sources
include: 241Am, 133Ba, 57Co, 60Co, 137Cs, 152Eu, 67Ga, 125I, 131I, 192Ir, 40K,
226Ra, 99mTc, 201Tl, 233U, high enriched uranium (HEU), and weapons grade
plutonium (WGPu). HEU was defined to be identified correctly if the ANN’s
highest posterior probability output identified 235U. WGPu was defined to
be identified correctly if the ANN identified either 241Am, 239Pu, or 240Pu.
Each of these isotopes are present in WGPu spectra.
F1 scores for trained ANNs and the peak-based Bayesian classifier are
shown in Table 4.5. As seen in Table 4.5, each ANN, except the simple
autoencoders, outperform the Bayesian classifier. Complete ANNs match
or outperform their simple counterparts. The complete DNN achieves the
highest F1 score.
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Table 4.5: F1 scores from the Bayesian classifier and ANNs. The highest F1
scores are shown in bold.










Incorrect identifications are shown in Table 4.6. Incorrect identifications
typically involve isotopes that present only a few low energy photopeaks. Ex-
amples of this are 125I classified as 241Am; 241Am classified as 204Tl and 133Xe;
99mTc classified as 131I; and 57Co classified as 99mTc. The Bayesian classifier
also experienced issues identifying isotopes in this category, particularly 125I.
The Bayesian classifier also misidentified 233U, likely due to contamination
from 232U.
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Table 4.6: Isotopes incorrectly classified by the ANNs. Simple and
complete ANNs are indicated by the S- and C- prefix respectively. Entries
with dashes indicate a correct identification.
True Label S-CNN S-DNN S-CAE S-DAE
125I 241Am 241Am 241Am 241Am
233U 137Cs 226Ra 57Co 226Ra
WGPu - 201Tl 201Tl 201Tl
241Am - 204Tl - 133Xe
40K Background 60Co Background 60Co
57Co - - - 60Co
99mTc 131I 131I 131I 131I
True Label C-CNN C-DNN C-CAE C-DAE
125I 241Am 241Am 241Am 241Am
233U 99Mo 137Cs 153Sm 137Cs
235U - - 177mLu -
241Am 133Xe - - -
57Co - - - 99mTc
4.5 Chapter Discussion and Conclusion
This chapter shows that convolutional models performed well when identi-
fying spectra in both simulated and measured data. When identifying sim-
ulated data in Section 4.2, the CNN’s and CAE’s often displays comparable
performance. When identifying real spectra in Section 4.3, the simple CAE
often achieves a larger posterior probability for the correct isotope compared
to the simple CNN. This shows that the CAE’s pretraining allows the con-
volutional architecture to better identify real spectra who’s parameters are
outside the training dataset. With additional simulated parameters in the
complete training dataset, the CNN outperforms the CAE in real spectra.
This chapter also shows that the posterior probabilities of complete ANNs
converge to an asymptote quicker and more monotonically than the simple
ANNs. These features are desirable for an isotope identification algorithm
because they help untrained users interpret the identification results. For
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example, a sudden increase in an identified isotope’s posterior probability
could indicate a source is moving towards the detector, increasing the signal-
to-background ratio of the spectrum. If the ANN’s posterior predictions are
erratic, increases and decreases in posterior probability would be meaningless.
Finally, this chapter demonstrated an improvement over a peak based
Bayesian classifier designed to perform isotope identification using the same
isotope library as our work. Each complete ANN outperformed the Bayesian





Measuring uranium enrichment is difficult for a number of reasons. First,
characteristic 235U gamma-rays are easily shielded. Second, restriction may
be placed on inspectors performing measurements for treaty verification. In-
spectors can face two major restrictions: a limited amount of time to measure
data and the requirement for an information barrier. An information barrier
is anything that restricts the inspector from measuring information outside
of their specific target. For example, if an inspector measured the gamma-ray
spectrum of an object using a high-resolution HPGe detector, they could ex-
tract information about the process used to process used to bred and enrich
the material. This information could be a state secret, and thus would need
to be protected with some barrier. The low-resolution inherent to NaI(Tl)
is an information barrier for treaty verification measurements. An addition
information barrier is an ANN which is trained to only extract enrichment
information.
This chapter demonstrates a validation demonstration applying annsa to
automated uranium enrichment measurements using NaI(Tl). In this chapter
we discuss how we used MCNP and GADRAS-DRF to create spectral tem-
plates for training dataset simulation with annsa. We also train and bench-
mark ANNs on simulated and measured enriched uranium spectra measured
at the Nevada National Security Site and as part of a IAEA training exercise.
5.1 Uranium Enrichment Measurement Background
Verifying the enrichment of HEU through passive nondestructive analysis is
important for nuclear safeguards applications and homeland security tasks.
Passive nondestructive analysis, such as gamma-ray spectroscopy, is preferred
to more accurate destructive methods due to its ability to operate quickly,
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preserve forensic evidence, and allow for remote measurements. The enriched
uranium gamma-ray signatures visible in low-resolution detectors come from
the decay of 238U, 235U, 232U, and the daughters of these isotopes. Figure 5.1
shows an example of a 27% enriched uranium spectrum that displays 238U
and 235U photopeaks. In low-resolution detectors, The primary photopeaks
from 235U are at 144 keV, 163 keV, and 186 keV. The 238U daughter 234mPa
produces two main photopeaks at 766 keV and 1001 keV. 232U, only present
in reprocessed uranium, produces a photopeak at 2.6 MeV from its 208Tl
daughter.
Figure 5.1: 27% enriched uranium spectrum measured with a NaI(Tl)
detector.
.
Traditionally, the enrichment meter method is used to measure uranium
enrichment in NaI(Tl) spectra [92]. This, and all enrichment measurement
methods based on gamma-ray spectroscopy, only measures the enrichment of
an object’s surface to a depth of 0.26 cm and 0.74 cm for uranium metal and
U3O8 powder, respectively [93]. At these material depths, the attenuation
properties of uranium removes 99.8% of the 186 keV signal. The enrichment
meter method method exploits the proportionality between the activity of the
186 keV photon and the enrichment of 235U. The enrichment meter method
works by finding calibration constants that relate counts in two ROIs,
E = ACROI1 +BCROI2 (5.1)
109
where
CROI1 = counts in ROI1 [# counts]
CROI2 = counts in ROI2 [# counts]
A = calibration constant
B = calibration constant,
to the measured material’s enrichment. These ROIs are placed around the
186 keV peak and in the background region to the right of the peak. Finding
these constants requires measuring two different uranium enrichment stan-
dards in the same configuration (shielding, scattering environment, source-
detector distance). Once these calibration constants are measured, they can
only be used in the same configuration as the reference standards. It is
possible to extend this method to other shielding configurations, but this
introduces a risk of adding systematic errors. An automated version of this
method called NaIGEM (NaI(Tl) Gamma Enrichment Measurements) is in-
cluded in the HM-5 instrument used by the IAEA [94]. Enrichment mea-
surements of uranium without contaminants using low-resolution detectors
can achieve 1% precision for arbitrary enrichments while contamination by
minor uranium isotopes have a biasing effect of 5-10% [95]. Measurements
of materials with unknown enrichment, shielding, and geometry are typi-
cally performed with high resolution HPGe detectors using the Multi-Group
Analysis for Uranium (MGAU) software [96]. Using a NaI(Tl) detector to
measure the enrichment of an item without knowing these parameters is in-
herently challenging due to the low-resolution of NaI(Tl). By training ANNs
with a dataset of simulated enriched uranium spectra, it may be possible to
use this material to perform uranium enrichment measurements.
5.2 Problem Description and Training Dataset
Overview
To investigate how well a machine learning algorithm can learn to perform
uranium enrichment measurements, machine learning architectures found in




Simple and complete model architectures discussed in Sections 3.6 and 3.8
were trained using dataset of 105 simulated uranium spectra. Model architec-
tures were modified to perform regression. Modifications include changing:
the number of output nodes to one, their output function to a sigmoid, and
their main cost function to mean squared error. Typically the sigmoid output
function is used in the context of logistic regression. In our case the regression
targets, percent 235U enrichment, exist on [0,1], allowing use of the sigmoid
output function. Using this function, we interpret each ANN’s output as an
enrichment value on [0,1] instead of a list of isotope posterior probabilities.
Pretrained simple and complete DAE and CAE models from Section 3.4.3
were also fine-tuned using the simulated uranium dataset. Each model was
trained using 5-folds cross validation. For each test dataset in this chapter,
uranium enrichment predictions from each trained model were averaged to
reduce the prediction’s variance. This process is illustrated in Figure 5.2.
Figure 5.2: Training and prediction averaging.
5.2.2 Training Dataset Details
A coupled MCNP (Monte Carlo N-Particle Transport Code) and GADRAS-
DRF simulation approach was used to simulate the spectrum from each ura-
nium isotope uniformly distributed in a solid uranium sphere of radius 5.5
cm. MCNP simulation was used to calculate the physics due to self attenua-
tion in the uranium and GADRAS-DRF was used to model the gamma-ray
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spectrum from this source in a 2” x 2” NaI(Tl) detector. The universe in
the MCNP simulation, shown in Figure 5.3, was empty except for a 19 cm
concrete block fixed at 180 cm from the origin, a 5.5 cm radius sphere of
bare uranium fixed at the origin, and a bare 2” x 2” NaI(Tl) cylinder located
between them. The concrete block was added to incorporate backscatter ra-
diation in the MCNP simulation. A total of 108 particles were simulated for
each configuration.
Figure 5.3: Diagram of MCNP simulation (not to scale).
The software package RadSrc was used to generate specific gamma-ray
intensities for the 235U, 238U, and 232U templates [97]. RadSrc, developed
at Lawrence Livermore National Laboratory, uses the Bateman equations to
calculate daughter in-growth and their respective specific gamma-ray inten-
sities. Isotopes in enriched uranium reach secular equilibrium in about six
months. To account for this, RadSrc was used to find specific gamma-ray in-
tensities for 50 year old uranium isotopes and their ingrown daughters. The
specific activities for each isotope are found in Table 5.1.
Table 5.1: Specific activities for 50 year old uranium isotopes and their
ingrown daughters.
Isotope Specific Gamma-ray Activity [ γ
gs
]
232U 1.20 x 1012
235U 2.07 x 105
238U 3.80 x 103
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235U and 238U templates were combined in weighted combinations to cre-
ate spectra of desired enrichments using the process described previously in
Equation 2.31. To account for factors that change the 232U content, each
sample that included 232U used a mass fraction uniformly chosen between
4 x 10−9 and 2 x 10−8 [98]. To account for clean uranium, the probability
that a spectrum was simulated with 232U was 0.5. Complete simulation pa-
rameters for the coupled MCNP and GADRAS-DRF approach are shown in
Table 5.2.
Table 5.2: Range of parameters used for the uranium enrichment dataset.
Simulation Parameter Range Sampling
Source-Detector Distance [cm] 25, 50, 100, 150, 200 Uniform
FWHM at 662 keV [%] 6.5, 7.0, 7.5 N/A
Shielding (% 200 keV Attenuated) 0%, 20%, 40%, 60% Uniform
Integration Time [s] 60 - 3600 Log-Uniform
Calibration Offset [channels] -10 - 10 Uniform
Calibration Gain 0.8 - 1.2 Uniform
235U Enrichment [%] 0 - 100 Uniform
Background Counts per Second 170 - 230 Uniform
Signal to Background Ratio 1.0 - 4.0 Log-Uniform
5.3 Results - Simulated Data
These sections describe how each trained model performs when predicting
the uranium enrichment of simulated spectra. To investigate performance,
spectra were simulated with enrichments of 3%, 25%, 50%, 75%, and 93% in
different conditions. To observe each ANN’s enrichment prediction variance,
10 spectra were simulated for each enrichment value. Each ANN’s mean and
variance when identifying all spectra at each enrichment value was recorded.
Each ANN used the model averaging technique shown in Figure 5.2. Default
simulation parameters are shown in Table 5.3. Changes to these defaults are
indicated for each generalization experiment.
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Table 5.3: Default parameters used for all generalization datasets.
Simulation Parameter Value
Source-Detector Distance [cm] 50.0
FWHM at 662 keV [%] 7.0
Shielding (% 200 keV Attenuated) 0%
Integration Time [s] 600.0
Calibration - Offset (channels) 0.0
Calibration - Gain 1.0
Signal to Background Ratio 3.0
Background Counts Per Second 200.0
5.3.1 Effect of Shielding on Enrichment Prediction
To test each model’s ability to measure uranium enrichment when the ura-
nium source is shielded, enriched uranium spectra were simulated with vari-
ous thicknesses of shielding. The effect of each shielding thickness is shown
in Figure 5.4. The predicted enrichments from each model on these cases
are shown in Figure 5.5. In general for each case, the complete networks
outperform the simple networks by predicting enrichments closer to the sim-
ulated value. This indicates that the reduced capacity of the simple networks
is insufficient to properly perform uranium enrichment measurements using
the provided dataset. At 93% enrichment each model underestimates the
enrichment.
Figure 5.4: Simulated 93% enriched uranium spectra various amounts of
shielding.
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(a) Unshielded. (b) 1.48 cm aluminum.
(c) 0.450 mm lead. (d) 1.42 mm lead.
Figure 5.5: Each model’s prediction for the uranium enrichment of spectra
simulated with different shielding thicknesses. Shielding conditions are
indicated below each figure.
In all cases except with 1.42 mm of lead shielding, simple networks over-
estimate the enrichment at and below 50%. The simple models also under-
estimate the enrichment at values over 50%. This reinforces the conclusion
that the simple network has too little capacity to fit the data. Because the
range of enrichments in the training data are uniformly distributed from 0 -
100%, the naive method to minimize the cost function is to predict enrich-
ments near 50%. The complete models were within 20% of the true value in
all cases except with 1.42 mm of lead shielding. This shows that complete
models are only affected by relatively large amounts of shielding.
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5.3.2 Effect of Calibration on Enrichment Prediction
In this section we test each model’s ability to measure uranium enrichment
in spectra with various relative calibration gains. The predict enrichments
from each model on these cases are shown in Figure 5.6. Model performance
at relative gains of 0.9 and 1.1 are similar to the reference gain case, shown
in Figure 5.5a.
(a) 0.8 (b) 0.9
(c) 1.1 (d) 1.2
Figure 5.6: Each model’s prediction for the uranium enrichment of
simulated spectra calibrated with different gain settings. The magnitude of
the applied relative gain shift are shown below each figure.
At the extreme relative gain shifts of 0.8 and 1.2 each ANN’s performance
visibly changes compared to the reference gain. These shifts represent large
deviations in normal NaI(Tl) operating temperature or a significantly mis-
calibrated detector. At a relative gain shift of 0.8, the dense models are
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not visibly impacted compared to the reference gain case when measuring
uranium with enrichments below 75%.
At a gain shift of 1.2 each ANN overestimates enrichment for enrichments
at and below 50%. The complete CAE and simple CNN are the most ac-
curate when predicting enrichment values at and below 25%. Because the
1.2 relative shift moves the 766 keV and 1001 keV 238U peaks into regions of
little importance for the spectra without gain shift, seen in Figure 5.8, these
peaks are ignored and the enrichment is overestimated.
Figure 5.7: Simulated 93% enriched uranium spectra with three different
relative gain settings. Energy calibration shown is based on the 1.0 relative
gain setting.
Figure 5.8: Simulated 10% enriched uranium spectra with three different
relative gain settings. Energy calibration shown is based on the 1.0 relative
gain setting.
5.4 Results - Measured Spectra
To quantify performance in real gamma-ray spectra, material with different
uranium enrichments were measured with a variety of NaI(Tl) detectors. Ob-
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jects measured include a 13 kg 93% enriched uranium metal sphere [99] mea-
sured at the Nevada National Security Site and three U3O8 samples measured
as part of an IAEA training exercises [100]. Shielding, source-detector dis-
tance, radiation background, and scattering environments were not recorded
for the training exercise. The U3O8 spectra were measured with energies
below 1.3 MeV. Energies above this threshold do not include information
about the object’s enrichment, so removing it will have negligible effect on
the ANN predictions. In addition to this, each detector used to measure
the U3O8 spectra had a unique calibration. We manually recalibrated each
spectrum using gain and offset correction to match each 186 keV and 1001
keV photopeak. These recalibrated spectra are shown in Figure 5.9.
Table 5.4: Uranium sample description.
Enrichment 235U Mass (g) Material Live Time (s)
93.1% 13,000 U Metal 300
91.4% 903 U3O8 226
27.1% 264 U3O8 344
0.7% - U3O8 97.4
Figure 5.9: Enriched uranium spectra recalibrated to the 186 keV and 1001
keV photopeaks.
Figure 5.10 shows the predicted enrichment’s mean and variance for each
model and measured spectrum. Similar to the simulated spectra, the simple
architectures underestimate enrichments over 50% and overestimate enrich-
ments under 50%. Each network’s prediction variance was not visible. In
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general, the complete architectures were more accurate than the simple ar-
chitectures.
Figure 5.10: Each model’s predicted uranium enrichment for measured
uranium spectra.
At 27.1% enrichment, most ANNs overestimate the enrichment by at least
13 points. The complete dense models more accurately predict enrichment
values for the 27.1% enriched uranium spectrum. Spectra with lower enrich-
ment include a continuum-like signal from an effect called bremsstrahlung.
Bremsstrahlung (German for “breaking radiation”) is produces when charged
particles accelerate in the electric field of a heavy nucleus. In enriched ura-
nium, bremsstrahlung is produced from the 2.3 MeV beta particle that is
associated with the decay of 234mPa, a 238U daughter. Convolutional mod-
els extract features based on their 16 channel filter kernel lengths. With-
out the bremsstrahlung signal in the training dataset, convolutional mod-
els have learned feature extraction techniques that cannot work when the
bremsstrahlung signal is present in low-enriched data. Dense models are
forced to extract features in patches of 16 channels, so they can more easily
ignore the bremsstrahlung continuum and use the 235U and 238U photopeaks
for enrichment prediction.
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To investigate how changing calibration effects each algorithm, the spectra
from Figure 5.9 were recalibrated with the same gain settings explored in
Section 5.3.2. Each ANN’s enrichment prediction for these spectra is shown
in Figure 5.11.
(a) 0.8 (b) 0.9
(c) 1.1 (d) 1.2
Figure 5.11: Each model’s prediction for the uranium enrichment of
measured spectra calibrated with different gain settings. The magnitude of
the applied relative gain shift are shown below each figure.
Similar to the simulated results, relative gain settings of 0.9 and 1.1 do
not significantly impact enrichment quantification for most networks. The
relative gain setting of 0.9 increases the dense model’s enrichment prediction
for the 27% enriched spectrum. In general, models overestimate the enrich-
ment of 0.1% and 27% enriched spectra using the relative gain setting of 0.8.
In all gain settings, ANNs underestimate 93% enriched uranium spectrum’s
enrichment.
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5.5 Discussion and Conclusion
The ability to distinguish low (<20% 235U )and high (>85% 235U) enriched
uranium is extremely important. Low enriched uranium requires significant
processing for use in a nuclear weapon while high enriched uranium requires
much less processing. The current implementation can roughly differentiate
between low and high enriched uranium. For example, it is reasonable to
assume a sample of material is below 15% enrichment if the complete DAE
predicts an enrichment below 15%. Similarly, complete DAE predictions
above 25% can be assumed to be high enriched uranium. Predictions within
this range require additional testing to more accurately quantify enrichment.
This chapter shows that complete architectures outperform the simple ar-
chitectures when predicting uranium enrichment. The results also show that
the complete architectures tailored to isotope classification can be extend to
other problems in gamma-ray spectroscopy. The chapter also demonstrates
that autoencoders trained to reconstruct spectra for isotope identification
can be used to pretrain networks for other spectroscopic tasks. The dense
pretraining was shown to perform particularly well on both simulated and
measured enriched uranium spectra. Dense models show promise in uranium
enrichment regression. This is because the feature extraction processes used
by the convolution architectures are tuned to isotope identification. The
convolutional models used convolutional filters with lengths of 16 channels.
Uranium enrichment regression may require shorter convolution filter lengths
to extract features from photopeaks below 200 keV.
International safeguards measurements require high precision measure-
ments in ranges similar to those offered by the enrichment meter method.
To expand our presented method for use in international safeguards, the
accuracy needs to be improved and tested on additional enriched uranium
spectra. Accuracy can be improved by expanding the training dataset to
include additional facility measurement scenarios. For measurement in nu-
clear processing facilities, additional scattering scenarios that mimic heavy
equipment and small uranium samples that cannot be assumed to be in-
finitely thick at 186 keV must be added. The 232U, 234U, 233U, 236U, and
bremsstrahlung contribution can also be modeled more accurately, especially
to use this method in higher-resolution detectors.
121
CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 General Conclusions
This dissertation demonstrates a method to optimize machine learning archi-
tectures for an isotope classification task and a uranium enrichment regres-
sion task using low-resolution gamma-ray spectroscopy. This work demon-
strates a clear contribution to the field of radioisotope identification via
gamma-ray spectroscopy. In this work we introduce annsa, an open source
Python package designed to facilitate machine learning for gamma-ray spec-
troscopy tasks.
Using annsa, we analyzed convolutional and dense neural network archi-
tectures and delivered insights into how hyperparameters affect each model’s
performance. In an attempt to shed light on a black box, hyperparam-
eters from random searches were analyzed with respect to the validation
dataset’s F1 score. Future experiments into machine learning architectures
for gamma-ray spectroscopy should be guided by the hyperparameter bounds
and discussion from this work.
Analysis from the hyperparameter search shows that dense ANNs trained
using both the simple and complete training dataset obtain the best valida-
tion dataset F1 score with fewer dense layers. This shows that additional
dense layers produce models susceptible to overtraining. Overtraining was
also observed when the total number of dense nodes increased above 1 x 103.
Models trained with the complete dataset show improved performance as
total dense nodes increased to this limit. We also found that preprocessing
by taking the sqrt of the spectrum resulted in the best validation dataset F1
score for the simple and complete dense models.
Convolutional ANNs required longer filter lengths and additional convolu-
tional layers for best performance. The complete CNNs need longer filters
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than the simple CNNs for good performance on their respective validation
datasets. Longer filters are needed to synthesize information in a larger area
of the spectrum. Complete CNNs also required longer pooling sizes. Longer
pooling sizes increase model invariance to the gain changes present in the
complete training dataset.
This work also demonstrates a general method to construct training datasets
for spectroscopic tasks available in annsa. We demonstrate this dataset con-
struction method by creating training datasets for radioactive source inter-
diction and uranium enrichment regression.
In most tested source interdiction cases, we show that convolutional models
outperform dense models by achieving higher F1 scores on simulated testing
datasets or by achieving higher correct posterior probabilities on measured
sources. Experiments were created to test how each ANN’s performance was
effected by changing simulated and physical parameters that distort gamma-
ray spectra. These experiments were performed for two source interdiction
training datasets, the first composed of a narrow range and the second com-
posed of a wider range of simulated parameters. From these experiments we
observe that convolutional models show the most promise for source inter-
diction, often achieving the highest F1 score on simulated datasets and high
posterior probabilities for correct isotopes in measured data. Convolutional
models perform better because they assume local structure in the spectrum
while dense models make no assumption about spectral structure. Overall,
machine learning models show good performance on a wide range of detec-
tor calibrations when tested against both simulated and measured spectra.
This performance makes machine learning models good candidates for use
on handheld RIID detectors where the calibration is often unreliable.
We also observe that including shielding in the classification training dataset
is necessary to correctly identify shielded isotopes when tested against both
simulated and measured spectra. Autoencoders trained without shielding
demonstrate some generalization capabilities when identifying measured shielded
spectra. The pretrained ability to reconstruct spectra uniquely benefits the
autoencoders when identifying distorted spectroscopic signals and should be
investigated further for practical applications. In measured spectra, we show
that including shielding in the training dataset is important even for isotopes
with simple spectral signals.
The work demonstrates that the machine learning architectures found from
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the hyperparameter search tuned to a classification task can be extended to
other spectroscopic tasks such as quantifying uranium enrichment. Using
these architectures and a dataset constructed to perform uranium enrichment
quantification, we demonstrated ANNs that can differentiate between low
and high enriched uranium in measured gamma-ray spectra. Because of the
greater threat posed by high enriched uranium versus low enriched uranium,
differentiating these two classes using low-resolution detectors is incredibly
important.
While CNNs outperform DNNs in source interdiction tasks, dense models
show better performance when quantifying uranium enrichment in measured
spectra. This shows that the convolutional kernel sizes are inappropriately
large for features in enriched uranium spectra or that CNNs are better suited
to the pattern recognition problem of isotope identification. This also shows
that dense networks are better suited for quantification tasks which require
comparing counts in specific spectral regions. Fundamentally, this demon-
strates that a machine learning model must be carefully chosen and tailored
to a given spectroscopic task.
6.2 Suggested Future Work
To implement ANNs in a high performance commercial detection system,
a few improvements are required. Dataset simulation parameters should
more accurately reflect real-world conditions. To achieve this, a more realis-
tic background count-rate distribution and additional background templates
should be added to the training dataset. Devices should also come with
networks designed for specific background environments, such as the back-
ground expected in a certain city or in different geological areas. Modeled
source strengths should be based on expected count rates from each source
in a range of activities expected. Additional simulated NaI crystal variations
would need to be added to the training set because manufacturing differences
between NaI shape effects can affect peak-to-total ratios and detector intrin-
sic efficiency. Shielding should be added based on how much information
content is lost from the source signal when increasing shielding is added.
In order to ensure accuracy appropriate for a commercial system, ad-
ditional validation datasets must be investigated. Validation datasets are
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needed to investigate if certain isotope combinations could mask each other
or otherwise change identification. Validation datasets are also necessary to
test each algorithm’s detection limits with respect to source strength and
measurement time. These datasets can be used to tailor alarm thresholds for
operational requirements.
A simulated training dataset allows the same machine learning model op-
timization process to be applied for different detector materials like plastic
scintillator, CZT, and HPGe detectors. Different detector materials produce
spectra with unique features and significantly different resolutions. The hy-
perparameter selection process outlined in this work can be repeated for these
materials and optimum hyperparameters can be compared. This will help us
understand how each machine learning model uses spectral features.
In addition to the deep learning algorithms presented in this thesis, more
classical machine learning algorithms such as the support vector machine,
random forests, and k-means clustering should be applied to similar datasets
an their performance analyzed. Performance could also be compared to mod-
els trained on feature extraction methods like autoencoders or principal com-
ponent analysis.
Pretrained autoencoders could be further explored for a variety of ap-
plications. Autoencoders pretrained using low-resolution NaI spectra could
be used to train networks for detectors with different resolution. Different
autoencoder feature extraction processes can also be explored. Examples in-
clude: using a spectrum as input and outputting posterior probability that
each channel contains a photo-peak and using a gain-shifted spectrum as in-
put and outputting a gain-corrected spectrum. The encoding from different
feature extraction methods could be fed into a DNN, support vector machine,
random forests, or k-means algorithm and their performance compared.
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