INTRODUCTION
Application of Digital Signal Processing (DSP) techniques in x-ray radiography is a field that is gaining a rapidly growing interest. Dealing with digital x-ray images and enhancing these images using DSP techniques allow the automation of x-ray inspection, which offers several advantages over the traditional film-based inspection. These advantages include reducing the inspection time and cost requirements, obtaing a consistent decision regarding the integrity of the object under test, and allowing the use of real-time inspection [1] . Typically processing of x-ray images to detect and size flaws involves edge detection. In this paper, we primarily focus on an image processing algorithm that is based on a new Gaussian weighted image moment vector edge operator. Application of this operator enhances image edges and suppresses the noise, which results in a significant improvement in the probability of detection of flaws in x-ray images.
EDGE DETECTION
Edges are defined wherever there are abrupt changes in the image attributes, such as intensity, texture and color. Edge detection techniques are employed to detect such changes. Edge operators can be classified as gradient-based [2, 3, 4] , Laplacian-based [5] , moment-based [6, 7, 8, 9] or surface fitting edge operators [10] . Conceptually, the gradient and moment-based edge operators estimate the gradient of an image by convolving the image with a set of directional difference masks. X-ray image analysis often requires edge detection at different scales. The conventional edge operators, using fixed size directional difference masks, do not posses the multiscale feature required for handling multiscale edge detection problems. Multiscale edge operators detect edges at various scales and have better noise suppression ability by virtue of the larger, smoother and size-adjustable difference mask [3, 4, 5, 7, 9] . However, there is a trade off between the accuracy of edge localization and noise suppression. In this paper, a new multiscale edge operator is developed using the concept of mechanical moment and a vector model for an image.
THE IMAGE MOMENT VECTOR OPERATOR
In mechanics, the moment of an object about a point or axis is generally a measure of its tendency to turn or rotate the object about the point or axis. The approach of using the concept of mechanical moment for edge detection in image processing was inspired by the capability of moment to detect inhomogeneity in an object. The centroid of a homogeneous object coincides with the center of gravity of the object. For an inhomogeneous object with no more than one axis of symmetry, the centroid and the center of gravity are normally different. Consequently, the presence of moment at the centroid due to weight of the object indicates the inhomogeneity of an object.
To allow the use of mechanical moment formula, a vector model of an image was proposed [9] . A vector model of an image is defined as an array of intensity vectors, denoted by
where ii is the normal vector of the image plane and P(x, y) is the light intensity of pixel (x, y). Applying the moment formula to an image, an image moment vector M( i,j) of a neighborhood N with respect to the observation point (i,j) is given by
where T( x, y) is the position vector from point (i, j) to point (x, y) and N is a predefined circular neighborhood area centered at point (i, j). The array of image moment vectors is used to form the image moment vector map. From the vector cross products in Equation (2), the Image Moment Vector (IMV) operator can be divided into x and y-components, i.e., and
Each component is a convolution of the image and the directional difference mask. An example of the directional difference mask in x-direction and its cross section at y = 0 are shown in Figure 1 . Due to symmetry, the image moment of a homogeneous area vanishes while that of an inhomogeneous area including an edge is nonzero. Degradation noise assumed to be directionally homogeneous does not affect the image moment. Consequently, the edge detection scheme using the IMV is very robust. However, in contrast to visual systems, theIMV difference mask coefficients are such that pixels farther away from the observation point are weighted higher than pixels closer to the observation point. This leads to problems in edge localization and the next section describes a modified form of the IMV.
THE GAUSSIAN WEIGHTED IMAGE MOMENT VECTOR OPERATOR
To improve edge localization performance, the difference mask coefficients of the operator must be properly rearranged in form so that the coefficients closer to the center of the mask are larger and then smoothly decreased with the distance from the center of the mask. In this paper, we modified the IMV by first, dividing the cross product term in Equation 2 by the magnitude of the position vector in order to equalize the effect of the position vector and then multiplying the cross product term by a smooth and monotonically 
where r( x, y) is the magnitude of r( x, y) and G( r) is the Gaussian function;
The parameter 0' of the Gaussian function controls the shape of difference masks. The performance of the GWIMV, therefore, directly depends the parameter 0'. The GWIMV can be separated in to two convolutions;
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where Gx and G y are difference masks of the GWIMV in x and y directions respectively. The example of the difference mask in x-direction of the GWIMV and its cross section at y = 0 are illustrated in Figure 2 . The results from Equations (8) and (10) form the Hamiltonian gradient vector field of an image in contrast to the gradient vector field which results from the gradient-based edge operators. Examples of the vector map and the normalized magnitude map of image moment vectors, namely an edge image, are displayed in Figure 3 . For the GWIMV, if 0' is small, i.e., difference masks are steep, the GWIMV will result in good edge localization but poor noise suppression. The effects of 0' on edge images are illustrated in Figure 4 . Large values of 0' result in thicker edges indicating poor edge localization as shown in Figure 4 -b to 4-e while they give rise to good noise suppression as shown in Figure 4 -g to 4-j. At this point, the trade off between edge localization and noise suppression brings to the problem of selecting the optimum value for (J. ( c) 
SELECTION OF (J FOR MULTISCALE PROBLEMS
The choice of the value of (J, for an edge operator, determines the size scale of the features that can be represented by the extracted edges. Small values of (J is suitable for extracting edges of small features, while large values of (J can be used to extract large scale edges. According to scale-space theorem, (J is a meaningful measure of scale [4, 11] . For a noise corrupted image, small values of (J results in a large number of bright pixels due to the noise, and also large values of (J produces large number of bright pixels, due to the increase in the extracted edge size. The "best" edge image should have the least number of bright pixels that are generated from noise, and also the sharpest possible edge. This image corresponds should thus have the smallest number of bright pixels, which sets The minimum intensity average criterion as the basis for selecting the optimum value of (J.
In a multiscale problem, a plot of the intensity average of a normalized edge image vs. the parameter (J contains multiscale information about behavior of edges. The number of local minima in the intensity average curve indicates the number of scales that exist. The existence of local minima at some scales in the intensity average curve guarantees the existence of objects at that scale. Examples of the intensity average curves of images in Figures 4-a and 4 -f are shown in Figure 5 . The x-axis of Figure 5 is displayed in logarithmic scale in accordance with scales in nature which usually exhibits exponential scales. For a "clear" image, as shown in Figure 4 -a, there is only one minimum point in the intensity average curve as shown in Figure 5 -a. This point represents the scale of the ellipsoid in Figure 4 -a. On the other hand, for a noisy image in Figure 4 
FLAW ENHANCEMENT PROCESS
In this paper, the first step in flaw detection is to obtain a flaw image by subtracting a reference image from the x-ray image. A model generated reference image is used here in the subtraction process. In dealing with experimental radiographs, the reference image should be registered with respect to the real image, and this is done using local or global registration techniques as explained in [12] . After subtraction, the edge enhancement process is then performed by convolving the flaw image with a pair of GWIMV directional difference masks with the optimum 0' selected based on the minimum intensity average criterion. Once a suitable edge image is obtained, a filling process then fills up all pixels surrounded by edges with the nearest local maximum pixel value. Hence the enhanced flaw in the image is usually larger than the original flaw itself because edge pixels are included in the enhanced flaw. An example of the enhanced flaw image compared to the original flaw image is shown in Figure 6 .
RESULTS

The probability of detection calculation
In order to evaluate the flaw enhancement process, the probability of detection of the flaw (POD) in the enhanced flaw image is compared with the POD of the original flaw image. The POD calculation, in this paper, is based on the Bayes classification. By considering the histograms of flaw pixels and background pixels, a threshold value satisfying the Bayes optimal decision rule is selected which results in the minimum classification error. In the original flaw image, due to the large number of background pixels relative to the number of flaw pixels, the background pixel histogram usually obscures the peak of the flaw pixel histogram. Therefore, the POD calculation is limited to a predefined window around the flaw. The POD of the original flaw image is calculated as the number of correctly classified flaw pixels divided by the number of total flaw pixels. Using the same decision rule, the POD of the enhanced flaw image is calculated as the number of correctly classified flaw and edge pixels divided by the number of total flaw and edge pixels. For both original and enhanced flaw images, the probability of error (POE) is defined as the number of misclassified pixels divided by the number of total pixels in the area of consideration.
Experimental Results
Simulated x-ray images of size 256 X 128 pixels of an object with spherical flaws embedded in three locations, shown in Figure 7 , were used in this experiment. The flaw diameters varied from 1 to 5 mm. Histograms of 10 x-ray images with the same flaw size and different noise sequences were used to calculate each of the POD and the POE values. The POD and POE curves of flaws at location A, Band C are displayed in Figure 8 . As shown, when the flaw size is very small, the POD of both original and enhanced flaw images is very low and the POE of enhanced flaw images is relatively higher than that of the original flaw images. This is due to the fact that the apparent size of a flaw is very small relative to the size of the area of consideration and also that the flaw contrast is very low. As flaw size increases, the POD of the enhanced flaw image increases significantly faster than that of the original flaw image, while the POE reduces rapidly. The POD and POE of both original and enhanced flaw images tend to converge to 1 and 0 respectively with the increase of flaw size, and the results of the enhanced flaw image are still superior to those of the original flaw image.
CONCLUSIONS
A new technique for detecting and enhancing flaws in x-ray images is presented. The method depends on a Gaussian weighted image moment vector operator for extracting object edges at various scales. The scaling parameter u of the Gaussian weighted image moment vector operator is automatically selected based on the minimum intensity average criterion to ensure detection of object edges. Resultant edge images indicate that the method is very robust and sensitive even for a low contrast flaw embedded in noisy x-ray images. Preliminary results using simulated x-ray images have shown that this technique significantly improves the probability of detection of flaw and also reduces the probability of error.
