This document briefly describes the Black-Box Multi-Objective Optimization Benchmarking (BMOBench) platform. It presents the test problems, evaluation procedure, and experimental setup. To this end, the BMOBench is demonstrated by comparing recent multi-objective solvers from the literature, namely SMS-EMOA (Beume et al., 2007) , DMS (Custódio et al., 2011) , and MO-SOO (Al-Dujaili and Suresh, 2015).
Test Problems
One-hundred multi-objective optimization problems from the literature are selected.
1 These problems have simple bound constraints, that is to say, X = [l, u] ⊂ R n , where u l. Table 1 presents a brief list of these problems with number of dimensions/objectives. In order to have a better understanding of the algorithm strength/weakness, the benchmark problems are categorized (wherever possible) according to three key characteristics, namely dimensionality: low-or high-dimension decision space, separability: separable or non-separable objectives, and modality: uni-modal or multi-modal objectives. Each of these attributes imposes a different challenge in solving an MOO problem (Huband et al., 2006) .
Evaluation Budget
MO-SOO is a deterministic algorithm producing the same approximation set in each run of the algorithm for a given problem, whereas the approximation sets produced by the compared stochastic algorithms: DMS and SMS-EMOA can be different every time they are run for a given problem. In practice, stochastic algorithms are run several times per problem. To this end and to ensure a fair comparison, given a computational budget of v function evaluations per run, the stochastic algorithms are allocated 10 runs per problem instance. On the other hand, the deterministic algorithms are run once per problem instance with the accumulated 10 × v function evaluations.
In our experiments, the evaluation budget v is made proportional to the search space dimension n and is set to 10 2 ·n. The overall computational budget used by an algorithm on BMOBench is the product of the evaluation budget per run, the number of problems, and the number of runs per problem. (Hadka, 2012 ) (for more details, see Knowles and Corne, 2002; Coello et al., 2002) .
With n = 2, for instance, the overall computational budget used by MO-SOO on BMOBench is 10 3 · 2 · 100 · 1 = 2 × 10 5 function evaluations. Each of the other algorithms uses also a computational budget of 10 2 · 2 · 100 · 10 = 2 × 10 5 function evaluations.
Benchmark Procedure
Similar to (Brockhoff et al., 2015) , a set of targets are defined for each problem in terms of four popular quality indicators (Knowles et al., 2006; Zitzler et al., 2003) listed in Table 2 . A solver (algorithm) is then evaluated based on its runtime with respect to each target: the number of function evaluations used until the target is reached. We present the recorded runtime values in terms of data profiles (Moré and Wild, 2009) . A data profile can be regarded as an empirical cumulative distribution function of the observed number of function evaluations in which the y-axis tells how many targets-over the set of problems and quality indicators-have been reached by each algorithm for a given evaluation budget (on the x-axis). Mathematically, a data profile for a solver s on a problem class P has the form
where t p,s is the observed runtime of solver s on solving problem p (hitting a target) over a decision space X ⊆ R np . The data profile approach captures several benchmarking aspects, namely the convergence behavior over time rather than a fixed budget, which can as well be aggregated over problems of similar category (see, for more details, Brockhoff et al., 2015) . In our experiments, 70 linearly spaced values in the logarithmic scale from 10 −0.8 to 10 −3 and from 10 −0.1 to 10 −2 were used as targets for I − H , I GD , and I IGD ; and I 1 + , respectively. The I − H , I GD , I IGD and I 1 + values are computed for each algorithm at any point of its run based on the set of all (normalized) non-dominated vectors found so far-i.e., the archive-with respect to a (normalized) reference set R ∈ Ω. We computed the reference set for calculating the quality indicators by aggregating(union) the approximation sets generated by the evolutionary algorithms used in (Custódio et al., 2011) .
As mentioned in the previous section, we aim to provide a fair comparison between deterministic and stochastic solvers and accommodate the multiple-run practice for stochastic algorithms, at the same time. This has been reflected in the evaluation budget allocation (see Section 2). Likewise, we need to adapt the data profiles. To this end, given a problem instance and for each one of the stochastic solvers, we consider the best reported runtime for each target from the solver's 10 runs, rather than the mean value. With this setting in hand, the data profile of MO-SOO at 10 3 function evaluations, for instance, can be compared to that of SMS-EMOA at 10 2 function evaluations.
Results
Figures 1 and 2 show the data profiles of the compared algorithms as a function of the number of functione evaluations used. 
Empirical Runtime Evaluation
In order to evaluate the complexity of the algorithms (measured in runtime), we have run the algorithms on a representative set of the problems. The empirical #f-evaluations runtime/f-evaluation (seconds) DMS MO-SOO SMS-EMOA Figure 3 : A log-log plot visualizing the runtime per one function evaluation (in seconds) of the compared algorithms. All the algorithms were run on a selected set of problems over a set of evaluation budgets, namely BK1, DPAM1, L3ZDT1, DTLZ3, and FES3; with an evaluation budget ∈ {10, 100, 1000} per problem on a PC with: 64-bit Windows 7, Intel Xeon E5 CPU @ 3.20GHz, 16GB of memory. complexity of an algorithm is then computed as the running time (in seconds) of the algorithm summed over all the problems given an evaluation budget (#FE). The results are shown in Figure 3 .
