We define link patterns in a combinatorial way, and construct an action of the extended affine Temperley-Lieb algebra with weight 1 on the complex vectorspace with the link patterns as basis, using a graphical interpretation of link patterns to prove this is a representation. The Wieland theorem shows that the number of fully packed loops on certain domains on the square grid inducing a particular link pattern is invariant under the rotation of that link pattern. We base our proof on that of Wieland himself in [4], using gyration as a key element.
Introduction
Considering a spin chain in statistical physics, one usually wants to find the eigenvectors and eigenvalues of its Hamiltonian. In particular, the groundstate, that is the eigenvector with the smallest eigenvalue, is important. The eigenvectors and eigenvalues are used to describe how the model will evolve in time, using the Schrödinger equation.
It has for long been known that the coefficients in the groundstate of the quantum XXZ spin chain are integers. As was conjectured by Razumov and Stroganov in 2004 [3] , these coefficients seemed to correspond to enumerations of fully packed loops on the square grid. However, this has only been proven in the year 2009 by Luigi Cantini and Andrea Sportiello [1] .
The proof of the Razumov-Stroganov conjecture as presented by Cantini and Sportiello is the main subject of this thesis, using combinatorics to relate the groundstates of the O(1) dense loop model to enumerations of fully packed loops on the square grid. This O(1) dense loop model is described in terms of an action of the extended affine Temperley-Lieb algebra with weight 1 on link patterns on the disc.
The subject for this thesis was suggested by my supervisor Prof. Dr. J. Stokman. I was interested because of the fields involved (representation theory, combinatorics and statistical physics) and because I wanted to know why this particular correspondence between statistical physics and combinatorics existed. The goal of this paper was to get to the bottom of the proof of the Razumov-Stroganov conjecture and to get a intuitive idea why it was true. Although for us the intuitive idea behind the results is not clear yet, I do hope to present a clear extended version of the proof as published by Cantini and Sportiello in [1] .
My thesis is roughly divided into two parts: a chapter with constructions and definitions, and a chapter proving the Razumov-Stroganov conjecture, in the end briefly referring to its context in statistical physics.
In the first chapter, we start with a specific extended affine Temperley-Lieb algebra and construct a representation of it, acting on the complex vectorspace with link patterns as basis. To show this indeed is a representation and to give a more intuitive idea about what link patterns are, we give a graphical interpretation of link patterns, as vertices on the boundary of the disc, connected by non-crossing paths.
In the second section we introduce fully packed loops on a particular kind of graphs. We show how these fully packed loops induce link patterns, and what the domain on which the fully packed loops of the Razumov-Stroganov conjecture live looks like. Finally, we present the conjecture.
In the third section we examine a particular bijection on the fully packed loops called gyration. We use gyration to prove the Wieland theorem as presented by Wieland himself [4] , and some stronger statements concerning other domains than that of the Razumov-Stroganov conjecture. Gyration turns out to be a key element, both in the proof of the Wieland theorem and in that of the Razumov-Stroganov conjecture.
The next chapter starts with a small example to illustrate the statement of the conjecture. After that, a proof of the conjecture is given, based on the proof of Cantini and Sportiello [1] . We will rewrite the statement many times, introducing new notations along the way. We need to do this because the relations we prove are about states for which there is no standard notation. In fact everything we can see in the pictures needs to be written down in some way. Small steps in the proof may look difficult in the notation, while they are trivial if seen in pictures, so many illustrations are included.
Eventually, we briefly relate the Razumov-Stroganov to statistical physics, explaining its relation to the XXZ quantum spin chain for a particular choice of ∆ and quasiperiodic boundary conditions.
Finally, I wish to thank my supervisor Jasper Stokman for guiding me through this project, correcting the pieces I had written during the process, for introducing me to statistical physics, spin chains and knot theory and for his help when I got stuck in the proof.
Theoretical background and definitions
In this chapter link patterns and fully packed loop models will be introduced, as well as some notation that we use in the next chapter to prove the Razumov-Stroganov conjecture.
We use the space of link patterns to construct a representation of the extended affine Temperley-Lieb algebra and a function called the Hamiltonian, which is related to the Hamiltonian of the XXZ spin chain for ∆ = − . The Razumov-Stroganov conjecture gives a connection between fully packed loops and an eigenvector of the Hamiltonian on link patterns, and will be presented after the section on fully packed loops. To conclude this chapter, we define a gyration function on fully packed loops that will play a key role in the proof.
Link patterns and the Temperley-Lieb algebra
First of all, let n ∈ N. Consider the free associative algebra over C, generated by {e i } i∈Z/2nZ and R. For τ ∈ C * fixed, this algebra, quotiented by the two-sided ideal generated by the set {Re i+1 − e i R, e 2 i − τ e i , e i e i±1 e i − e i } i,j∈Z/2nZ ∪ {e i e j − e j e i } i,j∈Z/2nZ:i−j ≡1,−1 , (2.1)
is called the extended affine Temperley-Lieb algebra with weight τ . We will only pay attention to the special case where τ = 1, and to this specific algebra we will refer from now on as the Temperley-Lieb algebra TL(n). We will construct a representation of the Temperley-Lieb algebra on the space of formal linear combinations of link patterns with 2n vertices.
Definition 2.1. A link pattern π of n pairs is a pairing of the indices {1, . . . , 2n}, satisfying the following two conditions. First, the pairing is perfect, i.e. each index is in exactly one pair. Second, for each two pairs, one is of the form (j, k) and the other is of the form (j , k ) such that j < j < k < k or j < k < j < k . We call two pairs with this last property non-crossing. By LP(n) we denote the set consisting of all link patterns of n pairs.
Note that we use unordered pairs: we write (j, k) = (k, j) for all j, k = 1, . . . 2n. In case we need uniqueness of notation, we order each pair (j, k) such that j < k. To simplify our definitions, we interpret the indices 1, . . . , 2n as elements of Z/2nZ. If we want to compare two elements to each other by the relation <, we use their representatives in the set {1, . . . , 2n}. A link pattern π is usually denoted as a set of its pairs, for instance we write π = {(1, 4), (2, 3)} ∈ LP(2) for the link pattern π that pairs 1 with 4 and 2 with 3.
Define C LP(n) as the complex vectorspace with canonical basis elements π ∈ LP(n), that we will denote by |π if considered as elements of C LP(n) . We define a representation ρ : TL(n) → EndC LP(n) , by defining ρ on the generators R and e 1 , . . . , e 2n and linearly extending the resulting maps to TL(n). Let ρ(R) : C LP(n) → C LP(n) act on π ∈ LP(n) as described below, and extend this linearly to the rest of the domain. For π = {(j 1 , k 1 ), . . . , (j n , k n )} ∈ LP(n), let ρ(R)(π) = {(j 1 − 1, k 1 − 1), . . . , (j n − 1, k n − 1)}.
This again yields a link pattern in LP(n), since this clearly produces a perfect pairing by perfectness of π, and if for two pairs (j, k) and (j , k ) we know j < j < k < k or j < k < j < k , then by substracting 1 everywhere we see that the two pairs (j −1, k −1) and (j − 1, k − 1) are non-crossing as well.
The map ρ(R) 2n acts as the identity, because all indices are interpreted modulo 2n. Therefore ρ(R) is invertible with inverse ρ(R) 2n−1 . Let i ∈ Z/2nZ. We define ρ(e i ) :
taking j and j such that (i, j), (i + 1, j ) ∈ π, and extending this map linearly to the rest of the domain. In words, how ρ(e i ) acts on a link pattern is removing all pairs containing i and i + 1, pairing i with i + 1 and pairing the vertices originally connected to i and i + 1 to each other. We see in case i and i + 1 were already in a pair together, ρ(e i ) acts as the identity. It is clear this produces a perfect pairing. Removing pairs does not affect the noncrossing condition, so all that needs to be checked is that the newly added pairs don't conflict it. For the first added pair, (i, i + 1), there does not exist an index k such that i < k < i + 1, so this pair is non-crossing with any other pair. For the other added pair, (j, j ), we need to check that it is non-crossing with any pair (k, k ) ∈ π with k, k = i, i + 1 .
Without loss of generality, k < k . We first suppose that i < k < k . Since k = i + 1, this implies i + 1 < k < k . Note that since π is a link pattern, (i, j) and (i + 1, j ) are non-crossing with (k, k ), so since i, i + 1 < k, both j and j are either smaller than k or bigger than k . This implies (k, k ) and (j, j ) are non-crossing. The case for k < k < i is similar.
Suppose that k < i < k . Since k = i + 1, we know k < i + 1 < k and because π is a link pattern, the pairs (i, j) and (i + 1, j ) are non-crossing with (k, k ). Hence both j and j must be between k and k since i and i + 1 are, so (j, j ) and (k, k ) are non-crossing.
We conclude that both ρ(R) and ρ(e i ) map link patterns onto link patterns, and therefore are well-defined.
To see that ρ indeed is a representation of TL(n), we need to check it preserves the relations of the Temperley-Lieb algebra as described in (2.1). It is possible to show this with the above described formulas, but clearer to see using pictures. Therefore we represent every link pattern as a pairing of 2n counterclockwise indexed vertices on the boundary of the disc.
Take the two-dimensional unit disc D ⊂ C and place 2n counterclockwise indexed vertices 1 = v 1 , v 2 , . . . , v 2n equally spaced along the boundary, where we interpret the indices as elements of Z/2nZ. Now draw n non-crossing paths in this disc, such that each of the boundary vertices is an endpoint of exactly one path. We call such a set P of n paths a path configuration.
Because each vertex is the endpoint of exactly one path, a path configuration P induces a perfect pairing of the set Z/2nZ, where each path from v j to v k corresponds to a pair (j, k). We say two path configurations P and P are equivalent if they induce the same pairing of endpoints and write P for the set of all path configurations quotiented by this relation. on the left and in the middle are equivalent and induce the same pairing π ∈ LP(6), represented by {(1, 2), (3, 10), (4, 5) , (6, 9), (7, 8), (11, 12)}. The path configuration on the right is not equivalent to the other two and induces pairing π = {(1, 12), (2, 3), (4, 11), (5, 8) , (6, 7), (9, 10)} ∈ LP(6).
Lemma 2.2. Suppose we have a perfect pairing of the indices {1, . . . , 2n}, then this pairing is a link pattern if and only if there is a path configuration that induces this link pattern.
Proof. We prove the implication from left to right by induction: suppose that we have proven the claim for a link pattern of m pairs, and take a link pattern π ∈ LP(m + 1). Let (j, k) ∈ π and connect v j and v k to each other with a path through the interior of the disc. This path splits the disc into two parts, both homeomorphic to the disc itself. Taking any other pair (j , k ), both v j and v k are located in the same part of the disc, because of the non-crossing condition and the counterclockwise indices of the vertices. Hence in each part we find at most m pairs to be connected. Because both parts are homeomorphic to the disc, our induction hypothesis shows we can find a path configuration inducing the desired pairing in both parts, yielding a path configuration inducing π. For π ∈ LP(1) we can trivially draw a path configuration inducing this link pattern, because only one path in the disc has to be drawn, so we conclude that for every link pattern there is a path configuration inducing it. Now suppose we have a perfect pairing that is not a link pattern. Without loss of generality there are two pairs of the form (j, k) and (j , k ) with j < j < k < k . But then the path between v j and v k , both being vertices on the boundary of the disc, separates the disc into two parts. Because j < j < k < k , and the vertices are indexed counterclockwise, v j is in one of these parts and v k is in the other. Any path connecting them must intersect the path between v j and v k , so no two paths exist that satisfy the claim, and therefore no path configuration inducing this pairing exists. Hence each path configuration induces a link pattern.
Define the map φ : LP(n) → P by mapping π ∈ LP(n) onto a path configuration P π that induces π.
Corollary 2.3. The map φ : LP(n) → P is a well-defined bijection.
Proof. For π ∈ LP(n), the image under φ exists by Lemma 2.2 and is uniquely determined because two path configurations inducing the same link pattern are equivalent. Suppose two link patterns π and π are mapped onto equivalent path configurations, then P π and P π induce the same link pattern, so π = π , proving injectivity. Lemma 2.2 also proves surjectivity, since it shows that each path configuration P induces a link pattern π. Since φ(π) = P for some P inducing π, P is in the image of φ because P ∼ P . So φ is a well-defined bijection.
The inverse of φ is ψ : P → LP(n), mapping a path configuration P ∈ P onto the link pattern it induces. This yields a linear isometry φ : C LP(n) → C P with inverse ψ : C P → C LP(n) , defined on C LP(n) resp. C P by linear extension of the maps above. The graphical equivalent of ρ(R) and ρ(e i ) is described by drawing an annulus {z ∈ C : 1 ≤ |z| ≤ 2} with the already determined vertices v 1 , . . . , v 2n on its inner boundary, and 2n vertices u 1 , . . . , u 2n on its outer boundary, where u i has the same angle as v i with a radius of 2 instead of 1. We draw 2n non-crossing paths inside this annulus, each with endpoints in a unique vertex along the boundary of the annulus.
The action of such an annulus on a path configuration is carried out by glueing the paths in the vertices {v i } i∈Z/2nZ and removing all loops, to obtain a set of n paths, starting and ending in the 2n vertices u 1 , . . . , u 2n , and thereby after rescaling the total disc by a factor 1 2 , forming a path configuration. Indeed, the paths both in the annulus and in the disc were non-crossing and the annulus and disc do not overlap, so after glueing and removing paths they are still non-crossing, so still path configurations.
Because the image of a path configuration P after application of an annulus as described above only depends on the link pattern that P induces, and not on P itself, the action of these kind of annuli on path configurations is well-defined.
In our pictures, we will write j for the vertex that we call v j in the text.
LetR : C P → C P act on a basis element P ∈ P by inscribing P into the annulus where for each ∈ Z/2nZ, a straight path from u −1 to v is drawn, and defineR on C P by linear extension.
We want that ρ(R)π = ψRφ(π). Suppose (j, k) is a pair in π, then we find a path between v j and v k in φ(π). AsR consist of paths from u −1 to v for all , we see that now u j−1 is connected to u k−1 through a path that was glued in the vertices v j and v k . Applying ψ to this path configuration yields a pair (j − 1, k − 1) and we see that this exactly corresponds to the action of ρ(R) on π. (4), and on the right the action ofẽ 3 on φ(π). We see thatẽ 3 leaves all connections unchanged, except for the connections concerning v 3 and v 4 :ẽ 3 connects u 3 and u 4 to each other, as well as the vertices with the indices of the vertices that were connected to v 3 and v 4 in φ(π).
We defineẽ i : C P → C P on P ∈ P by inscribing the path configuration P into the annulus where for each = i, i + 1, a straight path is drawn from u to v . Between u i and u i+1 we draw also a straight line, and between v i and v i+1 we draw a path in the annulus such that it does not cross any of the other paths (this is clearly possible since v i and v i+1 are next to each other). We linearly extend this to the domain C P . Let P ∈ P, thenẽ i P is the path configuration obtained by linking u k to v k for k = i, i + 1, connecting u i to u i+1 and connecting v i to v i+1 . This yields the same link pattern as the application of ρ(e j ) on the link pattern induced by P , hence ρ(e i )π = ψẽ i φ(π).
Notice that in our space P, all path configurations inducing the same link pattern are equivalent. Therefore, two maps α, β : P → P are equivalent if for every path in α, there is a path in β with the same endpoints. This relation is symmetric because both consist of n paths. If we now for instance want to check that ρ(R)ρ(e i+1 ) = ρ(e i )ρ(R), it suffices to check thatRẽ i+1 =ẽ iR because we saw before that φ = ψ −1 . We will use this in the proof of the following theorem. Theorem 2.4. With ρ acting on the generators of TL(n) as prescribed above and linearly extending ρ(R) and ρ(e i ) to C LP(n) , the map ρ : TL(n) → End C LP(n) forms a welldefined representation of TL(n).
Proof. What we need to check is that the relations given in (2.1) are preserved by ρ. This makes ρ an algebra homomorphism an thereby a representation of TL(n). We will prove this using the graphical representation of link patterns we just introduced.
Given a, b ∈ TL(n), we need to know what the composition ρ(a)ρ(b) is. Because φ = ψ −1 as linear maps, this composition equals ψãbφ. The mapãb is carried out by inscribing a link pattern inb, rescaling to the unit disc, removing all loops and glueing all paths. Then we inscribe the resulting link pattern into the annulus ofã, and again rescale, glue paths and remove loops. The same action is carried out by the annulus that we get, if we inscribe the defining annnulus ofb into an enlarged version of the defining annulus ofã on the region {z ∈ C : 2 ≤ |z| ≤ 4}, rescale this to an annulus on {z ∈ C : 1 ≤ |z| ≤ 2}, glue the paths in the vertices on the boundary where both annuli overlap, and remove all loops. We will use this last description to determine compositions. Now that we now how to represent the composition of maps, the rest of this proof will consist of pictures, illustrating the composition of the respective maps and showing their equivalence. Let j ∈ Z/2nZ. and in the middle an annulus that is equivalent to both since the connectivity between endpoints remains the same, proving the relation ρ(R)ρ(e j+1 ) = ρ(e j )ρ(R). On the left the composed annulus ofẽ jẽj+1ẽj and on the right the annulus ofẽ j , which connect endpoints in the same way, proving the relation ρ(e j )ρ(e j+1 )ρ(e j ) = ρ(e j ). It is easy to see that the annulus describing e jẽj−1ẽj is the annulus ofẽ jẽj+1ẽj reflected in the gray line which we extend through the whole annulus. So its annulus is equivalent to the annulus ofẽ j reflected in that line, which is the annulus ofẽ j itself. Hence ρ(e j )ρ(e j−1 )ρ(e j ) = ρ(e j ). These pictures prove the theorem and make ρ a representation of TL(n).
Because ρ preserves all relations of TL(n), we will write a instead of ρ(a) for all a ∈ TL(n).
But e i and R are not the only maps we can define on link patterns. We will later need the adding and closing operators a i : C LP(n−1) → C LP (n) and c i :
, which we will define combinatorially as well. We give definitions for their action on link patterns π ∈ LP(n − 1) resp. LP(n), and define a i and c i on C LP(n) by linear extension. Let i ∈ Z/2nZ and ∈ Z/2(n − 1)Z , both interpreted as their lowest possible representative in the set {1, . . . , 2n}. Define
Then a i (π) := {(i, i+1)}∪{(j + , k + ) : (j, k) ∈ π}. In other words, a i inserts a pair (i, i+1) in the link pattern, thereby shifting the higher indexed vertices two steps ahead. Note that i, i + 1 and all other indices in the new pairs, are interpreted as elements of Z/2nZ. Does this again produce a link pattern? All indices lower than i are preserved, the indices i and i + 1 are newly added and we shift all indices bigger or equal to i by 2, so that by perfectness of π we know the resulting pairing of {1, . . . , 2n} is perfect.
Furthermore, the non-crossing condition still holds: the added pair (i, i + 1) contains two consecutive indices, so it is non-crossing with any other pair. For the other pairs, since we first consider indices modulo 2(n − 1) and after adding 2 we consider them modulo 2n, adding 2 will always make an index bigger. If j < j < k < k holds for two pairs (j, k) and (j , k ), then if we have to add 2 to one of these indices, we also have to add 2 to all higher indices, precisely because they are bigger. Then j + < j + < k + < k + also holds, so the new pairing is still non-crossing. The argument for the case j < k < j < k is analogous and we conclude that a i : LP(n − 1) → LP(n) is a well-defined map.
Note that in fact a 2n−1 = R 2 a 1 , adding the pair (2n − 1, 2n) to the pairing of {1, . . . , 2n − 2}, and a 2n = Ra 1 , shifting the paired vertices {1, . . . , 2n − 2} by one step to obtain a pairing of {2, . . . , 2n − 1} and adding the pair (1, 2n) . Now introduce the closing operator c i for i ∈ Z/2nZ, about which we will later prove that c i a i = id C LP(n) . Instead of adding a pair, c i removes one. Let π ∈ LP(n), then for an index ∈ Z/2nZ, where both and i are interpreted as their representative in the set {1, . . . 2n}:
and such that (i, ) and (i + 1, ) ∈ π and define
In words, c i pairs the vertices originally in a pair with i and i + 1, and then removes the pairs containing i or i + 1, shifting all higher indices two steps down to fill the empty i and i + 1 spots. This yields a perfect pairing of {1, . . . , 2(n − 1)}, because the indices lower than i remain the same, we remove the indices i and i + 1 from the pairing and substract 2 from all indices greater or equal to i.
Adding the pair ( − , − ) does not conflict the non-crossing condition, by the same argument we used to prove that e i was well-defined. Furthermore, if j < j < k < k for two pairs (j, k) and (j , k ) where neither of the indices equals i or i + 1, we only have to substract 2 from one of them, if it is bigger than i + 1. From any smaller index we either have to substract 2 too, or that index is smaller than i and then after having substracted 2 from the bigger index, it is still bigger. Therefore j − < j − < k − < k − so the non-crossing condition still holds. A similar argument holds for the case that j < k < j < k , so we conclude that c i is well-defined. patterns in LP(n) resp. LP(n − 1) are given for i = 4 and n = 3. By slightly deforming the paths, we see that the left annulus is equivalent to the identity annulus on C LP (3) , and the right annulus is equivalent toẽ j on C LP(4) .
As can be deduced from Figure 2 .10, some relations hold between the operators e i , a i and c i , of which we state and prove the two illustrated above.
interpretating e i as the map ρ(e i ) :
Proof. Let i ∈ Z/2nZ and notice that if both the + and − are associated with the same index i, ( + ) − = , and if
This proves the first relation.
For the second relation, let π ∈ LP(n), and first suppose that (
Applying a i to this, we find:
where the last equation holds because (
Applying a i to this yields
This completes the proof of the second relation.
Fully packed loop models
We now introduce a graph on which we will again examine pairings of vertices. Take a planar connected graph G, of which all vertices either have degree two or four, and all vertices having degree two are adjacent to the same external face. Let V be the set of vertices with degree 2 and V the set of vertices with degree 4. Let E be the edges in G that connect vertices in V to each other, and E the other edges of G that we will call boundary edges. We assign to each edge in E ∪ E the color black (b) or white (w), and write deg b (v) resp. deg w (v) for the number of black resp. white edges adjacent to
We denote the set of all fully packed loops on G by Fpl G . If we fix the coloring of the boundary E at some τ ∈ {b, w} E , we define
For a fully packed loop φ, we denote the complement of φ by φ, so an edge in φ is black if and only if that edge is colored white in φ, and vice versa. We use this same notation for boundary conditions τ : we write τ for the boundary with reversed edge coloring with respect to τ .
If considering C F pl G (τ ) , the complex vectorspace with the canonical basis elements φ ∈ Fpl G (τ ), we will denote these φ interpreted as an element of C F pl G (τ ) by φ , to distinguish between the elements of the previously mentioned vectorspace C LP(n) with basis vectors |π .
Apart from looking at fully packed loops in a graph G, we can also observe its faces: let Λ be the set of bounded faces of G. If one of the vertices surrounding α is in V , then we say α is a boundary face. For a fully packed loop φ ∈ Fpl G , we denote φ restricted to the edges surrounding α ∈ Λ by φ| α .
Let
In general, we assume that V (τ ) has an even number of elements, so |V (τ )| = 2m for some natural m, and having specified the vertex with index 1, we label them in counterclockwise order from 1 to 2m.
Let φ ∈ Fpl G (τ ). Each vertex that is not in V (τ ) has exactly two black and/or two white edges in φ, so interpreting the black edges as unoriented paths, we see that a path can only end in V (τ ), and never meets another black path. Hence φ consists of disjoint black paths, either starting and ending in a vertex of V (τ ) or forming a loop. It is clear that each vertex in V (τ ) is the endpoint of exactly one path, so using the labeling of V (τ ), φ induces a perfect pairing of the set {1, . . . , 2n}, pairing j with k if there is a black path in φ between the j th and k th vertex of V (τ ). We claim that such a pairing induced by a fully packed loop φ even is a link pattern on the vertices in V (τ ). Proof. We need to show is that the perfect pairing that a fully packed loop φ induces is non-crossing, i.e. for each two pairs of vertex indices we can write them as (j, k) and (j , k ) such that j < j < k < k or j < k < j < k . Suppose we have a fully packed loop, inducing a pairing for which this is impossible for two particular pairs, then we can write these pairs as (j, k) and (j , k ) such that j < j < k < k . Because the vertices with index j and k both are adjacent to the external face, the path between j and k splits G in two parts, separated from each other by a black line. Since deg b (v) = deg w (v) = 2 for all v ∈ V , this black path intersects no other black path in φ. But j is on one side of the line and k on the other, and G is planar, so j and k they cannot be connected by a black path and we get a contradiction, since we assumed (j , k ) was a pair induced by φ.
By the same argument as we saw for the black edges, the white edges in φ also induce a link pattern on the vertices in V (τ ). We now pay a closer look to a particular version of G that is based on a lattice.
We define the square lattice to the be the infinite graph with vertex set Z × Z, and edges such that each vertex (n, m) is only connected to (n ± 1, m) and (n, m ± 1). Now take a region of the lattice that is determined by a non-intersecting closed path on the dual graph of this lattice. As shown in Figure 2 .12, such a region consists of a set of faces including their surrounding edges E and vertices V , plus the set E of all edges in the square lattice of which exactly one endpoint belongs to V . Add a vertex to the empty end of each edge in E to turn this region into a graph G, and call this set of added vertices V . If we construct a region this way, we refer to it as a lattice region.
To relate such a region G to the general graphs we introduced before, we need to turn it into a graph with only vertices of degree two and four. To this purpose, we index the vertices in V counterclockwise, starting at the vertical leftmost bottom vertex. Clearly the number of edges in E and therefore the number of vertices in V must be even, so we can pair their indices in pairs of the form {2j, 2j + 1}, or in pairs of the form {2j − 1, 2j}. We call these pairings respectively the + and the − pairing. For Γ ∈ ± and a graph G Γ , we can associate each vertex in V with coordinates on the square lattice, using the coordinates of v in the original graph G. We give the nonboundary face that is adjacent to the black leftmost bottom edge with index 1 parity +, and assign to the other non-boundary faces parities according to the following rules: all faces sharing an edge have opposite parity, and all faces sharing a vertex but not an edge have the same parity.
The set of bounded faces of a lattice region G is denoted by Λ and the set of bounded faces of G Γ is denoted by Λ Γ . Note that Λ = Λ + ∩ Λ − . If α ∈ Λ Γ is a boundary face, i.e. one of the vertices of α is a boundary vertex, then we assign parity Γ to α.
Furthermore, for any lattice region G, we can examine fully packed loops before glueing the domain. These are defined exactly the same way: a fully packed loop φ on G is a configuration φ ∈ {b, w}
We denote the set of all fully packed loops on a lattice region G by Fpl G and write Fpl G (τ ) for the set of fully packed loops such that φ| E = τ , as before.
However, instead of observing link patterns on the vertices in V (τ ) after glueing the lattice region, we can observe the link patterns induced on the boundary vertices V of a lattice region G before glueing: as long as the number of black (and therefore also white) boundary edges is even, a fully packed loop on G induces a black (resp. white) link pattern on all vertices in V adjacent to black (resp. white) boundary edges.
Index the vertices of V adjacent to a black boundary edge in G in counterclockwise order, starting at the leftmost black bottom vertex. We write π b (φ) for the black link pattern that φ induces on these vertices in V . Equivalently, indexing the vertices of V adjacent to a white boundary edge in counterclockwise order, starting at the leftmost white bottom edge, we write π w (φ) for the induced white link pattern on the vertices in V . Since we often consider only black link patterns, we will write π(φ) for π b (φ).
If we want to consider fully packed loops on the glued version G Γ of a lattice region G, we write Fpl G Γ and Fpl G Γ (τ ) for respectively the fully packed loops with and without boundary conditions τ . If φ ∈ Fpl G Γ (τ ) and |V (τ )| is even, we denote the black link pattern induced on V (τ ) by π Γ (φ). If φ ∈ Fpl G (τ ), we define π Γ (φ) as the black link pattern induced on V (τ ) by φ after glueing with the Γ-pairing.
Based on the link patterns, we introduce the linear operator Π :
for τ such that |V (τ )| = 2n, defined by mapping ||φ onto the black link pattern |π(φ) = |π b (φ) it induces, and extending this linearly to the rest of the domain. We will now define for each face α ∈ Λ Γ an operator
+1 if φ| α consists of two horizontal black and two vertical white edges −1 if φ| α consists of two vertical black and two horizontal white edges 0 otherwise.
Note that a boundary face usually consists of at most three edges and therefore we rarely find that N α (φ) = 0 for a boundary face α ∈ Λ Γ . This can only occur in case we have to glue the two edges adjacent to a concave turn in the boundary: then the face resulting from glueing is just the face of the square lattice containing both these edges, as illustrated in Figure 2 .12.
In addition we define the linear operatorÑ α :
The region that occurs in the Razumov-Stroganov conjecture is even of a more specific form: having fixed a natural n, we define the RS-domain as the lattice region, consisting of the square subgraph of the square lattice from (1, 1) to (n, n) plus the edges and vertices adjacent to it. In other words, we define the RS-domain as (V ∪ V , E ∪ E ), where V is the set of vertices with coordinates (i, j) such that 1 ≤ i, j ≤ n, E is the set of edges of which both endpoints belong to V , E is the set of edges of which exactly one endpoint belongs to V , and V is the set of endpoints of the edges in E that are not in V . This is illustrated in Figure 2 .13. We obtain the version with only degree 2 or 4 edges by glueing according to the + or the − pairing. Which pairing we use will depend on the context.
The standard boundary conditions we assign to the RS-domain are alternating, i.e. we color the edges alternately black and white, and we write these boundary conditions as τ = + or τ = −, depending whether the leftmost vertical edge at the bottom of E is black or white. Some properties we will prove about the RS-domain are shared by the boundary conditions + and −, and to indicate any of the two we will then write ±. If not indicated otherwise, we assume pairing +.
Using boundary conditions τ = + and specifying the leftmost black bottom vertex as the starting point of the indices on V (τ ), then the fully packed loops on the RS-domain induce exactly the same link patterns as their glued equivalents on the glued RS-domain with pairing Γ ∈ {±}.
By Fpl we indicate the set of fully packed loops on the RS-domain. Strictly speaking, these fully packed loops depend on the natural number n we used to determine the region of the square lattice, but since we will fix this number n throughout all proofs, we leave it out in the notation. The set of fully packed loops on the RS-domain with boundary conditions τ is denoted by Fpl(τ ). If we want to observe fully packed loops on the RS-domain, glued with pairing Γ, we write Fpl Γ (τ ) resp. Fpl Γ for the set of fully packed loops with resp. without boundary conditions τ . α β γ After introducing a last bit of notation, we will now finally be able to state the Razumov-Stroganov conjecture. Fix a natural number n, let Ψ(π) be the number of configurations φ ∈ Fpl(+) that induce the link pattern π ∈ LP(n), and write |s for the sum φ∈F pl(+) |π(φ) = π∈LP(n) Ψ(π)|π in C LP(n) . Since we will not change our choice of n concerning these formulas, in our notation |s and Ψ we leave out the variable n.
With the above notation, the Razumov-Stroganov conjecture is stated as follows:
e j |s = 2n|s .
The proof was found by Cantini and Sportiello [1] in 2009, using a powerful bijection on fully packed loops called gyration. This map is introduced in the next section. We will prove some important properties of gyration functions.
Gyration
On fully packed loop models, we define a bijection G called gyration, using auxiliary gyration functions H + and H − . We will first give a general definition and then restrict to the case of the RS-domain to prove the Wieland theorem, that shows G forms a bijection between fully packed loops inducing link pattern π and fully packed loops inducing Rπ.
Take a lattice region G and let α be an even face of Λ + , i.e. α is a bounded face of G + of even parity. Define the map H α that sends a fully packed loop φ in Fpl G Γ to a configuration φ ∈ {b, w} E∪E , where
and (H α φ)|β = φ| β if the face β ∈ Λ + shares no common edge with α. Define H + as the function that performs H α for all faces of even parity at the same time. For the RS-domain, this yields a well-defined function from Fpl to itself, mapping Fpl + (τ ) onto Fpl + (τ ) for any boundary conditions τ . But as it turns out, H + does not reverse the boundary of all lattice regions G with boundary conditions τ and pairing Γ. Definition 2.9. We call a pair (G, τ, Γ) valid, if for any face α of parity Γ at a concave turn of the boundary of G Γ , both edges of α in τ are of the same color.
Note that if (G, τ, Γ) is valid, then (G, τ , Γ) also is. Furthermore, because the boundary of the RS-domain has no concave turns, it forms a valid triplet with any boundary conditions or pairing.
Lemma 2.10. The map H + : Fpl G + → Fpl G + as defined above is a well-defined bijection and if the triplet (G, τ, +) is valid,
Proof. We first check that H + is well-defined. Note that the edges of all faces of parity + cover the edges of G Γ , and that no two even faces have a common edge. Since the action of H α only affects edges of faces directly adjacent to α, H α H β = H β H α if α and β have no edges in common, so the order in which we apply H α for all even squares α does not matter.
Take a fully packed loop φ ∈ Fpl G + and a vertex v ∈ V . There are exactly two white and two black edges in φ adjacent to v.
If the two white edges are in a face α of even parity and the two black edges are in another face β of even parity, then N α (φ) = 0 = N β (φ), so both H α and H β switch the colors of the edges of α and β. Since these are the only components of H + affecting the edges adjacent to v, and H + switches the colors of all edges adjacent to v, so that after application of H + , v still has two adjacent black and two adjacent white edges.
If both faces of even parity adjacent to v contain a black and a white edge to v, then whether we switch the colors in any of these even squares or not, in both faces the number of black and white edges to v stays the same.
Since the vertices v ∈ V satisfy the condition deg b (v) = 2 = deg w (v) in H + φ if φ is a fully packed loop, H + is well-defined as a map from Fpl G + → Fpl G + .
To see that H
is valid, we determine how H + acts on the boundary. Because by definition all faces α ∈ Λ + that are on the boundary have even parity, H + acts on all of them. Suppose for a boundary face α that H α does not map φ| α onto φ| α . Then N α (φ) = 0, which is only possible at a concave turn of the boundary, because all other boundary faces have at most three edges. Because the triplet (G, τ, +) was valid, the boundary edges of a square at a concave turn of the boundary are of the same color, so N α (φ) = 0, which is a contradiction.
From the definition, it is clear that H + is an involution, hence bijective.
If the edges in τ of a face α at a convex turn would differ, we cannot exclude the possibility of fully packed loops φ such that N α (φ) = 0, and then H Γ may map onto the wrong set of fully packed loops.
By exactly the same argument as for H + , for a valid triplet (G, τ, −) the function
We remark that we often observe fully packed loops on the lattice region G instead of the glued version G Γ . To apply H Γ to such a fully packed loop, we need to glue the boundary vertices according to Γ, apply H Γ and split the glued vertices to obtain a fully packed loop in Fpl G again. By Lemma 2.10, this corresponds to applying H Γ to the non-boundary faces in Λ Γ and reversing the color of the edges that would have been edges of a boundary face if we observed them in G Γ . We will often skip the glueing and splitting steps in our illustrations and arguments and work with this last interpretation of H Γ .
This allows us to define gyration on a lattice region G by G := H − H + : Fpl G → Fpl G , splitting and glueing the vertices inbetween the application of H + and H − or using the interpretation of H Γ on lattice regions. Since G is the composition of involutions, it is a bijection. Moreover, for two valid triplets (G, τ, +) and (G, τ , −), by Lemma 2.10, G| F pl(τ ) : Fpl(τ ) → Fpl(τ ) is a bijection as well. This bijection has a very special property, as we will see in the Wieland theorem.
Recall that by a + we denote the alternating boundary conditions where the leftmost bottom vertex is colored black. Theorem 2.11. Let Fpl π b ,πw, be the subset of Fpl(+) for which all φ in it induce link pattern π b on the black endpoints and π w on the white endpoints, and the total number of cycles is . Then G forms a bijection between the sets Fpl π b ,πw, and Fpl Rπ b ,R −1 πw, .
Proof. Note that the theorem restricts to fully packed loops on the RS-domain. However, in the proof we will also encounter properties that hold on more general lattice regions.
Let (G, τ, Γ) be a valid triple and take φ ∈ Fpl G Γ (τ ). We will see that gyration preserves some of the connections between vertices. To make this concrete, we define fixed vertices. Definition 2.12. A vertex v ∈ V is called Γ-fixed if the faces of parity Γ containing its two adjacent black edges in φ are distinct.
Note that actually we should say a vertex v ∈ V is Γ-fixed for a fully packed loop φ ∈ Fpl G Γ (τ ), because whether v is Γ-fixed depends on the colors that φ assigns to its adjacent edges. Because we have chosen a fixed fully packed loop φ, we leave the this out in the notation. Note that if we would replace the word 'black' in the definition by 'white', we would find exactly the same set of Γ-fixed vertices: for v Γ-fixed, in each of the two adjacent faces of parity Γ exactly one of the two adjacent edges of v is black, so the other edges must be white. Furthermore, a vertex v is Γ-fixed if and only if a black (or equivalently, white) path moves in v from one face of parity Γ to another.
The following lemma yields an important property of fixed vertices.
Lemma 2.13. Two Γ-fixed vertices are connected by a black (respectively white) path, if and only if they are connected by a black (respectively white) path after application of H Γ .
Proof. First note that H ± is an involution, so proving the lemma in one direction implies the converse. Consider two connected Γ-fixed vertices u and v. Since H ± acts equivalent on black and white edges, we can assume without loss of generality that u and v are connected by a black path. First suppose that the path between u and v only passes through non-fixed vertices: then the path never moves to another face of parity Γ by our last remark on fixed vertices.
Let α be the face of parity Γ around which u, v and the path between them are arranged. We check for each possible face of parity Γ, that either it never contains two Γ-fixed vertices, or application of H Γ produces a new black path between u and v.
Suppose α is not on the boundary, or at a concave turn on the boundary so that it has four edges. For such a face only four different configurations (up to rotations) of φ| α are possible. In all of these, as is shown in Figure 2 .15, two Γ-fixed vertices are connected by a black path if and only if they are connected by a black path after application of H α (which is how H Γ locally acts on a face α of parity Γ). If α is on the boundary and has two edges, then one of the two vertices around α is in V , hence is not fixed, so such a square could never contain two Γ-fixed vertices.
If α is on the boundary and has three edges of which the two on the boundary are both black, then since the two vertices of α in V are Γ-fixed, we need that the third edge is white, otherwise the black path from one of the Γ-fixed vertices would not move out of the boundary face. Application of H Γ reverses the colors, and turns the white edge between u and v into a black edge, hence a black path, between them. If the two boundary edges of α are white, by a similar argument, application of H Γ yields a black path through the boundary edges that were previously white.
If α is on the boundary and has three edges of which the two on the boundary differ in color, then either the white edge or the black edge leads to a Γ-fixed vertex in V , but not both, since the only edge of α that is in E must be black or white, leading either the black path or the white path along the same square of parity Γ. We see on the left that if the two boundary edges of α are of the same color, the third edge must be of a different color, otherwise the black path does not move to another face of Γ-parity. On the right, we see that the dashed edge yields either a Γ-fixed vertex on the left or on the right, depending whether it is black or white, but not both at the same time.
So two Γ-fixed vertices connected by a black path of non-fixed vertices, are still connected by a black path of non-fixed vertices after application of H Γ . Now assume the path between u and v does contain Γ-fixed vertices. Split this path at each fixed vertex to obtain a set of paths that start and end in fixed vertices, but only contain non-fixed vertices inbetween, and together connect u to v. For each of these individual paths, we know by what we just showed that after application of H Γ there is still a path connecting their start and endpoint. Glueing together these paths produces a path between u and v after application of H Γ . We conclude that if two Γ-fixed vertices are connected by a black path, then they are also connected by a black path after application of H Γ , and by the remarks made at the beginning of this proof, the lemma follows.
This lemma shows that H Γ does not change the connections between the Γ-fixed vertices. We will see that each boundary face contains a Γ-fixed vertex, so after that, all that is left to do is to determine how the endpoints of the paths move on the boundary.
Let φ ∈ Fpl G Γ (τ ) still be the fully packed loop we fixed at the beginning of this proof. Recall that V (τ ) was the set of boundary vertices of G Γ with one black and one white adjacent edge. Take v ∈ V (τ ) and notice that in the case of the RS-domain, that has an alternating boundary, glueing with pairing Γ produces a set V (τ ) containing all boundary vertices. Proposition 2.14. The fully packed loop φ ∈ Fpl G Γ (τ ) and H Γ φ ∈ Fpl G Γ (τ ) induce the same link pattern on the vertices in V (τ ) in G Γ .
Proof. Let v ∈ V (τ ) and take the unique boundary face α ∈ Λ Γ that contains v. If α has four surrounding edges, it is at a concave turn of the boundary, so validity of the triplet (G, τ, Γ) implies that the two edges adjacent to v are of the same color. But this contradicts the assumption that v ∈ V (τ ), so α has at most three surrounding edges.
Let e be the edge that separates α from the other faces in Λ Γ . Because α is a boundary face and has less than four edges, this edge is unique.
Since v ∈ V (τ ), it has one black and one white edge. If these edges lead to the same point, i.e. α is surrounded by two edges, then we are at a convex corner of the boundary, so that the paths can only move into another face of parity Γ, making the vertex of α that is in V a Γ-fixed vertex. Reversing the colors of the edges of α, as H Γ does, is of no influence on the connection between the fixed vertex and v, because there is a black as well as a white edge between them.
If the black and white edge of v do not lead to the same vertex, then α has three surrounding edges. Then exactly one of its adjacent vertices is a Γ-fixed vertex as we saw before, connected to v by a black and white path on the edges of α. Application of H Γ reverses the colors of these edges and therefore results again in a black and a white path from v to the Γ-fixed vertex.
This yields, together with Lemma 2.13, that the connections through black paths between the vertices of V (τ ) are preserved by H Γ , so that H Γ φ induces the same link pattern on V (τ ) as φ.
We now continue our proof on the RS-domain. Our previous analysis shows that H Γ maps paths onto paths and not onto cycles, and since H Γ is an involution this also implies cycles must be mapped onto cycles.
Knowing that the connections inbetween the Γ-fixed vertices and between the Γ-fixed vertices and the boundary vertices of G Γ are preserved, we now analyse how the endpoints of the paths on the RS-domain move if we glue the vertices according to the pairing +, apply H + , glue the vertices according to the pairing − and apply H − , which is how we defined G. Note that the endpoints of paths are in V and therefore any face in Λ Γ containing an endpoint is a boundary face.
If we first pair the boundary vertices according to the + pairing, apply H + and then split the glued vertices again, the black edges move one edge clockwise and the white edges move one edge counterclockwise, because H + reverses the boundary conditions and in each even boundary face, the black boundary edge precedes the white one in clockwise order since we paired the vertices by the + pairing.
But glueing the boundary τ = − according to the − pairing, applying H − and splitting the glued vertices, again moves the black edges one edge clockwise and the white edges one edge counterclockwise on the boundary. This happens because using the opposite pairing on the reversed alternating boundary exactly produces boundary faces where the black edges again precede the white edges in clockwise order, so that switching them with H − moves the black and white edges in the same direction as before.
So H − H + applied to φ, moves the black boundary edges two edges (hence one black edge) in clockwise direction, and moves the white boundary edges two edges (hence one white edge) in counterclockwise direction. Together with the connectivity between fixed vertices, this proves that G(φ) induces the black link pattern Rπ b (φ) and the white link pattern R −1 π w (φ). This leaves us with the case of cycles: if a cycle contains a Γ-fixed vertex, then by Lemma 2.13, H Γ maps this cycle onto a single cycle of the same color. However, if a cycle does not contain a Γ-fixed vertex, then it is contained in a single face of parity Γ. The only possible configuration of the edges of that face is that all edges are of the same color. Then H Γ reverses colors, resulting again in a cycle consisting of the four edges of that face.
Hence although the number of cycles of a specific color is not preserved, the total number of cycles is, since H Γ maps each cycle onto exactly one cycle. So G = H − H + also preserves the number of cycles.
This implies that G(Fpl π b ,πw, ) ⊂ Fpl Rπ b ,R −1 πw, . For G −1 = H + H − , essentialy the same argument applies. Since we now first apply H − and then H + , the endpoints of white paths will move clockwise and the endpoints of black paths will move counterclockwise. This results in
Note that if we choose φ ∈ Fpl(−) instead of Fpl(+), the same argument applies, but since the boundary conditions are reversed the paths will move in the other direction, leading to a bijection from Fpl π b ,πw, onto Fpl R −1 π b ,Rπw, .
The Razumov-Stroganov conjecture
We first recall what the conjecture of Razumov and Stroganov was and slightly rewrite it. Next, we compute a small example of the case for n = 3, using the rewritten version of the equation. After that, a proof is given, based on the proof by Cantini and Sportiello in [1] . Finally, we briefly comment on the conjecture in relation to physics.
The conjecture
Recall that Ψ(π) is the number of configurations φ ∈ Fpl(+) that induce the link pattern π ∈ LP(n), and that we write |s for the sum φ∈F pl(+) |π(φ) = π∈LP(n) Ψ(π)|π in
. Since we will not change our choice of n throughout this chapter, in our notation |s and Ψ we leave out the variable n.
The sum
2n j=1 e j is the Hamiltonian of the O(1) dense loop model from statistical mechanics, and is related to the Hamiltonian of the XXZ quantum spin chain for ∆ = 1 2 , which will be discussed at the end of this chapter. As we proved in the Wieland theorem, gyration forms a bijection between the fully packed loops inducing link pattern π and the fully packed loops inducing link pattern Rπ, where we write R for ρ(R) : C LP(n) → C LP(n) as defined before. Therefore, Ψ(π) = Ψ(Rπ), and using that RLP(n) = LP(n), we find
Recall that R interpreted as ρ(R) was invertible with inverse R 2n−1 . We use the relation Re j+1 = e j R to rewrite each term in the summation 2n j=1 e j as e j = Re j+1 R −1 and inductively, since R 2n = 1, we find R k e j R −k |s , for any j ∈ {1, . . . , 2n}. Using that R|s = |s , we find
k=0 R k e j |s and 2n−1 k=0 R k |s = 2n|s . So we can rephrase the theorem as follows:
An example
We will work out an example where n = 3. Given six vertices, there are two different link patterns possible (up to rotations), of which the graphical interpretation is shown in Figure 3 .1. We want to check for any j that 5 k=0 R k (e j − 1)|s = 0, so say j = 1. We need to determine how e 1 acts on LP (3): using the graphical interpretation, we find that e 1 acts as the identity on π and π , and further maps Rπ and R 2 π onto π and Rπ onto π. So, e 1 |s = 3|π + 4|π , hence since R 2 π = π and R 3 π = π, 
The proof of the Razumov-Stroganov conjecture
In this proof, we will keep rewriting 2n−1 k=0 R k (e j − 1)|s , splitting it into components of which we can prove they are zero. The first steps in this direction are the following lemma and corrollary.
Recall the remark, that the action H Γ on a fully packed loop on a lattice region G corresponds to reversing the colors of the edges that would have been edges of boundary faces in H Γ , and applying H Γ to all non-boundary faces of parity Γ. In the following lemma, we will interpret H Γ his way, and with H Γ also G.
Recall that Fpl(+) was the set of all fully packed loops on the RS-domain with boundary conditions τ = +. Let φ ∈ Fpl(+) be a fully packed loop. Denote the orbit of φ with respect to the action of G = H − H + by O(φ) and write Fpl(+, O(φ)) for the set of φ ∈ Fpl(+) such that φ ∈ O(φ). Let Λ be the set of all bounded faces of the RS-domain. Proof. Let β be a face of Λ. Define the mapH β : Fpl(+) → Fpl(+) on φ ∈ Fpl(+) by
and (H β φ)| γ = φ| γ if β and γ have no edges in common. Notice thatH β only switches the colors of faces β that have at each vertex a black and a white edge in β, so that H β maps fully packed loops onto fully packed loops. The boundary is not affected by any H β because the boundary edges E are not contained in the edges of the faces of Λ. Therefore,H α maps Fpl(+) onto itself, and is an involution. Now defineH + by applyingH β to all β ∈ Λ of even parity, forming a mapH + : Fpl(+) → Fpl(+). Equivalently, the mapH − that appliesH β for all β in Λ of odd parity, maps Fpl(+) onto Fpl(+).
It is clear that taking the complement of a fully packed loop twice produces the original fully packed loop. SoH −H+ equalsH −H+ . ExaminingH + φ we notice that this corresponds exactly to the map H + as defined on a lattice region. Likewise,H − φ corresponds to H − φ, so the composition equalsH −H+ = H − H + = G, interpreting G as gyration acting on the fully packed loops of a lattice region. We know that G is a bijection of Fpl(+), so G is of finite order, and therefore the orbit O(φ) under G is finite for each φ ∈ Fpl(+).
Consider two adjacent faces in Λ sharing a horizontal edge e. Since they are adjacent, their parities differ, so let α be the face of even parity and β the face of odd parity. We claim that for any φ ∈ Fpl(+):
First suppose that this claim holds: sinceH + is a bijection from Fpl(+) to itself, we knowH + (Fpl(+)) = Fpl(+), so for α ∈ Λ:
So if we find a face α ∈ Λ for which the lemma holds, then by the claim it also holds for all faces β ∈ Λ sharing a horizontal edge with α.
Let the face α ∈ Λ be adjacent to the external face. Assume without loss of generality that α is of even parity and that it shares a horizontal edge with the external face, and let φ ∈ Fpl(+).
Define the string
. .) in the alphabet {0, 1, −1} and the string µ(φ) = (φ e , (Gφ) e , (G 2 φ) e , (G 3 φ) e , . . .) in the alphabet {b, w}, where φ e denotes the color of the edge e in φ. BecauseH − acts trivially on the boundary and α is of even parity, the image of φ under G is determined by the image of φ under H + .
BecauseH + reverses the colors of the edges of α exactly when N α (φ) = ±1, and H − acts trivially on α, the +1 resp. −1 terms in µ(φ) correspond to inversions from black to white resp. from white to black in the string ν(φ). Because both strings repeat themselves after a period of length |O(φ)|, the number of times that e turns from black to white equals the number of times e turns from white to black in such a period. That implies the number of +1 terms in a period of µ(φ) equals the number of −1 terms in a period of µ(φ), so that because all other terms are zero,
Knowing that the lemma holds on all faces sharing an edge with the external face, the claim implies the lemma holds on all faces in Λ by induction.
To prove the claim, we use the same argument we used for the faces adjacent to the external face. Recall that we defined e to be the horizontal edge shared by α and β, and let
for φ ∈ Fpl(+), where µ is a string in {b, w}, while ν is a string in {0, 1, −1}.
In this case, we need to distinguish between the odd and even terms of the strings. Suppose µ 2k = µ 2k+1 , then (H + G k−1 φ) e = (G k φ) e , so the action ofH − onH + G k−1 φ has changed the color of e. Because β was of odd parity, N β (H + G k−1 φ) must be unequal to 0, otherwiseH − would have acted trivially on the edges of β, including e. Using that e is a horizontal edge of β, we find as is shown in Figure 3 .3, 
On the right, if e is white and
This implies that the action ofH + on G k φ has changed the color of e, hence N α (G k φ) = 0. Using that e is an horizontal edge of α, we find
Now suppose µ k = µ k+1 , then depending on the parity of k, either the action ofH − onH + G k−1 2 φ (k odd) does not change the color of e so that ν k = N β (H + G k−1 φ) must be zero, or the action ofH + on G k 2 φ (k even) does not change the color of e so that ν k = N α (G k φ) = 0. So for k of any parity, µ k = µ k+1 implies ν k = 0. We conclude that
We know after 2|O(φ)| steps both µ and ν repeat itself. Hence in such a period, inversions b → w at e must occur exactly as many times as inversions w → b at e, by periodicity of µ. Hence in a period of ν, as many +1 terms occur as −1 terms, and since all other terms are zero, we conclude
Notice that sinceH ± are involutions, G −1 =H +H− , so that
Because periodicity of G implies that the orbit under G equals the orbit under
so the claim, hence the lemma, follows.
Define s = φ∈F pl(+) φ . Write LP * (n) for LP(n) quotiented with respect to cyclic rotations and denote equivalence classes by [π] ∈ LP * (n). Write Fpl(+; [π]) for the set of all φ ∈ Fpl(+) that correspond to a link pattern π(φ) ∼ π. Recall from the first chapter that we defined Π : C F pl(+) → C LP(n) , mapping φ onto |π(φ) . Then from the lemma, we deduce the following corrolary: 
Define Sym = R as the cyclic group of order 2n generated by R, and write Sym π for the subgroup of Sym that stabilizes π and Sym π for the orbit of π under Sym, then 
Hence we conclude
By Lemma 3.2, we know the part in round brackets is zero for any π ∈ LP(n), hence 2n−1 k=0 R k ΠÑ α s = 0 for any π ∈ LP(n). This proves the corrollary.
Now that we know that the left sum in (3.1) equals zero, it suffices to show that 2n−1 k=0 R k (e j − 1)|s equals this left sum. We will do this, analyzing subsets of the fully packed loops on the RS-domain where we fix the configuration around one vertex.
To shorten notation, we write n • = n 2 and n • = n 2
. Because the RazumovStroganov conjecture restricts to the case where the boundary conditions are +, the leftmost bottom edge of the boundary E is black, so we find n • black and n • white edges along the bottom row of E . We write α j for the non-boundary face to the right of the vertex with coordinates (2j − 1, 1) (that itself is adjacent to the j th black boundary edge).
For a vertex v ∈ V , we say v is in configuration a, b or c if the four edges surrounding v are colored as in respectively case a, b or c of Figure 3 For x ∈ {a, b, c}, j ∈ {1, . . . n • } and writing φ| (n,m) for the configuration of (n, m) in the fully packed loop φ, we define
Equivalently, we define for x ∈ {a, b, c} and j ∈ {1, . . . , n • }:
The following proposition captures some of the special properties of the gyration functions. We indicate the two above equalities by gyration relations.
Proof. We first consider the case for |s a •,j , so let j ∈ {1, . . . , n • }. As we will later explain in more detail in the rest of this section, if the vertex on the j th position along the bottom row of V is in configuration a, then all other vertices to the right of a along the bottom row of V are in configuration a as well. Therefore, instead of examining the whole RS-domain, we can restrict our attention to the part that is not fixed, of which the boundary τ is determined by the original boundary and the fixed configurations. This domain, that we will call the restricted domain G, is shown in Figure 3 .5. For the pairing Γ = + , the edges adjacent to the only concave turn in the boundary are not in the same pair, so we have no boundary faces of odd parity at a concave turn of the domain and (G, τ, +) is valid, as well as (G, τ , +). Index the vertices in V (τ ) in counterclockwise order, starting in the vertex adjacent to the first black boundary edge. Because the boundary τ alternates, this ensures that the link pattern induced by φ ∈ Fpl G (τ ) is the same as the link pattern π + (φ). The link pattern π + (H + φ) equals the linkpattern π + (φ) by Proposition 2.14. Summarizing,
|π(H + φ) , (3.5) where in the last term we interpret H + as a map of lattice regions. The domain of the last term is shown bottom-left in Figure 3 .6.
To apply H − , a minor modification on the boundary conditions is necessary, because the pairing Γ = − yields a boundary face at a concave turn of the boundary with two different colored edges. Luckily, we can switch the black and white edge at the convex turn just below the concave turn, without changing the set of fully packed loops on the domain. The resulting domain is shown top-right in Figure 3 .6. Write σ for the new boundary conditions, that alternate everywhere except for the black and white edge at the concave turn that are switched.
Index the vertices in V (τ ) in counterclockwise order, starting at the vertex adjacent to the first black boundary edge. For the boundary conditions σ, the pairing − glues together the vertices adjacent to the j th and (j + 1) st black boundary edges. This implies that for the link pattern induced by a fully packed loop φ ∈ Fpl G (σ), glueing the boundary edges according to the pairing − removes the endpoints j and j + 1 from the link pattern π(φ) and connects the vertices previously connected to j and j + 1 to each other. This exactly corresponds to the application of the operator c j to the link pattern induced by φ on the vertices in V . So c j |π(φ) = |π − (φ) for φ ∈ Fpl G (σ). Because the triplet (G, σ, −) is valid, H − again preserves the link patterns on the vertices in V (τ ). Similar to (3.5),
We want to split the glued vertices in the last term to obtain fully packed loops on a lattice region again, but the application of H − has created two new black boundary edges that will become endpoints of black paths if we split the glued vertices, not preserving link patterns. To get rid of these edges, we apply c j−1 to the link pattern induced by φ on G, which produces a link pattern equal to π − (φ) for φ ∈ H − Fpl G (σ). Hence
interpreting H − as a map on lattice regions. The state φ∈F pl G (σ) |π(H − φ) is shown bottom-right in Figure 3 .6. The domains shown at the bottom of Figure 3 .6 are almost equal. After switching the edges at the convex turn, which produces equivalent fully packed loops the domains are the same, up to a rotation of the indices, so that
In combination with (3.5) and (3.6), this yields c j−1 R|s The relations we just proved are called 'gyration relations'. There are three more, which are proved in an equivalent way, but in the following lemma, we only need these two. We first state the last big proposition, so that it is clearer why we would want to prove Lemma 3.6.
From this proposition the theorem would follow, since in Corollary 3.3 we proved the left side of the above equation to be zero.
Proof. We begin the proof immediately with a lemma, that in fact rewrites the proposition again. In this lemma, we analyse how much of a fully packed loop is determined if we fix the configuration of φ around certain vertices. Proof. Given the constraint on φ ∈ Fpl(+) that deg b (v) = deg w (v) = 2 for any v ∈ V , we know that every vertex of V is in one of the configurations a, b or c. In particular this holds for the vertex (2j − 1, 1) ∈ V adjacent to the j th black boundary edge, so we find
Now the boundary conditions + we chose, will tell us a lot about the possible configurations. For example, the leftmost bottom vertex of V is never in configuration a, since its lower vertical edge and left horizontal edge differ in color, and likewise the rightmost bottom vertex of V is never in configuration b. In formulas, we write this as But not only the corner vertices have restrictions: we will find that, given the position of one vertex along the bottom row of V in configuration c, we know the configuration of all vertices along the bottom row of V .
Observing the series of the consecutive configurations of the vertices (1, 1) , . . . , (n, 1) along the bottom row of V , as we just mentioned, the leftmost configuration must be b or c, and the rightmost configuration must be a or c. Suppose both the leftmost and rightmost configurations are not c, then somewhere between the leftmost and rightmost vertex in V the series switches from b to a.
A b never directly precedes an a, since that would be in conflict with the boundary conditions. Indeed, if a vertex (i, 1) ∈ V is in configuration b, then its lower vertical and right horizontal adjacent edge are of the same color. But as the boundary alternates, the next boundary edge will be of a different color than the right horizontal edge of v, which is the left horizontal edge of (i + 1, 1). Since now the left horizontal edge of (i + 1, 1) differs from its lower vertical edge, it can never be in configuration a. This leads to the following equalities: Also, if a vertex (2j, 1) adjacent to a white boundary edge is in configuration c in a link pattern φ for some j ∈ {1, . . . , n • }, then in the associated black link pattern, the j th and (j + 1) th vertex are connected by an arc, as shown in Figure 3 .7. Recalling the action of e j , this implies that e j |π(φ) = |π(φ) , hence All these identities together prove the lemma, but we still need to combine them in the right way. First notice that e j |s •,j , we find after n • − j steps by a change of indices:
We will now examine the last term of this equation. Suppose that n is even, then |s b
•,n• = 0 and n • = n • , so we find:
Suppose that n is odd, then n • + 1 = n • and |s b
•,n• = 0. Expanding the last term of (3.16) using these properties, the second gyration relation and (3.11) we find
which we can add as an extra term to the sum up to n • we already had. Therefore, for any n e j |s
Now we can combine all partial sums using (3.15) to obtain proving the lemma.
We will now concentrate on the term (e j − 1)|s c
•,j . As we saw before, the position of the vertex along the bottom row of V that is in configuration c fixes the configurations around all bottom vertices of V . Hence given the position of the black vertex with configuration c as in |s c •,j , to find all possible fully packed loops we only need to find all possible fully packed loops on the rectangular lattice region in Figure 3 .8.
To determine the boundary of this rectangular lattice, we notice that the vertical edges, adjacent to the j th and (j ± 1) st vertical black boundary edge are black. The rest of the boundary alternates in color, starting with a white edge at the leftmost bottom vertex. Given that the vertex with coordinates (2j − 1, 1) is in configuration c, the vertex (2j − 1, 2) above it can be in configuration b, connecting the black edge with label j + 1 to j as in Figure 3 .9, or in configuration a or c. Denote these states by |s •,j + |x j ) = (e j − 1)|x j . So we can restrict our attention to the state |x j , of which we know that the vertex (2j − 1, 2) is not in configuration b, forcing the right horizontal edge of this vertex to be white. This motivates our next proposition. For a lattice region G, let τ b be boundary conditions, such that the j th black boundary edge is immediately followed by another black boundary edge. Let τ w be the boundary conditions equal to τ b except for the black boundary edges with indices j and j + 1 in τ b , which we color white in τ w , such that the number of black boundary edges in τ b is 2m for some natural m and the number of black boundary edges in τ w is 2(m − 1). Let v and v be the vertices in V adjacent to the two boundary edges that are black in τ b and white in τ w , and e the edge between v and v .
Recall from the second chapter the operator a j : C LP(n) → C LP(n) , inserting the pair (j, j + 1) into the link pattern, and the operator c j :
, pairing the indices that were paired with i and i + 1 in π to each other and removing the pairs containing the indices i and i + 1.
Define states |s b ∈ C LP(m) and |s w ∈ C LP(m−1) :
Proposition 3.7. Simple path reversal With the above definitions, e j |s b = a j |s w , for j ∈ Z/2nZ.
Proof. Let j ∈ Z/2nZ. We prove this lemma through a bijection ξ :
For a fully packed loop φ ∈ Fpl G (τ b ), let ξ(φ) be the fully packed loop in which the colors of the edge e and of the two black boundary edges with indices j and j +1 are reversed, as illustrated in Figure 3 .10. The map ξ is well-defined on fully packed loops and maps Fpl G (τ b ) bijectively onto Fpl G (τ w ), with its inverse given by the map
that again reverses the colors of the edge e and the two black boundary edges with indices j and j + 1. On the left the characteristic part of φ ∈ Fpl G (τ b ) that is fixed and will change with application of ξ, and on the right the image of that part of φ after application of ξ. On all other edges, ξ acts as the identity.
The above figure illustrates that on the level of induced link patterns, application of ξ to φ corresponds to application of the closing operator c j on π(φ): the vertices originally connected to the black boundary edges with indices j and j + 1 are connected to each other by ξ, and the pair (j, j + 1) is removed because the black boundary edges have been replaced by white ones. So c j |π(φ) = |π(ξ(φ)) for all φ ∈ Fpl G (τ b ). Because ξ is a bijection between Fpl G (τ b ) and Fpl G (τ w ),
Recalling that a j c j = id C LP(n) , application of a j on both sides of this equality yields e j |s b = a j |s w , which proves the proposition.
Before we stated the above proposition, we had a state |x j where the restrictions on the edges in configurations contributing to |x j were exactly the same as the conditions on fully packed loops contributing to |s b : in the domain of |x j , we have two consecutive black edges with a white edge connecting them. Then by simple path reversal, e j |x j equals a j |s w . Top left the domain of the state |x j , and on the right the state e j |x j = a j |s w represented by a domain where an extra bottom row with fixed edges is added to relate it to the RS-domain. In the bottom figures, we draw for both states a domain on which the same fully packed loops are possible as on the states above. These bottom states show that the states |x j and e j |x j actually correspond to the configurations φ on the RS-domain for which N α j (φ) = 0.
To determine this term a j |s w , we apply ξ to the restriction of the domain that is shown top-left in Figure 3 .11, followed by an application of a j on the level of link patterns. We can implement this application of a j in our fully packed loop by extending the domain to the state as shown in Figure 3 .11 top-right. Leaving out all fixed configurations that we can deduce from others, leads to the bottom states in Figure 3 .11. Comparing this to the original state space, we see that N α j (φ) = −1 if and only if φ contributes |x j , and N α j (φ) = 1 if and only if φ contributes to e j |x j , where we recall that α j is the face with left bottom vertex (2j − 1, 1). All φ not contributing to these two states of course have N α j (φ) = 0, so we can write 
The Razumov-Stroganov conjecture in physics
In this section we briefly discuss the relation between the Razumov-Stroganov conjecture and statistical physics. The Hamiltonian of the XXZ spin chain is given by onto the complex vectorspace with as basis vectors all possible sequences of 2 n up/down spins: this yields a space of dimension (2 n ) 2 = 2 2n so is equivalent with the space of spins C 2 ⊗2n . Let π be a link pattern, and ord(π) the set of all ordered pairings inducing the same link pattern, so that |ord(π)| = 2 n . For p ∈ ord(π), letp be the vector of up/down spins that has a spin up on the i th position if i is the first element of a pair, and a spin down if i is the second element of a pair. Then the map from C LP(n) onto C 2 ⊗2n maps a link pattern π onto p∈ord(π)p , and acts on C LP(n) by linear extension of this function. This yields an injection, mapping the complex vectorspace of link patterns into a subspace of C 2 ⊗2n . This injection is a braiding operator of the extended affine Temperley-Lieb algebra with weight 1.
This yields the correspondence between statistical physics and the dense O(1) loop model.
A. Populaire samenvatting

Het vermoeden van Razumov en Stroganov
In het jaar 2000 ontdekten Alexander Razumov en Yuri Stroganov een interessant verband tussen statistische fysica en combinatoriek. Het leek erop dat de coëfficiënten van een speciale eigenvector van een natuurkundig model correspondeerden met het aantal manieren waarop bepaalde roosters in te kleuren waren. Tien jaar later vonden Luigi Cantini en Andrea Sportiello het bewijs van hun vermoeden. Voordat we de stelling kunnen geven, moeten we eerst linkpatronen en fully packed loops definiëren.
Laat n ∈ N, en plaats 2n punten, genummerd van 1 tot 2n, op gelijke afstand van elkaar op de rand van de cirkel. Teken n paden tussen deze punten, waarbij de paden elkaar niet kruisen, en elk punt een eindpunt is van precieséén pad. We zeggen dat twee van zulke sets paden equivalent zijn als ze dezelfde punten met elkaar verbinden. De set van equivalentieklassen noemen we linkpatronen. Ieder linkpatroon is dus uniek vastgelegd door de punten die het met elkaar verbindt. Definieer voor i = 1, . . . , 2n een functie e i op de linkpatronen, die de 'matchmaker' genoemd wordt omdat hij verbindingen tussen punten bepaalt: e i verbreekt alle relaties van de punten i en i + 1 en koppelt ze vervolgens aan elkaar. Van de twee punten die nu geen partner meer hebben maakt e i een nieuw paar. De matchmaker e i beeldt een linkpatroon op zichzelf af als en alleen als i en i + 1 samen al een koppel vormen. De andere ruimte waarop de Razumov-Stroganov stelling betrekking heeft, is de ruimte van fully packed loops. Dit zijn kleuringen van de dunne lijnen van stukjes rooster zoals links in Figuur A.3. De uitstekende buitenste lijnen noemen we de randlijnen, en we geven ze een vaste kleur: om en om zwart en wit, waarbij de verticale lijn linksonder altijd zwart is. Een fully packed loop is een kleuring van de dunne lijnen, zodat er op elk kruispunt van twee lijnen precies twee lijnstukjes zwart zijn en precies twee lijnstukjes wit.
We hebben nu 4n randlijnen, waarvan de helft, dus 2n lijnen, zwart is. Doordat elk kruispunt precies twee zwarte en twee witte lijnstukjes heeft, kruisen twee zwarte paden elkaar nooit. Dus als we de zwarte randlijnen nummeren, beginnend in de zwarte verticale lijn linksonder, geeft zo'n fully packed loop eigenlijk ook een linkpatroon, maar dan in een vierkant in plaats van in een cirkel. . . .
is een eigenvector van H n met eigenwaarde 2n.
Kun je zelf de eigenvector van H 2 vinden? En van H 3 ? Hint: het bewijs van Sportiello en Cantini gebruikt de formule van Wieland, die zegt dat Ψ(π) = Ψ(π ) als het linkpatroon π een rotatie van het linkpatroon π is.
