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ABSTRACT 
Various characterizations of line digraphs and of Boolean matrices possessing a 
Moore-Penrose inverse are used to show that a square Boolean matrix has a 
Moore-Penrose inverse if and only if it is the adjacency matrix of a line digraph. A 
similar relationship between a nonsquare Boolean matrix and a bipartite graph is also 
given. 
1. INTRODUCTION 
In a recent paper Kim and Roush [5] study Boolean matrices possessing 
various types of generalized inverses. For one of these types, the Vagner 
inverse, Plemmons [7] had earlier developed a characterization in terms of 
digraphs. In this paper we observe that a characterization of the same kind 
exists also for square Boolean matrices possessing a Moore-Penrose inverse. 
We assume familarity with concepts of graph theory and of Boolean 
algebra. A few less common symbols and concepts in our graph notation are 
explained in the next section. In Sec. 3 the definition and some basic 
properties of line digraphs are given. The corresponding definition of a 
Moore-Penrose inverse appears in Sec. 4. Section 5 contains the main result, 
which is extended to bipartite graphs in the final section. 
2. GRAPH NOTATION 
If the arc a of the digraph D = (v, @) corresponds to the pair (u,, u,), we 
write S(a) = q and T(a) = ui. Furthermore this implies that the vertex ui is 
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adjacent to the vertex oi and conversely that vj is adjacent from v,. Similarly 
the arc a, is adjacent to the arc ai if T(ai)= S(aj), or equivalently we can say 
that ui is adjacent fiorn ui. 
In this note our main interest concerning digraphs is concentrated on the 
analysis of various aspects of adjacency. Obviously adjacency is not affected 
by the eventual existence of parallel arcs, i.e. arcs corresponding to the same 
ordered pair of vertices. We therefore henceforth assume that all digraphs 
are simple. This assumption enables us to identify each arc with an element 
of VXY 
On the other hand we admit any element of TX Cvas an arc, including 
reflexive pairs (v, v), which commonly are referred to as loops. A digraph 
defined in this way is sometimes called a relation [3]. 
By the power set T’(Y) of Y we understand the set of all subsets of ‘V. 
We define a successor function A : V+C?( Y), which maps each vertex v of Y 
onto a set 
A(v)={w:(v,w)&) 
of successors. Similarly the predecessor function B maps v onto the predeces- 
sor set 
B(v)={u:(u,v)E@}. 
The successor function A can be extended over the power set C?(V) by the 
following rule: 
A(S)= U A(v) VSCV. 
UES 
The predecessor function B is extended in the same way. 
3. LINE DIGBAPHS 
The concept of a line digraph was introduced by Harary and Norman [2]. 
DEFINITION 1. The line digraph e(D)=(v(C), a(c)) of a digraph D= 
(V, &) is defined by the following rules: 
(1) V(C)=&. 
(2) (a, b)~&(l?) if an only if arc a is adjacent to arc b in D, where d 
v(C) denotes the set of nodes of E(D) and e(c) its set of arcs. 
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In general we refer to a digraph L as a line digraph if there is a digraph D 
such that L=c(D). 
The following characterization of line digraphs is due to Geller and 
Harary [l]. 
LEMMA 1. A digraph L is a line digraph if and only if f&r any two 
vertices u and v, whenever there is a vertex adjacent to both u and v, then for 
all vertices w, w is adjacent to u if and only if it is ad@cent to 2). 
By use of this lemma we prove the following statement. 
THEOREM 1. A necessary and ,sufficient condition for a digraph L= 
(V, &?) to be a line digraph is that 
ABA(v) =A(v) tlVEls 
REMARK. ABA(v) is to be interpreted as A (B( A( v))). 
Proof. 
Necessity: Assume that L= (v, @) is a line digraph. Let a and b be 
arbitrary nodes in % Then b E ABA(a) if and only if there are arcs (a, x), 
( y, x) and ( y, b). But since L is a line digraph, there exists a digraph D such 
that L=e(D) d an in which T(a) = S(x) = T(y) = S(b). This implies that the 
arc a is adjacent to arc b in D, and hence that (a, b)E@, i.e. bEA( Thus 
ABA(v) cA( v) Vv EY The reversed relation A(v) cABA is trivial, and 
we conclude that ABA(v) = A( v) Vv E y 
Sufficiency: Consider a digraph D- (v, &?) such that ABA(v) =A(v) 
Vu E?T. Assume that D is not a line digraph. Then according to Lemma 1 
there are vertices v, u, and w such that weA( wEA( and x~A(v)n 
A(u) for some vertex XE?T. Now, u~B(x)cBA(v) and wEABA(v), which 
leads to a contradiction, since w @A(v) and A(v) c ABA( v) Vv E % n 
COROLLARY 1. A necessa y and sufficient condition for a digraph L = 
(V, 62) to be a line digraph is that 
BAB(v)=B(v),VvEli 
Recall the definitions of the successor and predecessor functions A and B, 
which both map the power set T(V) into itself, and consider the composite 
function AB : 9( V)+CJ( V). 
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DEFINITION 2. By T we denote the set of successor sets, i.e. T= 
{A(S): SC?~}, and by S we mean the set {B(S): Sc’T} of the predecessor 
sets. A, denotes the restriction of the successor function A to the set S, and 
B, the restriction of the predecessor function B to the set T. 
THEOREM 2. Consider the restricted successor and predecessor functims 
As: S+T and B,: T+S respectively. Then A, is the inverse of B,, and B, is 
the inverse of A,. 
Proof. Let ‘?jc T, i.e. 3v cvsuch that S=A(v). Applying Theorem 1, 
we have 
AB(S)=ABA(v)=A(v)=% 
Similarly for some u E ?r 
BA($+BAB(u)-B(u)=% 
by application of Corollary 1. a 
Since B is the inverse of A and vice versa, when the domains of the 
functions are restricted we may call B a generalized inverse of A. In the 
following section we shah study generalized inverses of Boolean matrices. 
4. MOORE-PENROSE INVERSES OF BOOLEAN MATRICES 
We first give the usual definition of the Moore-Penrose inverse [S] of a 
general matrix. 
DEFINITION 3. The Moore-Penrose inverse of a matrix A is a matrix A+ 
satisfying the following four equations: 
(1) AA+A=A, 
(2) A+AA+ =A+, 
(3) (AA’ y= AA+, 
(4) (A+A)T=A+A. 
AU matrices which appear in the sequel are Boolean, and ah arithmetic 
operations on the elements of these matrices are Boolean operations, defined 
by the rules 
0+0=0*1= 1*0=0~0=0, 
1+0=0+1=1+1=1*1=1. 
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The Boolean vectors a=(a, ,.,., a,) and b=(b, ,..., b,) of the same 
dimension are orthogonal if the scalar product 
a*b= 2 aibi=a,b,+ * * * +a,b,, 
i=l 
vanishes, or in other words if the two vectors have disjoint sets of 1’s. 
For a Boolean matrix we have the following result. 
LEMMA 2. lf a Boolean matrix A has a Moore-Penrose inverse A+, then 
A+ = AT. 
Proof. See Rao and Rao [8]. n 
For A+ = AT conditions (3) and (4) of the definition above are trivially 
satisfied, and condition (1) and (2) become equivalent. We immediately 
obtain the following theorem. 
THEOREM 3. A Boolean matrix A has a Moore-Penrose inverse if and 
only if AATA = A. 
Using Lemma 2 and some other results for general inverses, Kim and 
Roush [5] proved the following theorem. 
THEOREM 4. A Boolean matrix A has a Moore-Penrose inverse if and 
only if any two rows of A are either equal or orthogonal. 
COROLLARY 2. A Boolean matrix A has a Moore-Penrose inverse if and 
only if any two columns of A are either equal or orthogonal. 
5. MAIN RESULTS 
After the survey of basic properties of line digraphs on one hand and 
Moore-Penrose inverses on the other, it should be obvious that there is a 
connection between these two concepts. This intuitive idea can be replaced 
with a more precise statement. 
The definition below serves the purpose of establishing a conceptual link 
between graphs and Boolean matrices. 
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DEFINITION 4. For each digraph D = (v, @) we define a square Boolean 
matrix A= (aii), usually called adjacency matrix, by 
Uii’ l 1 if (t.+,,)E@, 0 otherwise 
Conversely, for each square Boolean matrix we define a digraph by the same 
rule. 
It should also be observed that the successor set A( ui) of a vertex u, ET 
can be defined in terms of elements aii of the adjacency matrix A in the 
following way: 
A(ui)={ui:aii=l}. 
In other words the successor set of vertex ui corresponds to row i of the 
adjacency matrix A. Similarly the predecessor set of ui corresponds to column 
i of A. 
THEOREM 5. The following statement.9 are equivalent for any square 
Boolean matrix A: 
(1) A is the adjacency matrix of some line digraph L = (v, @). 
(2) AATA= A. 
(3) A bus a Moore-Penrose inuerse. 
Proof. Statements (2) and (3) are already known to be equivalent by 
Theorem 3. Before we proceed to prove the remaining equivalence between 
Q.) and (2) we introduce the notation Zii for an element of the matrix 
A = AATA. 
Let D=(V,@) b e a digraph with adjacency matrix A. Then according to 
Theorem 1, condition (1) above is equivalent to A(u) = ABA( u) Vu ET, but 
ABA(u,)= {I.+: t+~A(u~), uIEB(uk), ukEA(ui) for some k, I} 
= 1 u/: u,~=u,,=u~,= 1 for some k, Z} 
and 
A(ui)={vf: aii=l}. 
Hence condition (1) is equivalent to A= A. n 
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6. EXTENSION TO NONSQUARE MATRICES 
So far we have restricted our interest to square Boolean matrices, 
although the statements in Sect. 4 on the Moore-Penrose inverse are valid 
also for nunsquare Boolean matrices. However, a matrix B of dimension 
men, where m#n, cannot directly be interpreted as the adjacency matrix 
of a digraph. In order to facilitate such an interpretation we may embed B in 
a square matrix D of order n + m: 
This matrix is the adjacency matrix of a bipartite digraph, i.e. a digraph B of 
which the vertex set can be partitioned into two subsets S and T, such that 
the terminal vertices of each arc belong to distinct subsets. The following 
definition allows us to relate this bipartite digraph B to the matrix B without 
intermediate use of the ungainly matrix D. 
DEFINITION 5. For each nonsquare Boolean matrix B = (!+,),,,, we 
define a corresponding bipartite digraph B= (S, T, A), where S = (ui, . . . , u,,,} 
and T={u,,,+~,...,u,,,+~}, by the rule 
b,,= 1 w (u~,u~+~) EA. 
We are now able to prove the following analogy of Theorem 5 for square 
Boolean matrices. 
THEOREM 6. The following stutements are equivalent fm any nonsquare 
Boolean matrix B: 
(1) The corresponding bipartite digraph of B is a line digraph. 
(2) BBTB=B. 
(3) B has a Moore-Penrose inuerse. 
Proof. Theorem 3 is valid for all Boolean matrices, wherefore state- 
ments (2) and (3) are equivalent. The remaining equivalence follows from the 
easily demonstrated fact 
BB=B=B e DD=D=D. I 
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REMARK. It is obvious that the matrix D in all arguments above could 
have been replaced by its symmetric closure 
s= O B [$_I BT 0 ’ 
implying a symmetric (or undirected) bipartite graph. 
Finally it should be observed that the Moore-Penrose inverse is only one 
out of several kinds of generalized inverses. As we mentioned in the 
introduction, some characterizations of Boolean matrices with a Vagner 
inverse [S] in terms of digraphs are given by Plemmons [7j. For the present 
we are not aware of similar results for other variants of generalized inverses. 
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