Abstract-In this paper, we consider a multi-agent system consisting of mobile agents with second-order dynamics. The communication network is determined by a metric rule based on a random interaction range. The goal of this paper is to determine a bound on the probability that the agents asymptotically agree on a common velocity (i.e. a flocking behavior is achieved). This bound should depend on practical conditions (on the initial positions and velocities of agents) only. For this purpose, we exhibit an i.i.d. process bounding the original system's dynamics. We build upon previous work on multi-agent systems with switching communication networks. Though conservative, our approach provide conditions that can be verified a priori.
within some distance which is governed by some random process. For instance in wireless networks, the log-normal shadowing statistical model can be approximated assuming that the range within which agents communicate is random and uniformly distributed over some interval [16] . Therefore, in these probabilistic cases one should investigate conditions under which consensus will be reached with some given probability. It would be quite useful if a lower bound for this probability could be found as well.
Most papers have investigated sufficient conditions ensuring asymptotic consensus. The assumptions made in the models are usually rather general (see e.g. [17] ). This enables the given conditions to apply in a wide range of cases. Conditions usually require some connectivity properties on the expected communication network to hold over time. A drawback in such conditions is that they often cannot be verified a priori. In a random setting, however, sufficient conditions could only ensure asymptotic consensus in probability.
In this paper we consider a group of agents with second order dynamics. We extend previous work from Martin and Girard [18] by considering the following stochastic setting : The communication network is determined by a standard interaction rule based on the distance between agents. The distance within which agents communicate is bounded by some random radius which is i.i.d. over time. The goal of this paper is to determine practical conditions (on the initial positions and velocities of agents) ensuring that the agents eventually agree on a common velocity (i.e. a flocking behavior is achieved) with some probability. These conditions yield a bound on this probability of flocking which depends on the initial configuration only. As defined, the stochastic dynamics is state dependent and therefore not i.i.d. . We exhibit an i.i.d. bounding process which allows us to build upon previous work such as [19] , to establish such conditions. Though conservative, our approach provides conditions that can be verified a priori. Moreover, it is computationally tractable and can be fully automated.
Related results in the literature include [20] where the authors assume a hierarchy in the communication network and [21] where the authors consider additive noise to the dynamics (which makes the asymptotic velocity alignment impossible to achieve).
II. PROBLEM FORMULATION
In this paper, we study a discrete time, multi-agent system. We consider a set V = {1, . . . , n} of mobile agents evolving in a d-dimensional space. Each agent i ∈ V is characterized by its position x i (t) ∈ R d and its velocity v i (t) ∈ R to adapt their velocity in order to achieve a flocking behavior. Formally, the evolution of each agent i ∈ V is described by the following discrete-time protocol :
where ε > 0 is a given parameter of the system and a ij (t) is the communication weight between i and j. The weight a ij (t) = 1 when communication between agents j and i takes place at time t and 0 otherwise. In this paper we focus on communication of agents defined by a metric rule parametrized by a random interaction radius as follows :
where 1 is the indicative function, . denotes the Euclidean norm 1 and R ij (t) is a positive random variable standing for the radius within which agents i and j are able to communicate at time t. We assume that R ij = R ji which makes the communication network given by metric interactions symmetric (i.e. if agent i receives information from agent j, i also sends information to j). In the rest of the paper, we shall assume that these processes are independent and identically distributed (i.i.d. ). Rigorously, we should write R ij (t, ω) where ω ∈ Ω, the set of probabilistic events. For simplicity of notation, we drop ω, unless necessary. Metric interactions are usually assumed to be a good representation of how collective behavior takes place. Thus, most of the literature on the subject, including [22] , [23] , uses them.
As defined, the system considered is a discrete-time Markov process. For a realization of the processes R ij , we say that the agents achieve a flocking behavior if all the agents asymptotically move with a common direction :
The goal of this paper is to determine a lower bound on the probability that the flocking behavior is achieved. This bound should be easily verifiable using only the initial positions and velocities of agents.
III. PRELIMINARIES
In this section, we review some results from algebraic graph theory and multi-agent systems that will be useful in the subsequent discussion.
A. Algebraic Graph Theory
Let us recall some standard results from algebraic graph theory. More details can be found, for instance, in [24] , [25] .
Denote the communication weight matrix A(t) = [a ij (t)]. We only consider the case where A is symmetric with entries in {0, 1} according to the definition of the communication weights. For the rest of the section, we drop the dependence on time.
Its eigenvalues are non-negative reals and its smallest one is 1. In the following, . will denote the usual Euclidean norm on R d or R nd depending on the context. 0 with eigenvector 1 n , vector of all ones. We denote these eigenvalues as
The second smallest eigenvalue of L, λ 2 (L) is usually referred to as the algebraic connectivity of the network. Let ε > 0. Let W = I − εL. W is symmetric and therefore also has real eigenvalues. We denote them as follows :
Lemma 1 (Lemma 6 [26] ): The eigenspectra of matrices W and L verify for i ∈ V
Remark 3: In the rest of the paper, we shall assume ε < 1 λn(L) for all laplacian matrix considered. This is always possible by choosing ε = 1 2(n−1) (see e.g. [24] ). Under this assumption, the spectral radius is 1 − ελ 2 (L). This assumption also yields ε < 1 λ2(L) and thus 1 − ελ 2 (L) > 0. To a communication weight matrix A, we associate a graph G = (V, E) consisting of a set of nodes V = {1, . . . , n} and a set of edges given by a relation
we say that i is a neighbor of j. A path between i and j is a sequence of nodes
We shall consider throughout this paper paths without loops, i.e. for all k, k ∈ {1, . . . , p − 1} k = k implies i k = i k . A graph is said to be connected if for every couple of nodes (i, j) ∈ V × V such that i = j, there exists a path between i and j. A graph G = (V, E ) is said to be a (spanning) subgraph of G if E ⊆ E.
The following proposition shows that λ 2 (L) is a good measure of the connectivity of the graph :
Let L and L be the laplacians matrices associated to graphs G and G respectively.
-
B. Consensus over Random Networks
In this section, we apply the algebraic formalism to system (1) to derive a useful result. This approach was for instance used in [19] and [26] .
Let
nd be the stacked vectors of positions and velocities, respectively. We also define the stacked vectors of initial positions and velocities :
identity matrix and ⊗ denotes the Kronecker product. Then, system (1) becomes in matrix form
Since L(t) is symmetric and 1 n is an eigenvector associated to eigenvalue 0, the average of the velocities is preserved by (3) . It follows that if the agents achieve a flocking behavior, the common asymptotic velocity is necessarily v * .
For i ∈ V, let δ i (t) = v i (t) − v * , we define the velocity disagreement vector δ(t) = (δ 1 (t), . . . , δ n (t)). Let y i (t) = x i (t) − εv * t and y(t) = (y 1 (t), . . . , y n (t)). Denote z(t) = y(t) − x 0 . We have z(0) = 0. The vector y(t) essentially gives the relative positions of the agents, as we have
whereas z(t) gives the modifications of the relative positions since
The dynamics of z and δ are as follows :
Lemma 5: For all time t ∈ N,
Using the symmetry of W(t) − I, we have
where µ(·) is the spectral radius. Since the Kronecker product with I d preserves the spectrum, Remark 3 allows us to prove the Lemma.
Lemma 5 gives a sufficient condition for flocking, i.e.
However, this condition is not simple to verify since L(t) is a position dependent random matrix. This is why, in the next section, we introduce a bounding function of δ(t) which is easier to deal with.
IV. PROBABILITY OF FLOCKING A. Main result
Finding sufficient conditions for flocking requires the choice of arbitrary bounds on the initial distances amongt agents : For i, j ∈ V , define r ij = r ji ∈ R + ∪ {+∞} satisfying
We discuss the optimal way to choose such bounds in section V. We define weights
matrixÃ(t) = [ã ij (t)],G(t) andL(t) the graph and laplacian associated to matrixÃ(t). Since R ij (t) are i.i.d. processes, so areã ij (t),Ã(t) andL(t). Thus, E(λ 2 (L(t))) is independent of time. Then, letλ 2 = E(λ 2 (L(t))). In the rest of the paper, we will assumeλ 2 > 0. This occurs iffG(t) is connected with non-zero probability (e.g. r ij = x i (0) − x j (0) for i = j is a suitable choice given that G(0) is connected with non-zero probability). Notice that, as defined,G(t) is a subgraph of G(0). Thus, according to Lemma 4, λ 2 (L(0)) ≥ λ 2 (L(0)). Then, if the bound given by Lemma 5 is tight, the communication according to topology G(0) will yield a faster velocity alignment thañ G(0). If we can show that this remains true over time (see Lemma 8) , flocking is more likely to occur in the former than in the later case. Bounding the flocking probability of the group evolving according toG will allow us to conclude. We formalize this discussion in Section IV-B. The r ij define upper bounds on the initial distances between agents. Using r ij , we define ρ, the robustness of these bounds with regards to the agents' distances (i.e. the allowed perturbation on the positions before reaching one of these bounds) as follows :
The previous definitons suffice to state the main result of the paper. This should help to see the objective of the derivations to come.
. Then the probability that flocking is achieved is higher than
Remark 7: As given, the result allows us to obtain the probability of flocking arbitrarily close to 1 in two ways. First, one can choose the initial disagreement vector sufficiently small. Second, since lim ε→0 ν ε = 0, assume the condition on δ(0) is satisfied, and then choose ε sufficiently small. The proof of the theorem requires the introduction of a bounding process and is therefore relocated at the end of the next section.
B. Bounding process
We give a system of two real variables (p, q) which will play the role of bounding process for the multi-agent system :
with p(0) = 0 and q(0) = δ(0) . Since λ 2 (L(t)) is i.i.d. , the behavior of (p, q) will be easy to characterize. Under certain conditions, we shall show that p bounds z , the distance modification between agents' positions while q serves as a bound for δ the distance to velocity alignment (see equations (8) and (5)). The definition of the robustness ρ allows to state the following lemma :
Lemma 8: Let z(t) = y(t)−x 0 for t ≥ 0 as in Section III-B. For all t ∈ N, if
thenG(t) is a subgraph of G(t).
Proof: Let i, j ∈ V. Using equation (4), we have
which concludes the proof.
We can now state the bounding property :
Proof: We show the result by induction on time. Assume that the left-hand side of the implication is satisfied. By definition, q(0) = δ(0) and p(0) = z(0) = 0. Assume the result is true for some time t : δ(t) ≤ q(t) and z(t) ≤ p(t). The inequality on the positions at time t + 1 comes as follows :
For the inequality on the velocities, we have z(t) ≤ p(t) < ρ/ √ 2, where we used the left-hand side of the implication. Thus, we can apply Lemma 8 along with Lemma 4 to obtain λ 2 (L(t)) ≥ λ 2 (L(t)). Then, Lemma 5 gives
This last lemma leads to the following intermediate result : In order to use the previous Lemma, we need to be able to characterize the evolution of p in function of the initial configurations of the system. This is done in the rest of the section.
Lemma 11: For all t ∈ N, we have
where
Proof: By definition,L(t) is independent of q(t), so we have
Similarly,
The bounding process is useful only if the variance of q(t) converges to 0. This is the case under the condition assumed in Remark 3 regarding ε : Remark 12: Assuming ε < 1/λ n (L(t)) for all t as in Remark 3, both α and β lie in interval ]0, 1[. The previous remark holds since, according to Remark 3, 1−ελ 2 (L(t)) ∈]0, 1[ for any realization of the random radius R(t) and any choice r ij . Then, the definition of α and β allows us to conclude.
A direct corollary of Lemma 11 is the following : Corollary 13: For all t, u ∈ N, we have
The first and second equations are straightforward. The third one is also a consequence ofL(t) being i.i.d. :
Noticing that p(t) = ε t−1 k=0 q(k) and with the assumptioñ λ 2 > 0, the following also holds : Lemma 14: If we assumeλ 2 > 0, we have, for all t ∈ N,
2 and o(t) is a function converging to 0 when time t approaches to infinity.
Proof: The first equality comes from the above remark and the first equation in Corollary 13 :
where we used |α| < 1 as given in Remark 12.
For the second equality,
Using the linearity of the expectation, Corollary 13 and |α| < 1, we obtain
Moreover, we have
Thus, β = α. Also |β| < 1, so we have
Then,
Reformulating the last right-hand side leads to the expected result. Finally, we translate the equation from the previous lemma in terms of the expectation and deviation of the algebraic connectivity :
Corollary 15: For all t ∈ N, we have
where ν ε ∈ [0, 1] is defined in Theorem 6. Remark 16: Since lim ε→0 ν ε = 0, the previous result shows that one can obtain the limit variance of p(t) as small as desired by choosing ε small enough.
Proof: Notice that the definitions of α and β give
2 ). Then, the first equation is straightforward. The second is derived as follows :
The fact that ν ε ≥ 0 can be deduced from σ 2 (p(t) ≥ 0. The inequality ν ε ≤ 1 comes from Remark 3 :
for any realization of the random radius R(t) and choice r ij . Thus, ελ 2 (L(t)) 2 < λ 2 (L(t)) which gives
Thus,λ 2 < 2λ 2 − εE(λ 2 (L(t)) 2 ) and
We can now give the proof of the central theorem of this paper.
Proof: [Proof of Theorem 6] Theorem 10 shows the probability that flocking occurs is higher than the probability that for all time t, p(t) ≤
}. Since p is increasing, (A t ) is a decreasing sequence of events and we have
The bound on the probability of flocking comes from the one sided Chebyshev's inequality :
. We are only interested in the limit when t diverges to infinity. We use Corollary 15 to derive a lower bound on the limit of k(t) :
V. APPLICATION TO WIRELESS NETWORKS Until now, we have not assumed any constraint on the communication radiuses R ij (t) besides being non-negative i.i.d. random variables satisfying the constraint R ij (t) = R ji (t). In the present section, we apply our result to the case where R ij (t) = min(R i (t), R j (t)) where R i (t) follows a uniform distribution over the interval [0, R max ] where R max > 0 is some maximum communication range. R i (t) represents the sensing radius of agent i at time t. Taking R ij (t) = min(R i (t), R j (t)) means that two agents interact if and only if both agents can sense the other. It has been shown in [16] that the uniform distribution is a good approximation of the log-normal shadowing statistical model for wireless networks and is, as such, of practical relevance.
Choice of r ij
The choice of r ij is important since it determines both λ 2 (L(t)) (equation (6)) and ρ (equation (7)). Precisely, ρ increases with r ij starting at 0 when r ij = x 0 i − x 0 j for all i, j ∈ V whereas λ 2 (L(t)) decreases when r ij increases. According to Theorem 6, the best bound is achieved when the product ρλ 2 is highest. The next lemma shows that λ 2 (L(t)) can be expressed in term of the robustness ρ only. The idea is to use the fact thatG increases when r ij and, as a result, ρ decrease, so that the highest λ 2 (L) is found for the smallest r ij values and, as a result, for smallest ρ :
Lemma 17: Assume that ρ is fixed. Then the choice of r ij maximizing product ρλ 2 (L(t)) is Since both choices lead to the same robustness, it remains to show that the later choice leads to a higher algebraic connectivity. Let i, j in V and t ∈ N. Then, we havẽ
Thus,G(t) is a subgraph of G * (t). Using Lemma 4, we obtain λ 2 (L(t)) ≤ λ * 2 (t). We assume that the vicinity r ij is chosen as given in Lemma 17, thus we drop the * notation. Since r ij is now a function of ρ, so isλ 2 . One can show thatλ 2 is a polynomial function of ρ. We do not explicit this fact because of space limitation.
VI. CONCLUSION In this paper, we have considered a multi-agent system consisting of mobile agents with second-order dynamics and where the communication network is determined by a metric rule depending on a random interaction range. Our approach extends earlier work from Martin and Girard [18] to the stochastic setting. It links algebraic connectivity of the stochastic communication network to the speed of convergence towards consensus. We have established a lower bound on the probability of velocity alignment depending on the initial positions and velocities of the agents. Our main contribution has been to propose a suitable i.i.d. bounding process to the original system. Our main result states that the probability of flocking can be made higher than any constant arbitrarily close to 1 by choosing a velocity disagreement among agents smaller than a threshold (formed with the robustness and the expected algebraic connectivity of the graph of the bounding process). The main interest of this approach is the possibility of ensuring flocking a priori. The condition can be easily verified through rapid computation.
For future work, we plan to improve the tightness of the bound by taking into account two facts : we will relate velocities with positions because two agents with opposite velocities have more chance to agree on their velocities if they point toward each other, than if they point away from each other. Also, a subgroup of agents with high connectivity is intuitively more inclined to agree on their velocities than a subgroup of low connectivity. Thus, agents belonging to a highly connected local neighborhood should be allowed higher initial velocities.
