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An open quantum system refers to a system that is further coupled to a bath system consisting of surrounding
radiation fields, atoms, molecules, or proteins. The bath system is typically modeled by an infinite number of
harmonic oscillators. This system–bath model can describe the time-irreversible dynamics through which the
system evolves toward a thermal equilibrium state at finite temperature. In nuclear magnetic resonance and
atomic spectroscopy, dynamics can be studied easily by using simple quantum master equations under the
assumption that the system–bath interaction is weak (perturbative approximation) and the bath fluctuations
are very fast (Markovian approximation). However, such approximations cannot be applied in chemical physics
and biochemical physics problems, where environmental materials are complex and strongly coupled with
environments. The hierarchical equations of motion (HEOM) can describe numerically “exact” dynamics of a
reduced system under nonperturbative and non-Markovian system–bath interactions, which has been verified
on the basis of exact analytical solutions (non-Markovian tests) with any desired numerical accuracy. The
HEOM theory has been used to treat systems of practical interest, in particular to account for various linear
and nonlinear spectra in molecular and solid state materials, to evaluate charge and exciton transfer rates
in biological systems, to simulate resonant tunneling and quantum ratchet processes in nanodevices, and to
explore quantum entanglement states in quantum information theories. This article, presents an overview of
the HEOM theory, focusing on its theoretical background and applications, to help further the development
of the study of open quantum dynamics.
I. INTRODUCTION
Time irreversibility is not a problem to be solved, but
a reality to be experienced. This is true for the physical,
chemical, and biological phenomena that we encounter
throughout our lives. Theoretically, in particular in the
quantum case, realization of time irreversibility is diffi-
cult, because the fundamental kinetic equations, includ-
ing the Schro¨dinger equation and the Dirac equation,
ensure that the dynamics are reversible in time. “Open
quantum dynamics” refers to the dynamics of a system
that is coupled to a bath system, for example, a surround-
ing radiation field or atomic or molecular environment.
The bath system is typically modeled by an infinite num-
ber of harmonic oscillators. This system–bath model can
describe the time irreversibility of the dynamics toward
the thermal equilibrium state, in which the energy sup-
plied by fluctuations and the energy lost through dissipa-
tion are balanced, while the bath temperature does not
change, because its heat capacity is infinite.
Historically, studies of open quantum dynamics were
motivated by practical consideration, such as line-shape
analysis in nuclear magnetic resonance (NMR)1–3 and
maser and laser spectra,4,5 or by philosophical interest
in thermodynamic behavior in a quantum regime as an
aspect of nonequilibrium statistical physics.6,7 In the for-
mer context, theories have been developed to construct
models to describe chemical reactions,8–10 electron and
a)Electronic mail: tanimura.yoshitaka.5w@kyoto-u.jp
charge transfer rates,11–13 nonadiabatic transitions,14,15
quantum device systems,16 ratchet rectification,17,18 and
SQUID rings,19,20 and to facilitate analysis of linear
and nonlinear laser spectra of molecules in condensed
phases.21,22 Almost independently, theories in the philo-
sophical category have been developed mainly on the
basis of the Brownian oscillator model with the aim of
understanding how time irreversibility appears in sys-
tem dynamics, why macroscopic systems can be treated
with classical mechanics instead of quantum mechanics,
how wave functions collapse as a result of measurements
made with macroscopic instruments, and why and how
quantum systems approach a thermal equilibrium state
through interaction with their environments.23–34
While the possibility of treating such problems through
analytical approaches is limited in the case of a
Brownian-based system, researchers in particular in
atomic spectroscopy35 and NMR spectroscopy36 have
used a reduced equation of motion for density matrix
elements, assuming that the system–bath interaction is
weak (perturbative treatment) and that the correlation
time of the bath fluctuations is very short (Markovian
assumption). The most commonly used approaches for
this kind of problem are the Redfield equation2 and the
quantum master equation.4,5 It has been shown, however,
that these equations do not satisfy the necessary positiv-
ity condition without the imposition of a rotating wave
approximation (or a secular approximation).23,24,37,38
Because such approximations modify the form of the
system–bath interaction,39–41 the thermal equilibrium
state and the dynamics of the original total Hamilto-
nian are altered.42–44 In addition to these Markovian
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2equations, phenomenological stochastic approaches have
often been employed to account for the non-Markovian
dephasing effects of line shape.3,45,46 These approaches,
however, ignore the effects of dissipation and are for-
mally equivalent to assuming that the bath temperature
is infinite.42
Since the 1980s, when it became possible to investi-
gate the ultrafast dynamics of molecular motion using
nonlinear laser spectroscopic techniques such as pump–
probe and photon echo measurements, the importance
has been realized of non-Markovian effects of the envi-
ronment, in which the noise correlation time of the en-
vironment is comparable to the time scale of the sys-
tem dynamics.21 Moreover, in many chemical physics and
biochemical physics problems, the environment is com-
plex and strongly coupled to the system at finite tem-
perature. Thus, as well as the Markovian approximation,
other approximations also become invalid, including the
rotating wave approximation, the factorization assump-
tion, and perturbative expansions.42 Thus, a great deal
of effort has been dedicated to studying the problems
of open quantum dynamics with a nonperturbative and
non-Markovian system–bath interaction.
The modified Redfield47,48 and time-convolution-less
(TCL) Redfield equations49–51 are reduced equations of
motion that can be derived from the quantum Liou-
ville equation by reducing the heat bath degrees of free-
dom. Although these approximate approaches are handy
for studying problems of open quantum dynamics, their
range of validity is limited. For example, they are not
applicable to a system subject to a time-dependent ex-
ternal force, because the energy eigenstates of the system
incorporated in these formalisms are altered in time by
the external perturbation.
The pseudomode approach52,53 and the reaction coor-
dinate mapping approach54–56 consider equations of mo-
tion that utilize a kind of effective modes whose dynamics
are described by the Markovian master equation. While
these approaches have wider applicability than conven-
tional reduced equation of motion approaches, the de-
scription of long-time behavior that they provide may
not be accurate, in particular at very low temperatures,
because the Markovian master equation cannot predict
the correct thermal equilibrium state. This limitation can
be relaxed by introducing a pseudo-Matsubara mode, as
in the case of the HEOM formalism.57
Several variational approaches, such as the mul-
ticonfigurational time-dependent Hartree (MCTDH)
approach58–60 and the time-dependent Davydov ansatz
(TDDA),61–63 and asymptotic approaches, such as the
effective-mode (EM) approach,64,65 the density ma-
trix renormalization group (DMRG),66,67 and the time-
evolving density matrix using orthogonal polynomials al-
gorithm (TEDOPA),68,69 have been developed on the ba-
sis of a wave function formalism for the total system.
The variational approaches can be used to treat non-
linear system–bath coupling, anharmonic bath modes,60
and a variety of Hamiltonians, for example, the Holstein
Hamiltonian;61–63 however, because the bath is described
as a finite number of oscillators, the number of bath
modes must be increased until convergence is realized
to obtain accurate results. This implies that the study
of long-time behavior using these approaches requires an
intensive computational effort, whereas a reduced equa-
tion of motion approach requires a numerical effort that
scales only linearly with the simulation time. Strictly
speaking, these wave-function-based approaches can de-
scribe only time-reversible processes, and thus, within
these approaches, there exists no thermal equilibrium
state. Moreover, the inclusion of time-dependent exter-
nal forces is not as straightforward in these approaches,
because the energy of the total system changes owing to
the presence of an external force if the perturbation is
strong. However, in practice, this kind of approach has
wider applicability than any reduced equation of motion
approach.
As theories of open quantum dynamics, on the basis of
the formally exact path integral or the formally exact re-
duced equation of motion formalism, numerically “exact”
approaches have been developed that are not subject to
the limitations of the approaches discussed above. Here,
numerically “exact” indicates the ability to calculate dy-
namical and thermal aspects of a reduced system with
any desired accuracy that can be clearly verified through
non-Markovian tests on the basis of exact analytical so-
lutions.
The path-integral approaches, most notably path-
integral Monte Carlo, are computationally intensive, be-
cause the number of paths to be evaluated grows rapidly
with time, while sampling often fails, owing to phase can-
cellation of wave functions.70,71 Much effort has been
expended in attempting to overcome these problems,
for example, by using the quasi-adiabatic path-integral
(QUAPI) algorithm,72–79 and to extend the applicability
of the path-integral-based methods. Because these ap-
proaches can easily incorporate a semiclassical approxi-
mation for the bath80 or introduce a modular scheme to
effectively separate the system part and the environmen-
tal part,81 they have advantages for the study of poly-
atomic systems treated in multidimensional coordinates.
Several equation of motion approaches that explicitly
handle time-dependent random variables for the heat
bath have also been developed.82–85 These approaches
are formally exact, but realization of the random vari-
ables in the low-temperature regime is difficult, and the
applicability of these approaches is still limited to simple
systems.
The reduced hierarchical equations of motion (HEOM)
theory is a method that can describe the dynamics of
a system with a nonperturbative and non-Markovian
system–bath interaction at finite temperature, even un-
der strong time-dependent perturbations.42–44,86–92 In
this formalism, the effects of higher-order non-Markovian
system–bath interactions are mapped into the hierarchi-
cal elements of the reduced density matrix. This formal-
ism is valuable because it can be used to treat not only
3strong system–bath coupling, but also quantum coher-
ence or quantum entanglement between the system and
bath (“bathentanglement”), in particular for a system
subject to a time-dependent external force and nonlinear
response functions.93–95 Although the HEOM approach is
numerically very expensive in comparison with the other
reduced equation of motion approaches, a variety of an-
alytical and numerical techniques can be employed to
integrate the HEOM. With these features, the HEOM
approach offers wide applicability. For example, it is pos-
sible to study quantum heat-engine and quantum ratchet
problems, in which the nonequilibrium steady state is de-
scribed respectively by the long-time behavior of a sys-
tem strongly coupled with two heat baths at different
temperatures and by the long-time behavior of a system
under periodic time-dependent external forces, as illus-
trated in the following sections. In this article, we present
an overview of the HEOM theory, focusing on its theo-
retical background and applications to help further the
development of investigations in this field.
The organization of the remainder of the paper is as
follows. In Sec. II, we present typical model systems for
open quantum dynamics. In Sec. III, we explain the stan-
dard HEOM and their characteristic features. In Sec. IV,
we demonstrate the accuracy of the HEOM by numeri-
cally “exact” tests. In Sec. V, we illustrate the variety of
HEOM for various systems. In Sec. VI, we review vari-
ous applications of the HEOM theory. We present future
perspectives for HEOM theory in Sec. VII.
II. SYSTEM
We consider a situation in which a primary system
interacts with heat baths that give rise to dissipation and
fluctuation in the system.25–33 The total Hamiltonian is
expressed as
Hˆtot = HˆA + HˆI+B , (1)
where HˆA is the Hamiltonian of the system and HˆI+B
is the bath Hamiltonian, which includes the system–bath
interaction. The bath degrees of freedom (labeled by a)
are treated as Na harmonic oscillators:
HˆI+B =
∑
a
Na∑
j=1
[
(pˆaj )
2
2maj
+
1
2
maj (ω
a
j )
2(xˆaj )
2 − αaj Vˆ axˆaj
]
,
(2)
where the momentum, position, mass, and frequency
of the jth oscillator in the ath bath are given by pˆaj ,
xˆaj , m
a
j , and ω
a
j , respectively, Vˆ
a is the system part
of the interaction, and αaj is the coupling constant be-
tween the system and the jth oscillator in the ath bath.
The above bath model is commonly applied to systems
possessing discretized energy spaces, for which it is ex-
pressed as HˆA =
∑
j ~ωj |j〉〈j|+
∑
j 6=k ~∆jk(t)|j〉〈k| and
Vˆ a =
∑
j,k V
a
jk|j〉〈k|, which are defined using the bra and
ket vectors of the jth eigenenergy states of the system
|j〉 and 〈j|. A notable application of this kind is to the
spin-boson Hamiltonian for j = 0 or 1.30–33 The model
is also commonly applied to systems possessing contin-
uous configuration spaces, for which it is expressed in
general form as HˆA = pˆ
2/2m + U(qˆ; t), for a system
with mass m and potentials U(qˆ) and Vˆ a = Vˆ a(pˆ, qˆ)
described in terms of the multidimensional momentum
pˆ and coordinate qˆ.25–29 A notable example of such
an application is to the Brownian Hamiltonian. In the
Brownian case, to avoid an unphysical energy diver-
gence, a counterterm
∑
a
∑
j (α
a
jV
a)2/2maj (ω
a
j )
2 is intro-
duced in the bath Hamiltonian such that the replacement
xˆaj → ˆ¯xaj ≡ xˆaj − αaj Vˆ a/maj (ωaj )2 is made25,26 to main-
tain translational symmetry in the case U(qˆ) = 0.42,89
In atomic spectroscopy, this divergence phenomenon is
known as the Lamb shift.4,5
In many physical processes, molecular motion and elec-
tronic excitation states are coupled and play important
roles simultaneously. Using this bath model, we can fur-
ther include the effects of the electronically excited states
by extending the space of the system Hamiltonian as
HˆA =
∑
j |j〉(pˆ2/2m)〈j|+
∑
j,k |j〉Ujk(qˆ; t)〈k|.13,21
With the features described above, the Brownian heat
bath possesses wide applicability, despite its simplicity.
This is because the influence of the environment can in
many cases be approximated by a Gaussian process, ow-
ing to the cumulative effect of a large number of weak
environmental interactions, in which case the ordinary
central limit theorem is applicable,46 while the distribu-
tion function of the harmonic oscillator bath itself also
exhibits a Gaussian distribution.42,46
Hereinafter, we assume that each bath is independent
of the others. The ath heat bath can be characterized by
the spectral distribution function (SDF), defined by
Ja(ω) ≡
Na∑
j=1
~(αaj )2
2majω
a
j
δ(ω − ωaj ), (3)
and the inverse temperature β ≡ 1/kBT , where kB is
the Boltzmann constant. Various environments, for ex-
ample, those consisting of nanostructured materials, sol-
vents, and/or protein molecules, can be modeled by ad-
justing the form of the SDF. For the heat bath to be an
unlimited heat source possessing an infinite heat capacity,
the number of heat bath oscillators Na is effectively made
infinitely large by replacing Ja(ω) with a continuous dis-
tribution. When we reduce the bath degrees of freedom to
have the reduced density matrix ρˆA(t) = trB{ρˆA+B(t)},
the bath acts as a noise source for the system via the
system–bath interaction.42,86 The random variable de-
fined as Ωˆ(t) ≡ ∑j αj xˆj describes the thermalization of
the system through fluctuation and dissipation. In the
case of a harmonic bath, the contributions of higher-
order cumulants vanish, and the effects of dissipation are
expressed in terms of the response function defined as
L1(t) = i〈Ωˆ(t)Ωˆ−ΩˆΩˆ(t)〉B/~, while those of thermal fluc-
tuations are expressed as L2(t) = 〈Ωˆ(t)Ωˆ + ΩˆΩˆ(t)〉B/2,
4where 〈· · · 〉B represents the thermal average of the bath
degrees of freedom.31,42–44 The thermal equilibrium state
of the system is realized through the energy exchange
arising from fluctuation and dissipation: the condition in
which there is a thermal equilibrium state is completely
described by the quantum version of the fluctuation–
dissipation theorem, because of the Gaussian nature of
the noise, which is equivalent to assuming a harmonic
heat bath.32,86
III. REDUCED HIERARCHICAL EQUATIONS OF
MOTION
To illustrate the characteristic features of the HEOM
formalism in a simple manner, in this section, we consider
a Drude SDF (an Ohmic distribution with a Lorentzian
cutoff) for a single bath model, expressed as42–44,86–92
J(ω) =
~η
pi
γ2ω
γ2 + ω2
, (4)
where the constant γ represents the width of the spec-
tral distribution of the collective bath modes and is the
reciprocal of the relaxation time of the noise induced
by the bath. The parameter η is the system–bath cou-
pling strength, which represents the magnitude of fluc-
tuation and dissipation. By taking γ → ∞, the Drude
form reduces to the Ohmic form J(ω) = ~ηω/pi, which
is often employed to obtain Markovian noise in the high-
temperature case.
The relaxation function is temperature-independent
and is expressed as L1(t) = c¯0e
−γ|t|, with c¯0 = ~ηγ2,
while the noise correlation is given by L2(t) = c0e
−γ|t| +∑
k cke
−νk|t|, with c0 = ~ηγ2 cot(β~γ/2)/2 and ck =
−2ηγ2νk/β(γ2 − ν2k) for the kth Matsubara frequency
νk ≡ 2pik/β~.42,86–90
A. The positivity condition of the HEOM
The Markovian assumption is commonly employed in
quantum open dynamics. Because the Markovian as-
sumption is unrealistic in the physical problems, owing
to the ignorance of the non-Markovian features of quan-
tum fluctuations, we encounter a breakdown of the pos-
itivity condition of the population states if we do not
employ further approximations, most notably the rotat-
ing wave approximation (RWA) (or a secular or reso-
nant approximation).23,24,37–41 To illustrate this point,
we plot L2(t) in Drude cases for large γ in Fig. 1.
42,44
The profile of the response function L1(t) is similar to
that of L2(t) in the high-temperature case and becomes a
δ function [∝ δ(t)] as γ →∞. At low temperatures, how-
ever, the noise correlation L2(t) becomes negative owing
to the contribution from terms with cke
−νkt for small
k in the region of small t. This behavior, which we call
low-temperature-induced non-Markovianity, is a charac-
teristic feature of quantum thermal noise.42,44 This indi-
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FIG. 1. Noise correlation (fluctuation) function L2(t) for the
Drude spectral distribution, Eq. (4), depicted as a function of
the dimensionless time t in the fast-modulation case (γ = 10)
for the different inverse temperatures β~. The profile of L2(t)
in the high-temperature case becomes similar to that of the
response function L1(t). While L2(t) exhibits a Markovian
nature in the Ohmic case (γ → ∞) at high temperature, it
becomes negative at low temperature (large β~ ) owing to
the contribution of the Matsubara frequency terms. Because
of this feature, the quantum noise cannot be Markovian. Y.
Tanimura, J. Phys. Soc. Jpn. 75, 082001 (2006); licensed un-
der a Creative Commons Attribution (CC BY) license.
cates that the validity of the Markovian assumption in
the quantum case is limited only in the high-temperature
regime. Approaches that employ the Markovian master
equation and the Redfield equation, which are usually
applied to systems possessing discretized energy states,
ignore or simplify such non-Markovian features of fluctu-
ations, and this is the reason why the positivity condition
is broken.42–44 As a way to resolve this problem, the RWA
is often employed,39–41 but a system treated under this
approximation will not satisfy the fluctuation–dissipation
theorem. Thus the use of such an approximation may in-
troduce significant errors in the thermal equilibrium state
and in the time evolution of the system toward equilib-
rium, as will be illustrated in Sec. IV. In the classical
limit, with ~ tending to zero, L2(t) is always positive.
As can be seen from the form of L1(t) and L2(t),
there are two types of non-Markovian components, as
illustrated in the Drude case: one is of mechanical ori-
gin and is characterized by dissipation [i.e., L1(t)] and
fluctuations [i.e., L2(t)] expressed in terms of e
−γt, and
the other is of quantum thermal origin and is character-
ized by fluctuations only [i.e., L2(t)], with the functions
expressed in terms of cke
−νkt for k ≥ 1, as the defini-
tion of νk = 2pik/β~ indicates. When γ is much larger
than ν1, the mechanical contribution with e
−γt vanishes
for t > 1/ν1, and then the effects from the quantum
thermal noise arise. The quantum thermal fluctuations
exhibit peculiar behavior compared with the mechanical
fluctuations, because the amplitude of the noise becomes
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FIG. 2. Double-sided Feynman diagrams of density matri-
ces with the three lowest system–bath interactions. (a-i)–(a-
iii) depict the elements of ρˆ
(0)
0,0,...,0(t) in terms of the second-
, fourth-, and sixth-order system–bath interactions, whereas
(b-i′)–(b-iii′) and (c-ii′′)–(c-iii′′) depict the elements of the
first and second members of the hierarchy, which involve
ρˆ
(1)
0,0,...,0(t) and ρˆ
(2)
0,0,...,0(t), etc. In each diagram, the left and
right solid lines represent the time evolution of the system,
and the red dashed lines represent the bath excitations. The
white and black circles correspond to the system–bath inter-
actions involved in Φˆ and Θˆj (j = 0, 1, . . . ), respectively. Here,
the quantum entanglement between the system and the bath
(bathentanglement) is illustrated by the red dashed curves. A
detailed explanation can be found in Refs. 42–44.
negative for large γ, as illustrated in Fig. 1. While the
mechanical noise term contributes to the relaxation and
dephasing processes through fluctuation and dissipation,
the quantum thermal noise term contributes to the de-
phasing process. This difference can be observed even in
the free induction decay of a spin-boson system, if γ is
large and the temperature is very low.96
B. HEOM for density operators
The HEOM are derived by differentiating the reduced
density matrix ρˆA(t), defined by a path integral
42–44,86–89
or by time-ordered operators with the application of
Wick’s theorem.97 The HEOM can describe the dynamics
of the system under nonperturbative and non-Markovian
system–bath interactions with any desired accuracy at fi-
nite temperature.42–44 In their original formulation, these
equations of motion were limited to the case in which
the SDF takes the Drude form and the bath tempera-
ture is high.86 Subsequently, these limitations have been
removed, and the equations are applicable to arbitrary
SDFs and temperatures.87,89
While conventional approaches employing reduced
equations of motion eliminate the bath degrees of free-
dom completely, the HEOM approach retains informa-
tion with regard to bath dynamics, including system–
bath coherence or system–bath entanglement (bathen-
tanglement) in the hierarchy elements ρˆ
(n)
j1,...,jK
, where
the set of indices n and {jk} arise from the hierarchical
expansion of the noise correlation functions in terms of
e−γt and e−νkt, respectively.42–44 The 0th element is iden-
tical to the reduced density matrix, ρˆA(t) = ρˆ
(0)
0,0,...,0(t),
which includes all orders of the system–bath interactions,
and it is the exact solution of the Hamiltonian, Eq. (1).
For the set of n and {jk} with N = ω0/min(γ, ν1) >
(n+ ΣKk=1jk), where ω0 is the characteristic frequency of
the system and K is a cutoff satisfying K  ω0/ν1, the
HEOM are expressed as42,43,86–89
∂
∂t
ρˆ
(n)
j1,...,jK
(t) = −
[
iLˆA + nγ +
K∑
k=1
jkνk + Ξˆ
]
ρˆ
(n)
j1,...,jK
(t) + Φˆ
[
ρˆ
(n+1)
j1,...,jK
(t) +
K∑
k=1
ρˆ
(n)
j1,...,jk+1,...,jK
(t)
]
+ nΘˆ0ρˆ
(n−1)
j1,...,jK
(t) +
K∑
k=1
jkΘˆkρˆ
(n)
j1,...,jk−1,...,jK (t), (5)
where LˆA is the Liouvillian of HˆA, defined as LˆA ≡
Hˆ×A /~,
Ξˆ = −
( ∞∑
k=K+1
ck
νk
)
Vˆ ×Vˆ ×
~2
is the renormalization operator to compensate for the
effects of the cutoff K, and
Φˆ =
−iVˆ ×
~
, Θˆ0 =
−i(c0Vˆ × − ic¯0Vˆ ◦)
~
, Θˆk =
−ickVˆ ×
~
for an integer k ≥ 1. Here, the hyper-operators Oˆ×fˆ ≡
Oˆfˆ − fˆOˆ and Oˆ◦fˆ ≡ Oˆfˆ + fˆOˆ for any operator Oˆ
and operand fˆ are those introduced by Kubo98 and
Tanimura,86 respectively.
In this formalism, the effects of the higher-order non-
Markovian system–bath interactions are mapped into the
hierarchical elements of the reduced density matrix (see
Fig. 2). The operator Φˆ creates the bath states from
ρˆ
(n)
j1,...,jK
(t) to ρˆ
(n+1)
j1,...,jK
(t) and ρˆ
(n)
j1,...,jk+1,...,jK
(t), whereas
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FIG. 3. The three-level heat engine model considered here
consists of three states, denoted by |0〉, |1〉, and |2〉, coupled to
two bosonic baths. The system is driven by a periodic external
field with frequency Ω. This model acts as a quantum heat en-
gine when population inversion between the two excited states
|1〉 and |2〉 occurs. We illustrate the time dependences of the
heat current defined from the system energy, Q˙1S and Q˙
2
S, and
the power, W˙ , that arise from transitions under one cycle of
the external force. The time delays observed for the heat cur-
rents imply that the transition |0〉 → |1〉 → |2〉 is cyclic. This
behavior can be regarded as a microscopic manifestation of a
quantum heat engine. Details are presented in Refs. 101 and
102. Reproduced from A. Kato and Y. Tanimura, J. Chem.
Phys.145, 224105 (2016), with the permission of AIP Pub-
lishing.
Θˆ0 and Θˆk demolish the bath states from ρˆ
(n−1)
j1,...,jK
(t) and
ρˆ
(n)
j1,...,jk−1,...,jK (t) to ρˆ
(n)
j1,...,jK
(t), respectively; ρˆ
(n∓1)
j1,...,jK
(t)
and ρˆ
(n)
j1,...,jk∓1,...,jK (t) involve the first-order higher (−)
and lower (+) interactions than ρˆ
(n)
j1,...,jK
(t). Thus, one
can regard Eq. (5) as a type of rate law among the den-
sity operators with three different bath-excited states,
ρˆ
(n±1)
j1,...,jK
(t) and ρˆ
(n)
j1,...,jk±,...,jK (t); the time evolution of
ρˆ
(n)
j1,...,jK
(t) is determined by its time evolution opera-
tor (LˆA + nγ +
∑K
k=1 jkνk + Ξˆ) and the incoming and
outgoing contributions of the hierarchical elements con-
nected through Φˆ, Θˆ0, and Θˆk.
42 The HEOM approach
can treat the noise correlation even if it becomes nega-
tive (as shown in Fig. 1) in a nonperturbative and non-
Markovian manner, because this approach retains the in-
formation of the system–bath correlation in the hierarchy
elements with the set of indices n and {jk}. Moreover,
these hierarchical elements allow us to evaluate the ba-
thentanglement, and were utilized to calculate the heat
flow between the system and the bath.99–102
The HEOM approach differs conceptually from con-
ventional perturbative expansion approaches, where the
0th member does not include any system–bath inter-
actions and where higher members take into account
higher-order system–bath interactions: in the HEOM ap-
proach, ρˆ
(0)
0,0,...,0(t) includes all orders of the system–bath
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FIG. 4. A snapshot of the Wigner distribution function for a
self-current oscillation of a resonant tunneling diode. Current
flows into the system from the emitter side of the bound-
ary (q = 0 nm). Then, part of the current is scattered by
the emitter side of the barrier. The scattered electrons flow
in a tornado-like manner to the central peak in the emitter
basin owing to dissipation. The shaking motion of the effec-
tive potential periodically accelerates the component at the
central peak to the tunneling state, and the current thus ex-
hibits steady oscillations, although the Hamiltonian is time-
independent. Details are presented in Refs. 105–107. A. Saku-
rai and Y. Tanimura, J. Phys. Soc. Jpn. 82, 033707 (2013);
licensed under a Creative Commons Attribution (CC BY) li-
cense.
interactions, and it is the exact solution of the Hamilto-
nian, Eq. (1).42–44,86–90 As an example, a numerical so-
lution of the HEOM for a three-level heat engine model
is presented in Fig. 3.101,102
C. Quantum hierarchical Fokker–Planck equations
For a system described in coordinate and momentum
space, it is often more convenient to use the phase space
representation than the energy eigenstate representation,
in particular to implement various boundary conditions,
most notably periodic, open, and inflow–outflow bound-
ary conditions, and to take the classical limit to iden-
tify pure quantum effects. For the density matrix ele-
ment ρ
(n)
j1,...,jK
(q, q′; t), we introduce the Wigner distribu-
tion function, which is the quantum analog of the clas-
sical distribution function in phase space and is defined
as103,104
W
(n)
j1,...,jK
(p, q; t) ≡
1
2pi~
∫ ∞
−∞
dx eipx/~ρ(n)j1,...,jK
(
q − x
2
, q +
x
2
; t
)
. (6)
The Wigner distribution function is a real function, in
contrast to the complex density matrix. In terms of the
Wigner distribution, the quantum Liouvillian for the sys-
7tem Hamiltonian takes the form104
− LˆQMW (n)j1,...,jK (p, q) ≡
− p
m
∂
∂q
W
(n)
j1,...,jK
(p, q)
− 1
~
∫ ∞
−∞
dp′
2pi~
UW (p− p′, q)W (n)j1,...,jK (p′, q), (7)
where
UW (p, q) =
2
∫ ∞
0
dx sin
(px
~
) [
U
(
q +
x
2
)
− U
(
q − x
2
)]
.
The quantum hierarchical Fokker–Planck equations
(QHFPE) with counterterm can then be expressed
as44,105–108
∂
∂t
W
(n)
j1,...,jK
(p, q; t) = −
(
LˆQM + nγ +
K∑
k=1
jkνk + Ξˆ′
)
W
(n)
j1,...,jK
(p, q; t)
+ Φˆ′
[
W
(n+1)
j1,...,jK
(p, q; t) +
K∑
k=1
W
(n)
j1,...,jk+1,...,jK
(p, q; t)
]
+ n ˆ¯Θ0W
(n−1)
j1,...,jK
(p, q; t) +
K∑
k=1
jkΘˆ
′
kW
(n)
j1,...,jk−1,...,jK (p, q; t), (8)
where the dashed operators are the Wigner represen-
tations of the operators in Eq. (5). For linear–linear
system–bath coupling, V (q) = q, they are expressed as
Φˆ′ =
∂
∂p
, ˆ¯Θ0 = η
[
p
m
+ c0 cot
(
β~γ
2
)
∂
∂p
]
,
Θˆ′k = ck
∂
∂p
, Ξˆ′ ≡ − η
β
( ∞∑
k=K+1
ck
)
∂2
∂p2
.
As an example, a numerical solution of the QHFPE for
a self-current oscillation of a resonant tunneling diode
is presented in Fig. 4.105–107 The QHFPE for linear–
linear (LL) plus square–linear (SL), V (q) = q + cq2, and
exponential–linear (EL), V (q) = e−cq, system–bath cou-
pling cases for any constant c are given in Refs. 109–114
and Ref. 115, respectively. It should be noted that be-
cause the counterterm is incorporated into the equations
of motion to maintain the translational symmetry of the
reduced equations of motion, the QHFPE are not merely
a Wigner transformation of the regular HEOM, Eq. (5).
In the LL high-temperature case, we can ignore the
low-temperature correction terms, and the above equa-
tions for W (n)(p, q) = W
(n)
0,...,0(p, q) further reduce to
89,90
∂
∂t
W (n)(p, q) = − (LˆQM + nγ)W (n)(p, q)
+
∂
∂p
W (n+1)(p, q)
+ nγζ
(
p+
m
β
∂
∂p
)
W (n−1)(p, q), (9)
where ζ ≡ η/m. These equations are a generaliza-
tion of the Caldeira–Leggett quantum Fokker–Planck
equations116,117 for non-Markovian noise.89,90 The clas-
sical limit of the equations of motion can be obtained
by taking the limit ~ → 0, which leads to the replace-
ment of the Liouvillian through LˆQM → Lˆcl(p, q) ≡
(p/m)(∂/∂q) + f(q)(∂/∂p), where f(q) = ∂U(q)/∂q.
The classical limit of Eq. (9) is the classical hierarchi-
cal Fokker–Planck equations (CHFPE), which represent
a generalization of the Kramers equation118,119 for non-
Markovian noise.89,90 Because β~γ = 0 is always satisfied
in the classical case, the validity of the CHFPE approach
is not limited to the high-temperature regime in the clas-
sical case.
D. Continued fraction expression and truncation of the
hierarchical equations
The hierarchy of equations introduced above continues
to infinity and is “formally exact,” but these equations
are not easy to solve numerically. If the system–bath cou-
pling η is small, the contribution of the elements of higher
members of the hierarchy becomes smaller than that of
the elements of the lower members; thus, we can safely
disregard the deeper hierarchy. This is not the case, how-
ever, if the system–bath interaction is strong. In the high-
temperature case, we can solve the HEOM analytically
using the continued fraction expressions for the resolvent
of a simple system.86,87 Under the high-temperature con-
dition of Eq. (5), the Laplace-transformed element ρˆ(0)(t)
with factorized initial condition ρˆ(0)(0) is expressed as
ρˆ(0)[s] = Gˆ0[s]ρˆ
(0)(0), where the nth resolvent is defined
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FIG. 5. The ultrafast nonlinear laser spectrum is calculated
from the nonlinear-response functions. In a high-temperature
case, the third-order optical response can be expressed ana-
lytically in terms of the HEOM resolvent in continued fraction
form.120,121 Here, a chemical reaction process is discussed for
a proton transfer system (a) coupled to a bath. Then, the two-
dimensional (2D) vibrational spectrum I(ω1, t2, ω3) is calcu-
lated for different t2 (see the Appendix). A snapshot of the
2D spectrum is presented in (b). The diagonal peaks arise
respectively from the transitions A and B depicted in (a).
The volume of the off-diagonal peaks has been shown to be
proportional to the transition rate between the ground and
the first excited state. By evaluating this volume as a func-
tion of T2, we can evaluate the chemical reaction rate directly
from the measurement (c). Reproduced from A. Ishizaki and
Y. Tanimura, J. Chem. Phys. 123, 14503 (2005), with the
permission of AIP Publishing.
in recursive form as42,120
Gˆn[s] =
n+ 1
s+ (n+ 1)γ + iLˆA + ΦˆGˆn+1[s]Θˆ0
. (10)
Nonlinear response functions can also be expressed as
products of Gˆn[s] (see Fig. 5), which allows us to evaluate
the bathentanglement analytically.120–123
For a complex system, most notably a system de-
scribed in coordinate space or a system driven by a time-
dependent external force, it is easier to solve the equa-
tions of motion with a finite number of the elements
K by adopting one of the following truncation schemes.
The first of these is the time-nonlocal scheme utilizing
the asymptotic relation among the higher-order hierar-
chy members: As can be seen from Eq. (10), we have
GˆK [s] ≈ (K+1)/[s+(K+1)γ] for (K+1)γ  ω0, where
ω0 is the characteristic frequency of the system.
42,89,90,124
The second is the time-local scheme ignoring the higher-
order equations of motion with higher Matsubara fre-
quency terms, while a renormalization operator is intro-
duced to take into account the effects of the cutoff.88
The truncated HEOM can be evaluated with the de-
sired accuracy by depicting the asymptotic behavior of
the hierarchical elements for different K and using this
to determine whether or not there are sufficiently many
members in the hierarchy. Essentially, the error intro-
duced by the truncation becomes negligibly small when
K is sufficiently large.
Here, we illustrate their hybrid truncation scheme for
the quantum Fokker–Planck equation (QFPE).44 In this
scheme, we set the number of Matsubara frequencies to
be included in the calculation as K, which is chosen to
satisfy K  ω0/ν1. The upper limit for the number of
hierarchy members for given γ is chosen to be Kγ ≡
int(Kν1/γ) for ν1 > γ and Kγ ≡ K for ν1 ≤ γ. Then,
for the case
∑K
k=1 jk > K, we truncate the hierarchical
equations by replacing Eq. (8) with
∂
∂t
W
(n)
j1,...,jK
(p, q; t) = −(LˆQM + Ξˆ′)W (n)j1,...,jK (p, q; t),
(11)
while, for the case n = Kγ we employ
∂
∂t
W
(Kγ)
0,...,0(p, q; t) =
− (LˆQM +Kγγ − Φˆ ˆ¯Θ0 + Ξˆ′)W (Kγ)0,...,0(p, q; t)
−Kγγ ˆ¯Θ0W (Kγ−1)0,...,0 (p, q; t), (12)
where
Ξˆ′ ≡ mζ
β
( ∞∑
k=K+1
ck
2γ2
γ2 − ν2k
)
∂2
∂p2
is the renormalization operator in the Wigner represen-
tation. The time-local scheme corresponds to Eq. (11)
and the time-nonlocal scheme to Eq. (12). We can then
evaluate W
(n)
j1,...,jK
(p, q; t) through numerical integration
of the above equations. In the Markovian limit γ → ∞,
which is taken after the high-temperature limit, yielding
the condition β~γ  1, we have the QFPE116,117
∂
∂t
W (0)(p, q; t) = − LˆQMW (0)(p, q; t)
+ ζ
∂
∂p
(
p+
m
β
∂
∂p
)
W (0)(p, q; t),
(13)
which is identical to the quantum master equation with-
out the RWA.42 Because we assume that the relation
β~γ  1 is maintained, while taking the limit γ → ∞,
this equation cannot be applied to low-temperature sys-
tems, in which quantum effects play a major role. As
in the case of the master equation without the RWA,
the positivity of the population distribution P (q) =∫
dpW (p, q; t) cannot be maintained if we apply this
equation in the low-temperature case. To overcome this
limitation, we must include low-temperature correction
terms to obtain the low-temperature-corrected QFPE
(LT-QFPE).125
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FIG. 6. The dynamics of a molecular motor system and its
nonlinear optical response (see the Appendix) were inves-
tigated using the LT-MS-QSE approach. (a) The adiabatic
Born–Oppenheimer (BO) potential energy surfaces (PESs)
are plotted as functions of θ. The black and red curves rep-
resent the ground (S0) and excited (S1) BO PESs, respec-
tively. The thermal stable state and photoproduct state are
labeled “A” and “B.” Molecular structures of a typical two-
step photodriven molecular rotary motor are also depicted.
(b) Pump–probe spectrum (PPS) for the photoisomerization
process from A to B. (c) Transient absorption spectrum (TAS)
for the thermalization process from B to A. In both spectra,
the red and blue areas represent emission and absorption,
respectively. PPS is sensitive for detection of the photoiso-
merization process, while TAS is sensitive for detection of
the thermalization process. Reproduced from T. Ikeda and
Y. Tanimura, J. Chem. Phys. 147, 014102 (2017), with the
permission of AIP Publishing.
E. Multistate quantum hierarchical Fokker–Planck
equations
Up to this point, we have separately discussed two
types of dynamics employing distinct approaches: one is
a discrete energy-level system discussed from the view-
point of the HEOM, and the other is a molecular or
atomic coordinate system discussed from the viewpoint
of the QHFPE. As mentioned in Sec. II, molecular mo-
tion and electronic excited states are coupled and play
important roles simultaneously in many important phys-
ical processes. In the HEOM approach, this extension is
straightforward and presented as the multistate QFPE,
which can be applied to both optical and nonadiabatic
transition problems, taking into account nonperturba-
tive and non-Markovian system–bath interactions. In this
case, the Wigner distribution function is expanded in the
electronic basis set as126–129
W(p, q) =
∑
j,k
|j〉Wjk(p, q)〈k|, (14)
where Wjk(p, q) is the jk element of the Wigner distri-
bution function. We represent the Wigner functions for
different electronic states in matrix form as W(p, q) ≡
{Wjk(p, q)}. Similarly, the transition operator is written
in Wigner representation form as
X±ij (p, q; t) = ±i
∫ ∞
−∞
dx eipx/~Uij
(
q ∓ x
2
; t
)
. (15)
The quantum Liouvillian can also be expressed in matrix
form as126
−
{
LˆQMW(p, q; t)
}
jk
=
− p
m
∂
∂q
Wjk(p, q; t)
+
1
~
∫
dp′
2pi~
∑
m
[
X+jm(p− p′, q; t)Wmk(p′, q; t)
+ X−mk(p− p′, q; t)Wjm(p′, q; t)
]
. (16)
By using the above transformation, the hierarchy opera-
tors Φˆ′, ˆ¯Θ0 and Θˆ′k, and Ξˆ′ in Eq. (8) are cast in matrix
form as Φˆ′, ˆ¯Θ0, Θˆ′k, and Ξˆ′ for the system–bath interac-
tion defined as V(q) = {Vjk(q)}. In this way, we can ob-
tain the multistate quantum hierarchical Fokker–Planck
equations (MS-QHFPE) for W
(n)
j1,...,jK
(p, q).128–132 Com-
parisons among the transient absorption spectrum calcu-
lated from the Ohmic MS-QHFPE with low-temperature
correction terms (LT-MS-QFPE), the Zusman equation,
fewest switch surface hopping, and the Ehrenfest ap-
proach were made to demonstrate the reliability of the
numerically “exact” approach.125 A numerical solution of
the low-temperature multistate quantum Smoluchowski
equation (LT-MS-QSE), which is the strong-damping
limit of LT-MS-QFPE, is presented in Fig. 6.
A quantum electron transport problem described by
the spinless Anderson–Holstein model was also investi-
gated in a similar manner.133
F. The bathentanglement states and the positivity of the
HEOM
In the HEOM formalism, the information concerning
the system–bath coherence (bathentanglement) is stored
in the hierarchical elements, which allows us to simulate
the quantum entangled dynamics between the system
and bath (see Fig. 2). Thus, for example, the correlated
initial equilibrium state can be set by running the HEOM
program until all of the hierarchy elements reach a steady
state and then use these elements as the initial state:
the steady-state solution of the first hierarchy element
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(a) The 2nd-order response
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FIG. 7. Schematic diagrams involved in (a) the second-order
and (b) the third-order response functions, which are defined
as the expectation values of the system under the two and
three impulsive excitations illustrated by the blue arrows,
respectively (see the Appendix). The accurate and HEOM
descriptions of the bathentanglement (system–bath entan-
gled) states are illustrated in (a-i) and (b-i), and the time-
convolution-less (TCL) Redfield descriptions of these states
are illustrated in (a-ii) and (b-ii). Because of the factorization
assumption, the TCL approach cannot take into account the
bathentanglement at the time at which the external forces
are applied to the system (the blue arrows with black dashed
lines), whereas the HEOM can take these entangled states into
account accurately by utilizing the hierarchy elements illus-
trated in Fig. 2. The simulation results corresponding to (a-i)
and (a-ii) are presented in Figs. 8(d-i) and (d-ii), and those
corresponding to (b-i) and (b-ii) are presented in Figs. 14(a)
and 14(b), respectively. The blue dashed curves in (b-i) rep-
resent the bathentanglement states that contribute to the
rephrasing echo signal in the 2D spectrum, as presented in
Fig. 14(a).
ρˆ
(0)
0,0,...,0(t =∞) agrees with the correlated thermal equi-
librium state defined by ρˆeqA = trB{exp(−βHˆtot)}, while
the other elements describe the bathentanglement states.
Because the conventional Markovian and non-Markovian
reduced equations of motion approaches eliminate the
bath degrees of freedom completely, they cannot prop-
erly take into account the bathentanglement states, as
illustrated in Fig. 7.44,99,134,135 Although the effects of
bathentanglement are not easy to observe as long as we
are working on linear response measurements, it is possi-
ble to study them experimentally by measuring the non-
linear response of the system (see the Appendix).
Because of their structure, the HEOM can treat any
noise correlation even it becomes negative (as shown in
Fig. 1), and the HEOM continue to satisfy the positivity
condition, as demonstrated by various numerical simula-
tions (see also Sec. IV). Owing to the complex structure
of the HEOM, however, analytical verification of their
positivity has so far been limited to a simple case.136
To obtain a numerically converged solution as the ther-
mal equilibrium state, it is important to express the
noise correlation function in terms of the decaying func-
tions as cj exp(−ζjt) or cj exp(−ζj ± iωj), where cj , ζj ,
and ωj characterize the noise correlation for the jth hi-
erarchical elements, to maintain the positivity of the
HEOM formalism.137–148 Although the HEOM can be
constructed for an arbitrary SDF in the form of a Fourier
expansion87 or in terms of special functions,149–154 the
HEOM that are derived from a finite set of non-time-
decaying functions do not converge in time and thus may
not describe phenomena toward the thermal equilibrium
state.
G. Numerical techniques
The HEOM are simultaneous differential equations ex-
pressed in terms of the density matrix elements. Owing
to the complex hierarchical structure, in particular in
the low-temperature case, numerical integration of the
HEOM is computationally intensive in terms of both
memory and CPU, although, in many cases, there is no
other way to obtain reliable results. Therefore, great ef-
forts have been made to reduce the computational costs
by improving the algorithmic and numerical techniques
employed. An efficient approach is to suppress the num-
ber of elements in the hierarchy by constructing the
HEOM using Pade´155–159 or Fano160,161 spectral decom-
positions instead of Matsubara frequency decomposition.
By introducing rescaling factors, it is possible to reduce
the number of elements in the hierarchy.162 A numeri-
cal algorithm based on optimization of hierarchical ba-
sis sets163 and a tensor network has also been exam-
ined with the aim of reducing the number of calculations
required.164,165
Like other reduced equation approaches, the HEOM
are formulated in terms of the reduced density matrix,
which requires N × N memory space for a system with
N eigenstates. This makes the scalability of the sys-
tem size very low, in particular when the system is de-
scribed in Wigner space. Therefore, wave-function-based
HEOM approaches whose scalabilities are similar to that
of the Schro¨dinger equation have been developed166–177
(see Sec. V). In addition to the scalability of the memory,
these approaches are advantageous because they allow us
to employ the wide range of numerical techniques devel-
oped for the Schro¨dinger equation.
Advances in computer technology have also led to
HEOM calculations becoming faster and larger. Thus,
computer codes for a graphic processing unit (GPU)
and parallel computing through the Message Passing In-
terface (MPI) utilizing distributed memory (DM) have
been developed to treat large systems and various SDFs.
Commonly used HEOM of this kind are the GPU-
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HEOM178–180 and DM-HEOM.181–184 To develop an in-
tegral routine for the HEOM for a time step ∆t, an easy
and efficient way is to employ the math libraries devel-
oped for targeting computer architectures. For example,
to utilize the GPU architecture, one can construct the
large matrices for the entire HEOM reduced density op-
erators and the Liouvillians, and then manipulate them
using the math library suitable for these matrices.180 The
most efficient time-integration routine currently available
is the low-storage Runge–Kutta method,185 which has
been used to study multistate nonadiabatic dynamics de-
scribed in two-dimensional configuration space.129
IV. NUMERICALLY “EXACT” TESTS FOR
NON-MARKOVIAN AND NONPERTURBATIVE
DYNAMICS
The capabilities of the reduced dynamics theory can
be verified through nonperturbative and non-Markovian
tests on the basis of analytical solutions for the Brown-
ian oscillator model with arbitrary SDF, J(ω).44 These
tests can be applied to the system described in the co-
ordinate representation, HˆA = pˆ
2/2m + mω20 qˆ
2/2, or to
the system in the energy eigenstate representation, HˆA =
~ω0(aˆ+aˆ−+1/2), where aˆ± are the creation–annihilation
operators for the eigenstates. The tests are based on
the solutions for (a) the steady-state distribution, (b)
the symmetric autocorrelation function C(t) ≡ 〈qˆ(t)qˆ +
qˆqˆ(t)〉/2, (c) the linear response function R(1)(t) ≡
i〈[qˆ(t), qˆ]〉/~, and (d) the nonlinear response function
R
(2)
TTR(t2, t1) = −〈[[qˆ2(t1 + t2), qˆ(t1)], qˆ]〉/~2,186,187 which
is the observable of 2D terahertz Raman spectroscopy.188
(the simulation method is explained in the Appendix).
These are tests of the ability of the theory to account
for (a) the bathentanglement thermal equilibrium state,
(b) fluctuations, (c) dissipation, and (d) dynamical ba-
thentanglement. Test (d) is particularly important if we
wish to study dynamics under time-dependent external
forces.130,131,137,189 Here, we illustrate these results for
the Drude case [Eq. (4)] calculated from analytically ex-
act expressions for the Brownian oscillator system,28–30
the QHFPE,44 and the TCL Redfield equation.49–51 For
cases (b)–(d), we plot the Fourier-transformed results de-
noted by C[ω], R(1)[ω], and R
(2)
TTR[ω1, ω2].
Figure 8(a) illustrates the factorized initial conditions
(blue curves) and steady-state solutions (red curves) cal-
culated from (i) the QHFPE and (ii) the TCL Redfield
equation. After integrating the QHFPE and the TCL
Redfield equation for a sufficiently long time, the distri-
bution reaches a steady state. In the case of the QHFPE,
the obtained steady state is identical within numerical
error to the thermal equilibrium state obtained from the
analytical expression, whereas those from the TCL Red-
field equation are similar to the original factorized initial
state: the difference between the two distributions arises
from “static bathentanglement” and represents the non-
factorized effect of the thermal equilibrium state.
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FIG. 8. Numerically “exact” tests for the description of (a)
the bathentanglement thermal equilibrium state, (b) fluctu-
ations, (c) dissipation, and (d) dynamical bathentanglement
calculated for a Brownian oscillator system with frequency
ω0 = 1.0.
44 The values of the bath parameters for the Drude
SDF were chosen as γ = 1.0, ζ = 1, and β~ = 3.0, unless
otherwise indicated. (a) Factorized initial conditions (blue
curves) and steady-state solutions (red curves), calculated
from (i) the QHFPE and (ii) the TCL Redfield equation.
(b) Autocorrelation function of the Brownian oscillator sys-
tem for β~ = 1.0, and (c) the linear response functions for
ζ = 3.0. Here, the dotted, red, blue, and blue-dashed curves
represent the results obtained from the analytical expres-
sion, the QHFPE, the TCL Redfield equation, and the TCL
Redfield equation with the RWA, respectively. (d) Second-
order response function of the Brownian oscillator system,
R
(2)
TTR[ω1, ω2].
186,187 The results obtained from the QHFPE
approach (i) almost overlap with the analytical result, while
the results from the TCL Redfield approach (ii) miss some
peaks owing to the factorized nature of the TCL description,
as illustrated in Fig. 7(a). J. Chem. Phys. 142, 144110 (2015);
licensed under a Creative Commons Attribution (CC BY) li-
cense.
Figure 8(b) depicts the autocorrelation (symmetric
correlation) functions in the frequency domain. The dot-
ted, red, blue, and blue-dashed curves represent the
results obtained from the analytical expression, the
QHFPE, the TCL Redfield equation, and the TCL Red-
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field equation with the RWA, respectively.
Figure 8(c) shows the linear response function R(1)[ω]
for strong system–bath coupling, ζ = 3.0. This function
is temperature-independent in the harmonic case. While
the QHFPE results (red curves) coincide with the exact
results (black dots), the TCL Redfield results without
the RWA (blue curves) and with the RWA (blue dashed
curves) are close only near the maximum peak, regardless
of temperature. The low-frequency parts of the spectra
arise from the slow dynamics of the reduced system near
the thermal equilibrium state, and the discrepancy be-
tween the TCL results and the exact results arises from
the slow equilibration process.
Figure 8(d) shows the second-order response function
R
(2)
TTR[ω1, ω2] corresponding to the intermediate coupling
case considered in Fig. 8(b). The results here were ob-
tained from (i) the QHFPE approach and (ii) the TCL
Redfield approach without the RWA. The QHFPE results
overlap with those from the analytical expression. Ow-
ing to “dynamical bathentanglement,” we observe peaks
near (ω1, ω2) = (0, 1) and (1, 1), whereas the conven-
tional reduced equation of motion approaches cannot
take system–bath coherence into account owing to their
use of a factorized description of the bath state, as shown
in Fig. 7(a).
As illustrated in this section, we have been able to
obtain very accurate results from the HEOM approach,
as judged by tests (a)–(d). By contrast, we have found
that the TCL Redfield equation has limited applicability
when judged in a similar way.
V. HEOM: TIME-EVOLUTION EQUATIONS
A. HEOM for arbitrary spectral distribution functions
To extend the applicability of the HEOM in a nu-
merical “exact” manner, various HEOM have been de-
veloped. A straightforward extension of the HEOM ap-
proach is to consider a more complicated SDF to describe
the environmental effects of realistic chemical and bio-
chemical systems. When the noise correlation function
is expressed in terms of damped oscillators, which can
be done for the Brownian,137–140 Ohmic,125 Lorentz,141
super-Ohmic,142 Drude–Lorentz143 SDFs (and combina-
tions of these; see Refs. 144 and 145), we can obtain the
reduced equations of motion in the hierarchical structure.
Alternatively, we can extend the HEOM for arbitrary
SDFs using Fourier,89 Gauss–Legendre, or Chebyshev–
quadrature spectral decompositions (eHEOM).149–154
This approach allowed the investigation of a spin-boson
system coupled to a bath with sub-Ohmic SDF at zero
temperature.153,154 An extension of the HEOM for a
combination of exponential/non-exponential bath corre-
lation functions has also been presented.190
Re(t)
Im(-t)0 ?hC0
t1
t +t1 2
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FIG. 9. The complex counter path for the hierarchical
Schro¨dinger equations of motion (HSEOM) depicted with the
system–bath interaction for the Liouville path of the second-
order response function presented in Fig. 7(a-i).
B. Stochastic HEOM
The difficulty of solving the HEOM arises from the
fluctuation terms described by L2(t), which give a neg-
ative contribution at low temperature (Fig. 1). In the
classical generalized Langevin formalism, dissipation is
described by a damping kernel, while fluctuations are de-
scribed by noise, whose correlation function is related to
the damping kernel through the fluctuation–dissipation
theorem. Although the trajectories of a particle under
negatively correlated noise cannot be evaluated using
the Langevin formalism, we can evaluate the distribu-
tion function of the trajectories by extending the HEOM
formalism.42 Thus, various stochastic equations of mo-
tion have been derived in which a hierarchical structure
is employed for the dissipation part, while the fluctua-
tion part is treated as noise.191–194 The efficiency of this
approach relies on its treatment of the noise correlation.
A methodology that treats the exponentially decaying
part of the noise using a hierarchical formulation in the
same manner as the dissipation has been developed (the
stochastic HEOM). Because this approach does not de-
pend on a hierarchy of Matsubara frequencies or a Pade´
decomposition, the memory requirement of computations
is dramatically reduced in comparison with that of the
regular HEOM, in particular for a system interacting
with multiple heat baths. An extension of the stochas-
tic approach to non-Gaussian noise that includes noise
from a spin bath has also been suggested.194 However, in
the stochastic approach, although the memory require-
ment is reduced, sampling of the trajectories become dif-
ficult for the lower-temperature case or for longer-time
simulations, in particular when the system is driven by
a time-dependent external force. Thus, under such con-
ditions, the accuracy of calculations becomes lower than
that of the regular HEOM.
C. Wave-function-based HEOM
As shown in the derivation of the influence func-
tional with a correlated initial condition, the Feynman–
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FIG. 10. Atomistic (a) and schematic (b) models of a molecu-
lar junction, showing the left and right electrodes (leads) and
the molecular bridge. Reproduced from M. Thoss and F. Ev-
ers, J. Chem. Phys. 148, 030901 (2018), with the permission
of AIP Publishing.
Vernon influence functional can also be defined on the
basis of the wave function using complex time counter
integrals.43 This indicates that we can derive HEOM for
a wave function: such approaches include the stochastic
hierarchy of pure states (HOPS),166–169 the stochastic
Schro¨dinger equation (SSE),170 the hierarchy of stochas-
tic Schro¨dinger equations (HSSE),171–176 and the hier-
archical Schro¨dinger equations of motion (HSEOM),177
all of whose scalabilities are similar to that of the
Schro¨dinger equation. These equations are advantageous
not only because the scale of the memory required be-
comes N for an N -level system, but also because various
numerical techniques developed for the Schro¨dinger equa-
tion can be employed for configuration space or energy
eigenstate representations or a mixture of these. Techni-
cally, these wave-function-based approaches are not re-
garded as equation of motion approaches, because they
are not defined by the time t but by the complex time
counter path 0 → −iβ~ → t − iβ~ → −iβ~ (see Fig. 9).
Thus, whereas in the conventional HEOM approach, the
HEOM density operators ρˆ
(n)
j1,...,jK
(t+ ∆t) are computed
from ρˆ
(n)
j1,...,jK
(t), in the wave-function-based HEOM ap-
proach, we must repeat the full integration for t along
−iβ~ → t + ∆t − iβ~ → −iβ~ for different ∆t. More-
over, because the convergence of the trajectories becomes
slow in the stochastic approaches and because the re-
quired Chebyshev function set becomes larger for longer
simulations in the HSEOM approach, the wave-function-
based approach is not suitable for studying a system with
slow relaxation or a system subjected to a slowly vary-
ing time-dependent external force. This indicates that
the regular HEOM are the method of choice to study
long-term dynamics if the system is not too large, while
the wave-function-based HEOM give access to short- and
intermediate-time dynamics over a wider range of tem-
peratures for a large system.
D. HEOM for a grand canonical electron bath
Although the HEOM were originally obtained by
considering a harmonic heat bath in a canonical en-
semble, Yan and his collaborators195 showed that the
HEOM could also be derived from Gaussian-fermionic
and Gaussian-bosonic bath models in a grand canoni-
cal ensemble by introducing the chemical potential µ to
serve as a second thermodynamic variable in addition to
the temperature. The HEOM for an electron bath is ap-
propriate for studying charge transport problems with
electron–electron interactions, most notably a quantum
dot and a molecule coupled to two electrodes and repre-
senting a continuum of noninteracting electronic states196
(see Fig. 10).
We consider a Hamiltonian HˆA described in terms of
the creation and annihilation operators of the jth elec-
tronic state dˆj;σ and dˆ
†
j;σ, where σ represents the spin
state. The electrode bath is expressed as
HˆB =
∑
k;σ
cˆ†k;σ cˆk;σ′ , (17)
where cˆk;σ′ and cˆ
†
k;σ′ are the creation and annihilation
operators of an electron in an electrode with spin σ′. The
system–electrode interaction is expressed as
HˆI =
∑
f ;σ
∑
k;σ′
Vk;σ′(cˆ
†
k;σ′ dˆf ;σ + cˆk;σ′ dˆ
†
f ;σ), (18)
where f represents the site of the system that is coupled
to an electrode, and V αk;σ′ describe the tunneling rates
for the left and right electrodes, with α = L and R,
respectively. The electrode system is then characterized
by the tunneling efficiency function
Γα[] = 2pi
∑
j;σ′
(V αj;σ′)
2δ(− j;σ′), (19)
which plays a similar role to the harmonic SDF.
For the sake of conciseness, here we consider a spin-
less electronic bath where the system-electrode coupling
and the bandwidths of the electrodes are assumed to be
symmetric with respect to both sides of the lead. Then,
the effective tunneling distribution is assumed to have a
simple Drude form
Γα[ω] =
2piζαγ
(ω − µα)2 + γ2 , (20)
where ζα is the coupling strength and µα is the chemical
potential for α = L and R. This allows us to express the
electronic bath relaxation function in the form
Γsα(t) =
n∑
m=0
ηα,sm e
−γα,sm t, (21)
with
γα,s0 = γ − siµα, ηα,s0 =
piζαγ
1 + eiβγ
,
γα,sm = β
−1(2m− 1)pi − siµα,
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and
ηα,sm =
−i2piζαγ2
β[(sµα − iγα,sm )2 + γ2]
for m ≥ 1. The index s ∈ {+,−} corresponds to cre-
ation and annihilation of electrons, i.e., dˆ+j;σ = dˆ
†
j;σ and
dˆ−j;σ = dˆj;σ. Thus, the HEOM for a system coupled to
the electrode baths can be expressed as196–198
∂
∂t
ρˆa1,...,an(t) = −
(
iLˆA +
n∑
k=1
γαk,skmk
)
ρˆa1,...,an(t)
− i
∑
a
[
dˆs¯j;σρˆa1,...,an,a(t)− (−)nρˆa1,...,an,a(t)dˆs¯j;σ
]
− i
n∑
k=1
(−)n−k
[
ηαk,skmk dˆ
sk
jk;σk
ρˆa1,...,ak−1,ak+1,...,an(t) + (−)n(ηαk,s¯kmk )∗ρˆa1,...,ak−1,ak+1,...,an(t)dˆskjk;σk
]
,
(22)
where ak = {jk, αk, σk,mk, sk} and σk is the index of
the system side of the spin in the jkth electronic state,
mk is the index for the Matsubara frequencies, and sk
can be + or − with s¯k = −sk. Because the higher-
order cumulants vanish in the treatment of a Gaussian-
electron source, it is not necessary to utilize the influence
functional.199 At first glance, the above HEOM appear
to be similar to the conventional HEOM, but their struc-
ture is more complex than that of the regular HEOM,
because the number of elements in this kind of hierar-
chy quickly increases as the system size increases, anal-
ogously to the HEOM derived on the basis of Fourier
decomposition.87 Extensions to take account of a realistic
band structure200,201 and a truncation scheme specific for
a fermionic bath have been investigated.202 A computer
code for a fermionic bath, HEOM-Quick, has been devel-
oped and distributed.203 The electrode heat bath consid-
ered here is a noncorrelated electron environment based
on a Gaussian single-particle picture, where fermionic
fluctuation–dissipation at second order can be applied.
This condition is convenient when a density functional
treatment of the system is employed. Thus, the real-time
evolution of the reduced single-electron density matrix
at the tight-binding level has been studied by combining
time-dependent density functional theory with HEOM
theory (TDDFT-HEOM).204,205
An extension to include electronic–vibrational coupling
has also been presented.206 The expression for the HEOM
in this case was derived using a small polaron transfor-
mation to take account of strong electronic–vibrational
coupling.207–209
E. HEOM for different system–bath models
The HEOM approach has also been applied to the
case of solid state materials described by a deformation
potential87 and the Holstein Hamiltonian.210,211 In the
Holstein case, because we can study only a small sys-
tem and the number of phonon modes associated with
the system site is finite, special treatment is necessary to
maintain the stability of the equations.211
The HEOM for a molecular rotor system in which the
rotational symmetry of the system is maintained have
also been derived.212,213 This extension is important to
account for the rotational bands of linear and nonlinear
spectra.
F. Phenomenological and approximate approaches
Although it is not possible to construct a reduced
equation of motion in the HEOM structure for vari-
ous system–bath Hamiltonians through a procedure of
self-induction, one can still adopt the HEOM structure
in a phenomenological approach.214,215 For example, if
the heat bath is not harmonic or not Gaussian ow-
ing to anharmonicity of the bath oscillators or to non-
linearity of the system–bath interactions, we have to
include hierarchical elements with odd orders of noise
correlation functions, most typically 〈[xˆ2j (t1), xˆj(0)]〉
and 〈[xˆj(t2), [xˆj(t1), xˆj(0)]]〉 for the bath coordinate xˆj
for various time sequences ti. The contributions from
even orders of noise correlation functions, for example,
〈[xˆj(t3), [xˆj(t2), [xˆj(t1), xˆj(0)]]]〉, must be taken into ac-
count, because the higher-order cumulants do not van-
ish for a non-Gaussian bath. Accordingly, we have to
introduce an SDF for these higher-order noise correla-
tion functions, as has been investigated in molecular dy-
namics simulations.216 Complex profiles of these correla-
tion functions have been investigated as the observables
of multidimensional vibrational spectroscopy.186,217 For
electron transport in nanosystems, non-Gaussian dynam-
ics were investigated using the HEOM approach in the
framework of full counting statistics.209
It should be noted that in a non-Gaussian case, ei-
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ther a fermionic or bosonic case, the regular fluctuation–
dissipation theorem cannot be applied, because the bath
response is highly nonlinear. Nevertheless, assuming that
the non-Gaussian effects are minor, we can still adopt the
HEOM structure as the starting point to simulate the
system dynamics.218,219 Non-Gaussian effects can then
be included as non-Gaussian corrections in the HEOM
formalism.
As an approximate approach, the HEOM have also
been utilized to construct a time-dependent kernel of an
open quantum dynamics equation for a charge carrier
transfer process with Holstein–Peierls interactions.220
G. Imaginary-time HEOM
Although we can obtain the correct (entangled) ther-
mal equilibrium state of the reduced system, as the
steady-state solution of the HEOM, it is easier to
solve the imaginary-time HEOM by integrating over
the inverse temperature.43,44 Because the structures of
the imaginary-time HEOM and the wave-function-based
HEOM are similar, the cost of numerical integration is
much cheaper than that of the regular HEOM. Moreover,
because the solution of the imaginary-time HEOM is the
partition function rather than the distribution function,
we can evaluate thermodynamic variables, most impor-
tantly the Helmholtz free energy and the Boltzmann en-
tropy, as functions of temperature.43,44
If we wish to obtain a steady-state solution under
a periodic external force, however, we must use the
real-time HEOM. Therefore, a method has been devel-
oped to obtain steady-state solutions of the HEOM very
efficiently.221,222
VI. APPLICATIONS
A. Proton, electron, and exciton transfer problems
Many chemical physics and biochemical physics prob-
lems involve environments that are complex and strongly
coupled to a molecular system at finite temperature.
Moreover, the non-Markovian effects of environments
arising from intermolecular and intramolecular interac-
tions play essential roles. Therefore, a great deal of ef-
fort has been dedicated to studying the problems of
quantum as well as classical dynamics with nonper-
turbative and non-Markovian system–environment in-
teractions from the HEOM approach. Commonly stud-
ied problems of this kind are chemical reactions,89,90,122
proton transfer,115,223 electron transfer,138,139,144,224
electron-coupled proton transfer,225 exciton-coupled elec-
tron transfer,226 charge separation,227 exciton–hole
separation,228 and nonadiabatic transitions in photo-
chemical processes,128,130–132 including those involving
conical intersection229–232 and exciton transfer.233–260 In
particular, the HEOM approach has been used to sim-
ulate the exciton transfer process of the photosynthesis
antenna system with the aim of investigating how natu-
ral systems can realize such highly efficient yields, pre-
sumably by manipulating quantum mechanical processes.
This is because the HEOM approach can be applied
seamlessly across a wide coupling range from the weak
Redfield regime to strong Fo¨rster exciton–environment
coupling under various non-Markovian conditions,97 and
because it allows calculation of multidimensional elec-
tronic spectra, which are the observables of experiments
of this kind.179
The numerical costs of solving the HEOM for pho-
tosynthesis problems are high, because each exciton or
electron site is independently coupled with its own heat
bath. For exciton transfer problems, on the other hand,
because the systems are in the high-temperature regime,
where the quantum nature of thermal noise plays a mi-
nor role, we can integrate the HEOM by ignoring the low-
temperature correction terms. Thus, although the Fenna–
Matthews–Olsen (FMO) system has often been used as a
benchmark test, it is not suitable to verify the description
of open quantum dynamics, (however, it is convenient for
testing the scalability of calculations, in particular for a
realistic SDF). As a test of open quantum dynamics, the
non-Markovian tests presented in Sec. IV are more suit-
able.
The ability of the HEOM to deal with time-dependent
external forces is ideal for investigating the possibility
of Floquet engineering for exciton transfer processes261
and electron transfer,262 in which the system Hamilto-
nian involves a periodic external force. On the basis of
the HEOM approach, the effects of nondissipative local
phonon modes have been investigated. Examples of this
kind are systems described by the Holstein model210,211
and the Holstein–Tavis–Cummings (HTC) model.263
B. Nonlinear and multidimensional spectroscopies
Although it is only relatively recently that the sensi-
tivity of a nonlinear response function has been investi-
gated as a nonlinear quantum measure,93–95 the impor-
tance of non-Markovian effects as well as that of the ba-
thentanglement effects had been realized since the 1980s,
when the ultrafast dynamics of molecular motion were
first measured by ultrafast nonlinear laser spectroscopy.21
Thus, nonlinear spectra, in particular multidimensional
spectra, can be used as a measure of bathentanglement,
which characterizes the difference between ρˆtot(t) and
ρˆA(t)⊗ ρˆeqB .
The theoretical foundation for the computation of non-
linear spectra is briefly explained in the Appendix. Be-
cause the HEOM approach was originally developed to
simulate nonlinear spectra,120,121,130,131 it is able to cal-
culate nonlinear response functions, which the conven-
tional reduced equation of motion approaches cannot do,
as illustrated in Figs. 8(d) and 15
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FIG. 11. 2D Raman–IR–IR spectra obtained from molecu-
lar dynamics (MD) simulation and from the CHFPE on the
basis of the multimode nonlinear Brownian oscillator (BO)
model, whose parameters were chosen to reproduce 2D IR–
Raman spectra obtained from the MD simulation. (a) MD
result for the contributions of intermolecular hydrogen-bond
(HB) and intramolecular OH stretching mode–mode coupling.
(b) CHFPE result. From the BO model analysis, we found
that the existence of the negative peak A indicates strong
coupling between the HB and OH stretching modes, while
the peak B arises from nonlinearity of the molecular dipole
and polarizability among these two modes. Reproduced from
H. Ito and Y. Tanimura, J. Chem. Phys. 144, 074201 (2016),
with the permission of AIP Publishing.
Since the 1990s, 2D Raman and 2D terahertz Raman
vibrational spectra for intermolecular modes109–113,187
and 2D IR spectra for high-frequency intramolecular
modes,114 have been calculated using the QHFPE with
LL + SL system–bath interactions. As shown in Fig. 11,
the MD result of 2D IR–Raman was consistently de-
scribed using the classical hierarchical Fokker–Planck
equations (CHFPE) approach and the BO model with
anharmonic and nonlinear system–bath coupling.264 An
example of a calculated 2D vibrational spectrum (2DVS)
is also presented in Fig. 5. Because the HEOM formal-
ism treats the quantum and classical systems with any
form of potential from the same point of view, it al-
lows identification of purely quantum mechanical effects
through comparison of classical and quantum results in
the Wigner distribution.114
The HEOM have also been used to calculate nonlin-
ear electronic spectra. By choosing the Liouville paths
presented in Appendix for targeting measurements, the
signals of 2D electronic spectra (2DES),143–145,179,240–247
were calculated using the regular HEOM, while 2D
electronic and vibrational (2DEVS) spectra were cal-
culated using the MS-QHFPE128,130,131 and LT-MS-
QFPE.125,132 Examples of calculated nonlinear spectra
for pump–probe spectroscopy (PPS) and transient ab-
sorption spectroscopy (TAS) are presented in Figs. 6(b)
and 6(c).
At present, nonlinear spectroscopic measurements are
the only experimental approach for observing the ultra-
FIG. 12. (a) Side view of the optimized structure of the
triple-layer CoPc/Pb(111) composite calculated from DFT-
HEOM. The spin density distribution is also shown, with the
isosurface for a spin density of 0.01 (−0.01) A˚−1 shaded in
red (blue). The lower panels display the PDOS of Co d or-
bitals in the (b) first, (d) second, and (f) third layers. (c) and
(e) Schematic diagrams of the Co 3d orbitals in the second
and third layers, respectively. Reproduced from Y. Wang, X.
Zheng, and J. Yang, J. Chem. Phys. 145, 154301 (2016), with
the permission of AIP Publishing.
fast dynamics of molecular motions, including exciton
and electron transfer, and so it is important to calculate
nonlinear spectra to confirm the descriptions provided by
models.240
Because the HEOM approach does not have to em-
ploy the eigenstate representation of the system, it can
treat any profile of time-dependent external fields, for
which the eigenstate of the system cannot be defined.
Thus, optical Stark spectroscopy,130,131,137 double-slit
experiments,265 and optimal control problems266 have
been investigated simply by integrating the HEOM with
time-dependent perturbations.
As an extension of the stochastic approach, the HEOM
has been used to calculate linear and nonlinear NMR
spectra42,180,267 and muon spin (µSR) spectra.42,96
C. Quantum transport problems
At present, there are two HEOM approaches for the
treatment of quantum transport problems. One is based
on the Wigner distribution function, where the particles
can come in or come out through the boundary condition
of the system. The heat bath then acts as the thermal
energy source for the system. The other is based on the
grand canonical treatment of the heat baths, in which the
baths act as infinite sources or absorbers of particles and
the flow of the particles among the baths is controlled by
the chemical potentials.
The Wigner-function-based approach has been
applied to the study of chemical reactions,90 quan-
tum ratchets,108 molecular motors,132 (see Fig. 6),
photodissociation,130,131 and resonant tunneling
processes.105–107 Calculations have been performed
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FIG. 13. Decay of quantum entanglement (concurrence) for
two qubits coupled to independent baths as a function of time
from a maximum entangled state. We present the results cal-
culated from the HEOM with the bathentanglement initial
condition (solid curve), the HEOM from factorized initial
condition (blue dashed curve), and the Markovian Redfield
equation with the RWA (red dash–dotted curve). Reproduced
with permission from A. G. Dijkstra and Y. Tanimura, Phys.
Rev. Lett. 104, 250401 (2010). Copyright 2010 The American
Physical Society.
using the periodic, open, and inflow–outflow condi-
tions. The investigation of quantum ratchets showed
that the current is suppressed as the tunneling rate
increases.108 In the investigation of the resonant tunnel-
ing diode, a self-current oscillation was discovered in the
negative-resistance region, although the Hamiltonian is
time-independent (see Fig. 4).
The approach based on the grand canonical ensemble
has been applied to inelastic quantum transport prob-
lems modeled by a molecular system coupled to electron
baths.196,268–270 More specifically, Coulomb blockade,271
the Kondo effect,272–275 quantum dots,197,276,277
Aharonov–Bohm interferometers,278,279 Anderson
localization,280,281 molecular junctions,282,283 and vi-
bronic reaction dynamics at metal surfaces284 have been
studied. By combining density functional theory with
the HEOM (DFT-HEOM), the electrical structure of
graphene nanoribbons285 and the local spin states of ad-
sorbed and embedded organometallic molecules that ex-
hibit Kondo phenomena [including d-CoPc/Au(111),286
FePc/Au(111),287 few-layer CoPc/Au(111),288 Au–
Co(tpy-SH)2–Au composites,
289,290 CoPc and FePc
on Pb(111),291 and FeOEP on Pb(111)292] have been
investigated (see Fig. 12). In this treatment, the system
can dissipate or obtain energy only through exchange of
particles with the baths.
D. Quantum information and quantum thermodynamics
Because the HEOM can provide an exact numerical
treatment of the dynamics defined by the Hamiltonian,
it is possible to carry out desktop experiments to ver-
ify fundamental statements about quantum information
and quantum thermodynamics in a practical manner
under extreme quantum conditions. Commonly studied
problems of quantum thermodynamics are quantum heat
flow100,293–296 and quantum heat engines.101,102 Because
the quantum systems we consider are on the nanoscale,
we cannot ignore the quantum contributions from the
system–bath interaction. Thus, for example, it has been
shown that the second law of thermodynamics is broken
if we define the heat current using the system energy in-
stead of the bath energy.100
As a problem of quantum information, quantum entan-
glement is important not only for the system itself but
also for the system–bath interaction. A frequently used
quantum measure for a two-qubit system is the concur-
rence. From the HEOM approach, we observe a rapid re-
vival of the concurrence after the sudden death of entan-
glement, because the quantum entanglement between the
two qubits builds up through the bathentanglement be-
tween the spins and the baths (see Fig. 13). The sensitiv-
ity of a nonlinear response function has also been inves-
tigated as a nonlinear quantum measure.93,94 The effects
of geometrical phase297 and quantum synchronization298
have been investigated simply by integrating the HEOM
with time-dependent driving fields.
VII. FUTURE PERSPECTIVES
Thirty years have passed since HEOM theory was de-
veloped as a bridge between the perturbative and Marko-
vian quantum master equation theory and phenomeno-
logical stochastic theory. With this in mind, we summa-
rize here the limitations and major challenges of the cur-
rently available HEOM theories.
The advantage of the HEOM approach lies in the
structure of the equations of motion: a set of simulta-
neous differential equations for the elements of the hi-
erarchy can utilize the bathentanglement even under a
strong time-dependent external force. When the external
perturbation is switched off, the system approaches the
correct thermal equilibrium state at finite temperature,
which is important for the study of relaxation dynamics.
The HEOM approach allows us to calculate nonlinear
response functions, which is significant for the detection
of dynamical bathentanglement. Tremendous efforts have
been devoted by many researchers to devise extensions of
the HEOM approach that will aid in the development of
theoretical background, numerical techniques, and appli-
cations, and thereby further the study of open quantum
dynamics.
Thus, we can now study reasonably large systems, in-
cluding those consisting of 20–30 spins and those de-
scribed by an anharmonic two-dimensional potential, in
a numerically “exact” manner under quantum mechan-
ically extreme conditions. While the capability of this
approach is still limited, it should become possible to
utilize such extended degrees of freedom to provide de-
scriptions of realistic systems and of realistic anharmonic
heat baths.
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For example, on the system side, we should be able
to employ a quantum chemistry approach or a first-
principles MD approach to describe the system dynamics,
while the effects of the molecular environment are mod-
eled using a harmonic oscillator bath. Machine learning
approaches will be helpful for the construction of realistic
system–bath models.299
On the bath side, to treat non-Gaussian heat baths and
spin or correlated fermionic baths, a practical approach
is to introduce a reasonably large subsystem between the
system and the bath that consists of an ensemble of an-
harmonic oscillators, spins, or electrons that can interact
with each other. If the subsystem degrees of freedom are
sufficiently large and the interactions between the sub-
system and bath are weak, we should be able to study
the effects of an anharmonic or non-bosonic bath whose
thermal states are not characterized by the fluctuation–
dissipation theorem. Using a model of this kind, we can
investigate, for example, the quantum dynamics of an
impurity in a complex molecular matrix that is in turn
coupled to a phonon bath. The numerical cost of facil-
itating the treatment of large subsystems is extremely
high, however, and therefore efficient algorithms have to
be employed.
The key feature of the HEOM formalism arises from
the definition of the hierarchical elements, where the
0th hierarchical element includes all orders of system–
bath interactions and is the exact solution of the total
Hamiltonian, with the higher members then including the
lower-order system–bath interactions, in contrast to con-
ventional perturbative approaches. Although the struc-
ture of the HEOM becomes complex and may not be
truncated in a simple manner, there is no inherent re-
striction on constructing the HEOM for any system that
interacts with an environment. To study quantum coher-
ence among spatially distributed sites comparable to the
thermal de Broglie wavelength, it would be important to
construct the HEOM for the Hamiltonian in momentum
space, for example for the Fro¨hlich Hamiltonian, in the
way derived for the deformation potential Hamiltonian.87
In this way, we can explore the interplay of quantum co-
herence in time and space in a uniform manner.
Finally, it should be mentioned that the framework of
the HEOM theory can also be applied to the relativistic
quantum theory of the electromagnetic field and to other
field theories in which the fundamental interactions arise
from the exchange of gauge bosons. The nonperturbative
nature of the HEOM approach may provide new insight
into the problem of irreversibility not only in time but
also in space that we experience in our universe.
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FIG. 14. Double-sided Feynman diagrams for the second- and
third-order response functions: (a) elements of R(2)(t2, t1); (b)
elements of R(3)(t3, t2, t1). In each diagram, time runs from
bottom to top and ti represents the time intervals for the
ith sequence between the successive laser–system interactions.
The left line represents the time evolution of the ket, whereas
the right line represents that of the bra. The excited states
are represented by the red lines. The complex conjugate paths
of these, which can be obtained by interchanging the ket and
bra diagrams, are not shown here. (See Ref. 21.)
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Appendix: Nonlinear response functions
In quantum mechanics, any physical observable can be
expressed as an expectation value of a physical operator.
In an optical measurement, the observable at time t is
expressed as P (t) = tr{µˆρˆtot(t)} or P (t) = tr{Πˆρˆtot(t)},
where ρˆtot(t) involves the interaction between the exci-
tation fields and the system through the dipole operator
µˆ or the polarizability operator Πˆ.42 We expand ρˆtot(t)
in terms of the nth-order response function, which in-
volves n excitations. In laser spectroscopy, any order of
the response function is thus expressed by 2n elements
with different configurations corresponding to different
time evolutions of the density matrix element.21 The
first-order contribution is the linear response function,
R(1)(t1) = 〈[µˆ(t1), µˆ]〉/~. The signal for the harmonic
case is presented in Fig. 8(c). Using Liouville notation,
this is expressed as R(1)(t1) = −i tr{µˆGˆ(t1)µˆ×ρˆeq}/~,
where Gˆ(t) is the propagator, which does not involve the
19
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FIG. 15. Two-dimensional electronic spectrum of a two-level
system calculated from (a) the HEOM approach and (b) the
TCL Redfield approach for ω0 = 2100 cm
−1, ζ = 0.5ω0,
γ = 0.005ω0, and β~ω0 = 10. Because the TCL approach
cannot properly take account of the system–bath coherence
(entanglement) over the t2 period, as illustrated by the blue
dashed lines in Fig. 7(b-i), it does not account for the de-
phasing of the echo signal along the ω1 = ω2 direction. Re-
produced with permission from A. Ishizaki and Y. Tanimura,
Chem. Phys. 347, 185 (2008). Copyright 2008 Elsevier.
laser interactions.120
Each time evolution for the second- and third-
order cases is characterized by the quantum Liouville
paths for n = 2 and 3, as illustrated in Fig. 14.
The second-order contribution is the observable of
2D Raman, 2D terahertz Raman and 2D IR Raman
spectroscopy. For 2D terahertz Raman spectroscopy,
the second-order response function is expressed as
R
(2)
TTR(t2, t1) = −tr{ΠˆGˆ(t2)µˆ×Gˆ(t1)µˆ×ρˆeq}/~2.300 The
diagrams for the second-order response function are pre-
sented in Fig. 14(a). The complex conjugate diagrams of
these are not depicted. The signal for the harmonic case
is presented in Fig. 8(d-i).
The third-order response function describes 2D
infrared (2DIR) spectroscopy as R(3)(t3, t2, t1) =
−i tr{µˆGˆ(t3)µˆ×Gˆ(t2)µˆ×Gˆ(t1)µˆ×ρˆeq}/~3, where µˆ rep-
resents the dipole operator.110–113 The same expres-
sion can describe third-order electronic measurements,
which include two-dimensional electronic spectroscopy
(2DES), by regarding µˆ as the electronic transition
dipole operator.144 By using the third-order diagrams,
the pump–probe spectrum (PPS) and transient absorp-
tion spectrum (TAS) are, for example, calculated from
the diagrams presented in Figs. 14(b-ii) and 14(b-iii).
In the HEOM approach, the density matrix is replaced
by a reduced one, and the Liouvillian in G(t) is replaced
using Eq. (5) or Eq. (8). We then evaluate the response
function, for example, the 2D Raman–IR–IR response
function R
(2)
RII(t2, t1) by the following steps:
(i) The system is initially in the equilibrium state,
which is obtained by numerically integrating the
HEOM until a steady state is reached.
(ii) The system is excited by the first Raman interac-
tion at t = 0 by applying Πˆ× to all of the hierarchi-
cal elements to take into account the system–bath
entangled states in Figs. 2(a)–(c) that overlap with
the diagrams presented in Fig. 14(a), as illustrated
in Fig. 7(a-i).
(iii) The time evolution of the perturbed elements is
then computed by integrating the HEOM for the
time period t1.
(iv) The second excitation µˆ× is then applied, and the
perturbed elements are again computed by inte-
grating the HEOM for the time period t2.
The response function R
(2)
RII(t2, t1) is calculated from
the expectation value of µˆ. If necessary, we calculate
R
(2)
RII[ω1, ω2] by performing a fast Fourier transform for
t1 and t2 [Figs. 8(iv) and 11]. The higher-order response
functions can be calculated in a similar manner. If we
wish to calculate the response function for a specific
Liouville path presented in Fig. 14, we selectively ap-
ply µˆ from the right or left instead of µˆ× by adjust-
ing the method outlined in steps (i)–(iv) to the target-
ing Liouville path.144 In Fig. 15, we present the 2DES,
which is obtained from the double Fourier transform of
R(3)(t3, t2, t1) for t1 and t3 for the diagrams in Figs. 14
(b-i) and 14(b-iv) calculated from the HEOM approach
and the TCL Redfield approach. In the high-temperature
case, we can also evaluate the nonlinear response function
from the HEOM approach analytically as the products
of the resolvent G[s], which is the Laplace transform of
G(t).120–122
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