control design is applied to the control of Euler-Lagrange systems. It is known that the existence of optimal control depends on solvability of the so-called Hamilton-Jacobi-Isaccs (HJI) partial differential equation. In this article, the associated HJI equation for nonlinear inverse-optimal control problem for Euler-Lagrangian system is solved analytically. The resulting control is referred to as the reference error feedback, which takes conventional PID controller form. Consequently, robust motion control can be designed for robot manipulators using -gain attenuation from exogenous disturbance and parametric error.
I. INTRODUCTION
Many physical systems can be modeled by Lagrangian equations of motion. Denoting the generalized coordinates of such a system by= (q 1 ; q 2 ; . . . ; q n ) T 2 < n yields = M M M ()+ C C C(; _) _ q_ q _ q + g g g() + 
which is a restatement of the well-known skew-symmetry of _ M M M (; _)0 2C C C(; _) [1] , where (1) T denotes the transpose of (1) . Since tracking of the coordinateto a given desired trajectoryDES (t) 2 < n bounded functions of time is of concern, let us define e e e =DES (t) 0:
One conventional dynamic controller is based on nonlinear dynamics compensation of (1), e.g., = M M M ()REF + C C C(; _)_+ g g g() where the reference acceleration is defined byREF =DES + kv _ e e e + kpe e e:
The closed-loop dynamics is rendered to reference acceleration tracking linear dynamics q), respectively. This parameter error also acts as disturbance to the system. Upon these settings, the problem that we address in this paper is the design of a controller that can attenuate the effect of disturbance on control error with control input that is as small as possible. The disturbances consist of exogenous disturbance, d d d(t), and parametric error, = 0 . This problem is referred to as (induced) L2-gain attenuation problem, or nonlinear H 1 optimal control problem [2] , [3] . It is well known that the design problem of nonlinear H 1 optimal control reduces to solving a partial differential inequality or equation, called Hamilton-Jacobi-Isaccs (HJI). However, for Euler-Lagrange system, the nonlinear H 1 optimal control, or the associated HJI partial differential inequality, has long been regarded very difficult to solve analytically. Therefore, much research aimed at solving nonlinear H 1 optimal control in simpler form was proposed, e.g., Battilotti and Lanari [4] solved disturbance attenuation problem indirectly based on the back-stepping method, and Nakayama and Arimoto [5] proposed a method of tuning passivity based control to endow a sort of H 1 optimality. One of the most successful design of nonlinear H1 optimal control is that by Chen et al. [6] . Applying the special coordinate transformation for quadratic optimal control of robot manipulators [7] , it was shown that solutions of the associated HJI equation can be found by solving an algebraic matrix equation [6] . To the contrary, we aim at solving the HJI equation directly using physical properties of Euler-Lagrange system. This paper summarizes the first progress on this direction of research, i.e., directly solving the HJI equation for Euler-Lagrange system. In particular, the so-called nonlinear H1 inverse-optimal control is solved analytically for Euler-Lagrange system. This paper is organized as follows. First of all, we formulate the problem we are to solve, i.e., nonlinear H1 inverse-optimal control, in Section II. Recognizing that nonlinear H 1 optimal control should be defined in terms of disturbance-optimality pair, we provide one favorable pair of disturbance-optimality for Euler-Lagrange system, including exogenous disturbance and parametric error disturbance. Then we solve the associated HJI partial differential equation in Section III. First, it is shown that the HJI partial differential equation can be converted to a matrix ordinary differential equation if a specific condition is met. Next, the matrix differential equation is analytically solved exploiting the Euler-Lagrange property (2) . Surprisingly, the resulting H 1 optimal control is defined by simple linear feedback of so-called reference error, where the feedback gain matrix is determined by a specified L2-gain. It is known that nonlinear H1 optimal control entails closed-loop stability, due to controller properties, against exogenous disturbances which have been used in L2-gain attenuation definition [2] , [3] . However, because disturbances used in current control design include state feedback for parametric error disturbance, hence nonexogenous, the resulting control may as well be confirmed of its stability property, which is described in Section IV. It is shown that global 1042-296X/00$10.00 © 2000 IEEE uniform ultimate boundedness is guaranteed under moderate assumption on norm bounds on system dynamics.
II. FORMULATION OF NONLINEAR H1 INVERSE-OPTIMAL CONTROL PROBLEM
To formulate L 2 -gain attenuation problem, one must define a pair of disturbance and cost which is referenced for control design. As mentioned, there are two kinds of disturbances at large, that is exogenous disturbance and parametric error. Exogenous disturbance affects the system directly, whereas parametric error disturbs the controlled system through some motion variables, e.g., velocity, with feedback. Specifically we formulate the disturbance induced by parametric error in the following manner: w w w PE ( 
Taking into account of the disturbance (6), the Euler-Lagrange dynamics (1) becomes 
where
is called the reference motion compensation (RMC). In the equation, an auxiliary control u u u is inserted to make the system achieve the L2-gain attenuation.
Substituting the control (8) into the dynamics, (1) or (7) 
with exactly the same disturbance w w w(x x x; t) formulated in (6 x and the time t. In other words, the system is nonlinear and time varying.
To define the L2-gain attenuation, the cost function must also be defined for optimality evaluation. We define the cost function that will be minimized by the following nonlinear quadratic with a set of possibly state-dependent and time-varying symmetric positive definite weighting matrices Q Q Q(x x x; t) to weight the state x x x, and R R R(x x x; t) to weight the auxiliary control u u u (instead of the overall control ). Then the form of the cost function is given by
Using the formulations of disturbance and cost function, the nonlinear H1 inverse-optimal control is stated as: Given a desired L2-gain > 0, we wish to find a state-feedback control u u u(x x x; t) and a set of possibly time-varying and state-dependent symmetric positive definite matrices Q Q Q 3 (x x x; t) and R R R 3 (x x x; t), such that the following L2-gain attenuation problem is satisfied: At this point, we provide the theorem on L2-gain attenuation of a general nonlinear time-varying system. Formal definition of nonlinear L 2 -gain attenuation problem is stated as follows. Consider a nonlinear system, with local coordinates x x x = (x1; . . . ; xn) T for the state space
where u u u 2 < m is the control, and w w w 2 < w is the disturbance. Let performance be evaluated using the cost variable z z A1) f f f(x x x; t), g g g(x x x; t), and p p p(x x x; t) are sufficiently smooth, and g g g(x x
x; t) and p p p(x x x; t) have full column rank.
Isidori [2] and Van der Schaft [3] found the theorem on nonlinear L2-gain attenuation problem independently. Nonlinear H1 optimal control is formulated using a solution, if any, of HJI partial differential inequality or equation, as stated in the following theorem [2] , [3] . The theorem is slightly generalized to include a nonlinear time-varying system such as follows, because the system (11) we are dealing with is typically nonlinear and time varying.
Lemma 1: Let > 0. Suppose there exists a continuously differentiable solution V (x x x; t) 0 with V (0; t) = 0 that satisfies
for the system (14) and the cost function (15). Here, V t = (@V =@t)(x x x; t) 2 < and V V
satisfies the L 2 -gain attenuation requirement (17) for the L 2 -gain > 0.
III. NONLINEAR H1 INVERSE-OPTIMAL CONTROL VIA REFERENCE ERROR FEEDBACK
The main result on the nonlinear H 1 inverse-optimal control for the system (9) or (11) is summarized by the following theorem. It states that L 2 -gain attenuation (13) by an arbitrarily specified > 0 is possible by a simple reference error feedback (REF) for a set of special weight matrices Q Q Q 3 (x x x; t) and R R R 3 (x x x; t). Theorem 1: Let > 0 and a set of (k p ; k v ) be given. For the Euler-Lagrangian reference error output system (9), or its state-space representation (11), the following REF is the solution to the nonlinear H 1 inverse-optimal control problem stated in the previous section u u u 3 = 0K K K 3 (x x x; t) _ e e e + k v e e e + k p e e e (20) 1 The case of nonzero initial condition can easily be solved if this zero initial condition problem is solved.
if the following three requirements hold: K K K 3 should satisfy
and there exist n 2n symmetric constant matrices Q Q Q 3 12 ; Q Q Q 3 13 , Q Q Q 3 23 , and a scalar > 0 such that
Then the cost attenuated in the L 2 -gain sense is defined by (13) using
and
The proof of this theorem consists of two steps as follows. 1) Conversion of the HJI partial differential inequality (18) to a nonlinear matrix ordinary differential Riccati inequality defined by _ P P P (x x x; t) + A A A T (x x x; t)P P P (x x x; t) + P P P (x x x; t)A A A(x x x; t) 0 P P P 
where _ P P P (x x x; t) is the total derivative of P P P (x x x; t) with respect to time t, i.e., _ P P P (x x x; t) = dP P P (x x x; t) dt = @P P P (x x x; t) @t
2) Analytic solution to the differential Riccati equation _ P P P (x x x; t) + A A A T (x x x; t)P P P (x x x; t) + P P P (x x x; t)A A A(x x x; t) 0 P P P (x x x; t)B B B(x x x; t) 1 R R R 301 (x x x; t) 0 1 2 I I I B B B T (x x x; t)P P P (x x x; t) + Q Q Q 3 (x x x; t) = 0
using the property (2) of Euler-Lagrangian system.
A. Differential Riccati Inequality for Euler-Lagrangian System
The assumed solution (24) is in quadratic form with a nonlinear timevarying and state-dependent matrix P P P (x x x; t) = P P P (x x x 1 ; x x x 2 ; x x x 3 ; t). The following lemma provides a general case where the HJI inequality (18) reduces to a nonlinear matrix differential Riccati inequality for a class of the system for which (14) can be represented by T . Note, in particular, that the number r is 3 for the state of the Euler-Lagrangian system (11).
Lemma 2: For the system represented by (26), assume that h h h(x x x; t) and k k k(x x x; t) in (15) satisfy h h h T (x x x; t)h h h(x x x; t) = x x x T Q Q Q(x x x; t)x x x and k k k T (x x x; t)k k k(x x x; t) = R R R(x x x; t) for two symmetric matrices Q Q Q(x x x; t) and R R R(x x x; t). If P P P (x x x; t) in (24) is not an explicit function of x x xr that is (@P P P=@x T r ) = 0, then the HJI inequality (18) for V (x x x; t) of (24) reduces to the differential Riccati inequality _ P P P (x x x; t) + A A A T (x x x; t)P P P (x x x; t) + P P P (x x x; t)A A A(x x x; t) 0 P P
If there exist a solution matrix P P P (x x x; t) > 0, then H1 optimal control defined by (19) also reduces to u u u 3 = 0R R R 01 (x x x; t)B B B T (x x x; t)P P P (x x x; t)x x x:
(28)
Proof: See Appendix A. In particular, for the Euler-Lagrangian reference error output system (11), the differential Riccati inequality (27) is further reduced to (23) since B B B(x x x; t) = D D D(x x x; t) in (26). The above lemma can be applied to design of nonlinear H1 inverse optimal, or optimal, control for any nonlinear system of the form (26) and for any nonlinear quadratic cost function z z z T (x x x; t)z z z(x x x; t) = x x x T Q Q Q(x x x; t)x x x+u u u T R R R(x x x; t)u u u. In many cases, the corresponding differential Riccati inequality is easier to analyze and solve than the HJI inequality.
B. Analytic Solution to Differential Riccati Equation
In this section, analytic solution to the differential Riccati equation (25), a special case of the inequality (23), is found by exploiting the property (2) of an Euler-Lagrangian system. By partitioning the 3n 2 3n P P P (x x x; t) matrix as P P P (x x x; t) = P P P 11 (x x x; t) P P P 12 (x x x; t) P P P 13 (x x x; t) P P P 12 (x x x; t) P P P 22 (x x x; t) P P P 23 (x x x; t) P P P 13(x x x; t) P P P 23(x x x; t) P P P 33(x x x; t) and Q Q Q(x x x; t) similarly, (25) reduces to the following set of six simultaneous matrix differential equations, each of dimension n 2 n: 12 0 = _ P P P 13 + P P P 12 0 k v P P P 13 0 P P
M M M 01 P P P 33 + Q Q Q 3 13 0 = _ P P P 23 + P P P 22 0 k v P P P 23 + P P P 13 0 k p P P P 33 0 P P
These differential equations must be solved analytically. The following lemma proposes one class of analytic solutions:
The differential Riccati equation (25) for the Euler-Lagrangian reference error output system, i.e., (10) with (11), has solution P P P (x x x; t) of the form (30), shown at the bottom of the page, if the state weighting matrix Q Q Q 3 (x x x; t) and the control weighting R R R 3 (x x x; t) are given by (21) and (22). Here, It should be noted that the nonlinear H 1 inverse-optimal control (20) does not depend on any dynamic parameters of the system (1), although it was formulated using actual dynamic parameters, see (11).
Due to this property, the REF H 1 control can be applied generally without any knowledge of a system's dynamics, provided it is an Euler-Lagrangian system.
Positive definiteness of P P P , Q Q Q 3 , and R R R 3 is ensured using the following lemmas.
Lemma 4:
The matrix K K K 3 (x x x; t) satisfies (R1) if
where min(A A A) denotes the minimum eigenvalue of A A A. If (31) holds, then R R R 3 (x x x; t) = K K K 301 (x x x; t) > 0.
Lemma 5: For the 3n 2 3n P P P (x x x; t) matrix given in (30) to be positive definite, it is necessary and sufficient that the 2n 2 2n constant portion matrix given in (R2) is positive definite.
Lemma 6: Similarly, the matrix Q Q Q 3 (x x x; t) is positive-definite if the constant portion Q Q Q 3 given in (R3) is positive-definite forK K K 3 0.
Remark 1: The proposed solution V (x x x; t) using P P P (x x x; t) can be interpreted elegantly as the kinetic energy plus potential energy since 
and (R3) 
Remark 2: We would like to remark again that we solved the nonlinear H 1 inverse optimal control problem, which means that the cost function represented by the state weight Q Q Q 3 (x x x; t) and R R R 3 (x x x; t) is given at the same time as well as the optimal control u u u(x x x; t). That is, for a given , there exists a set of solutions fR R R 3 ; Q Q Q 3 ; u u u 3 g. Second point we would like to comment that the L2-gain attenuation should be evaluated for a specific disturbance (input)-cost(output) pair. Note that the disturbance formulation is independent of the cost function or L 2 -gain.
Remark 3:
Understanding of rough behavior of the expected inverse optimal solution, as the L 2 -gain changes, will be of help. Given an As the control weight R R R should be determined to satisfy R R R < 2 I I I:
Therefore, the following should be met:
R R R 1 < 
In this case, the state weight matrices for two cases become almost equal to each other, i.e
That is, as a smaller L2-gain is required, the control weight becomes smaller, whereas the state weight does not change.
Conclusively, the RMC with REF is computed by
where K K K 3 () 2 < n2n is the REF gain matrix, possibly state-dependent.
IV. STABILITY ANALYSIS OF REFERENCE MOTION COMPENSATION WITH REFERENCE ERROR FEEDBACK
The property of L2-gain attenuation from disturbance to cost function does not directly entail the stability, or boundedness, of the state x x x(t) because the notion of stability concerns the norm of x x x(t), not to s x x x T x x x dt [1] . Fortunately the nonlinear H 1 optimal control satisfies closed-loop stability when w w w = 0. The general stability properties of the solution to the HJI inequality or equation must be considered.
Choosing the solution V (x x x; t) > 0 to the HJI equation (18) as the Lyapunov function for the system (14) with the nonlinear H 1 optimal control (19) for the cost function (15) yields the following derivative along the system's trajectory:
As V (x x x; t) is a solution of the HJI equation (18), the above derivative can be written as
Then the asymptotic stability of the closed-loop system when w w w = 0 directly follows.
However, stability when w w w = 0 does not always imply that the total system remains still stable, or bounded, especially when there exists disturbance involving state feedback. An alternative to assess stability of such disturbed system is to define a specific Lyapunov function and check stability of the closed-loop system. This analysis can produce more direct estimate of error norm if more specific information on the system's dynamic parameters is available. In this section, we use the solution to the HJI equation V (x x x; t) of the form (24) with (30) to analyze the stability of Euler-Lagrangian system under the control of RMC with REF. w w w =M M M()( e e e + k v _ e e e + k p e e e) + fC C C(; _) + K K K 3 (x x x; t)g _ e e e + k v e e e + k p e e e Then it can be shown that the closed-loop system is in fact globally exponentially stable when w w w = 0. Assume that the solution V (x x x; t) = 1 2 x x x T P P P(x x x; t)x x x given in (24) satisfies (@P P P=@x x x T r ) 0 for the system (10). In the following, the argument x x x and t will not be explicitly written, when it is obvious by contextual flow. First note that
A. Closed-Loop Stability Without the Disturbance

B. Stability Analysis Under Disturbance
where it is easy to see that @P P P @x x x T x x x = @P P P @x x x T 1 x x x 111 @P P P @x x x T r01 x x x @P P P @x x x T r x x x = @P P P @x x x T 1 x x x 111 @P P P @x x x T r01 x x x 0 :
Computing first two terms of the HJI expression in (18) yields
By rearranging the equation, there follows
x x x T @P P P @t
for which we are to show that @P P P @t x x x + @P P P @x x x T x x x A A Ax x x = _ P P Px x x:
In the equation, since
. . . 
For the third term of the HJI expression given by Similarly there follows
Therefore, the third term is simply written as
Combining (43) and (44) with h h h T h h h = (1=2)x x x T Q Q Qx x x, the original HJI partial differential expression reduces to the following ordinary differential Riccati expression:
where DR = _ P P P + P P PA A A + A A A T P P P 0 P P
Because the HJI inequality should hold for all x x x, the differential Riccati inequality (27) follows.
The original nonlinear H 1 optimal control given by (19) reduces to the control given in (28), since u u
APPENDIX B PROOF OF LEMMA 3 In the following derivation, all the superscripts 3 are suppressed, which indicates that two matrices Q Q Q and R R R are solutions of the nonlinear H 1 inverse-optimal control. After some manipulation of the first three equations of (29), expressing the diagonal blocks of the original DRE (25), using the property (EL) or (2), they can be reduced to if the following are substituted: P P P 13 M M M 01 := 13 I I I ) P P P 13 = 13 M M M P P P 11 := kp13M M M + P P P 11 P P P 23M M M 01 := 23I I I ) P P P 23 = 23M M M P P P 22 := kv23M M M + P P P 22 P P P 33M M M 01 := 33I I I ) P P
For example, consider the first equation of (29). As one can see, the first three elements _ P P P 11 0 kp(P P P 13M M M 01 C C C + C C C T M M M 01 P P P 13) can be eliminated by the property (EL), if P P P 13 M M M 01 = 13 and P P P 11 = k p 13 M M M + constant portion, which is the first assignment of the above equation.
Then the first three elements reduce to kp13( _ M M M 0C C C 0C C C T ), which is zero by the property (EL). The other two assignments are derived similarly. In the above, the term denoted by (1) denotes the constant portion of (1) . Substituting the above results to the remaining three equations of (29) and applying similar processes to them, one can see that the assignments on the left-hand side of the following equations make the remaining three equations hold:
kp23 := kv13 ) P P P 12 := k p 23 M M M + P P P 12 P P In order not to result in only trivial solutions for 's the determinant of the coefficient matrix should be zero, which is indeed the case. In fact, the matrix has one-dimensional null space, and any elements belonging to the null space can be expressed as 33 := ) 13 = k p 23 = k v using a single free parameter . Then summarizing the above assignments yields the following P P P matrix: 
From the constraint that P P P 's of (45) are constant, one can conclude that, by decomposing K K K (x x x; t) as in Lemma 3, the off-diagonal blocks of Q Q Q should be of the following form:
Q Q Q 12 (x x x; t) = Q Q Q 12 + 2 k p k vK K K (x x x; t) Q Q Q 23 (x x x; t) = Q Q Q 23 + 2 kvK K K(x x x; t) Q Q Q 13 (x x x; t) = Q Q Q 13 + 2 k pK K K (x x x; t):
The same decomposition applies to the diagonal blocks of Q Q Q matrix, i.e., Then, the following assignment of P P P matrix will suffice to solve all the equations in (45) and (46), and consequently the differential Riccati equation ( 
