This work studies the stability of solitary waves of a class of sixth-order Boussinesq equations.
Introduction
In this work we study the generalized sixth-order Boussinesq (GSBQ) equation [5, 8, 9] u tt = u xx + βu xxxx + u xxxxxx − (f (u)) xx (1.1) where f ∈ C 2 is homogeneous of degree p ≥ 2. Neglecting the sixth-order term, equation (1.1) becomes a generalization of the classical Boussinesq equations u tt = u xx + βu xxxx − (f (u)) xx , β = ±1, (1.2) Equation (1.2) was originally derived by Boussinesq [4] in his study of nonlinear, dispersive wave propagation. We should remark that it was the first equation proposed in the literature to describe this kind of physical phenomena. Equation (1.2) was also used by Zakharov [24] as a model of nonlinear string and by Falk et al [11] in their study of shape-memory alloys. When β = 1, equation(1.2) is called "bad" Boussinesq equation, while (1.2) with β = −1,
is called "good" Boussinesq equation. Given certain conditions on f , (1.3) possesses special travelingwave solutions with finite energy. Indeed, (1.3) can be written as the system of equations
By a solitary wave solution of (1.4), we mean a traveling-wave solution of the form ϕ(x − ct), vanishing at infinity, where c is the speed of wave propagation. It was shown in [3, 17] that these solutions are of the form ϕ = (ϕ, −cϕ) so that they must satisfy
(1 − c 2 )ϕ − ϕ − f (ϕ) = 0.
(1.5)
Bona and Sachs in [3] proved that the solitary waves of (1.4) are stable under an appropriate convexity condition. Liu [17, 18] showed the nonlinear instability of solitary waves of (1.4). His proof was based on a modification of the general argument of [13] . Equation (1.1) can be also written as the following system of equations u t = v x v t = (u + βu xx + u xxxx − f (u)) x (1.6)
If we put the solitary wave form ϕ(x − ct) into (1.1), we obtain
It is worth noting that the solitary wave solutions of equation (1.7) have been investigated numerically and the two classes of subsonic solutions corresponding to the sign of β have been obtained, more precisely, the monotone shapes and the shapes with oscillatory tails [5] . The system (1.6) has the conserved quantities
We also note that, at least formally, the quantity Our aim here is to study the stability of solitary waves of (1.1). This paper is organized as follows. In Section 2, we consider the properties of ground state solitary wave solutions. The solitary wave equation (1.7) is a fourth-order elliptic equation, and is identical, after a rearrangement of parameters, to the solitary wave equation that arises in the study of the fifthorder KdV equation. The variational, regularity, and decay properties of this equation were considered in [15] , so we refer to this work for several results. In Section 3 we prove the main stability result, Theorem 3.2, which states that the set of ground state solitary waves is stable if d (c) > 0, where d is defined by equation (3.6) . In Section 4 we prove the main instability result, Theorem 4.2, which states that a given ground state is orbitally unstable if there exists an "unstable direction". In Theorem 4.3 we show that such an unstable direction exists provided d (c) < 0. Using a different choice of unstable direction, we also derive in Theorem 4.4 explicit conditions on p, β and c that imply orbital instability. Section 5 is devoted to establishing further properties of the function d. We first show that when f (u) = |u| p−1 u for p < 5, there exist c near c * such that d (c) > 0. See Theorem 5.1 and Corollary 5.1. We then derive in Theorem 5.2 the main scaling identity satisfied by d, and use it to prove that d (c) may change sign at most once along each semi-ellipse in the (β, c)-plane. Finally, in Section 6, we outline the numerical method used to compute the function d, and present the results of these numerical calculations. The main conclusions that can be drawn from these results are found in Observation 6.1.
Notations
For each r ∈ R, we define the translation operator by τ r u = u(· + r). Given a solitary wave ϕ of (1.6), the orbit of ϕ is defined by the set O ϕ = {τ r ϕ; r ∈ R}. We shall denote by g the Fourier transform of g, defined as
For s ∈ R and 1 ≤ p ≤ ∞, we denote by H s,p (R), the Bessel potential space defined by
, with respect to the norm
where
In particular, we define the nonhomogeneous Sobolev space H s (R) = H s,2 (R). Let X be the space defined by
with the norm
For any positive numbers a and b, the notation a b means that there exists a positive (harmless) constant k such that a ≤ k b. We also use a ∼ b when a b and b a.
Existence of Solitary Waves
Solutions of the solitary wave equation (1.7) may be shown to exist via the following variational problem. Define
where F = f and F (0) = 0. When c 2 < 1 and β < β * = 2 √ 1 − c 2 (equivalently when β < 2 and c 2 < c 2 * , where c * = 1 − β 2 + /4 and β + = max{β, 0}), the functional I is coercive in the sense that
, it follows that for λ > 0 we have
We say that a sequence u k is a minimizing sequence if K(u k ) → λ > 0 and I(u k ) → M λ . The following result is a consequence of the concentration-compactness theorem, and was shown in [15] for a more general class of homogeneous nonlinearities (see also [10, 14] ).
Theorem 2.1 Fix p > 1. Suppose c 2 < 1 and β < β * . If u k is a minimizing sequence for some λ > 0, then there exists a subsequence u kj , scalars y j and ψ ∈ H 2 (R) such that
Since the function ψ achieves the minimum M λ it satisfies the Euler-Lagrange equation
for some multiplier µ. Multiplying this equation by ψ and integrating over R, it follows that M λ = I(ψ) = µ(p + 1)λ, so µ > 0. Thus ϕ = µ 1/(p−1) ψ is a solution of the solitary wave equation (1.7). Such solutions are referred to as ground states and, by the homogeneity of F , achieve the minimum
The set of all ground states will be denoted by G (β, c). Multiplying the solitary wave equation (1.7) by ϕ and integrating gives I(ϕ) = K(ϕ). Thus the set of ground states is given by
We shall denote
As mentioned in the introduction, elements of G (β, c) are critical points of the action L defined by (1.10). In fact, elements of G (β, c) are minimizers of L subject to the constraint P = 0, where
Theorem 2.2 Suppose β < β * and c 2 < 1. Let
The following are equivalent.
(i) ϕ ∈ G (β, c).
Proof. The identities that we shall need relating the two variational problems are
and
From this it follows that, for any (
which implies α ≤ 1. Thus K(ϕ) ≤ K(u), and it follows that
Hence (i) implies (ii).
Next suppose ϕ = (ϕ, ψ) ∈ N solves the minimization problem. We need to show that ϕ ∈ G (β, c) and ψ = −cϕ. Denote λ = K(ϕ) > 0 and suppose u ∈ H 2 (R) minimizes I subject to the constraint
for some µ. Multiplying by u and integrating gives I(u) = µK(u) = µλ. Since
we have µ ≤ 1. On the other hand, if we setũ = µ
It then follows that µ ≥ 1 and thus µ = 1. This implies I(u) = K(u) = λ. But (2.9) then implies that I(ϕ) = K(ϕ) = λ and ψ = −cϕ, so we have ϕ ∈ G (β, c) and therefore ϕ ∈ G (β, c). This completes the proof.
As shown in [15] , solitary waves have the following regularity and decay properties.
is a weak solution of (1.7) and that f ∈ C k (R). Then ϕ is a classical solution and ϕ ∈ C k+4 (R). Furthermore, ϕ decays exponentially as |x| → ∞.
It is noteworthy that regularity and decay properties of the solutions of (1.7) can be obtained by using an argument similar to [10] via the following equivalent form of (1.7)
where 2 < 1 and β < β * = 2 √ 1 − c 2 . Using the residue theorem, one obtains the following explicit expressions for k.
One can observe that k oscillates when β ∈ (−β * , β * ); contrary to the case β ≤ −β * . The function K may give us an intuition of the properties of the solutions of (1.7), and is useful in determining the behavior of the function d (see (3.6) ) near the boundary of its domain. 
is a solution of (1.7). Multiplying the equation by xϕ and integrating yields the Pohozaev identity
The identity I(ϕ) = K(ϕ) may be written
Together these give
The term on the left side of this equation will be positive, a contradiction, when condition (i) is satisfied. Next, eliminating the ϕ terms in the equations above gives
The conditions in (ii) imply that the left hand side is non-negative and the right hand side is negative.
Stability
In this section we establish that the set of ground state solitary waves is stable under a suitable convexity condition.
and F = f and F (0) = 0. Furthermore T = +∞, or T < +∞ and
Proof. First write the system (1.6) as
The result then follows by classical semi-group theory [20, 22] , once we show that B is the infinitesimal generator of a C 0 -semigroup of unitary operators on X , and that g is locally Lipschitz on X . Define an inner product ·, · β on X by
Then for and w = (u, v) ∈ X , we have
and therefore B is skew adjoint with respect to this inner product. It then follows from Stone's Theorem that B is the infinitesimal generator of a C 0 -semigroup of unitary operators on X . Now let
To bound the first term, we use the homogeneity of f and the imbedding of
X , and thus
For the second term, we again use the homogeneity of f and the imbedding
Hence g is locally Lipschitz on X , and the proof of local existence is complete. The conservation laws then follow by differentiating each quantity with respect to t and using the system (1.6).
Definition 3.1 We say that a subset S ⊆ X is X -stable if for every > 0 there exists some δ > 0 such that whenever inf w 0 − ψ X : ψ ∈ S < δ, the solution w of the system (1.6) with w(0) = w 0 exists for all t > 0 and satisfies
Otherwise we say the set S is X -unstable.
In this section we show that the stability of the set of ground states is determined by the convexity of the function
where ϕ = (ϕ, −cϕ) and ϕ ∈ G (β, c).
Before proving Theorem 3.2, we state the basic properties of the function d. We first note that, for any w = (u, v) ∈ X we have
Applying this to ϕ = (ϕ, −cϕ) where ϕ ∈ G (β, c) and using the fact that I(ϕ) = K(ϕ), we have
By relation (2.4) this implies that
so d is well-defined, and the properties of d may be deduced by studying the properties of the function m(β, c). By reasoning similar to that in [15] we obtain the following.
is continuous and strictly decreasing in both |c| and β. For each fixed β, d c (β, c) exists for all but countably many c, and for fixed c, d β (β, c) exists for all but countably many β. At points of differentiability we have
For the remainder of this section we fix β < 2 and regard d as a function of c only. We denote by
the -neighborhood of the set of ground states G (β, c).
is continuous.
Proof. Since d is monotone decreasing and continuous, it follows that for fixed β < 2 its inverse with respect to d, d −1 , is defined and continuous in some δ-neighborhood of d(c). It therefore remains to show that p−1 2(p+1) K(u) lies in this neighborhood when u ∈ U and is sufficiently small. First observe that for any u 1 , u 2 ∈ H 2 (R) we have
Thus by the embedding of
, it follows that K is locally Lipschitz on H 2 (R). Given any ϕ ∈ G (β, c) the coercivity condition (2.3) and relations (3.8) and (2.4) imply that
Hence the set of ground states G (β, c) is a bounded subset of X . Consequently the neighborhood U is bounded for any > 0. Thus since
, the Lipschitz continuity of K and boundedness of U imply that
Then there exists some c > 0 such that for any f f ∈ G (β, c) and any w ∈ U we have
Proof. Using Taylor's Theorem and the fact that d (c) = Q( ϕ) we have
for c 1 near c. Thus for c 1 is some δ-neighborhood of c we have
By Lemma 3.2 it then follows that for sufficiently small c and w = (u, v) ∈ U c we have
and ψ minimizes I(·; β, c( w)) subject to the constraint K(·) = K(u). By (3.7) we have
Combining these inequalities proves the desired result.
Proof of Theorem 3.2. Suppose G (β, c) is X -unstable, and choose initial data w
This implies that there exist ϕ k ∈ G (β, c) such that
Denote by w k (t) the solutions of (1.6) with w k (0) = w k 0 . Then there exist some δ > 0 and times
Without loss of generality we may also suppose that δ < c and therefore
Next, using the fact that E and Q are continuous on X and conserved for solutions of equation (1.6), we have from equation (3.9) that
and lim
By Lemma 3.2, the sequence of scalars c( w k (t k ))) is bounded, and thus equation (3.10) implies that
Using the relation (3.7) and the fact that d(c) = E( ϕ k ) + cQ( ϕ k ), it follows that
a contradiction. This completes the proof of Theorem 3.2.
Instability
In this section we establish conditions that imply orbital instability of solitary waves.
The following theorem is a key point in the proof of the instability.
for t ∈ (0, T ), where T is the maximum existence time for u, and the constant C > 0 depends only on u 0 X , f and sup t∈[0,T ) u(t) X .
To prove Theorem 4.1, a series of useful lemmas are laid out. The first one is the well-known Van der Corput lemma [23] 
Lemma 4.2 Suppose h is twice differentiable on R and (i) h has finitely many zeroes, all of which are of order q 1 or less.
(ii) there exist positive constants C 1 and C 2 such that |h (ξ)| ≥ C 2 |ξ| q2 whenever |ξ| ≥ C 1 .
Then there exists a constant C such that
for 0 < t < 1, and
Proof. First suppose 0 < t < 1. Given R > C 1 , set Ω 1 = {ξ : |ξ| < R} and Ω 2 = {ξ : |ξ| ≥ R}. For 0 < t < 1 sufficiently small, we may set R = t −1/(2+q2) and the result follows. Next suppose t ≥ 1and let ξ 1 , . . . , ξ n denote the zeroes of h . For > 0 let I k = {ξ : |ξ − ξ k | < } for each k, and set Ω 1 = k I k and Ω 2 = R\Ω 11 . Then we have Ω1 e ith(ξ) dξ ≤ C .
Since each zero of h is at most order q 1 , there exists C 3 > 0 such that for > 0 sufficiently small, we have |h (ξ)| ≥ C 3 q1 for ξ ∈ Ω 2 . It then follows from Lemma 4.1 that
For t sufficiently large, we may set = t −1/(2+q1) and the estimate follows. for all t > 0.
(ii) If β = 0 there exists a positive constant C such that
for all t > 0.
Proof. First observe that h is an even C ∞ -function in R \ {0} with
Since the polynomial −3β + (2β 2 + 10)ξ 2 − 9βξ 4 + 6ξ 6 is increasing in ξ 2 for β < 2, it follows that In cases (i) and (ii) the result then follows from Lemma 4.2 with q 1 = q 2 = 1, while for β = 0 it follows from the same lemma with q 1 = 3 and q 2 = 1.
Proof. The proof follows from Young's inequality and the fact G(x) = exp(−|x|) ∈ L 1 (R), where
The following lemma gives a time estimate on the solutions of the linearized problem.
Lemma 4.5 Let S(t) be the C 0 group of unitary operators for the linearized problem of (1.6)
where C > 0 is a constant.
Proof. Since
where ϑ(ξ) = 1 − βξ 2 + ξ 4 . It is deduced from Fubini's theorem and Lemmas 4.3 and 4.4 that
where the sums are over all two sign combinations. Therefore, we obtain from Lemma 4.3 that
for t > 0. Hence, for some C > 0, it is concluded
A proof of Theorem 4.1 is now in sight.
Proof of Theorem 4.1. Let w(t) = S(t) u 0 , then w satisfies
Then the solution u(t) of (1.6) can be written
We should estimate
First observe using (4.2) that
and using Lemma 4.5 again, it follows that
On the other hand, it is deduced from Cauchy-Schwarz inequality that
If 1 < p < 2, it is straightforward to check that f (u) H 1,2/p (R) ≤ C, for some C > 0. Since (4.4) and (4.5) hold for any f ∈ L 1 (R) ∩ H 2 (R), a straightforward interpolation thus can be applied for the mapping S(t − τ ) as in (4.4) and (4.5). Thus the same argument proves that
By combining the estimates of Y and W , the proof of Theorem 4.1 is now completed.
Given ϕ ∈ G (β, c) and > 0, we define the "tube"
The main instability result is the following. 
Lemma 4.6 Let c 2 < 1 and β < β * and ϕ ∈ G (β, c) be fixed. There exist 0 > 0 and a unique C 2 map α : Ω ϕ, 0 → R such that α( ϕ) = 0, and for all u ∈ Ω ϕ, 0 and any r ∈ R,
Proof. The proof follows the line of reasoning laid down in Theorem 3.1 in [12] and Lemma 3.8 in [19] .
Let ψ be as in Theorem 4.2. Define another vector field B ψ by 
Proof. The proof follows the same lines from the proof of Lemma 3.5 in [1] or Lemma 3.3 in [2] .
Before starting with the proof of Theorem 4.2, we state and prove the following lemma which shows the boundedness of the Liapunov function (see (4.13)).
Lemma 4.8 Let ψ be as in Theorem 4.2, u 0 = (u 0 , v 0 ) be in Ω ϕ, 3 such that Λu 0 , Λv 0 ∈ L 1 (R) and f satisfy the assumptions of Theorem 4.1. If u(t) is a solution of (1.6) which corresponds to the initial data u 0 and u(t) ∈ Ω ϕ, 3 
for t ∈ [0, T ), where T is the maximum existence time for u, and the constant C > 0 depends on
Proof. Let H be the Heaviside function and γ = R ∂ x ψ(x) dx. Then the left hand side of (4.6) may be written
So it follows from Cauchy-Schwarz inequality and Theorem 4.1 that
Hence, for t ∈ [0, T ), we obtain
All the elements are now in place to prove the instability result in Theorem 4.2. Proof of Theorem 4.2. First we claim that there exist 3 > 0 and σ 3 > 0 such that for each
for some s ∈ (−σ 3 , σ 3 ), where , σ) ; Ω ϕ, 0 ), where σ ∈ (0, +∞]. Moreover for each 1 < 0 , there exists σ 1 > 0 such that σ( u 0 ) ≥ σ 1 , for all u 0 ∈ Ω ϕ, 1 . Hence we can define for fixed 1 , σ 1 , the following dynamical system
where s → U (s) u 0 is the maximal solution of (4.8) with initial data u 0 . It is also clear from Lemma 4.7 that U is a C 1 −function, also we have that for each u 0 ∈ Ω ϕ, 1 , the function s → U (s) u 0 is C 2 for s ∈ (−σ 1 , σ 1 ), and the flow s → U (s) u 0 commutes with translations. One can also observe from the relation
, where
Now we obtain from Taylor's theorem that there is ∈ (0, 1) such that
. Since R and P are continuous, L ( ϕ) = 0 and R( ϕ) < 0, there exists 2 ∈ (0, 1 ] and σ 2 ∈ (0, σ 1 ] such that (4.7) holds for u 0 ∈ B( ϕ, 2 ) and s ∈ (−σ 2 , σ 2 ). On the other hand, it is straightforward to verify that
where P is defined in Theorem 2.2. We show that P ( ϕ), ∂ x ψ = 0. Otherwise, ∂ x ψ would be tangent to N at ϕ, where N is defined in Theorem 2.2. Hence, L ( ϕ)∂ x ψ, ∂ x ψ ≥ 0, since ϕ minimizes L on N by Theorem 2.2. But this contradicts Theorem 2.2. Therefore, by the implicit function theorem, there exist 3 ∈ (0, 2 ) and σ 3 ∈ (0, σ 2 ) such that for all u 0 ∈ B ϕ, 3 , there exists a unique s = s( u 0 ) ∈ (−σ 3 , σ 3 ) such that P (U (s) u 0 ) = 0. Then applying (4.7) to ( u 0 , s( u 0 )) ∈ B ϕ, 3 ×(−σ 3 , σ 3 ) and using the fact ϕ minimizes L on N , we have that for u 0 ∈ B ϕ, 3 there exists
This inequality can be extended to Ω ϕ, 3 from the gauge invariance. Since U (s) u 0 commutes with τ r , it follows by replacing u 0 with U (s) u 0 in (4.7) and
for all δ ∈ (−σ 3 , σ 3 ). Moreover, using Taylor's theorem again and the fact P( ϕ) = 0, it follows that the map δ → L(U (δ) ϕ) has a strict local maximum at δ = 0. Hence, we obtain
where σ 4 ∈ (0, σ 3 ]. Thus it follows from (4.9) that
Now let δ j ∈ (0, σ 4 ) be such that δ j → 0 as j → ∞, and consider the sequences of initial data u 0,j = U (δ j ) ϕ. It is clear that u 0,j ∈ H r (R), r > 3/2 for all positive integers j and u 0,j → ϕ in X as j → ∞. We need only verify that the solution u j (t) = U (t) u 0,j of (1.6) with u j (0) = u 0,j escapes from Ω ϕ, 3 , for all positive integers j in finite time. Define
It follows from (4.7) that for all j ∈ N and t ∈ (0, T j ), there exists s = s j (t) ∈ (−σ 3 , σ 3 ) satisfying L( ϕ) ≤ L( u 0,j ) + P( u j (t))s. By (4.10) and (4.11), u 0,j ∈ D; and therefore
, then the continuity of P implies that there exists some
Hence, D is bounded away from zero and
Now suppose that for some j, T j = +∞. Then we define a Liapunov function
Therefore it is deduced from (4.12) that
This contradicts the boundedness of A(t) in Lemma 4.8. Consequently T j < +∞ for all j, which means that u j eventually leaves Ω ϕ, 3 . This completes the proof.
The remaining results of this section are applications of Theorem 4.2. In verifying the hypotheses of this theorem, we will use the fact that for any w 1 = (u 1 , v 1 ) and w 2 = (u 2 , v 2 ) in X we have
In view of this, we define
Our first result is the following complement of Theorem 3.2.
Theorem 4.3 Suppose β < 2 and assume there exists a C
Proof. Define
. We need to show that ψ satisfies the hypotheses of Theorem 4.2. Now
so the first hypothesis is satisfied. To show that the second hypothesis is satisfied, first note that
Using the homogeneity of f and the solitary wave equation, we have
so by relation (4.14) it follows that
By differentiating the solitary wave equation with respect to c, it follows that
It now follows that
This completes the proof.
We next apply Theorem 4.2 to obtain conditions on p, β and c that imply orbital instability. For our choices of unstable direction we will use the following.
(i) ψ x = (ϕ, +cϕ) -for small c, and any p > 1.
(ii) ψ x = ϕ + 2x ϕ x -for large p.
Lemma 4.9 Let ∂ x ψ = ϕ + 2x ϕ x = (ϕ + 2xϕ x , −c(ϕ + 2xϕ )). Then Q ( ϕ), ∂ x ψ = 0 and
Proof. First, we have
as claimed. Next we have
which may be split into three terms: and
For A 3 first observe that by differentiating (1.7) we obtain ϕ + βϕ + (1 − c 2 )ϕ − f (ϕ)ϕ , and thus
so summing A 1 , A 2 and A 3 yields the result of the lemma. (ii) p ≥ 9, c 2 < 1 and β < (p−1)(p−9)
Proof. To prove the first statement, consider the choice ∂ x ψ = (ϕ, cϕ). It is easy to see that
First suppose β ≤ 0, in which case c * = 1. Then I(ϕ)
Now suppose β > 0. Then
and thus
Hence for any β < 2 we have
and this quantity is negative when condition (i) is satisfied.
To prove (ii), we use the choice of unstable direction given in Lemma 4.9. Multiplying the solitary wave equation by xϕ and integrating yields the Pohozaev identity
Together with the result of Lemma 4.9, this gives
it then follows that
The term in parentheses is negative when β satisfies condition (ii) above.
Further Properties of d.
In this section we establish further properties of the function d. We first obtain bounds on the function d as c approaches ±c * = 1 − β 2 + /4. To obtain these bounds, we use trial functions to obtain bounds on the Rayleigh quotient that defines m(β, c). To motivation the choice of trial function, we observe that solutions of the solitary wave equation (1.7) have tails that decay like solutions of the linear equation
The fundamental solution of this equation is the function h defined by (2.10) . Recalling that h is given explicitly by the expressions in (2.11), we see that h ∈ H 2 (R), and is thus a valid trial function provided K(h) > 0. The fact that K(h) > 0 will be verified below. Since scaling has no effect on the Rayleigh quotient that defines m, we use the following scaled versions of h for simplicity. If −β * < β < β * , define u(x) = e −σ|x| (ω cos(ωx) + σ sin(ω|x|)) (5.2) and if
where λ 1 , λ 2 , σ and ω are defined by (2.12).
as c approaches c * .
Proof. First consider 0 ≤ β < 2. Then c * = 1 − 1 4 β 2 , and it follows that
as c → c * . For the trial function u given by (5.2), a direct calculation reveals that I(u) = 4σω 2 (σ 2 +ω 2 ), and by calculations similar to those in [16] we have
as c → c * .
Next, when β < 0 we have c * = 1, and
as c → c * . For the trial function v given by (5.3), another direct calculation reveals that
, and by calculations similar to those in [16] we have
for small λ 1 > 0, and thus
The result then follows by the relation between d and m.
Corollary 5.1 Suppose f (u) = |u| p−1 u where 1 < p < 5. Fix β < 2. Then there exist c arbitrarily close to c * such that G (β, c) is X -stable. We next present the main scaling identity satisfied by the function d.
Proof. Recall that
Given any u ∈ H 2 (R), we set v(x) = r 3/4 u(r −1/2 x). Then
K(u). If we then suppose v achieves the minimum m(β, c) it follows that
By supposing that u achieves the minimum m(rβ, 1 − r 2 (1 − c 2 )) we obtain the reverse inequality, and the result then follows by the relation between d and m. Proof. We present two proofs of this fact, both of which make use of the scaling property of d. First, setting r = (1 − c 2 ) −1/2 in Theorem 5.2 gives
where γ = 3p+5 4(p−1) . Equivalently, setting s =
Differentiating once with respect to s gives
or equivalently
Differentiating again with respect to s then gives
Since the bracketed term is linear in c 2 , this shows that d cc changes sign at most once on Γ k , and the change of sign occurs when c = √ P , where 
The term outside the brackets is positive, while the bracketed term is linear in c 2 and therefore can change sign at most once for 0 < c < 1. The change of sign occurs when c = √ P , where
provided 0 < P < 1. 
Numerical Results
In this section we present numerical calculations of d and its derivatives for the nonlinearities f (u) = |u| p and f (u) = |u| p−1 u for several values of p. These results illustrate precisely the regions in the (β, c)-plane where d cc is positive and negative, hence where the solitary waves are stable or unstable. The convergence properties of this method were studied in [21] , where it was shown that the exponent Since d cc (β, 0) < 0 for all β, the region of unstable solitary waves, D u , is the "lower" region that contains the β-axis, while the region of stable solitary waves, D s , is the remaining region. Several observations may be made regarding the stable and unstable regions. (ii) For p ≥ 5, the stable region D s is bounded, and when p > 5 appears to consist of the set of points interior to a smooth closed curve that passes through (0, 1). 
