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From the static polarization function of electrons in the random phase approximation the quantum Bohm poten-
tial for the quantum hydrodynamic description of electrons, and the density gradient correction to the Thomas-
Fermi free energy at a finite temperature for the 2D and 1D cases are derived. The behavior of the Bohm
potential and of the density gradient correction as a function of the degeneracy parameter is discussed. Based
on recent developments in the fluid description of quantum plasmas, the Bohm potential for the high frequency
domain is presented.
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1 Introduction
A plasma is referred to as quantum plasma at densities and temperatures for which the electronic Fermi energy
is larger or comparable to the thermal energy of a particle or when the characteristic de Broglie wavelength of
adjacent particles is comparable with the mean distance between them. A comprehensive description of static
and dynamic properties of quantum plasmas is challenging due to manifestation of the quantum non-locality,
spin statistics, and exchange-correlation effects. Among other theoretical methods such as Green functions [1]
or quantum Monte Carlo [2], the density functional theory (DFT) has become particularly popular due to the
rapid development of the method over the last decades. Particularly, the orbital-free formulation of the DFT
allows for large scale simulation of quantum plasmas. The quality of the calculations based on the orbital-free
density functional theory (OFDFT) depends upon the implemented non-interacting free energy functional and
exchange-correlation energy functional. It is well known that in many cases gradient corrections are required in
addition to the local density approximation (LDA). Since the works of Hohenberg and Kohn [3], and Mermin [4]
on the density-functional theory, gradient corrections for the non-interacting free energy (the kinetic energy, in
the case of the ground state) have been under consideration. In the two-dimensional case, the LDA was proved
to be a very good approximation even when there are bound states [5] or the system is inhomogeneous [6].
Additionally, the density gradient correction is related to the quantum Bohm potential in the quantum hydrody-
namics [7–11]. While most previous works focused a 3D system, much less is known about the density gradient
correction at a finite temperature for 2D and 1D systems. Fowler et al. [12] demonstrated for the first time that the
two-dimensional electron gas is realized in a n-type electron inversion layer. The investigation of the electronic
properties of III-V semiconductors led to the realization of high-mobility two-dimensional electronic systems at
the interface of GaAs/AlGaAs and similar heterostructures. Using modern electrostatic and etching techniques,
the III-V semiconductor interface can be engineered to create low-dimensional electron systems including quan-
tum wires and quantum dots [13].
For the three dimensional case, the correct leading term of the gradient correction of the kinetic energy was first
obtained by Kirzhnitz [14]. He showed that the von Weizsa¨cker gradient correction [15] must be corrected by an
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additional pre-factor 1/9. The Feynman path-integral method was used by Yang [16] to obtain the single particle
Green function and to prove the correctness of the factor 1/9. For finite temperatures, the gradient correction of
the non-interacting free energy was derived by Perrot [17] considering the static ideal density response function
of a uniform electron gas in the long wavelength limit.
For the 2D and 1D cases, the leading term of the gradient correction was obtained by Holas et al. [18] expand-
ing the inverse ideal polarization function of electrons. The same result was obtained by Salasnich [19] using the
so-called Kirzhnitz expansion method. It was revealed that, at the zero temperature limit, the leading term of the
gradient correction to the kinetic energy is zero in the two dimensional case and negative in the one dimensional
case. Moreover, Putaja et al. [20] have shown recently that in the zero temperature limit all higher order terms
of the density gradient correction to the kinetic energy are equal to zero. A non-zero leading term of the density
gradient correction to the kinetic energy (in contrast to the free energy) for the 2D electron gas at a finite temper-
ature in the semiclassical approximation was obtained by van Zyl et al [21] using the semiclassical expansion of
the diagonal Bloch density matrix. Additionally, attempts to go beyond the local density approximation, for the
2D system, were taken within so called average-density approximation [22], and the gradient correction in terms
of the effective potential energy [23] to mention but a few.
While the aforementioned works on 2D and 1D systems considered quantities related to the system in the
ground state (like energy density functional), it is important that the Fermi energy in the systems of reduced di-
mensionality can be comparable with experimental temperatures [24,25] meaning that for the correct description
of physical properties, such as screening and transport [26], quantities describing the system at finite temperature
(such as the free energy) must be considered. Therefore, in this work, the density gradient correction to the non-
interacting free energy in the LDA and the finite temperature Bohm potential are considered on the basis of the
polarization function in the random phase approximation (RPA) for an infinite system, i.e., neglecting possible
effects due to a finite size of a system. For the first time the density gradient correction to the non-interacting free
energy and the quantum Bohm potential at any temperature within the quantum RPA in the 2D and 1D cases are
given.
The paper is organized as follows: We first briefly discuss the connection of the first order density gradient
correction and of the quantum Bohm potential with the expansion of the RPA polarization function in Sec. 2.
In Sec. 3, the analytical results for the expansion of the inverse polarization functions for the 2D and 1D cases
as well as the discussion of the expansion convergence are presented. The finite temperature density gradient
correction and the Bohm potential are extracted from the RPA in Sec. 4. The result for the high frequency case is
discussed in the conclusion.
2 Relation between the polarization function in the RPA and the density gra-
dient correction
The non-interacting free energy density functional is expressed in terms of the Tomas-Fermi free energy density
functional and the first order density gradient correction as follows [17]:
Fid([n], T ) =
∫
f0[n(r)]dr +
~2
8me
∫
γD (n, T )
| ∇n(r) |2
n(r)
dr, (1)
where f0 is the free energy density in the LDA,D indicates the dimensionality, and γD is to be determined in this
work. Considering a small perturbation n1 of the electron density around its mean value n0, from the expansion
of the inverse static ideal (RPA) polarization function of a uniform electron gas, ΠRPA(k)−1,
1
2ΠRPA(k)
= a˜0 + a˜2k
2 + a˜4k
4 + ..., (2)
Perrot derived the following relations connecting f0 and γD with the expansion coefficients a˜0 and a˜2, respec-
tively, [17]
a˜0[n0] = − 1
2
∂2f0[n]
∂n2
∣∣∣∣
n=n0
, a˜2[n0] = −γD(n0, T ) ~
2
8mn0
. (3)
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The functional derivative of the leading term of the density gradient correction gives the Bohm potential of
quantum hydrodynamics [27–29]:
VB =
~2
8me
δ
δn
(∫
γD (n, T )
| ∇n(r) |2
n(r)
dr
)
= −2 ~
2
8me
γD (n, T )
∇2n
n
+O
(
(n1/n0)
2
)
. (4)
Below we consider the static cases. The high frequency case is briefly discussed in the conclusion.
3 Expansion of the inverse polarization function in low dimensions
3.1 2D electron gas
For the two-dimensional case, we use the polarization function in the form given by Bret and Deutsch [30]:
ΠRPA(k, ω) = − k
2
Fχ
2
0
2pie2k
[g2(u+ z)− g2(u− z)] . (5)
where u = ω/(kvF ), z = k/(2kF ), χ20 = 3/16 (~ωp/EF )
2
= 1/(pikFaB), kF = (3pi2n)1/3, ω2p = 4pine
2/m,
aB = ~2/me2 is the Bohr radius, vF is the Fermi velocity, and kF = (2pin)1/2.
The function g2 in Eq. (5) reads:
g2(x) = 2pi
x
|x|
∫ x
0
y dy
[exp(y2θ−1 − η) + 1]
√
x2 − y2 −2ipi
∫ ∞
x
y dy
[exp(y2θ−1 − η) + 1]
√
y2 − x2 , (6)
where θ = kBT/EF is the degeneracy parameter, η = µ/kBT is the chemical potential which depends on the
density according to the relation η = ln(exp(θ−1)− 1), where the notation was introduced by Arista and Brandt
for the dielectric function of the electrons gas in three dimensions [31].
In the static limit, ω = 0, Eq. (5) can be written as:
ΠRPA(k) = −2k
2
Fχ
2
0
e2k
∫ z
0
ydy
[exp(y2θ−1 − η) + 1](z2 − y2)1/2 , (7)
and simplifies in the long wavelength limit, z  1:
ΠRPA(k) ' −kFχ
2
0
e2
1
[1 + exp( 2z
2
3θ − η)]
. (8)
For the 2D case, Eq. (8) allows us to find the coefficients of the expansion Eq. (2) of all orders:
a˜0(n, T ) = −pie
2aB
2
[1 + exp(−η)] , a˜2l(n, T ) = −pie
2aB
2
(
2
3
)l
exp(−η)
l ! θl(2kF )2l
, (9)
where l = 1, 2, 3, ... is integer valued.
At finite temperature, a˜0 in Eq. (9) satisfies the relation (3). At θ  1, making use of relation (3) together
with Eq. (9), correctly recovers the kinetic energy density in the LDA, f0[n]→ τ [n] = ~2pi2m n2.
3.2 1D electron gas
Using the same notations as in the 2D case, the polarization function of the electron gas in one dimension can be
expressed as
ΠRPA(k, ω) = −kFχ
2
0
e2k
[g1(u+ z)− g1(u− z)] , (10)
where
g1(x) =
∫ ∞
−∞
dy
[exp(y2θ−1 − η) + 1](x+ y) , (11)
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a) b)
Fig. 1 The inverse static RPA polarization function in units of its value at k = 0 for three values of the degeneracy parameter
θ: a) 2D electron gas and b) 1D electron gas.
and kF = pin/2. In order to consider the chemical potential as a function of θ, the relation 2θ−1/2 = I−1/2(η)
has to be inverted.
In the static limit, ω = 0, Eq. (10) simplifies to
ΠRPA(k) =
kF
piEF
∫ ∞
0
dy
[exp(y2θ−1 − η) + 1](y2 − z2) . (12)
In the long wavelength limit, z  1, using the expansion 1y2−z2 ' 1y2 + z
2
y4 + ...+
z2j
y2j+2 + .., with j = 1, 2, ...,
and taking into account the definition of the Fermi integrals, one obtains the expansion
ΠRPA(k) ' kF
piEF
(
1
2θ1/2
I−3/2(η) +
1
8k2F θ
3/2
I−5/2(η)k2 + ...
)
. (13)
We find, using Eq. (13), that
1
2ΠRPA(k)
=
piEF θ
1/2
kF I−3/2(η)(1 +
∑
biz2i)
, bi ([n] , θ) =
θ−iI−i−3/2(η)
I−3/2(η)
. (14)
From Eq. (14) we have obtained the first five non-vanishing coefficients of the expansion, Eq. (2), for the 1D
case:
a˜0(n, T ) =
piEF θ
1/2
kF I−3/2(η)
,
a˜2(n, T )
a˜0(n, T )
= − b1
4k2F
,
a˜4(n, T )
a˜0(n, T )
=
b21 − b2
16k4F
, (15)
a˜6(n, T )
a˜0(n, T )
=
−b31 + 2b1b2 − b3
64k6F
,
a˜8(n, T )
a˜0(n, T )
=
b41 − 3b21b2 + b22 + 2b1b3 − b4
256k8F
. (16)
It is checked that the coefficient a˜0, Eq. (15), satisfies the relation (3).
In Fig. 1, the inverse static polarization function in units of its value at k = 0, Π
−1
RPA(k) = ΠRPA(0)/ΠRPA(k),
is calculated using Eqs. (10), and (5) for different values of the degeneracy parameter. At k/2kF > 1, Π
−1
RPA
decreases with increase in θ. In contrast, in the long wavelength limit, k/2kF < 1, the dependence of Π
−1
RPA on
the degeneracy parameter is nonmonotonic.
In Fig. 2, the convergence of the expansion (2) is demonstrated for different θ. In the 2D case, in the limit
of low temperatures, θ ' 0.1 , the zero order correction, Π−1RPA(0) = 2a˜0 (9), gives nearly exact result up to
k/2kF ' 0.4 as it is seen from Fig. 2. However, the convergence of the expansion (13) at k & kF is rather
bad. At higher temperatures (θ = 0.75 and θ = 1.5), taking into account of the first non-vanishing correction,
2˜a2(k/2kF )
2 (see Eq. (9)), is enough for the description of Π−1RPA(k) at k  kF .
For the 1D case, the convergence of the expansion, Eq. (2), at different values of θ is demonstrated in Fig. 2.b.
At the low temperature limit (θ = 0.1), the convergence of the expansion (2), with the coefficients Eqs. (15)-(16),
is slower in comparison with both the 3D and 2D cases, whereas at high temperatures (θ = 0.75 and θ = 1.5),
the convergence of the expansion (2) is more rapid as in the case of higher dimensionality.
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a) b)
Fig. 2 (Color online) The convergence of the expansion (2) is illustrated for the values of the degeneracy parameter 0.1, 0.75,
and 1.5: a) 2D electron gas and b) 1D electron gas. Solid thin (black) curves correspond to the different maximal orders of the
expansion that are indicated on the right hand side of the figure. At θ = 0.75 and θ = 1.5, curves corresponding to the higher
order corrections are indistinguishable from the exact curves. For the 2D case, the coefficients of the expansion are given in
Eq. (9). For the 1D case, the coefficients of the expansion of 1/(2ΠRPA(k)), Eq. (2), are given in Eqs. (15) and (16).
4 Gradient correction and Bohm potential
From the expansion of the inverse value of the polarization functions in the long wavelength limit, in the static
case, γD required for the density gradient correction in Eq. (1) and for the Bohm potential in Eq. (4) is determined
using the relation (3). For the two dimensional case, D = 2, we have:
γ2 [n] =
1
3
θ−1
exp(θ−1)− 1 , (17)
and for the one dimensional case γ1 reads:
γ1 [n] =
1
3
2θ−1/2
I ′′−1/2(η)
I ′2−1/2(η)
, (18)
where the derivatives of I−1/2 are taken with respect to η.
In the case of three dimensions, γ3 has the following form [14, 17, 27]:
γ3 [n] =
1
9
4θ−3/2
I ′−1/2(η)
I2−1/2(η)
. (19)
The pre-factor γD in the limit of high temperatures has the value equal to 1/3 for all three cases, D=1, 2, 3.
In the 3D case, this result is well known since the work of Kirzhnitz in 1957 [14]. In the 2D case, at θ  1,
using the relation f0(n.T ) = τ0(n, T ) − Tσ(n, T ) between the free energy density, the kinetic energy density,
and so-called entropic contribution (σ = − ∂f0∂n
∣∣∣
T
) in combination with Eqs. (17) and (3) we recover the result
obtained recently by van Zyl et al. [21] for the density gradient correction to the kinetic energy.
From Eq. (17), it is clear that in the strongly degenerate limit θ  1, the leading term of the gradient correction
for the 2D case tends to zero as ∼ exp(−θ−1). In the one dimensional case, in the limit θ  1, the pre-factor of
the leading term of the gradient correction Eq. (18) becomes negative, γ1 = −1/3, in agreement with the results
of Salasnich [19] and Holas et al. [18]. In the 3D case, at θ  1, the value of the γD equals to 1/9 as it was first
obtained by Kirzhnitz [14].
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The value of the γD explicitly depends only on θ, which in turn, at given temperature, depends on the local
value of the density. In the Fig. 3 the dependence of γD on θ is shown. Fig. 3 confirms the analytical features
which we have mentioned. Additionally, it is seen that the parameter γ1 changes sign at θ ' 1.1. It reflects
the fact that, in the 1D case, Π−1RPA(k) changes the sign of its slope from the negative to the positive value at
k/kF  1 (see Figs. 1.b and 2.b). Another distinctive feature of the pre-factor γ1 for the one-dimensional case
from its analogues at D = 2 and D = 3 is that γ1 has its minimum γ1(θmin) ' −0.374 at θmin ' 0.19, not at
θ = 0 as γ2 and γ3.
Fig. 3 (Color online) The dependence of the quantum Bohm potential’s prefactor γD in the static case, Eq. (4), on θ is shown
for the 3D, 2D, and 1D cases. It is seen that at the high temperature limit γD tends to 1/3. In the strongly degenerate limit
θ  1: γ1 = −1/3, γ2 = 0, and γ3 = 1/9.
5 Conclusion
The finite temperature density gradient correction to the free energy in the LDA for the 2D and 1D cases is
derived. It was shown that in the high temperature limit the pre-factor γD of the density gradient correction is
equal to 1/3 exactly as in the 3D case. Our results for the density gradient correction are in agreement with the
results of the previous works for the zero temperature case [18, 19] and for the high temperature limit [21]. The
relation (3), linking the non-interacting free energy density with the potentials for the quantum hydrodynamics,
allowed us to determine the Bohm potential at a finite temperature in the static case. This, for instance, allows one
to correctly calculate a statically screened potential of an ion (or impurity) [27], but not in the case of dynamical
screening (when the wake effect is important) [33]. Presented results are also applicable in the low frequency
regime, i.e., ω < kvF , but not in the high frequency case (ω  ~2k2F /2m). The high frequency regime is of
interest for the consideration of electron plasmons on the basis of quantum hydrodynamics. For this case, Perrot’s
relations (Eqs. (3), and (3)) were extended to the dynamic (high frequency) domain in Ref. [8]. Therefore, by
analyzing the polarization functions at ω  ~2k2F /2m and k  2kF we revealed that in the 2D case γ2 = 0,
and in the 1D case γ1 = 1. In Refs. [34, 35] plasmons in 2D quantum systems at θ  1 were studied on the
basis of the QHD model taking into account the non-zero Bohm potential with the pre-factor γ equal to one. In
this regard, it is instructive to note that the Bohm potential is not a universal potential describing the non-locality
for arbitrary geometry (parameters) and, therefore, using Eq. (3) one always must check whether γ 6= 0 for the
present physical problem. Of course, the fact that γ2 = 0, in the high frequency regime and in the static ground
state (ω = 0, θ → 0) of the 2D system, does not mean that there is no quantum non-locality at all [22, 23]. For
the 2D system in the static case, van Zyl et.al. [22] consistently introduced the non-vanishing density gradient
correction applying the average-density approximation, which goes well beyond the LDA, and Trappe et.al. [23]
derived the gradient correction in terms of the effective potential for the DFT formulated as a joint functional of
both the single-particle density and the effective potential energy [36]. In Ref. [8], the relation between the second
order functional derivative of the non-interacting free energy functional and the dynamic polarization function in
the RPA was established in the framework of the QHD model. This result provides the basis for the construction
of non-local potentials for the fluid description of the electrons in the high frequency regime.
For reference we note that, at ω  ~2k2F /2m, we have found a˜0 = − 3pi~
2
2m θ
2I1(η) for the 2D case, and in
the 1D case a˜0 = −pi2~28m n. Making use of these coefficients in the quantum hydrodynamics correctly reproduces
the plasmons dispersion relation at k/kF  1 (for more details see Ref. [8]). The results of this work provide a
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better understanding of the non-interacting free energy density functional of the electrons and their applicability
for low-dimensional systems in the QHD. At the same time, in low-dimensional systems, correlation effects are
particularly strong and their importance for the description by the QHD model should be verified. This is can be
done on the basis of other methods such as Green functions [1], quantum Monte Carlo [2] or an extended fluid
model [37].
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