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Abstract
We onsider strong ombinatorial priniples for σ-direted families of ountable sets
in the ordering by inlusion modulo nite, e.g. P -ideals of ountable sets. We try for
priniples as strong as possible while remaining ompatible with CH, and we also on-
sider priniples ompatible with the existene of nonspeial Aronszajn trees. The main
thrust is towards abstrat priniples with game theoreti formulations. Some of these
priniples are purely ombinatorial, while the ultimate priniples are primarily ombi-
natorial but also have aspets of foring axioms.
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1. Introdution
Very often ombinatorial phenomena ourring at the rst unountable ordinal
an be expressed by sentenes in the seond level of the Lévy hierarhy over
the struture (Hℵ2 ,∈) or more generally the struture (Hℵ2 ,∈,NS), where NS
denotes the ideal of nonstationary subsets of ω1. For example, the ontinuum
hypothesis (CH) is Σ2 (i.e. of the form p∃x∀y ϕ(x, y)q where the formula ϕ
has no unbounded quantiers)
1
over (Hℵ2 ,∈) and Souslin's hypothesis (SH) is
Π2 (i.e. of the form p∀x∃y ϕ(x, y)q) over (Hℵ2 ,∈). And there is a spetrum
of axioms with axioms suh as V = L at one end, whih tend to minimize the
olletion of Π2 sentenes that hold over (Hℵ2 ,∈,NS) (and thus maximize the
Σ2 sentenes), and axioms suh as Martin's Maximum (MM) at the other end,
maximizing the Π2 sentenes in the theory of (Hℵ2 ,∈,NS). Similarly, there are
Π2-poor (i.e. Σ2-rih) models like L at one end of the spetrum and Π2-rih
models suh as the optimal L(R)Pmax at the other end.
In the present artile we are interested in the latter end of the spetrum where
Π2 sentenes are maximized in the theory of (Hℵ2 ,∈,NS). When one wants to
demonstrate Hℵ2 |= φ for some Π2 sentene φ, for example in the typial ase
of establishing a onsisteny result, there are a number of options. One an try
and show that some foring axiom suh as Martin's Axiom (MA), or some more
powerful foring axiom suh as the proper foring axiom (PFA) or MM, implies
Hℵ2 |= φ (i.e. internal foring). Or one an try to diretly fore the truth of φ
over Hℵ2 with a foring notion tailored to the sentene φ (i.e. external foring).
Alternatively, the theory of Pmax an be applied for this purpose.
There is yet another approah, whih is to nd ombinatorial statements so
strong that they entail numerous Π2 statements over (Hℵ2 ,∈,NS) inluding the
one of interest. There are many examples in the literature demonstrating the
power of this method. What we are getting at is that if we have some xed
strong ombinatorial priniple (P), then a proof that (P) → (Hℵ2 ,∈,NS) |= φ
is generally going to be a purely ombinatorial argument that is relatively short
in length, whereas applying either internal or external foring requires the on-
strution of a poset along with the neessary density arguments whih is often
lengthier.
The advantage is even far more pronouned when we want to produe a model
where Hℵ2 |= φ, but at the same time making sure some other statement ψ
holds. For example, we shall need to obtain models of various Π2 sentenes
over (Hℵ2 ,∈,NS) subjet to the ondition that CH holds. In this situation,
internal foring may not be an option. In fat, to date there are only a few
known foring axioms ompatible with CH ([FMS88, 3℄,[She98, VII, 2℄,[She98,
XVII, 2℄,[She00a℄) one of whih we shall use in setion 4. In many ases how-
ever, for example in setion 4 when establishing one of the strong ombinatorial
priniples in onjuntion with ψ = pCH ∧ there exists a nonspeial Aronszajn
treeq, there is no known suitable foring axiom, and external foring is the only
1
More preisely, it an be expressed as a Σ2 statement, e.g. pthere exists a funtion on ω1
whose range inludes all of the real numbers Rq.
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viable optionindeed, to the author's knowledge no analogue of Pmax has ever
been suessfully applied to produe models of CH. What is more, the method of
external foring to produe suh a model of CH usually involves iterated foring
onstrutions that tend to be diult and often long and tedious.
To make an analogy with omputer programming, external (typially iter-
ated) foring and Pmax are like mahine languages giving maximum ontrol over
the resulting model, omparable to a low-level programming language that gives
maximum ontrol over the omputer. On the other hand, internal foring, and
even more so applying some strong ombinatorial priniple, are like high-level
programming languages where there may be several layers of abstration (per-
haps one or two for internal foring and two or three for ombinatorial prini-
ples) and the model an be onstruted using a more human language and with
onsiderably less eort. In the latter ase, the underlying low-level arguments
like iterated foring or various Pmax onstrutions an be safely ignored beause
they have already been done to obtain the foring axiom or the ombinatorial
priniple. This is analogous to the fat that high-level omputer languages are
normally automatially ompiled into low-level languages that the omputer an
understand.
The rst ombinatorial priniple that we are aware of and that entails a sig-
niant amount of the onsistent Π2 theory over Hℵ2 is a Ramsey theoreti
statement due to Todor£evi¢ written as ω1 → (ω1, (ω1 ; fin ω1))
2
in the 1983
paper [Tod83℄. There are surely many others with earlier dates, but we must
draw the line somewhere as to what onstitutes a `strong' priniple. We be-
lieve that the following two muh stronger priniples (A) and (A∗) below are
due to Todor£evi¢, although the rst plae in the literature where we were able
to nd them is in the joint paper [AT97℄ appearing in 1997. (It is laimed
in a reent artile [Tod06, Remark 2℄ of Todor£evi¢ that the dihotomy (A) is
just a restatement of his Ramsey theoreti priniple appearing in the 1985 pa-
per [Tod85℄, denoted there as (∗), whih is itself a slightly strengthened version
of ω1 → (ω1, (ω1 ; fin ω1))
2
. However, this is either an error or a far-fethed ex-
aggeration.) We need some notation and terminology before introduing these
priniples, both of whih are dihotomies.
Notation 1.1. We use the standard set theoreti notation [A]λ, [A]≤λ and [A]<λ
to denote the olletion of subsets B ⊆ A of ardinality |B| = λ, the olletion
of subsets B ⊆ A of ardinality less than or equal to λ (i.e. |B| ≤ λ), and the
olletion of subsets of ardinality less than λ, respetively. We write Fin(A) for
the set of all nite subsets of A.
We use the standard order theoreti notation ↓H to denote the downwards
losure of H in the inlusion order, i.e. ↓H =
⋃
x∈H P(x). Assume H ⊆ I for
some set I . When we want to take the downwards losure with respet to some
other quasi ordering . of I , we denote it by ↓(H,.).
Terminology 1. Let H be a family of subsets of some xed set S. We say that
a subset A ⊆ S is loally in H if all of its ountable subsets are members of H,
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symbolially [A]≤ℵ0 ⊆ H. We say that B ⊆ S is orthogonal to H, expressed
symbolially as B ⊥ H, if B ∩ x is nite for all x ∈ H.
By noting that for A innite, A is loally in ↓H is equivalent to
[A]ℵ0 ⊆ ↓H, (1)
while B is orthogonal to H is equivalent to
[B]ℵ0 ∩ ↓H = ∅, (2)
we an regard loally in and orthogonal to as dual notions.
There is however a nonequivalent dualization of orthogonality. We will on-
sider the almost inlusion quasi order ⊆∗ on any power set, where x ⊆∗ y if x\y
is nite. An equivalent formulation of equation (2) is b ⊆∗ y∁ for all y ∈ H, for
all b ∈ [B]ℵ0 . This an be dualized as a ⊆∗ y for some y ∈ H, for all a ∈ [A]ℵ0 ,
or equivalently [A]≤ℵ0 ⊆ ↓(H,⊆∗). The latter is not equivalent to equation (1).
We ome bak to this point just below.
Terminology 2. Reall that a subset of A of a quasi order (Q,≤) is direted if
every pair of elements a, b ∈ A has an upper bound c ∈ A, i.e. a, b ≤ c. More
generally, for a ardinal λ, A is λ-direted if every subset of A of ardinality less
than λ has an upper bound in A. Thus direted and ℵ0-direted are the same
notion. σ-direted is the same thing as ℵ1-direted.
(A) Let S be a set. For every direted subfamilyH of ([S]≤ℵ0 ,⊆∗) of ardinality
at most ℵ1, either
(1) S has a ountable deomposition into singletons and piees loally
in ↓H, or
(2) there exists an unountable subset of S orthogonal to H.
The following dihotomy is the dual of (A) in the sense that the roles of the
unountable subset of S and the ountable deomposition have been swapped.
(A∗) Let S be a set. For every direted subfamily H of ([S]≤ℵ0 ,⊆∗) of ardi-
nality at most ℵ1, either
(1) there exists an unountable subset of S loally in ↓H, or
(2) S has a ountable deomposition into ountably many piees orthog-
onal to H.
Remark 1.2. In the dihotomies appearing in [AT97℄, an ℵ1-generated ideal I is
speied rather thanH. If we were to use the weaker dual notion to orthogonality
mentioned above, where ↓H is replaed with ↓(H,⊆∗), then ↓(H,⊆∗) is the ideal
generated by H ∪ Fin(S), and thus with this modiation our versions of the
dihotomies beome the same as the originals, and in partiular one does not
need to mention the singletons in the rst alternative (1) of the priniple (A).
In any ase, while our statements (A) and (A∗) are formally stronger than the
originals, we will see in remark 2.7 that they are in fat equivalent.
The reason why we do not speify that H is losed under subsets rather than
using the notation ↓H will beome apparent later.
The following result is disussed in [AT97℄.
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Theorem (Todor£evi¢). PFA implies (A) and (A∗).
Both of the dihotomies (A) and (A∗) are also known to negate the ontinuum
hypothesis (f. [AT97℄).
The next major development in the domain of strong ombinatorial priniples
took plae in 1995 and was rather exiting. A ombinatorial priniple was for-
mulated by Todor£evi¢, namely the ase θ = ω1 of the priniple (∗) below, strong
enough to imply many of the standard onsequenes of MAℵ1 and PFA suh as
Souslin's Hypothesis (SH), all (ω1, ω1) gaps in P(N) /Fin are indestrutible and
more; and yet, as established by Abraham, onsistent with CH.
(∗) Let θ be an ordinal.2 For every σ-direted subfamily H of ([θ]≤ℵ0 ,⊆∗),
either
(1) there exists an unountable X ⊆ θ loally in ↓H, or
(2) θ an be deomposed into ountably many piees orthogonal to H.
Remark 1.2 applies here as well. We have generalized the priniple (∗) so that
it applies to arbitrary σ-direted families rather than just P -ideals. In this ase
the strengthening is purely formal (f. lemma 2.6). The priniple (∗)ω1 , i.e. (∗)
with θ = ω1, was then generalized to arbitrary θ by Todor£evi¢ in [Tod00℄. Let
us note here that for any ordinal of ardinality ℵ2 or greater, this priniple has
large ardinal strength (see e.g. [Tod00℄, [Hir07b℄). As we are mainly interested
in the theory of (Hℵ2 ,∈,NS), we onsider θ = ω1 to be the most important ase,
and (∗)ω1 has no large ardinal strength as was demonstrated in [AT97℄.
1.1. Desription of results. The independene of Souslin's Hypothesis, and
Jensen's theorem on its onsisteny with CH, was a milestone in set theory;
see for example the book [DJ74℄ devoted to this. Jensen moreover established
that the stronger statement all Aronszajn trees are speial is onsistent with
CH. Now the proof in [AT97℄ of the onsisteny of (∗)ω1 with CH and of the
fat that (∗)ω1 implies SH, onstituted the shortest proof to date of Jensen's
theorem Con(CH + SH)and we should also note that it relied heavily on the
theory of Shelah [She82℄ developed in part for giving a more reasonable proof of
Jensen's theorem. Hene this begged the following question.
Question (AbrahamTodor£evi¢, 1995). Does (∗) imply that all Aronszajn trees
are speial?
We give the expeted negative answer here:
Theorem 1.1. The onjuntion of (∗)ω1 and CH is onsistent, relative to ZFC,
with the existene of a nonspeial Aronszajn tree. The onjuntion of (∗) and CH
is onsistent relative to a superompat ardinal with the existene of a nonspeial
Aronszajn tree.
This an be interpreted as an indiation that (∗) is deient for the study
of trees. For the good behaviour of trees, the optimal priniples for σ-direted
2
Heneforth we shall work exlusively with families of sets of ordinals. Of ourse, the ordinal
struture plays no role in this partiular priniple (∗), and thus any set an be substituted
for θ.
6 JAMES HIRSCHORN
subfamilies of [θ]≤ℵ0 seem to be the dual (∗)∂ of (∗) and the lub variation (⋆c)
of (∗) desribed below. The dualization of (∗) for arbitrary ordinals involves
subtleties beyond the sope of this paper. Thus we just desribe the dual of (∗)ω1 .
(∗)∂ω1 For every σ-direted family H of ountable subsets of ω1, either
(1) there is a ountable deomposition of ω1 into singletons and sets
loally in ↓H, or
(2) there is an unountable subset of ω1 orthogonal to H.
The proof that (∗) → SH is easily adapted to show (∗)∂ω1 → SH
+
, i.e. (∗)∂ω1
implies all Aronszajn trees are speial (this follows immediately from lemmas 5.8
and 5.9 and orollary 5.10.1). The onsisteny of (∗)∂ with CH was an open
problem of AbrahamTodor£evi¢, and the theory developed in the present paper
is applied in [Hir07℄ to obtain a positive solution.
The priniple (⋆c) is a variation of (∗) due to Eisworth from 1997 (see [She00b,
Question 2.17℄), at least in the most important ase θ = ω1, and its onsisteny
with CH remains an open problem.
(⋆c) Let θ be an ordinal with unountable onality. For every σ-direted
subfamily H of ([θ]≤ℵ0 ,⊆∗), either
(1) there is losed unountable subset of θ loally in ↓H, or
(2) there is a stationary subset of θ orthogonal to H.
It is proved by the author in [Hir07b℄ that (⋆c) → SH
+
, and our interest there
was that it also implies that SH
+
holds in any random foring extension. (⋆c)
is shown to be a onsequene of PFA in [Hir07b℄, and this was rst done by
Eisworth for θ = ω1.
The present paper evolved from the joint work [AH07℄ of the author with
Abraham on the problem of whether all Aronszajn trees being nearly speial
implies that all Aronszajn trees are in fat speial. Let us say that an ω1-tree T
is nearly speial if every stationary subset S ⊆ ω1 has a stationary subset S
′ ⊆ S
suh that the subtree of T formed by the levels in S′ is speial. After obtaining
a negative answer to this tree problem in [AH07℄, it was lear that the methods
were relevant to the AbrahamTodor£evi¢ question (f. page 5).
In fat, the strong answer obtained in [AH07℄ (f. page 53) naturally led to a
new dihotomy.
(
Es) Let θ be a ordinal of unountable onality. Then there exists a maxi-
mal antihain A of (NS+θ ,⊆) suh that for every σ-direted subfamily H
of ([θ]≤ℵ0 ,⊆∗), either
(1) every S ∈ A has an unountable relatively losed C ⊆ S loally in ↓H,
or
(2) there exists a stationary subset of θ orthogonal to H,
where NS+θ denotes the oideal of nonstationary subsets of θ. We will show
that (
Es)ω1 implies that all Aronszajn trees are nearly speial in setion 5.2.
On the other hand, we shall see that (
Es)ω1 9 SH
+
, and thus the main result
of [AH07℄ is also established here. Furthermore, in theorem 4.7 we obtain a
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model of CH, that satises both (∗)ω1 and (Es)ω1 simultaneously, but also has
a nonspeial Aronszajn tree in it.
Thus this paper is to a ertain extent a generalization of the results in [AH07℄
from the realm of ω1-trees to the realm of σ-direted families of ountable sets
of ordinals quasi ordered by almost inlusion. This abstration has another
advantage not disussed in the introdution. A omparison shows that the proofs
of the more general and thus stronger results for abstrat families tend to be
onsiderably shorter and less involved than the orresponding results for the
onrete objets, in this ase trees. On the other hand, it should be noted that
the results here ertainly do not superede those in [AH07℄. In many situtations
onrete objets are preferable to abstrat ones and an give a better view of
the mathematial argumentation. Moreover, in the paper [AH07℄ the methods
there have an interesting appliation to bases of Aronszajn trees, that does not
appear to readily t into the present framework.
We reently notied (after (
Es) was formulated) that the priniple (Es) is
related to reent work in [EN07℄. Consider the following weakening of (⋆c)ω1 .
(⋆s) Every σ-direted subfamily H of ([ω1]
≤ℵ0 ,⊆∗) has either
(1) a stationary subset of ω1 loally in ↓H, or
(2) a stationary subset of ω1 orthogonal to H.
Thus (
Es)ω1 → (⋆s). This dihotomy is named P22 in [EN07℄ and shown there
to be onsistent with CH.
The developments just disussed an be also be observed from the viewpoint
desribed in [SZ99℄. Sine the atual denition is well beyond the sope of
this paper, we roughly desribe a statement φ as Π2-ompat (f. [SZ99℄) if
there is no pair ψ0 and ψ1 of Π2 sentenes, possibly with the unary symbol NS,
suh that both (Hℵ2 ,∈,NS) |= pψ0q ∧ φ and (Hℵ2 ,∈,NS) |= pψ1q ∧ φ are
onsistent, yet (Hℵ2 ,∈,NS) |= pψ0 ∧ ψ1q → ¬φ (thus we are not relativizing
φ to Hℵ2). Again speaking roughly, any Π2-ompat sentene φ, aording
to the formulation in [SZ99℄, an be satised by some model M |= φ that also
satises every Π2 sentene ψ over (Hℵ2 ,∈,NS) that an be fored to be true over
(Hℵ2 ,∈,NS), in onjuntion with φ (in the presene of some large ardinals).
It is our understanding that the unanswered question of whether the ontin-
uum hypothesis is Π2-ompat (e.g. [Woo99, Ch. 10,11℄) is a substantial obstale
to ontinued progress on settling the ontinuum problem. This question is also
very losely related to some of the questions of Shelah in [She00b, 2℄. Find-
ing stronger and stronger ombinatorial priniples ompatible with CH is highly
relevant to determining the Π2-ompatness of CH. For example, if we found
two ombinatorial priniples ompatible with CH whose onjuntion negates CH
then we will have proved it non-Π2-ompat.
To our knowledge the Π2-ompatness of Souslin's hypothesis remains an open
problem, although results in [SZ99℄ and [Lar99℄ suggest a negative answer. We
have no idea whether the related question about the Π2-ompatness of the
existene of a nonspeial Aronszajn tree has ever been onsidered.
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Question 1. Is pthere exists a nonspeial Aronszajn treeq a Π2-ompat state-
ment? How about ¬SH+ ∧ CH?
In striving for strong ombinatorial priniples suh as (
Es) ompatible ¬SH
+ ∧
CH we are working towards an answer to question 1.
We began by using games to failitate the proof of the onsisteny of (
Es),
and this was highly suessful beause it allowed us to produe e.g. models of
both (∗) and (
Es) while only arguing one for properties suh as α-properness, the
properness isomorphism and so forth. However, they ended up being absorbed
into the theory itself and led to new and stronger ombinatorial priniples based
on these games. This resulted in the addition of a whole new layer of abstration.
Until this work, proving eah variation of the original priniple (∗) to be
onsistent with CH required repeating long arguments with slight modiations
aording to the partiular variation. Moreover, within a given variation, long
arguments are again repeated, partiularly between α-properness and the proper
isomorphism ondition. It is our hope that this additional abstration will re-
sult in redued redundany in proving other ombinatorial priniples ompatible
with CH. This has already been realized in [Hir07℄.
Here is one of the priniples without denitions to give some idea of the
onept.
(
\
) Let (F ,H) be a pair of subfamilies of [θ]≤ℵ0 for some ordinal θ, with F
losed under nite redutions. If H is F-extendable, and Complete has
a forward nonlosing strategy in the parameterized game agen(F ,H), ψ-
globally for some ψ → ψmin, then there exists an unountable X ⊆ θ suh
that every proper initial segment of X is in ↓(H,⊑).
The games all take as parameters a pair (F ,H) of families of ountable sets of
ordinals. These priniples all assert the existene of an unountable set all of
whose proper initial segments are in ↓(H,⊑). For example, we an obtain the
priniple (∗) by inputting (↓H, ↓H) into the appropriate game theoreti ombi-
natorial priniple, and then verifying that a ertain player in the orresponding
lass of games has winning strategy. This drastially redues the amount of
work needed to obtain a model of (∗) and CH `from srath'. Of ourse the
onsisteny of the game theoreti priniple must be established rst, and this is
done in setion 4.
There are two main parameterized games involved. One of the games acmp is
purely ombinatorial and thus leads to purely ombinatorial priniples. There is
one lass R of foring notions assoiated with pairs (F ,H) of families of ount-
able sets of ordinals, introdued in setion 3.1. In the seond parameterized
game agen, the outome of the game depends on a generiity ondition in the
poset R(F ,H). Thus the orresponding priniples, e.g. (
\
) above, have aspets
of both a ombinatorial priniple and a foring axiom, and thus are hybrid prin-
iples. These seem to us to still have muh more the essene of a ombinatorial
priniple as opposed to a foring axiom.
A number of questions onerning these priniples are posed in setion 4. We
also make a omparison with the priniple (A) in setion 5.1. Speially, we
COMBINATORIAL AND HYBRID PRINCIPLES FOR σ-DIRECTED FAMILIES 9
found the ℵ1 in the two dihotomies (A) and (A
∗) for arbitrary S a bit out of
plae in a ombinatorial priniple, and more like something we would expet in
a foring axiom (of ourse in the most important ase S = ω1 it is quite natural,
and disappears when we express the statement over Hℵ2). We suggest a kind of
remedy for this in setion 5.1, and strengthen Todor£evi¢'s theorem on page 5
in doing so.
1.2. Credits and aknowledgements. This paper evolved from [AH07℄ whih
began during the author's visit to Ben Gurion University in September 2006.
The idea to use games in the iterated foring onstrution of [AH07℄ was due to
the author, but was undoubtedly inuened by the author's readings of [She00a℄.
The iteration senario in the proof of the onsisteny of (
Es)ω1 with the existene
of a nonspeial Aronszajn tree and CH is based on the senario from [AH07℄
whih was joint work resulting from disussions with Abraham during the visit.
We thank Uri Abraham for patiently going through the details of Shelah's theory
on preserving nonspeialness with us, f. [She98, Chapter IX℄, and for providing
an atmosphere onduive to mathematial researh during the visit.
2. Prerequisites
2.1. Terminology. For a modelM and a poset P ∈M , we write Gen(M,P ) for
the olletion of lters G ⊆ P ∩M that are generi over M , i.e. D ∩G∩M 6= ∅
for every dense D ⊆ P in M . For p ∈ P ∩ M , Gen(M,P, p) denotes those
G ∈ Gen(M,P ) with p ∈ G. A ondition q ∈ P is generi over M , also alled
(M,P )-generi if q ‖ G˙P ∩M ∈ Gen(M,P ). We write gen(M,P ) for the set of
(M,P )-generi onditions. As usual, a poset P is proper if for every ountable
elementary M ≺ Hκ, for κ some suiently large regular ardinal, with P ∈M ,
every p ∈ P ∩M has an extension that is generi over M , i.e. gen(M,P, p) 6= ∅.
We let Gen+(M,P ) denote all G ∈ Gen(M,P ) with a ommon extension
in P , i.e. some q ∈ P with q ≥ p for all p ∈ G; and Gen+(M,P, p) is dened
similarly. Following [Abr06℄, we say that a ondition is ompletely (M,P )-generi
if q ‖ G˙P ∩ M ∈ Gen
+(M,P ). Note that for a separative poset P this is
equivalent to {p ∈ M : q ≥ p} ∈ Gen+(M,P ). We write gen+(M,P ) for the
set of ompletely (M,P )-generi onditions, and we say that that a poset P is
ompletely proper if for everyM as above, gen+(M,P, p) 6= ∅ for every p ∈ P∩M ;
or equivalently, Gen+(M,P, p) 6= ∅. It is easily seen that P is ompletely proper
i it is proper and does not add new reals.
A tower of elementary submodels refers to a ontinuous ∈-hain M0 ∈M1 ∈
· · · suh that {Mξ : ξ ≤ α} ∈ Mα+1 for all α. For any olletion M, dene
gen(M, P, p) =
⋂
M∈M gen(M,P, p). For a tower
~M of elementary submodels of
some Hκ, we writeM0 ≺M1 ≺ · · · to emphasize the fat that lower members are
elementarily inluded in higher ones. A poset P is α-proper if every tower ~M of
ountable height α+1 onsisting of ountable elementary submodels of Hκ, with
κ suiently large and regular and P ∈M0: every p ∈ P ∩M0 has an extension
generi over all members of the tower, i.e. gen({Mξ : ξ ≤ α}, P, p) 6= ∅. For a
lass E of elementary submodels, we say that a poset P is E-α-proper to indiate
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that gen({Mξ : ξ ≤ α}, P, p) 6= ∅ for all p ∈ P ∩M0, whenever M0 ≺ · · · ≺ Mα
is a tower of members of E with P ∈M0.
For a ountable model M , we let
δM = sup(ω1 ∩M). (3)
When M is either an elementary submodel of Hℵ1 or a transitive model then we
have δM = ω1 ∩M .
A quasi order is a pair (Q,≤) where ≤ is a reexive and transitive relation
on Q. A subset C ⊆ Q is alled onvex if for all p ≤ q in C, p ≤ r ≤ q implies
r ∈ C.
For any binary relation R ⊆ A × B and x ⊆ A, we write R[x] for the image
of x under R, i.e. R[x] = {y ∈ B : R(x, y)}.
For any two sets x and y of ordinals, we write x ⊑ y to indiate that y end
extends x, i.e. x is an initial segment of y.
For a tree T , we write Tα for the α
th
level. An ω1-tree is a tree of height ω1
with all levels ountable. An Aronszajn tree is an ω1-tree with no onal (i.e. un-
ountable) branhes. A tree is alled speial if it an be deomposed into ount-
ably many antihains. Note that a speial ω1-tree must be Aronszajn. For
R ⊆ ω1 we write T ↾ R for the restrition
⋃
α∈R Tα of T to levels in R. We write
predT (t) = {u ∈ T : u <T t} for the set of predeessor of t.
We follow the standard set theoreti onvetion of writing V for the lass of
all sets.
2.2. Combinatoris. By an ideal of sets we of ourse mean an ideal I in some
lattie of sets, i.e. I ⊆ P(S) for some xed set S and I is losed under subsets
and pairwise unions of its members. We also say that I is an ideal on S. For
a ardinal λ, a λ-ideal is a λ-omplete ideal, i.e. it is losed under unions of
ardinality less than λ. A σ-ideal means an ℵ1-ideal, i.e. losed under ountable
unions.
Denition 2.1. Let (Q,≤) be a quasi order. A subset A ⊆ Q is onal in
the quasi ordering if every q ∈ Q has an a ≥ q in A. To every quasi order, we
assoiate J (Q,≤) ⊆ P(Q) onsisting of all nononal subsets of Q.
Lemma 2.2. Let (Q,≤) be a quasi order. Then J (Q,≤) is a lower set. More-
over :
(a) If Q has no maximum elements then Q ⊆ J (Q,≤), i.e. J (Q,≤) ontains
all of the singletons of Q.
(b) If A ⊆ Q then J (A,≤) ⊆ J (Q,≤).
() If I ⊆ Q is direted, then J (I,≤) is a proper ideal on Q. More generally, if
I is λ-direted then J (I,≤) is a λ-ideal.
Proof of (). Clearly Q is onal in itself. Thus J (I) is a proper ideal, i.e. Q /∈
J (I). Suppose I is λ-direted, and A ⊆ J (I) with |A| < λ. For eah A ∈ A,
there exists iA ∈ I with no element of A above it. By diretedness, {iA : A ∈ A}
has an upper bound j ∈ I. Then j witnesses that
⋃
A ∈ J (I). 
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We isolate the role of the property that a family of subsets of an ordinal θ,
has no ountable deomposition of θ into orthogonal piees. This has already
been done but in less generality in [Tod00℄.
Proposition 2.3. Suppose F is a family of subsets of some ordinal θ. Let α ≤ θ
be the least ordinal with no ountable deomposition into sets orthogonal to F .
Then α has unountable onality.
Lemma 2.4. Let λ be a ardinal, and let F be a direted subset of the quasi
order (P(θ),⊆∗) with J (F ,⊆∗) a σ-ideal. Suppose the ordinal θ satises
(i) θ has no deomposition into (stritly) less than λ many sets orthogonal to F ,
(ii) every ξ < θ has a deomposition into less than λ many sets orthogonal to F .
Then for every family X of onal subsets of (F ,⊆∗) with |X | < λ, and every
ξ < θ, there exists α ≥ ξ in θ suh that
{x ∈ X : α ∈ x} is onal in (F ,⊆∗) for all X ∈ X . (4)
Proof. Let F be a direted subset of (P(θ),⊆∗) with J (F) a σ-ideal.
Sublemma 2.4.1. For every ⊆∗-onal X ⊆ F , if Y ⊆ θ and {x ∈ X :
α ∈ x} ∈ J (F) for all α ∈ Y , then Y is orthogonal to F .
Proof. Suppose that some Y ⊆ θ is not orthogonal to F , say z ⊆ Y is innite
and z ⊆ y for some y ∈ F . Assume without loss of generality that z is ountable.
Sine X is onal while F is ⊆∗-direted, {x ∈ X : z ⊆∗ x} is onal. Therefore,
it follows from the fat that z is ountable while J (F) is a σ-ideal that there
exists a nite s ⊆ z with {x ∈ X : z \ s ⊆ x} onal, ompleting the proof. 
Now suppose θ and X are as in the hypothesis. Assume towards a ontra-
dition that for every α ≥ ξ, the set {x ∈ Xα : α ∈ x} is nononal for some
Xα ∈ X . For eah X ∈ X , put YX = {α ≥ ξ : Xα = X}. Then by the sub-
lemma, {YX : X ∈ X} is a deomposition of θ \ ξ into less than λ many sets
orthogonal to F . But by (ii), we have a deomposition of θ into less than λ
many orthogonal sets, ontraditing (i). 
Now we isolate the role played by the stronger property that the family has
no stationary orthogonal subset of θ.
Lemma 2.5. Suppose S ⊆ θ is stationary. Let F be a direted subfamily of
(P(θ),⊆∗) with J (F ,⊆∗) a σ-ideal, and with no stationary subset of S orthogo-
nal to F . Then for every M ≺ Hθ+ with F , S ∈M and |M | < cof(θ), for every
onal X ⊆ F in M , {x ∈ X : sup(θ ∩M) ∈ x} is onal.
Proof. Suppose X ∈ M is a onal subset of (F ,⊆∗). Let Y ⊆ S be the set
of all α < θ suh that {x ∈ X : α ∈ x} ∈ J (F ,⊆∗). Then Y is orthogonal
to F , beause sublemma 2.4.1 applies here as well. Thus by assumption it is
not stationary. Therefore, as sup(θ ∩ M) ∈ θ and Y ∈ M , we annot have
sup(θ ∩M) ∈ Y . 
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We verify here that priniples suh as (∗), (
Es) and (⋆c) do not beome weaker
when the additional requirement that the families are P -ideals is imposed. No-
tie however, that this argument does not apply to the abstrat game theoreti
priniples.
Lemma 2.6. Let H be a direted subfamily of (P(ω1),⊆
∗). Supposing that X is
a subset of ω1 that is loally in the ideal 〈H∪Fin(ω1)〉 generated by H∪Fin(ω1),
there exists a nite s ⊆ X suh that X \ s is loally in ↓H.
Proof. For eah δ < ω1, X∩δ ∈ 〈H∪Fin(ω1)〉. Hene there exists a nite Fδ ⊆ H
and a nite sδ ⊆ ω1 suh that X ∩ δ ⊆
⋃
Fδ ∪ sδ. Sine H is direted, Fδ has
a ⊆∗-bound yδ ∈ H. Hene there is a nite tδ ⊆ ω1 suh that
⋃
Fδ ⊆ yδ ∪ tδ.
Thus
X ∩ δ \ (sδ ∪ tδ) ⊆ yδ. (5)
Pressing down, there exists a stationary S ⊆ ω1 suh that sδ = s and tδ = t for
all δ ∈ S. It now follows that X \ (s ∪ t) is loally in ↓H. 
Remark 2.7. We only dealt with the ase θ = ω1. For general θ of unountable
onality the same argument applies, so long as otp(X) = ω1. This is of no
onern for the priniple (∗), but for (
Es) and (⋆c), where we want a losed
unountable set, we need at least one limit of unountable onality relative
to X. For example we ould have otp(X) = ω1 + 1, but the top point might
prevent X from being loally in ↓H.
Nevertheless, if weaken the priniples (
Es) or (⋆c) so that X is only required
to be losed at limits of ountable onality relative to X (and thus X an have
order type ω1), we an prove that they are still equivalent to the priniples stated
in setion 1.1. This is left as an exerise for the interested reader.
2.3. Game Theory. We shall follow the onvention that the rst move of any
game is move 0, and that the kth move refers to move k. Caution. There is
some potential for onfusion, beause this means for example that the 1st move
is move 1, whereas the 0th move is really the `rst' move.
In the simplest n player game, there is one winner and all of the other players
lose, and there are exatly n possible outomes. More generally, the game an
result in any possible ranking (not neessarily injetive) of the n players for a
total of
n−1∑
i=0
p(n, n− i) · (n− i)! (6)
possible outomes, where p(n, k) is the number of partitions of n into k piees.
The rst few terms are n!,
(
n
2
)
(n − 1)!,
[(
n
3
)
+ 3
(
n
4
)]
(n − 2)!,[(
n
4
)
+ 10
(
n
5
)
+ 15
(
n
6
)]
(n − 3)!, . . . . We say that player X wins if it is ranked
stritly above all of the other players. We say that it loses if there is some other
player ranked stritly above him. Aordingly we distinguish between a winning
strategy for player X and a nonlosing strategy for X. In the ase of a two player
game, there are p(2, 2) · 2! + p(2, 1) · 1! = 2 + 1 = 3 possible outomes, either
player an win and there an be a tie, i.e. draw, where neither player wins or
loses.
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The following onept is useful for dealing with ompleteness systems.
Denition 2.8. Let a be a game of length δ and X a player of a. A forward
strategy for X in the game a is a strategy Φ for X suh that for any position
P in the game a, where the game has not yet ended and it is X's turn to play,
Φ(P ) gives a move for X. A forward winning [nonlosing ℄ strategy for X is a
forward strategy Φ for X suh that X wins [does not lose℄ the game so long as
there exists ξ < δ suh that X plays aording to Φ on move η for all η ≥ ξ.
Thus the point of a forward strategy for X is that X an deide at any point
in the game to start playing aording to the strategy. Of ourse a forward
(winning [nonlosing℄) strategy is in partiular a (winning [nonlosing℄) strategy.
Denition 2.9. Let a(M,x, a0, . . . , an−1) be a parameterized game with a xed
number of players n (with respet to the parameters). Suppose that the rst
parameter M is taken from some family S, the seond parameter is a subset of
M and that the third parameter ~a = a0, . . . , an−1 is taken from some family T .
We onsider a funtion F with domain S where
F (M) : T ∩M → P(P(M)) for all M ∈ S, (7)
i.e. F (M)(~a) ⊆ P(M) for all ~a ∈ T ∩M . We think of F as desribing a notion
of suitability over M for the seond parameter. It is required to satisfy
F (M)(~a) 6= ∅ for all M ∈ S and all ~a ∈ T ∩M. (8)
Suppose X is some player in the parameterized game. For any E ⊆ S, and any
property Φ where Φ has n+3 variables, we say that Φ holds for X, E-F -globally,
if Φ(X,M,x,~a) holds whenever
(i) M ∈ E ,
(ii) x ∈ F (M)(~a),
(iii) ~a ∈ T ∩M .
Partiularly, X has a winning [nonlosing℄ strategy in the game a, E-F -globally,
means that X has a winning [nonlosing℄ strategy in the game a(M,x,~a) when-
ever M , x and ~a satisfy (i)(iii).
When we say that a property holds F -globally, we mean S-F -globally.
We will onsider parameterized games that are given by some rst order de-
nition in the language of set theory. In some situations, e.g. in moving between
foring extensions, it is important to distinguish between a parameterized game
as a mathematial objet or a dened notion.
3
The following notation is used
to help aomplish this.
Notation 2.10. Typially, when dealing with the parameterized game as a de-
ned notion, we also want the suitability funtion F to be a dened notion, and
vie versa. Thus we write a formula in plae of F to indiate that the parame-
terized game, the funtion F (and thus S) and T are rst order denable with
no parameters. We may display objets to indiate that a partiular variable
is xed, and also when we want to speify some part as an objet (e.g. E in
3
As it turned out, this never beame an issue in the present artile.
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example 2.12). In the ase when some of the parameters b0, . . . , bm−1 are xed,
e.g. some property holds globally for player X in the game a(b0, . . . , bm−1) (see
e.g. example 2.12), equation (8) is only required for parameters ~a ∈ T suh that
~a = b0, . . . , bm−1, am, . . . , an−1 and for M ∋ ~a.
Example 2.11. Let ψ be a rst order formula with n+ 2 free variables. When
we say that a property Φ of the parameterized game a holds ψ-globally for X we
are indiating that the parameterized game a as well as S and T are denable
by rst order formulae with no additional parameters and that the funtion F
is given by
F (M)(~a) = {x ⊆M : ψ(M,x,~a)}. (9)
Notie that equation (8) beomes
ϕS(M) ∧ ϕT (~a)→ ∃x ⊆M ψ(M,x,~a) for all M and all ~a ∈M. (10)
Example 2.12. Letting n = 1, suppose ψ is a formula with 3 free variables.
Suppose E and b are sets. Then saying that X has a winning strategy in the
game a(b), E-ψ-globally, indiates that the parameterized game a(M,x, a) an
be identied with a formula, but only indiates that X has a winning strategy
when a = b. It also indiates that F and T are denable with no parameters,
but is speifying the objet E .
Denition 2.13. For two rst order formulae ϕ(v0, . . . , vn) and ψ(v0, . . . , vn),
we write ϕ→ ψ for its universal losure. We say that provably ϕ→ ψ to indiate
that
ZFC ⊢ p∀v0, . . . , vn ϕ(v0, . . . , vn)→ ψ(v0, . . . , vn)q. (11)
Let us point out an obvious relationship.
Proposition 2.14. Suppose ϕ→ ψ. Then if X has a [forward ℄ (winning) strat-
egy for X, E-ψ-globally in a parameterized game a, then X also has a [forward ℄
(winning) strategy E-ϕ-globally in a.
Denition 2.15. Let a be some game of length δ, with player A playing rst.
For a position P in the game a with A to play, we dene the restrited game
a ↾ P as a game with the same players, playing in the same order, of length
δ − |P |. The rules of the game are that in position Q of a ↾ P with X to play,
m is a valid move for X if m is a valid move for X in the position P⌢Q of the
game a. And if Q is the position at the end of the game a ↾ P , then player X
wins [loses℄ in the play Q if X wins [loses℄ the play P⌢Q of the game a.
The following lemma is used to obtain forward strategies.
Lemma 2.16. Assume that a(M,x,~a) is a parameterized game with a xed
number of players where player A always moves rst, and a xed length δ with
δ indeomposable, with respet to the parameters. Suppose that player X has a
winning [nonlosing ℄ strategy in the parameterized game a, E-F -globally. If every
suitable triple (M,x,~a) and every position P of the game a(M,x,~a) with A to
play, has an x′ ⊆M and ~a′ ∈ T ∩M suh that
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(a) x′ ∈ F (M)(~a′),
(b) a(M,x′,~a′) = a(M,x,~a) ↾ P ,
then X has a forward winning [nonlosing ℄ strategy in a, E-F -globally.
Proof. We use the following notation in this proof.
Notation 2.17. If P is a position in some game a, where A moves rst, and it
is player X's turn to make its ξth move (note that this entails |P | is either ξ or
ξ + 1 depending on whether or not X = A, resp.), then for eah γ ≤ ξ, we let
Pγ ⊑ P be the position preeding P where it is A's turn to make its γ
th
move.
Assuming the hypotheses, take a suitable triple (M,x,~a), and let Φ(M,x,~a)
be a winning [nonlosing℄ strategy for X in the game a(M,x,~a). We dene a
forward strategy Φ′(M,x,~a) for X as follows. Take a position P in the game
a(M,x,~a) where it is X's turn to make its ξth move. For eah γ ≤ ξ, let xP,γ
and ~aP,γ be the x
′
and ~a′ guaranteed by the hypothesis with P := Pγ . Then
by (a) and (b), we an let γP be the least ordinal γ ≤ ξ suh that P = P
⌢
γ Q
γ
where Qγ is the result of X playing aording to the strategy Φ(M,xP,γ ,~aP,γ)
in the game a(M,xP,γ ,~aP,γ). And then
Φ′(M,x,~a)(P ) = Φ(M,xP,γ ,~aP,γP )(Q
γ) (12)
denes a strategy for X in the game a(M,x,~a) by (b), whih is moreover a
forward strategy by its denition.
Suppose that the game a(M,x,~a) has been played, where X has played a-
ording to Φ′(M,x,~a) on every move α ≥ ξ. Assuming that ξ is the least suh
ordinal, then by equation (12), from its ξth move on, X has played aording
to the strategy Φ(M,xP,ξ,~aP,ξ) in the game a(M,xP,ξ,~aP,ξ), where P is the
position in the game a(M,x,~a) when it was X's turn to make its ξth move.
Therefore, X wins [does not lose℄ in the game a(M,xP,ξ,~aP,ξ), and thus X wins
[does not lose℄ the game a(M,x,~a) by (b). 
Remark 2.18. The only role of indeomposability is that it is entailed by (b).
3. General results
3.1. The foring notion.
Denition 3.1. For two families F and H of subsets of some ordinal, let
R(F ,H) be the poset onsisting of all pairs p = (xp,Xp) where
(i) xp ∈ H,
(ii) Xp is a nonempty ountable family of onal subsets of (F ,⊆
∗),
(iii) {y ∈ X : xp ⊆ y} is onal in (F ,⊆
∗) for all X ∈ Xp,
ordered by q extends p if
(iv) xq ⊒ xp (i.e. xq end extends xp with respet to the ordinal ordering),
(v) Xq ⊇ Xp.
We write R(H) for R(H,H).
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Remark 3.2. Note we an assume without loss of generality that H ⊆ ∂(F),
i.e.
R(F ,H) = R(F ,H ∩ ∂(F)), (13)
where ∂(F) is the set of all x suh that {y ∈ F : x ⊆ y} is onal in (F ,⊆∗).
Obviously ∂(F) ⊆ ↓F .
Proposition 3.3. Let (F ,⊆∗) be λ-direted and H arbitrary. Then every p ∈
R(F ,H) and every A ∈ [F ]<λ has a y ∈ F suh that xp ⊆ y and y is a ⊆
∗
-upper
bound of A.
Proof. The nonempty in (ii) is needed here. Take any X ∈ Xp. There exists
an upper bound y′ ∈ F of A beause F is λ-direted, and thus by (iii), there
exists y ⊇∗ y′ with xp ⊆ y in X, as required. 
Denition 3.4. Let F and H be families of subsets of some ordinal θ. We say
that H is F-extendable if for every x ∈ H, every ountable family X of ⊆∗-onal
subsets of F suh that x ⊆ z for all z ∈ X for all X ∈ X , and every ξ < θ, there
exists y ⊆ θ suh that
(i) y ⊒ x
(ii) y ∈ H,
(iii) y \ ξ 6= ∅,
(iv) {z ∈ X : y ⊆ z} is onal in F for all X ∈ X .
We just say that H is extendable to indiate that it is H-extendable.
Remark 3.5. The denition of H being F-extendable atually depends on the
hoie of θ. We shall always impliitly assume that θ an be omputed from F ,
i.e. it is the supremum of the ordinals appearing in F , i.e. θ = sup
⋃
F .
The preeding denition was tailored for the following density result that is
ruial for obtaining the desired unountable X ⊆ θ.
Proposition 3.6. Let F and H be families of subsets of θ. Suppose that H is
F-extendable. Then for every ξ < θ,
Dξ = {p ∈ R(F ,H) : sup(xp) ≥ ξ} is dense. (14)
For a lter G ⊆ R(F ,H), the generi objet is
XG =
⋃
p∈G
xp ⊆ θ. (15)
We make the obvious observations.
Proposition 3.7. XG is the union of a hain in (H,⊑).
Proposition 3.8. Every proper initial segment y ⊏ XG has an x ⊒ y in H.
I.e. every proper initial segment of XG is in ↓(H,⊑).
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3.2. The assoiated games. Following is the natural game assoiated with
our foring notion.
Denition 3.9. Let F and H be families of subsets of an ordinal θ, y ⊆ θ
and p ∈ R(F ,H) with xp ⊆ y. Dene the game acmp(y,F ,H, p) with players
Extender and Complete of length ω. Extender plays rst and on move 0 must
play p0 so that
• p0 extends p.
On the kth move:
• Extender plays pk ∈ R(F ,H) satisfying
(1) pk extends pi for all i = 0, . . . , k − 1,
(2) xpk ⊆ y \
⋃k−1
i=0 si,
• Complete plays a nite sk ⊆ y \ xpk .
Complete wins if the sequene pk (k < ω) has a ommon extension in R(F ,H),
and Extender wins otherwise.
Notation 3.10. For a entered subset C of some poset P , we let 〈C〉 denote the
lter on P generated by C.
Denition 3.11. We dene a variation of the game acmp as follows. For
some M , for families F ,H ∈ M of subsets of some ordinal, y ⊆ M and
p ∈ R(F ,H) ∩ M with xp ⊆ y, we dene the game agen(M,y,F ,H, p). It
has the same rules, but with the additional rule that Extender's kth move, pk or
(pk,Xk), respetively, must satisfy
pk ∈M. (16)
This game has three possible outomes, determined as follows:
(i) Extender loses (i.e. Complete wins) if 〈pk : k < ω〉 /∈ Gen(M,R(F ,H)),
(ii) the game is drawn (i.e. a tie) if 〈pk : k < ω〉 ∈ Gen
+(M,R(F ,H)),
(iii) Extender wins the game if 〈pk : k < ω〉 ∈ Gen(M,R(F ,H)) but (ii) fails.
The game agen(M,y,F ,H, p) is espeially interesting for us beause a draw
in this game orresponds preisely with omplete generiity.
Proposition 3.12. Let pk denote Extender's k
th
move in the game agen(M,y,
F ,H, p). Then the game results in a draw i 〈pk : k < ω〉 ∈ Gen
+(M,R(F ,H),
p).
The following augmented game is used for preserving the nonspeialness of
trees.
Denition 3.13. We dene an augmented game a∗gen(M,y,F ,H, p). Again
Extender moves rst with p0 ≥ p inM , but Extender additionally plays Xk ⊆ F
on eah move. The whole point is that Xk is not required to be in M . On the
kth move:
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◆ Extender plays (pk,Xk) where pk ∈ R(F ,H) ∩M and Xk ⊆ F satisfy
(1) pk extends pi for all i = 0, . . . , k − 1,
(2) xpk ⊆ y \
⋃k−1
i=0 si,
(3) {x ∈ Xi : xpk ⊆ x} is onal in (F ,⊆
∗) for all i = 0, . . . , k,
◆ Complete plays a nite sk ⊆ y \ xpk .
The possible outomes are:
(i) Complete wins if 〈pk : k < ω〉 /∈ Gen(M,R(F ,H)).
(ii) The game is drawn if 〈pk : k < ω〉 ∈ Gen
+(M,R(F ,H)) and moreover
{pk : k < ω} has a ommon extension q ∈ R(F ,H) with
◆ {Xk : k < ω} ⊆ Xq,
(iii) Complete loses the game if 〈pk : k < ω〉 ∈ Gen(M,R(F ,H)) and (ii) fails.
Proposition 3.14. At the end of any of the three games acmp, agen or a
∗
gen,⋃
k<ω
xpk ⊆ y \
⋃
k<ω
sk. (17)
The augmented game a∗gen `inludes' the game agen in the following sense.
Proposition 3.15. If
(
(p0,X0), s0
)
, . . . ,
(
(pk,Xk), sk
)
is a position in the game
a∗gen(y,F ,H, p) then (p0, s0), . . . , (pk, sk) is a position in the game agen(y,F ,
H, p). Conversely, if (p0, s0), . . . , (pk, sk) is a position in the game agen(y,F ,
H, p) then
(
(p0,F), s0
)
, . . . ,
(
(pk,F), sk
)
is a position in the game a∗gen(y,F ,
H, p).
Proof. Xp 6= ∅ in denition 3.1(ii) is used for the onverse. 
Proposition 3.16. A nonlosing strategy for Complete in the game a∗gen(M,y,
F ,H, p) yields a nonlosing strategy in the game agen(M,y,F ,H, p).
Proof. At a position (p0, s0), . . . , pk (with Complete to move) in the game
agen(y,F ,H, p), by proposition 3.15,
(
(p0,F), s0
)
, . . . , (pk,F) is a position in
the game a∗gen(y,F ,H, p). Thus the strategy for Complete in the game a
∗
gen(y,
F ,H, p) gives a move sk. This denes a nonlosing strategy for Complete in
the game agen(y,F ,H, p), beause a draw our play of the game a
∗
gen(y,F ,H, p)
results in draw in the game agen(y,F ,H, p). 
We relate the `ompleteness' game to the latter `generiity' game.
Proposition 3.17. A (forward) winning strategy for Complete in the game
acmp(y,F ,H, p) yields a (forward) nonlosing strategy for Complete in the game
a∗gen(M,y,F ,H, p).
Proof. At a position
(
(p0,X0), s0
)
, . . . , (pk,Xk) in the game a
∗
gen(M,y,F ,H, p),
let p¯i = pi ∪
⋃i
j=0Xj for eah i = 0, . . . , k. Then eah p¯i ∈ R(F ,H) by rule (3),
and thus (p¯0, s0), . . . , p¯k is a position in the game acmp(y,F ,H, p). Thus if sk
is played aording to Complete's winning strategy in the latter game, then
Complete wins the latter game. This means that {p¯0, p¯1, . . . } has a ommon
extension q, and then q extends {p0, p1, . . . } and satises {X0,X1, · · · } ⊆ Xq,
yielding a draw in the former game. 
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Proposition 3.18. Assume F and H are families of subsets of θ, p ∈ R(F ,H)
and xp ⊆ y. Let t ∈ Fin(θ \ xp). Then Complete has a winning strategy in the
game acmp(y,F ,H, p) i it has a winning strategy in the game acmp(y∪ t,F ,H,
p). Similarly for the games agen and a
∗
gen.
Proof. Assume Complete has a winning strategy in acmp(y,F ,H, p). Assume
without loss of generality that y ∩ t = ∅. Then a winning strategy for Complete
in acmp(y ∪ t,F ,H, p) is given by playing sk ∪ t on move k where sk is played
aording to the strategy for the former game. This is beause they both give
idential restritions on Extender's hoie of moves aording to rule (2). Con-
versely, if Complete plays s′k \ t in the former game, where s
′
k has been played in
the latter game, then Extender has less freedom to move in the former game. 
We are interested in making nite extensions of the third parameter when
dealing with ompleteness systems; but unfortunately, the above approah does
not seem to generalize to forward winning strategies.
The argumentation in the preeding proof, i.e. the fat that restriting Ex-
tender's moves is favourable for Complete in any of the 3 games, does show the
following.
Proposition 3.19. Let Φ be a (forward) winning, resp. nonlosing, strategy for
Complete in the game acmp(y,F ,H, p) or the game agen(M,y,F ,H, p), respe-
tively. Then Complete wins, resp. does not lose, the game whenever it plays
sk ⊇ Φ(Pk) on every move (after some point) in the game, where Pk is the
position after Extender makes its kth move. Similarly, for the augmented game
a∗gen.
Next we isolate the role played by the ⊆∗-onal subsets of the family F .
Remark 3.20. Heneforth, when we write Hκ there is a tait assumption that κ
is a suiently large regular ardinal for the argument at hand. This will always
be in the ontext of some pair (F ,H) of subfamilies of P(θ). It will always be
suiently large as long as R(F ,H) ∈ Hκ, e.g. when κ ≥
(
2max{|F|,|H|}
)
+
.
Denition 3.21. We say that a family F of sets is losed under nite redutions
to indiate that it is losed under nite set subtration, i.e. x\s ∈ F for all x ∈ F
and all nite s ⊆ x.
Lemma 3.22. Let F and H be subsets of P(θ), with F losed under nite
redutions, and let M ≺ Hκ be a model ontaining F and H satisfying
x ⊆M for all x ∈ F ∩M . (18)
Suppose p ∈ R(F ,H) ∩M , let Q ⊆ R(F ,H) be an element of M and assume
that y ⊆ θ is a ⊆∗-upper bound of F ∩M with xp ⊆ y. Then one of the following
two alternatives must hold.
(a) There exists an extension q of p in Q ∩M with xq ⊆ y.
(b) There exists a ⊆∗-onal X ⊆ F suh that
(1) xp ⊆ x for all x ∈ X,
(2) for no extension q ∈ Q of p does there exist z ∈ X satisfying xq ⊆ z.
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Proof. Dene Y to be the set of all x ∈ F for whih there is some yx ⊇
∗ x in F ,
with xp ⊆ yx, suh that no q ≥ p in Q satises xq ⊆ yx. Clearly Y ∈ M . Take
x ∈ F ∩M . Taking any Z ∈ Xp, by elementarity there exists z ∈ Z ∩M suh
that xp ⊆ z and x ⊆∗ z. Sine y ⊇∗ z,
yx = y ∩ z ⊇
∗ x. (19)
And yx is the result of removing a nite subset from z. Thus yx ∈M as z ⊆M ,
and yx ∈ F by the assumption on F .
Assume that alternative (a) fails. Then as yx ⊆ y is in M , by elementar-
ity, yx witnesses that x ∈ Y . Therefore, Y = F by elementarity, and thus
X = {yx : x ∈ F} is ⊆
∗
-onal by (19). And sine the yx's are witnesses,
alternative (b) holds for X. 
Corollary 3.22.1. Let F , H, M , p, Q and y all be as speied in lemma 3.22.
Assume that k + 1 moves have been made in either the game acmp(y,F ,H, p),
or the game agen(M,y,F ,H, p) with y ⊆M , with Extender playing pi on its i
th
move, and that eah pi ∈ M (in the former game). Then one of the following
two alternatives must hold.
(a) Extender has a move with pk+1 ∈ Q ∩M ,
(b) There exists a ⊆∗-onal X ⊆ F suh that
(1) xpk ⊆ x for all x ∈ X,
(2) for no extension q ∈ Q of pk does there exist z ∈ X satisfying xq ⊆ z.
Similarly for the augmented game a∗gen(M,y,F ,H, p).
Proof. Let s0, . . . , sk denote the moves played so far by Complete. Lemma 3.22
is applied with p := pk and y := y \
⋃k
i=0 si. The seond alternatives are
idential, and thus if (b) fails, then there is an extension pk+1 ≥ pk in Q ∩M
with xpk+1 ⊆ y \
⋃k
i=0 si. Thus pk+1 satises the requirement (2) of the game,
as needed. 
The main purpose the side ondition Xp is to allow Extender to play inside a
given dense subset of R(F ,H) in M .
Corollary 3.22.2. In the situation of orollary 3.22.1, if Q is dense then Ex-
tender an always play pk+1 ∈ Q ∩M .
Proof. Supposing towards a ontradition that Extender has no move with
pk+1 ∈ Q ∩ M , by orollary 3.22.1, there is a onal X ⊆ F as in alterna-
tive (b). Then q¯ = (xpk ,Xpk ∪ {X}) is a ondition of R(F ,H) by (b1), and
there exists q ≥ q¯ in Q by density. But xq ⊆ z for onally many z ∈ X
ontraditing (b2). 
Corollary 3.22.3. Let F , H,M , p, Q and y be as in lemma 3.22, with moreover
M ountable and y ⊆M . Then Extender has nonlosing strategies in both of the
games agen(M,y,F ,H, p) and a
∗
gen(M,y,F ,H, p).
Proof. Let (Dk : k < ω) enumerate all of the dense subsets of R(F ,H) in M .
By orollary 3.22.2, Extender an always make move k with
pk ∈ Dk ∩M.
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This desribes a nonlosing strategy, beause at the end of the game, 〈pk :
k < ω〉 ∈ Gen(M,R(F ,H)). 
Denition 3.23. Let ψmin(M,y,F ,H, p) be a formula expressing the onjun-
tion of
(i) xp ⊆ y,
(ii) y is an upper bound of (F ∩M,⊆∗).
Later on we will use the fat that ψmin(M, ·,F ,H, p) denes a set that is
seond order denable over M .
Denition 3.24. Let φmin(y;F ,H, p) be a seond order formula expressing the
onjuntion of
(i) xp ⊆ y; formally, ∀α ∈ xp y(α),
(ii) y is an upper bound of (F ,⊆∗); formally, ∀x ∈ F y(α) for all but nitely
many α ∈ x.
Proposition 3.25. Suppose M is a model of enough of ZFC − P4 and x ⊆ M
for all x ∈ F . Then for all F ,H, p ∈M and all y ⊆M , ψmin(M,y,F ,H, p) ↔
M |= φmin(y;F ,H, p).
Denition 3.26. All three of the games onsidered, acmp, agen and a
∗
gen, are
viewed as parameterized games of the form a(M,x, a0, a1, a2, a3), as in deni-
tion 2.9, where a3 is a dummy variable whose purpose is explained below. For
example, acmp(M,x, a0, a1, a2, a3) ≡ acmp(x, a0, a1, a2) and agen(M,x, a0, a1, a2,
a3) ≡ agen(M,x, a0, a1, a2). Dene S to be the lass of all ountable elementary
submodels M ≺ Hκ, with κ a regular unountable ardinal. For a given ar-
dinal κ, we dene Sκ ⊆ S by S =
⋃
µ≥κ is regular{M ≺ Hµ : |M | = ℵ0}. T is
dened by ϕT (F ,H, p, a3) stating that pF and H are families of sets of ordinals,
p ∈ R(F ,H) and a3 = R(F ,H)q, with the provision that we may restrit T
further when needed. Note that these games, as well as S and T , are denable
without any additional parameters. In this setting, we use a formula ψ to de-
sribe the suitability funtion F ; we suppress the last free variable in ψ sine a3
obviously plays no role in the denition of F . The role played by a3, is that for
any M ∈ S, when ~a = (F ,H, p, a3) ∈ T ∩M this implies that R(F ,H) ∈ M
and thus M ≺ Hκ for some suiently large ardinal κ as in remark 3.20. We
ould also use Sκ below instead of S, just as well.
For E ⊆ S, Eκ = E ∩ Sκ. Moreover, for R ⊆ θ, we let
E(R, θ) = {M ∈ S : sup(θ ∩M) ∈ R}, (21)
and for R ⊆ ω1 we write E(R) for E(R,ω1). Thus E(R) = {M ∈ S : δM ∈ R}
(f. (3)). Also Eκ(R, θ) = E(R, θ) ∩ Sκ.
Example 3.27. Let R ⊆ ω1 and suppose F ,H are families of sets of ordinals.
Suppose that ψ(v0, . . . , v4) is a rst order formula suh that for every M ∈ E(R)
ontaining F and H, and every p ∈ R(F ,H) ∩M , ϕT (F ,H, p, a3) implies there
4 ZFC minus the Power Set axiom.
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is a y ⊆ M suh that ψ(M,y,F ,H, p) holds, and thus equation (10) is satis-
ed. Then saying Complete has a winning strategy E(R)-ψ-globally in the game
acmp(F ,H), means that it has a winning strategy in the game acmp(y,F ,H, p)
for all M ∈ S with F ,H,R(F ,H) ∈M and δM ∈ R, and all p ∈ R(F ,H) ∩M .
Alternatively, we ould have omitted a3 and equivalently referred to Eκ(R)-ψ-
globally instead.
Corollary 3.22.4. Restriting T in denition 3.26 to only inlude families F
of ountable sets of ordinals, Extender has nonlosing strategies in the games agen
and a∗gen, ψmin-globally.
Proof. First we have to show that equation (10) holds. But if F ,H, p ∈M and
ϕT (F ,H, p, a3), then in partiular, F is a family of ountable subsets of some
ordinal θ and p ∈ R(F ,H). Sine members of F are ountable, x ⊆ M for all
x ∈ F ∩M and thus ψmin(M,θ ∩M,F ,H, p) holds.
Now we obtain a nonlosing strategy for Extender in both of the games
agen(M,θ∩M,F ,H, p) and a∗gen(M,θ∩M,F ,H, p) by orollary 3.22.3, sine (18)
holds. 
3.3. Complete properness.
Corollary 3.22.5. Let F and H be subfamilies of [θ]≤ℵ0, with F losed under
nite redutions. Suppose that ψ → ψmin, and that ψ-globally, Extender has
no winning strategy in the parameterized game agen(F ,H). Then R(F ,H) is
ompletely proper.
Proof. Suppose M ≺ Hκ is a ountable elementary submodel with (F ,H) ∈M .
Take p ∈ R(F ,H) ∩M . The game agen(M,F ,H, y, p) is played with Extender
playing pk on move k aording to a nonlosing strategy, whih it has by orol-
lary 3.22.4 and proposition 2.14 sine ψ → ψmin. By the hypothesis that Exten-
der's strategy in the game agen(M,F ,H, y, p) is not a winning strategy, Complete
an play in suh a way that the game does not result is a win for Extender. Thus
the result is a drawn game, and hene 〈pk : k < ω〉 ∈ Gen
+(M,R(F ,H), p) by
proposition 3.12, as required. 
The following weaker result gives a purely ombinatorial haraterization of
omplete properness, unlike orollary 3.22.5.
Corollary 3.22.6. Let F and H be subfamilies of [θ]≤ℵ0, with F losed under
nite redutions. Suppose that ψ → ψmin, and that ψ-globally, Complete has
a winning strategy in the parameterized game acmp(F ,H). Then R(F ,H) is
ompletely proper.
Proof. By propositions 3.16 and 3.17, Complete has a nonlosing strategy in the
game agen(F ,H), ψ-globally, and in partiular, orollary 3.22.5 applies. 
3.4. Completeness systems. Our formulation of ompleteness systems dif-
fers slightly from that observed in the literature. Completeness systems were
invented by Shelah, and we use the same underlying ideas as in the original
formulation in [She82℄.
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A full aount of the theory of ompleteness systems is given by Abraham
in [Abr06℄. It is emphasized there that in order to apply the theory, a Pα-name
Q˙α for a poset must be omplete for some ompleteness system that lies in the
ground model. Then simplemeaning simply denableompleteness systems
are introdued to ahieve this. An alternative to ompleteness systems that has
gained some popularity was introdued in [ER99℄, where the neessary ombina-
torial properties of Q˙α entailed by the ompleteness system are isolated. In this
approah one diretly veries that the name Q˙α itself satises the prerequisite
properties.
Our approah is less robust than in [Abr06℄; however, we do not know of any
examples not enompassed by our treatment,
5
and it may have some advantages,
inluding we hope, oneptual simpliity. In our formulation, the fundamental
notion is a seond order formula rather than the system of lters it desribes.
Moreover, the ompleteness system (i.e. this formula) is good for exatly one
lass of posets. This aptures every usage of the ompleteness systems that we
have observed, although there may very well be uses for undenable (i.e. non-
simple) ompleteness systems, or systems that work for more than one lass of
posets. A potential advantage of our approah is that, when the formula prov-
ably (in ZFC) has the required properties, the ompleteness system funtions in
arbitrary foring extensions, whereas (as indiated in [Abr06℄) the approah of
using a ground model system is only valid in foring extensions that do not add
new ountable subsets of the ground model.
Denition 3.28. We say that a pair of formulae ℘(v0, . . . , vn−1) and τ(v0, . . . ,
vn−1) in the language of set theory desribe a poset over some model N if
N |= p∀x0, . . . , xn−1 τ(~x) → ℘(~x) is a posetq.
6
If we are working with some
ground model V and we say that (℘, τ) desribes a poset, we mean that it
desribes it over V . And the pair provably desribes a poset if ZFC ⊢ p∀~x τ(~x)→
℘(~x) is a posetq.
Example 3.29. Let τ(v0, v1) express pv0 and v1 onsist of sets of ordinalsq.
Then the pair (R, τ) provably desribes a poset, where R is from denition 3.1,
i.e. for (F ,H) satisfying τ(F ,H), the desribed poset is R(F ,H).
Denition 3.30. Suppose (℘, τ) is a pair of formulae with n free variables that
(provably) desribes a poset. A (provable) ompleteness system for (℘, τ) will
refer to a seond order formula ϕ(Y0, Y1; v0, . . . , vn) for whih (it is provable in
ZFC that): for every ountable M ≺ Hκ, where κ is a suiently large regular
ardinal, for all ~a ∈M satisfying τ(~a), for every p ∈ ℘(~a)M (i.e. M |= p ∈ ℘(~a)),
the family of sets
GZ = {G ⊆ Gen(M,℘(~a), p) :M |= ϕ(G,Z;~a, p)} (Z ⊆M) (22)
(i) generates a proper lter on Gen(M,℘(~a), p), i.e. every nite intersetion
GZ0 ∩ · · · ∩ GZn−1 ⊆ Gen(M,℘(~a), p) is nonempty,
5
We only deal with σ-omplete systems, but our treatment ould be adapted to more restri-
tive systems (e.g. [She98, Ch. VIII, 4℄).
6 τ is unneessary but is used for presentational purposes.
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(ii) has a member that is a subset of Gen+(M,℘(~a), p), i.e. there exists Z ⊆M
suh that every element G ∈ GZ has a ommon extension in ℘(~a).
The ompleteness system is alled σ-omplete if (it is provable in ZFC that) for
all M , ~a and p as above, the lter generated by the family from equation (22) is
σ-omplete.
Remark 3.31. To avoid onfusion, it should be noted that in the typial for-
mulation from the literature ondition (ii) is stipulated by stating that the poset
is omplete for the given ompleteness system.
We use α-properness together with ompleteness systems in what is now a
standard method of foring without adding reals. Sine we have made some
adjustments to the usual terminology for ompleteness systems, the following
theorem needs to be taken in the present ontext.
Terminology 3. Let
~P = (Pξ , Q˙ξ : ξ < µ) be an iterated foring onstrut.
When we say that an iterand Q˙ξ of ~P satises some property Φ we of ourse
mean that Pξ ‖ Φ(Q˙ξ).
As usual, when we say that
~P has ountable supports we mean that Pδ =
lim←− ξ<δPξ for limit δ of ountable onality, and Pδ = lim−→ ξ<δPξ for limit δ of
unountable onality. This also determines Pµ for ~P when µ is a limit, and of
ourse Pµ = Pµ−1 ⋆ Q˙µ−1 in ase µ is a suessor.
Theorem (Shelah). Let
~P be an iterated foring onstrution with ountable
supports. Suppose that E ⊆ [Hκ]
ℵ0
is stationary for some suiently large regular
ardinal κ; and suppose for eah ξ, (℘ξ, τξ) provably desribes a poset and has a
σ-omplete ompleteness system ϕξ. If for eah ξ < µ, the iterand Q˙ξ is E-α-
proper, and Q˙ξ = ℘ξ(~˙a) and τξ(~˙a) hold for some parameter ~˙a, then Plen(~P ) does
not add new reals.
Denition 3.32. We let D-omplete denote the lass of all posets Q for whih
there exists (℘, τ) provably desribing a poset, suh that (℘, τ) has a σ-omplete
ompleteness system and Q = ℘(~a) for some parameter ~a satisfying τ(~a). Then
the foring axiom MA(D-omplete) is the statement that for every D-omplete
poset Q and every family D of ardinality |D| = ℵ1 onsisting of dense sub-
sets of Q, there exists a lter G ⊆ Q interseting every member of D. We
dene MA(Φ and D-omplete) analogously, where Φ is some property of posets
(e.g. properness).
Proposition 3.33. Every poset in D-omplete is ompletely proper.
Corollary (Shelah). MA(α-proper and D-omplete) is onsistent with CH rel-
ative to the onsisteny of a superompat ardinal.
Remark 3.34. Although we have made the eort to distinguish when a formula
ψ provably has some property, it will not atually have a diret bearing on the
topis in this paper. Provability is only needed for the property of desribing a
poset.
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In partiular, although, as already mentioned, a ompleteness system should
be in the ground model, simple ompleteness systems were designed with the
following property in mind (adapted to the present ontext).
Proposition 3.35. Suppose (℘, τ) provably desribes a poset. The statement
pϕ is a ompleteness system for (℘, τ)q is absolute between transitive models
(of enough of ZFC) that have the same reals. The σ-ompleteness property is
similarly absolute.
Proof. The point is that the larger model has no new isomorphism types of
ountable elementary submodels. See e.g. [Abr06℄. 
Denition 3.36. In the ontext of parameterized games, we may refer to a
notion of suitability F as desribing some type of family of subsets of M . Of
ourse we may do the same when F is given by a formula ψ; moreover, in the
latter ase we an say that ψ provably desribes some family to indiate that
this fat is provable in ZFC.
Example 3.37. We say that ψ desribes a P -lter, if for all M ∈ S, for all
~a ∈ T ∩M , {x ⊆M : ψ(M,x,~a)} is a P -lter on M .
Proposition 3.38. ψmin provably desribes a P -lter (f. denition 3.26).
Proof. ForM ∈ S and p ∈ R(F ,H)∩M the desribed family is {y ⊆M : xp ⊆ y,
and x ⊆∗ y for all x ∈ F ∩M}, whih learly forms a P -lter. 
Lemma 3.39. Let ψ be a notion of suitability suh that (provably) ψ → ψmin.
Then there is a (provable) σ-omplete ompleteness system for R(F ,H) for all
subfamilies F and H of [θ]≤ℵ0 for some ordinal θ with F losed under nite
redutions for whih ψ-globally, Complete has a forward nonlosing strategy in
the game agen(F ,H).
Remark 3.40. Lemma 3.39 is asserting the existene of a ompleteness system
for (R, τ) where τ(F ,H) expresses pF and H are families of ountable sets of
ordinals with F losed under nite redutions suh that ψ-globally, Complete
has a forward nonlosing strategy for agen(F ,H)q.
Proof. We x a denable method of oding
• a subset y of θ ∩M ,
• for eah t ∈ Fin(θ) ∩ M , a funtion Φ(t) with domain a subset of M and
odomain Fin(θ) ∩M ,
by subsets Z ⊆ M . Then we let ϕ(G,Z;F ,H, p) be a formula expressing pif
both
(a) φmin(y;F ,H, p) (f. denition 3.24),
(b) Φ(t) is a forward strategy for Complete in the game agen(M,y ∪ t,F ,H, p)
for all t ∈ Fin(θ) suh that φmin(y ∪ t;F ,H, p),
then G is the lter generated by (pk : k < ω), where (pk : k < ω) is some
sequene satisfying: there exists m < ω and t ∈ Fin(θ) suh that
() φmin(y ∪ t;F ,H, p),
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(d) the game agen(M,y ∪ t,F ,H, p) is played and (pk, sk) denotes move k,
(e) Complete plays sk ⊇ Φ(t)(Pk) for all k ≥ m, where Pk is the position after
Extender's kth moveq,
where y and Φ are the objets oded by Z.7
Assuming that ~a = (F ,H) satises the hypotheses, then given p ∈ R(F ,H)M
we need to hek that the family of subsets of M given by
GZ = {G ∈ Gen(M,R(F ,H), p) :M |= ϕ(G,Z;F ,H, p)} (Z ⊆M) (23)
has the required properties. First we note that GZ is a nonempty subset of
Gen(M,R(F ,H), p) whenever M |= ϕ(G,Z;F ,H, p). This is beause when
lauses (a) and (b) are true, letting y and Φ be the objets oded by Z, y ⊇ xp
bounds F∩M by proposition 3.25, and Φ(∅) is a (forward) strategy for Complete
in the game agen(M,y,F ,H, p). Thus setting m = 0 and t = ∅, Extender an
play aording to a nonlosing strategy for agen(M,y,F ,H, p) by orollary 3.22.4
and Complete an play valid moves Φ(∅)(Pk), proving that a sequene (pk :
k < ω) satisfying ()(e) does exist, and moreover G is generi over M beause
Extender does not lose.
Next we show that the family forms a σ-omplete lter base, whih in parti-
ular establishes (i). We in fat establish the stronger property that its upwards
losure is a σ-omplete lter. This is of ourse done by diagonalizing the oded
objets. Take Zn ⊆ M (n < ω) and assume without loss of generality that (a)
and (b) are satised for all n. For eah n, let yn and Φn be the objets oded
by Zn. Sine ψmin desribes σ-⊇
∗
-direted family, using proposition 3.25 there
exists yω ⊆M suh that M |= φmin(yω;F ,H, p) and yω ⊆
∗ yn for all n < ω. Fix
some enumeration (uj : j < ω) of Fin(θ) ∩M . For eah t ∈ Fin(θ) ∩M suh
that M |= φmin(yω ∪ t;F ,H, p), let
Ψ(t)(P ) =
⋃{
Φi(uj)(P ) : i, j < |P |, M |= φmin(yi ∪ uj;F ,H, p),
P is a position of the game agen(M,yi ∪ uj,F ,H, p)
}
(24)
for every position P in the game agen(M,yω∪t,F ,H, p) for whih it is Complete's
turn to play (its |P |−1th move), where an empty union is taken to be the empty
set, and then set
Φω(t)(P ) = Ψ(t)(P ) ∩ (yω ∪ t). (25)
Then letting Zω ⊆M ode yω and Φω, learly (a) and (b) hold for Zω. We will
show that GZω ⊆
⋂∞
n=0 GZn . To see this, suppose (pk : k < ω) is a sequene
satisfying ()(e) for Zω, witnessed by m < ω, t ∈ Fin(θ) ∩M and Complete's
moves (sk : k < ω). Given n, we need to show that (pk : k < ω) satises ()(e)
for Zn. Sine ψmin desribes a lter, M |= φmin(yn∪yω∪t;F ,H, p). Then letting
t′ ∈ Fin(θ) ∩M satisfy
yn ∪ t
′ = yn ∪ yω ∪ t, (26)
7
More preisely, we x a method of oding sequenes of elements of M by subsets of M , and
then ϕ is of the form p∃Y ρ(G,Z, Y ;F ,H, p)q where ρ has no seond order quantiers and Y
is used to ode the game played, i.e. it odes (pk, sk : k < ω).
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t′ witnesses that () holds. Put m′ = max{m,n, j} where uj = t
′
. Then
satisfation of the onditions for Zn is witnessed by m
′
and t′, sine (26) im-
plies that (d) holds and for eah k ≥ m, Ψ(t)(Pk) ∩ (yn ∪ t
′) is a valid move
in the game agen(M,yn ∪ t′,F ,H, p), where Pk is the position in the game
agen(M,yω ∪ t,F ,H, p) after Extender's k
th
move (and thus |Pk| = k + 1),
beause by (25), Ψ(t)(Pk) ∩ (yω ∪ t) ⊆ sk. Now Ψ(t)(Pk) ⊇ Φn(t
′)(Pk) for
all k ≥ max{n, j} proving (e) for Zn with sk := Ψ(t)(Pk) ∩ (yn ∪ t
′) for
k = m,m+ 1, . . . .
It remains to verify (ii). Indeed the requirement of equation (10) guarantees a
y ⊆M satisfying ψ(M,y,F ,H, p); and by assumption, Complete has a forward
nonlosing strategy Φ(t) in the game agen(M,y∪ t,F ,H, p) for all t ∈ Fin(θ)∩M
satisfying ψ(M,y ∪ t,F ,H, p). Let Z ⊆ M ode y and Φ. Then (a) and (b)
hold sine ψ → ψmin, and thus every member G ∈ GZ is generated by (pk :
k < ω) resulting from the game agen(M,y ∪ t,F ,H, p) being played for some t.
Sine Extender does not lose as 〈pk : k < ω〉 = G ∈ Gen(M,R(F ,H)), and
sine Complete plays supersets of the forward nonlosing strategy Φ(t) for all
but nitely many moves by (e), the game results in a draw by proposition 3.19.
Therefore G = 〈pk : k < ω〉 ∈ Gen
+(M,R(F ,H), p) by proposition 3.12. 
3.5. Upwards boundedly order losed subfamilies. In [Hir07a℄ we intro-
dued the following weakening of order losedness.
Denition 3.41. We say that a subset A of a poset P is upwards boundedly
order losed if for every nonempty B ⊆ A with an upper bound p ∈ P (i.e. b ≤ p
for all b ∈ B): if B has a supremum
∨
B in P , then
∨
B ∈ A.
In the present ontext of subfamilies H ⊆ P(θ), we say that H is upwards
boundedly order losed to indiate that it is so in the tree (P(θ),⊑) of initial
segments.
There is a simple riterion for it.
Lemma 3.42. Every onvex (f. 2.1) subset of a poset is upwards boundedly
order losed.
Proof. Let (P,≤) be a poset, and let C ⊆ P be onvex. Take a nonempty B ⊆ C,
say b ∈ B, with an upper bound p ∈ P . Suppose B has a supremum
∨
B in P .
Then b ≤
∨
B ≤ p implies
∨
B ∈ C by onvexity. 
Corollary 3.42.1. If H is a onvex subfamily of (P(θ),⊑) then H is upwards
boundedly order losed.
Applying the denition in the present ontext gives:
Proposition 3.43. H is upwards boundedly order losed i every nonempty
subfamily K ⊆ H with a y ∈ H, suh that x ⊑ y for all x ∈ K, satises⋃
K ∈ H.
This endows the poset R(F ,H) with the following ruial property.
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Proposition 3.44. Let F ,H be families of subsets of θ, with H upwards bound-
edly order losed. If a family Q ⊆ R(F ,H) has a ommon extension in R(F ,H),
then it has a ommon extension q suh that
xq =
⋃
p∈Q
xp. (27)
In the present ontext we onsider a generalization.
Denition 3.45. LetH ⊆ P(θ) and R ⊆ θ. We say thatH is upwards boundedly
order losed beyond R if
⋃
K ∈ H whenever K ⊆ H is a nonempty subfamily
with y ∈ H suh that x ⊑ y for all x ∈ K and suh that
sup
(⋃
K
)
/∈ R. (28)
Proposition 3.46. Let F ,H be families of subsets of θ, with H upwards bound-
edly order losed beyond R ⊆ θ. If a family Q ⊆ R(F ,H) has a ommon exten-
sion in R(F ,H) and
sup
(⋃
p∈Q
xp
)
/∈ R, (29)
then it has a ommon extension q suh that xq =
⋃
p∈Q xp.
This property of the family H allows us to obtain α-properness for the poset
R(F ,H). It will also be used in the next setion (3.6) to obtain a strong hain
ondition for the poset.
Claim 1. Let F and H be subfamilies of [θ]≤ℵ0 , with F losed under nite
redutions and H upwards boundedly order losed. Suppose F ,H ∈ M ≺ Hκ is
ountable, p ∈ R(F ,H)∩M and y ⊆M is a ⊆∗-bound of F ∩M with xp ⊆ y. If
Extender does not have a winning strategy in the game agen(M,y,F ,H, p), then
there exists q ∈ gen+(M,R(F ,H), p) suh that xq ⊆ y.
Proof. The game agen(M,y,F ,H, p) is played with Extender playing aording
to a nonlosing strategy by orollary 3.22.4. Sine Extender's strategy is not a
winning strategy, Complete an play so that Extender does not win, and hene
the game is drawn. Then Extender's sequene of moves (pk : k < ω) generates a
ompletely (M,R(F ,H), p)-generi lter G, say with extension q ∈ R(F ,H), by
proposition 3.12. And by proposition 3.44, we may assume that xq =
⋃
p¯∈G xp¯ =⋃
k<ω xpk ⊆ y as needed. 
Claim 2. Let F and H be subfamilies of [θ]≤ℵ0 , with F losed under nite
redutions and H upwards boundedly order losed beyond R ⊆ θ, suh that H
is F-extendable. Suppose F ,H ∈ M ≺ Hκ is ountable with sup(θ ∩M) /∈ R,
p ∈ R(F ,H) ∩ M and y ⊆ M is a ⊆∗-bound of F ∩ M with xp ⊆ y. If
Extender has no winning strategy in the game agen(M,y,F ,H, p), then there
exists q ∈ gen+(M,R(F ,H), p) suh that xq ⊆ y.
Proof. Set δ = sup(θ ∩M). We proeed as in the proof of laim 1, but now
sine H is F-extendable, we also have by proposition 3.6 that for every ξ < θ
COMBINATORIAL AND HYBRID PRINCIPLES FOR σ-DIRECTED FAMILIES 29
in M , Dξ ∈ M (f. equation (14)) is dense, and thus xpk ∈ Dξ for some k sine
Extender did not lose. This entails that sup
(⋃
k<ω xpk
)
= δ, and sine δ /∈ R
by assumption, we use proposition 3.46 to obtain the desired extension q with
xq ⊆ y. 
Denition 3.47. We say that a suitability funtion F is oherent if for all
M ∈ N in S, and all ~a ∈ T ∩M , every y ∈ F (N)(~a) has an x ⊆ y ∩M in
F (M)(~a) ∩ N . When the funtion is given by a formula ψ we say that ψ is
provably oherent, as usual to speify that oherene is provable in ZFC.
Proposition 3.48. If we restrit T in denition 3.26 so that (F ,H, p) ∈ T
only if (F ,⊆∗) is a σ-direted family of ountable sets of ordinals, then ψmin is
provably oherent.
Proof. Suppose M ∈ N , F ,H, p ∈ M and ψmin(N, y,F ,H, p). Sine F is σ-
direted and M is ountable, by proposition 3.3, there exists xp ⊆ y
′ ∈ F
bounding F ∩M , and by elementarity we an nd suh a y′ ∈ N . Now y′ ⊆∗ y,
and y′ ⊆ N as y′ is ountable, and thus y′ ∩ y ∈ N . Hene y′ ∩ y ∩M ⊆ y is
in N and learly ψmin(M,y
′ ∩ y ∩M,F ,H, p) holds. 
Denition 3.49. Let ψ be a formula that is to be used in denition 3.26. We say
that ψ respets agen if for all M ∈ S, all F ,H ∈ M and all p ∈ R(F ,H) ∩M ,
if ψ(M,y,F ,H, p) and (p0, s0), . . . , (pk, sk) is a position in the game agen(M,
y,F ,H, p), then ψ
(
M,y\
⋃k
i=0 si,F ,H, pk
)
. We may also speify that ψ provably
respets agen.
Proposition 3.50. For any pair of families (F ,H), ψmin provably respets agen.
Proof. Immediate from the denitions. 
3.5.1. α-properness.
Lemma 3.51. Let F be a subfamily of [θ]≤ℵ0 losed under nite redutions, and
let H be an upwards boundedly order losed subset of ([θ]≤ℵ0 ,⊑). Suppose that
ψ → ψmin is oherent and respets agen. If Complete has a nonlosing strategy
for agen(F ,H), E-ψ-globally, then R(F ,H) is E-α-proper.
Proof. The proof is by indution on α < ω1. The indution hypothesis is:
(IHβ) For every towerM0 ∈M1 ∈ · · · of members of E , that are also elementary
submodels of Hκ, of height β +1 with F ,H ∈M0, every p ∈ R(F ,H) ∩
M0 and every y ⊆ Mβ suh that ψ(Mβ , y,F ,H, p), there exists q ∈
gen+({Mξ : ξ ≤ β},R(F ,H), p) with xq ⊆ y.
Assume that (IHβ) holds for all β < α.
Suppose M0 ∈ M1 ∈ · · · is a tower in E of elementary submodels of Hκ of
height α + 1, with F ,H ∈ M0, and take p ∈ R(F ,H) ∩M0. Suppose we are
given y ⊆ Mα satisfying ψ(Mα, y,F ,H, p). In the ase α = 0, (IH0) follows
immediately from laim 1 beause ψ → ψmin and Complete has a nonlosing
strategy in the game agen(Mα, y,F ,H, p).
Consider the ase α = β + 1 is a suessor. Sine ψ is oherent, there exists
y′ ⊆ y ∩Mβ in Mα satisfying ψ(Mβ , y
′,F ,H, p). Now applying (IHβ) in the
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model Mα with y := y
′
, we obtain q′ ∈ gen+({Mξ : ξ ≤ β},R(F ,H), p) ∩Mα
with xq′ ⊆ y. Then we use laim 1 with M := Mα and p := q
′
to extend q′ to q
ompletely generi over Mα with xq ⊆ y.
Assume now that α is a limit, say (ηk : k < ω) is a stritly inreasing sequene
onal in α. The game agen(Mα, y,F ,H, p) is played with Complete using its
nonlosing strategy. After k + 1 moves (p0, s0), . . . , (pk, sk) have been played,
assume that pk ∈ Mηk−1+1 (taking η−1 + 1 = 0) is ompletely generi over
{Mξ : ξ ≤ ηk−1} with xpk ⊆ y. Sine ψ respets agen and (p0, s0), . . . , (pk, sk) is
a valid position in the game agen(Mηk , y,F ,H, p), ψ
(
Mηk , y \
⋃k
i=0 si,F ,H, pk
)
holds. And by oherene, there exists y′ ⊆ y \
⋃k
i=0 si∩Mηk in Mηk+1 satisfying
ψ(Mηk , y
′,F ,H, pk). Extender an now make a move pk+1 ∈Mηk+1 ompletely
generi over {Mξ : ξ ≤ ηk} with xpk+1 ⊆ y by applying (IHηk−(ηk−1+1)) in the
model Mηk+1 to the tower Mηk−1+1 ∈ · · · ∈Mηk , p := pk and y := y
′ \
⋃k
i=0 sk.
The ontinuity of the ∈-hain ensures that Extender does not lose the game.
And sine Complete does not lose, p0 ≤ p1 ≤ · · · has a ommon extension q with
xq ⊆ y by proposition 3.44. Sine q is ompletely generi over {Mξ : ξ ≤ α} the
indution is omplete.
To see that R(F ,H) is E-α-proper, suppose M0 ∈ · · · ∈ Mβ is a tower in E
with F ,H ∈M0, and take p ∈ R(F ,H)∩M0. Equation (8) gives a y ⊆Mβ suh
that ψ(Mβ , y,F ,H, p). Then (IHβ) implies the existene of q ≥ p generi over
every member of the tower. 
Lemma 3.52. Let F be a subfamily of [θ]≤ℵ0 losed under nite redutions,
and let H ⊆ [θ]≤ℵ0 be an upwards boundedly order losed beyond R ⊆ θ that
is F-extendable. Suppose that ψ → ψmin is oherent and respets agen. If E ⊆
E(θ \R, θ) and Complete has a nonlosing strategy for agen(F ,H), E-ψ-globally,
then R(F ,H) is E-α-proper.
Proof. The proof is the same as the proof of lemma 3.51, exept that we use
laim 2 in plae of laim 1. This is justied by the denition of E , beause H is
F-extendable. 
We shall require the following basi observation on an equivalent of E-α-
properness. Cf. equation (21) for the notation.
Lemma 3.53. Let S ⊆ θ be stationary for some regular ardinal θ. If a foring
notion P is E(S \A, θ)-α-proper for some A ∈ NSθ, then P is E(S, θ)-α-proper.
Proof. This is beause for any ountable M ≺ Hκ with P ∈M , we may assume
that A ∈M , and thus sup(θ ∩M) /∈ A. Hene the set A does not interfere with
E(S)-α-properness. 
3.6. Isomorphi models. We introdue a new variant of MA here in deni-
tion 3.58, that is onsistent with CH relative to ZFC. It is based on Shelah's
theorem below ([She98, Ch. VIII, Lemma 2.4℄) for obtaining ℵ2- iterations. Al-
ternatively, we ould have used the appropriate axiom from [She98, Ch. VIII, 3℄.
This will only be possible for the ase θ = ω1, and we still need some theorem
in this ase beause in general for F ,H ⊆ [ω1]
≤ℵ0
, the ardinality of our poset
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is large:
|R(F ,H)| = 2ℵ
ℵ0
1 ≥ ℵ2 (30)
(and equal to ℵ2 under GCH).
Denition 3.54. We say that a suitability funtion F (as in denition 2.9)
respets isomorphisms if for every two isomorphi models M and N in S, for
every (rst order) isomorphism h :M → N xing M ∩N ,
x ∈ F (M)(~a) iff h[x] ∈ F (N)(h(~a))
for all x ⊆M and all ~a ∈ T ∩M. (31)
If ψ is a formula desribing a suitability funtion, then we say that ψ (provably)
respets isomorphisms if (it is provable that) the funtion desribed by ψ respets
isomorphisms.
Example 3.55. In the ontext of denition 3.26, with F andH xed, ψ respets
isomorphisms i for all M,N ∈ S, and all isomorphisms h : M → N xing
M ∩N ,
ψ(M,y,F ,H, p) iff h[y] ∈ ψ(N,h[y], h(F), h(H), h(p))
for all p ∈ R(F ,H) ∩M. (32)
Proposition 3.56. Provided that we restrit T to only inlude families F of
ountable sets of ordinals, ψmin provably respets isomorphisms.
Proof. Let h : M → N be an isomorphism. Assume ψmin(M,y,F ,H, p), i.e.
xp ⊆ y and y ⊆ M is a ⊆
∗
-bound of F ∩ M . Then h[y] is a ⊆∗-bound of
h(F) ∩N and xh(p) = h(xp) ⊆ h[y], beause x ⊆M for all x ∈ F ∩M , yielding
ψmin(N,h[y], h(F), h(H), h(p)). 
Lemma 3.57. Let F and H be subfamilies of [θ]≤ℵ0 with F losed under nite
redutions. Suppose that ψ → ψmin, and ψ-globally, Complete has a nonlosing
strategy for agen(F ,H). Then for any two isomorphi ountable models M,N ≺
Hκ, say h :M → N is an isomorphism, with F ,H ∈M , if
ψ(M,y,F ,H, p) iff ψ(N,h[y], h(F), h(H), h(p))
for all y ⊆M and all p ∈ R(F ,H) ∩M, (33)
then for every p ∈ R(F ,H) ∩M , there exists G ∈ Gen+(M,R(F ,H), p) suh
that h[G] ∈ Gen+(N,R(h(F), h(H)), h(p)).
Proof. Suppose we are given two isomorphi ountable models M,N ≺ Hκ,
say h : M → N is an isomorphism, with F ,H ∈ M , and p ∈ R(F ,H) ∩M .
By equation (10), there exists y ⊆ M suh that ψ(M,y,F ,H, p). Thus
ψ(N,h[y], h(F), h(H), h(p)) by equation (33). Also note that ψ-globally, Com-
plete has a nonlosing strategy for agen(h(F), h(H)) by elementarity.
The games agen(M,y,F ,H, p) and agen(N,h[y], h(F), h(H), h(p)) are played
simultaneously, and we let Φ and Φ′ denote nonlosing strategies for Complete in
the respetive games. Extender plays pk on its k
th
move in the game
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agen(M,y,F ,H, p), aording to a nonlosing strategy whih it has by orol-
lary 3.22.4 as ψ → ψmin. And
Extender plays h(pk) in the game agen(N,h[y], h(F), h(H), h(p)); (34)
the validity of this move is veried below. On its kth move, Complete plays
sk ∪ h
−1(tk) where sk = Φ(Pk) and tk = Φ
′(h(Pk)) (35)
in the game agen(M,y,F ,H, p), where Pk is the position after Extender's k
th
move, and plays h(sk)∪tk in the game agen(N,h[y], h(F), h(H), h(p)). Note that
tk ⊆ h[y]\h(xpk) by (34), whih implies h
−1(tk) ⊆ y \xpk , and thus sk ∪h
−1(tk)
is a valid move for Complete in the former game, and similarly h(sk) ∪ tk is a
valid move in the latter game. Also note that Extender's move h(xpk) is valid
in the latter game: (1) h(pk) ≥ h(pk−1) and (2) h(xpk) ⊆ h[y] \
⋃k−1
i=0 h(si) ∪ ti
as xpk ⊆ y \
⋃k−1
i=0 si ∪ h
−1(ti).
After the games, let G be the lter of R(F ,H)∩M generated by (pk : k < ω),
and let H be the lter of R(h(F), (H)) ∩ N generated by (h(pk) : k < ω), so
that H = h[G]. By proposition 3.19, Complete does not lose either games. Ex-
tender does not lose the former game sine it played aording to a nonlosing
strategy, and it does not lose the latter game, beause for every dense D ⊆
R(h(F), h(H)) in N , pk ∈ h
−1(D) for some k, and thus h(pk) ∈ D. Therefore,
both G ∈ Gen+(M,R(F ,H), p) and h[G] ∈ Gen+(N,R(F ,H), h(p)) by propo-
sition 3.12. 
Reall that a poset P satises the properness isomorphism ondition if for
every two isomorphi ountable M,N ≺ Hκ, for κ a suiently large regular
ardinal, via h : M → N with P ∈ M ∩ N and h xing M ∩ N , for every
p ∈ P ∩M , there exists G ∈ Gen+(M,P, p) suh that h[G] ∈ Gen+(N,P, h(p))
and moreover there exists q ∈ P extending both G and h[G] (this is the ℵ2-pi
from [She98, Ch. VIII, 2℄).
Theorem (Shelah). Assume CH. Let ~P = (Pξ , Q˙ξ : ξ < µ) be a ountable
support iterated foring onstrution of length µ ≤ ω2. If eah iterand satises
the properness isomorphism ondition then Pµ satises the ℵ2-hain ondition.
Denition 3.58. We writeMA(α-proper+D-omplete+pi+∆0-Hℵ2-denable)
to be interpreted as in denition 3.32, where pi denotes the lass of posets
satisfying the properness isomorphism ondition, and ∆0-Hℵ2-denable denotes
those posets P that are ∆0 denable over Hℵ2 , i.e. there exists a ∆0 formula
(in the Lévy hierarhy) ϕ(v0, . . . , vn) and parameters a1, . . . , an ∈ Hℵ2 suh that
P =
{
x ∈ Hℵ2 : Hℵ2 |= ϕ[x, a1, . . . , an]
}
.
Example 3.59. Our lass R of posets is learly ∆0. Thus R(F ,H) is ∆0-Hℵ2-
denable whenever F ,H are families of subsets of θ < ω2.
Theorem 3.1. MA(α-proper+D-omplete+pi+∆0-Hℵ2-denable) is onsis-
tent with CH relative to ZFC.
COMBINATORIAL AND HYBRID PRINCIPLES FOR σ-DIRECTED FAMILIES 33
Proof. Beginning with ground model satisfying GCH, we onstrut an iteration
(Pξ , Q˙ξ : ξ < ω2) of foring notions of length ω2. At every stage ξ of the iteration
it is arranged that
(i) Pξ ‖ GCH,
(ii) Pξ has a dense suborder of ardinality at most ℵ2,
(iii) Pξ has the ℵ2-.
This entails that there are ℵ2 many Pξ-names for members of Hℵ2 , where Hℵ2 is
being interpreted in the foring extension. Using standard bookkeeping methods,
we an arrange a sequene (ϕξ, a˙ξ : ξ < ω2) where ϕξ is a ∆0 formula and a˙ξ is
a Pξ-name for a parameter in Hℵ2 , so that regarding Pξ-names as also being Pη-
names for ξ ≤ η, every pair (ϕ, a˙) where a˙ is a Pξ-name appears as (ϕη, a˙η) for
some η ≥ ξ. By skipping steps if neessary, we may assume that Pξ fores that
Q˙ξ is the objet dened by (ϕξ , a˙ξ) over Hℵ2 , and that Q˙ξ is an α-proper poset
in the lass D-omplete (f. denition 3.32), with the pair of formulae desribing
Q˙ξ xed in V ,
8
and is in pi.
Sine every Pξ ‖ |Q˙ξ| ≤ ℵ2 and Q˙ξ is in pi, it follows from Shelah's Theorem
above that (i)(iii) hold at every intermediate stage of the iteration, and more-
over that Pω2 = lim−→ ξ<ω2
Pξ has the ℵ2-. By Shelah's Theorem on page 24, Pω2
does not add any reals, and thus CH holds in its foring extension.
In the foring extension by Pω2 : Suppose that ϕ is a ∆0 formula and a ∈ Hℵ2
so that (ϕ, a) denes an α-proper poset Q in D-omplete and pi over Hℵ2 ,
and suppose that D ⊆ Q is a family of dense subsets of ardinality |D| = ℵ1.
By the ℵ2-, there exists ξ suh that D is in the intermediate extension and
Pω2 ‖ (ϕξ, a˙ξ) = (ϕ, a˙). In the intermediate extension by Pξ: The interpretation
Qξ of the iterand Q˙ξ is given by Qξ = {x ∈ Hℵ2 : Hℵ2 |= ϕ[x, a]}. Sine ∆0
formulae are absolute between transitive models, it follows that Qξ is a suborder
of Q. Thus D ∩Qξ is dense for all D ∈ D. And at the ξ
th
stage we fore a lter
interseting D ∩Qξ ⊆ D for all D ∈ D. Notie that α-properness is downwards
absolute, and by proposition 3.35, Qξ is also in D-omplete in the intermediate
model. 
Remark 3.60. The same proof shows that we an allow posets whose base set
is Σ1-Hℵ2-denable but the ordering still must be ∆0-Hℵ2-denable.
It sometimes possible to obtain R(F ,H) with the properness isomorphism
ondition for F ,H ⊆ [ω1]
≤ℵ0
for the following reason.
Proposition 3.61. For M,N ≺ Hκ and h :M → N an isomorphism, h(α) = α
for all α < ω1. Thus [ω1]
≤ℵ0 ∩M = h
[
[ω1]
≤ℵ0 ∩M
]
= [ω1]
≤ℵ0 ∩N .
Proof. This immediately follows from the fat that α ⊆ M for every ountable
ordinal α ∈M . 
8
This is a subtle point. To apply Shelah's Theorem on page 24, we need to to know the pair
of formulae desribing Q˙ξ in the ground model, i.e. a Pξ-name for a pair of formulae does not
sue. In pratie, however, this does not pose any diulties.
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We will see that for some families F ,H ⊆ [ω1]
≤ℵ0
, lemma 3.57 is already
enough to establish the properness isomorphism ondition.
Corollary 3.56.1. Let F ,H ⊆ [ω1]
≤ℵ0
be subfamilies with F losed under -
nite redutions and H upwards boundedly order losed. If ψ → ψmin respets
isomorphisms for the xed pair (F ,H) and ψ-globally, Complete has a nonlos-
ing strategy for agen(F ,H), then R(F ,H) satises the properness isomorphism
ondition.
Proof. Suppose M,N ≺ Hκ are ountable, h : M → N is an isomorphism
xing M ∩ N and F ,H ∈ M ∩ N . Sine h xes F and H, the fat that ψ
respets isomorphisms entails equation (33). Take p ∈ R(F ,H) ∩M . Then by
lemma 3.57, there exists G ∈ Gen+(M,R(F ,H), p) suh that h[G] ∈ Gen+(N,
R(F ,H), h(p)). By the assumption on H and proposition 3.44, G has a ommon
extension q suh that xq =
⋃
p¯∈G xp¯. Using proposition 3.44 again, h[G] has a
ommon extension q′ suh that
xq′ =
⋃
p¯∈h[G]
xp¯ =
⋃
p¯∈G
h(xp¯) =
⋃
p¯∈G
xp¯ = xq (36)
by proposition 3.61. Therefore (xq,Xq∪Xq′) is a ondition in R(F ,H) extending
both of the lters G and h[G]. 
3.7. Preservation of nonspeialness. The following denition is from [She98,
Ch. IX, 4℄. It was developed by Shelah for his proof that SH does not imply
that all Aronszajn trees are speial.
Denition 3.62. Let T be a tree of height ω1. A poset (P,≤) is alled (T,R)-
preserving if for every ountable M ≺ Hκ, where κ is some suiently large
regular ardinal, with T,R, P ∈ M and δM /∈ R, every p ∈ P ∩ M has an
(M,P )-generi extension q that is (M,P, T )-preserving, i.e. the following holds
for all x ∈ Tδ: if for all A ⊆ T in M ,
x ∈ A implies ∃y ∈ A y <T x, (37)
then for every P -name A˙ ∈M for a subset of T ,
q ‖ px ∈ A˙ implies ∃y ∈ A˙ y <T xq. (38)
In the ase R = ∅, we just say that the poset is T -preserving ; and when the poset
is (T,R)-preserving for every ω1-tree T , we say that the poset is (ω1-tree, R)-
preserving.
The following lemma is straightforward.
Lemma 3.63. If T is a Souslin tree, R is ostationary and P is (T,R)-
preserving, then T remains nonspeial in the foring extension by P .
In [Sh94℄ it is moreover shown that if T is a Souslin tree and R ⊆ ω1 is
ostationary, then T remains nonspeial in the foring extension by a ountable
support iteration of (T,R)-preserving posets. In [AH07℄, the property itself is
preserved:
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Lemma 3.64 (Abraham). Let R ⊆ ω1 be ostationary and T an ω1-tree. Sup-
pose
~P = (Pξ , Q˙ξ : ξ < µ) is a ountable support iteration of length µ < ω2 suh
that eah iterand is (T,R)-preserving. Then Pµ is (T,R)-preserving.
The preservation is proved for iterations of arbitrary length, but for a dierent
type of iteration in [She98, Ch. IX℄.
It is here that we require the augmented game.
Lemma 3.65. Let F and H be subfamilies of [θ]≤ℵ0 with F losed under nite
redutions. Let R ⊆ ω1. Suppose that ψ → ψmin, and E(ω1 \ R)-ψ-globally,
Extender does not have a winning strategy for a∗gen(F ,H). Then the foring
notion R(F ,H) is (ω1-tree, R)-preserving.
Proof. Let M ≺ Hκ be a ountable elementary submodel with T,F ,H ∈ M ,
where T is some ω1-tree, and δM /∈ R. Let Z be the set of all t ∈ TδM satisfying
denition 3.62(37), i.e. for all A ⊆ T in M , t ∈ A implies u <T t for some u ∈ A.
Then let (tk, A˙k) (k ∈ N) enumerate all pairs (t, A˙) where t ∈ Z and A˙ ∈M is an
R(F ,H)-name for a subset of T . Given a ondition p ∈ R(F ,H)∩M , we need to
produe an (M,R(F ,H))-generi extension that is moreover (M,R(F ,H), T )-
preserving. We enumerate all of the dense subsets of R(F ,H) in M as (Dk :
k < ω).
For eah k and p¯ ∈ R(F ,H), a set Ap¯k ⊆ T is dened as the olletion of
all t ∈ T , suh that every onal X ⊆ F , with xp¯ ⊆ z for all z ∈ X, has an
extension q ≥ p¯ with
(39) xq ⊆ z for some z ∈ X,
(40) q ‖ t ∈ A˙k.
Note that for eah k, p¯ 7→ Ap¯k is denable in M .
ψ gives a y ⊆ M suh that ψ(M,y,F ,H, p) (i.e. by equation (8)). Now the
game a∗gen(M,y,F ,H, p) is played. Let (pk,Xk) denote Extender's k
th
move.
We shall desribe a strategy for Extender. On even moves 2k, Extender plays
(p2k,X2k) suh that
p2k ∈ Dk, (41)
by invoking orollary 3.22.2 using that fat ψ → ψmin. We an impliitly use
some well ordering so as to obtain a strategy.
After the 2kth move has been played, we onsider whether or not tk ∈ A
p2k
k .
First suppose that it is. Then there exists uk <T tk in A
p2k
k . Therefore, sine
ψ → ψmin, we an apply orollary 3.22.1 with Q = {q : q ‖ uk ∈ A˙k}, so that
equations (39) and (40) negate the seond alternative (b), and thus Extender
has a move (p2k+1,X2k+1) suh that
p2k+1 ‖ uk ∈ A˙k. (42)
Otherwise when tk /∈ A
p2k
k , there exists a witness X2k+1 with xp2k ⊆ z for all
z ∈ X2k+1 to the fat that there is no q ≥ p2k satisfying (39) and (40) with
t := tk. Extender then makes the valid move (p2k+1,X2k+1) where p2k+1 = p2k.
Again we an use a well ordering to obtain an atual strategy.
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Sine Extender does not have a winning strategy in this game, there exists a
sequene of plays by Complete suh that Complete does not lose. And neither
does Extender lose, beause the desribed strategy is nonlosing by (41). Thus the
game is drawn, and we an nd a ommon extension q ≥ pk for all k, satisfying
{X0,X1, . . . } ⊆ Xq. Sine q is generi by proposition 3.12, it remains to verify
that q is (M,R(F ,H), T )-preserving.
Sublemma 3.65.1. For all k, if tk /∈ A
p2k
k then q ‖ tk /∈ A˙k.
Proof. Fix k and suppose tk /∈ A
p2k
k . Given q¯ ≥ q we need to prove that it does
not fore tk ∈ A˙k. But sine X2k+1 ∈ Xq, there are onally many z ∈ X2k+1
with xq¯ ⊆ z. And by the hoie of X2k+1 we annot also have q¯ ‖ tk ∈ A˙k. 
Take t ∈ TδM satisfying equation (37), and an R(F ,H)-name A˙ ∈ M for
a subset of T . Then (t, A˙) = (tk, A˙k) for some k. Supposing q¯ ≥ q fores
tk ∈ A˙k, then tk ∈ A
p2k
k by the sublemma, and thus by (42) the veriation is
omplete. 
Let us also observe the following related tehnial fat.
Lemma 3.66. σ-losed foring notions are ω1-tree-preserving.
Proof. This an be proved in a similar, but muh simpler, manner to the proof
of lemma 3.65. 
We shall also require the following observation that is ompletely analogous
in both its statement and its justiation to lemma 3.53.
Lemma 3.67. Let R ⊆ ω1 be ostationary. If a foring notion P is (T,R∪A)-
preserving for some A ∈ NS, then P is (T,R)-preserving.
We shall also need to preserve Aronszajn trees, i.e. make sure no unountable
branhes are added. We use the following notion from [She98, Ch. IX, 4℄.
Denition 3.68. Let h : lim(ω1) → ω1 be a funtion whose domain is the
ountable limit ordinals. A tree T of height ω1 is alled h-st-speial if there
exists a funtion f :
⋃
α<ω1
Th(α) → ω1 satisfying
(i) x ∈ Th(α) implies f(x) < α,
(ii) for all α < β, x ∈ Th(α), y ∈ Th(β) and x ≤T y imply f(x) 6= f(y).
It is easy to see that for any h, an h-st-speial tree is not Souslin. The
onsequene we are interested in here is the following proposition, beause h-st-
speialness is obviously upwards absolute for ℵ1-preserving extensions.
Proposition 3.69. If T is an h-st-speial tree, then T has no unountable
branhes.
Lemma 3.70. Let T be an Aronszajn tree. There is an ω1-tree-preserving for-
ing notion of ardinality ℵ1 foring that T is h-st-speial for some h.
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Proof. We refer to Shelah's book. A slight modiationwe prefer α to
α × ωof the foring notion Q(T ) of denition 4.2 is shown to fore T is
h-st-speial for some h in laim 4.4, and is shown to be ω1-tree-preserving in
lemma 4.6. 
3.8. Convex subfamilies of (P(θ),⊆). The simplest lass of families H to be
used as the seond parameter are those that form onvex subsets of (P(θ),⊆),
i.e. if x ⊆ y are both in H and x ⊆ z ⊆ y then z ∈ H.
Sine ⊆ is a weaker relation that ⊑, suh families H are automatially onvex
in the initial segment ordering, and hene by orollary 3.42.1:
Proposition 3.71. If H is a onvex subfamily of (P(θ),⊆) then H is upwards
boundedly order losed.
Convexity gives a relatively simple winning strategy for Complete in the game
acmp(y,F ,H, p) when y ∈ H.
Lemma 3.72. Let F be a direted subfamily of (P(θ),⊆∗) with J (F ,⊆∗) a λ-
ideal, and H be a onvex subfamily of (P(θ),⊆). Then Complete has a winning
strategy for the game acmp(y,F ,H, p) whenever y ∈ H has ardinality |y| < λ
and xp ⊆ y.
Proof. We know that
⋃
k<ω Xpk will be ountable, and thus we an arrange a
diagonalization (Yk : k < ω) in advane, and sine the Xpk 's will be inreasing
with k, we an also insist that Yk ∈ Xpk for all k. After Extender plays pk on
move k, we take are of some Yk ∈ Xpk aording to the diagonalization.
Y ′k = {x ∈ Yk : xpk ⊆ x} is ⊆
∗
-onal in F , (43)
and thus Y ′′k = {x ∈ Y
′
k : y ⊆
∗ x} is ⊆∗-onal sine we an assume that y ∈ ↓F
by remark 3.2, and F is ⊆∗-direted. Now
Y ′′k =
⋃
s∈Fin(y\xpk )
{x ∈ Y ′k : y \ s ⊆ x}, (44)
and hene as |y| < λ, by the assumption on J (F) there exists sk ∈ Fin(y \ xpk)
suh that
Y ′′′k = {x ∈ Y
′
k : y \ sk ⊆ x} is ⊆
∗
-onal. (45)
Complete plays sk on move k. This desribes the strategy for Complete.
And the end of the game, put xq =
⋃
k<ω xpk and Xq =
⋃
k<ω Xpk . Then
xq ∈ H sine xp, y ∈ H and H is onvex; for every k, xq ⊆ x for all x ∈ Y
′′′
k by
proposition 3.14; and every Y ∈
⋃
k<ω Xpk appears as Yk for some k, and thus
{x ∈ Y : xq ⊆ x} is ⊆
∗
-onal by (45). This proves that q = (xq,Xq) ∈ R(F ,H),
and thus q ≥ pk for all k and Complete wins the game. 
Corollary 3.72.1. Let F be a direted subfamily of (P(θ),⊆∗) with J (F ,⊆∗) a
λ-ideal, and H be a onvex subfamily of (P(θ),⊆). Then Complete has a forward
winning strategy for the game acmp(y,F ,H, p) whenever y ∈ H has ardinality
|y| < λ and xp ⊆ y.
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Proof. We apply lemma 2.16 with A = Extender and X = Complete to obtain
a forward winning strategy, and thus we need that Complete has a winning
strategy, E-F -globally, for some pair (E , F ). Let S = {V } (f. setion 2.1),
T = R(F ,H) and let F (V ) be the funtion with domain T where F (V )(q) =
{x ∈ H : |x| < λ and xq ⊆ x}. Then for every q ∈ R(F ,H) and every
x ∈ F (V )(q), Complete has a winning strategy in the game acmp(x,F ,H, q) by
lemma 3.72. Therefore, S-F -globally, we have a winning strategy for Complete
in the parameterized game a(V, x, q), where a(V, x, q) = acmp(x,F ,H, q).
Now suppose P = (p0, s0), . . . , (pk, sk) is a position in the game acmp(x,F ,
H, q) with Extender to play. Then letting x′ = x \
⋃k
i=0 si and q
′ = pk, learly
x′ ∈ F (V )(q′) and acmp(x
′,F ,H, q′) = acmp(x,F ,H, q) ↾ P is immediate from
the rules of the game. Thus the hypothesis of lemma 2.16 is satised, and
hene Complete has a forward winning strategy in the game a(V, x, q), S-F -
globally. In partiular, Complete has a forward winning strategy in the game
acmp(y,F ,H, p), where y and p are from the hypothesis of the orollary. 
Corollary 3.72.2. Let F be a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗) and let H be
onvex. Suppose that ψ desribes a suitability funtion suh that ψ(M,y,F ,H, p)
implies y ∈ H and xp ⊆ y. Then ψ-globally, Complete has a forward winning
strategy in the game acmp(F ,H).
Proof. By orollary 3.72.1 with λ = ℵ1. See also lemma 2.2. 
Remark 3.73. Thus, assuming the hypothesis of orollary 3.72.2, ψ-globally,
Complete has a nonlosing strategy in the game agen(F ,H), by propositions 3.16
and 3.17.
We shall want to use orollary 3.72.2 with ψ satisfying ψ → ψmin in order to
apply the theory of this setion.
Denition 3.74. We let ψcvx(M,y,F ,H, p) be the onjuntion of ψmin(M,y,
F ,H, p) and y ∈ H.
Remark 3.75. When both
(1) F is a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗),
(2) H is ⊆∗-onal in F ,
then ψcvx denes a suitability funtion for (F ,H) xed, as dened in deni-
tion 3.26, in that equation (10) holds. This is so beause for any ountable M ,
there exists x ⊆M in F bounding F ∩M as F is σ-direted and members of F
are ountable, and hene there exists y ∈ H bounding F ∩M .
Corollary 3.72.3. Let F be a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗) and let H
be onvex. Then ψcvx-globally, Complete has a forward winning strategy in the
game acmp(F ,H).
Proof. Corollary 3.72.2 and remark 3.75. 
Note that sine we are using ψcvx in the ontext of remark 3.75, we are not
losing any generality here, in the ruial extendability property (denition 3.4),
by requiring F = H.
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Lemma 3.76. Let H be a direted subset of (P(θ),⊆∗), with J (H,⊆∗) a σ-
ideal (e.g. when H is σ-direted). Suppose θ has no ountable deomposition
into sets orthogonal to H, and is the least ordinal for whih this holds. Then H
is extendable.
Proof. Take x ∈ H and let X be a ountable family of onal subsets of H with
x ⊆ y for all y ∈ X for all X ∈ X . Applying lemma 2.4 with λ = ℵ1, there exists
α ≥ ξ satisfying equation (4). Piking any X ∈ X , nd y ∈ X suh that α ∈ y.
Then x ⊆ x ∪ {α} ⊆ y implies x ∪ {α} ∈ H by onvexity, and thus x ∪ {α} is a
witness to extendability. 
In the following three propositions (propositions 3.773.79) we are restriting
T only to inlude F that are σ-direted subfamilies of ([θ]≤ℵ0 ,⊆∗).
Proposition 3.77. ψcvx is provably oherent (f. denition 3.47).
Proof. The exat same proof as for proposition 3.48 works, beause the element
y ∩ y′ ∩M dened there is in H by onvexity. 
Proposition 3.78. Provided we restrit ourselves to the lass of onvex H, ψcvx
provably respets agen (f. denition 3.49).
Proof. Immediate from the denition and onvexity. 
Proposition 3.79. Restriting to θ = ω1, ψcvx provably respets isomorphisms
(f. denition 3.54).
Proof. This follows from equation (32), by rst observing that h[y] = y and
h(x) = x for all x ∈ F ∩M by proposition 3.61. 
3.9. Closed sets of ordinals. We shall only onsider one more lass of families
H in this paper, but there are ertainly others of interest (see e.g. [Hir07℄).
Notation 3.80. For a family F of subsets of some ordinal θ, and a subset S ⊆ θ,
typially stationary, we let C(F , S) denote the family of all losed subsets of S
(in the ordinal topology) in F , i.e. x ⊆ S is losed i δ is a limit point of x and
δ ∈ S imply δ ∈ x.
Proposition 3.81. C(↓F , S) is upwards boundedly order losed beyond S.
Proof. Suppose K ⊆ C(↓F , S) with y ∈ C(↓F , S) so that x ⊑ y for all x ∈ K
and suh that sup
(⋃
K
)
/∈ S. Then
⋃
K ⊑ y, and in partiular is in ↓F sine
y is, and
⋃
K is relatively losed in S beause it is the union of a ⊑-hain of
losed sets and by assumption, all of its limit points in S are stritly below its
supremum. 
Remark 3.82. In setion 4 we are going to use the preeding proposition to-
gether with lemma 3.52 to show that under suitable assumptions, the poset
R(F , C(↓F , S)) is E(ω1 \ S)-α-proper. We remark that by standard ounterex-
amples, it is not in general α-proper.
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Lemma 3.83. Let θ be an ordinal of unountable onality. Let F be a direted
subfamily of (P(θ),⊆∗) with J (F ,⊆∗) a σ-ideal, and let S ⊆ θ be stationary.
Suppose there is no stationary subset of S orthogonal to F . Then C(↓F , S) is
F-extendable.
Proof. Take x ∈ C(↓F , S), some ountable family X of onal subsets of F with
x ⊆ y for all y ∈ X for all X ∈ X , and ξ < θ. Sine S is stationary, there
exists a ountable M ≺ Hκ with x,F ,X , ξ, S ∈ M and sup(θ ∩M) ∈ S. And
by lemma 2.5, {y ∈ X : sup(θ ∩M) ∈ y} is onal in F for all X ∈ X . Sine
x ∪ {sup(θ ∩M)} ⊆ S is also losed and in ↓F , and sine ξ < sup(θ ∩ M),
x ∪ {sup(θ ∩M)} witnesses extendability. 
Complete no longer has a winning strategy in the purely ombinatorial game
(as it did withH onvex in ⊆), but is ontented with a nonlosing strategy in a∗gen,
for some models.
Lemma 3.84. Let F be a direted subfamily (P(θ),⊆∗) with J (F ,⊆∗) a λ-ideal,
and let S ⊆ θ be stationary. Suppose M ≺ Hθ+ has ardinality |M | < cof(θ)
with F , S ∈M ,
sup(θ ∩M) /∈ S (46)
and p ∈ R(F , C(↓F , S)) ∩M . Assuming that C(↓F , S) is F-extendable, Com-
plete has a nonlosing strategy for the game a∗gen(M,y,F , C(↓F , S), p) whenever
y ⊆M is in ↓F and of ardinality |y| < λ with xp ⊆ y.
Proof. Set δ = sup(θ∩M). We know that
⋃
k<ω Xpk will be ountable, and thus
we an arrange a diagonalization in advane. After Extender plays its kth move
(pk,Xk), we take are of some Yk ∈ Xpk aording to the diagonalization. Sine
Y ′k = {x ∈ Yk : xpk ⊆ x} is onal in F , Y
′′
k = {x ∈ Y
′
k : y ⊆
∗ x} is ⊆∗-onal
sine y ∈ ↓F and F is ⊆∗-direted. Now Y ′′k =
⋃
s∈Fin(y\xpk )
{x ∈ Y ′k : y \s ⊆ x},
and hene by the assumption on J (F) there exists sk ∈ Fin(y \ xpk) suh that
Y ′′′k = {x ∈ Y
′
k : y \ sk ⊆ x} is ⊆
∗
-onal. (47)
Exatly the same argument shows that there exists tk ∈ Fin(y \ xpk) suh that
X ′k = {x ∈ Xk : xpk ⊆ y \ tk ⊆ x} is ⊆
∗
-onal. (48)
Complete plays sk ∪ tk on move k.
If Extender loses then Complete wins. Thus we may assume that Extender
does not lose. Put xq =
⋃
k<ω xpk and Xq =
⋃
k<ω Xpk ∪ {X0,X1, . . . }. By
proposition 3.6, for every ξ < θ in M , Dξ ∈M (f. equation (14)) is dense, and
thus xpk ∈ Dξ for some k sine Extender did not lose. Hene xq is unbounded
in δ, and therefore xq ∈ C(↓F , S) for the same reason as in the proof of propo-
sition 3.81. And for every k, by proposition 3.14, xq ⊆ x for all x ∈ X
′
k and all
x ∈ Y ′′′k proving that q = (xq,Xq) ∈ R(F , C(↓F , S)) (see (48) and (47)). Thus
the game is drawn. 
When sup(θ ∩M) ∈ S, Complete no longer has a nonlosing strategy in the
augmented game, but the unaugmented game is still OK.
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Lemma 3.85. Let F be a direted subfamily of (P(θ),⊆∗) with J (F ,⊆∗) a
λ-ideal, and let S ⊆ θ be a stationary set. Suppose M ≺ Hθ+ has ardinality
|M | < cof(θ) with F , S ∈ M , and p ∈ R(F , C(↓F , S)) ∩M . Assuming that
there is no stationary subset of S orthogonal to F , Complete has a nonlosing
strategy for the game agen(M,y,F , C(↓F , S), p) whenever y ⊆M and y ∈ ↓F is
of ardinality |y| < λ with xp ⊆ y.
Proof. Set δ = sup(θ ∩M). The ase δ /∈ S has been dealt with in lemma 3.84,
by lemma 3.83 and proposition 3.16. Assume then that δ ∈ S. We know
that
⋃
k<ω Xpk will be ountable, and thus we an arrange a diagonalization in
advane. After Extender plays its kth move pk, we take are of some Yk ∈ Xpk
aording to the diagonalization. Sine {x ∈ Yk : xpk ⊆ x} ∈ M , and is onal
in F , by lemma 2.5,
Zk =
{
x ∈ Yk : xpk ∪ {δ} ⊆ x
}
is ⊆∗-onal in F . (49)
And thus Z ′k = {x ∈ Zk : y ⊆
∗ x} is ⊆∗-onal sine y ∈ ↓F and F is ⊆∗-
direted. Now Z ′k =
⋃
s∈Fin(y\xpk )
{x ∈ Zk : y \ s ⊆ x}, and hene by the
assumption on J (F) there exists sk ∈ Fin(y \ xpk) suh that
Z ′′k = {x ∈ Zk : y \ sk ⊆ x} is ⊆
∗
-onal. (50)
Complete plays sk on move k. This desribes the strategy for Complete.
At the end of the game, assume without loss of generality that Extender does
not lose. Put
xq =
⋃
k<ω
xpk ∪ {δ}, (51)
and Xq =
⋃
k<ω Xpk . Every Y ∈
⋃
k<ω Xpk appears as Yk for some k, and
thus {x ∈ Y : xq ⊆ x} is ⊆
∗
-onal by (50). Sine C(↓F , S) is F-extendable,
xq \ {δ} is unbounded in δ, whih learly implies that xq is losed in S. Hene
xq ∈ C(↓F , S) as any of the sets x from (50) witnesses that xq ∈ ↓F . This
proves that q = (xq,Xq) ∈ R(F , C(↓F , S)), and thus Complete does not lose the
game. 
Corollary 3.85.1. Let F be a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗), and let S ⊆ θ
be a stationary set. Suppose that there is no stationary subset of S orthogonal to
F . Let ψ be a formula desribing a suitability funtion so that ψ(M,y,F ,H, p)
implies y ∈ ↓F and xp ⊆ y. Then ψ-globally, Complete has a forward nonlosing
strategy in the game agen(F , C(↓F , S)).
Proof. FixM ∈ S where S omes from the global strategy assoiated with ψ, and
suppose p ∈ R(F , C(↓F , S)) ∩M and ϕ(F , C(↓F , S), p, a3). Then there exists
y ⊆ M satisfying ψ(M,y,F , C(↓F , S), p). It remains to show that Complete
has a forward nonlosing strategy in the game agen(M,y,F , C(↓F , S), p). Note
that (by denition) R(F , C(↓F , S)) ∈ M and we may assume that S an be
omputed from this poset.
We proeed as in the proof of orollary 3.72.1, and thus we need a pair (E , F )
to be used with lemma 2.16 (of ourse dierent than (S, ψ) above). Put E =
{M}, T = R(F , C(↓F , S)) and let F (M) be the funtion with domain T ∩M
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given by F (M)(q) = {x ⊆ M : x ∈ ↓F and xq ⊆ x}. Then for every q ∈
R(F , C(↓F , S))∩M and every x ∈ F (M)(q), Complete has a nonlosing strategy
in the game agen(M,x,F , C(↓F , S), q) by lemma 3.85. Therefore, there is a
nonlosing strategy for Complete in the parameterized game a(M,x, q), E-F -
globally, where a(M,x, q) = agen(M,x,F , C(↓H, S), q).
Supposing P = (p0, s0), . . . , (pk, sk) is a position in the game agen(M,x,F ,
C(↓F , S), q) with Extender to play, if we put x′ = x\
⋃k
i=0 si and q
′ = pk, learly
x′ ∈ F (M)(q′) and agen(M,x
′,F , C(↓F , S), q′) = agen(M,x,F , C(↓F , S), q) ↾ P
is immediate from the rules of the game. Thus the lemma 2.16 applies with
A = Extender and X = Complete, and hene Complete has a forward nonlosing
strategy, E-F -globally. In partiular, Complete has a forward nonlosing strat-
egy in the game agen(M,y,F , C(↓F , S), p), where y and p are the above xed
parameters. 
Corollary 3.84.1. Let F be a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗), and let S ⊆ θ
be a stationary set. Suppose that there is no stationary subset of S orthogonal to
F . Let ψ be a formula desribing a suitability funtion so that ψ(M,y,F ,H, p)
implies y ∈ ↓F and xp ⊆ y. Then E(θ \S, θ)-ψ-globally, Complete has a forward
nonlosing strategy in the game a∗gen(F , C(↓F , S)).
Proof. This an be proved very similarly to orollary 3.85.1. The dierene
is that the game a∗gen is used in plae of agen, but we only need to onsider
M ∈ S with sup(θ ∩ M) /∈ S. Thus we an invoke lemma 3.84 instead of
lemma 3.85. At position P =
(
(p0,X0), s0
)
, . . . ,
(
(pk,Xk), sk
)
of the game
a∗gen(M,x,F , C(↓F , S), q), set x¯ = x \
⋃k
i=0 si and q
′ = pk. Then as in equa-
tion (48), there is a nite subset z ⊆ x¯ \ xpk suh that putting x
′ = x¯ \ z,
{w ∈ Xi : x
′ ⊆ w} is ⊆∗-onal in F for all i = 0, . . . , k. Sine z is nite we an
assume that z is ⊆-minimal with this property. Now a∗gen(M,x
′,F , C(↓F , S), q′)
is `isomorphi' to a∗gen(M,x,F , C(↓F , S), q) ↾ P : By the minimality of z, the
two games are idential for Extender; Complete has less room to move in the
former game, but the dierene has no eet on the outome of the game. We
will not formalize this argument further, and in any ase orollary 3.84.1 is not
applied in this paper. 
Denition 3.86. We let ψcls(M,y,F ,H, p) be the onjuntion of ψmin(M,y,F ,
H, p) and y ∈ ↓F .
Remark 3.87. When F is a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗) then we an
make statements ψcls-globally in that equation (10) holds.
Corollary 3.85.2. Let F be a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗), and let S ⊆ θ
be a stationary set with no stationary subset orthogonal to F . Then ψcls-globally,
Complete has a forward nonlosing strategy in the game agen(F , C(↓F , S)).
Proof. Corollary 3.85.1 and remark 3.87. 
Corollary 3.84.2. Let F be a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗), and let S ⊆ θ
be a stationary set with no stationary subset orthogonal to F . Then E(θ \ S, θ)-
ψcls-globally, Complete has an nonlosing strategy in the game a
∗
gen(F , C(↓F , S)).
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Proof. Corollary 3.84.1 and remark 3.87. 
In the following three propositions (propositions 3.883.90) we are restriting
T only to inlude F that are σ-direted subfamilies of ([θ]≤ℵ0 ,⊆∗).
Proposition 3.88. ψcls is provably oherent.
Proof. The exat same proof as for proposition 3.48 works, beause the element
y ∩ y′ ∩M dened there is learly in ↓F . 
Proposition 3.89. ψcls provably respets agen.
Proof. Immediate from the denition. 
Proposition 3.90. Restriting to θ = ω1, ψcls provably respets isomorphisms.
Proof. Exatly the same as for proposition 3.79. 
4. Hybrid and ombinatorial prinipia
The following hybrid prinipium is the strongest statement of its type onsid-
ered here.
(
\max) Let (F ,H) be a pair of subfamilies of [θ]
≤ℵ0
for some ordinal θ, with F
losed under nite redutions. If H is F-extendable and Extender has
no winning strategy in the parameterized game agen(F ,H), ψ-globally
for some ψ → ψmin, then there exists an unountable X ⊆ θ suh that
every proper initial segment of X is in ↓(H,⊑).
The orresponding ombinatorial prinipium is as follows.
(
Gmax) Let (F ,H) be a pair of subfamilies of [θ]
≤ℵ0
for some ordinal θ, with F
losed under nite redutions. If H is F-extendable and Complete has
a winning strategy in the parameterized game acmp(F ,H), ψ-globally
for some ψ → ψmin, then there exists an unountable X ⊆ θ suh that
every proper initial segment of X is in ↓(H,⊑).
These priniples are mentioned beause they have enough onstraints to be on-
sistent.
Theorem 4.1. PFA implies (
\max).
Proof. Let F andH be as speied in the priniple. By orollary 3.22.5,R(F ,H)
is ompletely proper. And by proposition 3.6, Dξ is dense for eah ξ < θ.
We still need a density argument to produe the desired unountable X ⊆ θ.
For eah α < ω1, put
Eξ = {p ∈ R(F ,H) : otp(xp) > ξ}. (52)
Observe that eah Eξ is dense: Given ξ < ω1 and p ∈ R(F ,H), take a ountable
elementary submodel M ≺ Hκ with ξ, p,F ,H ∈ M . By omplete properness,
there exists G ∈ Gen+(M,P, p). Sine the Dξ's are dense,
M [G] |=
⋃
q∈G
xq is onal in θ. (53)
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Then taking the transitive ollapse,M [G] |=
⋃
q∈G xq is onal in θ. As ξ ∈M is
xed under the ollapse, ξ < θ, and thus there exists q ≥ p inG with otp(xq) > ξ.
Hene q ∈ Eξ.
Now applying PFA to the proper poset R(F ,H), it has a lter G interseting
Eξ for all ξ < ω1. Therefore XG =
⋃
p∈G xp ⊆ θ is unountable. And every
proper initial segment y ⊏ X is in ↓(H,⊑), as required (proposition 3.8). 
A slight formal weakening of these priniples, namely requiring a forward
strategy of Complete, allows us to signiantly weaken PFA in the hypothesis.
The hybrid version (
\
) has already been presented in the introdution (page 8),
and following is the orresponding ombinatorial priniple.
(
G
) Let (F ,H) be a pair of subfamilies of [θ]≤ℵ0 for some ordinal θ, with F
losed under nite redutions. If H is F-extendable and Complete has
a forward winning strategy in the parameterized game acmp(F ,H), ψ-
globally for some ψ → ψmin, then there exists an unountable X ⊆ θ suh
that every proper initial segment of X is in ↓(H,⊑).
Reall that D-ompleteness implies omplete properness (proposition 3.33).
Theorem 4.2. MA(D-omplete) implies (
\
).
Proof. The additional requirement that ψ-globally, Complete has a forward non-
losing strategy in the game agen(F ,H), guarantees that R(F ,H) is D-omplete
by lemma 3.39 and remark 3.40. The rest of the proof is the same as the proof
of theorem 4.1. 
Just in ase one deides to do a more in depth study of suh priniples, we
might ask whether this weakening is purely formal.
Question 2. Does either (
\
)→ (
\max) or (G)→ (Gmax)?
Our goal here is to obtain priniples ompatible with CH. Although the
mediine against (destroying) weak diamond has been taken for, e.g., (
G
), no
mediine has been taken for the so alled disjoint lubs (f. [She00a℄). Thus
we would be surprised if (
G
) is onsistent with CH. On the other hand, we do
not know of a ounterexample.
Question 3. Is (
G
) ompatible with CH?9
The only way we know of to take the latter mediine is to make `geometrial'
restritions on the the seond family H. First the hybrid priniple:
(
\boc) Let F be a subfamily of [θ]
≤ℵ0
for some ordinal θ, losed under nite
redutions. Suppose H is an upwards boundedly order losed subfamily
of ([θ]≤ℵ0 ,⊑). If H is F-extendable and Complete has a forward non-
losing strategy in the parameterized game agen(F ,H), ψ-globally for
some ψ → ψmin that is oherent and respets agen, then there exists
an unountable X ⊆ θ suh that every proper initial segment of X is
in ↓(H,⊑).
9
We did not use the word onsistent beause we want to avoid large ardinal onsiderations
for the moment.
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And the ombinatorial priniple:
(
Gboc) Let F be a subfamily of [θ]
≤ℵ0
for some ordinal θ, losed under nite
redutions. Suppose H is an upwards boundedly order losed subfam-
ily of ([θ]≤ℵ0 ,⊑). If H is F-extendable and Complete has a forward
winning strategy in the parameterized game acmp(F ,H), ψ-globally for
some ψ → ψmin that is oherent and respets agen, then there exists
an unountable X ⊆ θ suh that every proper initial segment of X is
in ↓(H,⊑).
Theorem 4.3. MA(α-proper and D-omplete) implies (
\boc).
Proof. The only thing that needs to be added to the proof of theorem 4.2 is
that R(F ,H) is α-proper. And this is by lemma 3.51 beause H is upwards
boundedly order losed and by the additional requirements on ψ. 
Corollary 4.3.1. (
\boc) is ompatible with CH. More preisely, (\boc) is on-
sistent with CH relative to a superompat ardinal.
Proof. Theorem 4.3 and Shelah's Corollary on page 24. 
As we shall see below, (
Gboc) implies (∗) and thus has onsiderable large
ardinal strength (f. page 5). However, if we want to restrit to ω1 then we
expet that no large ardinals are neessary, as is the ase with (∗)ω1 . We prove
this for a slight weakening of (
\boc).
(
\
∼=
boc) This is the same priniple as (\boc) exept that we add the requirement
that ψ respets isomorphisms.
The ombinatorial priniple (
G
∼=
boc) is exatly analogous.
Theorem 4.4. MA(α-proper + D-omplete + pi + ∆0-Hℵ2-denable) implies
(
\
∼=
boc)ω1 .
Proof. Letting F and H be subsets of [ω1]
≤ℵ0
satisfying the requirements of the
priniple, we need in addition to the proof of theorem 4.3 to show that R(F ,H)
satises the properness isomorphism ondition and is ∆0-denable over Hℵ2 .
These are true by orollary 3.56.1 and example 3.59, respetively. 
Corollary 4.4.1. (
\
∼=
boc)ω1 is onsistent with CH relative to the onsisteny
of ZFC.
Proof. By theorem 3.1. 
This raises an interesting question. Naturally ourring ombinatorial prin-
iples on ω1 generally (always?) have no large ardinal strength. The only ex-
planation that the author knows of is that they an be fored without ollapsing
ardinals. Perhaps there is a more satisfatory explanation? (It is quite possible
that there is a well known explanation that the author is simply unaware of.) If
all naturally ourring ombinatorial priniples on ω1notie that this notion
has not been learly dened, and this may well be the essential pointan be
deided without large ardinals, then we should be able to prove the onsisteny
of (
Gmax)ω1 without large ardinal assumptions.
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Question 4. Is (
Gmax)ω1 onsistent relative to ZFC?
Even if question 4 has a positive answer, it is oneivable that adding CH
requires large ardinals.
Question 5. Is the onjuntion of (
Gboc)ω1 and CH relatively onsistent with
ZFC? If question 3 has a positive answer, is (
G
)ω1 and CH relatively onsistent
with ZFC?
Note that we an obtain the onsisteny of (
Gmax)ω1 or (Gboc)ω1 + CH by as-
suming the existene of an inaessible ardinal. E.g. one an produe a model
of (
Gboc)ω1 and CH by iterating up to an inaessible ardinal instead of using
the properness isomorphism property to guarantee a suitable hain ondition.
Now we observe that the ombinatorial version (
Gboc) is already weak enough
to be onsistent with the existene of a nonspeial Aronszajn tree.
Theorem 4.5. The onjuntion of (
Gboc), CH and the existene of a nonspeial
Aronszajn tree is onsistent relative to a superompat ardinal.
Proof. By the argument in the proof of theorem 4.1, to obtain a model of (
Gboc)
it sues to ensure that for every pair (F ,H) as speied in the priniple, for
every family of size ℵ1 onsisting of dense subsets of the poset R(F ,H), there
exists a lter interseting every member of the family, i.e. we proveMA(R(F ,H))
for every suh (F ,H).
Using the argumentation of the proof of the onsisteny of PFA (see e.g.
[FMS88, 1℄), we an obtain suh a model by extending by a ountable support
iteration (Pξ , Q˙ξ : ξ < κ) where κ is a superompat ardinal and eah iterand
Q˙ξ is either a Pξ-name for a poset of the form R(F˙ξ, H˙ξ) with (F˙ξ, H˙ξ) as above,
or else a Pξ-name for a Lévy ollapse of the form Col(ℵ1, θ) whih in partiular
is a σ-losed poset. As argued in the proof of theorem 4.3, eah Q˙ξ is α-proper,
and in the ase Q˙ξ = R(F˙ξ, H˙ξ), R has the σ-omplete ompleteness system
from remark 3.40, and the ollapsing poset has the trivial ompleteness system
(i.e. Gen(M,P ) = Gen+(M,P ) whenever P is σ-losed). Therefore, by Shelah's
Theorem on page 24, the iteration does not add new reals and thus if the ground
model satises CH then so does the extension.
Now it is speied (in partiular) that ψ-globally, Complete has a winning
strategy in the game acmp(F ,H). Hene Complete has, ψ-globally, a nonlos-
ing strategy in the game a∗gen(F ,H) by proposition 3.17. Thus by lemma 3.65,
the poset R(F ,H) is ω1-tree-preserving. And σ-losed posets are also ω1-tree
preserving by lemma 3.66. Therefore, every iterand of our iteration is ω1-
tree-preserving, and thus lim
−→ ξ<κ
Pξ is ω1-tree-preserving by Shlindwein's the-
orem [Sh94℄ disussed on page 34. Thus by lemma 3.63, if we begin with a
ground model satisfying CH ontaining a Souslin tree T then our extension sat-
ises (
Gboc), CH and T remains nonspeial. To ensure that T moreover remains
Aronszajn in our extension, we an further assume that T is h-st-speial in the
ground model (this is better explained in the proof of theorem 4.7). 
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Theorem 4.6. The onjuntion of (
G
∼=
boc)ω1 , CH and the existene of a nonspe-
ial Aronszajn tree is onsistent relative to ZFC.
Proof. This is done very similarly to the proof of theorem 3.1, exept that we only
inlude iterands of the form R(F˙ , H˙), where (F˙ , H˙) names a pair of subfamilies
of [ω1]
≤ℵ0
as in the speiation of (
G
∼=
boc). Thus, as in the preeding theorem,
eah iterand is ω1-tree-preserving in addition to being α-proper and has a xed
σ-omplete ompleteness system and is in pi. Therefore, by starting out with
a ground model ontaining an h-st-speial Souslin tree and satisfying GCH, we
end up with a model satisfying (
G
∼=
boc), CH and the existene of a nonspeial
Aronszajn tree. 
Lemma 4.1. (
Gboc) implies (∗).
Proof. Let H be a σ-direted subfamily of ([θ]≤ℵ0 ,⊆∗). We assume that the
seond alternative (2) of (∗) fails, and prove that the rst alternative (1) holds.
Next we verify that the pair (↓H, ↓H) satises the hypotheses of the prini-
ple (
Gboc). Sine ↓H is onvex, it is upwards boundedly order losed by propo-
sition 3.71. By restriting to a smaller ordinal if neessary, we an assume that
θ is least ordinal that has no ountable deomposition into piees orthogonal to
H. Then by lemma 3.76, ↓H is extendable (i.e. ↓H is ↓H-extendable). We use
ψcvx from denition 3.74. Complete has a forward winning strategy in the game
acmp(↓H, ↓H), ψcvx-globally, by orollary 3.72.2. And ψcvx → ψmin is oherent
and respets agen by propositions 3.77 and 3.78. Therefore, (Gboc) gives an un-
ountable X ⊆ θ with every proper initial segment in ↓H. In partiular, X is
loally in ↓H establishing the rst alternative. 
Lemma 4.2. (
G
∼=
boc)ω1 implies (∗)ω1 .
Proof. Additionally to the proof of lemma 4.1, restriting F ,H ⊆ [ω1]≤ℵ0 implies
that ψcvx respets isomorphisms by proposition 3.79. 
Now we have answered the AbrahamTodor£evi¢ question (f. page 5), by
establishing that (∗) does not imply that all Aronszajn trees are speial (f. the-
orem 1.1).
Proof of theorem 1.1. Theorem 4.5 and lemma 4.1 for the unrestrited priniple,
and theorem 4.6 and lemma 4.2 for (∗)ω1 . 
Theorem 4.7. The onjuntion of (
Es)ω1 and (∗)ω1 is onsistent with CH and
the existene of a nonspeial Aronszajn tree relative to ZFC.
Proof. First we desribe the ground model V . Assume, by going to a foring
extension if neessary, that CH holds and 2ℵ1 = ℵ2. By further foring if nees-
sary, we may assume moreover that the stationary oideal NS+ does not satisfy
the ℵ2-hain ondition (see e.g. [AS02℄). Thus we an x a maximal antihain
A ⊆ NS+ of ardinality ℵ2 (maximality is unimportant here). By foring yet
again if neessary, we may assume that in addition there exists a Souslin tree T .
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Next we let W denote the foring extension of V by the ω1-tree-preserving
(and thus proper) foring notion from lemma 3.70, so that inW , T is h-st-speial
for some h.
In W : We onstrut a foring notion P = lim
−→ ξ<ω2
Pξ using an iterated foring
onstrution (Pξ , Q˙ξ : ξ < ω2) of length ω2 with ountable supports and inverse
limits. Just as in the proof of theorem 3.1, and as is standard, eah iterand Q˙ξ
is fored to be of size at most ℵ2, and satisfy the pi. Thus, as eah Pξ has the
the ℵ2- and a dense suborder of ardinality at most ℵ2, we an use standard
bookkeeping to obtain an enumeration (R˙ξ, H˙ξ : ξ < ω2) in advane suh that,
viewing Pξ-names as Pη-names for ξ ≤ η, every pair of Pξ-names (R˙, H˙) for a
subset R˙ of ω1 and a subfamily H˙ of [ω1]
≤ℵ0
, respetively, appears as (R˙η, H˙η)
for onally many ξ ≤ η < ω2. By skipping steps, we may assume that for all ξ,
(i) Pξ ‖ R˙ξ ⊆ ω1 is stationary,
(ii) Pξ ‖ H˙ξ is a σ-direted subset of ([ω1]
≤ℵ0 ,⊆∗).
We also reursively hoose Pξ-names S˙ξ for subsets of ω1, aording to whih
one of the following mutually exlusive ases holds:
(a) Pξ ‖ pR˙ξ = Oˇξq for some Oξ ∈ A,
(b) p ‖ pR˙ξ ∩ S ∈ NS for all S ∈ A ∪ {S˙γ : γ < ξ}q for some p ∈ Pξ,
() p ‖ pR˙ξ ∈ {S˙γ : γ < ξ} \ Aq for some p ∈ Pξ and ase (b) fails,
(d) otherwise.
In ase (a), we set S˙ξ = Oˇξ; in ase (b), we dene S˙ξ so that p ‖ S˙ξ = R˙ξ
whenever p ∈ Pξ is as speied there, and q ‖ S˙ξ = ∅ˇ for q inompatible with
suh a p; in ase (), we dene S˙ξ so that p ‖ S˙ξ = R˙ξ whenever p ∈ Pξ is as
speied in (), and q ‖ S˙ξ = ∅ˇ if q is inompatible with any suh p; in ase (d),
we set S˙ξ = ∅ˇ. Thus we have that the nonempty members of A ∪ {S˙γ : γ ≤ ξ}
are fored to form an antihain of NS+. Put Γξ = {γ ≤ ξ : Pγ ‖ S˙γ = Oˇγ}.
Then observe that
Pγ ‖ Sˇ ∩ S˙γ ∈ NS for all S ∈ A \ Γξ and all γ ≤ ξ. (54)
We shall also ensure that at eah stage ξ,
Pξ ‖ Q˙ξ is E(ω1 \ S˙ξ)-α-proper (55)
Pξ ‖ Q˙ξ is (ω1-tree, S˙ξ)-preserving (56)
We now start working in the foring extension by Pξ, in order to speify Q˙ξ.
Let Hξ and Sξ be the interpretations of H˙ξ and S˙ξ, respetively. If Sξ = ∅ we
let Qξ be trivial. Otherwise, we now speify Qξ, determined in order by the
following ases.
Case 1. Hξ has a stationary orthogonal set, but ω1 has no ountable deompo-
sition into sets orthogonal to Hξ. Here we fore with Qξ = R(↓Hξ).
First we verify that it fores the desired objet. Let XG˙ be a Qξ-name for the
generi objet. Clearly it is fored to be loally in ↓Hξ (f. proposition 3.8). Sine
ω1 is in fat the least ordinal that annot be deomposed in to ountable many
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piees orthogonal to Hξ (proposition 2.3), the fat that Hξ is σ-direted implies
that it is extendable by lemma 3.76. Therefore XG˙ is fored to be unountable
(proposition 3.6).
By orollary 3.72.3, ψcvx-globally, Complete has a forward winning strategy in
the game acmp(↓Hξ, ↓Hξ). Now ↓Hξ is upwards boundedly order losed (proposi-
tion 3.71), ψcvx → ψmin is oherent and respets agen (propositions 3.77 and 3.78)
and ψcvx-globally, Complete has a forward nonlosing strategy for agen(↓Hξ, ↓Hξ)
(propositions 3.16 and 3.17). Therefore, Qξ is in D-omplete by lemma 3.39 as
witnessed by the xed pair of formulae given in remark 3.40. And Qξ is α-proper
by lemma 3.51, and in partiular (55) is satised. Also, sine ψcvx respets iso-
morphisms (proposition 3.79), Qξ satises the properness isomorphism ondition
by orollary 3.56.1.
We verify that Qξ is ω1-tree-preserving. Indeed by proposition 3.17, ψcvx-
globally, Complete has a nonlosing strategy in the game a∗gen(↓Hξ, ↓Hξ); hene,
we obtain the ω1-tree-preserving property from lemma 3.65.
Case 2. Hξ has no stationary set orthogonal to it. In this ase we fore with
Qξ = R(↓Hξ, C(↓Hξ, Sξ)).
By lemma 3.83, C(↓Hξ, Sξ) is Hξ-extendable, and thus XG˙ is fored to be
unountable. And Qξ fores that every proper initial segment of XG˙ is in
↓(C(↓Hξ, Sξ),⊑) by proposition 3.8.
By orollary 3.85.2, ψcls-globally, Complete has a forward nonlosing strategy
in the game agen(↓Hξ, C(↓Hξ, Sξ)). Thus Qξ is in D-omplete by lemma 3.39.
Sine C(↓Hξ, Sξ) is upwards boundedly order losed beyond Sξ (proposition 3.81)
and ψcls → ψmin is oherent and respets agen (propositions 3.88 and 3.89),
Complete's nonlosing strategy ψ-globally ensures that Qξ is E(ω1 \Sξ)-α-proper
by lemma 3.52, and thus (55) holds. And sine ψcls respets isomorphisms
(proposition 3.90), Qξ is in pi by orollary 3.56.1.
As for equation (56), Complete has a nonlosing strategy in the game a∗gen(↓Hξ,
C(↓Hξ, Sξ)), E(ω1 \ Sξ)-ψcls-globally, by orollary 3.84.2. Hene Qξ is (ω1-
tree, Sξ)-preserving by lemma 3.65.
Case 3. There is a ountable deomposition of ω1 into sets orthogonal to Hξ.
Then Qξ is trivial.
Having dened the iteration, we verify that it has the desired properties.
In the nal foring extension W [G] of W by P : We know that the nonempty
members B of A ∪ {Sξ : ξ < ω2} form an antihain of NS
+
. And B is in fat a
maximal antihain. For suppose to the ontrary that there is a stationary set R
with R ∩ S ∈ NS for all S ∈ B. Sine P is proper and thus does not ollapse ℵ1
and sine it has the ℵ2-, R appears at some intermediate stage, i.e. there
exists η < ω2 suh that R ∈W [Gη], where Gη = G ↾ Pη is a generi lter on Pη.
Therefore by our bookkeeping, we an nd ξ < ω2 suh that R˙ξ[G] = R, and thus
p fores R˙ξ ∩S ∈ NS for all S ∈ A∪{S˙γ : γ < ξ}, for some p ∈ Gξ . Thus we are
in ase (b), and hene p ‖ S˙ξ = R˙ξ, and we arrive at the ontradition R ∈ B.
Let us verify that B serves to instantiate (
Es)ω1 . Suppose H is a σ-direted
subfamily of ([ω1]
≤ℵ0 ,⊆∗), and that the seond alternative (2) of (
Es) fails, and
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hene there is no stationary set orthogonal to H. Take S ∈ B. Now there exists
ξ < ω2 suh that
(H, S) = (H˙ξ[G], R˙ξ [G]). (57)
If S ∈ A, then p ‖ R˙ξ = Sˇ for some p ∈ G, and hene by our bookkeeping, we
an nd suh an ξ so that we are furthermore in ase (a).
Otherwise, S ∈ {Sγ : γ < ω2} \ A, and thus p ‖ R˙ξ = S˙γ /∈ A for some
γ < ω2 and p ∈ Gξ. By our bookkeeping, we an nd suh an ξ so that ξ > γ
and so that moreover we are not in ase (b). Therefore, we are in ase ().
In either of these two situations, p ‖ S˙ξ = R˙ξ for some p ∈ G. And we arrive
at ase 2 of the onstrution of Q˙ξ. Hene Qξ = Q˙ξ[G] fores an unountable
X ⊆ ω1 with all of its initial segments in ↓(C(↓H, S),⊑). In partiular, X
relatively losed in S and is loally in ↓H, as wanted.
The veriation that (∗)ω1 holds is similar. Here we will arrive in either ase 1
or 2 depending on whether there is a stationary set orthogonal toH, and in either
ase we obtain an unountable X ⊆ ω1 loally in ↓H.
Next we prove that W [G] |= CH, by showing that P does not add any new re-
als. Suppose towards a ontradition that there is a real number r ∈ R (inW [G])
that is not in the model W . Then at some intermediate stage η, r ∈W [Gη ], and
thus the initial segment Pη of the iteration has added a new real. Sine |A| = ℵ2
while |Γη| ≤ ℵ1, there exists S ∈ A\Γη. But for all ξ < η, Pξ ‖ Q˙ξ is E(S \ S˙ξ)-
α-proper, by equation (55), and Pξ ‖ Sˇ ∩ S˙ξ ∈ NS by equation (54). Therefore,
by lemma 3.53, we in fat have that Pξ ‖ Q˙ξ is E(S)-α-proper. Sine we have
also demonstrated that eah iterand is in D-omplete, by Shelah's Theorem on
page 24, Pη does not add new reals, a ontradition.
To onlude the proof, we need to show that the Souslin tree T in the ground
model V , is a nonspeial Aronszajn tree in the foring extension W [G]. Sine
W |= pT is h-st-speialq, we know that T is Aronszajn by proposition 3.69.
Hene it remains to establish nonspeialness. However, supposing towards a
ontradition that it is speial, the speializing funtion appears in some inter-
mediate model, and thus W [Gη] |= pT is speialq for some η < ω2.
By equation (56), Pξ ‖ Q˙ξ is (T, S˙ξ)-preserving, for all ξ < η. And taking
any S ∈ A \ Γη, we have Pξ ‖ S ∩ S˙ξ ∈ NS for all ξ < η by (54). Therefore,
Pξ ‖ (ω1 \ S) ∪ S˙ξ = (ω1 \ S) ∪ A˙ξ, where Pξ ‖ A˙ξ ∈ NS. Sine every
Pξ fores that Q˙ξ is (T, (ω1 \ S) ∪ S˙ξ)-preserving, by lemma 3.67, Pξ ‖ Q˙ξ is
(T, (ω1 \ S))-preserving. But then Pη is (T, (ω1 \ S))-preserving by lemma 3.64.
And therefore, sine W is an ω1-tree-preserving foring extension of V , W [Gη] is
also a (T, (ω1 \ S))-preserving extension of V . Hene, by lemma 3.63, W [Gη] |=
p ‖ T is nonspeialq, a ontradition. 
Question 6. Is the onjuntion of (
Es) and (∗) onsistent with CH and the
existene of a nonspeial Aronszajn tree relative to a superompat ardinal?
Remark 4.3. We expet that the proof of theorem 4.7 an be readily generalized
to prove the onsisteny of (
Es) with CH; indeed, this should probably be stated
and proved as a separate theorem. In the proposed proof one would onstrut
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maximal antihains in (NS+θ ,⊆) for eah regular θ < κ simultaneously, where
κ is a superompat ardinal. Then at any intermediate stage ξ < κ of the
iteration, we would have that Pξ is E(S, θ)-α-proper for some regular ardinal
θ < κ and some stationary S ⊆ θ; hene, the iteration would not add new reals.
Foring (∗) to hold simultaneously should not pose any diulties.
However, preserving the nonspeialness of some Aronszajn tree does seem
problemati, and seems to require a new approah even if question 6 has a
positive answer. The diulty is that if we try to preserve the (T,R)-preserving
property for some ostationary R ⊆ ω1, we run out of possibilities for R after
2ℵ1 many steps; unlike for E(S)-α-properness, we annot use (T,R)-preserving
with R ⊆ θ > ω1.
5. Appliations
5.1. The priniple (A).
Denition 5.1. We say that a lower subset L of some poset (P,≤) is λ-generated
if there exists a subset G ⊆ L of ardinality at most λ suh that every member
x of L satises x ≤ y for some member y of G, i.e. L ⊆ ↓(G,≤).
We say that L is loally λ-generated if for every a ∈ P , ↓L∩↓a is λ-generated.
Proposition 5.2. Let λ be an innite ardinal. An ideal is λ-generated in the
standard sense i it is λ-generated as a lower set.
We shall onsider lower subsets of posets of the form ([θ]≤ℵ0 ,⊆). For a fam-
ily F of sets and a set A, write F ∩A = {x ∩A : x ∈ F}.
Proposition 5.3. Let H ⊆ [θ]≤ℵ0. Then ↓H is loally λ-generated in ([θ]≤ℵ0 ,⊆)
i ↓H ∩A is λ-generated for every ountable A ⊆ θ.
The next lemma generalizes [EN07, Theorem 2.6℄. We refer to two of the
standard ardinal harateristis of the ontinuum p and b (see e.g. [Bla03℄). p
is the smallest ardinality of a subfamily A ⊆ [ω]ℵ0 with the nite intersetion
property, meaning that
⋂
F is innite for every nonempty nite F ⊆ A, and
suh that F has no innite ⊆∗-lower bound.
Lemma 5.4 (p > λ). Let H be a direted subset of ([θ]≤ℵ0 ,⊆∗). If ↓H is loally
λ-generated then
H⊥⊥ = ↓(H,⊆∗). (58)
Proof. We need to show that H⊥⊥ ⊆ ↓(H,⊆∗), beause the opposite inlusion
holds for any family H. Suppose y ∈ [θ]≤ℵ0 is not in ↓(H,⊆∗). By assumption,
↓H∩ y is λ-generated, say by some family of generators G ⊆ H∩ y with |G| ≤ λ.
Sine H is direted, there an be no nite F ⊆ G with y ⊆∗
⋃
F . Therefore,
y \ G = {y \ x : x ∈ G} is a family of ardinality at most λ with the nite
intersetion property. Thus p > λ yields an innite z ⊆ y that is a ⊆∗-lower
bound of y \ G. Sine G generates H ∩ y, z ∈ H⊥; and sine it is innite, it
witnesses that y /∈ H⊥⊥. 
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The following is essentially the haraterization of b as the least ardinal κ
for whih there exists an (ω, κ) gap in P(ω) / Fin.
Lemma 5.5 (b > λ). Let H ⊆ [θ]≤ℵ0. If H is λ-generated then (H⊥,⊆∗) is
σ-direted.
The following should be ompared to the priniple (A).
(
7
) Every direted subfamily H of ([θ]≤ℵ0 ,⊆∗) for whih ↓H is generated by
a subset B ⊆ H of ardinality |B| < b, and is loally generated by fewer
than p elements, has either
(1) a ountable deomposition of θ into singletons and sets loally in ↓H,
(2) an unountable subset of θ orthogonal to H.
Proposition 5.6 (p > ℵ1). (7) implies (A).
Proof. Note that p ≤ b. 
Theorem 5.1. (∗) implies (
7
).
Proof. Let H be as in the hypothesis of (
7
). By lemma 5.4, equation (58) is
satised. And by lemma 5.5, H⊥ is σ-⊆∗-direted. Therefore, (∗) an be applied
to H⊥.
First suppose that the seond alternative (2) of (∗) holds. Then there is a
ountable deomposition of θ into piees orthogonal to H⊥, and therefore the
rst alternative of (
7
) holds by lemmas 2.6 and 5.4 sine ↓(H,⊆∗) = H⊥⊥.
Otherwise, (∗) implies that the rst alternative (1) of (∗) holds, and thus
there is an unountable X ⊆ θ loally in ↓(H⊥) = H⊥. This means that X is
orthogonal to H. 
Corollary 5.1.1. p > ℵ1 and (∗) together imply (A).
Corollary 5.1.2 (p > ℵ1). (Gmax)→ (G)→ (Gboc)→ (∗)→ (A).
In the artile [Hir07℄ we will establish that one of our ombinatorial prini-
ples, in onjuntion with p > ℵ1, implies (A
∗). Note that it is already known
(f. [AT97℄) that MAℵ1 and (A) imply (A
∗).
Of ourse, orollary 5.1.1 does not replae the priniple (A). On the other
hand, if it is the ase that (A) implies p > ℵ1, then this would render (A)
obsolete. Hene we are interested in the following question (reall from setion 1
that (A)→ 2ℵ0 > ℵ1).
Question 7. Does (A) imply p > ℵ1? How about b > ℵ1?
5.2. Nearly speial Aronszajn trees. In [AH07℄ notions of `almost speial-
ness' for Aronszajn trees were onsidered. The main goal was to show that all
Aronszajn trees being `almost speial' does not neessarily imply that all Aron-
szajn trees are speial in the usual sense. The following notion was proposed
and appears to be optimal with respet to being nearly speial.
Denition 5.7. We say that an ω1-tree T is (NS
+,NS∗)-speial if there exists a
maximal antihain A of (NS+,⊆) suh that every S ∈ A has a relatively losed
C ⊆ S on whih T ↾ C is speial (f. 2.1).
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The following is the main result of [AH07℄.
Theorem (AbrahamHirshorn). The existene of a nonspeial Aronszajn tree
is simultaneously onsistent with CH and every Aronszajn tree being (NS+,NS∗)-
speial.
We now show that the results of this paper do indeed generalize this theorem.
Given a tree T , we assume without loss of generality that it resides on some
ordinal θ. The assoiated family, dened in [AT97℄, is
IT =
{
x ∈ [θ]≤ℵ0 : x ⊥ {predT (ξ) : ξ ∈ θ}
}
, (59)
in other words, x ∈ [θ]≤ℵ0 is in IT i every node of the tree has only nitely
many predeessors in x. Clearly IT is ⊆
∗
-direted and is moreover a lower subset
of [θ]≤ℵ0 ; indeed it is an ideal. As is well known (e.g. [AT97℄), in the ase θ = ω1,
if T is an ω1-tree then IT is σ-⊆
∗
-direted and thus a P -ideal. More generally,
the following lemma 5.8 follows. This embedability property was shown to be
equivalent to what we alled loal ountability in [Hir07b℄.
Lemma 5.8. If T is a tree that embeds into an ω1-tree then IT is σ-direted.
The following is observed in [AT97℄. Lemma 5.9 implies that when X is loally
in IT it is a ountable union of antihains (i.e. speial in our terminology).
Lemma 5.9. If X ⊆ θ is loally in IT then as a subtree of T , X is of height at
most ω.
It is noted in [Tod00℄ that if X is orthogonal to IT , then X is a nite union
of hains. We provide a proof here, using the following basi tree lemma, whih
to the best of our knowledge is from the folklore.
Lemma 5.10. Let T be a tree. If T has no innite antihains then it is a nite
union of hains.
Proof. Let C be the olletion of all maximal hains in T . We may assume that
all levels of T are nite. Supposing that C is innite, T must have innitely many
splitting nodes. We hoose sn, tn ∈ T by reursion on n < ω so that eah sn is
a splitting node and sn <T tn+1, sn+1 with sn+1 6= tn+1 on the same level. This
is possible, beause sn is nitely splitting and thus we an reursively guarantee
that {C ∈ C : sn ∈ C} is innite, whih implies that there is another splitting
node stritly above sn. Then {t1, t2, . . . } forms an innite antihain of T . 
Corollary 5.10.1. If X ⊆ θ is orthogonal to IT then it is a nite union of
hains.
Proof. Note that IT inludes the ountable antihains of T . Thus X ontains
no innite antihains, and lemma 5.10 is applied to the subtree (X,≤T ). 
Theorem 5.2. (
Es) implies that every Aronszajn tree is (NS
+,NS∗)-speial.
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Proof. Let A be the maximal antihain of NS+ given by (
Es). Let T be an
Aronszajn tree, and enumerate eah level Tα (α < ω1) as ξα,0, ξα,1, . . . . For
eah n, dene a tree (U,≤U ) on ω1 by
α ≤Un β if ξα,n ≤T ξβ,n. (60)
Thus eah Un embeds into T via α 7→ ξα,n. And thus eah IUn is σ-direted
by lemma 5.8. By orollary 5.10.1, sine T is Aronszajn, no IUn an have an
unountable set orthogonal to it (let alone stationary). Therefore the seond
alternative (2) of (
Es) gives for eah S ∈ A, and eah n, a relatively losed
CS,n ⊆ S loally in IUn . Then eah CS,n is speial as a subtree of Un by
lemma 5.9, whih means that {ξα,n : α ∈ CS,n} is speial as a subtree of T .
For eah S ∈ A, put CS =
⋂∞
n=0CS,n. It is now lear that T ↾ CS is speial,
ompleting the proof. 
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