Tremendous efforts have been made to study the theoretical and algorithmic aspects of sparse recovery and lowrank matrix recovery. This paper establishes (near) optimal sample complexities for stable matrix recovery without constants or log factors. We treat sparsity, low-rankness, and other parsimonious structures within the same framework: constraint sets that have small covering numbers or Minkowski dimensions, which include notoriously challenging cases such as simultaneously sparse and low-rank matrices. We consider three types of random measurement matrices (unstructured, rank-1, and symmetric rank-1 matrices), following probability distributions that satisfy some mild conditions. In all these cases, we prove a fundamental achievability result -the recovery of matrices with parsimonious structures, using an optimal (or near optimal) number of measurements, is stable with high probability.
I. INTRODUCTION
Matrix recovery plays a central role in many applications of signal processing and machine learning. It is widely known that an unknown matrix can be recovered from an underdetermined system of linear measurements, by exploiting parsimonious structures of the matrix, such as sparsity or low-rankness. A special case where the unknown matrix is a sparse vector has been of particular interest in the context of compressed sensing and variable selection in linear regression.
Linear measurements of an unknown matrix are obtained through linear functionals, i.e., inner products with measurement matrices, which take different forms in different applications. In matrix completion [1] , blind deconvolution via lifting [2] , and bilinear regression [3] , the measure matrices have rank-1. In phase retrieval via lifting [4] , and in covariance matrix estimation via sketching [5] , the measurement matrices are symmetric (or Hermitian) rank-1 matrices.
In practice, measurements are corrupted with additive noise. It is of interest to answer the question: under what conditions can the unknown matrix be estimated stably from noisy measurements. Many stability results are shown by demonstrating the effectiveness of convex relaxation. For example, for the recovery of low-rank matrices, early result showed that stable recovery of n × n matrices of rank-r using nuclear norm minimization is guaranteed with m = O(rn) i.i.d. Gaussian random measurements [6] . Chandrasekaran et al. unified the parsimonious models including low-rank matrices and sparse vectors [7] . Using the Gaussian width of a tangent cone, they computed sample complexities for stable recovery that This work was supported in part by the National Science Foundation (NSF) under Grant IIS 14-47879. coincide with the empirical phase transition using convex relaxation (see [8, 9] for more recent exposition).
Despite the attention attracted by convex approaches, they do not always yield optimal sample complexities. Recently, it has been shown that, for the recovery of simultaneously sparse and low-rank matrices, convex programming using a combination of sparsity promoting and low-rankness promoting norms leads to a sample complexity no better than using nuclear norm minimization (m = Ω(rn)) [10] , far from the optimal sampling rate (m = O(rs)) [11] . On the other hand, non-convex approaches have been shown to achieve near optimal scaling of the sample complexities for the recovery of simultaneously sparse and low-rank matrices [11, 12] .
Another line of work studies the information-theoretic fundamental limit of sparse or low-rank matrix recovery, establishing the sample complexities without large constants or log factors, achieved by a decoder that may not have a known polynomial time realization. Reeves derived a non-asymptotic bound for the stable recovery in compressed sensing using the constrained least squares estimator, which is the closet in spirit to our work. He showed that m > s measurements are sufficient for stable recovery of s-sparse vectors from i.i.d. Gaussian random measurements [13] . Riegler et al. studied the unique recovery of matrices in a set of small Minkowski dimension (including sparse matrices, low-rank matrices, and simultaneously sparse and low-rank matrices, etc.), using unstructured or rank-1 measurement matrices [14] . However, their results do not guarantee robustness to noise.
In this paper, we derive sample complexity bounds for stable matrix recovery achieved by constrained least squares estimators. Our contributions can be summarized as follows: 1) This paper extends similar stability results from compressed sensing [13] to matrix recovery. Our results require only mild conditions on the constraint set and the distribution of the measurement matrices, hence can be easily extended to other linear inverse problems with parsimonious structures.
2) By refining the covering number argument in [14] , we establish not only the uniqueness of matrix recovery, but also stability with small perturbations in the measurements, which is essential for any practical setting.
3) The results in this paper are not asymptotic scaling laws, rather exact achievable bounds. Our results differ from previous results derived using a Bayesian framework in that we do not pose assumptions on the distributions of the signal and the noise, both of which can be adversarial.
4) The sample complexities in our main results are optimal, in the sense that they (almost) match the numbers of degrees of freedom in the corresponding constraint sets. For the recovery of simultaneously sparse and low-rank matrices (of size n 1 × n 2 , rank-r, s 1 nonzero rows, and s 2 nonzero columns), our results indicate that m > (s 1 + s 2 )r measurements are sufficient for stable recovery. This coincides with the information-theoretic lower bound for such problems [11] , and is in clear contrast to the negative result for convex relaxation, which requires m = Ω((n 1 + n 2 )r) [10] .
We acknowledge that the stability results in this paper are fragile, since they only tolerate small perturbations in the measurements. Another weakness of our result is that, unlike the Lipschitz continuous decoders in [13] , we only show a Hölder condition for the decoders in this paper, which seems to be a limitation of using the covering number argument [15] . The constants in the Hölder condition, which hinge on the covering number of the constraint set and the concentration property of the random measurement matrices, could be improved. Despite these weaknesses, our result is the first to establish stable matrix recovery with sample complexities that (almost) match the numbers of degrees of freedom in the constraint sets. Although the constrained least squares estimators do not have computationally efficient solutions in general, the positive results derived for these estimators motivate practical algorithms approximating the solution to the non-convex problem. For example, sparse power factorization is an efficient algorithm for simultaneously sparse and lowrank matrix recovery that achieves sample complexities of near optimal scaling [11] .
II. PROBLEM STATEMENT

A. Notations
The unit ball with respect to the 2 norm in R n (resp. with respect to the Frobenius norm in R n1×n2 ) centered at the origin is denoted by B n (resp. B n1×n2 ). We use V n to denote the volume of a unit ball in R n , and η n = V n−1 /V n .
B. Matrix Recovery
We study constrained matrix recovery. Suppose X 0 is an unknown n 1 × n 2 matrix. We have m linear measurements,
denote the measurement matrices, and e ∈ R m denotes the noise or other distortions in the measurement. The matrix recovery problem refers to estimating the unknown matrix X 0 from y. We consider three models for the measurement matrices:
. For the unstructured case, {A j } m j=1 are i.i.d. random matrices following one of the two probability distributions: (1) uniform distribution on RB n1×n2 ; or (2) Gaussian distribution N (0, σ 2 I n1n2 ). For the rank-1 or symmetric rank-1 cases, {a j } m j=1 (resp. {b j } m j=1 ) are i.i.d. random vectors following:
(1) uniform distribution on a ball in R n1 (resp. R n2 ); or (2) Gaussian distribution with i.i.d. entries.
In matrix recovery, the number of measurements m is often smaller than n 1 n 2 -the number of entries in X 0 . For matrix recovery to be well-posed, the unknown matrix X 0 is assumed to belong to a known constraint set Ω X ⊂ R n1×n2 , which encodes our prior knowledge of X 0 . As examples, we consider the following constraint sets:
(I) Matrices in a subspace: a subspace of R n1×n2 , of dimension t. Examples of such subspaces include the sets of Hankel matrices, Toeplitz matrices, and symmetric matrices.
(II) Sparse matrices: the set of n 1 × n 2 matrices ssparse over a dictionary, whose atoms are M 1 , M 2 , · · · , M t . (When n 2 = 1, the sparse matrix recovery problem reduces to sparse vector recovery.) Let M = [vec(M 1 ), vec(M 2 ), · · · , vec(M t )], then vec(X) = Mβ. The sparsity-restricted condition number is defined by
For example, if M is an orthonormal basis (e.g., the standard basis), then κ s = 1. If M has a restricted isometry constant δ s [16] , then
(III) Low-rank matrices: the set of n 1 × n 2 matrices of rank at most r.
(IV) Sparse low-rank matrices: the set of n 1 × n 2 matrices that have rank at most r, have at most s 1 nonzero rows, and have at most s 2 nonzero columns (r < min{s 1 , s 2 }).
(V) Symmetric low-rank matrices: the set of n×n symmetric matrices of rank at most r.
(VI) Symmetric sparse low-rank matrices: the set of n × n symmetric matrices that have rank at most r, and have at most s nonzero rows (or columns).
Note that all the above constraint sets are cones. For all practical purposes, the matrix X 0 has finite energy. In this paper, we consider the constraint set restricted to the unit ball:
Then we can estimate X 0 , for example, by solving the following constrained least squares problem:
C. Stability
Definition 1. We say that the recovery of X 0 ∈ Ω B using measurement operator A is stable at level (δ, ε), if for all
Here, · X can either be the Frobenius norm · F or the spectral norm · 2 , and ε = ε(δ) is a function of δ that vanishes as δ approaches 0.
If the recovery of X 0 is stable, then for every ε > 0, there exists δ > 0 such that for all X ∈ Ω B that satisfy
→ Ω B , then stability at X 0 implies that A −1 is continuous at A(X 0 ). Stability, as defined above, guarantees the accuracy of the constrained least squares estimation. Let X 1 denote the solution to (LSMR). Suppose the perturbation in the measurement is small, e 2 ≤ δ 2 for some small δ > 0. Then the deviation of A(X 1 ) from A(X 0 ) is small, i.e.,
By the definition of stability, we have X 1 − X 0 X ≤ ε, which is also a small quantity.
Suppose Ω X is a cone, and we need to evaluate the stability on a bounded constraint set LΩ B (L < ∞). We can scale X 0 and the radius of the ball by 1
. Hence stability on Ω B implies stability on any bounded subset of Ω X . Therefore, without loss of generality, we consider Ω B as a representative for bounded constraint sets.
III. MAIN RESULTS
A. Unstructured Measurement Matrices
Suppose Ω X is one of the sets in (I) -(IV), and the measurement matrices {A j } m j=1 are i.i.d. random matrices following distribution D. If m > d, and δ < R, then the recovery of an arbitrary X 0 ∈ Ω B is stable at level (δ, ε) with probability 1 − P f . 1) If D is the uniform distribution on RB n1×n2 , then
2) If D is the Gaussian distribution N (0, σ 2 I n1n2 ), then
Here, the constants C, d depend on Ω B = Ω X B n1×n2 (see Table I ), and recovery error is measured in Frobenius norm.
We interpret the result for the uniform distribution case under two scenarios. The Gaussian distribution case can be interpreted similarly by choosing a proper expression for R. 2) Noisy measurement: For the constrained least squares estimator X 1 , if the perturbation has norm e 2 = δ/2, then
It follows that the mean-square error in recovering X 0 is a monotone function of the energy e 2 2 of the measurement error, vanishing as e 2 2 approaches zero, provided that m > d. Well-known low complexity algorithms for sparse vector recovery or low-rank matrix recovery demand sample complexities that contain large constants or log factors [6, 7, 16] . Theorem 1 shows that constrained least squares estimators, although lacking known polynomial-time solvers in general, achieve stable recovery with much fewer samples. Among the scenarios in Table I , the required sample complexities match or almost match the number of degrees of freedom. This theorem extends similar results from compressed sensing [13] to matrix recovery. However, the error bounds satisfy only the Hölder condition, instead of the Lipschitz condition [13] , and they are suboptimal when the number of measurements m is large. Therefore, these results are interesting only in the regime where m is close to the number of degrees of freedom. Indeed, this is the first stable matrix recovery result that features sample complexities (almost) matching the numbers of degrees of freedom in the constraint sets.
B. Rank-1 Measurement Matrices
In this section, we show that the same sample complexities as in Section III-A apply to matrix recovery with rank-1 measurement matrices of the form
Suppose Ω X is one of the sets in (I) -(IV), and the measurement matrices {A j = a j b T j } m j=1 satisfy that {a j } m j=1 and {b j } m j=1 are independent random vectors, where {a j } m j=1 (resp. {b j } m j=1 ) are i.i.d. following D 1 (resp. D 2 ). If m > d, and δ < R 1 R 2 , then the recovery of an arbitrary X 0 ∈ Ω B is stable at level (δ, ε) with probability 1 − P f . 1) If D 1 and D 2 are uniform distributions on R 1 B n1 and R 2 B n2 , respectively, then
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2) If D 1 and D 2 are Gaussian distributions N (0, σ 2 1 I n1 ) and N (0, σ 2 2 I n2 ), respectively, then
Here, the constants C, d depend on Ω B = Ω X B n1×n2 (see Table I ), and recovery error is measured in spectral norm.
C. Symmetric Rank-1 Measurement Matrices
Theorem 3.
Suppose Ω X is one of the sets in (I), (II), (V), and (IV), and all matrices in Ω X are symmetric. Suppose the measurement matrices {A j = a j a T j } m j=1 satisfy that {a j } m j=1 are i.i.d. random vectors following a distribution D. If m > 2d, and δ < R 2 , then the recovery of an arbitrary X 0 ∈ Ω B is stable at level (δ, ε) with probability 1 − P f . 1) If D is the uniform distribution on RB n , then
In phase retrieval, the measurements of an unknown vector x 0 ∈ R n are obtained without signs. By Theorem 3, in the lifted phase retrieval problem, we need m > 2d = 2n measurements to recover the unknown n × n symmetric rank-1 matrix X 0 = x 0 x T 0 . By Theorem 1, if the measurements are obtained with signs, m > d = n measurements are sufficient. Hence, due to the loss of signs, we need twice as many measurements to recover the unknown vector stably.
IV. PROOF OF MAIN RESULTS
A. Covering Number
The constraint sets in Section II-B have a small description complexity quantified in terms of the covering number of Ω B . Definition 2. The covering number of a nonempty bounded set Ω B ⊂ R n1×n2 is defined by:
If Ω X is one of the sets in (I) -(VI), then the covering number of Ω B = Ω X B n1×n2 satisfies N Ω B (ρ) ≤ Cρ −d for all 0 < ρ < 1, where d and C are constants defined in Table I .
As shown in Section IV-C, the stability results rely on Ω B only through the upper bound on the covering number in the form of N Ω B (ρ) ≤ Cρ −d . Hence the results in this paper can be easily generalized to other constraint sets that admit similar upper bounds on the covering number.
B. Concentration of Measure
In Section III, we presented the results for random measurement matrices following uniform or Gaussian distributions. In fact, similar results can be derived for a large category of probability distributions, which satisfy the concentration of measure bounds in this section. For unstructured measurement matrices, we assume that {A j } m j=1 ⊂ R n1×n2 are i.i.d. random matrices following a distribution D that satisfies the following concentration of measure bounds:
We have the following bounds for uniform distribution and Gaussian distribution. We omit the proof due to space limitations.
Concentration properties similar to (1) and (2) can be established for rank-1 or symmetric rank-1 measurement matrices, where {a j } m j=1 and {b j } m j=1 follow uniform distributions or Gaussian distributions. These results are omitted here.
C. Proof Sketch of the Main Results
Due to space limitations and the similarity between proofs for unstructured, rank-1, and symmetric rank-1 measurement matrices, we provide only the proof for the unstructured case.
We present the following key lemma (Lemma 4), in terms of covering number of the constraint set, and the concentration of measure bounds for the random measurement matrices. All the results in Theorem 1 can be deduced from Lemmas 1, 2, 3, and 4. 
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Proof. The probability of failure for single point stability is:
Define Ω ε := {X ∈ Ω B − X 0 : X F > ε}. Then
where (3) follows from (1) and a union bound. To complete the proof, we need to bound the first term. We form a minimal cover of Ω ε with balls of radius ρ = δ R < 1 centered at the points
. The centers of the balls are not necessarily in Ω ε . However, by the minimality of the cover, the intersection of Ω ε with each ball is nonempty, hence there exists another set of points
such that X i ∈ Ω ε (X i + ρB n1×n2 ), i = 1, 2, · · · , N Ωε (ρ). Now we can cover Ω ε with balls of radius 2ρ centered at
, which are points in Ω ε (a property that will be needed for inequality (8) below), because (X i +ρB n1×n2 ) ⊂ (X i +2ρB n1×n2 ), i = 1, 2, · · · , N Ωε (ρ),
Therefore, the first term in (3) satisfies:
Inequality (4) uses a union bound. The event in (4) implies the event in (5) , which then implies the event in (6) . Inequality (6) is due to the following chain of inequalities, of which the last is implied by A j F ≤ R, X i − X F ≤ 2ρ, and | A j , X | ≤ δ:
Equation (7) is due to the fact that {A j } m j=1 are i.i.d. random matrices. Inequality (8) follows from
and the concentration of measure bound (2) . (By construction, X i , as points in Ω ε , satisfy X i F > ε.) Inequality (9) uses the fact that N Ωε (ρ) ≤ N Ω B (ρ) = N Ω B δ R , and the assumed bound on the covering number. (By assumption, δ R < 1.) Replacing the first term in (3) by (9), we have
, thus completing the proof.
