Introduction
Let A 1 (ω), A 2 (ω), . . . be an i.i.d. sequence of random matrices taking values in GL(d, R), satisfying the finite expectation condition E[sup{log A(ω) , 0}] < ∞. Defining S n (ω) := A n (ω) . . . A 1 (ω), Fekete's sub-additivity lemma [4] implies that
exists and takes values in R ∪ {−∞}. Moreover, because matrix norms are equivalent, the limit does not depend on the choice of · . This limit was called the Lyapunov exponent associated with the random matrix products and is of great importance, as it describes the stability of a system. The asymptotic behaviour of non-commutative products is intensively studied during the latest 60 years. The first significant result dates back to 1960 when Furstenberg and Kesten [6] proved that, under the finite expectation condition, lim n→∞ 1 n log S n (ω) exists and equals γ, P-a.s.
Furstenberg and Kifer [5, 7] showed that when x is a non-zero vector in R d , under the same condition lim n→∞ 1 n log S n (ω)x exists and equals γ, P-a.s., and the Lyapunov exponent can be written as
where ν is the invariant measure supported on the projective space RP d−1 with respect to P; that is, ν satisfies f A(ω)x A(ω)x P(dω)ν(dx) = f (x)ν(dx),
for any Borel bounded function f on the projective space RP d−1 . This closed-form representation turns out, unfortunately, not to be of much use for actually evaluating the Lyapunov exponent, as the invariant measure can be explicitly computed only in exceptional cases [11] . In 2010 Mark Pollicott proposed an alternative algorithm [13] for computing Lyapunov exponents, based on Ruelle's theory of transfer operators [15] and Grothendieck's classical work on nuclear operators [8] . Starting from a probability measure µ = m i=1 p i δ M i on a finite set {M 1 , M 2 , . . . , M m } of positive matrices, he defined an associated family of transfer operators L t on a space G of complex-valued functions on an appropriate subset of RP d−1 by the expression
where t is a real perturbation parameter and E is the expectation with respect to the random choice of ω. It can be shown that L t possesses an isolated and simple top eigenvalue λ(t), and that λ ′ (0) = γ. This transforms the problem of computing the Lyapunov exponent into a question about the top eigenvalue of the transfer operator L t , more accessible to analytic methods. These L t are trace-class operators, which made it possible for Pollicott to defined the determinant function d(z, t) := det(I − zL t ), and so to obtain the top eigenvalue of L t by calculating the largest zero of d(z, t). If we expand the analytic function d(z, t) in powers of z
and truncate to the first p terms in eq. (1), we obtain estimates for λ ′ (0), hence for the Lyapunov exponent
.
Pollicott shows, in addition, that |γ (p) − γ| ∼ O(e −θp 1+1/d ) for some θ > 0 [13, 10] . It is worth mentioning that there a number of flaws in Pollicott's original paper [13] :
• The choice of the function space G and the explicit formula for the determinant function (Lemma 4.2 in [13] ) does not hold in when d ≥ 3;
• the choice of the weight functions of the parametrised transfer operators are not optimal;
• the proof of the Perron-Frobenius-Ruelle Theorem is incomplete.
In the present work we repair these issues in the course of generalising Pollicott's algorithm to the setting of matrix products that are Markovian rather than i.i.d. Given a finite set {M i } 1≤i≤k of positive matrices in GL(d, R), a k × k stochastic matrix P = (p ij ) 1≤i,j≤k , and an initial probability vector p 0 . Then on the probability space (Ω, F, P) of shift over k symbols, we can construct a Markov chain A(ω) of random matrices such that
where σ denotes the shift map on Ω. In words, if the current matrix is M i , then we have probability p ij to choose M j to be the next matrix. In this article, we always assume the transition matrix P is strictly positive. We write A n (ω) := A(σ n ω), n ≥ 1.
Subadditivity still implies that the Lyapunov exponent γ associated with this problem, defined by
exists, and takes values in {−∞} ∪ R, where
The subadditive ergodic theorem implies that the limit
exists P-almost surely, and equals the Lyapunov exponent when the finite expectation condition
The next four sections will lay out the definitions and fundamental properties for the transfer operators. Section 2 aims at proving the existence of a uniformly contracting domain, stated as Corollary 2.3. This is essential for the choice of the function space G. In Section 3, we prove the contraction property of positive matrices under different metrics on the projective space. Section 4 defines the basic transfer operators, including the description of the relevant function spaces, leading up to the crucial spectral results, most importantly a Perron-FrobeniusRuelle theorem, collected in Theorem 4.3. These results are then extended in Section 5 to the parametrised family of transfer operators, with the corresponding results in Theorem 5.1. The extension of Pollicott's algorithm can then be stated and proved in Section 6.
Projective Actions
Given an invertible matrix A ∈ GL(d, R), we can define a map
where π is the natural quotient map from R d to RP d−1 . In this section, we always assume the given matrix A is positive, and we investigate the analytic properties of this induced map.
Note that, A(R d + ) ⊂ R d + for any positive matrix A, so A is well defined when restricted to ∆ = π(R d + ). As the representation of RP d−1 as a quotient manifold of R d is awkward for computation, it is conventional to choose representatives of ∆ in R d + in one of the two following ways:
(1) Identify a pointx ∈ ∆ with its unique representative in S
is the unit sphere in R d . Given a positive matrix A, the induced mapĀ
may be identified with A| ∆ .
(2) Given x = (x 1 , . . . , x d ) ∈ R d + , since x 1 = 0 we may take this as the normalisation constant, thus identifying RP d−1 with
The map A on ∆ may be identified with
where we denote by (Ax) i (1 ≤ i ≤ d) the i-th entry of the vector (Ax). We can naturally
We will say a (real or complex) analytic function ψ maps an open set U 1 strictly inside U 2 if ψ(U 1 ) ⊂ U 2 , where ψ(U 1 ) is the closure of the image of U 1 . The real map M induced by the positive matrix M can be extended naturally to a complex map. Let
Then we can define M :
It is well defined, as
may write M explicitly as a projective transformation Proof. Denote
If we write z j = x j + iy j , where
We first notice M | U 0 : U 0 → U 0 as a complex map. In fact, if we write M in the form of
where M = (a ij ) 1≤i,j≤d . Then,
Therefore,
, and (7). Moreover, for a, b, c, d ∈ R + , we have the following inequality
Therefore for each 2 ≤ γ ≤ d, by (7) and (8),
Hence M maps U 0 strictly inside a bounded open set
Thus M maps U strictly inside U . 
Finally, note Re
+ strictly inside V as a real analytic map, where
Proof. By the proof of Lemma 2.2, for each i ∈ I, we can find
where U 0 is given by (6) . Now take U = i∈I U i ∩ U 0 , then obviously M i maps U 0 strictly inside U , and thus maps U strictly inside U .
For the rest of the article, we will call an open connected set in C d (or in R d ) a domain.
Contraction Property
Some common choices of norms on C d , all equivalent, are The angle distance on the real projective space is defined by
where α(x, y) is the angle starting from direction x to y (mod 2π) such that α(x, y) = −α(y, x).
Restricted to a bounded domain
this distance is also equivalent to the distances induced by the norms mentioned above. 
Proof. By the equivalence of norms on R d , we can without loss of generality choose · to be the ℓ 2 -norm in this proof. Apply the law of cosines to the triangle formed byx,ŷ and the origin in R d , then we have
Note x ≥ 1, ŷ ≥ 1 and
we have x −ŷ ≥ d(x, y).
On the other hand, applying the law of sines to the same triangle in R d shows that x −ŷ /d(x, y) is the diameter of this triangle's circumcircle. As W is bounded, the diameter must have an upper bound.
There is another well-known metric on the real projective space, the Hilbert metric or Hilbert projective metric, first defined in Birkhoff's geometric proof of the Perron-Frobenius theorem [1] to obtain a contraction property for positive linear maps. For x, y ∈ R d + we define
This d H is well defined as a distance on R d−1
+ . Moreover, for any positive matrix A, we have
where
finite set of positive matrices and (A n ) a sequence of matrices taking values in
whereS n is the induced map on
(c) there exist constants 0 < δ < 1, κ > 0 such that for any x, y ∈ R d + , when n is sufficiently large, we have
where S n is the induced map on R d−1
+ and d is the angle distance given by (9);
+ , there exist constants 0 < δ < 1, κ > 0 such that for any x, y ∈ W , when n is sufficiently large, we have
where S n is the induced map on R
All the δ's above can be chosen to be independent of the choice of the sequence (A n ) n .
Proof.
(a) Choose δ = max i∈I k(M i ) < 1. The conclusion follows by (10) .
(b) Here we choose · to be the ℓ 2 -norm. Observe first that for anyx = (x 1 , . . . , x d ) and
Now we have,
When n is sufficiently large, by (a), there exists δ < 1 such that
(c) We only need to prove that for x, y ∈ R d , there exists some constant κ 0 > 0 (not depending on x, y) such that
We choose · to be the ℓ 2 -norm. Then applying the law of sines to the triangle formed byx,ȳ and the origin O in R d , then we can see x −ȳ /d(x, y) equals the diameter of this triangle's circumcircle. As this circle has a chord of length 1 = x − O , the diameter must be no smaller than 1. That is to say, d(x, y) ≤ x −ȳ . Thus by applying (b),
(d) This conclusion follows easily from Lemma 3.1.
Here the inequality (11) is due to [3] . Further properties of the Hilbert projective metric may be found in this article.
Markovian Transfer Operators
By Corollary 2.3 we can find proper domains
that are mapped strictly inside themselves by each M i , where {M i } 1≤i≤k is a finite set of positive matrices. Denote by C ω (V ) the set of real analytic functions on V , and by A ∞ (U ) the set of complex analytic functions on U with continuous extensions to ∂U . Equipped with the supremum norm,
We note here that the same formula defines an operator on C ω (V ), which we also denote by M ij . For the rest of this chapter, unless otherwise indicated, whenever we define an operator on A ∞ (U ), we will also be defining an operator on C ω (V ), for which the same notation wil be used.
with i-th entry w and all other entries 0; define P i : A ⊕k ∞ (U ) → A ∞ (U ) to be the natural projection onto the i-th component.
Define the operator M :
where M ij is given by (12) . The main goal of this section is to prove Theorem 4.3, which states some key spectral properties of these transfer operators. The following lemma in complex analysis will be frequently used in the proof of Theorem 4.3 and in later sections. It is sometimes referred to as Montel's Theorem [14, Theorem 14.6 ].
Lemma 4.1. Let W be a domain of C d and Λ be a subset of A ∞ (W ) which is uniformly bounded. Then for any compact subset K ⊂ W , Λ is equicontinuous on K. In other words, for any ǫ > 0, there exists δ > 0 (not depending on w) such that whenever z, z ′ ∈ K satisfies z − z ′ < δ, we have |w(z) − w(z ′ )| < ǫ, for any w ∈ Λ. In fact, there exist δ ′ > 0 and C K > 0 (both not depending on w) such that whenever z − z ′ < δ ′ , we have
Consequently, there exists some C ′ K > 0 (not depending on w) such that
Lemma 4.2. Let M be a positive d×d matrix, and M be the induced map on a bounded domain
Proof. If M = (a ij ) 1≤i,j≤d , and write M as
is bounded |α l | and |γ l | are also bounded. Since for z ∈ W we have Re z j > 0 for j ∈ {2, . . . , d} and M is positive, we have
for some constant b k > 0 (independent of z ∈ W or l ∈ {2, . . . , d})). By (14) and the Mean Value Theorem there exists η l > 0 such that whenever |∆z l | < η l ,
If we choose z := max 2≤i≤d |z i | and let η = min 2≤l≤d η l , and
Now we prove the following theorem. Moreover, when M is regarded as acting on C(V , R) ⊕k , then (g) There exist k unique probability measures ν * 1 , . . . , ν * k on V , such that
in the uniform topology, as n → ∞, where ν * 1 , . . . , ν * k are the probability measures given in (g).
Proof. Part 1. For any w ∈ A ⊕k ∞ (U ), we have
Thus (a) is proved, since M1 ⊕k = 1 ⊕k = 1.
Part 2. It is obvious that 1 ⊕k is an eigenfunction corresponding to the eigenvalue 1. We prove that it is simple by discussing the following two cases.
Case (i). Suppose w is another eigenfunction corresponding to the eigenvalue 1. Then since Mw = w, we have, for each i ∈ {1, . . . , k},
Therefore the inequalities in (16) must be equalities. Then by the maximum modulus principle, each w i has to be a constant function. Then w is a right eigenvector of P corresponding to the eigenvalue 1, which has to be 1 ⊕k .
Case (ii). If the eigenvalue 1 of M admits a Jordan block. More specifically, there exists some g ∈ A ⊕k ∞ (U ) such that Mg = 1 ⊕k + g. This implies that M n g = n1 ⊕k + g for n ≥ 0, which is contradictory to the fact that M n g is uniformly bounded by g by part 1.
Part 3. By [15] , each M ij is nuclear of order zero. By [8] , I, p.84, and II, p.9, each E i M ij P j is nuclear of order zero. Therefore M is nuclear of order zero. This proves (d).
Part 4. As M is nuclear, it is also compact. Therefore, by Schauder's theorem, there exists
Moreover, if we let w be a vector with 1 in the j-th entry and 0 elsewhere in the equation ν(w) = ν(Mw), we can obtain
This shows that r = (r 1 , . . . , r k ) is a left eigenvector of P associated with the eigenvalue 1. Thus r = q and
Part 5. Note for 1 ≤ j ≤ k and w = (w 1 , . . . , w k ) ∈ A ⊕k ∞ (U ),
Therefore, by part 1 of the proof, we have
That is to say, {P j M n w} is uniformly bounded by q
Then applying Lemma 4.1, we see that {P j M n w} n≥1 is equicontinuous. Hence Arzelà-Ascoli Theorem implies it is relatively compact, so we may choose a convergent subsequence (M nα w) α . We write w * = (w * 1 , . . . , w * k ) as the limit point of (M nα w) α .
By the boundedness of M, for any w ∈ A ⊕k ∞ (U ) we have M n w * ≤ w * for each n ≥ 1. At the same time, for n ≥ 1, m ≥ 0, w * ≤ M n+m w , which implies that w * ≤ M n w * . Hence for each n ≥ 1,
In particular, when n = 1 assume |w * i | attains its supremum at ζ
Therefore the inequalities above must be equalities, and consequently w * i (z) is a constant function on U for each 1 ≤ i ≤ k, by the maximum modulus principle. Now by part 4, we have for any w ∈ A ⊕k ∞ (U ),
Comparing (19) with (17) gives w * i = ν i (w i ).
Applying the same arguments to each subsequence of (M n w), we know there exists a further subsequence which uniformly converges to the same limit w * . Therefore as n → ∞, in the uniform topology we have
Thus (f) is proved. Moreover, as the evaluations of each
Notice if we let w i be a vector with w i in the i-th entry and 0 elsewhere, then
Together with ν i (1) = 1, we have ν i = 1 for each 1 ≤ i ≤ k.
Part 6. Now we turn to the uniqueness and the construction of a probability measure satisfying (15) . Let ν * be any probability measure satisfying (15) , then by (20), for any w ∈ C ω (V ) ⊕k ∩ A ⊕k ∞ (U ),
is dense in C(V , R) ⊕k with respect to the topology induced by the norm | · | ∞ on C(V , R) ⊕k , the evaluations of ν * are fully determined, therefore a probability measure ν * satisfying (15) is unique.
and
We can see the extension is well-defined by noticing, if
This shows that the limit given by (21) always exists and does not depend on the choice of the sequence of functions.
Now if f ∈ C(V , R) is a non-negative function, for each i ∈ {1, . . . , k} let f (α) ∈ C ω (V ) ⊕k ∩ A ⊕k ∞ (U ) be a sequence such that each f (α) has f (α) in the i-th entry and 0 elsewhere and that
Therefore ν * i (1 ≤ i ≤ k) is a positive linear functional on C(V , R) with ν * i (1) = 1. By the Riesz representation theorem, we know there exist probability measures (which we still denote by
Part 7. In this part, we prove that the construction of ν * above satisfies the condition given by (g) and (h). In fact, for any f ∈ C(V , R) ⊕k , let
by applying (22) and noticing
That is to say, ν * (Mf ) = ν * (f ) for f ∈ C ω (V ) ⊕k ∩ A ⊕k ∞ (U ).
and applying (20) shows that
by (21). This proves (h). Part 8. In the end, we prove (c). Define
For each w ∈ Γ, ν(w) = 0 shows that lim n→∞ M n w = 0. As was shown in part 5, MΓ is relatively compact. Thus this convergence of M n g is uniform for g ∈ MΓ ⊂ Γ. Thus for some 0 < δ < 1, there exists N > 0 such that M N g ≤ δ < 1 for any g ∈ MΓ. That is to say M N +1 w ≤ δ < 1 for any w ∈ Γ. Thus (M| Γ ) N +1 1/(N +1) ≤ δ 1/(N +1) , i.e., the spectral radius of M| Γ is strictly smaller than 1. This completes the proof.
Parametrised Markovian Transfer Operators
We now define the parametrised transfer operators associated with Markovian products of positive matrices, and describe their spectral properties. For each i, j ∈ {1, . . . , k} and t ∈ R define the operator L ij,t :
and 
where h is the eigenfunction given in (b), normalised so that
Moreover, when L t is regarded as acting on C(V , R) ⊕k , (g) There exist unique probability measures
where h is the eigenfunction given in (b) (restricted on V ) satisfying
h i dν * i = 1 for 1 ≤ i ≤ k.
Proof.
Part 1. For each w ∈ A ⊕k ∞ (U ), we have
where η(M ) := sup z∈U log M z .
Part 2. We now construct certain compact subsets of A ⊕k ∞ (U ), where the eigenfunction h is supported. Writing ϕ j (z) = log M j z ,
Therefore by Lemmas 4.1 and 4.2 we then have a constant D ′ such that for any w ∈ A ⊕k ∞ (U ) with w j ≤ 1 for each j ∈ {1, . . . , k} there is a constant η > 0 such that
for any z, z ′ ∈ U such that z − z ′ ≤ η.
Moreover, if w is non-negative when restricted to V , then
for some D n > 0 not depending on w or 1 ≤ i ≤ k. And therefore
Define Θ := max 1≤i≤k q −1
i . As the transition matrix P = (p ij ) is strictly positive, Θ is finite. Define
and w i is real and non-negative on V for each 1 ≤ i ≤ k.
For w ∈ Λ n we have w = n i=1 q i w i ≤ 1, and when z, z ′ ∈ U are sufficiently close
Therefore Λ n is compact by the Arzelà-Ascoli theorem.
Here we can see L n maps Λ n into Λ n by (18) and noticing
as well as
for z, z ′ ∈ U sufficiently close, by (25) and (26).
Since Λ n is obviously convex, by the Schauder-Tychonoff fixed point theorem [16] , it contains a fixed point of L n ; that is, a function h (n) such that
Write
is real and non-negative on V for each i ∈ {1, . . . , k}, we have for any
Therefore inf x∈V h
and therefore
> 0, writing D ′′ := min 1≤j≤k e −|tϕ j |∞ we have
Now define
and w i is real and non-negative on V for each 1 ≤ i ≤ k}.
Then by (25) and (28), we have for each n ≥ 1, h (n) ∈ Λ ′′ . As Λ ′′ is compact by the Arzelà-Ascoli theorem, we know there exists a subsequence (h (nα) ) α in Λ ′′ uniformly converging to
by (27), (28) (31) and continuity. Moreover, as h ∈ Λ ′′ , each component of h is non-negative on V .
Part 3. Write h = (h 1 , . . . , h k ), now we prove for each 1 ≤ i ≤ k, h i is strictly positive on V . Denote by Z i the zero set of h i . Suppose for some i 0 ∈ {1, . . . , k} there exists x 0 ∈ Z i 0 . Then
This shows that h j ( M j x 0 ) = 0 for each 1 ≤ j ≤ k. By induction, for any x 0 ∈ Z i 0 for some i 0 ,
And by Proposition 3.2 (d), we can choose N 1 > 0, κ > 0 and 0 < δ < 1 such that when n > N 1 ,
Set ρ := max 1≤i≤k |ϕ i (x)| ∞ . For any j ∈ {1, . . . , k} and |t| < − log δ/ρ, and ǫ > 0, set N = max{N 1 , log(ǫ/κD ′′′ )/(log δ + |t|ρ)}. Then for any x ∈ V, y ∈ 1≤j≤k Z j , and any n > N ,
< ǫd H (x, y).
As ǫ > 0, x ∈ V are arbitrary, h j (x) is the constant function 0 on V for each 1 ≤ j ≤ k. The analytic extension to U is unique, hence h is identically zero on U . This contradicts
Part 4. Now we prove the uniqueness of the eigenvector h (up to complex scalars) corresponding to the eigenvalue β(t). Suppose there were another non-zero eigenfunction g = (
Since h i is strictly positive on V for each i ∈ {1, . . . , k}, we may define
Assume this infimum is attained at
By the same proof as in part 3, we know that (Re g j )(x) − uh j (x) is identically zero on V . Similarly, there exists v ∈ R such that (Im g j )(x) = vh j (x) for each 1 ≤ j ≤ k, x ∈ V . Therefore g = (u + iv)h on V and therefore on U .
Part 5. By [15] , L ij is nuclear of order zero. Thus E i L ij P j is nuclear of order zero by [8] . And L is nuclear of order zero. Part 6. Note h, as the top eigenfunction of L t , depends on t. In this part, we prove that β(t) and h are continuous at t = 0.
To clarify this dependence, in this part, for each given t (we suppose that |t| is sufficiently small, i.e., there exists γ > 0 and |t| < γ), we will denote the top eigenfunction by
and the set Λ ′′ by Λ ′′ t . Notice first by (31),
and B > 0 not depending on t.
Note as h t ∈ Λ ′′ t for each |t| < γ, we have h t ≤ 1, i.e., {h t : |t| < γ} is uniformly bounded. By Lemma 4.1, for the compact set K satisfying k i=1 M i U ⊂ K ⊂ U , we have that there exists C ′ K > 0 (not depending on t) such that whenever z, z ′ ∈ K are sufficiently close,
Therefore for z, z ′ ∈ U sufficiently close,
This shows that {h t : |t| < γ} is equicontinuous. Thus by the Arzelà-Ascoli Theorem, it is relatively compact. Now let {t m } be a sequence in {|t| < γ} converging to 0, then the sequence {h tm } m has a convergent subsequence {h tm α } α such that h tm α uniformly converges to some function
By (32) and (33), we have β(t) = Θ L t h t ≥ B for each |t| < γ. Then letting t = t mα and α → ∞ shows thatβ
Therefore h is not identically zero.
Moreover, letting α → ∞ in
gives thatβh
On the one hand, (34) and that h is non-zero shows that h is an eigenfunction of L 0 = M, thus by Theorem 4.3, we haveβ ≤ 1; on the other hand, letting t = t mα → 0 in (33), we have β ≥ 1. Thusβ = 1 and by the uniqueness of the top eigenfunction for L 0 = M, we have h = lim t→0 h t = 1 ⊕k . This proves the continuity of β(t) and h t at t = 0.
Part 7. Theorem 4.3, together with part 6, implies that when |t| is sufficiently small h j does not take values in {0} ∪ R − for each 1 ≤ j ≤ k, so that log h j is analytic on U . This will allow us to define
That is, L ij 1 = 1. Moreover, by part 3 we know that h j (1 ≤ j ≤ k) is strictly positive when restricted to V . Therefore φ ij (t, x) is also well-defined on V and its restriction to V in fact lies in C ω (V ).
We can observe that L t = β(t)
is the multiplication operator sending w = (w 1 , . . . , w k ) to (h 1 w 1 , . . . , h k w k ). Thus the spectrum of L t is the spectrum of L t scaled by β(t) −1 . Therefore 1 ⊕k is the eigenfunction of L t corresponding to its maximal top eigenvalue 1. We can use the same proof of Theorem 4.3 to prove the rest of the statements for L t . Thus they are also true for L t . Now we are ready to derive key results about the spectrum of Markovian transfer operators. Theorem 5.2. Given a Markovian product of positive matrices (that is, specifying a finite matrix set, a k × k stochastic matrix, and an initial probability vector), let L t be the associated operator on A ⊕k ∞ (U ) defined as in (24) and β(t) be its maximal simple top eigenvalue given by Theorem 5.1 (b) . Then β ′ (0) equals the Lyapunov exponent corresponding to this random matrix product.
where p 0 = (p 1 , . . . , p k ) is the initial probability vector. Let
Now we have for each
where ν and h are given by Theorem 5.1. Then we can write L t = β(t)Q(t)+ R(t), and R(t) = L t − β(t)Q(t) has spectral radius strictly smaller than β(t). Note Q(t)R(t) = R(t)Q(t) = 0.
Similar to [13] or Chapter 5 of [2] , let γ be the Lyapunov exponent associated to this problem, then
6 The Trace, the Determinant, and Pollicott's Algorithm By Theorem 5.2 our problem has been converted to the computation of β(t), the top eigenvalue of the Markovian transfer operator L t . Note that by section refthm.L.item:nuclear0 of Theorem 5.1 L is a nuclear operator of order zero. The Fredholm determinant det(I − zL t ) is an entire function with respect to z (cf. [8, 9] ). And according to the trace-determinant formula (cf. [8, 9] ),
we expect to compute tr(L n t ) for each n ≥ 1 so that an explicit expansion of det(I − zL t ) can be given.
where δ ij is the Kronecker symbol, taking the value 1 when i = j and 0 otherwise.
Proof. Assume L has the Schmidt representation L = ∞ n=1 ρ n u n ⊗ f n , with the trace given by
by Fredholm theory (cf. [8, 9] ). Then
and Fredholm theory then implies
The trace formula follows immediately.
Moreover,
where for each n-length sequence i = (i 1 , . . . , i n ), p * i denotes the cyclic probability p i 1 i 2 · · · p i n−1 in p ini 1 , S i denotes the product M in · · · M i 1 , s i denotes the unique fixed point of S i and λ i denotes the top eigenvalue of S i := M in · · · M i 1 .
Proof. The first equality of (35) follows from the definition (24) and Lemma 6.1. And the second follows from the trace formula for transfer operators (cf. [12, 13] ).
For (36), we notice
Modified Lemma
The goal of this section is to provide a general formula to compute the denominator det(I − D S i (s i )) of (36), where for each sequence i = (i 1 , i 2 , . . . , i n ), S i denotes M in M i n−1 · · · M i 1 and s i denotes the fixed point of S i . In [13] , Lemma 4.2 states the following identity
where λ i denotes the top eigenvalue of S i := M in M i n−1 · · · M i 1 . However, we will see that this equation is valid only for 2 × 2 matrices with determinant 1. A generalised formula that holds for all positive matrices is given here. which coincides with Pollicott's formula.
