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1. Introduction 
In theoretical physics no equation has been given more study than the SchrGdinger equation. 
From a computational point of view this equation, in its radial form, has been the subject of 
great activity, the aim being to achieve a fast and reliable algorithm that generates a numerical 
solution. 
The implementation of multistep methods to solve the radial SchrBdinger equation is dis- 
cussed by several authors. Among the most commonly used such methods are the two-step 
Numerov method [2,6], De Vogelaere [ll], and the four-step method [S]. 
In all these methods algebraic polynomials up to ,a given degree are used to approximate the 
solution. 
More recent studies seem to indicate a preference for methods which are based on applications 
of perturbation theory [1,4,9,17]. The development of these perturbation methods has led to 
formulations which involve fairly complicated equations. Thus the researcher who wishes to use 
such a method usually finds himself using a package implemented by others to solve a slightly 
different problem from that on which such a package would claim to be valid. This can lead to 
problems which can be difficult and time-consuming to resolve. 
Based on a lemma of Lyche [13], Raptis and Allison [16] derived two-step methods which 
approximate the solution in the advanced one-step h via exponential functions. 
Moreover, Ixarou [8], combining the theories of numerical perturbation and exponential-fit- 
ting, obtained some very useful results improving th[e efficiency of exponential-fitting methods 
for the solution of the SchrBdinger equation. 
More recently, Raptis has derived some four-step exponential-fitting methods [14,15]. 
0377-0427/90/$03.50 0 1990 - Elsevier Science Publishers B.V. (North-Holland) 
252 T. E. Simos / Numerical solution of the Schrijdinger equation 
The purpose of this article is to give some new four-step exponential-fitting methods which are 
the most accurate from the known four-step methods in the “resonance problem”. 
2. Exponential-fitting multistep methods 
We consider the initial-value problem 
Y”(4 +f(+o) = 07 (I) 
where f(r) = E - W(r) and W(r) = I( I+ 1)/r* + V(r) is an effective potential for which 
W(r)-+0 as r+co. 
The boundary conditions are: 
Y(0) = 0 (2) 
and a second boundary condition, for large values of Y, determined by physical considerations. 
To solve the problem numerically one uses the k-step method 
2 ajYn+j = h* Z6 Bj( f,+j, Y,z+j), (3) 
j=O j=O 
which is associated with the linear operator 
~[y](x) = c ajy(x +jh) -h* 5 bjy”(x +jh). (4 
j=O j=O 
If, now, we require that L integrates exactly a set of linearly independent functions, the 
corresponding multistep method (3) will approximate the solutions of (1) via these functions. 
This requirement determines the coefficients aj and fij, j = 0, 1,. . . , k. 
A lemma given by Lyche [13] gives procedures for obtaining aj and fij, j = 0, 1, . . . , k, such 
that operator L integrates exactly functions of the form x”exp( f wx), w E C. 
In these methods, the coefficients aj and pi, j = 0, 1, 2,. . . , k, depend on oh and become 
coefficients of the classical method for w = 0. The classical method can thus be viewed as a 
special case of the new methods. 
It should also be noticed that, being linear, the operator L will integrate exactly any linear 
combination of the linearly independent functions chosen to be integrated exactly. 
In the following section we shall give some new four-step methods in exact form and in the 
power series expansion for the numerical solution of the Schrijdinger equation. 
The choice of exact form or power series expression depends on the magnitude of wh. For wh 
small, the exact form is inaccurate because of heavy cancellation resulting from the loss of 
significant digits, and the power series expression should be preferred. 
3. Four-step methods 
Now, suppose, we desire to construct an interpolation operator L that will integrate exactly 
the functions 
{exp(fox), x exp(+wx), x*exp(+wx), x3exp(+ox)}. (5) 
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In this case it is enough to fix 3 of the 10 coefficients aj and Pj, j = 0, 1, 2, 3, 4, and evaluate the 
other 7. Let a,, a3, &, &, &, & be the coefficients to be evaluated. Then we have: 
a,=a,=l, a2 = 2, 
a, = $ ( -96w3T- 72w4(6 cosh( w) - 7 cosh(3w) + cosh(5w)) + 16w5X), 
& = &24(1 - cosh(4w)) - 48wR + 8w2(24 cosh(2w) - 5 cosh(4w) + 5) - 8w3S), 
,R, = $ ( -48(2 cosh( w) - cosh(3w) - cosh(5w)) + 48wT 
-8w2(86 cash(w) + 5 cosh(3w) + 5 cosh(5w)) + 16w3X), 
R2 = ; (24(4 + cosh(2w) - 4 cosh(4w) - cosh(6w)) - 96wR 
(6) 
+8w2(95 cosh(2w) + 4 cosh(4w) + cosh(6w) + 44) - 16w3S), 
a3 = a,, P,=Po, 
where 
D = 96w3R - 288w4(cosh(2w) - 1) - SW’S 
and 
R = 2 sinh(2w) - sinh(4w), S = 14 sinh(2w) - sinh(4w), 
T = 2 sinh( w) + sinh(3w) - sinh(5w), X= 40 sinh( w) - 7 sinh(3w) + sinh(5w). 
The power series expression is: 
a,= -2-&w 8 
&=~(+~w2;g&w4 - &&w6+ 27%%392:66700 w * ) 9 
p, = +(y + gfw2+ *w4- &w6+ &f2y&&w8), 
/j2 = i(& - gw2 - aw4- Aw” - mw8), 
a3 = a,, P4 = PO and w=wh. (7) 
The leading term of the local truncation error is given by 
UYI = &hs( _ wsy + 4w6y” _ 6w4y(iv) + 4Jy(vi) _ y(eii)) (8) 
and the methods are exact for any linear combination of the functions 
{exp( *ax), exp( fax), x2exp(+wx), x3exp(*wx)}. 
For w = i+ the methods are exact: 
(9) 
{sin(+x), cos(+x), x sin(+x), x cos(+x), x2sin(+x), x2cos(+x), 
x’sin(+x), x3cos(+x)}. 
The corresponding aj, /3,, j = 0, 1, 2, 3, 4, are obtained by putting w = i+ and thus: 
cosh( oh) = cos( $h), sinh( wh) = i sin( +h). 
00) 
01) 
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The application of four-step methods to the solution of the radial Schrodinger equation can be 
found in [5]. 
4. Numerical example 
Consider the Woods-Saxon potential: 
w(x) = v(x) = & - Tf!z 
(y (1: t>l’ 
f=exp(T), 02) 
with u,, = - 50, (Y = 0.6 and x0 = 7. 
The “resonance problem” for E E [l, lOOO] consists in finding those Es at which the phase 
shift S(E) is equal to $rr. 
In our numerical study we shall use the exact eigenenergies with six decimal digits accuracy 
and successively compute the phase shift by the next four numerical algorithms. 
(1) Algorithm I: integrates exactly any linear combination of the functions 
(1, x, x2, x3, x4, x5, x6, x7}. (13) 
This algorithm has been proposed by Henrici [7, formula (6.77)]. 
(2) Algorithm II: integrates exactly any linear combination of the functions 
{ 1, x, x2, x3, x4, x5, exp( +wx)} . 04) 
This algorithm is derived in [15]. 
Table 1 
Absolute errors, in 10e6 units, of the resonances calculated by the four four-step Algorithms I, II, III, IV 
Reference 
resonance 
53.58872 
163.215341 
341.495874 
989.701916 
h 
l/16 
l/32 
l/64 
l/128 
l/16 
l/32 
l/64 
l/128 
l/16 
l/32 
l/64 
l/128 
l/16 
l/32 
l/64 
l/128 
Absolute error 
I II III IV 
35682 726 104 57 
482 11 2 1 
6 0 0 0 
1 0 0 0 
- 26348 707 587 
35917 350 11 7 
488 6 1 0 
30 0 0 0 
- 502651 6287 4856 
479591 4693 41 30 
14980 73 2 1 
83 2 0 0 
- 92588 44855 
- 297062 394 369 
682236 4377 7 5 
37682 65 2 1 
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(3) Algorithm III: integrates exactly any linear combination of the functions 
(1, x, exp(fwx), x exp(fwx), x’exp(fwx)}. 
This algorithm is derived in [14]. 
(4) Algorithm II? integrates exactly any linear combination of the functions 
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05) 
{exp(kwx), x exp(fwx), x2exp(fox), x3exp(*wx)}. 
This algorithm is proposed in this paper. 
(16) 
The absolute errors of the resonances calculated by the four four-step Algorithms I, II, III, IV 
are presented in Table 1 in 10m6 units, for choices of step size shown in the second column. 
The empty areas indicate that the corresponding absolute errors are larger than the format 
allowed. 
The particular choices of o have been done as proposed by Ixarou and Rizea [lo]. 
Computations were carried out on the Micro-Vax II of the Department of Mathematics of the 
National Technical University of Athens using double precision arithmetic of 16 significant 
digits accuracy. 
References 
[l] Ch. Adam, L. Gr. Ixarou and A. Corciovei, A first-order perturbative numerical method for the solution of the 
radial Schrodinger equation, J. Comput. Phys. 22 (1976) l-33. 
[2] A.C. Allison, The numerical solution of coupled differential equations arising from the Schrodinger equation, J. 
Comput. Phys. 6 (1970) 378-391. 
[3] J.M. Blat& Practical points concerning the solution of the Schrodinger equation, J. Comput. Phys. 1 (1967) 
382-296. 
[4] R.G. Gordon, New method for constructing wavefunctions for bound states and scattering, J. Chem. Phys. 51 
(1969) 14-25. 
[5] F.Y. Hajj, H. Kobeisse and N.R. Nassif, On the numerical solution of S&&linger’s radial equation, J. Comput. 
Phys. 16 (1974) 150-159. 
[6] D.R. Hartree, The Calculation of Atomic Structures (Wiley, New York, 1957). 
[7] P. Henrici, Discrete Variable Methods in Ordinary Differential Equations (Wiley, New York, 1962). 
[8] L.Gr. Ixarou, Perturbative numerical methods to solve the Schrijdinger equation, Comput. Phys. Comm. 20 (1980) 
97-112. 
[9] L.Gr. Ixarou, M.I. Cristou and M.S. Popa, Choosing step sizes for perturbative methods of solving the 
Schriidinger equation, J. Comput. Phys. 36 (1980) 170-181. 
[lo] L.Gr. Ixarou and M. Rizea, A Numerov-like scheme for the numerical solution of the Schrodinger equation in 
deep continuum spectrum of energies, Comput. Phys. Comm. 19 (1980) 23-27. 
[ll] W.A. Lester, De Vogelaere’s method for the numerical integration of second-order differential equations without 
explicit first derivatives: Application to coupled equations arising from the Schrodinger equation, J. Comput. 
Phys. 3 (1968) 322-326. 
[12] W.A. Lester and R.B. Bernstein, Computational procedure for the close-coupled rotational excitation problem: 
scattering of diatomic molecules by atoms, J. Chem. Phys. 48 (1968) 4896-4904. 
[13] T. Lyche, Chebyshevian multistep methods for ordinary differential equations, Numer. Math. 19 (1972) 65-75. 
[14] A.D. Raptis, On the numerical solution of the Schrodinger equation, Comput. Phys. Comm. 24 (1981) 1-4. 
[15] A.D. Raptis, Exponentially-fitted solutions of the eigenvalue Schrijdinger equation with automatic error control, 
Comput. Phys. Comm. 28 (1983) 427-431. 
[16] A. Raptis and A.C. Allison, Exponential-fitting methods for the numerical solution of the Schrodinger equation, 
Comput. Phys. Comm. 14 (1978) l-5. 
[17] J.R. Riehl, D.J. Diestler and A.F. Wagner, Comparison of perturbation and direct-numerical integration 
techniques for the calculation of phase shifts for elastic scattering, J. Comput. Phys. 15 (1974) 212-225. 
