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Resumo: Diversas implementações de linguagens de alto nível focam no desen-
volvimento de sistemas baseados em mecanismos de compilação just-in-time. Esse
mecanismo possui o atrativo de melhorar o desempenho de tais linguagens, man-
tendo a portabilidade. Contudo, ao preço da inclusão do tempo de compilação ao
tempo total de execução. Diante disso, as pesquisas na área têm por objetivo bal-
ancear o custo de compilação com eficiência de execução. Os primeiros sistemas de
compilação just-in-time empregavam estratégias estáticas para selecionar e otimizar
as regiões de código propícias para gerar bom desempenho. Sistemas mais sofisti-
cados aprimoraram tais estratégias com o objetivo de aplicar otimizações de forma
mais criteriosa. Nesse sentido, este tutorial apresenta os princípios que fundamentam
a compilação just-in-time e sua evolução ao longo dos anos, bem como a abordagem
utilizada por diversos sistemas para garantir o balanceamento entre custo e eficiência.
Embora seja difícil definir a melhor abordagem, trabalhos recentes mostram que o uso
de uma boa estratégia para detecção e otimização de código, juntamente com recursos
de paralelismo oferecidos pelas arquiteturas multi-core formarão a base dos futuros
sistemas de compilação just-in-time.
Abstract: Several implementations of high-level languages focus on the develop-
ment of just-in-time compilation systems. This strategy has the atractive of achieving
performance without losing portability. However, in these systems the compile time
is now included in overall runtime. Thus, researches have balanced the cost of compi-
lation and execution efficiency. The first just-in-time compilation systems used static
strategies to select and optimize some parts of the program to obtain performance.
More sophisticated systems improves theses strategies in order to apply optimiza-
tions more carefully. In this context, this tutorial introduces the principles underlying
the just-in-time compilation and its evolution over the years, as well as the approach
used by several systems to ensure the balancing of cost and efficiency. Although it
is difficult to determine the best approach, recent researches have shown that good
techniques for code optimization with features offered by the multi-core architectures
are the basis of future just-in-time compilation systems.
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1 Introdução
As implementações originais de linguagens de programação interativas e de alto-nível
[1, 2] focavam no desenvolvimento de máquinas virtuais eficientes que provessem portabili-
dade aos programas desenvolvidos nestas linguagens. Mais recentemente diversas pesquisas
têm focado não apenas no desenvolvimento de máquinas virtuais que proveêm portabilidade,
mas também em máquinas virtuais cuja execução seja eficiente, em termos de uso de recursos
e tempo de execução. Para alcançar este objetivo, as máquinas virtuais atuais incluem em sua
arquitetura um sistema de compilação just-in-time (JIT).
Em contraste com compiladores tradicionais, em uma máquina virtual com compi-
lação JIT o tempo de compilação está incluído no tempo total de execução, pois a compilação
ocorre durante a execução do programa. Portanto, é uma questão crítica decidir quando, o
que e como compilar os programas. Mais especificamente, o sistema de compilação deve
apenas compilar códigos se o tempo gasto na compilação for amortizado pelo desempenho
ganho pelo código compilado. O custo de compilação e o desempenho obtido é uma questão
crucial em ambientes com compilação JIT. Porém, tais ambientes possuem um grande bene-
fício: eles podem explorar informações obtidas em tempo de execução para decidir quais
otimizações aplicar, além de quais porções de código compilar.
As primeiras máquinas virtuais com compilação JIT utilizavam estratégias estáti-
cas simples para escolher as porções de código que seriam compiladas. Tipicamente, tais
máquinas compilavam cada porção de código com um conjunto fixo de otimizações durante
a primeira invocação destas. Estas máquinas incluem os trabalhos com Smalltalk-80 [3],
SELF-91 [4, 5, 6], e KAFFE [7].
Máquinas virtuais mais sofisticadas, ao invés de utilizarem estratégias estáticas sim-
ples, selecionam dinamicamente subconjuntos de códigos para otimizar. Esses subconjuntos
são as regiões críticas do programa, isto é, porções de código executas com alta frequência.
Exemplos de máquinas virtuais desta categoria incluem SELF-93 [8, 9] e a primeira versão
da Máquina Virtual Java (JVM - do inglês Java Virtual Machine) da IBM [10]. Embora,
estas máquinas virtuais também incluam formas limitadas de otimizações baseadas em in-
formações obtidas em tempo de execução, estes trabalhos não desenvolveram mecanismos
gerais para otimizações baseadas em tais informações.
Recentemente diversos trabalhos têm explorado formas mais agressivas de compilação
JIT [11, 12, 13], utilizando informações estruturais e comportamentais, obtidas em tempo de
compilação e/ou execução, para adaptar o ambiente às características do programa. Contudo,
alguns destes trabalhos não são totalmente automáticos, desta forma, não aparecendo em
máquinas virtuais populares. Porém, estes têm demonstrado que otimizações baseadas em
tais informações melhoram substancialmente o desempenho da máquina virtual.
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Isto demonstra que o componente principal desta nova geração de máquinas virtuais é
um mecanismo sofisticado de otimização baseado em informações coletadas dinamicamente.
Contudo, tais técnicas não são aplicáveis em todos os programas. De fato, em alguns casos
como, por exemplo, programas com curto tempo de execução, o alto custo de tais estratégias
geralmente ocasionam uma perda de desempenho [14].
Técnicas de compilação JIT existem desde 1960 com LISP [15] e propagaram por
diversas linguagens de programação ao longo dos anos. Contudo, somente com o advento da
JVM [16] é que o termo JIT ficou realmente conhecido pela comunidade científica [17].
Sendo uma abordagem promissora, este tutorial tem por objetivo apresentar os funda-
mentos da compilação JIT, de modo a oferecer as seguintes contribuições:
• Apresentar um histórico da compilação JIT;
• Descrever a arquitetura padrão de um sistema de compilação JIT;
• Detalhar os princípios de compilação JIT; e
• Apresentar as principais características de diversos sistemas de compilação JIT.
O restante deste tutorial está organizado da seguinte forma. A Seção 2 apresenta um
histórico da compilação JIT, destacando desde os primeiros trabalhos até os trabalhos mais
recentes. A Seção 3 apresenta a arquitetura padrão utilizada em sistemas de compilação JIT,
descrevendo cada possível componente da arquitetura. A Seção 4 aborda os princípios que
norteiam a compilação JIT. A Seção 5 apresenta as principais características de sistemas
atuais de compilação JIT. E por fim, a Seção 6 apresenta as considerações finais.
2 Histórico
O primeiro trabalho relacionado a compilação JIT data de 1960, o qual trata sobre a
linguagem LISP [15]. Neste trabalho, McCarthy menciona a compilação de funções para
uma linguagem de máquina rápida o suficiente para que a saída do compilador não necessi-
tasse ser salva. Em 1968, os desenvolvedores da linguagem LC2 (ou LCC) observaram que
o código compilado pode ser gerado em tempo de execução a partir de um interpretador,
simplesmente anotando as ações realizadas [18].
Dois anos depois, APL [19] incorporou duas técnicas que se relacionam com compi-
lação JIT. Drag-along consistia em adiar a avaliação de expressões até que informações de
contexto fossem reunidas. Por outro lado, beating transformava código para reduzir a quan-
tidade de manipulação de dados envolvidos durante a avaliação das expressões. Em APL, os
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tipos dos dados não são conhecidos até o tempo de execução, o que forçava o ambiente adiar
a aplicação dessas técnicas.
Em 1971, Knuth [20], por dados de estudos empíricos, observou que a maior quanti-
dade de tempo de execução gasto em um programa ocorre em uma minoria de código. Esta
base serviu para que um trabalho posterior [21] investisse em técnicas que permitessem um
balanceamento entre tempo de execução e espaço, os quais fundamentavam o argumento
para compilação JIT na época. Dentre as técnicas desenvolvidas, uma tinha como objetivo
executar os programas em duas versões de código: a nativa, para as regiões críticas, e a in-
terpretada, para as demais. Essa técnica foi denominada código misto e ainda é aplicável em
alguns sistemas JIT atuais. Por volta do ano de 1976, Brown desenvolveu a técnica throw-
away [22], que buscava otimizar o espaço compilando partes do programa sob-demanda, em
vez de aplicar compilação estática. Assim, esgotando a memória, todo o código já compilado
(ou partes dele) seria descartado e recompilado posteriormente, caso necessário.
No trabalho de Hansen com Adaptive Fortran, de 1974, foi apresentada uma
visão fundamental para sistemas JIT em geral [23]. Esta visão agregava três princípios bási-
cos sobre a forma com que o código deveria ser tratado pelos sistemas JIT. Hansen descreveu
a importância de qual código compilar, além de quando e como compilá-los. Ao mesmo
tempo, Hansen procurou satisfazer tais fundamentos, utilizando e mantendo contadores vin-
culados a cada região de código para identificar aquelas que são críticas, embora aplicasse
otimizações de código (o como) de forma muito conservativa sobre tais regiões.
Por outro lado, no desenvolvimento de Smalltalk-80 em 1984 [3], Deutsch e
Schiffman optaram por gerar código nativo em tempo de execução na medida em os métodos
eram invocados, em vez de compilar somente os críticos, como fez Hansen. O código nativo
era então armazenado em uma cache, para serem recuperados posteriormente. Mais tarde,
Smalltalk-80 serviu de influência para uma implementação de SELF-91 [4, 5, 6].
SELF-91 possui características bem peculiares, quando comparada com trabalhos
anteriores. Nesta linguagem toda ação é dinâmica e os tipos não são conhecidos até o mo-
mento de execução. Essas características levaram ao desenvolvimento de técnicas de com-
pilação e otimização JIT mais agressivas até aquele momento. Uma delas foi a técnica de
customização de métodos [4] desenvolvida por Chambers e Ungar em 1989, cuja funcionali-
dade era especializar código para um tipo de dado específico coletado no tempo de execução.
O sistema desenvolvido ainda introduziu o conceito de compilação adiantada para casos inco-
muns: eventos como overflow aritmético não teriam, a princípio, código compilado. Em vez
disso, uma informação seria vinculada para que código fosse gerado somente se tais eventos
ocorressem.
Em 1995 o trabalho de Hölzle, com a terceira geração de SELF (SELF-93) [8, 9], in-
ovou com a implementação da técnica de otimização adaptativa: primeiramente, todo método
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invocado era compilado por um compilador não otimizador rápido e somente as regiões críti-
cas, detectados por meio de contadores, eram recompiladas por um compilador otimizador.
Quatro anos antes, a linguagem Java surgiu para ser puramente interpretada. As JVMs inici-
ais, entretanto, eram interpretadores puros e resultavam em execuções muito lentas [24, 25], o
que obrigou os seus desenvolvedores a buscarem nos conceitos de compilação JIT a solução
para resolver tal problema.
A visão inicial de compilação JIT para Java foi dada por Cramer et al [24]. Neste
trabalho, os autores observaram que somente a tradução de código Java para código nativo
não era suficiente, além disso a otimização de código era também necessária. Seguindo essa
visão, em 1997, Plezbert e Cytron apresentaram diferentes modelos teóricos de sistemas JIT,
dentre eles, um que compila e executa código de forma concorrente. Dois destes modelos
interpretavam as regiões não críticas e compilavam aquelas que são críticas após um certo
tempo [26].
Porém, contrário às versões apresentadas por Plezbert e Cytron, Burke et al apresen-
taram em 1999 a máquina virtual Jalapeño [11], que somente compila código, embora ainda
incorporasse um compilador JIT. A mesma idéia foi seguida um ano depois por Kazi et al,
no desenvolvimento de JUDO [27].
No mesmo ano do surgimento de JUDO, o trabalho teórico de Reinholtz relatou a pos-
sibilidade de Java se tornar mais rápida que C++ [28]. O autor se baseou nos compiladores
JIT para Java na época que eram auxiliados por informações coletadas dinamicamente,
além do surgimento de sistemas embarcados que, segundo o autor, forçariam a necessidade
para o desenvolvimento de técnicas mais agressivas e eficientes de otimização de código,
visto que tais sistemas possuem recursos muito limitados de hardware. Contudo, em 2010
Foleiss e Silva [29] demonstraram que Java não é mais rápida que C++, embora atualmente
mantenham desempenho compatível.
Na verdade, as JVMs atuais obtém melhor desempenho de execução dos programas
em comparação às JVMs primitivas,e uma parcela significativa desse ganho foi obtido pela
seleção correta de regiões críticas dos programas, ao contrário do que previa Reinholtz. Em-
bora otimizações de código sejam importantes, como descrito por Cramer et al [24], a sua
aplicação não é suficiente. Tal afirmação foi justificada anos mais tarde, quando a maioria
dos trabalhos focaram na precisão da obtenção de regiões críticas, obtendo resultados satis-
fatórios. O trabalho de Krintz, de 2003, empregou offline e online profiling para detectar tais
regiões e alcançou melhorias de desempenho de 9%, em média [30]. No mesmo ano, Sug-
anuma et al [31], adotaram o modelo de compilação baseada em região e obtiveram código
5% melhor, em termos de execução, além de reduzir o overhead de compilação entre 20 a
30% frente aos compiladores baseados em sub-rotinas (que eram os modelos mais comuns da
época). Um ano depois, Kumar empregou no seu trabalho uma técnica denominada estimação
relativa que, em tempo de execução determinava a criticidade dos métodos. Tal abordagem
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garantiu melhorias de 4% nos programas avaliados [32].
Em 2006, Agosta et al [33] propuseram uma heurística estática para identificar blocos
básicos e estimar o número de laços do programa. Algumas métricas foram elaboradas para
fornecer estimativas da complexidade de um método. Essas estimativas acompanhavam o uso
de contadores de frequência para detectar regiões críticas de forma mais precisa. Mais tarde,
Lee et al propuseram um trabalho similar, com a característica adicional de prever a contagem
de frequência dos métodos menos comuns, tomando por base a frequência dos métodos já
compilados [34]. Esta abordagem reduziu o do custo de manutenção dos contadores dos
métodos e alcançou bom desempenho.
Outra abordagem totalmente diferente foi utilizada por Gal et al na implementação
de HOTPATHVM [35]. Os autores utilizaram o recurso de compilação baseada em caminhos
de execução, anteriormente apresentado em DYNAMO [36]. O desempenho obtido não foi
comparável àquele obtido por Lee et al, mas mostrou ser uma técnica vantajosa na aplicação
de diversas otimizações de código [37]. Cinco anos depois, Hayashizaki et al propuseram
uma técnica para detecção e remoção de falso laço dentro de um caminho de execução e
conseguiram uma melhoria de desempenho de 37% na execução dos programas avaliados
[38].
Por outro lado, no que tange as otimizações de código, há ainda poucas contribuições.
Na verdade o estado-da-arte de compilação JIT consiste da otimização adaptativa, já presente
em JIKES RVM (antes chamada JALAPEÑO) desde 1999 [11]. Este sistema implementa difer-
entes níveis de otimização, que consistem de um conjunto restrito de otimizações atribuídas
manualmente. Recentemente, um trabalho atribuído a Hoste et al tem procurado utilizar
busca evolucionária para atribuir otimizações para cada nível de forma automática, evitando
assim o esforço manual [39].
Outro sistema que também implementa otimização adaptativa é a MÁQUINA VIR-
TUAL DA IBM [13], porém, os conjuntos de otimizações atribuídas são baseados em resulta-
dos de estudos empíricos realizados por Ishizaki et al [40]. Embora a contribuição de Hoste
et al tenha sido focada em JIKES RVM, sua contribuição pode ser empregada em qualquer
sistema que implementa otimizações em níveis.
As pesquisas voltadas a JIT, no entanto, não se limitam somente na precisão na de-
tecção de regiões críticas ou nas otimizações de código. Trabalhos mais recentes têm focado
na descoberta de boas políticas de compilação JIT em máquinas multi-core [41]. Em 2007,
Kulkarni et al abordou questões sobre o escalonamento da thread de compilação e desco-
briu que o desempenho de execução dos sistemas JIT é proporcional ao aumento de sua
prioridade [42]. Quatro anos depois, Kulkarni procurou alcançar, de forma experimental,
a melhor política de compilação para máquinas multi-core, e descobriu que o aumento do
número de threads de compilação, juntamente com a aceleração na detecção de regiões críti-
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cas é uma boa estratégia para obter bons resultados [43]. Sistemas JIT, como JIKES RVM
[44, 11], HOTSPOT SERVER [45], ILDJIT [46, 47] e a MÁQUINA VIRTUAL DA IBM [13]
não seguem a melhor política descoberta nesses trabalhos, mas usufruem do real paralelismo
oferecido pelas arquiteturas atuais.
De fato, a pressão sobre uma JVM rápida impulsionou diversas pesquisas voltadas à
compilação JIT para a linguagem Java [17], que resultou em diversas técnicas e princípios
que foram gradualmente inseridos e aperfeiçados para a construção dos diversos sistemas
que surgiram. Atualmente é conhecido diversas JVMs, tais como: SUN HOTSPOT [48, 45],
JUDO [27] e JIKES RVM [44, 11] que empregam um conjunto de otimizações sobre os
programas. Não obstante, os mesmos princípios foram também empregados na construção
de diversos outros sistemas para outras linguagens, como Erlang [49], Lua [50], Prolog
[12], JavaScript [51] e PHP [52].
3 Arquitetura de Sistemas com Compilação JIT
No decorrer da evolução de sistemas JIT, diversas técnicas e princípios foram elab-
orados e incorporados na medida em que vinham sendo criados. Atualmente é conhecido
sistemas que apostam na detecção de regiões críticas viáveis para otimização/compilação
[50, 53, 49] e outros que sistematizam o emprego de otimizações de código [44, 13]. Con-
tudo, mesmo que o objetivo de tais sistemas seja compilar e executar código nativo sem gerar
degradação no desempenho, os meios empregados para alcançar esse objetivo podem ser
bastante diversificados.
Um sistema JIT é projetado para funcionar em uma das seguintes formas: interpre-
tação mais compilação ou compilação mais recompilação. Sistemas baseados na primeira
forma interpretam todas as unidades de código do programa (função, método ou cláusula,
dependendo das características da linguagem de programação para a qual o sistema foi de-
senvolvido) e geram código nativo para as regiões críticas com um compilador otimizador.
Em contrapartida, sistemas que compilam e recompilam sempre executam código nativo.
Nestes, toda unidade de código invocada é compilada por um compilador base rápido e as
regiões críticas são:
• Recompiladas apenas uma vez por um compilador otimizador; ou
• Recompiladas várias vezes, caso o sistema verifique que as unidades já compiladas
se tornaram inválidas (como no caso de um ou mais de seus dados terem o conteúdo
modificado para outro tipo) ou se o gerente de compilação julgar que uma unidade já
otimizada necessita ser reotimizada com técnicas mais agressivas.
A arquitetura padrão de um sistema JIT é como apresentado na Figura 1.
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Figura 1. Arquitetura genéria de um sistema JIT.
Dentre os componentes do sistema de compilação o principal é o compilador otimizador.
As otimizações aplicadas por ele e o modo como elas são aplicadas satisfazem a decisão de
projeto de cada desenvolvedor. Tais otimizações são adicionalmente guiadas por informações
de perfil (como tipos de dados), coletadas em tempo de compilação (pelo offline profiler) ou
execução (pelo online profiler), para especializar o código e consequentemente torná-lo mais
eficiente. Adicionalmente, tais informações podem ser enviadas ao gerente de compilação,
caso existir, para que este crie um plano de compilação que será enviado ao compilador
otimizador para auxiliá-lo na otimização e geração de código.
Independente da forma de funcionamento, o sistema implementa um componente,
chamado monitor, cuja finalidade é instrumentar cada unidade de código e medir a frequência
de execução destas. Este monitoramento pode ser feito por meio de contadores ou tempo.
Contadores são incrementados a cada invocação/término de execução da unidade de compila-
ção [26]. E frações de tempo são verificadas durante a execução. Em outras palavras, a
função do monitor é detectar regiões críticas, isto é, regiões de código cujo contador (ou
tempo) excedeu um limite e emitir um alerta ao gerente de código para que o mesmo envie
a região crítica recém detectada para (re)compilação. Contudo, existem outros sistemas que
geram código com um compilador otimizador no momento em que as unidades são invocadas,
nesse caso, o monitor não é utilizado.
Na medida em que as regiões críticas são detectadas, estas são encaminhados do ger-
ente de código para o gerente de compilação e inseridas na fila de compilação. Então, o
compilador otimizador compila a região crítica do início da fila e encaminha o código gerado
para o gerente de código.
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O gerente de código gerencia as versões de código para cada unidade de código ex-
istente no ambiente. Embora, o gerente de código possa não estar enquadrado como um
componente particular de alguns sistema JIT, suas funcionalidades subsistem, sendo elas:
• Enviar a versão correta de código para ser executada pelo motor de execução. Em
sistemas que interpretam e compilam, se uma unidade está disponível nas duas versões,
a prioridade de execução é da versão compilada, pois esta é mais rápida. Por outro lado,
em sistemas que compilam e recompilam, a prioridade é da versão mais recente. O
último caso prevalece em sistemas que recompilam várias vezes, pois nestes, o código
tende a ser mais eficiente a cada recompilação.
• Enviar código para o gerente de compilação, que por sua vez, solicita (re)compilação.
• Receber código provido pelo compilador base ou otimizador após uma unidade (ou
região crítica) ser compilada e armazená-la no repositório de código.
O repositório de código consiste de estruturas que armazenam as versões do código:
versão interpretada e versão nativa. A versão interpretada é padrão dos sistemas de modo
misto e pode ser gerada estaticamente, como os bytecodes das JVMs, ou no tempo de carga
do sistema, como o código YAAM [54] do YAP com compilação JIT [12]. A versão nativa,
por sua vez, consiste de código de máquina gerado pelo compilador base ou ainda das regiões
críticas que foram geradas em tempo de execução. Embora o repositório de código tenha
tanto código intepretado quanto nativo, apenas os sistemas de modo misto executam ambas
as versões.
O motor de execução é responsável por executar o código recebido do gerente de
código, independente de sua versão. Este componente pode variar entre vários modos de exe-
cução para partes específicas do programa. Sistemas que interpretam unidades não frequentes
e compilam as demais funcionam em um modo misto de execução. Analogamente, sistemas
que (re)compilam código funcionam apenas no modo de execução de código nativo.
As próximas subseções fornecem mais detalhes sobre os possíveis componentes da
arquitetura de um sistema JIT.
3.1 Compilador Base e Compilador Otimizador
O compilador base gera código nativo em tempo de execução para todas as unidades
de código invocadas pelo sistema, imediatamente antes da primeira invocação. O objetivo
deste compilador é ser um gerador rápido de código nativo. Desta forma, o compilador base
não aplica às unidades compiladas um conjunto de otimizações.
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Com uma abordagem diferente do compilador base, o compilador otimizador gera
código nativo em tempo de execução para as regiões críticas. Por padrão, todo código com-
pilado é otimizado com um conjunto de otimizações pré-definido, independente do programa
em execução. Contudo, o sistema pode ajustar automaticamente o compilador para que este
altere o nível de otimização que será aplicado em uma determinada região crítica. Isto possi-
bilita que o sistema recompile unidades de código buscando melhorar o desempenho, como
também proporciona que o sistema se auto ajuste as características do programa em execução.
3.2 Offline Profiler
O offline profiler é utilizado para derivar informações em tempo de compilação ou car-
regamento do programa, que possam guiar a geração de código especializado. Desta forma, o
objetivo do uso de tais informações é melhorar o desempenho do código compilado, aumen-
tando a velocidade de execução e/ou reduzindo o tamanho do código. A idéia geral é executar
o programa sobre um domínio conservativo, a fim de satisfazer um conjunto de restrições. No
término da execução, os resultados encontrados fornecem uma aproximação correta das in-
formações sobre o programa analisado. Tais informações incluem tipos de dados (no caso de
sistemas para linguagens com tipagem dinâmica), ou mesmo regiões críticas de código.
3.3 Online Profiler
O online profiler permite que o sistema JIT se adapte às características do programa
em execução. Para alcançar tal objetivo, o online profiler monitora a execução dos programas
e coleta informações que possibilitam a geração de código especializado. Isto é independente
da forma que o sistema foi projetado, ou seja, é independente do uso de um modo interpre-
tação mais compilação ou compilação mais recompilação. Nesse sentido, o online profiler
pode coletar as seguintes informações:
Tipos de variáveis Sistemas JIT empregados em linguagens com tipos dinâmicos podem se
beneficiar da coleta do tipo das variáveis. Neste caso específico, o sistema é tradi-
cionalmente implementado de forma genérica para todos tipos de dados possíveis, o
que reflete em instruções de checagem de tipos durante a execução. Portanto, o uso de
tais informações permite que tais checagens sejam removidas.
Informações sobre as unidades de código Informações tais como: tamanho da unidade,
existência de chamadas aninhadas, quantidade de parâmetros, tipos dos parâmetros e
recursividade auxiliam na especialização do código que será compilado, o que tenderá
a aumentar o desempenho do sistema.
Tempo de interpretação Essa informação é útil dependendo da métrica utilizada para de-
terminar se uma unidade é crítica ou não e consequentemente acionar o sistema de
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compilação. As métricas utilizadas pelos sistemas JIT serão descritas na Seção 4.2.
Tempo de compilação Assim como o tempo de interpretação, o tempo de compilação é
outra informação necessária ao sistema, dependendo da métrica utilizada, porque per-
mite definir um tempo ideal de interpretação para que as unidades de código se tornem
regiões críticas. O uso de tal informação também será descrito na Seção 4.2.
É importante observar que as informações coletadas podem ser facilmente modificadas
durante a execução, dependendo das características da linguagem de programação para a qual
o sistema foi desenvolvido.
3.4 Monitor
O sistema JIT instrumenta as unidades de código do programa com parâmetros de
frequência a fim de medir a frequência de execução de tais unidades. Esta instrumentação
pode ser feita com o uso de contadores ou fração de tempo. Desta forma, é papel do monitor
atualizar o parâmetro de frequência e a medida que tal parâmetro atinja um limite pré-definido
este deve alertar ao gerente de código que tal unidade se tornou frequente.
3.5 Gerente de Código
O gerente de código gerencia as áreas de código do sistema. Suas tarefas consistem
basicamente em:
1. Enviar a versão correta da unidade acionada para execução, priorizando o envio do
código nativo mais atual (ou seja, mais especializado);
2. Enviar uma unidade para compilação.
A interação do gerente de código com os demais componentes, bem como o seu com-
portamento com uma unidade de código é definido pelo estado atual da unidade em questão.
Em modo de execução interpretação mais compilação, cada unidade do programa pode as-
sumir um dos seguintes estados: interpretado, frequente ou nativo. No modo compilação
mais recompilação, os estados de uma unidade são: nativo, frequente ou recompilado.
Durante a execução do programa, o gerente de código interaje com o monitor para
identificar quais unidades são frequentes. Desta forma, assim que uma determinada unidade
é detectada, o gerente de código a envia para o gerente de compilação para que este provi-
dencia uma nova versão da unidade. Após o processo de especialização (seja ele compilar ou
recompilar, dependendo da forma de implementação do sitema JIT) de uma unidade é papel
do gerente fornecer ao motor de execução a nova versão da unidade.
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Normalmente, o gerente de código verifica a existência de código especializado e o en-
via para execução, permanecendo nesse processo até não encontrar mais código especializado
para executar ou até finalizar o programa. Adicionalmente, a execução de código especial-
izado pode ser interrompida no caso de ocorrer alguma exceção. Nesse caso, o gerente de
código precisa restaurar o estado do sistema até um ponto anterior ao qual ocorreu a exceção
e enviar ao motor de execução uma versão não especializada da unidade.
3.6 Gerente de Compilação
O gerente de compilação é responsável por criar um plano de (re)compilação para o
(re)compilador otimizador utilizar durante a geração de código. Basicamente, as informações
coletadas pelo offline e/ou online profilers são inferidas para uma região crítica específica e
enviadas ao gerente de compilação para que este crie o plano de compilação adequado. Em
geral, este plano define um conjunto de otimizações pré-determinado pelo desenvolvedor do
sistema, que é o mais adequado àquela região crítica [40]. Além disto, tal plano pode definir
um conjunto de otimizações mediante a análise do próprio programa em execução. Portanto,
neste último caso as otimizações serão habilitadas durante a execução do programa, bem
como a ordem em que elas serão aplicadas [55, 39, 56].
3.7 Repositório de Código
O repositório de código consiste de estruturas que armazenam versões de código in-
terpretado e/ou compilado. Em sistemas que interpretam e compilam, o código interpretado
é o padrão na execução. Este pode ser criado a partir de uma representação de mais alto nível
e então simplesmente carregado na inicialização do sistema ou criado durante o tempo de
carregamento do programa. Por outro lado, sistemas que compilam e recompilam mantém
somente a área de código nativo.
A área de código nativo se expande na medida em que regiões críticas são compiladas.
Nesse sentido, sistemas de compilação JIT podem implementar políticas para garantir que tal
região não cresça mais que um limite determinado, descartando código pouco invocado e
recompilando-o quando necessário, como acontece em Smalltalk [3].
Além disso, sistemas que empregam online e/ou offline profiler podem construir ver-
sões de código especializadas para cada tipo de informação coletada. Portanto, nestes sis-
temas a prioridade de execução é sempre do código especializado para o comportamento
ativo. Porém, é sempre importante manter uma versão genérica para garantir estabilidade
caso o comportamento de uma região de código altere, por exemplo, a mudança de tipo de
uma determinada variável. Outra consideração importante é a construção de um coletor de
lixo [57] associado a sistemas desse tipo. Visto que várias versões de código nativo induzem
a uma expansão contínua da área de código nativo, é importante conter essa expansão. Geral-
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mente, isto consiste em eliminar código inutilizável (não executado por um longo período de
tempo) ou inválido (especializado para uma informação que não é equivalente ao comporta-
mento atual do programa).
3.8 Motor de Execução
O motor de execução é o componente que executa as unidades de código independente
do seu estado. Em sistemas que empregam interpretação mais compilação, o motor de exe-
cução é capaz de interpretar código como também invocar código nativo. Isto indica que para
esta forma de implementação do sistema, o motor de execução é um interpretador que possui
um mecanismo de invocação de código nativo. Para sisstemas que empregam compilação
mais recompilação, o motor de execução é um módulo composto apenas de um mecanimso
de invocação de código nativo.
4 Princípios de Compilação JIT
Visto que em sistemas JIT os compiladores compilam e otimizam código em tempo
de execução é necessário que estes sejam rápidos, efetivos, leves e capazes de gerar código
nativo de alta qualidade. Entre essas necessidades, entretanto, existe um tradeoff entre o
tempo de compilação e eficiência do código gerado, que forma a base desses sistemas. Em
outras palavras, um compilador JIT deve ser sensível à eficiência de tempo e espaço dos seus
algoritmos de otimização, pois uma compilação lenta pode desacelerar o tempo de resposta
do programa. Além disso, é preciso saber o que compilar, pois devido ao fato da compilação
JIT ocorrer em tempo de execução, nem todo trecho de código deve ser compilado. Na
verdade, gerar código nativo para uma unidade específica, cuja execução não compense o
overhead de compilação geralmente não trará resultados satisfatórios.
Além de ser importante conhecer quando compilar, o que compilar e como compilar, é
necessário considerar de forma precisa o mecanismo utilizado na manutenção dos sistemas de
compilação e execução, como também as questões referentes aos atrasos que podem ocorrer,
pois se considerados de forma ingênua, podem ocasionar uma degradação no desempenho.
Por essa razão, as seguintes questões devem ser analisadas:
1. O atraso decorrente da espera da unidade de código para que se torne uma região
crítica; e
2. O atraso decorrente da espera da região crítica na fila de atendimento de compilação.
Formas de tratar estes atrasos são difíceis de projetar ou implementar, devido ao fato
de uma configuração negligente nas formas de detecção de regiões críticas poder ocasionar
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um alto overhead ao sistema como um todo. Pesquisadores têm tentado contornar o atraso
decorrente da unidade à espera para se tornar região crítica, como é o caso dos trabalhos de
Krintz [30], Namjoshi e Kulkarni [58] e Campanoni et al [59], porém com o custo de requerer
execução prévia do sistema ou um processador adicional. Com respeito ao atraso decorrente
da espera na fila de compilação, diversos trabalhos procuram utilizar prioridades nas threads
[60] do compilador [44, 43, 42, 13].
4.1 Manutenção dos Sistemas de Compilação e Execução
Plezbert e Cytron [26] classificaram as possíveis abordagens para o gerenciamento
entre a compilação e a execução em um sistema JIT da seguinte maneira:
JIT Neste tipo de sistema, a unidade de código é compilada imediatamente antes de sua
execução e uma única thread é utilizada para alternar entre compilação e execução.
Isso significa que o motor de execução é suspenso durante a atividade do compilador.
Como essa abordagem traduz código sob-demanda, ela evita que o sistema compile
inutilmente alguns trechos de código, devido ao fato de grandes programas possuirem
porções de código que as vezes não são executados. Um sistema que segue essa abor-
dagem é a JVM KAFFE [7].
Smart JIT Apesar da vantagem inerente aos sistemas que utilizam a abordagem anterior,
esta pode acarretar perda de desempenho para uma situação na qual o sistema compile
todas as unidades de código invocadas. Como a maior parte do tempo de execução da
maioria dos programas está relacionado a execução de uma pequena faixa de código
[61, 62], pode não ser viável compilar faixas se elas não forem executadas com frequên-
cia. Em outras palavras, uma compilação eficiente deve saber escolher o que compilar.
Smart JIT emprega técnicas que visam detectar unidades de código frequentes e então,
compilar somente estas. Em tais sistema também é utilizado somente uma threads,
o que torna obrigatório suspender para compilação a execução de código. Sistemas
Smart JIT são: SELF-93 [8, 9], JUDO [27], JIKES RVM [44], YAPC [12], LUAJIT
[50] e HIPE [49].
Compilação Contínua A técnica de compilação contínua foi inicialmente apresentada como
um modelo teórico e tem sido empregada em alguns sistemas atuais [44, 45, 13], prin-
cipalmente após o surgimento (e expansão) de arquiteturas multi-core. A explicação
para a implantação de compilação contínua após o surgimento dessas arquiteturas é
que tal abordagem utiliza, mais de uma thread: uma para execução e as demais para
compilação. Embora, ainda detecte regiões críticas, assim como Smart JIT, a vantagem
intrínseca é que o ambiente não precisa suspender a execução para gerar código nativo.
Entretanto, o custo de implementação é maior: as threads precisam ser gerenciadas,
bem como o acesso aos dados compartilhados, como o gerente de código e a fila de
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regiões críticas escalonadas para compilação (no caso de haver mais de uma thread de
compilação).
4.2 Acionamento do Sistema de Compilação
Basicamente, um sistema de compilação JIT funciona da seguinte forma: em primeiro
lugar, ele instrumenta cada unidade de código com informações que medem a frequência de
sua execução. Em seguida, o programa é interpretado [51, 35, 48, 45, 13] ou compilado
com um compilador rápido [44, 27, 9] e então executado. Durante a execução do programa,
o sistema monitora as unidades de código com o objetivo de detectar quais unidades são
frequentes, ou seja, quais regiões são críticas. Este monitoramento é realizado verificando a
informação que mede a frequência de execução de cada unidade. Desta forma, uma unidade
de código é então dita crítica se sua informação de frequência atinge o limite pré-definido
pelo sistema.
Para detecção das regiões críticas, sistemas JIT atuais empregam contadores [51, 23,
9, 48, 50, 49, 12], amostras de tempo [44] ou uma combinação entre contadores e amostras de
tempo [27]. O uso de contadores requer que o sistema conte o número de invocações de cada
unidade, enquanto a amostragem de tempo precisa interromper a execução periodicamente
para atualizar o tempo da unidade. De qualquer forma, independente da abordagem utilizada,
a unidade é enviada para compilação quando a respectiva métrica alcançar um limite pré-
definido.
A escolha de um limite correto é crucial para alcançar um bom desempenho de execu-
ção. Um limite muito baixo pode compilar código em demasia, o que aumenta o overhead
de compilação e gera muito código nativo, que provavelmente não proporcionará ganhos de
desempenho em execuções posteriores (se ocorrer). Por outro lado, um limite muito alto pode
tornar o sistema muito conservativo que impede que regiões críticas ideais sejam compiladas.
Uma base teórica para ajustar a métrica utilizada pelo compilador foi dada por Karp
[63]. Tal base afirma que o ideal é a unidade ser interpretada um número de vezes suficiente
para compensar o overhead de compilação. O trabalho de Plezbert e Cytron [26] explora
outras métricas, a saber: crossover e balance. Crossover utiliza o tempo de compilação
da unidade, juntamente com um parâmetro chamado ponto de crossover para encontrar um
limite ideal para a amostra de tempo. Enquanto isso, balance envia para compilação as
unidades cujo tempo de interpretação ultrapassa seu tempo de compilação. Tais abordagens,
entretanto, são difíceis de implementar porque na prática, encontrar o tempo de compilação
das unidades requer uma estimativa (que não é precisa) ou uma passagem adicional pelo
programa (que pode não ser desejável em alguns casos).
No entanto, alguns trabalhos recentes têm buscado formas de enviar as unidades de
código o mais rápido possível para compilação. O trabalho de Krintz [30] explora um mecan-
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ismo em tempo de compilação para detectar previamente as regiões críticas, enquanto que
Namjoshi e Kulkarni [58] propuseram uma técnica de predição utilizando um processador
adicional. Outra técnica de predição, implementada no trabalho de Campanoni et al [59],
procura dar ênfase às unidades mais próximas da unidade em execução atual, julgando-as
possuírem maior probabilidade de serem invocados futuramente. Além disso, as arquiteturas
multi-core têm sido exploradas ultimamente para manter threads específicas somente para
compilar ou executar código. Sistemas que utilizam esta abordagem são: SUN HOTSPOT
[48, 45], JIKES RVM [44] e ILDJIT [46, 47].
4.3 Seleção de Unidades de Compilação
Um fundamento importante relacionado às questões abordadas por Hansen [23], coube
a Hölzle no seu trabalho com SELF-93 [8, 9]. Hölze observou que o mecanismo de se-
leção das unidades que serão efetivamente compiladas (o que compilar) é mais importante
que o mecanismo para disparo de compilação (quando compilar). O mecanismo de seleção
de unidades é uma forma de “previsão” de frequência de execução das unidades de código.
Pois, como não é possível identificar o número de vezes que uma unidade será executada no
futuro, é considerado que sua frequência de execução a partir de um determinado ponto seja
proporcional a sua frequência de execuções antes deste ponto. Desde os primeiros trabalhos
relacionados a compilação JIT até os mais recentes, três estratégias de seleção de unidades
viáveis para compilação foram propostas, são eles: (1) seleção baseada em sub-rotinas; (2)
seleção baseada em regiões; e (3) seleção baseada em caminhos de execução.
4.3.1 Seleção Baseada em Sub-rotinas Compiladores JIT possuem, em muitos casos,
uma estrutura similar à dos compiladores estáticos e como os tais, herdam os mesmos fun-
damentos. Basicamente, um compilador estático constrói, para cada sub-rotina, um grafo de
fluxo de controle e aplica uma série de otimizações sobre ele. A sub-rotina completa, bem
como todas as demais alcançadas a partir desta são compiladas e otimizadas sem qualquer
preocupação quanto ao tempo, pois neste caso, esse é um parâmetro irrelevante. Como men-
cionado, compiladores JIT funcionam de forma similar, mas com a única diferença de que
compilam as sub-rotinas sob demanda, ou na primeira invocação ou apenas aquelas que são
consideradas importantes para o desempenho, sejam elas funções [50, 49], métodos [27, 3, 7]
ou cláusulas [12].
No entanto, regiões críticas possuem trechos de código que são pouco ou nunca exe-
cutados [62, 64], o que pode causar efeitos adversos e reduzir a efetividade das otimizações
[65]. Um exemplo típico é a aplicação de inline que é muitas vezes restringinda a sub-rotinas
cujo tamanho do código ultrapasse um limite pré-estabelecido, para evitar possíveis explosões
de código [66]. Consequentemente, uma sub-rotina já integrada, porém com muito código
infrequente, pode impedir que sub-rotinas frequentes sejam também integradas à sub-rotina
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principal na medida que inline se expande.
A escolha de sub-rotinas como a unidade básica de compilação em sistema JIT é, de
fato, uma escolha conveniente (fácil de manter), mas se for assumido o fato de que a maioria
das sub-rotinas são compostas por porções de código não frequentes, o ideal seria detectar
e eliminar estas porções, a fim de reduzir o esforço das otimizações e gerar um código mais
eficiente.
4.3.2 Seleção Baseada em Regiões No contexto de compilação JIT, esta técnica procura
por porções de código pouco frequentes dentro de uma unidade e as eliminam do mecan-
ismo de seleção. Portanto, as regiões críticas são os trechos de código frequentes dentro das
unidades e não necessariamente uma sub-rotina.
Essa estratégia foi inicialmente baseada em informações coletadas estaticamente e ex-
plorada por um framework de compilação para um ambiente estático [67]. Basicamente,
estatégias para formação de regiões são dependentes da classe do sistema que a imple-
menta. Enquanto sistemas estáticos utilizam informações coletadas estaticamente para guiar
a formação de regiões e preferem escolher porções de código (geralmente blocos básicos)
de maior frequência para compor tais regiões, sistemas de otimização binária, como DY-
NAMORIO [68] e MOJO [69], se baseiam em informações coletadas dinamicamente, tomando
o fluxo de execução corrente para reotimizá-lo em tempo de execução.
Por outro lado, compiladores JIT não são beneficiados no todo por informações co-
letadas estaticamente. Além disso, utilizar apenas contadores ou amostras de tempo pode
ocasionar a exclusão de blocos críticos não dominantes na formação de uma região. Um
exemplo é um bloco if-then-else, no qual, tanto then quanto else são executados
frequentemente. Neste caso, informações coletadas dinamicamente auxiliariam na escolha de
apenas um destes blocos (aquele com uma frequência levemente superior) para a formação
da região de compilação. Se isso não ocorrer, há grandes chances de que o bloco ignorado
leve a degradação o desempenho do sistema [65].
O trabalho de Suganuma et al [31] foi o primeiro a abordar a técnica para detecção de
regiões para compiladores JIT, em sistemas Java. A idéia básica é inicialmente assumir que
cada método seja representado como um grafo de fluxo de controle com apenas uma entrada
e uma saída. Em seguida, os blocos básicos (que consistem nos nós do grafo) são marcados
como frequentes ou não frequentes com base em algumas heurísticas. Normalmente, blocos
que contém classes não referenciadas, que terminam com uma instrução de exceção ou que
manipulam exceções são considerados não frequentes e blocos que finalizam com instruções
de retorno normais são marcados como frequentes. Adicionalmente, informações coletadas
em tempo de execução podem ajudar a detectar blocos nunca executados, marcando-os tam-
bém como não frequentes. Finalmente, uma passagem pelo grafo de fluxo analisa cada bloco
básico, marcando-o como não frequente na sua saída somente se a entrada de todos os seus
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sucessores definirem este como frequente. Desta forma, é definido como não frequente todo
bloco básico definido como não frequente na sua entrada e sua saída. Tais blocos, enfim,
podem ser desconsiderados dentro do método e não terão código final gerado.
4.3.3 Seleção Baseada em Caminhos de Execução Sistemas baseados em seleção por
caminhos de execução [51, 53, 35] procuram definir como regiões críticas os caminhos de
execução frequentes que podem ultrapassar os limites de uma sub-rotina. O primeiro tra-
balho a explorar os conceitos desta técnica foi um sistema para tradução binária, chamado
DYNAMO [36]. Este sistema utiliza informações coletadas em tempo de execução para de-
tectar e otimizar caminhos críticos de execução. Contudo, foi somente com o HOTPATHVM
[35] que essa técnica foi utilizada em compilação JIT.
Basicamente, a detecção de caminhos críticos de execução funciona da seguinte maneira:
um contador é mantido no início de cada backward branch (desvios cujo endereço alvo é
menor que o endereço da instrução de desvio), que é incrementado toda vez que o desvio
é executado. Quando o valor de um contador de destino excede um limite, o caminho de
execução é gravado, compilado, armazenado em uma cache específica e invocado pelo inter-
pretador ou pelo ponto de saída de outro caminho de execução compilado.
Dessa forma, as partes constituintes de um caminho de execução é o início dele (a
cabeça), que é uma instrução ou unidade executada frequentemente e um corpo que é esten-
dido ao longo do código, a partir da cabeça até um ponto onde uma das seguintes condições
ocorrem:
• Um ciclo de instruções é detectado;
• O caminho gravado excede um tamanho pré-definido;
• Uma instrução incomum, como um manipulador de exceções, é encontrada; ou
• Uma instrução que forma a cabeça de um caminho de execução é encontrada.
Desde HOTPATHVM, muitos compiladores JIT baseados em seleção de caminhos
foram implementados, dentre eles, TRACEMONKEY [53], LUAJIT [50], TAMARIN-TRACE
[51] e HAPPYJIT [52].
Provavelmente a próxima tendência na construção de compiladores JIT utilizará sele-
ção por caminhos de execução para detectar regiões críticas mais eficientes. Hayashizaki et
al [38] demonstraram que a remoção de falsos laços dos caminhos detectados é uma boa es-
tratégia para melhorar o desempenho, embora outro trabalho atribuído a Inoue et al [70] tenha
demonstrado que detectar grandes caminhos de execução e escaloná-los para compilação é
também uma boa estratégia. Adicionalmente, a vantagem em manter grandes caminhos de
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execução é que, quanto maior for, maior as oportunidades de otimização [37], que convergem
em código mais eficiente.
4.4 Geração de Versões Especializadas
Com a ocorrência de novas pesquisas, novas técnicas que auxiliam compilação JIT
foram criadas e aperfeiçoadas, como drag-along [19], comumente conhecida como avaliação
tardia e código misto [21] e ainda empregada em sistemas que interpretam e compilam. No
contexto de linguagens orientadas a objetos, SELF [4, 5, 6, 8, 9] inovou no desenvolvimento
de otimizações mais agressivas, como a customização de código que é utilizada para criar
métodos especializados por tipo de dado e type feedback, que extrai informações de tipos de
execuções prévias para auxiliar no processo de compilação.
O processo de otimização visa transformar unidades de código para torná-los mais efi-
cientes em termos de tempo, espaço e/ou consumo de energia. Diversas técnicas que integram
esse processo são especializadas para um conjunto de tarefas, como simplificar expressões
constantes [57], eliminar expressões comuns [71] ou simplificar laços dos programas [72]. A
saída da unidade otimizada deve ser mantida e a única diferença notada pelo usuário final é
o benefício gerado por tais técnicas, como a execução rápida de código e reduções do espaço
ocupado e energia consumida. No que se refere à compilação JIT, é esperado que o processo
de otimização consuma pouco tempo de compilação.
A aplicação de técnicas de otimização [73], em compiladores JIT em particular, gera
um tradeoff entre o tempo de compilação e a eficiência do código final. Em compiladores
estáticos, o overhead inerente pode ser ignorado, portanto tais técnicas são aplicadas em
tempo de compilação. Como resultado, otimizações mais agressivas podem ser aplicadas
arbitrariamente. Por outro lado, ambientes de compilação JIT precisam ser criteriosos, uma
vez que o tempo de compilação (e otimização) integra o tempo total de execução. Por esta
razão, uma decisão negligente pode resultar em uma degradação no desempenho do sistema
como um todo. Nesse sentido diversos sistemas têm adotado diferentes abordagens.
Adaptive Fortran [23] escolhe e aplica técnicas diferentes a cada invocação de
uma unidade código. Por outro lado, os compiladores de SELF-93 [8, 9], JUDO [27], SUN
HOTSPOT [48, 45] apostam em um conjunto de otimizações pré-definidas e pré-ordenadas
aplicadas uma única vez por unidade de código. Embora, apenas SELF e SUN HOTSPOT
CLIENT evitem otimizações mais agressivas.
Por outro lado, JIKES RVM [44, 11] implementa um sistema de otimização adaptativa.
Geralmente, o sistema utiliza um cálculo de custo-benefício para julgar o nível de otimização
que uma unidade prestes a ser compilada receberá. Outro sistema que implementa otimiza-
ções em nível é a MÁQUINA VIRTUAL DA IBM [13]. Contudo, as otimizações aplicadas
em cada nível são técnicas atribuídas manualmente pelos desenvolvedores e consomem um
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tempo dispendioso para avaliação. Nesse sentido, um trabalho recente [39] tem buscado
aplicar busca evolucionária para encontrar planos de otimização que regulam o tradeoff ex-
istente entre o tempo de compilação e a eficiência do código.
Em geral, as otimizações aplicadas pelo sistema de compilação JIT utilizam análises
de fluxo de dados que precisam encontrar os usos de cada definição de variável ou a definição
de cada uso em cada expressão. O canal def-uso é uma estrutura de dados que torna este
acesso mais eficiente: para cada declaração no grafo de fluxo, o compilador mantém uma lista
de ponteiros para todos os usos da variável definida nesta declaração, e para cada instrução
uma lista de ponteiros para todas as definições das variáveis usadas nela. Desta maneira, o
compilador pode rapidamente saltar da definição para o uso ou vice-versa.
Uma melhoria nesta idéia é o uso da representação Static Single-Assignment (SSA)
[74, 75], uma representação intermediária na qual cada variável possui apenas uma definição
no programa. A única (estática) definição pode estar em um laço que é executado diversas
(dinâmicas) vezes, logo o nome representação static single-assignment ao invés de representa-
ção single assignment (onde variáveis nunca são redefinidas). A representação SSA é popular
em sistemas JIT por diversas razões:
1. Análises de fluxo de dados e algoritmos de otimização podem ser implementados de
maneira simples quando cada variável possui apenas uma definição.
2. Se a variável possui N usos e M definições, o espaço necessário para representar as
estruturas def-uso é proporcional a N × M . Para a maioria dos programas reais, o
tamanho da representação SSA é linear no tamanho do programa original.
3. Usos e definições das variáveis na representação SSA simplificam algoritmos como
construção de um grafo de interferência, que é utilizado por alocadores de registradores
baseados em coloração de grafo, como o empregado pelo sistema SUN HOTSPOT
SERVER.
4. Usos não relacionados da mesma variável em um programa tornam-se diferentes variá-
veis na representação SSA, eliminando relacionamentos desnecessários.
A escolha por esta representação está baseada nas razões descritas acima. Contudo,
entender o comportamento do programa é crucial para obter um bom desempenho. Embora o
uso de uma representação SSA torne os algoritmos de otimizações mais leves e simples, ela
possui o problema de aumentar o tamanho do código gerado e a pressão por registradores. O
tamanho do código aumenta devido ao uso de uma única definição para cada variável, acar-
retando o aumento dos acessos à memória. Consequentemente, o aumento da quantidade de
variáveis aumenta a pressão por registradores. Em uma arquitetura com poucos registradores
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isto pode acarretar uma quantidade expressiva de spills, isto é, uma expressiva representação
de variáveis na memória, ocorrida pela falta de registradores.
Além do uso de uma representação SSA, sistemais modernos utilizam diferentes pro-
filers para também auxiliar o processo de geração de versões especializadas. Profilers [30, 58]
são projetados para coletar informações estruturais e comportamentais do programa, como
tipos de dados, modos de execução e backward branches, estaticamente e/ou dinamicamente.
Type feedback profiler foi implementado pela primeira vez no compilador SELF-93 [8, 9] de
modo a extrair informações de tipo de execuções prévias e retorná-las ao compilador. Este
retorno poderia acontecer dinamicamente ou estaticamente. Para tal, o sistema instrumentava
o código para gravar os tipos coletados e propagá-los ao sistema de compilação na medida em
que a execução prosseguia. Dessa forma, baseado nas informações coletadas, o compilador
poderia prever prováveis classes receptoras (no contexto de SELF), ou tipos de dados (em um
contexto geral) e gerar código mais eficiente. Em uma situação onde type feedback indicar
que uma determinada variável sempre assumirá um valor inteiro, o compilador poderá gerar
código especializado para esta situação.
Além das questões já abordadas, um fato que deve ser observado no desenvolvimento
de sistemas de compilação JIT é o fato de algumas otimizações altamente efetivas serem
complicadas por causa da flexibilidade de determinadas linguagens de programação. No
contexto de Java, por exemplo, métodos virtuais limitam a aplicação de inline. Aplicar
esta técnica é difícil para métodos virtuais porque não se sabe estaticamente que método
será invocado. Desta forma, inlining de métodos virtuais pode acarretar, em alguns casos,
a necessidade do método compilado ser invalidado quando uma nova classe for carregada.
Nestes casos, o método é compilado novamente sem esta otimização.
Remover o código compilado resulta em um retorno ao interpretador. Uma solução
para este caso é substituir o código compilado pelo interpretado. Esta situação mostra uma
vantagem de ter simultaneamente código compilado e interpretado. A transição entre código
compilado e interpretado é chamada de desotimização. Para tal, o compilador deve gerar
uma estrutura de dados que permita a reconstrução do estado do interpretador até o ponto de
chamada do código compilado.
Desotimização é fundamental para que o compilador possa realizar otimizações agres-
sivas que aceleram a execução normal e seja capaz de gerenciar situações onde uma deter-
minada otimização deva ser desfeita. Existem casos críticos onde o método compilado é
desotimizado, por exemplo, quando ocorrem exceções. Com desotimização, o código com-
pilado não precisa gerenciar tais situações, que em geral são casos incomuns. Sistemas que
utilizam este recurso são SELF [4, 5, 6, 8, 9], SUN HOTSPOT CLIENT [48] e SUN HOTSPOT
SERVER [45].
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4.5 Implementação e Desempenho
Uma questão importante no tocante a implementação de um sistema JIT é a escolha
adequada dos príncipios que nortearão tal implementação. As escolhas de projeto devem
balancear o tradeoff existente entre tempo de compilação e a eficiência do código gerado.
De fato, implementação e desempenho são duas questões que estão relacionadas. Portanto, o
projeto de um sistema deste porte deve considerar as seguintes questões:
Modo de implementação A escolha entre um sistema misto ou um com compilação e re-
compilação possui vantagens e desvantagens. Sistemas que utilizam um interpretador
proveêm um ambiente portável, seguro e de fácil implementação. Contudo, tais sis-
temas incorrem no overhead de interpretação. Por outro lado, embora tal overhead não
ocorra em sistemas que utilizam apenas compilação, tais sistemas são mais complexos
para manter. Além disto, a tendência é que sistemas que utilizam apenas compilação
tenham um desempenho superior aqueles que ainda interpretam código (isto em relação
a sistemas que utilizem as mesmas abordagens para implementar/solucionar as demais
questões). Pelo fato, do tempo gasto em interpretação ser geralmente uma ordem de
grandeza maior que a execução de código compilado.
Sistemas de Compilação e Execução A abordagem ideal utilizada no mecanismo de
compilação e execução deve aproveitar ao máximo a capacidade das arquiteturas de
hardware atuais. Com a limitação no aumento gradual do clock do processador [76], as
arquiteturas modernas tem investido em máquinas multi-core. Tais máquinas proveêm
diversos núcleos de processamento, que são utilizados para executar diversas tarefas
simultaneamente. Desta forma, o ideal é explorar tais arquiteturas utilizando um sis-
tema de compilação contínua. De fato, a abordagem JIT incorre em pelo menos dois
problemas. Primeiro, tal abordagem não utiliza a detecção de regiões críticas e conse-
quentemente pode incorrer em overhead de compilação de unidades que não amorti-
zaram o tempo gasto pelo compilador. Segundo, não utiliza informações coletadas em
tempo de execução. Como cada unidade é compilada imediatamente antes de sua invo-
cação, não existe no sistema informações estruturais e comportamentais da unidade já
que esta não foi ainda executada. Porém, é possível que tal abordagem seja beneficiada
pelo uso de um offline profiler. A abordagem smart JIT possui o atrativo de minimizar
o overhead de compilação, gerando código especializado apenas para regiões críticas.
Contudo, incorre no problema de parar o motor de execução para que o sistema de com-
pilação seja acionado. A compilação contínua além de possuir o atrativo de minimizar
os problemas inerentes as outras duas abordagens, possui o pontencial de explorar as
arquiteturas modernas. Isto decorrente do uso de pelo menos duas threads, uma para o
motor de execução e outra para o sistema de compilação.
Acionamento do Sistema de Compilação O uso de contadores para acionar o sistema de
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compilação possui o atrativo de ser uma abordagem simples de implementar, em com-
paração com a abordagem de utilizar amostragem de tempo. Balance necessita da im-
plementação de um mecanismo de monitoramento de tempo de execução e crossover
necessita que o programa seja compilado previamente. Abordagens que utilizam amostragem
de tempo não são adequadas para sistemas interativos. Mas possuem potencial para sis-
temas servidores, nos quais não existe a interação direta com o usuário e geralmente as
aplicações possuem um longo tempo de execução. É importante ressaltar, que embora
com o uso de crossover exista a necessidade de compilar previamente o programa, a
estimativa correta do limite máximo do contador requer informações impíricas, situ-
ação que também requer execuções prévias da aplicação. De fato, uma boa estimativa
irá requerer diversos experimentos, por outro lado crossover requer apenas uma única
execução. Nesta questão, o trabalho de Suganuma et al [77] demonstrou que o uso
de contadores pode ser mais eficiente do que o uso de amonstras de tempo. Portanto,
embora a estimativa do limite do contador seja uma tarefa dispendiosa esta pode pro-
porcionar um bom desempenho ao sistema.
Seleção de Unidades de Compilação A escolha de sub-rotinas como unidades de compila-
ção possui o atrativo de ser uma abordagem natural. Contudo, o fluxo de execução de
um determinado programa pode se concentrar apenas em uma porção de código con-
tida em uma sub-rotina, com ainda ultrapassa tal fronteira. O uso de regiões possui o
atrativo de eliminar porções de código que não são executados frequentemente. E o uso
de caminhos de execução além de possuir este atrativo, possui o potencial de integrar
em uma única porção compilada diversas unidades de código. Esta integração possui
a tendência de minimizar o custo do chaveamento entre diversas versões de código.
Como também, de aumentar o escopo de aplicação de otimizações de código. Con-
sequentemente, aumentando o desempenho do sistema. Por outro lado, caminhos de
execução requer uma esforço maior de implementação do que as outras duas aborda-
gens. Isto pode ser evidenciado pelo fato de tal estratégia requerer algoritmos mais
elaborados para sua implementação, como também para que os caminhos detectados
não degradem o desempenho do sistema. Tal degradação pode ocorrer pelo fato do
caminho de execução ser tomado a partir de uma unidade não frequente, o que po-
tencialmente não amortizará o overhead de compilação, como também o chaveamento
entre versões diferentes de unidades.
Geração de Versões Especializadas Esta tarefa é uma necessidade em sistemas JIT, pelo
fato de tal sistemas terem por objetivo aumentar o desempenho de ambientes projeta-
dos para executar programas. Independente do modo de implementação do sistema, o
projetista deve prover um mecanismo que seja capaz de especializar o código que está
sendo gerado durante a execução do programa, em outras palavras o projetista deve
implementar um mecanismo que aplique otimizações ao código compilado. Uma abor-
dagem conservativa embora seja simples do ponto de vista da implementação, possui a
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tendência de não prover um código com uma alta eficiência, embora que gerar código
de alta qualidade seja um problema complexo de ser resolvido. O ideal é que o sistema
se adapte as características do programa em execução e desta forma escolha dinami-
camente quais otimizações aplicar. Ainda nesta questão, é papel do desenvolvedor do
sistema escolher quais algoritmos utilizar para implementar cada otimização. Isto pelo
fato de existirem algoritmos que são mais eficientes em determinadas situações, pois a
eficiência de um algoritmo de otimização está relacionada ao contexto de sua aplicação
como também a representação interna utilizada para o código do programa.
5 Sistemas
Mesmo que os primeiros sistemas de compilação JIT tenham surgido a partir de 1960,
com LISP, somente uma década após, com o trabalho de Hansen, é que os desafios a serem
enfrentados por tais sistemas foram formalizados [23]. Desde então, sistemas de compilação
JIT tem incorporado diversos princípios que diversificaram decisões de projeto, arquitetura e
técnicas. Tais decisões são destacadas na apresentação dos sistemas a seguir.
Adaptive Fortran foi projetado para suportar execução de código em modo misto [23]. To-
dos as unidades de código do programa são instrumentadas com contadores, que são
atualizados a cada chamada da unidade. Dessa forma, uma unidade se torna um can-
didato para a “próxima otimização” caso seu contador ultrapasse o limite de frequên-
cia pré-estabelecido. Durante esse passo, um código supervisor é invocado entre as
unidades de código, que acessa os contadores e aplica otimizações (se necessário). Por
fim, o sistema transfere o controle de execução para a próxima unidade, dando prefer-
ência na execução da versão nativa dessa unidade, se existir. As unidades de código
escalonadas para compilação são otimizados por uma técnica de otimização por vez e
recompilados com uma técnica de otimização diferente caso se tornem regiões críticas
novamente. Esta estratégia mostrou ser uma esquema de (re)compilação primitivo, que
foi mais tarde aprimorado por outros sistemas [44, 27, 9, 13].
Sistema de Smalltalk-80 traduz código da MÁQUINA VIRTUAL SMALLTALK [78] para có-
digo nativo no momento em que um método é invocado [3]. Após esse processo, o
código gerado é armazenado em uma cache para execuções posteriores. O sistema
projetado é vinculado a um gerenciamento de memória, que impede a paginação de
código nativo caso a cache ultrapasse um limite de armazenamento. Se por algum
momento esse limite for alcançado, o código nativo é simplesmente descartado e no-
vamente gerado, caso necessário.
SELF possui um ambiente de execução que implementa o mecanismo de compilação mais
recompilação [8, 9]. Basicamente, um compilador rápido não otimizador compila as
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unidades de código que estão prestes a serem executadas e, utilizando contadores, o
sistema identifica os métodos críticos e compila-os com um compilador otimizador.
Este último emprega compilação baseada em região, porém diferente daquela apresen-
tado por Suganuma et al. [65]. Para tal, um sistema de predição de tipos é utilizado
para detectar e remover código das mensagens enviadas às classes pouco comuns, o
que significa que apenas código de mensagens enviadas às classes frequentes são com-
pilados.
Kaffe pode executar código tanto em forma interpretada quanto compilada [7]. No modo
de compilação, KAFFE compila todos métodos no momento de sua invocação e não
executa código misto. Isso significa que o sistema se enquadra no modelo JIT, segundo
a visão de Plezbert e Cytron [26]. O compilador JIT incorporado converte os bytecodes
de entrada em uma representação intermediária chamada KaffeIR, que é mapeada para
código nativo do hardware utilizado, por meio de um conjunto de macros pré-definidas.
Jikes RVM emprega a estratégia de compilação mais recompilação [44, 11]. Ele com-
pila todos os métodos na medida em que são invocados por um compilador base não
otimizador e recompila as regiões críticas com um compilador otimizador [11], que em-
prega várias otimizações separadas em tês níveis. O primeiro consiste de um conjunto
de otimizações aplicadas durante a tradução dos bytecodes para uma representação in-
termediária utilizada pelo compilador. O segundo nível aplica todas as otimizações
do primeiro nível, em adição com inline e outras otimizações locais. Por fim, o nível
mais agressivo emprega todas as otimizações do nível anterior, em adição com otimiza-
ções baseadas na representação SSA para variáveis escalares [79]. Basicamente, JIKES
RVM detecta regiões críticas empregando amostras de tempo. As regiões críticas são,
portanto, encaminhadas para uma fila e julgadas propícias para (re)compilação (em
níveis maiores de otimização) ou não, baseado em uma análise de custo-benefício re-
alizada pelo sistema. Dessa forma, se parecer rentável, a região crítica é (re)otimizada
de acordo com o nível de otimização avaliado por uma thread específica, de modo a
evitar pausas na execução e se beneficiar de paralelismo.
JUDO (JAVA UNDER DYNAMIC OPTIMIZATION) compila todo o código por um gerador
rápido de código e instrumenta-o de modo que o sistema possa coletar informações
em tempo de execução [27]. Por fim, as regiões críticas detectadas são escalonadas
para compilação por um compilador otimizador, que aplica otimizações agressivas.
Tais regiões são detectadas de duas formas possíveis: (1) utilizando contadores, ou
(2) utilizando tempo. Na primeira abordagem, cada método é instrumentado com um
contador fixado com um valor limite. No momento em que o método é chamado, seu
contador é decrementado e, chegando a zero, o método é imediamente enviado para
compilação. Já, na segunda abordagem uma thread separada é invocada em deter-
minados intervalos de tempo para verificar o valor-limiar (medido em segundos) de
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todos os métodos (seu tempo de execução) e enviar para compilação aqueles que se
tornaram regiões críticas. Com o uso de contadores, o método é enviado para compi-
lação imediatamente após o contador vinculado atingir o valor zero, contadores que são
decrementados antes da execução do método. Por outro lado, com o uso de tempo, se o
sistema identificar que um método atingiu um limiar de execução, este só será enviado
para compilação na sua próxima chamada.
HiPE é um compilador JIT para a linguagem Erlang baseado em compilação de sub-
rotinas [49]. Este compilador ainda inclui extensões para que o sistema suporte execu-
ção em modo misto de código. Todas as sub-rotinas são interpretadas pela máquina
virtual no início da execução e somente aquelas frequentemente executadas são com-
piladas. Medidas utilizadas para verificar a frequência de chamada de sub-rotinas in-
cluem contadores e tempo.
Máquina Virtual da IBM gera código nativo somente para os métodos críticos e interpreta
os demais [13]. A contagem de frequência se baseia no uso de contadores, que são
incrementados a cada chamada ao método. Unidades de código que representam laços
frequentes também são considerados para compilação. Tal como em JIKES RVM,
o sistema implementa compilação em multi-nível, cuja configuração foi baseada em
medidas empíricas de custo versus benefício obtidas do trabalho de Ishizaki et al [40].
Três níveis de otimização são aplicados: o primeiro nível aplica um conjunto muito
reduzido de otimizações, próprio para minimizar o overhead de compilação, enquanto
os demais aplicam todas as otimizações disponíveis no compilador repetidas vezes,
porém em quantidade limitada no nível intermediário. Na medida em que um método
é compilado, este é monitorado periodicamente pelo sistema. Dependendo do valor do
contador encontrado (a frequência), o método é promovido com otimizações de nível 2
ou 3. No nível 1, a compilação é regida pela própria thread de aplicação (configuração
Smart JIT), porém os níveis 2 e 3, empregam threads separadas para compilação em
segundo plano (compilação contínua).
HotPathVM é um compilador JIT baseado em caminhos de execução projetado para a
máquina virtual JamVM [35, 80], própria para dispositivos embarcados. O sistema
primeiramente interpreta os bytecodes Java construindo os caminhos para os trechos de
código executados em maior frequência e, em seguida, gera código nativo para estes.
Infelizmente, informações relacionadas a forma de detecção de regiões críticas não são
fornecidas. Segundo os autores, HOTPATHVM utiliza apenas 150 KB de memória, in-
cluindo código e dados, e consegue gerar código compatível àqueles gerados por outros
compiladores JIT de grande porte.
YAP com compilação JIT foi projetado para melhorar o desempenho de linguagens lóg-
icas [12]. Inicialmente todas as cláusulas são instrumentadas com contadores e in-
terpretadas. Cada invocação, contudo, incremeta o contador em uma unidade. Dessa
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forma, uma cláusula se torna uma região crítica caso seu contador atinja um limite pré-
estabelecido, embora somente as cláusulas com um tamanho mínimo sejam escalon-
adas para compilação. Esta última restrição é para evitar que o compilador gaste tempo
compilando uma unidade que possivelmente não trará benefício na execução. O sis-
tema em si aplica poucas otimizações de código se comparado a outros sistemas JIT
existentes, mas consegue acelerar de forma significativa a execução de Prolog frente a
sua contraparte puramente interpretada.
Sun HotSpot inicialmente interpreta todos os métodos e vincula a estes contadores que me-
dem a frequência de execução. Portanto, cada método é escalonado para compilação
quando o seu contador atinge um limite. Adicionalmente, métodos com alto tempo
de execução também podem ser compilados, mesmo se invocados poucas vezes. O
ambiente de execução compartilha dois compiladores: o compilador cliente [48] e o
compilador servidor [45], que podem ser escolhidos manualmente a cada execução. O
compilador SUN HOTSPOT CLIENT [48] é indicado para programas interativos, cujo
tempo de resposta é mais importante que o desempenho, sendo então projetado para
alcançar um tradeoff entre a velocidade de execução e o desempenho do código final
gerado. A compilação é realizada em diversas etapas, que transformam o código grad-
ualmente até gerar o código final da plataforma alvo. O compilador SUN HOTSPOT
SERVER [45] é indicado para programas de longa duração, cujo tempo de execução de
código nativo compense o tempo de compilação gasto. Este compilador, se comparado
ao cliente, é mais agressivo nas otimizações e algumas delas são guiadas por análise
global. Além disso, o compilador servidor é capaz de detectar métodos virtuais pouco
comuns e referências para classes não inicializadas para evitar gerar código para essas
partes. Na visão de Plezbert e Cytron [26], SUN HOTSPOT SERVER é classificado
como um sistema de compilação contínua, pois pode se beneficiar de compilação em
segundo plano, caso o hardware possua múltiplos processadores.
Tamarin-Trace é um compilador para JavaScript baseado em compilação por seleção
de caminhos de execução [51]. Cada backward branch do programa possui, vincu-
lado ao seu destino, um contador que mede a frequência de execução. A partir disso,
considerando que a maior parte do destino do desvio é um loop header, o interpreta-
dor não somente interpreta o código, como também constrói o caminho de execução a
partir dele. Quando a gravação do caminho alcança novamente o loop header, o pro-
cesso é finalizado e o caminho é transformado para uma representação intermediária
de baixo nível que, por sua vez, é traduzido para código de máquina. Como no mo-
mento da gravação do caminho, os tipos das variáveis são conhecidos, o compilador
pode realizar especialização de código para cada tipo detectado. Adicionalmente, de-
cisões em tempo de execução, como desvios condicionais, são marcados para que a
execução retorne ao modo interpretado caso um fluxo de controle ainda não compilado
seja encontrado. Se isso ocorrer, o novo caminho é gravado e acoplado ao caminho
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anterior, formando assim, uma árvore de caminhos de execução, que é então tratada
com qualquer caminho gravado.
TraceMonkey é um compilador JIT para JavaScript baseada em compilação por cam-
inhos de execução, que segue o modelo de interpretação e compilação [53]. Os pontos
críticos do programa são detectados a partir de contadores e consistem de arestas de
retorno dos laços. Quando um destes pontos é detectado, o interpretador entra em um
modo especial para gravar o caminho de execução a partir dele, enquanto ainda inter-
preta código. A gravação do caminho é finalizado quando o ponto inicial da gravação é
encontrado. Após a geração do código nativo, o sistema mantém a execução do código
gerado até que a avaliação de tipos retorne um tipo diferente, ou até que um caminho
não-compilado seja tomado. Em qualquer destes casos, o sistema retorna ao modo
interpretado e reinicia a construção do caminho de execução.
LuaJIT implementa compilação baseada em caminhos de execução [50]. Primeiramente, o
sistema interpreta código e mantém estatísticas de execução dos laços e chamadas de
funções, que por sua vez, é medida com contadores. Quando um limite é alcançado,
a unidade de código (função ou laço) é considerada crítica e, a partir dela, o caminho
de execução é construído. A interpretação permanece até que o caminho seja defini-
tivamente construído. As condições para o término de construção do caminho é um
pouco diferente do apresentado no decorrer do texto. Basicamente, LUAJIT finaliza
um caminho de execução após: (1) uma instrução não-tratável, como uma exceção,
for encontrada ou quando (2) o início do caminho em construção for encontrado. No
primeiro caso, o caminho é descartado e no segundo, é enviado para compilação. Após
a compilação, o sistema prioriza a execução da versão nativa, como em todo o sis-
tema baseado em código misto. Durante este passo, decisões tomadas em tempo de
execução, como desvios condicionais e checagem de tipos, podem causar a saída do
caminho de execução. Isso pode ocorrer caso um caminho diferente do fluxo de con-
trole (ainda não compilado) for tomado ou quando uma checagem de tipos falha. Em
qualquer destes casos, o sistema retorna a execução ao modo interpretado e reinicia o
processo de contrução do caminho.
ILDJIT é um sistema de compilação JIT que utiliza a política de interpretação mais compila-
ção [46, 47]. A idéia desse sistema é se beneficiar do paralelismo oferecido pelas
máquinas multi-core atuais. A região crítica básica de ILDJIT é flexível, embora um
método seja a unidade de compilação mínima. A detecção de tais regiões é garantida
pela política ahead-of-time, utilizando a técnica look ahead compilation [59]. Com essa
técnica, o sistema verifica a constituição do programa a partir do método atualmente em
execução e seleciona os métodos mais próximos a este, enviando-os para compilação
mais cedo. Isso é baseado em uma heurística, que espera que tais métodos possuam
maiores chances de serem invocados mais recentemente que outros. O sistema ainda
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explora automaticamente as configurações da máquina adjacente e dispara threads de
compilação conforme a máquina oferece. O paralelismo entre execução e compilação
é garantido pelo próprio sistema.
HappyJIT é um compilador JIT [52] para PHP desenvolvido a partir de PYPY [81], um
framework para construção de máquinas virtuais que é composto por dois compo-
nentes: (1) um interpretador Python [82] escrito em um subconjunto restrito da
linguagem, chamada RPython [83] e (2) um tradutor, que gera código nativo para
o primeiro componente. O objetivo dos autores com essa estratégia é facilitar a im-
plementação de linguagens dinâmicas, de modo que o projetista se preocupe apenas
em escrever o interpretador para sua linguagem em RPython. Os detalhes de baixo
nível e a geração de código fica a cargo do próprio framework. A fim de facilitar o
esforço de implementação, HAPPYJIT reutiliza o parser do motor Zend [84], que con-
verte código PHP internamente para um bytecode linear. Esse bytecode é recuperado e
traduzido para a representação suportada pelo interpretador construído. Dessa forma,
somente as estruturas de dados necessárias para representar os tipos de dados de PHP
em memória e este interpretador foram implementados. Por fim, o interpretador con-
struído é passado como entrada para PYPY. Isso significa que, durante a execução há
dois intepretadores envolvidos: o projetado para interpretar o programa PHP do usuário
e o utilizado para interpretar este interpretador. Essa forma de execução só não possui
um alto overhead por causa do compilador JIT acoplado ao segundo interpretador [85].
Este compilador gera código para caminhos de execução frequentes e consegue gerar
bons resultados, segundo os próprios autores.
Os princípios de compilação JIT descritos na Seção 4 podem ser utilizados para clas-
sificar os sistemas que empregam este tipo de compilação. Desta forma, os sistemas descritos
no presente capítulo são classificados da seguinte forma:
• Tipo do sistema que pode ser: interpretação mais compilação, compilação mais recom-
pilação ou ainda uma variação deste último, na qual cada unidade de código é compi-
lada imediatamente antes de sua primeira invocação, sem ser recompilada.
• Manutenção do sistema, podendo ser: JIT, smart JIT, ou compilação contínua.
• Forma de detecção das regiões críticas que pode ser por meio de contadores ou fração
de tempo. É importante ressaltar que em implementações cuja manutenção do sistema
utiliza a abordagem JIT não existe um mecanismo de detecção de regiões críticas,
pelo fato de cada unidade de código invocada ser compilada antes de sua invocação.
Portanto, em tais sistemas não existe uma forma de detecção de regiões críticas.
• Estrutura das regiões críticas podendo ser: sub-rotina, região ou caminho de exe-
cução.
202 RITA • Volume 20 • Número 2 • 2013
Compilação Just-In-Time: Histórico, Arquitetura, Princípios e Sistemas
• Política de aplicação de otimizações de código que indica se o processo de compi-
lação emprega ou não otimizações com o objetivo de gerar um código de qualidade. As
possíveis políticas são: ingênua (poucas otimizações são aplicadas), agressiva (diver-
sas otimizações são aplicadas), ou níveis (o sistema alterna durante a execução o nível
de otimização que será aplicado).
A Tabela 1 apresenta uma comparação entre os sistemas apresentados nesta seção.
Estrutura
Sistema








IC Smart JIT Contadores Sub-rotina Ingênua
Sistema de
Smalltalk-80
CR JIT NE Sub-rotina INF
SELF CR Smart JIT Contadores Região Ingênua
Kaffe C JIT NE Sub-rotina INF
Jikes RVM CR CC Tempo Sub-rotina Níveis
ContadoresJUDO CR Smart JIT
Tempo
Sub-rotina Agressiva








HotPathVM IC Smart JIT INF Caminho INF











Tamarin-Trace IC Smart JIT Contadores Caminho Agressiva
TraceMonkey IC Smart JIT Contadores Caminho INF
LuaJIT IC Smart JIT Contadores Caminho Ingênua
ILDJIT IC Smart JIT INF Sub-rotina INF
HappyJIT IC Smart JIT Contadores Caminho INF
Tabela 1. Comparação entre os sistemas JIT.
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Na Tabela 1 a primeira coluna apresenta o nome do sistema, a segunda o seu tipo, a
terceira a forma utilizada na manutenção, a quarta a forma de detecção de regiões críticas, a
quinta a estrutura das regiões críticas e por fim, a última coluna apresenta a política utilizada
na aplicação de otimizações de código. As siglas nesta tabela significam: (IC) interpre-
tação mais compilação; (CR) compilação mais recompilação; (C) compilação - para aqueles
sistemas que compilam na primeira invocação sem recompilar; (CC) compilação contínua;
(NE) não existente; (INF) informação não fornecida.
Em síntese, a maioria dos sistemas apostam na estratégia de interpretar e compilar
código. Provavelmente, a pouca quantidade de sistemas que compilam e recompilam se deve
pelo trabalho de implementar um compilador-base que, apesar de simples, é ainda mais com-
plexo que um interpretador. Outro ponto importante é referente às estratégias de otimização
de código, que mostram ser pouco investigadas no campo de compilação JIT. Por outro lado,
mecanismos para detectar regiões críticas tem se mostrado mais importantes. De fato, diver-
sos sistema têm procurado alcançar desempenho por meio da detecção e geração de código
para porções de código que não se limitam ao escopo de uma sub-rotina.
6 Considerações Finais
Uma característica diferencial de compiladores JIT frente ao compiladores tradicionais
é que a geração de código nativo ocorre em tempo de execução. Mesmo que isso seja pre-
ocupante no quesito de desempenho, sistemas que empregam compiladores JIT são atual-
mente, os principais componentes integrados que incrementam desempenho às máquinas vir-
tuais. Isso se deve principalmente à criação e aprimoramento de técnicas que se baseiam em
hipóteses relacionadas à organização e comportamento dos programas que são, infelizmente,
difíceis (senão impossíveis) de se prever, mesmo durante o tempo de execução. Dessa forma,
as pesquisas não possuem outra alternativa senão (1) unir estratégias para obtenção de outra
[30], (2) estender as existentes [35, 34, 31] ou (3) buscar melhorias nas arquiteturas de hard-
ware [59, 43, 42]. Portanto, é de se esperar que sistemas JIT futuros mantenham o uso das
mesmas estratégias, porém aprimoradas, empregadas nos sitemas atuais.
As estratégias de interpretação mais compilação e compilação mais recompilação
ainda permanecerão por muito tempo. Para sistemas de interpretação mais compilação ex-
iste o overhead da interpretação. Por outro lado, em sistemas que utilizam compilação mais
recompilação existe o overhead de compilar o código de todo o programa, embora sem ou
com poucas otimizações. Por isso é difícil avaliar qual abordagem se sobressairá sobre outra.
Contudo, Suganuma et al [77] conseguiram importantes informações de desempenho relati-
vas às abordagens clássicas de compilação JIT. Com um framework específico, os autores
observaram que a estratégia de interpretação mais compilação surpreedentemente executou
programas de forma mais rápida que a estratégia de compilação mais recompilação. No
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mesmo trabalho, o uso de contadores na detecção de regiões críticas provou ser mais pre-
ciso que o uso de tempo. Tais resultados, entretanto, não foram necessariamente adotados
na construção de todos os sistemas JIT que vieram depois, contudo, podem ser considerados
(juntamente com o resultado de outros trabalhos) no projeto de futuras máquinas virtuais que
incorporam compilação JIT.
Outro questão que permancerá é o uso de um sistema de otimização adaptativa. O
fato de a tendência dos sistemas JIT convergir ao uso de níveis de otimização se deve ao
fato de que tais sistemas se adaptam melhor às características dos programas. Programas
rápidos quando compilados com o uso de otimizações mais leves ocasionam pouco overhead
de compilação. E programas com longo tempo de execução quando compilados com o uso
de otimizações mais agressivas ocasionam um código mais eficiente [44].
Diversas pesquisas têm apresentado tendências para a próxima geração de sistemas
com compilação dinâmica. Pesquisas na área de otimização [55, 39, 56] têm demonstrado
que os sistemas poderão se beneficiar de estudos sobre os campos de ação das otimizações,
projetadas automaticamente por algoritmos heurísticos. Adicionalmente, os sistemas poderão
se basear em aprendizagem de máquina, para que baseado nas otimizações e características
de programas executados anteriormente, o sistema se adapte com o tempo [86, 87].
Bruening e Duesterwald [62] demonstraram que a escolha de métodos (e similares)
como unidades de compilação é uma escolha muito ruim. Adicionalmente, na visão de sis-
temas JIT, a compilação baseada em regiões é muito conservativa. Portanto, baseado nas
observações de Inoue et al [70], sistemas JIT baseados em grandes caminhos de execução
podem ser a melhor escolha de implementação.
Kulkarni [43] destaca que o sistema JIT pode ajustar a quantidade de threads de com-
pilação e o limite (contador ou tempo) para tornar uma região crítica. É necessário salientar
que, quanto mais threads de compilação ativas, melhor seria um valor baixo de limite, se-
gundo as observações do próprio autor.
Provavelmente uma diferença substancial virá do uso de ferramentas como GNU
LIGHTNING [88] e LLVM [89] na produção de novos compiladores, devido as facilidades
oferecidas por elas. Relacionado a isso, é de esperar que em não muito tempo novos compi-
ladores estarão sendo desenvolvidos com base nestas ferramentas. GNU LIGHTNING contém
uma série de desvantagens: possui uma quantidade limitada de registradores, não implementa
um otimizador peephole, não implementa um escalonador de instruções, e não possui uma
ferramenta para análise de código, porém é uma ferramenta rápida na construção dos compi-
ladores, ocupa pouco espaço em memória e garante portabilidade. LLVM é uma ferramenta
mais robusta e oferece recursos de modo que o projetista se preocupe somente em imple-
mentar um parser que transforme a linguagem fonte na representação intermediária supor-
tada. Além disto, LLVM provê diversas otimizações em tempo de compilação, ligação e
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execução. Outra vantagem desta ferramenta é a possibilidade de ordenar as otimizações da
melhor forma possível, o que abre oportunidades para a incorporação de planos de otimização
específicos.
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