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Abstract
A simple, low-cost plasma reactor was developed for the purpose of carrying out thin film
deposition experiments. The reactor is based largely on the Atmospheric Pressure
Nonequilibrium Plasma (APNEP) design with a simple modification. It was used in an attempt
to fabricate magnesium diboride thin films via a novel, but unsuccessful CVD process where
plasma etching provides a precursor boron flux. Carbon nanotubes were successfully
synthesised with the apparatus using a plasma-based variation of the floating catalyst or vapour
phase growth method. The affect of various parameters and chemicals on the quality of
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1 Introduction
The work described in this dissertation is the product of a desire to grow high quality
superconducting thin films of Magnesium Diboride (MgB2). Simple in structure and both easy
and cheap to obtain, Magnesium Diboride offers a good compromise between the complex,
difficult-to-work-with high-Tc superconductors, and the simple, but difficult-to-cool low
temperature superconductors. Not constrained by the weak-link effect and boasting a high
critical temperature of 39K, MgB2 shows much promise for application in the realm of
superconducting magnets, wires and electronics. To date, however, only one method has
succeeded in fabricating high quality epitaxial thin-films of this material. But this method
requires the use of expensive and dangerous diborane gas. A search for alternatives to diborane
as a boron flux precursor led to the development of a new method for the chemical vapour
deposition (CVD) of MgB 2 thin films. The new method required the simultaneous development
of plasma reactor for the purpose of etching boron. This dissertation describes the development
of this plasma reactor, which is a modification of the Atmospheric Pressure Nonequilibrium
Plasma (APNEP) design. It also describes the rationale behind and development of the new
CVD method - which ultimately failed in producing the desired thin films.
The reactor built is quite versatile, however, and to this end it was used in the fabrication of
carbon nanotubes via the floating catalyst approach. The remainder of the dissertation is devoted
to a discussion of the nanotube synthesis method with a thorough analysis of the results
obtained. It was found that hydrogen support gas was essential for good nanotube growth. In
addition, a low concentration of ethanol as a carbon precursor did seem to be beneficial for
creating a clean product, while the addition of thiophene seemed to have the effect of creating
better uniformity in nanotube diameter.
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2 Magnesium Diboride Thin Films
2.1 Introduction
Superconductivity has been an excltmg area of research since the phenomenon was first
discovered by Heike Kamerlingh Onnes in 1911. To this very day, almost a century later, new
literature is constantly being published on both the theory and application of superconductors.
Certain questions over theoretical aspects of the fundamental mechanism of superconductivity,
specifically high temperature superconductors, remain unanswered after all this time. One
exciting area of development is in the realm of superconducting electronics. Although certain
more recent ideas such as quantum and biological computing are giving superconducting
electronics stiff competition on the 'next big computing technology' front, it remains uniquely
useful in certain niche applications.
In order for superconducting electronics to work and work well, thin films of superconducting
material need to be manufactured to high standards. This is similar to how the semiconductor
electronics industry could not progress well until high quality silicon wafers were fabricated. A
major part of the work conducted in this dissertation involved an attempt to find a low-cost
method offabricating high quality Magnesium Diboride (MgBz) thin films for this purpose.
Magnesium Diboride (MgB z) was chosen for its unique compromise between simplicity of
structure and superconducting critical temperature (Te). In addition, at the start of this project it
had only recently been discovered that MgBz was in fact a superconductor at the relatively
warm temperature of 39 K (Nagamatsu et aI., 200 I) and thus there was considerable scope for
novel research in this area.
This review seeks to provide an overview of Magnesium Diboride thin film fabrication methods
with an explanation of how our own research fits in. To this end, it does not aim to be
comprehensive in its assessment of superconductivity or superconducting applications as a
whole.
2.2 Superconductivity
Superconductivity is a state of matter characterized by truly zero dc resistance. In addition,
superconductors expel flux from their centres via the Meissner-Ochsenfeld effect.
Superconductivity occurs in many compounds, including organic ones, but only when the
sample is cooled to temperatures below a certain threshold called the critical temperature (Te).
In addition, once a sample is superconducting, the state may be destroyed by application of a
current that is too high (the critical current) or an applied field that exceeds some minimum (the
critical field). Both the critical current and field are functions of temperature.
A more interesting property of superconductivity is that it is a macroscopic manifestation of a
quantum phenomenon. On a quantum level, electrons and phonons interact in such a way that
electrons can pass through the sample unhindered. The electrons form into pairs which can all
be described by a single wavefunction. This truly remarkable phenomenon is best described to
date by the Bardeen-Cooper-Schrieffer (BCS) theory. BCS theory will not be covered in this
dissertation. Although this theory does not seem to apply to all superconductors - most notably
not those with particularly high Te's - it remains a monumental work in the description of this
state.
Most conventional superconductors require very low temperatures to work. Pure elements need
to be cooled typically to less than 10 K - sometimes less than 1 K. High Temperature
superconductors, which are copper oxide ceramics (often called cuprates), fare a little better and
several will superconduct when cooled down to liquid nitrogen temperatures, making them far
easier to use.
Quite obviously, the ability to carry current without resistance (at least for dc) is highly
desirable in many power applications. Superconductors can allow for a 70% reduction in motor
size while even gaining one or two percent in efficiency (Bretz, 2004). They could potentially
save billions in losses for power supply companies. Furthermore, some superconductors are
capable of carrying exceedingly high currents in high fields making them very useful for
creating super-magnets. Superconductors have not, however, found expansive use in the
mainstream particularly because of their need for such cold temperatures and expense in their
fabrication and maintenance. However, they are an essential part of many high power magnets,
some modern motors, MRI machines, and many niche applications.
Among the niche applications is the development of superconducting electronic devices. These
are based on weak-links, called Josephson Junctions. They are the equivalent of the transistor in
the superconducting world. Superconducting Quantum Interference Devices (SQUIDS),
comprised of a pair of Josephson Junctions and a superconducting ring, are a class of
superconducting electronic components that can be used to make the world's most sensitive
detectors of magnetic flux. Superconducting electronics also holds the potential to make the
world's most accurate AID and D/A converters and electronic integrated circuits that are orders
of magnitude faster than competing silicon solutions. In order for any of these applications to




Though the intermetallic compound MgBz has been studied and used since the 1950's, it was
only in 200 I that researchers discovered the compound was also a superconductor (Nagamatsu
et al., 2001). In the three years since that original paper appeared, it has received a staggering
number of citations as researchers around the world furiously worked to uncover the secrets of
this compound. Interest in the superconductor was so high, in fact, that two months after the
initial announcement, the American Physical Society arranged a special evening session for 1-
minute announcements on progress in MgBz work. The session lasted till 1 a.m. High Tc
Update, an internet source of information on high Tc superconductors, even added a special
section just for this material (http://www.iitap.iastate.edu/htcu/39K.html). The frantic pace of
that initial research has calmed down more recently, but interest in the properties of this
superconductor and its application in the real world remain very high.
Initial interest revolved around the fact that MgBz transitions to a superconducting state at a
very high temperature of 39K to 41 K. This is very surprising for a simple, intermetallic
compound where previous conventional superconducting record-holders had a Tc of only
around 33K (Akimitsu and Muranaka, 2003). In addition, this Tc is at or beyond the theoretical
limit for Tc predicted by the BCS model (reported as around 40K in Buzea and Yamashita,
2001). Immediately the race was on to find out if MgBz is an extreme form of BCS (phonon-
mediated) superconductor, or if the mechanism for superconductivity were more exotic as in
high-Tc cuprates.
Very early research on the subject seemed to suggest MgB z may well be an example of
traditional phonon mediated or BCS superconductivity (e.g. Zhao, G., 2002; Bud'ko et al.,
2001). Changing the isotope of Boron used in samples of MgBz to the lighter variant (B IO)
would cause Tc to shift up by IK. This so-called Isotope effect suggests the BCS mechanism is
responsible for superconductivity in MgBz. A very good review of the early work on this subject
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has been written by Nguyen and Doan (2004) and Akimitsu and Muranaka (2003). It is
generally accepted at this point, however, that MgB z superconductivity is a special case of
phonon-mediated (BCS) superconductivity and that it actually possesses two energy gaps
(Souma et aI., 2004; Tajima et aI., 2003).
In addition to the theoretical interest that the compound has generated due to the mystery of its
high Tc, MgB z was considered extremely promising for various applications. This was primarily
because it served as a happy medium between the low Tc BCS superconductors such as
Niobium, and the high Tc cuprates such as Yttrium Barium Copper Oxide (YBaZCu307-delta)'
While low Tc materials are cheap and easy to work with, they typically need to be cooled with
liquid Helium which makes them expensive and difficult to use in the real world. On the other
hand, high Tc cuprates will superconduct when simply immersed in liquid nitrogen, but are
complex, generally with poor mechanical properties (they are ceramics), and require the
addition of expensive silver or complex texturing to overcome the weak-link effect when
forming wires, tapes and so forth. In addition, although such materials are superconducting at
liquid nitrogen temperatures, they typically need to be cooled to much lower temperatures to
carry high enough currents and tolerate high enough fields to be very useful.
Enter MgB z. Here is a compound that is simple in structure, cheap and easily available. In
addition it has a Tc that is easily reachable by modern cryo-refrigerators. It furthermore exhibits
no weak-link effect at its grain boundaries, has a reasonably large coherence length (especially
compared to high Tc superconductors), and a high critical current (Buzea and Yamashita, 2001).
The advantages of the material will be considered more fully in the next section. The main point
is that MgB z has a host of advantages associated with it, and can be used at relatively accessible
temperatures. It is a happy medium between low Tc and high Tc worlds with great promise.
Thus from a theoretical and commercial perspective, MgBz is still a very hot topic.
2.3.2 Structure and Properties
This overview points out only the most basic and important properties of MgB z while the bulk
of this review will concentrate primarily on thin film fabrication. For a very comprehensive
review of the properties of MgB z, the reader is encouraged to read Buzea and Yamashita (2001).
Canfield and Bud'ko (2001) also provides a very accessible and interesting introduction to this
material.
Magnesium Diboride consists of Boron layers having the honeycomb-like structure of graphite
separated by hexagonal close-packed layers of magnesium. This is shown in the image below
Figure 2-1: Hexagonal, graphite-like layers of Boron (small molecules) sandwiched between Hep
magnesium.
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This is commonly referred to as the AIBz-type structure (Buzea and Yamashita, 200 I).
Apart from its superconductivity at low temperature, MgBz is also a very good conductor of
electricity. At 300 K the resistivity is only 9 to I0 ~Q.cm (Rowell, 2001). Other values reported
are between 5 and 10 ~Q.cm for bulk samples at 300 K (Rowell et aI., 2003). This resistivity
drops with temperature readily to less than 1 ~Q.cm at 40 K. It is found also that resistivity can
increase by an order of magnitude in certain polycrystalline samples - particularly many thin
films - even though these samples will still have a good Te. It is believed that this is because
many MgBz samples either do not have densely packed grains, or the grains are insulated by
impurities such as MgO (not fully connected) (Rowell et aI., 2003). This leads to there being
less total current-carrying area available for use. It also provides some degree of pinning and as
such, thin films of MgBztypically have a higher upper critical field.
Grains boundaries do not appear to form weak-links! in MgBz giving it a major advantage over
high Te superconductors. In fact, so good is this property in MgBz, that it is possible to prepare
wires simply by densely packing MgBz powder into a tube, without any annealing or heat
treatment whatsoever (Kumakura et aI., 200 I). This is very important from an economical
standpoint and also theoretically quite interesting. The lack of weak links at boundaries makes
MgBz highly promising for electronics applications as well.
MgBz is a Type-II superconductor which is characterised by two critical field limits. Thus, if a
magnetic field is applied to it, at some point (critical field I or He\) the magnetic field will
penetrate it, but it will still be able to superconduct (except for within vortex regions where the
magnetic flux penetrates). If the field is further increased, at the second critical field (Hez),
superconductivity will cease. This means that it can potentially be used in applications that
require a high magnetic field such as superconducting magnets.
In terms of superconducting properties, MgBz shows a wide variance of such parameters as
critical current (lc), critical field (Hc), critical temperature (Te), coherence length and so forth in
the literature. The differences stem from subtle variations in sample preparation and are strongly
influenced by crystallinity and level of impurities. For example, in the thin film review later in
this chapter, it shall be seen that slight loss of magnesium content or incorporation of oxygen
impurities will rapidly diminish Te. In addition, MgBz shows anisotropy in most of its properties
although the degree of anisotropy is much less than for high Te superconductors.
HCz lI (upper critical field for c plane orientation) values vary from 2.5 T to 36 T. The upper value
is for 5% carbon doped MgBz thin films (AMES, 2004). Critical field of bulk, undoped samples
tends to be lower (about 16 T). In fact, alloying of thin films (by systematic carbon doping) has
produced MgBz films that show an Hcz ll of 51 T at 4.2 K - an incredibly good value.
Extrapolated to OK, this would mean an HCz lI of 70 T which is a considerable improvement
(Braccini et aI., 200 I) over the undoped sample. In general, thin film values tend to be higher
than those in bulk samples with highly epitaxial, highly crystalline, low impurity film having an
HCz lI of 29.2 T at zero field (Zeng et aI., 2002).
Doping tends to diminish Te by several Kelvin but is a necessary trade-off to make MgBz useful
for wire and motor applications. Doping here referring to the systematic addition of impurities
to create vortex pinning sites (by pinning the sites at which flux penetrates a Type-II
superconductor, it is able to maintain its superconducting properties to higher applied magnetic
fields).
I A weak link arises when two pieces of superconductor are separated by a physically small region. These
are also called Josephson Junctions
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This doubling or even tripling of Hc values by systematic doping is an important area of current
research as it allows MgBz to become truly useful for cable, motor, and other power
applications. In fact, MgBz wire can be made that exceeds the upper critical field of mainstay
low Tc competitors like NbTi and Nb3Sn at all temperatures (Madison, 2003). This is in
addition to the fact that MgBz can be cooled using cheaper liquid Hydrogen or liquid Neon
refrigerant (cheaper compared to liquid He required for many low Tc competitors). Furthermore,
MgBz is cheaper to produce in wire form than its Niobium alloy competitors (Azom, 2003). Of
course, for such applications, Hcz alone is not the last word on absolute usefulness of the
material. But the fact that this parameter has been notably improved to competitive levels so
soon after the inception of MgBz research is a promising development. It seems as if MgBz wi II
certainly be very promising in magnetic applications such as MRI which could make MRI
machines more affordable.
The low resistivity of MgBz is also an advantage for the production of wires. If at some stage a
small part of the wire does become normal for whatever reason, it will not ohmically heat
excessively causing a cascade failure of the whole wire. This is a problem especially associated
with high temperature superconductors which are terrible conductors at room temperature.
Critical current is equally important in determining how useful MgBz can be for power
applications. Early lc values for MgBz were quite low at even modest values of applied field.
This was considered a problem since it would fall off very quickly as field increased. Under
self-field, lc values are reasonably good on the order of 105 Ncmz (Canfield and Budko, 200 I).
However, by 2 T the value will have already decreased by at least an order of magnitude or even
more depending on the temperature, form, and method of preparation. The value continues to
fall off almost logarithmically. By contrast, competitors such as Nb3Sn maintain their le's quite
well in increasing field and start off with values above those ofMgBz. In spite of this, the higher
operating temperature of MgBz makes it promising even compared to its higher le competitors.
Doping has already allowed for considerable improvement in such properties. Notably, Wang et
al. (2004) managed to improve self-field lc to I MA/cmz for temperatures under 10 K in
MgBz/Cu tapes. There is much work to be done in this area, but the rate of improvement is
quite rapid.
Coherence lengthZvalues vary a great deal in the literature: typically between 3.7 and 12.8 nm
in the ab-plane and 1.6 and 5nm in the c plane (Buzea and Yamashita, 2001). This is long
enough again that the grain boundaries do not form weak-links. There is no foreseeable barrier
seen in making high quality superconducting circuits from MgBz. These would not only operate
at higher temperatures than the current Niobium standard, but at potentially higher speeds due to
the large product of the critical current and normal resistance (Burnell et al., 2001). Although
YBaZCu307-delta (a typical high temperature superconductor) circuitry could operate at still
warmer temperatures, the weak-link effect in that material complicates sample preparation
substantially. In addition, MgBz has less anisotropy and a better coherence length than such
materials (Malisa et al., 2004). Although Josephson Junctions and even SQUIDs have indeed
been made from this material, the process is still in its infancy (e.g. Malisa et al., 2004; Tao et
al.,2003).
It is interesting to note how systematic doping of films can radically improve MgBz's basic
properties. This is an important property of MgBz since it could not compete in terms of current
carrying capability and magnetic field tolerance otherwise. As it stands, most authors agree that
MgBz holds considerable promise insofar as it should allow for lower cost superconducting wire
2 Coherence length is a fundamental characteristic of a superconducting material. Its definition is complex
without a more thorough grounding in superconductivity, but essentially it can be considered as a
measure of the scale over which variation of the level of superconductivity occurs. It relates
fundamentally to the pairing of the electrons in the sample, mentioned earlier in this chapter.
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and tape that is cheaper to cool. Likewise, it should provide for more accessible, faster
superconducting electronics.
Our group was originally interested in MgBz for the purpose of electronics. To this end, high
quality thin films would be needed. The following review focuses on how thin film fabrication
is accomplished for this compound.
2.4 Thin Films
Thin film fabrication in MgBz has proved more difficult than many may have originally
anticipated. In fact, only two methods thus far have succeded in growing high quality epitaxial
films (Zeng et al., 2002; Bu et al., 2002). The problem is primarily due to the very high vapour
pressure of magnesium relative to the very low vapour pressure of boron. In addition, it was
found that magnesium and indeed Boron would readily react with oxygen creating impurities.
This section provides an overview of the various methods that have been used to fabricate MgB 2
thin films over the past three years with an assessment of the relative merits of each. This
assessment leads to the development of a new method for thin film fabrication that can
overcome some of the obstacles observed. A truly excellent, lengthy review has recently
appeared in the literature (Naito and Ueda, 2004) and the reader is highly encouraged to start
any further reading on the subject there.
2.4.1 Types of methods
All methods for MgBz thin film deposition fall under one of five categories (Brinkrnan et al.,
2003): (I) in situ deposition of Boron films followed by an ex situ anneal in Mg vapour; (2) in
situ deposition of Mg-B (non-superconducting) films followed by a ex situ anneal in Mg
vapour; (3) in situ annealing of Mg-B films; (4) in situ anneal of multilayer (alternating B and
Mg) films; (5) in situ deposition with no anneal.
It is simpler, however, to class MgBz film deposition into one of two groups: one-step and two-
step. Two-step methods include an annealing at one of the stages, which may be performed
either in situ or ex situ. One problem with two-step methods is that for superconducting
electronics (the primary future application of such thin film technology), multi layer films are
highly desirable and an extra annealing step could ruin previously deposited layers and any
electronics they may contain.
In assessing the merits of any particular method, we must consider not only the quality of its
superconducting properties (high Te, good He, le etc.) but also its physical properties: surface
smoothness, grain connectivity, grain alignment, crystallinity and degree of epitaxy. In addition,
the process by which a film is formed will dictate how useful it is in many applications.
The similarity of several of these methods is underpinned by the fact that Boron, when annealed
in an Mg-rich environment, will readily absorb Mg to form MgBz. This fact has been used to
produce MgBz wires simply by annealing readily available boron fibres (Canfield et aI., 2001)
and gives a convenient route to MgB z thin film synthesis. It is much simpler to deposit a high
quality Boron layer (or Mg-B, non-superconducting composite layer), by whatever means, and
then simply convert it to MgBz. The annealing process involves taking the Boron (or Mg-B)
coated sample and encapsulating it in some refractory container (such as quartz or tantalum)
together with some pure magnesium. Sufficient magnesium needs to be enclosed such that the
vapour pressure of Mg remains high enough for the correct phase to form. The enclosure is
heated typically at temperatures between 600°C and 900°C for 10 to 60 minutes (Ueda and
Naito, 2002). Films prepared in this manner tend to have good superconducting properties on a
par with bulk samples, but surface quality is often reduced in the annealing step (Brinkman et
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aI., 2003) leading to more surface roughness. In this regard, films that are formed by annealing
an Mg-B composite layer fare a little better.
One-step methods (no ex situ annealing) would be advantageous from an economic standpoint,
and particularly for multilayer electronics work. But films thus made typically have poor
superconducting properties. This is most commonly as a result of Mg deficiency due to the
volatility problem mentioned earlier. Oxygen contamination is also rife in the literature with
virtually all films reported containing some degree of MgO contamination.
The standard methods used to fabricate thin films of MgB2 are: Pulsed Laser Deposition (PLO),
electron beam evaporation, thermal evaporation, sputtering, chemical vapour deposition, and
molecular beam epitaxy (MBE). Some other methods such as ion beam implantation (Peng et
aI., 2003) and electrochemical synthesis (Pawar et aI., 2002) have also been used. Of these,
PLO, e-beam evaporation, thermal evaporation and sputtering are rather similar in their
approaches and can be grouped under the category of physical vapour deposition (PVO). In
these processes, atoms of the relevant species are removed from a sol id, bulk precursor (either
from one MgB2 source or from two sources, one of Mg and one of B) into the vapour phase.
Such atoms then move to a substrate where they ultimately combine (if necessary) with other
elements, condense, nucleate and grow into a solid film. The actual physics of thin film
deposition is reasonably complex and will not be covered in this dissertation. For an excellent
source encompassing most modern methods, the reader is referred to Bunshah (1994).
2.4.2 Pulsed Laser Deposition (PLO)
Briefly, PLO involves striking a solid target with a high energy laser beam such that atoms near
the surface of the solid evaporate. It is possible to tune the laser frequency to make it interact









This has made excimer lasers extremely popular for the purpose. The light is focused into
intense, short bursts to provide sufficient energy to cause ablation. A typical laser employed in
MgB2 deposition may have a wavelength of 248 nm, a pulse duration of 25 ns, and a repetition
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rate of about 50Hz corresponding to 650 mJ per pulse (Mijatovic, 2004). An important fact is
that at such short wavelengths, with such short pulses, penetration remains very close to the
surface - on the order of 100 nm deep (Venkatesan and Green, 1996). Thus an intense amount
of energy causes these atomic layers to vaporise with intense heat (several thousand K) assuring
that all elements present are vaporised simultaneously. This causes rapid expansion of the
vaporisation product into a visible, plasma plume, containing ions and electrons as well as
simply atoms. Though conceptually simple, the physics ofPLD is quite complex.
PLD was very popular in early MgB2 thin film research (Wang et al., 2001; Ferdeghini et al.,
2001; Berenov et al., 2001; Kang et al., 200 Ia). Perhaps this had to do with the fact that PLD
had become an indispensably useful tool in the fabrication of complex High-Tc cuprates like
YBCO. This popularity followed the discovery by Venkatesan and colleagues that using an
excimer laser to evaporate matter from a bulk sample resulted in a nonequilibrium evaporation
(Dijkkamp et al., 1987). That is to say, atoms at the target surface would all evaporate
simultaneously when struck by an excimer laser. This as opposed to elements evaporating at
different rates according to their vapour pressures as would occur in a normal evaporation
process. Although lasers had been used for the purpose of thin film deposition even earlier than
this, this insight was a revelation. It was particularly useful at the time since it allowed complex
materials made from many elements (such as YBCO) to be transferred from a bulk sample to a
thin film essentially preserving structure and stochiometry.
However, this fortuitous ability of PLD processes did not carry much weight when it came to
MgB2• In spite of its very simple structure, the high volatility of Mg (due to its very high vapour
pressure) means that attempting to transfer MgB2 to a substrate in this way will result in Mg
deficient samples. For this reason, many of the early works cited above made use of a two-step
method. PLD was first used to deposit thin, non-superconducting films - Boron (Wang et al.,
2001) or Mg-B in a non-superconducting phase (Ferdeghini et al., 200 I; Berenov et al., 2001).
These films were then annealed ex situ in Mg vapour to convert them to MgB 2 as described
earlier. Some groups did also try in situ annealing (Zhao et al., 2003a; Zeng et al., 200 I). And
even one-step deposition was attempted (Grassano et al., 200 I). Thus the work with PLD gave
experimentalists and theorists alike much information in the early days ofMgB2 research.
Results were quite mixed. Even groups using the same method (e.g., two-step ex situ anneal)
tended to produce samples with different characteristics. The following table summarises some
important aspects of work done in PLD to this date. The critical field values reported are
extrapolations to 0 K. Resistivity is reported for the sample just before transition.
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Group Method Tc Hclerp Hcz" p Jc Notes
(T) (T) (IlQ .cm) (A/cm
z)
Ferdeghini Mg-B 31.4K 14.6 26.4 lOO - Samples showed
et al. 200 I precursor good crystallinity
layer and were largely c-
annealed oriented on MgO
ex situ
Wang et al. B 38.6K - - - - Good morphology
2001 precursor and with large grains on
layer 38.IK Alz03 and MgO
annealed substrates
ex situ
Berenov et Mg-B 29.2K - - 3xl04 - o contamination,
al. 200 I precursor -34K 2.7x105 often Mg deficient.
annealed @ 20K, Several conditions
ex situ OT attempted
Grassano One-step, 25K - - - - Significant 0
et al. 2001 no anneal contamination, low
deposition
temperature
Zhao et al., Mg-B 17- - - - 10) @ Large transition
2003a precursor 28K3 5T,5K width, various
with in annealing methods
situ anneal attempted
Zeng et ai, Mg-B 32K l.34x10" Small grain size,
2001 precursor @ 7.5K, low temperature
with in OT
situ anneal
Kang et al., B 39K - - 4.7 6x10" @ Very well oriented
200lb precursor @290K 5K,OT on MgO and Alz0 3
with ex substrates. 0.7K
situ anneal transition width.
Excellent all-round
Table 2-1: Companson of parameters for several PLD created thm films
The above table is by no means exhaustive, but is indicative of much that was learned in the
early days of MgBz thin film deposition. The bulk of the work was accomplished via the two-
step, ex situ anneal method. This method tended to give the highest quality samples with the
best properties. Most notably, Kang et al. (200 I b) showed early on that it was possible to create
films in this way that had properties meeting or exceeding those of the best bulk samples. A
short while later, the same group reported very highly oriented films grown on r-cut sapphire by
the same method. The films had an onset Tc of 39.2K, a transition width of only 0.15K (smaller
is better) and a 300K resistivity of 10.4 /l Qcm. Jc was very high at 16 MA/cmz for 15K. In
contrast to this, many groups using similar methodology obtained very poor results. The
3 re values for Zhao et al., 2003a, are for onset only. Transition to superconducting state had a wide width
(over 10K) and re offset was typically as low as 5 to 10K
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primary problem, mentioned earlier, tended to be oxygen contamination. Even trace amounts of
oxygen in the apparatus would show up, typically reducing Tc. Not only did Mg react readily
with oxygen, but the Boron did as well. For this reason, purity of reactants and excellent
vacuums became paramount.
It was confirmed in most of these early works that the grain boundaries were indeed not weak
links. However, the substantial difference among many observed resistivity values was
attributed to grain connectivity and possibly inter-grain impurities as mentioned earlier. This
meant that making dense, highly oriented films was still very important.
Process parameters within the PLD apparatus also varied from group to group. It was found
that, depending on pressure and gas (usually Argon) used within the chamber, the colour of the
plume from an ablated MgBz target would change from green to blue. The superconducting
phase would be formed with the blue plasma, not the green. It was thought early on that the
green colour was indicative of oxygen contamination (Grassano et al., 2001). However, later
this colour was attributed to the form of the magnesium in the plume (neutral Mg I being green
and ionic Mg 1I being blue) (Mijatovic, 2004). The addition of Hydrogen (typically at 4%) to
the chamber in addition to the usual argon also increased the range over which the blue plasma
would form. Hydrogen is especially useful because of its ability to getter oxygen that would
otherwise be present. Without hydrogen, UHV conditions (less than 10-9 torr) are typically
necessary to prevent oxygen contamination from being a problem. Even so, oxygen
contamination during annealing can frequently hamper results. An interesting side-effect of
increased contamination, and suppressed Tc, is a greater flux-pinning effect resulting in high Hc
values (Zhao et al. 2003b). This is already indicative of how the critical field of MgBz can be
dramatically enhanced through careful doping.
Works that attempted in situ annealing and one-step synthesis invariably gave poor results.
Here, not simply oxygen contamination, but Mg deficiency proved a great problem.
Nevertheless, such processes remained important since they would be very useful in the field of
superconducting electronics. Zhao et al. (2003a) carried out a study on in situ annealing
conditions varying such parameters as rate of heating, duration of annealing and final
temperature. They observed that the MgBz phase would form better if the film was heated at a
lower temperature for a long time before using a higher temperature. They also observed that a
higher ambient pressure during annealing was very important (since this would keep Mg vapor
more confined to the surface). The trouble, of course, is that high temperatures are necessary for
good crystallinity. However, as soon as temperature increases, Mg begins to vaporize at an ever
increasing rate.
Mijatovic at al. (2002) attempted to overcome this problem by continuing to ablate the Mg
target during annealing to create a high Mg flux. Their results still showed suppressed Tc which
they attributed largely to oxygen contamination and small grain size. Annealing was still not
nearly as thorough (due to low temperatures used) as in the ex situ approach and crystallinity
was indeed very poor.
Another recent attempt to overcome this problem involved the use of a tri-Iayer system and
optional metal cap (Uchiyama et al., 2004). By depositing first a layer of MgBz (non
superconducting, yet to be annealed) then depositing on top of that a layer of Mg, and then a
layer of B, a tri-layer system was formed. By making sure that the more volatile element (Mg)
was capped with the element with the lower melting point (B), it was surmised that more of the
Mg could be retained. Annealing was still carried out in the lower temperature regime (around
500-660°C). Annealing was also carried out at very low pressures (10-7 torr HV or 20 torr Oz
atmosphere) which was probably not advantageous. In spite of this, Tc was relatively good for
in situ work at around 30K. Crystallinity was still somewhat predictably poor, however, due to
low annealing temperatures. An inconel (Ni-Cr-Fe alloy) plate could be optionally added to
cover the tri-layer system, further improving local Mg vapour pressure. The fact that annealing
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in an O2 atmosphere (20 torr) did not hamper results illustrated that the Boron cap did provide
some shielding.
PLO continues to receive much attention. However, this review illustrates clearly that it is not a
method which allows for optimal in situ or one-step deposition of MgB2 films. PLO still has
some advantages over certain other evaporation methods - most notably the wide range of
process parameters over which it is useable and the large number of parameters that may be
altered independently. Although good films could be made this way using ex situ annealing, it
was left to other methods of thin film deposition to solve the one-step problem. Perhaps most
importantly, early PLO work did show how sensitive MgB2 deposition was to oxygen impurity
levels and how even films with almost no crystallinity could achieve superconductivity - albeit
with a reduced Tc.
2.4.3 Sputtering, e-beam evaporation and sublimation
Due to the fact that sputtering, e-beam evaporation and thermal evaporation are all really
examples of PVD and thus largely similar in many ways to PLO, they are considered together.
These methods vary primarily in the means by which the solid precursor is evaporated.
The most simple method involves resistive heating, leading to evaporation of the solid. MgB2
(or Mg and B separately) would be loaded onto heaters of some description (typically
molybdenum or tantalum boats) and heated to raise their vapour pressures. Ideally, the ambient
pressure would be low enough that the solids would sublime and the dissociated atoms could
have a long mean-free path. The atoms typically have a lobe-shaped evaporation profile, with
the highest density of evaporant located directly above the source (Bunshah, 1994).
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Figure 2-3: Resistive heating - the most simple form of PVD.
To this end, obtaining smooth films will often require some sort of complex motion imparted to
the substrate holder (Bushnah, 1994). However, it is difficult to imagine a more simple means
of deposition. Very soon after the announcement of MgB2 's superconductivity, Plecenik et al.
(Plecenik et al., 200 I) had already synthesized very high quality films using this simple method.
A thin film of Boron, ex situ annealed in Mg vapour gave a film with a Tc of roughly 39K. It
was also attempted to make films in this manner by simultaneous evaporation ofMg and B from
two resistive heaters. Such films were then either ex situ annealed in an argon atmosphere, or in
situ annealed in vacuum at low temperatures (around 600°C versus 800°C for the ex situ
sample). The co-deposited films had better surface morphology, but at the expense of
superconducting properties. Given the review of PLO work above, such results are predictable.
Similar work was attempted by Paranthaman et al. (2001). Their ex situ anneal approach gave a
similarly high Tc even though crystallinity was poor. In spite of the simplicity of these methods,
they have not proved particularly popular in research.
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Electron beam evaporation sources have the advantage of very high power density and wide
range of control over evaporation rates (Bunshah, 1994). Electrons are accelerated at high kV
(typically up to 40kV) to impinge on a crucible containing the substance to be evaporated.
Electron guns can take many forms such as work accelerated (the target is on the anode) or self-
accelerated (the electrons pass through the anode and are propelled towards the target). Good
control over evaporation rates is advantageous in a process where the evaporation rates of the
constituent materials is so different as in MgB2• However, in light of the evidence above, there
is no good reason to expect e-beam evaporation would fair particularly better than other process.
It is certainly less costly than PLO in terms of startup costs, however. Indeed, early experiments
by Moon et al. (2001) produced thin films comparable to the best of the PLD results using the
standard two-step, ex-situ anneal starting with a Boron precursor layer. It was found that
depositing Boron onto room temperature substrates gave superior results.
More recently, Shimakage et al. (2003, 2004) combined e-beam and thermal evaporation
methods. The electron beam was used to evaporate the harder Boron with its very low vapour
pressure, and resistive heating was used to simultaneously evaporate a pure magnesium source
at an ambient pressure of about 10-5 Pa. The group found that by precisely varying the
evaporation rate of the two materials and controlling the substrate temperature, it was in fact
possible to deposit films that would superconduct with no need for further annealing. In fact,
substrate temperature during deposition was kept under 300°C and yet it was still possible to
obtain films with a Tc of 34.5K and a 0.9K transition width (a sharper transition width implies a
better sample). This is quite remarkable considering the poor results of such processes in PLD
experiments. Very good results were achieved at a substrate temperature of 290°C. At this
temperature, the Mg would sublime since its vapour pressure would be well above the chamber
base pressure. Thus there was no danger of Mg excess and so long as a sufficient B flux was
maintained, MgB2 would form. The films showed low crystallinity due to the low substrate
temperature, and it was necessary to control evaporation rate with extreme precision (figures
were quoted to within 0.1 nm/s). Nevertheless, this is a promising route and makes considerable
sense in terms of the thermodynamic considerations presented later in this review.
Sputtering is possibly the most complex of the methods in terms of the apparatus used. A very
good description can be found in Rossnagel et al. (1990, ch. 6). Sputtering is essentially the
process of bombarding a surface with highly energetic ions. Ions, created in a plasma or glow
discharge, are accelerated by some or other means towards a target (in this case, the B, Mg, or






Figure 2-4: Basic sputter process. Ions (white) are accelerated towards a substrate on the cathode
which dislodge surface atoms (grey).
To this end, sputtering is a somewhat different process from the other two, involving a
momentum transfer. Nevertheless, the process does result in evaporation and can be used to
produce very high quality films. Magnetron sputtering is a variation on the basic theme where
magnetron plasma sources are used. Plasma sources will not be discussed in this review and the
reader is once again referred to Rossnagel et al. In a magnetron source, the addition of magnets
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in a particularly clever manner can enable higher density plasmas to be created by trapping
electrons and causing them to circulate. This translates into higher deposition rates.
Sputtering is the method used by one of only two groups to report quality epitaxial growth (Bu
et al., 2002). The method once again employed the typical two-step ex situ anneal with a pure
Boron precursor layer. The group obtained truly epitaxial layers, with good characteristics.
However, Tc was slightly suppressed (35K) due to slight impurities or defects. Magnetron
Sputtering has also been the source of many attempts at an entirely in situ process (Lee et al.,
2003; Ohkubo and Akinaga, 2004; Akinaga et al., 2003; Saito et al., 2002). Akinaga's group
(Ohkubo and Akinaga, 2004; Akinaga et al., 2003) and Saito et al. (2002) succeeded in making
superconducting MgB z films with no annealing whatsoever (one-step). Akinaga's group
sputtered Mg targets containing small chunks of Boron. They managed to deposit onto
substrates with the very low temperature of lOoDe, while still producing superconducting MgBz
In spite of this, the Tc was greatly suppressed and the films obviously of poor quality in terms of
crystallinity. By contrast, Saito et al. used separate targets of Mg and B in a considerably more
complex system. The Mg flux was maintained at around 400 nm/min and the B flux at around 6
nm/min. Using higher substrate temperatures of 200De to 250De, they managed to produce films
with t';uch better crystallinity and Tc's up to 28K.
2.4.4 Chemical Vapour Deposition (CVD)
eVD varies from PVD primarily insofar as the precursors are introduced in the gas phase. By
applying energy to the gas in some form (typically heating, or via plasma dissociation), the gas
is caused to dissociate, yielding up the desired constituent. For example, diborane (BzH6) may
be disassociated in the presence of heat to yield Boron and Hydrogen. The Boron atoms diffuse
to the substrate surface where they adsorb, form nucleation sites, and ultimately grow into a thin
film. The hydrogen by-product is pumped away.
o
Figure 2-5: Basic CVD process. Molecules of an incoming gas stream are dissociated to yield up a
desired product (represented by dark grey circles).
eVD is conceptually quite simple and in practice, relatively easy to implement. In addition, it
provides for many control parameters (gas flow rate, pressure, temperature, method of
dissociation, gas mix etc.) and has the ability to make an extremely pure product. It can take
place at much higher pressure than many PVD processes (although low pressure is of course
still quite possible) and it is not as dependent on line-of-sight path between source and substrate
as is PVD. A very good reference on the basics and thermodynamics of eVD has been written
by Pierson, H. (1999).
Little pure eVD work has been done in the realm of MgB z with the exception of hybrid
physical-chemical vapour deposition, described later. Fu et al. (2002) and Wang et al. (2003)
used Diborane (BzH6) gas to deposit Boron thin films via eVD. These films were then annealed
as usual in the two-step ex situ anneal process. The films were of good quality (Tc of 37.5K, le
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of 2.6 x 107 A/cmz in zero field at 15K), but not particularly notable in any way as compared to
the bulk of the literature.
2.4.5 Molecular Beam Epitaxy (MBE)
MBE has become a very popular method of creating advanced epitaxial films in the
semiconductor industry. In this method, 'beams' of molecules are directed onto a substrate
resulting in layer-by-Iayer growth on an atomic scale. Typically, multiple molecular sources are
used which can be shuttered on and off very quickly. This allows complex systems to be built
up one atomic layer at a time. Multiple beams can be used simultaneously to grow compound
materials.
Because the system used beams of molecules transported along a trajectory towards the
substrate, it is imperative that pressures be extremely low (typically in the UHV range at under
10.9 torr) to allow for a good mean free path. The beam generators, known as effusion cells,
typically make use of evaporated solids as in PVD, but their construction is rather complex. In
fact, MBE is a highly complex and sophisticated method of thin film growth both in terms of
the underlying physics and the apparatus used. In spite of this, the ability to grow thin films one
atomic layer at a time with intricate control over molecular composition is invaluable. [t is
possible, for example, to precisely sandwich GaAs between A[As layers providing multiple
layers with different band gaps. A good introduction to the basics of MBE can be found in
Rinaldi,2002.
Applied to MgB z, MBE has been marginally successful. Ueda and Naito (2001) created as-
grown (in situ with no annealing) MgB2 films very early on after the MgB2 discovery. They
found that superconducting films would only form for substrate temperatures between ISO and
320°C. They managed to obtain films with a Tc of 36K and a transition width of only IK which
is certainly very impressive for early as-grown work. Poor crystallinity was again the problem
plaguing this method. In 2002, van Erven et al. succeeded in growing more highly crystalline
films by this method. It was still necessary to use a lower substrate growth temperature than
other methods employ (250°C) and very precise control over the relative B:Mg flux rates was
required. That said, MBE is a method that excels in such precise control. They also noted that
oxygen contamination was a big problem even with very high (10. 10 torr) vacuums.
Furthermore, the growth was not adsorption controlled, meaning that the amount of Mg
incorporated into the films (relative to boron) was not automatically controlled as it is with
certain semiconductor materials. Making the Mg flux too high would result in Mg rich films.
Adsorption-controlled growth is considered more in the thermodynamic section below.
2.4.6 Other methods
Most of the work done in thin film deposition makes use of one of the methods described above,
or the HPCVD method described later in this chapter. [n addition, there have been sporadic
attempts by certain groups to make MgB2 using less mainstream approaches. Peng et al. (2003)
directed a boron ion beam at a magnesium ribbon to implant boron ions in the magnesium
surface. The superconducting state did form, but the quality was very poor. A group at Shivaji
University in India (Jadhav and Pawar, 2003) managed to grow films via the exceedingly simple
process of electrochemical deposition onto silver substrates. The films did require post
annealing, but only at low temperature (300°C for 90 minutes). Fi[ms managed a Tc of 38.5K at
best and were reasonably smooth. None of these more unique methods seem to have ever caught
on in the community, however, and the bulk of thin film deposition work seems to be done by
some form ofPVD, or HPCVD which will be described shortly.
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2.4.7 Thermodynamics of the MgB2 system.
Although Oxygen contamination is a great nuisance in film deposition, it is seen from the above
review that across the board, magnesium volatility is the real problem. On the one hand, films
need to be deposited at high temperature to ensure good crystallinity and adequate formation of
the correct, superconducting phase. On the other hand, increasing the temperature universally
results in Mg loss, unless it is done via ex situ anneal where it is possible to maintain a very high
Mg vapour pressure by placing sufficient Mg in a sealed container. Very early on in MgB2 thin
film research, the problem was thoroughly treated by a group at Pennsylvania State University
in several works (Xi et aI., 2002; Liu et aI., 200 I). These papers have become fairly seminal in
current thought on MgBz thin film deposition. In these works, the group calculated the phase
diagrams of the MgBz system for various vapour pressures of Mg.
In the system, in addition to MgBz, Mg (solid, liquid and vapour), solid Boron, MgB7, and
MgB4 may exist at anyone time. It would be desirous in forming MgBz films to keep
temperature and pressure at such a level that only the MgBz and gas Mg phases are present.
Within such a window, not only would MgBz be stable, but no excess Mg or B would form
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Figure 2-7: States of MgB2 system for temperature of 850°C (Liu et aI., 2001).
In each phase diagram, the fraction of Boron relative to Magnesium makes up one axis. The
pressure is the Mg vapour pressure and the atomic fraction of Boron determines the Boron
vapour pressure or flux ratio required. For example, at 1 tOff, to remain in the "gas + MgB2"
window, temperature needs to be below about 900°C and above about 600°C, and atomic
fraction of Boron must be less than about 0.667 (Mg:B ratio must be above stochiometric 1:2).
Typically, however, the charts would be used by selecting a desired temperature and finding the
Mg pressure and B atomic fraction window. It is also important to maintain temperature below
the decomposition temperature of MgB2.
The high volatility of Mg actually allows for automatic composition control (self-limiting
adsorption ofMg) if deposition occurs in the Mg (gas) + MgB2 window (Naito and Ueda, 2004).
This means that Mg will combine with B in the required ratio is the correct conditions are met
and any excess will not form a solid. This makes control of the relative flux rates considerably
simpler.
The Penn State grouped calculated that for optimum epitaxy, MgB2 should be grown at
temperatures of around 1080°C (Liu et aI., 2001). The phase diagrams show that for MgB2 to be
stable at this temperature, an Mg partial pressure of at least 11 Torr is required. This is out of
the range of many common, low pressure techniques.
The revelations of this work explain many of the results observed in thin film work then and
since. However, they make it seem more simple to produce MgB 2 than it actually can be. For
example, Naito and Ueda (2004) note that for an Mg pressure of 10-4 - 10-6 torr, MgB2 should
form at a substrate temperature of 400°C. However, in this case, Mg will tend to re-evaporate
from the surface before it has been able to combine with boron. The diagrams only illustrate that
MgB2 will be stable, but do not take the kinetics of the system into consideration. Mg tends to
re-evaporate very easily above 300°C (Xi et aI., 2003). In addition, it has been shown that MgB2
decomposes less easily than predicted in the model (Fan et aI., 200 I).
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This work does not only explain why decomposition was so prevalent and why in situ films
tended to be Mg deficient, but it also explains why some in situ and one-step methods
succeeded: they generated sufficient Mg flux relative to Boron flux in a growth window where
MgB2 was stable. However, other products may have formed and crystallinity was often poor.
This was why such precise control over the relative flux rates of Mg and B was required in the
MBE method.
2.4.8 Hybrid Physical Chemical Vapour Deposition (HPCVD)
The same group that uncovered the thermodynamics of the system used their results to produce
what remains to date the only method to produce near-perfect epitaxial films (Zeng et aI., 2002;
Xi et aI., 2003; Progrebnyakov et aI., 2003). Essentially the method used a gas-phase Boron
precursor (Boron CVD) and a solid-phase magnesium precursor (Mg PVD).
A substrate is placed in a quartz tube reactor on a graphite susceptor and surrounded by chips of
solid Mg. The susceptor is then heated to the relevant deposition temperature (optimally nODc
in Progrebnyakov et aI., 2003). Heating too much would not only risk decomposition, but it
would increase the reaction between substrate and film. The Mg chips near the substrate ensure
a high local Mg vapour pressure. Diborane is introduced from the top of the reactor and
dissociates in the presence of the heated substrate to yield Boron. Diborane is introduced at
1000 ppm in H2• The H2 provides for excellent gettering of stray oxygen, resulting in oxygen-
contamination free films (with the exception possibly of a thin layer of MgO on the surface of
Ah03 substrates due to substrate-film reaction). SiC substrates and AI 20 3 substrates were found









Figure 2-8: Basic schematic of HPCVD experiment.
Using this method, it was possible to grow large-grained, smooth (25-40 A surface roughness)
epitaxial films with a Tc of 41.7K and a sharp superconducting transition of O.IK. These are
certainly the best reported results available. lc was 120 MA/cm2 and Hc} 29.2T. These films
remain unique in their quality.
Also, the importance of a high hydrogen flow rate cannot be overemphasized. The gettering
action of hydrogen proves far more effective in keeping oxygen contamination to a minimum
than using extremely good vacuums.
2.5 Experimental - The basic premise
The idea to get involved in MgB2 thin film work grew out of casual reading on the subject
during lulls in other work that was continuing at the time (see Appendix). MgB2 films were
desired, but diborane gas proved ridiculously expensive owing to the fact that it had to be
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specially imported into the country and could not be transported on a plane (due to its hazardous
nature). In addition, B2H6 is highly poisonous and explodes spontaneously in moist air, making
it a less-than-desirable gas to work with.
Nevertheless, there was a great desire on our part to produce films such as those made in the
HPCVD method. The basic premise was reasonably simple: keep a high local Mg vapour
pressure near the surface of a heated substrate as in the HPCVD method, but come up with
another way of introducing a Boron flux.
2.6 Alternatives
There was no other suitable gas to be used as a precursor for the Boron CVD aspect of the
HPCVD method. Other Boron precursors tended to be similarly hazardous, hard to get, and
often contained unsuitable elements that would create impurities (e.g. BCI3). Thus it was
necessary to find some other way of creating a Boron flux.
2.6.1 Evaporation
PVD of the Boron was another option. Indeed, Shimakage et at. (2003,2004) have shown that
dual-PVD is a viable option by simultaneously evaporating Boron and Mg at precisely
controlled rates. They did manage to produce as-grown films, but their films were of poor
quality and their method quite complicated, relatively speaking. In addition, simple resistive
heating (or even electron beam heating) at an ambient pressure of 100 tOIT (the minimum used
by the HPCVD group) would be quite difficult. The vapour pressure of Boron is very low
indeed. At 2300°C, its vapour pressure is still only around 3 mTorr which would be completely
overwhelmed by the ambient gas. Realistically, Boron would need to be heated to over 3000°C
in a crucible that would itself not provide much contamination - perhaps tantalum. This is far
from impossible, but does not seem an elegant solution.
2.6.2 PLO
An interesting option would be to use PLD to ablate the Boron into the hydrogen air stream.
PLD does indeed work at higher pressures. If the Boron plume were ejected into a rushing
stream of hydrogen gas, this would surely provide some Boron flux. The rest of the HPCVD
experiment could remain the same.
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Figure 2-9: Possible alternative to diborane source for B flux.
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Some time after this, it was mentioned that a group at Cambridge was trying to produce a
variation on the HPCVD method using PLD. This is encouraging, since it means we were
probably not too far off the mark. However, we did not pursue this idea primarily because using
a laser would make the process very expensive. One uncertainty in this method is the degree of
vaporization of the Boron source at the higher pressures (lOO torr) required for the HPCVD-
type method to work. It would probably require high power and very good focusing to achieve a
good Boron flux. Perhaps a free electron laser would be most suitable. This remains a possible,
but expensive and complex solution.
2.6.3 Plasma processes
Sputtering is not an alternative at the required pressures. However, its more passive cousin,
chemical etching, may be more promising. Chemical etching takes place in a plasma
environment. Active species in the plasma combine with surface particles of the substance to be
etched. For example, in the semiconductor industry, chlorine gas is decomposed in a plasma
reactor to form chloride ions and atomic chlorine. These active species will readily adsorb onto
the surface of a silicon wafer where they react and form a new, gaseous product. The gas then
desorbs from the surface and escapes via the vacuum system. This is illustrated









Figure 2-10: Basic process of etching. Active species in the plasma (dark grey circles) move to the
substrate surface where they attach chemically to surface atoms of the substrate (light circles). The
resulting molecule will ultimately be disposed of via the vacuum.
Typically, the gaseous product is pumped away and expelled, However, why may it not be used
instead? The idea to use etching to create a Boron flux came primarily from the work of Reinke
et al. (2000). In this work, a hydrogen plasma was used to etch a cubic Boron Nitride (cBN) thin
film. cBN is the second hardest material known to man, beaten only by diamond. Yet it was
etched chemically in hydrogen plasma at a rate of 0.65 nm/min (in 22 torr pressure) which is
actually quite high (relative to thin film deposition rates). What is more, there was no
preferential etching of either boron or nitrogen. The question then became that if cBN could be
etched thus, then why not pure boron? And if boron could be etched, then the exhaust from the
etching apparatus should contain a Boron flux which could be used to supply boron to the
substrate in the HPCVD type of setup. Since etching can occur at high pressure (in fact,
increased pressure should typically improve etch rate), it should be quite suitable for this
purpose. So long as a suitably cheap and easy-to-make plasma source could be found, this











Figure 2-11: Showing idea behind plasma etch route to Boron flux generation.
2.6.4 Heat Pipe
A variation of the thermal evaporation theme was also considered: heat pipes. Heat pipes were
originally encountered when looking for a way to create an environment where the Mg vapour
pressure could be precisely known and controlled. A great resource is available from
Stellenbosch University's Laser Research Institute website (LRI, 2001 in the bibliography). The








Figure 2-12: Basic operation of heat pipe oven. Redrawn from (LRI, 2001). Liquid Mg is shown in
grey, Mg vapour is shown in light blue.
Mg solid is heated in the cylinder on the left. As it is heated, Mg vapour starts to rise.
Eventually, an equilibrium is reached where the rate of evaporation and condensation is
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constant. Mg vapour that slowly rises will reach a point where it condenses and runs down the
walls of the chamber to return to the heated region. At this point, the Mg vapour pressure is
equal to PI, the pressure of the external Argon gas. Because the Mg vapour is continuously
rising, impurities are forced out. There is a narrow mixing zone between the two gases.
Because a liquid-gas phase equilibrium is reached, temperature and vapour pressure become
precisely linked. Vapour pressure is directly dependent on temperature (as opposed to volume)
in a closed environment. Thus the temperature of the pipe is uniquely determined by pressure
PI, which can be easily controlled, and vice versa. The temperature is constant over the Mg gas
region.
This makes heat pipe ovens very useful as isothermal ovens with precise temperature control.
For our purposes, it makes a useful environment generator where the vapour pressure of Mg can
be precisely controlled and known. In addition, the Mg environment becomes very clean. The
trouble is, how to introduce Boron?
In fact, several schemes exist for mixing gases within heat pipe ovens. One, again proposed on
the LRI webpage at Stellenbosch, involves a cross-concentric heat pipe oven. In this apparatus,




Figure .2-1.3: Cross-concentric heat pipe oven. Mg liquid is shown in darker blue. Mg vapour is
shown ID lighter blue. The purple represents a different metal in the outer heat pipe.
In the cross-concentric heat pipe, the central heat pipe bisects the larger outer heat pipe, which
really serves the purpose of an oven to control the temperature of the inner heat pipe precisely.
The vapours of Boron and Mg will mix in the light blue section. The advantage is that the
vap~ur pressure of Mg is precisely controlled by the outer oven, and the vapour pressure of B is
p~eclsely controlled by its own, separate heating source. Other, schemes for multi-element heat
pIpes have been proposed (Vidal and Hessel, 1972, Bednarska et aI., 1996).
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This remains a uniquely interesting solution because of the precise, independent control
afforded over Mg and B vapour pressures. However, it suffers again from the problem that
Boron needs to be heated a great deal to produce any reasonable vapour in such a system. This
would mean that part of the system at least would need to be made from expensive Tantalum.
2.7 Conclusion
To this day, the HPCVD method remains the only MgBz thin film production method capable of
such high quality, epitaxial films. We were quite eager to attempt to duplicate this feat without
diborane gas. MgBz deposition should be relatively simple provided that the correct
thermodynamic window for its production can be maintained. Although at one stage it was
desired to try multiple paths to this route, in the end there was only time and budget for one
attempt. To this end, we decided to try and plasma etch the boron to obtain the necessary B flux
in the hydrogen stream. This method might not seem like the simplest, but there are several
advantages to taking this route:
I) It has the potential to be quite cheap if a cheap plasma source can be found;
2) To the author's knowledge, creating a flux of a desired species in this way has not been tried.
This makes it potentially valuable and scientifically interesting. Should it work, it could be a
very useful technique in general since one negative aspect of general CVD is that suitable
precursors are not always available.
3) Using a plasma has other potential advantages. Firstly, the laboratory could use a good, high
pressure plasma source in any event. Secondly, changes in the methodology could allow the
same apparatus to be used for plasma-enhanced CVD experiments. It is worth nothing that
PECVD of any nature has not yet been tried in MgBz thin film deposition.
The next chapter surveys suitable plasma sources considered for use In this system.
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3 Plasma Sources
Based on conclusions drawn in the literature review on MgB z thin film deposition, the next step
involved acquiring an adequate plasma source to suitably etch the boron precursor. This review
is intended to provide a brief overview of plasma sources in general, followed by a survey of
some likely candidates. Plasma processing and plasma physics are complicated and extensive
topics and as such this review intends to provide an overview deep enough only for the purposes
of the discussion at hand. For an excellent text on plasma fundamentals as applied to film
processing, the reader is referred to Rossnagel, Cuomo and Westwood (1990).
3.1 Plasmas
3.1.1 Introduction
A plasma is a gas that has been by some means dissociated into some or all of its constituent
parts: atoms, molecules, ions and electrons. Not all plasmas are created equal, with some
containing more ions (strongly ionised plasmas) and some containing mostly neutral particles
(weakly ionised). In plasmas where that are mostly ionised (such as the sun), one finds a good
degree of thermal equilibrium between ions and electrons. In weakly ionised plasmas, the
electrons tend to have a very high temperature, while the ions remain relatively cool. These are
termed nonequilibrium plasmas and most common laboratory plasma generators produce these
types of plasmas. Since most of the energy is contained in the electrons - which are incredibly
small - such plasmas do not cause much heating in objects they come into contact with.
Thermal (or equilibrium) plasmas, on the other hand, have a greater degree of equilibrium
between ion and electron energies and are quite capable of inducing considerable heating.
Typically one refers to the electron temperature of a plasma for the sake of comparison. Process
plasmas (used in most materials science processing) have an electron temperature of around I to
10 electron Volts (eV). One electron Volt is equivalent to approximately 11600 K (Rossnagel,
Cuomo and Westwood, 1990, pp. 15). This does not of course mean that the plasma gas
temperature is I 1600 K since the ion temperature is considerably lower. By contrast, magnetic
fusion reactors operate at temperatures of nearly 106 eV.
It is estimated that plasmas make up 99% of the visible universe (Wikipedia, Plasma). Even on
earth they are quite common with a flame being an example of a type of plasma.
3.1.2 Some basic properties
Again, this review does not seek to be a physics lecture but offer some basic plasma concepts by
way of introduction.
The most startling and obvious characteristic of plasmas is of course the fact that they emit
vibrant glows. The reason for this is that electrons are constantly excited and then decay back to
lower energy levels, emitting photons in the process. This effect is incredibly useful in
diagnostics since each element will emit a specific wavelength - the foundation of spectroscopy.
In addition, a plasma will react to an imposed charge or electric field in order to diminish the
effects of that charge or field. This is the phenomenon of Debye shielding. One consequence of
this is that plasmas are always charge neutral on average. This is termed 'quasineutrality'. If
there were any region of excess positive or negative charge, a field would be set up which
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would counteract the effect. For this reason, electric fields are not useful for containing plasmas
and magnetic fields are used primarily for this purpose.
The most useful aspect of plasmas for the purposes of this thesis has already been mentioned:
the generation of active species. Since electrons are moving about furiously within a plasma,
there are numerous collisions between electrons and molecules. When this happens, two main
reactions may occur (Rossnagel, Cuomo and Westwood, 1990, pp. 35): I) dissociation, where
the molecule is broken up into its constituent atoms or 2) dissociative ionisation (e' + AB -7 A+
+ B +2e' where AB is the molecule). The products of such dissociations can themselves be
further ionised or dissociated by electron bombardment. Note that recombination is a constantly
occurring process as well which is why, of course, without the application of power a plasma
will quickly revert to a normal gas.
This active species generation is what makes a plasma so suitable for chemical etching
(described in the previous chapter) where active species combine with surface atoms of a
material to form a new gas product. The resulting product then desorbs from the surface and is
pumped away. Of course, it is possible that the surface may be modified instead of etched (no
desorption) which is another use of plasma processing: surface activation or modification.
Etching by plasmas is known as 'dry' etching as opposed to wet etching where the substance to
be etched would be placed in a solution of some sort. It is also often called chemical etching.
In most reactors, there is a natural acceleration of ions towards the substrate due to electric
fields which form about the substrate. This enhances the speed of the reaction. It is possible,
however, to deliberately accelerate the ions using dedicated means to do so. If ions are
accelerated fast enough, they strike the surface of the substrate with sufficient kinetic energy to
physically knock substrate particles off the surface. This is a type of billiard-ball effect. In this
case, the etching is typically termed 'sputtering' as mentioned in the previous chapter. This is a
physical, not chemical process. Sputtering is typically a low pressure process since ions would
need to have considerable mean free path to be accelerated sufficiently.
3.2 Sources
To break a gas up in this manner will obviously require the input of energy. Many schemes have
been developed for the generation and then application of such energy. A dc or ac power supply
will typically be coupled to a gas chamber through an antenna, electrodes, a coil, or electrostatic
plates. Frequencies of the power source vary all the way from dc up to the microwave range.
For the purposes of this research , two basic requirements had to be met: I) the source and
reactor had to be as low-cost as possible, 2) the source and reactor had to be easily obtainable
and simple to set up. The constraints were limitations imposed primarily by budget and time.
Keeping the apparatus simple and low-cost would in addition have the advantages of making
any results obtained particularly accessible and more useful. Furthermore, if complex and
expensive equipment were used, the method would have no advantage over the simpler and
already-proven HPCVD method.
Expense and difficulty in implementation will be incurred mainly in obtaining a suitable power
supply, or often in constructing a suitable reactor chamber (or both). An added constraint was
imposed by the intended use of the apparatus: to etch Boron or MgB2 at high pressure. A large
number of common laboratory plasma sources are useable only at very low pressures - typically
less than a torr. In fact, a very old Plasmaprep 100 barrel etcher was accessible for use, but
could only operate at sub I torr pressures.
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The added pressure constraint automatically ruled out a large number of the more common
plasma sources such as the typical parallel plate barrel etcher. What follows is an overview of
several plasma sources that were considered.
3.2.1 Capacitively-coupled, 13.56 MHz RF sources




Figure 3-1: Barrel type (left) and parallel-plate (right) etchers.
Owing to the ubiquitous nature of such sources, these types of reactors were considered first.
The parallel-plate structure is also commonly used with a simple dc source. However, dc
sources are considered inferior primarily because they are less efficient and require a net
conducting current to sustain the plasma which makes them less suitable for processing
insulating materials. Commercial RF sources such as that used in our own PlasmaPrep 100 tend
to use a frequency of 13.56MHz. The frequency is assigned by the United States Federal
Communications Commission (FCe) and is not based on design parameters. Both RF and dc
plasma apparatus of this nature work at very low pressures which makes them unsuitable for the
task at hand. They are also characterised by low ion density and low ion-to-neutral ratio (Popov,
1995).
3.2.2 Inductively Coupled Plasma (ICP)
The RF inductively-couples plasma, however, has long been used at pressures up to
atmospheric. They are high temperature (7000 K - 8000 K heavy particle temperature) sources
that are used in such applications as vaporisation and even fusion. Not very complex in










Figure 3-2: Basic torch used in ICP-Mass Spectroscopy (Thomas, 2001).
One of the most common uses for ICP today is in spectroscopy. A sample to be scanned is
nebulised and then injected into the stream of an ICP torch. The plasma is sufficiently hot and
dense to quickly vaporise the target. The wavelength of the photon emissions as the electrons
decay to lower energy levels allows the sample to be identified via spectroscopy.
From the above figure it is clear that an ICP is made to work by applying a suitable power
supply to a coil. Such a torch would be quite successful for the task at hand. There are two
problems, however, which make it largely unsuitable: it requires a 600 W-1800 W
(Timmermans and van der Mullen, 2003), high frequency power supply and quartz glass tubes.
Quartz seems quite popular and common in certain countries but in South Africa at least is a
very expensive commodity that needs to be imported. The power supply presented something of
a problem as well. Although it could realistically be built, this would make the final apparatus
less easily accessible and cheap. In addition, the torch needs very high power to run on any gas
other than argon which would further add to cost and difficulty since it was desirable to use
hydrogen in these experiments.
The ICP torch does however remain a uniquely suitable apparatus for the present task.
3.2.3 Torche a injection axiale (TIA)
The TlA is a plasma torch based on a microwave power source (Moisan et aI., 1994). Like the
ICP, it can be used right up to atmospheric pressure and is very hot (1000 K - 4000 K heavy
particle temperature according to Timmermans and van der Mullen, 2003). Unlike the lCP, the










Figure 3-3: Basic design of TIA apparatus. The horizontal section is made of rectangular
waveguide while the vertical section is coaxial.
As can be seen in the above figure, the TIA is made of two intersecting waveguides: a
rectangular section that runs horizontally, and a coaxial section that runs vertically. Moveable
shorts are in place to allow for tuning and the plasma itself forms at the very nozzle of the
device. The apparatus essentially converts the TEol mode running in the rectangular waveguide
to the TEM mode in the coaxial section.
The TIA system is quite promising for the given application. However, it is more complex to
build and set up than some alternatives especially owing to the rather complex tuning
mechanism. Furthermore, microwave waveguide components such as directional couplers and
circulators are quite expensive. Also, the entire outer waveguide section of the coaxial part
would need to be enclosed in an air-tight chamber for thin film deposition. These are small
problems, granted, but simplicity was key and it will be seen shortly that more promising
alternatives existed. The TIA was certainly one of the most promising candidates but for its
rather tedious construction. The TIA also requires a fairly high power supply (300 - 2000 W
depending on gas and pressure).
3.2.4 Microwave Plasma Torch (MPT)
In fact several microwave-induced plasma torches have been designed over time all of which
have similar characteristics. The Surfatron (not considered as a candidate, see Hubert et al.,
1978) and TIA are examples of these. A more recent version improved on older designs to offer
better stability and lower power consumption while allowing for simple construction (Bilgic et













Figure 3-4: Design of the microwave plasma torch of Bilgic et al. (1998)
It can be seen from the above image that the MPT is not completely dissimilar from the TIA.
The primary difference is that input power is coupled in through a coaxial line feed, and the
tuning mechanism is simplified. On the whole, the setup is easier to construct and in addition,
needs less power to run (50 W - 300 W vs. 300 W - 2000 W for the TIA). Yet this solution
remained more complex in construction and therefore less accessible than certain other options.
There is no doubt the electronic engineering workshop could have built such apparatus to the
required specifications, however. A more subtle problem is that while magnetrons are quite
easily available owing to the ubiquitous presence of microwave ovens, these magnetrons output
their power into rectangular waveguides, not coaxial ones. It is again not a terrible difficulty to
design and construct a mode converter and tuner (this would be expensive to purchase), but then
complexity would increase unnecessarily.
3.2.5 Corona Discharge
Corona discharges are discharges created by dielectric breakdown due to intense field strength.
These happen quite naturally, particularly around sharp points where electric field is intensified.
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Figure 3-5: Corona discharge apparatus.
Corona discharge is reasonably simple to set up. However, it strikes one as being a less versatile
source than many considered here. In addition, it does require a considerably high voltage
power supply (several kilovolts, depending on gas and pressure) to work well which can be
difficult to acquire or build. Its only real advantages are that is does indeed work at atmospheric
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pressure and has a very simple structure. In addition, the plasma is usually very small extending
only about 0.5 mm away from the point which is not desirable.
3.2.6 Dielectric Barrier Discharge (DBD)
A DBD consists of two electrodes, at least one of which will have its surface coated with a
dielectric. There are several variations on this theme (e.g., Klages et aI., 2000), but the basic










Figure 3-6: Dielectric Barrier Discharge.
A voltage of around 20KV is applied to a gap several millimeters wide existing between two
plates. (Schutze et aI., 1998). The plasma is actually composed of thousands of micro arcs that
rapidly form and extinguish, lasting for about 10-100 ns each.
This apparatus is an interesting choice and not without its merits. However, it still requires the
high KV power supply which would need to be built. This is not a huge obstacle, but the system
has little unique or exciting to offer in the face of its competition and it simply did not seem
worth the effort and time.
3.2.7 Atmospheric Pressure Plasma Jet (APPJ)
Although the TIA, MPT and even ICP already discussed could be quite feasibly called
atmospheric pressure plasma jets, the APPJ is a different and rather interesting device. It is a
rare device insofar as while it can indeed create a plasma all the way up to atmospheric pressure,
the plasma maintains its nonequilibrium state (Schutze et aI., 1998). This means that the heavy
particles (ions etc.) within the plasma remain relatively cool. In fact, the gas temperature
remains in the region of 25°C to 200°C - this compared to many thousands of degrees for
thermal plasma torches. This makes the APPJ uniquely suited to treating a wide variety of
surfaces that would otherwise be easily destroyed by plasma torches. It can, for example, 'burn'
(etch) a surface clean at very low temperatures.
The APPJ is rather simple in construction consisting of two concentric, cylindrical electrodes
through which the gases flow. 13.56MHz RF power is applied to the inner electrode at 50 to
500W (Jeong et aI., 1998)
Outer electrode
Figure 3-7: APPJ apparatus.
Inner electrode




The APPJ requires that 99% of the process gas used is He, which is a significant drawback in
this application. Nevertheless, the small I % that remains is enough to carry out a chemical
etching process (Jeong et aI., 1998). In fact, using a cold plasma such as this would allow for the
determination of just how successful chemical etching of Boron or MgB2 really is since there
would be no thermal evaporation.
In spite of this, the RF power supply would need to be built or acquired at some expense and it
seemed as if a thermal plasma torch, which is simpler in construction and has the added
advantage ofthermal1y processing the Boron, would be a better option.
3.2.8 Thermal Plasma Torch - tube in waveguide
There are several variations on this theme, but the basic apparatus involves a refractory,
dielectric tube (such as quartz or cubic boron nitride) intersecting a waveguide (Hadidi and












Figure 3-8: Basic implementation of microwave plasma torch by tube-in-waveguide method.
In the above figure, the tuner is used to ensure maximal coupling of energy and the directional
coupler sends any returning waves to a dummy load. The tube is placed a quarter wavelength
back from the waveguide short to ensure maximum E field strength. This is a very thermal
plasma like most atmospheric plasma torches (the hot point of the flame was measured at 3200
K by Moon and Choe, 2002). What is more, atmospheric operation, at least for argon loads, is
achievable with a very standard microwave magnetron operating at less than a kilowatt. In
different implementations of this basic design (see for example, Woskov and Hadidi, 2002
versus Moon and Choe, 2002) there can be variations in the actual nature of the plasma flame.
Moon and Choe observed filaments in the tube which converged to a point and then formed a
flame, while in the work of Woskov and Hadidi, the filaments and convergence were not
apparent. This is real1y not an important point, however, as the basic method would certainly
serve the purposes of this experiment. Furthermore, since the plasma is produced directly in a
quartz (or BN) tube, it is easy to link to a vacuum system and deposition chamber as desired.
This is certainly a very attractive option hindered only by the ridiculous price tag attached to
commercial waveguide components. The magnetron could theoretically be taken from a
conventional microwave oven, but a tuner, directional-coupler and even basic waveguide would
set a smal1 research lab back thousands of dollars. The waveguide could be quite easily made in
the local workshop, but designing and building tuners and couplers is something of a chore. A
further hindrance is the high cost of the refractory tubing once again. In addition, microwave
oven magnetrons are not continuous wave and so their power supplies would need to be
smoothed. Again, these are not insurmountable problems, and had a better method not been
discovered, the tube in waveguide plasma torch was the number one contender for this project.
Its suitability to the project and otherwise simple construction made it a very attractive option.
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3.2.9 Microwave plasma Jet with nozzle
This is similar to the MPT discussed earlier and also to the tube-in-waveguide torch discussed
above. A number of microwave-based approaches were looked at owing to their efficiency,
simplicity, and the ubiquitous nature of cheap, powerful microwave power supplied courtesy of
domestic ovens. The difference between the systems discussed so far and this one is that
microwave power is coupled to the plasma through a rectangular waveguide (like the tube-in-
waveguide approach) but then a tunable nozzle is used to focus the Electric-field at a particular
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Figure 3-9: Nozzle-in-waveguide plasma torch design.
Again the nozzle is placed a quarter-wavelength back from the short where the E-field is a
maximum. Through proper tuning by moving the tuning screws in the above diagram, the E-
field is concentrated such that breakdown occurs and a plasma results.
The advantages of this system are that no refractory tube is needed. The nozzle may in fact be
made out of an ordinary metal such as copper since the plasma forms beyond the nozzle tip and
so the tip remains relatively cool.
However, for the purposes of the work in this thesis, the apparatus is a little less suitable than
the tube-in-waveguide approach. This is primarily because the tube-in-waveguide allows for the
plasma to be contained in an airtight tube easily connected to a deposition system. Doing the
same with the above apparatus is more difficult. In addition, the nozzle method is more tedious
and difficult in construction and tuning and still suffers from the drawbacks of requiring
expensive waveguide equipment.
3.2.10 Fused Hollow Cathode (FHC)
Barankova and Bardos at the University of Uppsala, Sweden, published a series of papers on a
rather novel plasma source called the Fused Hollow Cathode (Barankova and Bardos, 2000a;
Bardos et aI., 1998). Hollow cathodes are nothing new. They have been used for some years as a
way to increase the rate of processing achieved in plasma processes (for example, a faster
etching rate). Briefly, a hollow cathode means having at least two surfaces at the same electrode
potential (the cathode potential) facing each other and being in close proximity to one another.






Figure 3-10: A type of hollow cathode configuration (Rossnagel, Cuomo and Westwood, 1990).
Not only are the reactants physically contained between the hollow cathode surfaces, but
electrons are found to oscillate rapidly between the surfaces, increasing ionization. The major
benefit to be gained from hollow cathode is this immense increase in ionization. The total
plasma density increases by two or three orders of magnitude (Bardos et al., 1998)
However, typical hollow cathode setups still tend to work at relatively low pressures, unsuitable
for our means. Nevertheless, the microhollow cathodes employed by Barankova and Bardos are
quite capable of operation right up to atmospheric pressure. These cathodes are small needle-
like tubes about 0.1 mm to O.4mm in diameter. In fact, microhollow discharges capable of
working up to atmospheric pressure have been around for a while and were originally powered
with a dc source (EI-Habachi and Schoenbach, 1997; Stark and Schoenbach, 1999). The authors
noted that for a hollow cathode to operate effectively, pressure scales inversely with diameter.
To this end it was estimated that holes of diameter 0.1 mm and below would allow for
atmospheric operation. Electrodes were made from 0.1 mm molybdenum foils separated by 0.2




Figure 3-11: Early dc microhollow cathode (EI-Habachi and Schoenbach, 1997).
Barankova and Bardos made use of RF instead of dc as a power source which allowed for easier
ignition and greater thermal and operational stability (Barankova and Bardos, 2000a). One
major advantage of the hollow cathode structure is that it is always a nonequilibrium plasma
(El-Habachi and Schoenbach, 1997). One disadvantage is that the plasma emission is so small
in extent that it can only be used to process small surfaces.
Barankova and Bardos overcame this by creating arrays of microhollow cathodes which they
dubbed "Fused Hollow Cathodes" (Barankova and Bardos, 2000a, 2000b). The exact geometry






Figure 3-12: A type of FHC setup. Gas is blown through the FHC head which is also the cathode.
The electrode in the above example is essentially a fusion of many sub-mm hollow cathode
tubes into one solid electrode. The micro-plasma generated by each will merge into one plasma
of a larger surface area at the counter electrode. In addition to the low heat generation, the
plasma used very little power, on the order of tenths of Watts per square cm (Barankova and
Bardos, 2000b).
The system is remarkable in its achievements and incredibly valuable for all its simplicity. In
the end, it was abandoned in favour of a more thermal, more accessible option. Nevertheless, it
would be interesting to actually build an FHC at some stage as it provides perhaps the best
example of a large-scale, atmospheric pressure, nonequilibrium plasma that is still reasonably
simple to build.
3.2.11 Atmospheric Pressure Nonequilibrium Plasma (APNEP)
The APNEP is another plasma generated by a microwave magnetron. What separates the
APNEP from other implementations of atmospheric microwave plasmas is its absolute
simplicity. Recall that the most important parameters in this search were accessibility and cost.
For this reason, figures such as ionization density, electron temperature and even power have
not been considered important. Most of the plasmas mentioned thus far in any event are capable
of high processing rates regardless of ionization density because of the high gas pressures and
therefore large number of active species present.
The APNEP is so simple that it is almost remarkable somebody managed to patent it (Duan,
1999). It involves placing a containing reactor of some refractory dielectric inside a multimode
microwave cavity. A multimode cavity is the same type of applicator used in common domestic
microwave ovens: an applicator designed to support multiple modes for a given frequency
range. So, essentially, an APNEP involves placing a dielectric reaction chamber (to contain the




Gas inL-_-'.~ [=~==:::;;;:; .~4:>,--__-r_Plasma
_-;::~==;==3-_lnitiator
To vacuum
Figure 3-13: Basic APNEP apparatus. A quartz reactor is placed within a microwave multimode
cavity. The initiator is used to ignite the plasma.
Of course, domestic microwave ovens are typically not very well designed having many hot and
cold spots (true multimode applicators should have a relatively smooth electric field
distribution, especially when loaded). In addition, they are not powered using a continuous
wave generator, but rather make use of a half-wave rectified source (a voltage-doubler).
Nevertheless, the APNEP will run perfectly well inside a commercial microwave oven and in
fact is commonly used in such a form. It differentiates itself from other microwave plasma
sources by being the first that is readily achievable using such cheap equipment (Shenton et al.,
2002).
One problem is ignition. For example, were one to put a glass sphere into a microwave oven and
switch the oven on, nothing would happen. The patent puts great focus on methods to cause the
plasma to ignite. One way is to insert a sharp conducting object, which can then be removed (to
prevent contamination). Electric fields are concentrated at the tip of the initiator which causes
the plasma to ignite at atmospheric pressure. Once initiated, the plasma may be sustained
without need for the initiator. The plasma will tend to float upwards till it reaches the top of the
reactor as shown in the figure above.
Another method to initiate the plasma would be to evacuate the reactor until breakdown occurs.
Once the discharge is initiated, pressure can be increased once again without extinguishing the
plasma since a discharge path now exists.
Although the plasma is nonequilibrium by virtue of the microwave source (microwaves operate
at such high frequencies that electrons are forced to oscillate with furious energy), the degree of
nonequilibrium is quite poor at high pressure and the plasma is actually very hot. The
temperature has been quoted as 2000°C (Shenton and Stevens, 1999). The degree of
nonequilibrium is improved at low pressures.
This is the only potential drawback of using this equipment: a refractory reactor, such as one
made of quartz, would negate all the advantages gained in such a cheap and simple setup.
However, the apparatus would generate plasmas in high flow rates (up to 600 IImin according to
Shenton and Stevens, 1999) using a large variety of gases and the thermal component could
only help in releasing boron from the solid precursor. The apparatus could also be used for
PECVD purposes (Duan, 1999). The absolute simplicity and seeming flexibility of such
apparatus made it a top contender for this project.
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3.2.12 Persistent Ionisation in Air (PIA) in a microwave oven
The idea to create plasmas in the air using microwave ovens is actually not very new. A casual
search on the internet will reveal several websites detailing experiments which involve doing
just that (see, for example (Naudin, 2000)). Note that these sites are all made by hobbyists or
laymen - not scientists. It is considered a well-known and 'fun' experiment to place, for






Figure 3-14: An implementation of the basic plasmoid experiment (Brandenburg and Kline, 1998).
[n the above image, the screw may be replaced by a lit toothpick or thin pencil-lead (graphite)
depending on where one looks on the Internet. This will be called the aerial in this discussion.
The aerial concentrates the field and causes dielectric breakdown of the ambient gases (typically
air). A spark plug was added in the above system to help initiate the plasma. By photoionising
some of the air in the vicinity of the aerial, the required E-fie[d strength to cause breakdown is
lessened (Brandenburg and Kline, 1998). However, placing a lit toothpick under a bowl works
equally well.
What results when power is applied is often called a 'plasmoid' or "artificial plasma" (Naudin,
2000) by the various people who produce such a thing. [t is meant to be related to ball lightning
in the way it manages to contain itself (Brandenburg and Kline, 1998). However, some dispute
this.
Knowing that microwave ovens will readily feed plasmas as in the APNEP apparatus above, it
becomes easy to see that this will work simply because after any sort of breakdown (e.g., arc or
corona discharge) the microwave power will feed the plasma and make it grow. The plasmoid
disconnects from the aerial that created it and floats its way to the upper wall.
Of course, a little ball of plasma that quickly rises to the top of the oven and dissipates is not of
much use. However, it may be contained using suitable glassware.
It is interesting to note that, according to the above sources, the plasmoid will spin around in a
so-called "vortex" and therefore, surprisingly, not melt through the containing glass. Our own
experiments with such plasmoid confirmed this. Brandenburg and Kline even used Plexiglass in
their experiments, which softens at a much lower temperature than Pyrex. Some casual
experimenters on the web think that this means the plasma is cool (which technically would
make it a plasma having a high degree of nonequilibrium). This, however, was shown to most
certainly not the case in our own experiments.
[n spite of all the fancy names, the plasmoid really is a plasma which simply has peculiar
dynamics. It could certainly be useful in the task at hand with the exception that everything
would need to be sealed in an airtight container as in the APNEP above. It must be noted that
most research on these plasmoid experiments was conducted some time after work on our own
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plasma apparatus had already begun (with the exception of the paper by Brandenburg and Kline,
2000). The method was largely dismissed in the early stages of this work since according to
Brandenburg and Kline, it appeared that the plasmoid could be quite difficult to stabilise and
thus was considered less suitable than the APNEP which is very similar. However, using a
spherical container, J. Naudin (Naudin, 2000) found stability to be quite robust.
3.2.13 Summary
This review touches only on several of the more promising sources that were investigated.
There is a wide array of high pressure plasma sources in the literature. Many were dismissed
quickly because of cost or complexity in construction.
Of the many types of generators reviewed, the APNEP and tube-in-waveguide were deemed the
most suitable for this purpose. They met the primary criteria of accessibility, simplicity and
low-cost. It is with some regret that one source alone need be chosen since it would be
interesting to attempt to use, for example, an FHC, cold plasma source as well as a torch,
thermal source and compare results. The tube-in-waveguide apparatus had been used previously
to etch cubic Boron Nitride with no preferential etching of either B or N by Reinke and
Oelhafen (2000) making it a very promising candidate. However, it was deemed more
expensive and difficult to implement than the APNEP. Although much of the waveguide
apparatus could be designed and machined in the local workshop, this still made it a less
accessible option since other groups may not be prepared to do the same. [t was very important
to come up with a process that could be easily mimicked.
In this regard, the APNEP system was simply unbeatable. Furthermore, it was so easy to test
that it would be possible to get started right away. One drawback was that a glassblower would
be needed to fabricate the reactor. This is not considered a major hurdle though. Although the
reactor designed for these experiments was custom-made, it may even be possible to use an
assemblage of standard laboratory glassware. Any pyrex container with an inlet pipe, and outlet
pipe, and some access port (such as a stopper) that allows samples to be placed inside would be
suitable.
One other hurdle was the requirement that the reactor be made from a refractory dielectric such
as quartz. Since it was not necessary, however, for the plasma to be used right up to atmospheric
pressure (even 100 torr should be sufficient based on HPCVD work discussed earlier in this
dissertation), there was the possibility that simple pyrex could be used. If this were the case, this
system simply could not be beaten for low cost, simplicity and accessibility.
The next chapter details the implementation of this APNEP system in our laboratory and the
numerous revisions and additions that were required.
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4 Development of the Plasma Apparatus
4.1 Introduction
The previous chapter discusses various high pressure plasma generation schemes. It was
decided after a lengthy review to attempt to reconstruct an Atmospheric Pressure
Nonequilibrium Plasma (APNEP) system. Not only is the system suitable for the task at hand
and flexible, but it is simple in construction and cheap to implement requiring only a microwave
oven and suitable glassware.
Having decided to use the APNEP system, it remained necessary to determine how this basic
idea could be used for the task of MgB2 thin film deposition. Furthermore, it was imperative to
overcome the requirement that the reactor itself be made from quartz. In fact, solving both of
these problems proved more difficult and laborious than anticipated. The evolution of the design
is documented in this chapter.
4.2 Initial attempts
Creativity took a back seat in the early stages of this design process as it was decided to simply
try and implement the design for the reactor as illustrated in the patent application itself (Duan,












Figure 4-1: First APNEP design based largely on patent for APNEP.
The reactor itself was a 500 mL round flask to which a 10 mm outer diameter (OD), 120 mm
long gas inlet pipe was attached. Another IS mm inner diameter (ID) pipe was attached to the
very apex of the sphere. This was 300 mm long and allowed various objects to be lowered and
immersed in the plasma (such as initiators or samples). The lower, thicker (40 mm ID, 750 mm
long) pipe was used to evacuate the chamber. This was connected to the reactor itself through a
thinner, IS mm ID pipe of length 140 mm. The glass was 2 mm walled, Schott™ Borosilicate.
The thicker pipe did not join directly to the chamber since it needed to pass through the door of
the microwave oven. A hole of 44 mm in a microwave oven door is a major radiation hazard.
Thus the thinner pipe was introduced between the 44 mm pipe and the 500 mL reactor so that a
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smaller hole could be used. The wavelength in the microwave oven is around 12 cm, and thus a
17 mm hole is largely invisible.
The thicker pipe needed to be of such a large diameter in order to allow a substrate heater and
substrate to fit inside. This would be where deposition would take place. The MgBz thin film
deposition experiment was briefly discussed in the MgBz literature review and is based largely
on the work of Zeng et al. (2002). To reiterate, the basic idea was that boron or MgBz would be
placed in the plasma reactor. The sample would be etched by the plasma and the resulting boron
flux in the gas stream would travel downstream to the heated substrate surface. Magnesium
would be heated at the substrate surface producing a high local magnesium vapour pressure.
The Boron should combine with the magnesium and form magnesium diboride. This is basically
the HPCVD method of Zeng et al. (2002) with the exception that the Boron flux is created by
the plasma and does not come from dissociated Diborane gas. The final experiment was












Figure 4-2: First APNEP system would be used to deposit MgB2.
In addition, a mercury manometer was attached to the 44 mm OD tube through high
temperature, 8 mm hose to measure the pressure. Realistically, we would like to recommend
that others who try to recreate this work use instead a capacitive manometer or some other
electronic gauge since the hazards of using mercury proved a terrible nuisance.
The upper part of the glass (reactor, gas inlet and access port) were designed to fit into the
microwave oven such that the oven door faced the floor. In order for the access port, inlet pipe
and outlet pipe to pass through the oven walls and doors, holes needed to be punched in the
screening metal. The radiation leakage from these holes was checked with a microwave oven
leakage detector and found to be minimal. The holes were either 16 mm in diameter or 20 mm
in diameter.
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Figure 4-3: Stand for microwave oven with vacuum chamber below.
The oven itself was supported on a frame quite high in the air as shown in figure 4-3.
The microwave oven could be raised or lowered conveniently with a crane to which it was
permanently attached.
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Figure 4-4: Crane supporting microwave oven.
The stainless steel, cylindrical chamber below the oven in the image was a vacuum deposition
chamber that had been used in the laboratory before. Because the thicker tube of the glass
chamber could be made to fit into it conveniently, it was used as a means to attach the rotary
pump (shown in the image). This is completely nonessential and was done simply because it
was available and already connected to the rotary pump complete with pressure gauge.
Figure 4-5: The lower section of the glass tube could be made to easily fit into a stainless steel
vacuum chamber which was already attached to rotary pump and vacuum gauge.
The rest of the apparatus shown in the image will be discussed in more detail later in this
chapter. For now it is the evolution of the glass chamber itself that is important. Before
returning to that thread, another view of the microwave oven is shown here.
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Figure 4-6: Another view of microwave oven. The controls visible were easily accessible from
below.
This original glass reactor was far too unwieldy to be used with ease and was broken in short
order. Inserting it into the microwave oven and setting everything up was an incredibly difficult
task for one person to do. The microwave oven needed to be raised on the crane, then chamber
needed to be very carefully inserted into the oven. This was quite difficult to do since it did not
fit in directly. The access pipe first needed to be threaded through a hole punched in the top of
the microwave (the side opposite the door), and then the gas inlet had to be threaded through a
similar hole in the side. Next, the thicker pipe was inserted into the stainless steel chamber.
Finally the oven would be lowered and the door sealed. These few words do not express how
absolutely difficult it was to perform this operation without breaking anything. What is worse is
that every time a sample needed to be changed the reverse process had to take place and then
everything had to be done all over again. The probability of smashing glass was extremely high.
4.3 Mark 11
Thus it was decided at a very early stage to split the chamber into two: I) The upper reactor, gas
inlet, access port and thin outlet pipe, and 2) the lower thick tube. The two parts were joined
using a silicone bush compression fitting.
This made things considerably simpler. The thicker tube would now be permanently connected
to the rotary pump through the stainless steel chamber and left in place. Only the upper chamber
need be raised, lowered and moved around. Since it was so much shorter and lighter, this
presented far less of a problem. In addition, previously the microwave oven door had been cut
to allow the 44 mm OD tube to pass through it and then sealed up again (to stop microwave
leakage) around the thinner section of tube. This meant the door was permanently attached to
the apparatus. This was no longer a problem since now the upper chamber could be threaded
through a small hole in the door with ease and without leakage
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Figure 4-7: Two halves of the new chamber. The lower, thicker half is dark with a coating from an
experiment.
Figure 4-8: Showing how upper chamber fitted into lower chamber. The silicone bush is green in
colour.
The plasma was ignited by evacuating the chamber to a point where ignition became
spontaneous. This typically happened at around 20 tOff. A large, deep purple plasma filled the
entire reactor and the inlet and outlet pipes as well. The following image shows such a plasma:
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Figure 4-9: Showing low pressure plasma after evacuation and ignition. The purple colour was
always present when the chamber was evacuated to low (<20 torr) pressures regardless of what
gases had been flowing through before.
Recall that it was decided that hydrogen would make a good etchant. If hydrogen gas were
introduced slowly while the rotary pump remained running, the purple colour would remain. As
the flow rate was turned up, the pressure began to increase. Increasing pressure caused the
plasma to shrink, since there is fmite power available. Eventually the purple would become a bit
deeper in colour as well. The plasma would slowly shrink to a very small ball (though it was not
really spherical). This small plasma would stick to the glass - always in a particular spot, which
must be a microwave hotspot - and then rapidly melt its way through4. This happened at
pressures as low as about 40 tOfT. Below this, the plasma could run indefinitely. Thus two more
problems were immediately apparent. Firstly, it requires much more power to maintain a
hydrogen plasma all the way to atmospheric pressure and 1000 W would not be sufficient. This
is possibly something that should have been investigated before work began. The fact is that it
takes more energy to dissociate hydrogen than, for example, Argon. Comparing the two,
hydrogen atoms are strongly bonded to other hydrogen atoms while Argon is a monoatomic gas.
When dissociating hydrogen, extra energy needs to be input to the system to overcome the
strong H-H coupling (4.52 eV) followed by further ionisation reactions. In argon, there is no
inter-atomic-coupling to overcome and the argon atoms are merely ionised. This also means that
hydrogen plasma delivers more heat upon impact with a surface (through recombination) than
an argon plasma would (England, 2004). Experimentation showed that 1000 W was sufficient to
ionise air and argon plasmas all the way to atmospheric pressure. Secondly, it was now apparent
4 Note that the ability of a plasma to heat an object depends on energy density Le. temperature and
density. As the density of the plasma increases with increasing pressure, the thermal non-equilibrium
between electrons and heavy particles diminishes resulting in a highly thermal plasma that can eat
through glass.
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that pyrex would not suffice for higher pressures unless the plasma could be kept away from the
walls somehow. The experiment of Zeng et al. (2002) which we were trying to mimic used
much higher pressures (100-700 torr) and thus it was very necessary to remedy this problem in
order for the apparatus to be useful.
4.4 Plasma localisation
It was clear that the small plasma ball would always move to the same place on the glass and
then' eat' its way through. It did not float up, as may be expected, but formed on the side of the
chamber instead. It was decided that this happened because of hotspots (areas of peak E-field
intensity) inside the microwave oven. Domestic microwave ovens are not very well-made
multimode cavities and have numerous spots where the E-field is higher than others. A complex
standing wave pattern forms inside of them. So, one option would be to improve this
characteristic. This is not necessarily a solution, however, since the plasma may still simply
float upwards and eat through the top of the chamber. A more concrete means of confinement
was needed. Magnetic or electrostatic confinement, however, would be very difficult owing to
the microwave oven container (magnets and electrostatic plates could not be placed in the oven)
and would complicate the system making it far less simple that intended.
One interesting idea that could be the missing piece was the plasmoid literature discussed
previously. Brandenburg and Kline (1998) managed to confine a plasma at atmospheric pressure
in a microwave oven using nothing but lowly plexiglass (polymethylmethacrylate which melts
at 150°C). Further research at this point on the internet showed that many people, such as J.
Naudin (Naudin, 2000) had created 'plasmoids' in microwave ovens as fun, do-at-home
experiments. This has already been discussed in the plasma sources literature review. The main
point is that these plasmoids were always contained in nothing better than pyrex (although often
there were warnings to stop the experiment after a few seconds before the glass got too hot) .
I--.nlasma
...---oven
Figure 4-10: One of Naudin's experiments (Naudin, 2004). A small antenna maintains the plasma.
Clearly, somehow, these plasmas by did not cause glass to melt. Either this is because of the
vortex motion attributed to them, or else they were cooler plasmas. One of the setups used by
Naudin (Naudin, 2004) was particularly interesting insofar as the plasma seemed very stable
and fully contained - i.e. it did not hit the top of the container or any of the walls.
46
The aerial or antenna used in the image above consisted of a 60 mm diameter metal sheet disc
with a 30 mm long, thin sharpened graphite rod extending from it. The dimensions were chosen
so as to form a quarter-wave antenna (the wavelength in the oven being roughly 12 cm). When
this aerial was placed in a microwave hot-spot, it would quickly cause a breakdown which
would be fed by the microwave energy to create a plasmoid. The plasma would swirl about the
glass surface with a strong vortex motion. The spherical shape of the glass was reported as
being important for this effect to occur.
The experiment turned out to be difficult to reproduce. The hardest part is finding a hotspot that
will cause the aerial to ignite. If the plasma did ignite, then the plasma would indeed swirl
around quickly in a vortex motion, but it stayed very close to the glass and the glass would get
incredibly hot very quickly. A student trying some of these experiments at the time reported he
had managed to get the plasma to concentrate away from the glass as desired, but this effect did
certainly not seem easy to reproduce and we were unable to determine why. The glass would
always get very hot during experiments, but did not melt.
Instead of switching over to such a plasmoid-based system, however, it was decided that our
implementation of the APNEP could instead rather be changed by simply inserting an aerial into
the reactor. It was found that thin metal aerials such as one made from 0.2 mm diameter
tungsten wire would arc at their tips when placed in the oven. On the other hand, thicker, less
sharp aerials (such as one made from 2 mm diameter molybdenum) would not cause any arcing
and would not even be capable of allowing for spontaneous ignition of the plasma. Obviously
this is related to the strength of the E-field as concentrated at the tip of the antenna.
Thus it seemed feasible that by placing a 2 mm diameter molybdenum antenna inside the
APNEP reactor, the electric field would concentrate at its tip, but arcing would not occur.
Arcing would not be desirable since it would cause the antenna to vaporise more quickly. If a
slightly thicker aerial could indeed concentrate the E-field at its tip appropriately, then as the
plasma shrinks, it should hopefully concentrate there rather than at some random hotspot. This
seemed the simpler solution.
To accomplish this, it would be necessary to re-design the chamber (upper part). This was not
unwelcome since the method of loading samples into the chamber via the access port had
proved cumbersome and tricky.
4.5 Mark III
It was decided that the new chamber should be largely spherical to possibly promote the
confinement effect reported by J. Naudin (Naudin, 2004). To further cool the glass, the input
gas pipe and output vacuum pipe were attached to the bulb tangentially to encourage gas to
swirl about the walls. The chamber comprised a round-bottomed flask, inverted so the neck
faced downwards. The neck could be vacuum-sealed with a ground-glass stopper. The aerial
and its base could then be placed on the stopper. The following images should make this clear
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Figure 4-11: Front view and top view of reaction chamber. The inlet and outlet pipe 'legs' are
attached tangentially and the ground-glass stopper faces downwards towards the microwave oven
door.
The flask was 1L in volume. The outlet pipe was made of a 10 mm OD, 100 mm long,
horizontal section which turned a 90° bend and widened into a thicker 16 mm OD vertical
section. The vertical section extended downwards for 270mm. The inlet pipe similarly rose
vertically for 270 mm and then turned 90° to extend another 100 mm horizontally. It was
entirely 10 mm OD. Both pipes were attached to the spherical flask tangentially. The neck of the
round-bottomed flask was 20 mm in diameter.





Figure 4-13: Schematic representation of chamber.
The inlet pipe was finished in a ribbed hose attachment.
Figure 4-14: 'Ribbed' hose attachment at end of inlet pipe. The widened region visible is to prevent
the entire inlet pipe from sliding through a hole punched in the microwave oven door.
The tangential attachment of the pipes actually proved quite useful. One version was made with
direct, perpendicular attachments and it was found that the fast rushing air would cause the
plasma to flicker terribly and could even affect stability.
The new design meant that now holes need only be punched in the microwave oven door, not in
the walls of the oven as previously required. In addition, these holes were negligibly small. A
section of the inlet pipe was widened as shown in the above figure. This acted as a stopper to
prevent the inlet pipe from being pulled entirely through the door.
Earlier experiments with a plasmoid apparatus had shown that designing a quarter-wave antenna
with the dimensions given by Naudin (60 mm diameter base and 30 mm high tip) was actually
nonessential. A half-wave antenna (60 mm) with no base work identically, and in fact, the aerial
could be just about any height (5cm, 4cm, etc.). Ignition seemed more a function of sharpness of
the tip and location in the oven. To this end, the author believes that the quarter-wave antenna
was actually simply a sharp point to focus the electric field and any sharp tip would do, in spite
of much suggestion to the contrary. This allowed the base to be shrunk to 18 mm in diameter so


















Figure 4-15: Early aerial used to localize the antenna.
The aerial used consisted of a stainless steel base (brass was also used early on) with a
molybdenum tip. The molybdenum was cut from a 2 mm rod and sharpened. The base was 3
mm thick and 18 mm in diameter, with a thinner protruding section 6 mm in diameter and 17
mm high. It was milled out of one piece. A 2 mm hole was drilled in the protruding section of
the base into which the molybdenum tip was added. The total height was typically about 30 mm
from bottom of base to tip or molybdenum. However, as pointed out, this was nonessential and
it was more important to ensure that the tip was near a microwave hotspot.
Indeed, this experiment proved a success and the hydrogen plasma was seen to slowly shrink
until it sat as a small wisp on the aerial tip.
Figure 4-16:Small hydrogen plasma located at the aerial tip. This was a particularly hot, higher
pressure plasma. At lower pressures, the colour is purple and the aerial does not glow such an
intense bright orange/white.
However, this was not the end of the various problems. The plasma would often form both at
the tip of the aerial and at the base. This was noticed as a side-effect during plasmoid tests as
well, where the base would tend to try and arc to the microwave floor. It makes sense, however,
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since the E-field would be concentrated at all sharp points. In fact, considering the aerial as a
dipole antenna, both ends would contain a maximum field concentration. It was decided
therefore to try and round the sharp edges of the base and this did seem to alleviate the problem.
It was now possible to make the plasma form entirely at the tip of the aerial. However, at times
it would still form around the bottom of the base, eating the glass stopper. For this reason, a
glass stand was added to the stopper which would melt preferentially without any dramatic





Figure 4-17: A well-used stopper with attached stand. The aerial is placed atop the stand.
It was found that as pressure increased, the plasma would eventually move up to the aerial tip
alone. This makes sense as well since at higher pressures, only the stronger E-field will matter.
This means that for a given aerial configuration, there was a minimum pressure below which the
plasma could not be operated for fear of the glass stopper melting (since the plasma would exist
at the aerial base). However, if the pressure went too high then the plasma would be
extinguished. Thus the apparatus operates over a narrow window which for the configuration of
aerial shown above is about 80 torr to 200 torr in hydrogen flow.
It must be pointed out here that these results pertain to a hydrogen plasma only. Other plasmas,
such as Argon, retain their volume and do not shrink to a small ball as the pressure increases.
Hydrogen remains uniquely difficult to dissociate. The author lacked the courage and financial
backing to test whether a high pressure argon plasma, which filled the whole chamber, would
melt the walls or not. It certainly was sustainable for several tens of seconds. In addition, by
mixing argon with hydrogen, higher pressures could also be reached. Air would also dissociate
right up to atmospheric pressure.
4.6 More localisation and sample loading
In an effort to improve the consistency of operation and the pressures that could be reached
while providing a convenient means to load a sample into the plasma, various aerial
configurations were tested. The most simple advancement involved sharpening the molybdenum
tip to needle-like keenness over a IS mm section at the top. This did, in fact, allow somewhat
higher pressures to be achieved. It must be noted, that when the plasma was small and
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concentrated on the tip of the aerial in this fashion, it was extremely hot. The molybdenum tip
would glow a brilliant, bright orange and the entire microwave oven would eventually get quite
hot to the touch. At higher pressures, above about 140 torr, the whole aerial base would glow
very brightly. Alumina melts at about 2045°C and thin alumina rods were melted by such
plasmas. In spite of this, the borosilicate reactor never melted (borosilicate is realistically
useable up to about 500 to 600°C in a vacuum).
It was interesting to note that aerial position within the chamber had a far more prominent affect
than aerial length. The best results (in terms of reachable pressure) were obtained when the
aerial tip was near a microwave hotspot. Moving the aerial more than a few centimetres in any
direction would alter the stability. This is a nuisance which would possibly be solved with a
more truly multimode oven.
It was intended that samples to be etched would be placed in the plasma by sliding a thin
alumina tube over the aerial base upon which a piece of Boron or MgB2 could be placed:
Sample (e.g. Boron)
~





Figure 4-18: Early means of loading sample to be etched into chamber.
One problem with this setup was potential oxygen or aluminium contamination from alumina
heating or etching. The molybdenum (Mo) antenna could also add a level of contamination.
However, crystalline Boron has a vapour presser of around 10.2 torr at 2000°C while Mo has a
vapour pressure on the order of 10.5 torr. Of course, since it is a plasma process, there is a
possibility that etching could increase the flux of Mo in the air stream. But Mo is relatively inert
to hydrogen according to most sources (such as (Rembar, metals) in the bibliography) and
information on its hydride is quite scarce. Alumina could pose a greater problem, however,
especially as a source of oxygen contamination.















Figure 4-19: A different aerial tried, characterized by a large base and hollow top.
The idea behind this aerial was that the sample (B or MgBz) could be placed directly in the
aerial tip (where the plasma forms) in the small recess drilled out of it. In the case of MgBz, the
sample actually forms part of the aerial since it is conductive. The tip remained relatively sharp
on the edges around the tip and could thus still support a high E-field. The big, thick base was
primarily decided upon as a means of keeping the aerial from falling over. It was also an
experiment to see how a larger base would affect the problem of base-supported plasmas.
The large base proved a big problem. Not only did it absorb considerable heat energy,
eventually causing the stopper-holder to crack, but it would always support a strong plasma
right up to the highest useable pressures, even though its edges were rounded. This would lead
us to possibly question if sharpness alone is the criteria for E-field intensity and perhaps the
aerial really does need to be designed as an aerial. Proper design using finite element analysis
may be a future option. The evidence against this is that, for example, the initial aerial would
work equally well for various lengths. If it truly was working as a dipole antenna or quarter-
wave antenna, then it would be very sensitive to length.
In any event, the large base of the above design was scrapped, but the upper section retained.
Thus the aerial became a long, 44mm rod, 8mm in diameter, with a hollowed out recess in its
tip. To prevent it from falling over, the aerial needed to be mounted in some dielectric material.
Soapstone or alumina (or both) were frequently used for this purpose. This allowed direct
sample loading and prevented alumina from being immersed in the plasma. Nevertheless,
reactive species are not confined to the glow region of the plasma and thus contamination is still
a potential problem, but less so than before. The above aerial was made from stainless steel (316
grade) which was determined to be less of a contamination threat since at worst, the metals
comprising the steel would form hydrides near the surface. Later experimentation proved that
the heat was sufficient to cause vaporisation of the stainless steel and thus a molybdenum
version is more prudent, if more expensive.
Another version of the same aerial was made with a much smaller base (27 mm diameter and 3
mm high). This worked very well insofar as it would seldom support a plasma at its base.
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Figure 4-20: Aerial with smaller base and hollow top (left) and aerial with no base (right).
A similar aerial tried was made from thinner rod and with a small hole, not a large recess in its
tip.
2.5mm diameter, -5mm





Figure 4-21: Another type of aerial tried, this time having a thinner hole drilled in its tip.
The edges at the bottom of this aerial were often rounded to prevent E-field concentration. The
aerial was made from Mo, which has an incredibly low vapour pressure, although a stainless
steel version (304 grade) with a 6 mm diameter was also made.
The idea was to insert a 'match-stick' pressed sample of MgB2 into the hole in the tip:
Jop of aerial
MgB2 'matchstick'
Figure 4-22: MgR2 "matchstick" inserted into aerial tip, and matchstick pellets used.
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The matchstick was pressed from commercial MgB2 powder (Alfa Aesar, stock number 88149)
using a hydraulic press (25MPa).
The total height of the aerial would then be around 60 mm making it a real dipole, ~
wavelength antenna. Again, however, this was not deemed essential.
With all of the above antennas, supporting a plasma at the base was still a possibility. If we
consider them as dipole antennas, then it makes sense that the breakdown would occur at each
end. However, it was possible to prevent this from happening reasonably often, but not every
time.
Cup-type aerials made from stainless steel tube, sealed off at the bottom, were also tried:
Figure 4-23: Another type of aerial tried. It was essentially nothing more than a 19 mm OD
stainless steel tube (304 grade) sealed off at the bottom.
A 12 mm high and ~35 mm high aerial were tried. The longer aerial tended to work better. The
idea was that a sample could easily be placed in the aerial, which was really a crucible.
Although such a sample may not be inside the glow region of the plasma, it should still be
exposed to considerable active species and be quite hot. The upper edge of the tube was
sharpened to enhance E-field concentration. The aerial proved as capable as the others in terms
of its ability to stabilise the plasma and confine it to a particular area. It also was far less likely
to support a plasma at its base. However, these were not used in any actual experiments with
MgB2 .
4.7 Other apparatus
Thus a chamber had been developed which could support a plasma at the required pressures.
Several other additions to the basic apparatus were made in order to allow experiments to
proceed.
4.7.1 Substrate Heater
The basic experiment required a heated substrate downstream of the reactor, inside the larger
tube. Zeng et al. (2002) had used a SiC coated graphite susceptor which was inductively heated.
We decided to opt for simpler resistive heating. Molybdenum wire of diameter 0.8 mm was
wound into a tight, flat, "pancake" coil. The diameter of the coil was kept to roughly 20 mm.
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Figure 4-24: Photo of one of the molybdenum coils made.
The ends of the coil wire were attached to stainless steel rods which supplied the current. A
voltage was applied to the coils by means ofa 1.12 KVA, 80 A, 14 V step-down transformer.
The transformer was connected to the mains through a variac so that voltage (and hence current)
to the coil could be altered smoothly. The transformer output connected to the heater coil
through two stainless steel, threaded rods which were held in a vertical position by mild steel
stands.
Figure 4-25: Stainless steel rods supported by mild steel stands. The coil is placed at the top of the
rods.
The stainless steel rods are 6 mm in diameter so as to have minimal resistance. They rise 40 cm
high. Bolts passing through the floor of the stainless steel chamber provide electrical connection
between the outside of the chamber (open air) and the inside (vacuum). The vacuum is
maintained with Teflon washers. Stainless steel hexagonal nuts clamp the coil to the ends of the
stainless steel rods.
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In order to prevent the heat of the coil from dissipating excessively down the stainless steel
rods, a thin molybdenum disc of roughly 25 mm diameter is placed below the coil, above the
tops of the rods. It is insulated from the rods themselves using a 'firebrick' chalk-like spacer.
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Figure 4-26: Schematic of molybdenum heat shield supported on firebrick. This prevented excess
heat from spreading to the steel supports.
The firebrick cylinder also surrounds the coil. It does not provide any real heat insulation,
however.
By varying the voltage applied to the coil, the temperature can be smoothly changed. Typically
the coil is heated to temperatures between 600°C and I 100°C. Temperature is measured by way
of a type-K thermocouple which is held in position just below the coil itself. A hole is drilled in
the molybdenum heat shield, insulator and firebrick sheath to allow the thermocouple to pass
through.
Recall that it is desirable to place atop the substrate heater not only the substrate to be heated,
but also some solid magnesium. Heating the magnesium raises the local magnesium vapour
pressure, allowing MgB2 to be formed.
Magnesium filings (99.98%) were purchased from Sigma Aldrich to supply the magnesium
vapour. Filings are considerably cheaper than magnesium ingots. To prevent them from blowing
away in the hydrogen gas flow, the filings were compacted into small, 13 mm discs, typically I
mm to 3 mm thick. The filings were compacted using the same hydraulic press mentioned
previously using a cylindrical compactor.
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Figure 4-27: Die pieces used to press magnesium disc-shaped pellets.
The compacted discs could still be blown away, however, and thus they were inserted into a
thin, stainless steel (grade 316) holder. The holder was a disc, 16 mm in diameter and 2 mm
thick. A 13 mm diameter circle was milled out of the centre to accommodate the magnesium
discs to a depth of 1.2 mm.
I '.. 1
16mm
Figure 4-28: Magnesium disc and holder.
The substrate, which was typically a small piece of alumina film 0.7 mm thick and roughly 3 to
5 mm across, was placed directly atop the magnesium disc.
4.7.2 Cooling
If the coil were to be heated to such high temperatures as 1000°C, then the borosilicate tube
surrounding it was in danger of softening or at least cracking after many heat/cool cycles. 600°C
was the maximum realistic working temperature of the borosilicate, and although the coil was
not touching the glass, and the low pressure and flowing gas would provide some isolation and
cooling, it was decided that extra cooling of the glass walls would be desirable.
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Figure 4-29: Showing photo of PVC tube that was used to cool glass.
To this end, a transparent, light blue PVC tube was placed around the borosilicate glass tube.
The PVC tubing was II cm OD and its walls were 5 mm thick. The height of the tube was
21 cm. The top of the tube was left open, while the bottom was sealed with a 10 mm thick
Perspex disc which was machined to fit tightly into the PVC tube and then made water-tight
with silicone. A hole was cut in the Perspex bottom, 44.5 mm in diameter. An o-ring was fitted
into the centre of this hole to provide a watertight seal to the 44 mm glass tube.
Figure 4-30: Photo of Perspex disc with o-ring inside.
Thus the entire PVC tube could be filled with water. To prevent this water from overheating, it
was constantly recycled from a 25 litre drum. A standard garden submersible pump would pump
water from the 25 litre drum through clear hose (PVC). The clear hose was connected to more
easily flexible 'concertina' hose (the kind used in most vacuum cleaners) which attached to the
blue PVC tube through a hole cut in its side, near the top.
Water was allowed to flow out of the PVC tube through another hole, situated near the bottom
of the cylinder. The flow rate could be controlled with a PVC ball-valve tap. Water leaving the
59
cylinder ran down more concertina hose back into the 25 L drum. This cooling solution allowed
the coil to be run to temperatures as high as l200°C for very long periods (many hours).
Figure 4-31: Cooling system. Water is piped in through the upper tube and released through the
lower. The concertina hose is black in colour.
4.7.3 Microwave Power Control
The power is supplied to the magnetron of the microwave oven through a step up transformer,






Figure 4-32: Schematic of power supply system to a commercial microwave magnetron.
The transformer steps the mains up to roughly 2 kV, from where it passes through a voltage
double (which also serves as a half-wave rectifier) to provide a 4 kV, half-wave rectified
waveform to the HV side of the magnetron. The filament of the magnetron is powered from a
tap on the transformer at about 3 V. By inserting a variac between the mains and the transformer
primary, the voltage to the magnetron can be changed. This allows for smooth output power
control. It must be noted that domestic microwave ovens do not vary their power levels
smoothly. Power is rather controlled by pulsing the magnetron on and off for variable duty
cycles. When the magnetron is on, it is always operating at full power. Certain domestic ovens
such as some Panasonic varieties ("over-the-range" models) do actually vary power smoothly.
However, these are expensive and in fact unavailable in South Africa.
The variac does change the filament voltage as well, and thus has a finite extent of control.
However, this solution was found to work quite adequately for our needs and it was found
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during experimentation that there was seldom a need to change power in any event since
hydrogen took so much power to dissociate.
4.7.4 Second Magnetron
Because the plasma was so small under hydrogen flows at higher pressures, it was decided to
add a second magnetron to the oven. An entire new oven is not an expensive item. A 900 W
oven was bought for only R500, from which the magnetron and attaching waveguide were duly
cut. The 4 kY power supply was also removed to be used again. The waveguide was then
reattached to the Samsung 1000 W microwave oven we had been using. It was attached quite
simply by riveting and then welding it to the wall opposite the door. There was some concern
over how well this would work since microwave coupling can be a tricky business. However,
the attaching waveguide was designed (by the manufacturers) to open up directly into a very
similarly-sized cavity, and thus it would theoretically work.
Using multiple magnetrons actually has the effect of smoothing the E-field distribution inside a
multimode oven (Metaxas and Meredith, 1983). It was of concern, however, that this would
mean the hot spots would move, making the already-designed aerials less effective.
Figure 4-33: Extra magnetron with cooling fan and associated power supply.
The extra magnetron did indeed provide a helpful power jolt, raising total applied power to a
theoretical 1900W. Power level was estimated by measuring how long it took to heat a litre of
water to a specific temperature and it seemed as though power was actually close to 1500W.
When the second magnetron was switched on, the hotspots did indeed move and it was found
that a plasma would be more easily supported closer to the top of the chamber (i.e., closer to the
second magnetron). In addition, an odd effect was that the second magnetron provided
considerable increase in volume of the plasma at lower pressures, but at higher pressures this
effect was barely noticeable. Using both sources did provide a way to make a truly intense
plasma using a mixture of argon and hydrogen. However, in the end the second magnetron was
seldom used in real experiments, but it remains a very cheap way of easily adding extra power.
Adding even more magnetrons should smooth the E-field further. However, considering the
poor design of the average cavity it is uncertain if this will really happen.
4.8 Conclusion
The apparatus evolved to its present form over some time as problems were systematically
encountered and overcome. In the end a system was arrived at which allowed for the creation of
a plasma in hydrogen at pressures as high as about 200 tOfT. Using argon mixtures, a plasma
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could be sustained up until atmospheric pressure. The plasma was successfully contained away
from the borosilicate chamber walls by the addition of an aerial into the chamber. This allowed
low-cost borosilicate glassware to be used for the reactor vessel instead of considerably costlier
quartz.
In the end a complete system was built up including substrate heater and glass-cooling solution
which allowed the MgB2 experiments described in the next chapter to be carried out. The design
and implementation of this apparatus constituted a significant part of this work.
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5 Experimental: Thin Film Deposition
5.1 Introduction
This chapter describes various experiments performed and results obtained for the MgB2
deposition experiment outlined previously in this dissertation. The experiments were
unsuccessful and abandoned to focus on the more promising nanotube work. To this end, this
chapter serves only to document the process.
5.2 Early work
Before an aerial had been installed in the chamber to localise the plasma, a few experiments
were carried out at low pressure (typically 20 torr). It was quickly determined that these
processes would simply not suffice. Briefly, pure boron crystals (Alfa Aesar, 99.5%) or MgB2
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Figure 5-1: Early samples were loaded into chamber, with sample holder (borosilicate) on right.
The matchstick pellets were produced by pressing commercial MgB2 powder (Alfa Aesar) into a
2 mm wide, 2 mm high, 10 mm long cavity using a hydraulic press.
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Figure 5-2: MgR2 'matchstick' pellets. Each is 2x2xlO mm.
The vacuum was provided via an Edwards 18 rotary pump. There was no means to measure
hydrogen flow rate, but it was exceedingly low (and at times nonexistent) in these experiments
owing to the fact that even a mild pressure increase to about 40 torr would melt the chamber.
In spite of the very low pressure (typically less than I torr to a few torr), when Boron was
loaded into the chamber, it would glow a bright orange after a time indicating that at least the
plasma was having a heating effect. The glass walls tended to heat up to about 200 to 300°C at
these low pressures. The microwave'was always run at 1000 W (full power).
When an MgBz sample was introduced, the plasma in the immediate vicinity of the MgBz would
glow a bright green. Following observations from the PLD papers discussed in the review on
MgBz thin film deposition, this was believed to be the colour of magnesium plasma. This was at
least evidence that some Mg vapour was finding its way into the gas stream. The colour would
slowly fade and then disappear as Mg content was lost.
However, there was no point in continuing these experiments if pressure could not be raised and
this was made the first priority. After plasma confinement had been achieved by using a
molybdenum aerial, experiments continued.
5.3 First attempts
It was decided that it would be difficult and unwise to attempt to conduct the whole experiment
from the start. This is because it could be that a suitable Boron flux was created, but there were
problems with the Mg vapour and substrate control leading to no MgBz deposition. There would
be no way of telling at which end the problem occurred. Thus some method was needed to
determine ifboron or MgBz would etch, and if the etch rate were sufficient.
Unfortunately, this is quite difficult to do. Boron is a notoriously difficult element to detect
owing to its light mass. In situ spectroscopy would have been ideal, but was not possible. It was
considered that we could weigh samples before and after etching, but this is not a good route to
follow. First of all, it is useless for MgBz since there will definitely be Mg loss due to thermal
processes regardless of how well the etching may work. Secondly, considering the rates of
etching reported in the literature (0.65 nm/minute of cubic Boron Nitride by Reinke et aI., 2000)
and the lightness of boron atoms, this did not seem feasible for pure Boron either.
It was decided that we should attempt boriding of a suitable metal. Metals like tungsten will
form borides in the presence of Boron when heated to high temperatures (over 1000°C). Thus, if
we could form WB on a tungsten wire (or MoB on a molybdenum wire), we would know that
thin films could be deposited.
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The apparatus already allowed for a coil to be heated in the reactor exhaust stream, so the only
difficulty was in suitably loading the sample to be etched. The various means of loading a
sample into the chamber were discussed in the previous chapter. At first the sample was placed
at the end of an alumina tube which encased the top part of the aerial:
Sample (e.g. Boron)
~





Figure 5-3: Early samples were loaded.
However, it seemed that this would cause oxygen contamination. This was suspected because of
changes in the plasma colour when it came into contact with alumina (it turns orange) and the
fact that white deposits could be found on the MgB2 samples: the colour of MgO.
It is because of this that the stainless steel or molybdenum aerials with hollow tips were
developed, as discussed in the previous chapter. However, a white coating could still be seen on
samples. It is suspected that in these instances the coating may actually be evaporated metal
since oxygen contamination should be quite low.
The system was evacuated to under 10 torr at which point the plasma could spontaneously
ignite. The microwave power was always 1000 W. After this, hydrogen flow rate was gradually
increased until the purple plasma shrank to be situated at the tip of the aerial. This typically
happened at 80-100 torr although pressures of up to 200 torr were usually reachable.
Again it was observed that MgB2 samples surrounded themselves with a green plasma within
the larger, purple, hydrogen plasma. At times, a pale blue plasma could be observed, though this
was rare. As discussed in the literature review, pale blue was considered to be indicative of a
different Mg species and the colour' change occurs with pressure change (in PLD). The blue
plasma was seldom observed. Boron crystal samples would glow brightly from heating.
No boron was ever detected on a heated coil, even by Inductively Coupled Plasma Mass
Spectroscopy (ICP-MS). This was discouraging, but it was decided that the problem could be
that it was more difficult to boride such a wire than expected, perhaps because of rising air
caused by the high heat of the coils.
5.4 Second Attempts
It was decided then to try the full experiment in spite of the earlier decision not to do so. Boron
should react easily with Mg vapour and thus even if superconducting MgB2 did not form, it
should be possible to detect the presence of Boron somewhere, in some concentration.
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Mg filings (99.98%, Sigma Aldrich) were pressed into a 13 mm diameter disc, 1 to 3mm high as
described in the previous chapter. Such a disc would be placed in a stainless steel holder as
pictured below.
Figure 5-4: Stainless steel holder (left) and pressed magnesium disc (right).
The holder was placed directly on top of the coil, with no electrical insulation, and a small piece
of alumina substrate, roughly 4 mm x 4 mm was placed on top of it. Figure 5-1 schematically
illustrates the final setup, aspects of which were illustrated clearly in the previous chapter.
After loading an MgBz sample for etching into the plasma chamber by means of a hollowed
aerial, the chamber was evacuated and the plasma ignited. Again, hydrogen flow rate was
slowly increased so as to stabilise the plasma at the aerial tip at around 80-100 torr. At this point
the MgBz sample would react violently for a short time, letting off a bright glow. This lasted
very briefly and is thought to probably be due to violently evaporating magnesium. After a few
seconds, a stable, green glow formed around the MgBz sample within the purple of the
hydrogen plasma. This would last for some time, but would eventually diminish as the sample
became Mg deficient.
After the plasma had been shrunk to be situated at the tip, current through the substrate heater
coil was slowly increased by increasing the voltage supplied to the step-down transformer. This
process continued until temperature of the coil stabilised to 700°C to 1000°C, depending on the
experiment. Several temperatures were tried. It was simple to maintain a constant temperature
without a need for any sort of control system as long as flow rate was not altered. It is important
to heat the coil after the hydrogen is already flowing because the flow rate affects the coil
temperature. In addition, if magnesium is heated in a high vacuum, it will very quickly coat all
the walls of the apparatus.
It was found that a black powder was deposited on the walls of the thick section of the reactor.
The deposit began in the region surrounding and below the coil, and slowly extended right up
the length of the glass. This was an indication that the flow rate and pressure were too low for
the substrate temperatures. Indeed, lowering the pressure and flow rate would result in a very
quick deposition of magnesium all over the chamber while if pressure was increased the spread
would be very slow. In spite of this, for relatively high flow rates, boron should mix with the
magnesium in the deposition somewhere if the etch rate were high enough (the coating of the
wall could take several minutes). This powder was analysed using ICP and found to be mostly
magnesium, with negligible Boron content (in the parts per million range). There was oxygen
contamination, and contamination from iron (from the aerial) along with other trace impurities.
In fact, trace impurities that had no place in the reactor were detected in levels exceeding the
boron concentration. This was disappointing. The total concentration of impurities generated in
the chamber significantly outweighed the concentration of boron - which for all intents and
purposes was not present.
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The experiment was re-run using different pressures and temperatures, but never met with any
success.
5.5 Discontinuation
At this point, time was quite limited and much remained to be done in other areas of this
project. To this end, this line of experimentation was abandoned in favour of the more
promising nanotube work.
Even though parameters such as pressure and flow rate were hardly optimised to the point
where thin film deposition should have been possible, the complete lack of a boron deposit was
indicative of the fact that the boron etch rate was simply too low to make the process viable.
Even a few percent of boron present in some product would have been hopeful.
It remains uncertain as to exactly why these experiments met with such a decided lack of
success. Based on the literature, and indeed, simply considering the thermal nature of the
plasma, it is only reasonable to conclude that some boron should come off the sample.
It is hypothesized that in fact boron was indeed removed. However, the vapour pressure of
boron is very low even at the high temperatures of the plasma (only lxlO-2 torr at 20noC
according to [USC, 2004]) and the etch rate is probably also much lower than we would have
hoped for. To this end, the small boron flux would have been completely overwhelmed in the
high ambient pressure and would probably have almost entirely been deposited in the glass
tubes on its way to the substrate.
Realistically, there does not seem to be a simple solution to this problem. Merely moving the
substrate and its heater closer to the chamber does not seem the route to go since it is unlikely it
could be moved close enough. The only possible solution is to perhaps put the substrate directly
inside the plasma reactor, but just beyond the glow region, above the aerial. The following
image shows this setup:
MgB2 or Boron tip
Figure 5-5: Activated reactive evaporation version of experiment.
Aerial with hollow tip
(highly refractory)
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This is an example of what is termed activated reactive evaporation (ARE) - a variant on
plasma enhanced chemical vapour deposition where vapour from a heated sample is activated
(broken into ions and active species) by passing it through a plasma.
Later experiments showed that we could make the plasma hot enough to soften alumina, which
melts at around 2000°C. The addition of argon could allow for even hotter plasmas. Thus
thermal evaporation of boron is possible. The antenna/sample holder would need to be made out
of a suitable substance with an even lower vapour pressure and higher melting point than boron
such as tantalum. It would be more prudent, however, to make the entire aerial out of MgBz,
which is a good conductor. This would eliminate impurities from the aerial as it stands now.
Nevertheless, this does not seem a promising route since the substrate temperature cannot be
independently controlled inside the microwave oven. The whole experiment would also be
difficult to setup and it is unlikely that film quality would be high. The method certainly would
have no real advantage over the HPCVD method on which our original idea is based.
There were other ideas, such as generating diborane gas from the reaction of HCI and MgBz,
going back to the heat-pipe method, or some other dual PVD approach. However, in the end this
whole line of work was dropped to concentrate on other projects. It would be interesting to see





Even the most non-'tech-savvy' of people at the time of writing will have heard the now
ubiquitous catch-phrase 'nanotechnology'. At the present time, nanotechnology is considered by
many to be the gateway to the next great industrial revolution. Though some consider the great
claims of the nanotechnology industry proponents a little far-fetched, by-and-Iarge it is being
taken quite seriously indeed. In 2000, the White House nearly doubled its nanotechnology R&O
investment to half a billion dollars. This year (2004), President Bush increased that same
investment to some $3.7 billion dollars. It is beyond the scope of this document to review the
nanotechnology industry and its promise as a whole. However, it is worth at least considering
this great promise to understand why methods for the production of carbon nanotubes have
fostered such great interest since its inception.
Nanotechnology can quite broadly be defined as technology relating to the production or use of
devices on a nanometer scale. The initial idea has been attributed to the great physicist Or.
Richard Feynman in a seminal speech in 1959 (Feynman, 1959). Here Feynman proposed the
miniaturization of machines, devices and computers down to near-atomic scales. The central
theme of his vision that created the early excitement about nanotechnology involves countless
nanoscale factories, which use nanomachines to build complex products and materials -
including more nanomachines.
The actual major developments of nanotechnology are decades away (at least) and are the stuff
of Isaac Asimov's dreams: nano-scale robots or production lines that can build up remarkable
materials one atom at a time, or even live in your body keeping it strong and well; fibers
stronger than hardened steel but light as cotton; gene-therapy and drug delivery systems that can
target the most lethal of ailments with endless precision and efficiency; and of course - a roll-
back of Moore's Law well into the next century. Quantum computing, space-elevators, micro-
batteries and materials with unheard of properties: one wonders at times reviewing such
literature where the fiction ends and the science begins. However, it is relatively safe to say that
the science of manufacturing devices on an atomic scale will certainly have a large impact on
our lives although most probably not in the near future.
Within the realm of nanotechnology, Carbon Nanotubes (CNTs) have received considerable
interest over the last decade. These tiny, 'one-dimensional' rolls of graphitic carbon have
become something of a subset of nanotechnology. It is envisioned that nanotube-based products
will be a booming industry by itself in years to come, but for now at least they are decidedly
interesting for their chemical, electrical and physical properties.
6.2 Discovery
The excitement about the future of nanotechnology really gained momentum with the discovery
first of fullerenes in 1985 (Smalley et a!., 1985) and then of carbon nanotubes in 1991 (Ijima,
1991). Although Ijima is often credited with the discovery of nanotubes, they were in fact
noticed in the 1970's by Morinobu Endo as part of his PhD studies at the University of New
Orleans in France (Dresselhaus et a!., 1998).
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Figure 6-1: e60 'buckyball'.
Fullerenes are large, closed, ball-like cages of carbon atoms. Harold Kroto, Robert Curl and
Richard Smalley were awarded the 1996 Nobel Prize in chemistry for their discovery (Smalley
et al., 1985). Fullerenes are made up of pentagonal or heptagonal rings (unlike graphite with its
hexagonal rings). They are seen to possess a number of unusual properties. For example, they
can be made to superconduct, semiconduct, insulate or conduct by appropriate doping.
Superconductivity is achieved by the addition of 3 alkali atoms per C60 . They can even be doped
to exhibit ferromagnetic properties. In addition, it was discovered that other atoms could be
trapped within these cages. Research in fullerenes garnered much support with many groups
looking for new and different types of fullerenes. Carbon nanotubes were in essence born of this
research, being produced in arc-discharge apparatus designed for fullerene synthesis. They can
in fact be considered a one-dimensional form of fullerenes. The phrase 'one-dimensional'
(Hamada et al., 1992) refers to the remarkable aspect ratio of these structures, which typically
possess a diameter of only a few nanometers and a length of several microns. In addition, their
walls are a single atomic layer thick.
6.3 Structure and Chemistry
A single-walled carbon nanotube (SWNT) is essentially a rolled up sheet of graphitic carbon.
Such a graphene sheet, with its honeycomb structure, is shown in figure 6-2, where carbon
atoms populate the hexagon vertices.
These are the same sheets of which graphite is composed. However, in graphite, the sheets are
stacked one atop the other and held together by van der Waals forces. The Carbon atoms
themselves are joined within each sheet by Sp2 bonds which are much stronger even than the Sp3
bonds enjoyed by diamond. It is for this reason that nanotubes are uniquely strong.
70
Figure 6-2: Showing hexagonal structure of graphene sheet. A carbon atom occupies each vertex.
By rolling the sheet up, a tube results. In order to form a tube that "fits" or seals properly at both
ends, it is possible to roll the graphene sheet up along several discrete axes. Some examples are
shown below.
Figure 6-3: Showing nanotubes of different chiralities: (a) armchair, (b) zigzag and (c) chiral
(Daresselhaus et aI., 1995).
The nanotubes in the above figure contain a "cap" at either end. In fact, caps mayor may not
form at the end of carbon nanotubes depending on the process used and typically will only form
on one end. If caps do form, they have the typically fullerene structure (i.e. composed of carbon
hexagons and pentagons) and appear as half-fullerenes.
It is not immediately obvious as to about which axes the tubes may successfully be curled. In
fact, three types of nanotubes are possible. These are termed "armchair", "zigzag" and "chiral".
The following figures taken from a special issue of the journal Carbon, help explain the
different possibilities (Dresselhaus, 1995)
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Figure 6-4: Showing definition of honeycomb unit vectors at and az, the chiral vector Ch and its
associated angle 8 (Dresselhaus, 1995).
(10,4)
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Figure 6-5: Showing all possible chiralities of single-walled nanotubes (Dresselhaus, 1995),
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The chiral vector (Ch) points between two carbon atoms. The first carbon atom (at the base of
the vector) is the origin, and the second is the termination. The graphite plane is rolled up such
that the termination carbon atom touches the origin carbon atom. Thus the length of Ch
determines the circumference of the nanotube and the axis of the nanotube runs perpendicular to
it.
It can be seen that the angle of the chiraI vector is specified in terms of the lattice directions aj
and a2 such that Ch=na, + ma2' The direction of a, is defined as the "zigzag" direction. If f)= 00
then the nanotube is termed "zigzag". If f)= 300 then the nanotube is termed "armchair".
Anything between the two is called "chiral". All nanotubes formed have a chiral angle between
zero and 30 degrees. The diameter of the tube is once again determined by the distance between
the source and termination carbon atoms and n and m are always integers.
The chirality is important because is determines many properties of the nanotube. Most
importantly, together with the nanotube diameter, it determines whether a nanotube is
conducting or semiconducting. Figure 6-5 above shows how armchair tubules are uniquely
conducting, while chiraI and zigzag nanotubes mayor may not be depending on nand m.
Multi-walled nanotubes (MWNTs) are simply nanotubes within nanotubes. That is, they are
concentric cylinders of rolled-up graphene sheets.
6.4 Properties
6.4.1 Electrical
It has been noted that nanotubes may be conducting or semiconducting depending on the chiral
angle and diameter. [t has been shown in fact that nanotubes are metallic when n=m or (n-m)=3i
where i is an integer (Daenen et al., 2003). The difference is related to the differing bandgaps.
This allows nanotubes to be used in semiconducting devices as well as simply to carry
electricity. The electrical properties of nanotubes are also influenced by applied fields
(Kalaugher, 2004). In fact, semiconducting devices such as diodes (Kalaugher, 2004) and
transistors (Kalaugher, 2003) have already been fabricated from nanotubes. Nanotubes are even
capable of demonstrating superconductivity (Tang et al., 2001).
6.4.2 Mechanical
Nanotubes are very flexible and have a very high Young's modulus along their axis. The on-
axis Young's modulus was predicted by Ruoff et al. (1995) as 1060 GPa, five times that of
steel. However, in 1996 the value was measured as 1.8 TPa (Schewe and Stein, 1996). Much
controversy has raged over the exact modulus with theory and different measurements often
conflicting. For a good review the reader is invited to visit and excellent introduction at
Michigan State University's website (Adams, 2004). It is generally accepted that the modulus is
around or just exceeding I TPa but may depend on wall thickness and chirality.
In addition, the tensile strength is reported as high as 63 GPa (Wikipedia, Nanotubes), where
steel's is a mere 0.4 GPa. Nanotubes are also found to harden into a new form of carbon more
like diamond when pressurized (Ball, 2004).
The incredible strength of these devices coupled with their known ability to bend and obvious
low density make them very attractive for various construction problems and personal-
protection such as bullet-proof armour.
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6.4.3 Heat conduction
In addition, nanotubes are great conductors of heat (I800-6000W/m/K) (Adams). CVD diamond
previously had the highest known isotropic thermal conductivity at 2000 W/m/K (Diamond,
2004). It is well-known that graphite and diamond are both excellent conductors of heat as well.
However, in solid graphite, the heat conduction is slow through the c-axis (i.e., between layers).
Since nanotubes lack this weakness, their very high thermal conductivity is predictable (Ruoff
and Lorents, 1995).
6.4.4 Summary
Nanotubes are exciting not only for their potential applications, but also for their interesting
physical properties and chemistry. Much research is still underway to discover the secrets of
these tiny tubes from theoretical and experimental standpoints even while other researchers
struggle to use already-known properties to manufacture interesting devices.
6.5 Applications
A myriad of applications have been dreamed up for carbon nanotubes and it would simply not
be possible to list them all in this brief review. Obvious applications include highly efficient,
smaller, or higher speed transistors and diodes. Nanotubes can allow for higher bandgaps, better
current carrying capacity, and theoretically faster switching times than silicon counterparts
(J THz is estimated - Dume, 2004). They also allow for further reduction in size without
tunnelling posing a problem (as it soon will in current MOS semiconductor technology). Some
of the more interesting or promising applications are added here for interest's sake.
6.5.1 Bullet Proof Vests
Threads of nanotubes have already been created with a toughness of 570 Joules per gram which
is three times that of spider silk (the toughest known natural material (Dalton et aI., 2003)). This
is just the first step, however, since the threads are actually simply nanotube composites. Li et
al. (2004) also succeeded in spinning pure nanotube threads, but nobody has yet made single
nanotubes long enough to be used in textiles. If a vest could be woven out of pure nanotubes
(not bundles of short tubes or composites), it would be stronger than Kevlar while remaining
even lighter.
6.5.2 Memory
A company named Nantero has already made nonvolatile memory using carbon nanotubes. For
a good report, the reader is referred to TechWorld (TechWorld, 2004). The RAM, called NRAM
contains nanotubes which are moved by an applied charge so that they either touch, or do not
touch a conducting substrate. After the application of charge, the move is permanent until a new
charge is applied. Thus the memories are in fact mechanical in construction. Not only does the
use of nanotubes allow for incredible density, but the RAM is faster than SRAM, and should
consume less power than DRAM in its final form, without requiring refreshing - all this in




Nanotubes make excellent Field Emitters primarily because they are have a high aspect ratio,
small radius of curvature at their tips, high stability and high mechanical strength (Saito and
Uemura, 2000). This makes them excellent for SEM application in particular where final spot
size is a function of source size. Saito and Uemura have long since succeeded in making
cathode ray tube elements and vacuum-fluorescence display panels using MWNT field emitters.
Nanotubes can even be made to emit light, making them the world's smallest LED's
(SpaceDaily, 2004).
6.5.4 Visible light aerial
In addition to being able to emit light, nanotubes can act as aerials to visible light wavelengths.
Furthermore, these antennas are polarized (Schewe and Stein, 2004; Wang et aI., 2004). This
could allow for highly efficient solar energy conversion, or even be used to receive modulated
laser beam signals for data transfer.
6.5.5 Energy Storage
Nanotubes, like fullerenes, are capable of storing molecules inside themselves and on their
surfaces. It is thought that they would make excellent storers of hydrogen for fuel-cells. The
idea is that adsorption of hydrogen into nanotubes and onto their surfaces allows for more
compact and safe storage of hydrogen than currently possible. However, reports on the capacity
and abilities of CNTs in this area are mixed and this is still very much an active area of research.
Figures quoting hydrogen uptakes between 4.2% and 65% (of nanotube weight) have been
reported (Guay et aI., 2004) Owing to the revolutionary impact hydrogen fuel-cells are expected
to make, this is a very active area of nanotube research. Recent works, however, have called the
abilities ofnanotubes in this area into question (Guay et al., 2004).
6.5.6 Motor Shaft
Since nanotubes are both incredibly small and incredibly strong, they make excellent parts for
proposed nano-machines. Researchers at Berkeley have already made a nanoscale motor,
merely 500 nm across. That is small enough to be mounted on the back of a virus. The shaft of
the motor is made from a multi-walled nanotube about 5 to 10 nm across. The rotor is made of
gold and is a few hundred nanometers across. The rotor is attached to the outer tube of the
MWNT which has been made to rotate freely about the inner tubes as a frictionless bearing. The
motor itself is nothing short of remarkable and evidence not only of the potential usefulness of
nanotubes, but of the potential veracity of the great claims of nanotech proponents. (Berkeley,






Figure 6-6: Basic schematic, not to scale, of nanotube motor construction.
6.5.7 Summary
This is just a brief look at the properties and potential applications of carbon nanotubes. A quick
search on the internet search engine Google will reveal that almost every day new applications
are dreamed up and advancements are made in nanotube science. Given the level of interest in
the academic community and (more importantly) the level of funding worldwide, nanotube
research and nanotechnology research is progressing at a remarkable rate. The rest of this




In order for the future of nanotube technology to remain bright, several hurdles need to be
overcome. One of these is obviously a method for the low-cost creation of large quantities of
nanotubes. The matter is complicated by the large variety of nanotubes that a given process
might create. Again, nanotubes may vary in conductivity, diameter, number of walls,
crystallinity, chirality and so forth. Thus product selectivity can be as important as yield.
There has been considerable work in the field to try and develop new fabrication processes.
However, most nanotube synthesis methods developed thus far are variations of one of three
fundamental processes: arc discharge, chemical vapour deposition and laser ablation. There are
in addition several less common methods such as solvothermal synthesis (Zhang et aI., 2004).
Each method has its own particular advantages and disadvantages. It may well be, in fact, that
no method wins out in the end as the 'ultimate' nanotube fabrication method, but rather that one
or other method would be more suitable for a particular application. For example, there are
times when yield is more important than quality and selectivity which would favor an arc
discharge or vapour-phase method, and then there are times when the reverse is true. The
remainder of the chapter provides an overview of these three basic processes with a more
detailed look at the seemingly endless variations that have been proposed in the literature.
6.7 Arc Discharge
This is the method by which Ijima produced nanotubes in his seminal work (Ijima, 1991). Over
time, many variations have been attempted and refinements have been made, but the essential
process remains unchanged: a large current is made to arc between two graphite electrodes
separated by a small gap. As the process continues, the anode is consumed and a deposit forms
on the cathode and inside the chamber. The extreme temperature of the inter-electrode plasma
causes carbon sublimation. The anode would be in some way doped with a metal catalyst if
SWNT rather than MWNT were desired. Doping is covered more fully in the next section of
this review.
Methods of arc discharge synthesis are distinguished by their apparatus (such as electrode
design and electrode spacing) and their process conditions (ambient gas composition, gas
pressure, catalyst composition etc.). A typical process would use such parameters as an Argon
or Helium environment (50 to 700 mbar is suggested as a typical range by Daenen et al., 2003,
pp. 9), a gap on the order of a millimeter and currents of 50 to 100 amps. However, it is easy to
see that such parameters can be toyed with endlessly and indeed much effort has been expended
in this pursuit by various researchers. By changing the process parameters one finds deviation in
the nanotube yield, the nanotube type (single-walled versus multi-walled), the production rate
and purity. The arc discharge is known to be a method resulting in production of large quantities
of soot, or amorphous carbon (and catalytic materials in the case of SWNT production). Recent
efforts have been towards improving this negative aspect since the arc method remains a
uniquely low-cost, simple, and rapid method for nanotube synthesis (see, for example, Zhao &
Liu, 2004). In spite of any drawbacks, the arcing method tends to produce some of the most
well graphitized nanotubes available owing to the very high temperature of the arc plasma.
Figures quoted in the literature tend to suggest a temperature of around 4000 K (Tang et al.
2000). In order to give a better understanding of the processes involved as well as a richer grasp
of the large number of variations available, some specific examples of both MWNT and SWNT







Figure 6-7: Basic arc discharge process.
6.7.1 Addition of catalyst
Carbon electrodes
In order to make SWNTs, the anode is always doped with a metal catalyst. This is often
achieved by drilling a hole into the anode and filling it with a mixture of metal catalyst and
graphite powders. Many different metals are found to work in this process, the most common
being Ni, Co, Mo and Fe. MWNTs are typically also formed. Sometimes, "webs" tend to grow
at various places around the chamber containing fullerenes, graphitic sheets, amorphous carbon,
and some SWNTs.
A large number of catalysts and combinations of catalysts have been tried, including Y, Ru, Mn,
B, Co/Pt, Co/Fe, Ni/Fe and many others. Given the massive variety of catalysts tried and still
wider variety of process conditions between researchers, it is obvious that results vary a great
deal in the literature.
6.7.2 Optimisation of process parameters
Much effort in recent times has gone into improving the quality and purity of the yield of these
processes. Although methods exist and are still being developed to purify the end product, these
typically affect the quality of the nanotubes and in addition make up an extra processing step. A
comprehensive, quantitative study was conducted by M. Cadek et al. (2002) to determine the
optimal process for the basic MWNT arc process which would allow for maximal yield and
purity. The study used a steel chamber 300 mm in length and 100 mm in diameter. The anode
was fixed in position and the cathode allowed to move to keep the spark gap constant. Helium
was used as the process gas. The voltage between the electrodes was maintained at 23V while
current density and helium pressure were varied between 165-195 A/cm2 and 300-500 Torr
respectively. They then employed a rigorous analysis involving electron paramagnetic
resonance (EPR) thermogravimetric analysis (TGA) to determine the absolute value of nanotube
purity.
Their analysis found that greater current and greater pressure led to increased yield.
Specifically, in increasing current from 165 A/cm2 to 190 A/cm2, while simultaneously
increasing pressure from 300 Torr to 500 Torr, yield increased from 2.6 mg/min to 24 mg/min -
roughly by a factor of 10. Not only did the pressure and current increase lead to the formation of
more nanotubes, but fewer impurities were found as well. Further analysis indicated that the
absolute purity of the high pressure, high current sample was as high as 48%. Although this is
still considerably lower than figures for certain other methods of nanotube production, such as
laser ablation, the high rate of nanotube generation and simplicity offered by the arc discharge
method show that this original and very old method is still one of the most promising for large-
scale commercial nanotube production.
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6.7.3 Temperature control
One problem with the basic arc process is that temperature differential between the arcing
current and associated plasma and the rest of the chamber is extremely high. Carbon atoms and
heat can escape from the arc area in every direction into areas of the chamber where overall
process conditions are then quite different. This lack of uniformity is certainly at least partly to
blame for the large variance in product formed. Typically the distribution of nanotubes is
irregular. One tends· to see a higher concentration in soot collected from around the cathode and
a lower concentration on the wall. In order to make the environment more consistent, Zhao and
Liu (2004) encased the entire apparatus in an oven allowing it to be heated from room
temperature up to 900°C. The apparatus itself was so successful as to be patented by its
designers (Liu and Song, 2002).
This simple change led to an increase in both yield and purity especially on the wall deposit.
Since carbon nanotubes possess a highly crystalline structure (as does graphite), it makes sense
that purity would be improved with temperature. As temperature increased, it was found that not
only did purity increase, but yield increased and average diameter decreased (Zhao and Liu,
2004). It was found that a temperature of 600°C was optimal for SWNT production.
6.7.4 Liquid Nitrogen
Perhaps the most promising addition to the basic arc discharge process involves recent efforts to
conduct the entire process inside an atmosphere of liquid nitrogen. The process has been
patented by its inventor (Olk, 1998) and more recently garnered considerable interested after it
was discovered to increase yield to as much as 70% (Kim et al., 2003). The liquid nitrogen takes
the place of the inert gas atmosphere and serves the role of at once cooling the electrodes and
preventing electrode contamination. In addition, nanotubes are prevented from depositing on the
walls. Perhaps a more significant advantage is that the entire process need not take place in an
evacuated environment leading to simpler equipment and cost-savings. Couple this with the
already noted simplicity of the basic arc-discharge process, and arc-in-liquid processes start





Figure 6-8: Showing arc discharge apparatus in liquid nitrogen atmosphere.
The method has recently been extended to the production of SWNT's by the addition of Ni
catalyst to the carbon electrodes (Sano et al., 2004). If the Ni concentration was too high or too
79
low, the nanotube formation is suppressed. In terms of quality and yield, no numbers were cited
in the paper. TEM images seem to suggest, however, that yield is not as impressive as for the
MWNT process.
6.7.5 Coal
One of the only expensive aspects of the arc discharge process, is the high purity graphite used
to make the anodes. This is a rather specialist form of carbon precursor especially as compared
to cheap and abundant CVD reactants such as methane and ethanol. There has been a move in
some circles to replace the graphite in these systems with coal in order to lower costs (Pang &
Wilson, 1993; Williams et al., 1999; Wilson et al., 2002; Qiu et al., 1998; 2000; 2002a; 2002b,
2003). Qiu et al. (2000, 2002a) established that yield increases with carbon content of the coal.
In addition, they discovered that simply adding a wire mesh cage inside the chamber could
greatly reduce the quantity of amorphous carbon found contaminating the nanotubes. The wire-
mesh screen surrounds the electrodes and serves as a collection net for the nanotubes (whereas,
in typical arc setups the product is scraped off the walls).
Since only the anode is consumed in arc-discharge methods, typically only the anode would be
made from coal and the cathode would remain graphite. It is possible to either use an anode
made completely from coal, or else use a graphite anode hollowed-out and filled with coal.
Sometimes both anode and cathode are hollowed out. It is interesting to note that according to
the above references, quality need not suffer when using coal as opposed to graphite.
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Figure 6-9: Simply encasing the electrodes in a fine wire cage prevents excessive contaminant build-
up.
Since coal is not pure carbon, the type of coal used is very important and adds another
parameter to the system. Coal also contains elements such as sulphur and iron which are known
to alter the nature of nanotubes produced.
6.7.6 Effect of gas environment
It is speculated that the nature of the inert gas affects heat transfer and diffusion in the reactor
(Farhat et al., 2001). As noted earlier, temperature and temperature gradients play an important
role in synthesis results. Farhat et al. experimented with changing the Helium to Argon ratio in
an inert environment containing only those two gases in order to discover more about this
effect. It appeared that increasing the argon to helium ratio tended to decrease the average
diameter of nanotubes formed.
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6.7.7 Arc in water
Although performing the arc discharge in a liquid nitrogen environment is advantageous in
terms of simplicity, the cost-saving is not great owing to the eventual high running costs of
liquid nitrogen (which naturally vaporizes at a furious rate). To this end, water has been pursued
as another environment in which the arc process can take place (Zhu et aI., 2002; Sano, 2004).
The water may be deionized or an aqueous solution. In the MWNT process (Zhu et aI., 2002),
the process can only be run for a short period of time (~2 minutes) before the water starts to etch
the nanotubes, which may be a drawback when scaling up this method. Purity tended to be low
(about 20% at best) and production rate lower than typical arc processes (about 7mg/min) but
the utter simplicity of the method and lack of attempt at optimization at this point still makes the
method seem promising.
Noriaki Sano has just recently improved the underwater method to allow for production of
SWNTs (Sano, 2004). He used a rod doped with 0.8 mol% Gadolinium (Gd) as catalyst and
pumped Nitrogen gas through the hollow cathode to create a relatively inert environment.
Again, a large number of by-products were created in the process, but the relative simplicity and
cost-saving benefits make this an interesting avenue to pursue.
6.7.8 Considerations
This brief overview only begins to cover the sheer mass of literature available on arc discharge
nanotube synthesis. Research on this method continues even up to the very week of writing
(Sano, 2004). This is partly driven by new angles and ingenuity (such as the arc-in-water) and
partly by the great room for experimentation. Catalyst mixture, electrode shape and size,
current, gas mixture and pressure, temperature ... the list of process parameters goes on. It does
not help either that the precise effect of most of these parameters remains unknown and the
mechanism of nanotube formation is still the subject of much scrutiny (although, the current
theory will be discussed in the section on CVD below).
Arc discharge remains a uniquely simple entry-point to the world of nanotube fabrication. The
apparatus is relatively easy to make and the rate of production high. Purity - except in special
circumstances - is not exceptional compared to some other methods. However, in terms of
nanotubes/hour total yield, the method is still a leader. Should it become possible to improve
yield and diameter spread, this would certainly be the method of choice for many applications.
6.8 Chemical Vapour Deposition
Chemical Vapour Deposition (CVD) is also often referred to in the field of carbon nanotubes as
catalytic decomposition (although the latter term may be more broadly applied). The basic
process is very similar to basic thin-film CVD discussed elsewhere in this dissertation. Since
CVD is also a viable route to produce diamond and other carbon films, obviously process
parameters play a crucial role. The basic process entails introducing a carbon-containing,
gaseous precursor into a reactor vessel. Through the application of energy (such as high
temperature or a plasma), the gas is decomposed into its constituent atoms. This is also
commonly referred to as 'cracking'. The atoms diffuse towards a substrate which will be coated
with a catalytic material. If the process conditions are correct, nanotubes will grow at the
catalytic nucleation sites. Note however that for nanotube synthesis from the gas phase via
catalytic decomposition, a substrate is not entirely necessary. However, when no substrate is
used and the nanotubes precipitate from the gas phase into the reactor or gas stream, the process
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is typically termed "Vapour Phase Growth" (VPG), although chemically the processes are one
and the same. When a substrate is used, the term "supported catalyst" is often used. It must be
further noted that the decomposition typically does not take place merely inside the reactor, but
at or neat the catalyst site (Meyyappan et al., 2003). That is to say, the gas will not decompose
at any point inside the chamber, but only near or in the presence of the catalyst.
CVD as a route to carbon nanotube growth opens up a host of possibilities. First of all, it allows
for the use of cheap and easily-obtainable carbon precursors with a high purity such as methane
or ethanol vapour. Secondly, when a substrate is used, it allows for nanotubes to be grown at
specific, predetermined sites on a substrate if the catalyst on the substrate is suitably patterned.
Thirdly, it can allow for very good control of process conditions in contrast to the arc method.
The host of control parameters to be tweaked such as pressure, precursor, gas-mix, flow rate,
energy source, temperature and pressure just to name a few means that there is a lot of room for
modifications in any given process. It is quite possible to use a particular apparatus and
precursor mixture, obtain nothing but amorphous carbon, then change a few parameters and
have a nanotube yield. In addition to these basic CVD parameters, preparation of substrate (if
any) and catalyst are vitally important and have received much attention in the literature - see
for example, McBride, 2001 and Bertoni et al., 2004.
As with the other methods of nanotube fabrication there has been considerable work over the
last decade or so to improve upon the basic CVD method. Some of the more important
developments in this field will now be considered in further detail.
6.8.1 The basic process
The basic process has already been outlined above but will be expanded upon slightly here for
the case of thermal chemical vapour deposition. A reactor of some description - typically a
quartz tube or stainless steel vessel - is used to contain a substrate which is coated with fine,
nanoscale particles of a catalyst material. The catalyst material is most commonly nickel, cobalt
or iron (less variety is seen in the literature than for arc synthesis). The substrate is heated to a
suitable temperature which ranges from as low as 550°C (Lee et al., 2001) to as high as 1000°C
(Su et al., 2000). With the substrate suitably heated, a carbon containing precursor is introduced.
This is typically a hydrocarbon such as acetylene (Zheng et al., 2004, Lee et. al., 2001) or
ethylene (Che et al., 1998). Carbon monoxide (Zheng et al., 2002), ethanol vapour (Li et al.,
2004), vaporized toluene (Singh et al., 2002a) and a seemingly endless array of carbon sources
have been used. Typically a support gas such as argon or hydrogen is used as well.
The carbon-containing precursor will be decomposed near the catalyst material yielding carbon.
If conditions are correct, the carbon will attach to the catalyst and nanotubes will form. It is
interesting to note, as mentioned previously, that decomposition does not occur merely inside
the reactor, but only near the substrate, in the presence of the catalyst (Meyyappan, 2003, pp.
206). That is to say, the temperature within the reactor is maintained below the thermal
decomposition temperature of the relevant precursor. This reduces the production of amorphous
carbon. The catalyst metals are known to show catalytic activity for the decomposition of
carbon (Sinnott et al., 1999) specifically.
Nanotubes grown via CVD always grow out of the nanoscale catalyst particles and there is a
direct relationship between the size and nature of the particles, and the corresponding nanotubes
that fonn (McBride, 200 I; Sinnott et al., 1999). Depending on the strength with which the
nanoparticle, or nucleation site is adhered to the substrate (assuming supported catalyst), the
tiny metal particle will either remain adhered to the substrate and the nanotube will grow up out
of it, or else the nanotube will attach its base directly to the substrate and constantly push the
metal particle up so that it remains at the tip (Song et al., 2004). Plasma Enhanced methods,
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which will be discussed below, often result in the latter since the plasma bombardment erodes
the nucleation site/substrate cohesion.
Tip Growth Base growth
Substrate
Figure 6-10: Illustrating the two different growth mechanisms of carbon nanotubes via CVD: tip-
growth (left) and base-growth (right).
6.8.2 Growth Mechanism
The actual growth mechanism via CVD is not completely understood, but it is speculated that it
is quite similar to the more well-understood mechanism of carbon fibre growth via CVD
(Meyyappan et aI., 2003; Sinnott et aI., 1999; Andrews et aI., 1999). A molecule of the carbon
precursor species first adsorbs onto the catalyst particle and diffuses into it. Eventually, the
particle will become saturated and carbon will precipitate out of it in a crystalline form. The
catalyst metals tend to not only have strong catalytic ability for decomposing carbon
compounds, but also form metastable carbides and allow carbon to rapidly diffuse over and into
them (Sinnott, 1999).
Sinnott et al. (1999) consider the growth of nanotubes to be the logical end of a reduction in
catalyst particle size. 1fsolid catalyst films are formed on substrates and catalytic decomposition
occurs in their presence, sheets of graphite will quickly form with the sheets parallel to the
metal plane. If the film is instead made up of large (-0.1 micron) particles (for example,
obtained by annealing a starting smooth thin film or sputtering for a very short amount of time),
then carbon filaments of a like diameter (-0.1 micron) will be produced. The difference is that
in the presence of a particle, the graphite basal planes are tangential to the particle surface,
rather than parallel to it as in the former case of a smooth film (Andrews et aI., 1999; Sinnott et
aI., 1999). It is believed that as the particle size decreases even further - to the order of tens of
nanometers or less - it becomes energetically favourable for hollow tubes to form due to
increased strain on the basal planes. If the particle size is reduced still further, the MWNT
diameter will tend to decrease until eventually single-walled nanotubes will form preferentially
(Sinnott et aI., 1999 statistically showed that the nanotube outer diameter was equal to the
particle diameter to within a few nanometers). The tubes are believed to be hollow because
carbon does not precipitate from the very apex of the nano-scale particle (recall, the carbon
precipitates out of the catalyst particle in a crystalline form after saturation).
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6.8.3 Effect of Temperature
It has already been seen that temperature plays a crucial role in the synthesis process. This is
quite understandable considering the highly crystalline nature of carbon nanotubes. In CYD, it
has been found that temperature of the process is related to diameter of the nanotubes formed
insofar as an increase in temperature will increase the diameter. Li, W. et ai, 2002, conducted a
comprehensive study to analyse this relationship. They found that temperatures higher than
1050°C and lower than 650°C suppressed nanotube growth. Since growth outside of this range
has been demonstrated (see, for example, Lee et aI., 200 I) using different methods and
precursors, we can see that temperature alone is hardly the definitive criteria in deciding
whether or not nanotubes grow. Nevertheless, the greater than 1000°C, less than 600°C range
seems to be quite typical in the literature for CYD.
It was also found by Li, W. et al. (2002) that an increase in temperature increased the nanotube
yield - up to a point. Once temperature exceeded 800°C, yield starts to drop off and the
nanotubes start to lose their perfect, hollow structure and look more like bamboo. That is, the
nanotubes no longer have walls made of concentric, rolled-up cylinders but are made up of
stacked parabolic structures. It is unknown at present if such structures will be truly useful but
Li, W. et aI. suggest they may be useful in various chemical applications. It should be noted that
Li, W. et aI. are not the only ones to have created such structures (see, for example, Zhang et aI.,
2002). Average diameter would also tend to increase with temperature.
Figure 6-11: Showing high resolution TEM image of "bamboo-like" CNTs (Li, W. et aI., 2002).
Apart from this direct study on the affect of temperature on nanotube production, it is quite clear
from the literature that temperatures too high or too low would inhibit synthesis or affect yield.
In spite of this, we see tremendous variation from author to author. Work conducted at
Cambridge achieved consistently good yields of high quality nanotubes working only above
1000°C (Li et ai, 2004) and found that going from the IIOO°C to 1200°C would assist in
changing the nature of the nanotubes from single-walled to multi-walled. In addition Tanaka et
aI., 2004 showed a reverse trend in their work: increasing temperature led to a decrease in
average diameter. It has already been noted that Lee et aI. (2001) managed a dramatically
reduced growing temperature of 550°C for their synthesis process which allowed growth on
glass. However, cystallinity was quite poor which one would expect at such reduced
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temperatures. It has been shown, however, that post synthesis annealing can improve
graphitization to some extent (Che et aI., 1998). It should be noted also that this same work
illustrated that changing the catalyst from iron to nickel would allow for synthesis at a lower
temperature.
Extremely low temperature growth has in fact been achieved using plasma enhanced methods
(Hofmann et aI., 2003; Boskovic et aI., 2002). In fact, Boskovic et aI. managed growth as low as
room temperature. Plasma additions will be discussed more at a later stage in this review.
These few examples serve to illustrate an important point: each new process by a different
group is so different in terms of a vast number of process parameters (pressure, precursors,
substrate, reactor, catalyst etc.) that it is difficult to nail-down the effect of anyone variable. It is
easy to see however that in general, nanotubes will only form well at higher temperatures
(greater than 600°C) but that too high a temperature can impair growth - with some notable
exceptions. More importantly, one can see that within any given process, the quality and yield
of the product can vary greatly with temperature variation by even a hundred degrees either
way. It can be said with confidence that for any given process, a subtle variation in temperature
can have a dramatic effect on quality and yield, but that temperature alone is hardly the
determining factor as to whether the process will be successful or not.
6.8.4 Effect of Pressure
Once again there is a tremendous variety in pressure used for CVD synthesis. Li, W. et aI.
conducted another study on this effect specifically (Li et aI., 200 I). Again it was found that an
increase in pressure - like an increase in temperature - would improve yield up to a point (noted
in this study as 600 torr) after which yield would drop again. At higher pressures the nanotubes
would lose their hollow structures and show the "bamboo" structure once again.
It must be noted, however, that again this study is hardly conclusive and many very successful
CVD processes take place at atmospheric pressure (such as Li et aI. 2004). Indeed, it seems that
nanotubes can be grown at just about any pressure, from below a torr (at times, substantially
less such as in Bertoni et aI., 2004) to atmospheric pressure. Adding to the frustration is the fact
that many papers for some reason do not mention reaction pressure (such as Yudasaka et aI.,
1995; Che et aI., 1998; Lupu et aI., 2004 and many others). It was assumed in many of these
instances that the process was conducted at atmospheric pressure.
In summary it must once again be said that while pressure is a very important parameter, it will
hardly be the deciding factor as to whether or not nanotubes form. It will simply control quality
and yield within a given process.
6.8.5 Effect of Substrate and supported nanoparticles
Typically in CVD synthesis, the substrate selection is very important since it is desirable for the
substrate lattice parameters to match those of the material to be deposited as closely as possible
(epitaxy). However, the substrate in nanotube CVD serves a different purpose: it is simply a
holder - a place where nucleation can occur. There does not seem to be any theoretical limit on
what substrate may be used and this idea is made more obvious by the fact that substrateless
growth is quite possible. However, substrate choice can have an effect on whether tip-growth or
base-growth occurs since it will affect catalyst-substrate cohesion.
By contrast, the choice of catalyst and method of catalyst preparation is all-important. Typically
films of the metal catalyst are applied to the substrate by simple methods such as sputtering
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(McBride, 200 I) or UHV evaporation (Bertoni et aI., 2004; Yudasaka et aI., 1995). Often a
chemical process may be used instead such as dipping a substrate in a solution of nickel nitrate
ethanol and subsequent drying or annealing (Zheng et aI., 2004). Regardless of the technique
used, one typically ends up with a very thin metal film (typically on the order of nanometers). It
is desirous to have instead of a continuous film an array of nanoscale dots or nucleation sites.
Typically, separate annealing takes place to force the film to form into tiny droplets (e.g.
Yudasaka et aI., 1995). However, at higher temperature processes the metal will liquefy in any
event. Again, the size of the droplets or nucleation sites has been shown to be critical not only
for nanotube growth to occur, but also in determining the diameter and structure of the tubes
(for in-depth studies of such effects, Yudasksa et aI, 1995; McBride, 2001 and Tanaka et ai,
2004 are excellent starting places). This has the advantageous side-effect of allowing one to
pattern a substrate using lithography to determine where nanotubes will and will not grow (e.g.
Hoffman et aI., 2003; Ahlskog et aI., 1999; Ren et aI., 1999).
Of course, it has been mentioned before that it is possible to simply generate nano-scale catalyst
particles in situ without the need for a substrate. In such a method, the catalyst may be
introduced by means of controlled sublimation of a catalyst-containing precursor. Ferrocene
(Fe(CsHs)2) has proved popular (Singh et aI., 2002a; Lee et al. 2002). The catalyst may also be
injected directly as a solid rather than sublimated (Li et aI., 2004). In certain plasma processes,
the erosion of a metallic electrode provides a convenient point for catalyst introduction (Harbec
et aI, 2004). Vapour Phase Growth (VPG) has the advantage of allowing the process to be
continuous while at the sal)1e time obviating the need for tedious substrate preparation. It has
also been shown to have high yield.
Much of the richness in the literature of CVD nanotube synthesis surrounds the choice of
catalyst and substrate (or lack thereof). This review merely scratches the surface of such great
diversity. A group at Duke University, for example, replaced the standard substrate with an
alumina aerogel support (Zheng et aI., 2002b; Su et aI., 2000) resulting in nanotube purity of
over 99% with very little amorphous coating. The large surface area of the aerogel base material
proved to be very beneficial. In addition, it is believed to enhance the productivity of the
catalyst material. The great diversity in choice of catalyst and substrate preparation is another
reason why it is difficult to compare results between one group and the next.
6.8.6 Plasma Enhanced Chemical Vapour Deposition
The addition of a plasma to enhance the basic CVD process is well documented. Plasmas are
often used in CVD to provide extra energy to the system. This can serve simply to decompose
the gaseous precursor, but often has the added advantage of allowing the adsorption and
synthesis phase of the CVD reaction to occur at a lower temperature.
Plasma enhancement in nanotube CVD synthesis is very similar in its implementation to general
PECVD. Quite simply a plasma is introduced into the basic CVD apparatus and the substrate is
either immersed in it or placed near it. The plasma may be created via dc discharge (Hofmann et
aI., 2003), microwave discharge (Bower et aI., 2000; Tsai et aI., 1999; Qin et aI., 1998; Cui et
aI., 2000), R.F. (Ho et aI., 200 I), R.F. with magnetic enhancement (Ishida et aI., 2002),
Inductively Coupled Plasma (Delzeit et aI., 2002) hot-filament assisted dc (Chen et aI., 1997;









Figure 6-12: Plasma Enhanced CVD apparatus is typically quite similar to thermal CVD apparatus
with the exception that a plasma is introduced by some means at or near the substrate.
It was at one stage believed that plasma enhancement would lose its temperature-lowering
advantage in the synthesis of carbon nanotubes (Meyyappan et al., 2003). In addition, the ability
of a plasma to decompose a gas into its constituent atoms would not be considered
advantageous since this would almost certainly lead to the production of amorphous carbon.
Recall that in CVD of nanotubes, decomposition should take place only at or near the catalyst
surface. To this end, until recently, the single advantage of plasma enhanced processing was in
its ability to somewhat remarkably produce fields of vertically aligned nanotubes (Hofmann et
al., 2003; Huczko, 2002; Bower et al., 2000; Tsai et al., 1999, Meyyappan et al., 2003; Ho et al.,
200 I). It is believed that the self-bias potential established on the substrate due to the plasma
charging is responsible for this (Bower et al., 2000). This makes sense intuitively since the field
lines terminate on the surface perpendicularly and the typically conductive nature of graphitic
carbon would allow it to be influenced by the field. In fact, within the same apparatus, Bower et
al. (2000) produced nanotubes with and without plasma enhancement by only initiating the
plasma after growth had started and it was clearly seen that the nanotubes (which had initially
been growing in a typical curly fashion) began to straighten and align.
PlasmaCVD
} I Thermal CVD
Figure 6-13: Showing how application of plasma leads to straightening and alignment of carbon
nanotubes (Bower et al., 2000).
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Figure 6-14: Field aligned nanotubes growing perpendicularly to substrate surface (Bower et al.,
2000).
The impressive alignment and vertical orientation of plasma synthesized nanotubes was for a
time sufficient reason alone to pursue this method of synthesis. It must be noted that the
nanotubes need not be in close proximity to be aligned (alignment in thermal CVD is possible
as in Zhang et al., 2002 if the nanotubes are densely packed in a "carpet", but this alignment is
induced by van der Waals force interaction between the tubes).
However, in recent times it has been shown that the addition of a plasma can indeed lower the
temperature at which nanotubes will grow (Hofmann et al., 2003; Boskovic et al., 2002).
Nevertheless, while Hofmann et al. were able to grow nanotubes at the low temperature of
120°C in a DC plasma, the degree of crystallinity was extremely poor below 500°C. The authors
suggest that the CNT shape depends a great deal on how much of the carbon grows via catalysis
at tlie metal particle and how much is formed by amorphous deposition on the sidewalls.
Ammonia was added as a support gas to etch away amorphous carbon and it is possible that
further process optimization can achieve higher quality structures at lower temperatures. Growth
at low temperature is advantageous since is allows direct deposition onto organic substrates
such as Mylar which could be used in capacitors or for hydrogen storage.
The carbon precursor is typically quite diluted in plasma processes to prevent excessive
amorphous carbon build-up (Meyyappan et al., 2003). It has also been suggested, as mentioned
above, that the addition of ammonia can aid in preferential amorphous carbon etching (Hofmann
et al., 2003).
Since it is possible, therefore, to at once prevent excessive amorphous carbon build-up and at
the same time achieve the promise of nanotube alignment and lower temperature deposition,
plasma-enhanced processing at this point looks a very attractive option.
6.8.7 Thermal plasma torches
In addition, thermal plasma torches have recently been used to synthesize carbon nanotubes
(Smiljanic et al., 2002; Hahn et al., 2004; Harbec et al., 2004; Tian et al., 2004; Okuno et al.,
2004). The difference in such processes is that the plasma is extremely hot - over 10000 K in
some instances (Hahn et al., 2004) and most often operate at atmospheric pressure. Such
processes tend not to use a substrate for deposition which makes them really the counterpart of
VPG in the plasma domain.
Other than the exceedingly high temperatures used, the methods are quite similar to basic
PECVD processes with the exception that it is now possible to introduce solid particle
precursors which are quickly vaporized (Okuno et al., 2004; Tian et al., 2004). Some processes,
such as that developed by Smiljanic et al. (2002) are more-or-Iess identical to thermal processes
with the exception that the reaction occurs inside a plasma. For example, in the Smiljanic
process, a magnetron sustains a thermal plasma inside a quartz tube at atmospheric pressure. A
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mixture of ferrocene vapour, argon and ethylene is passed through the plasma resulting in the
formation of nanotubes. This is almost identical to the process used by Li et al., (2004) with the















Figure 6-15: Showing how a thermal plasma can, after a fashion, replace heating via a furnace. Of
course, the nature of the energy source will affect results, but the processes are remarkable similar
and both quite capable of nanotube production.
In addition, these 'torch' processes are truly as much thermal as they are plasma. That is to say,
the extreme temperatures would ensure decomposition of the precursors even if the plasma
didn't and alignment (as in PECVD) is typically not possible due to lack of substrate. Results
using such thermal processes are mixed. Although it is possible to make nanotubes, there is
often a large amount of amorphous carbon (Smiljanic et al., 2002) or peculiar nano-structures
such as the "stacked-cup" structure or "nano-necklaces" shown below (Okuno et al., 2004).
However, it seems that it is possible in most cases to optimize the process to ensure good
nanotube yield (Hahn et ai, 2004 were very successful with their plasma torch).
2000111
Figure 6-16: Showing "stacked cup" nanotube structure ton the left) and "nano-necklaces" ton the
right) (Okuno et al., 2004).
6.8.8 Promoters
It has already been stated that a large variety of carbon precursors and support gases can be
used. However, in addition to support gases such as argon, ammonia and hydrogen, other
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elements may be added to change the structure of the final nanotubes. Of these, suI phur - most
commonly in the form of thiophene (C4H4S) - is often added (Li et ai, 2004; Li, X. et al., 2002;
Ci et ai, 2002; Singh et al., 2002b). However, Bismuth, Yttrium and Lead have also been used
(Kiang, 2000a, 2000b). Promoters do not act as catalytic sites, even when they are metals.
Instead, they tend to improve yield (Kiang, 2000a; Ci et al., 2002). In addition, thiophene tends
to increase the average nanotube diameter (Li, X. et al., 2002) and sulphur has had the odd
effect of forcing the preferential production of double-walled nanotubes (Ci et al., 2002), which
the authors attribute to its altering of growth dynamics. In some instances, processes would
simply not produce nanotubes without the addition of a promoter (Singh et al., 2002b; Kiang,
2000a) which suggests that the promoter can have a co-catalytic role. It has also been found that
thiophene may act as both carbon precursor and promoter (Singh et al., 2002b). Changing the
concentration of thiophene available can in addition allow for preferential production of single-
walled or multi-walled nanotubes (Li et al., 2004). Promoters tend to work particularly well in
improving the catalytic ability of iron (Kiang, 2000a; Li et al., 2004) as opposed to other
catalysts like cobalt. The precise mechanism by which promoters achieve their ends is not
known. Li, X. et al. (2002) suggested that the promoter may prevent large rings from growing
into cages and lower the eutectic temperature of iron, but it is uncertain if this is the true benefit.
In addition, Ci et al., 200 I found that too much sulfur can suppress nanotube formation. It is
suggested (Kim et al., 1993) that in low concentrations, sulphur favours carbon filament
precipitation, while in high concentrations, it covers too much metal and destroys the catalytic
activity. Typically thiophene/sulphur concentrations are kept very low to a few percent or less
than a percent. While the mechanism or promoters may not yet be fully understood, it can be
seen the promoters add another layer of control in nanotube synthesis which may be used to
alter the results of any gi ven process.
6.8.9 Precursor choice
Precursor choice seems to be far from an exact science. Hydrocarbons are the most common
(see, for example, Seo et al., 2003; Li, X. et al., 2002; Lupu et al., 2004; Lee et al., 2001). These
include interchangeably methane (CH4), ethylene (C2~), acetylene (C2H2) and so forth.
Smiljanic et aI. (2002) suggested that those hydrocarbons with a higher hydrogen to carbon ratio
achieved better performance (in methane this ratio is 4:1 while in acetylene the ratio is only
I: I). However, since many processes use hydrogen as a support gas, this effect could be muted.
Carbon monoxide (CO) has been used with some considerable success especially in the work of
Nikolaev et al. (1999) in their process termed High Pressure CO disproportionation (HiPCO).
Disproportionation of CO occurs via the reaction:
CO + CO -7 C + CO2
over an iron pentacarbonyl (Fe(CO)s) catalyst. This method allowed for purity in excess of 97%
with greater than 70% yields. In addition, nanotubes with diameters as small as 0.7nm could be
made (expected to be the smallest chemically stable nanotubes according to Yakobson and
Smalley, 1997, although 0.4 nm tubes have since been made by Tang et al., 2001).
Coal has also been used (Tian et. ai, 2004) as a solid precursor in plasma processes. A solid
precursor would more technically be called catalytic decomposition. Evaporated alcohols have
proved useful and were used by the Cambridge group (Li et al., 2004) to create long spun
threads of nanotubes. In this process, ethanol, thiophene and ferrocene in a hydrogen flow are
introduced by injection into a typical quartz-tube reactor. A thick aerogel of nanotubes forms
which have enough cohesion (by way of van der Waals forces) to be spun directly from the
furnace hot zone onto a spindle. In this way, threads of arbitrary length can be manufactured.
However, since the threads are held together by van der Waals forces, they are quite weak.
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The same group tried many oxygen containing precurors such as acetone (CH30CH3) and 1-
propanol (CH3CH2CH20H) and found that they would all enable the continuous spin process
while aromatic hydrocarbons such as benzene (C6H6) would not. However, aromatic
hydrocarbons not containing oxygen such as benzene, toluene and xylene have successfully
been used in other work (Singh et aI., 2003; Hseuh et aI., 2003; Andrews et aI., 1999). It was
suggested that the oxygen component in the alcohol vapour allowed for preferential etching of
amorphous carbon. That is, carbon monoxide would tend to form in preference to amorphous
carbon in the absence of a catalyst particle.
Alcohol was used previously by Maruyama et al. (2002) in a highly successful process they
termed alcohol Catalytic Chemical Vapor Deposition (ACCVD). Again it was noted that much
less amorphous carbon was produced than in hydrocarbon methods which the authors attributed
to the etching action of the OH radical which will preferentially convert free carbon into CO. In
fact, almost no amorphous carbon was produced and furthermore, the nanotubes could be
synthesized at temperatures as low as 550°C with methanol.
6.8.10 Hydrogen
One last note involves the importance of hydrogen in nanotube CVD. While noble gases such as
Argon or Helium are commonly employed, as in the arc discharge process, many authors report
that processes are worse or completely unsuccessful without the addition of hydrogen. In some
works (e.g. Smiljanic et aI., 2002) the hydrogen is introduced simply as part of the precursor (a
hydrocarbon) while in many works it is added directly as a support gas (e.g. Li et aI., 2004;
Singh et aI., 2003). Li et al. 2004 (who used ethanol as a carbon source) report that no
nanotubes could form without the addition of hydrogen as a carrier gas and that altering the
hydrogen flow rate could aid in preferentially producing SWNTs or MWNTs. In addition, they
state that fast-flowing hydrogen would suppress amorphous carbon. Singh et aI., 2003, report
that increasing the hydrogen to argon ratio slowed the rate of growth of their nanotubes. Recall
that as stated above, Smiljanic et al. (2002) also suggested increased hydrogen concentration
was beneficial to their process. Ci et al. (200 I) also found that lowering the hydrogen flow rate
too much would suppress nanotube formation. They suggested that when hydrogen was used as
a support gas, its role became quite complicated. The flow rate would at once influence the
partial pressures and therefore concentrations of the carbon precursor, while at the same time
influencing the morphology of the catalyst particles when these particles were introduced via
the floating method. In addition, hydrogen flow rate would affect the growth rate of the
nanofibres (as suggested in Singh et aI., 2003). On a chemical level, it has been suggested that
hydrogen can accelerate carbon fiber formation by decomposing carbides which form from the
catalysts (Nishiyama and Tamai, 1976; Yang and Yang, 1986) or by removing any graphite that
forms on them (Kim et aI., 1991). Slowed growth can be explained by the formation of methane
from carbon or hydrogen compounds at the surface (Nishiyama and Tamai, 1976; Yang and
Yang, 1986; Kim et aI., 1991). It must be noted that these chemical interpretations are based on
early studies of carbon fibres. However, as suggested earlier, it is believed that the mechanism
of nanotube growth is the same or at least very similar. Hydrogen does indeed play an important
role in nanotube growth via CVD.
6.8.11 Considerations
It can be seen once again that, as in the case of the arc discharge method, there is no shortage of
variety in CVD synthesis methods. Again, this makes it difficult to track down the effect of
certain parameters since there is such large variance in apparatus, carbon precursor, support gas,
pressure etc. in just about every study. CVD on the whole is perhaps the most promising of all
synthesis methods. It is advantageous insofar as it: I) allows fabrication from cheap and high
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purity precursors which can be introduced in a simple manner (such as ethanol evaporation); 2)
it requires little more than a furnace for successful implementation; 3) it can allow for accurate
placement of aligned nanotubes and 4) it can allow for continuous processes by using the
floating catalyst approach. This combination of advantages will ensure that much research is
conducted in this avenue in years to come.
6.9 Laser Ablation
It was Smalley's group (the discoverer of fullerenes) that first discovered SWNTs could be
quite easily created via laser ablation of a graphite target (Guo et al., 1995). The process is quite
simple: a laser, which may be pulsed (Bower et al., 1998; Guo et al., 1995) or continuous
(Gamaly et al., 2000, Munoz et al., 2000) is aimed at a graphite target which may be doped with
metal catalyst. The target is typically contained within an air-tight oven to enable the pressure
and temperature to be controlled. If no catalyst is added, MWNTs and fullerenes will form.








In earlier work (Guo et al., 1995) the chamber was filled to 500 torr with argon flowing at 50
sccm. Heating the chamber all the way to 1200°C would improve yield. A variety of catalysts
were tried of which Nickel and Cobalt produced the greatest and second greatest yields
respectively. Copper and Niobium were found to not be conducive to growth. Bi-metal catalysts
such as Ni/Co produced orders of magnitude better yields than single-metal catalysts. What is
interesting in the SWNT work is that fullerene production is very low (10%) while nanotube
yield is very high (50%) indicating that nanotubes will preferentially form. In addition, laser
ablation produces some of the highest quality nanotubes possible with very little amorphous
carbon coating. Crytallinity is always excellent and the tubes are long, forming "ropes" by van
der Waals attraction to other tubes. Co/Pt and Ni/Pt bi-metal catalysts are also found to work
well. Since this early work it has been found that adding Yttrium to the catalyst mix, primarily
by way of ClNi/Y mixture (95/4/1 atomic %) also leads to high yield (Gamaly et al., 2000).
6.9.2 Method of growth
It was suggested already in the original work (Guo et al., 1995) that SWNTs form so
preferentially because catalyst particles on an atomic scale readily attach themselves to newly
formed fullerenes before the fullerenes close and thereafter inhibit closure. It is then more
energetically favourable for carbon which collides with the structure to diffuse to the existing
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carbon/metal interface and extend the length of the fullerene until nanotubes form. The high
temperatures ensure the ability of the carbon atoms to easily diffuse over the metal particles and
form a crystalline structure. The presence of carbon, and in particular the growing fullerenes and
nanotubes, inhibits the formation of large metal atom clusters. This ensures that SWNTs will
form (recall that nanotube diameter is related to catalyst particle diameter). It is believed that
although metal clusters may start to increase in size after nanotube formation has begun, the
nanotubes will remain thin and single-walled since they have already started growing. In other
words, although typically it is more energetically favourable to form larger nanotubes on larger
catalyst particles (less strain), in this case the open edges that would result from a sudden
widening presents a higher energy barrier.
Many revisions to this basic model have been proposed. Scott et al. (200 I) suggest that catalyst
particles may even open the rapidly-forming cage structures that have already closed. It is
suggested that growth terminates either when catalyst particles become too large, the catalyst
becomes too coated with carbon, or temperature cools to a point where diffusion over the metal
surface is no longer possible. Scott et al. further suggest that in the pulsed-laser process,
fullerenes are continually formed and then themselves laser-ablated to yield up C2 which feeds
nanotube growth. It is believed therefore that keeping the products close to the target and the
laser beam can improve quality and yield since non-nanotube products will be re-vaporised and
form as nanotubes. This effect was borne out in practice by Smalley's group at Rice University
(Thess et al., 1996) where the plume products were spatially confined to stay near the target and
the path of the beam. By following the first pulse with a close second, the amount of amorphous
carbon was reduced.
6.9.3 Advances
Although laser synthesis gives high purity, high yield nanotubes and is theoretically very
interesting, it has fallen out of favour for commercial production. Laser ablation requires
expensive apparatus and although yield per vaporized carbon is good, total yield will remain
low due to the low rate of carbon vaporization as compared to the arc method or CVD method.
In addition, it is prohibitively expensive and difficult to scale the method up. To this extent,
advances in this field are limited to attempts to improve rate of vaporization such as by using a
Free Electron Laser (FEL) (Eklund et al., 2002).
A Free Electron Laser pulses at a rate of 75 MHz (compared to 10 Hz for a typical Nd:Yag
process) and pulse widths are a mere 400 fs (compared to around IOns for Nd:Yag). This
makes the FEL the "Uzi" of lasers. After focusing, intensity of the pulses reaches an estimated
5xlO l1 W/cm2 which is three orders of magnitude greater than Nd:Yag systems. Such incredible
focusing was required to achieve adequate energy per pulse to ablate the target since the pulse
duration is so short. Using a FEL laser therefore will allow for much greater rate of SWNT
generation. Eklund et al. at Pennsylvania State University suggest rates of greater than 45 g/hr
are possible.
Another way to improve yield involves ablating a continuously introduced fine powder as
opposed to a graphite target (Bolshakov et al., 2002). This has the advantage of at once making
the process continuous and allowing for more efficient use of laser power since there is no heat
dissipation into the bulk. Yields for this method with a continuous CO2 laser were not nearly as
impressive as the FEL method, however, at some 5 g/hr and only 20-40% of the soot contained
SWNTs. It would be interesting, in this authors opinion, to see if the FEL and continuous feed
methods could be combined and optimised.
In addition to attempts to improve yield, there have been some attempts to improve quality such
as by using a second pulse and tube to contain the plume as mentioned earlier (Thess et al.,
1996). Yudasaka et al. (1997) replaced the single carbon/catalyst mixed ablation target with
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dual targets: one of carbon, one of catalyst. By doing this, they prevented surface morphological
changes creating an excess of metal.
6.9.4 Considerations
A new review on laser ablation methods has recently been published (Arepalli, 2004), but
otherwise, research in this area is far less active than in alternative synthesis methods. The high
cost of suitable lasers is in stark contrast to the extremely low setup cost of arc and CVD
apparatus. It seems more prudent, in this light, to optimise the latter processes to achieve good
yield and quality which is at the moment, a very active research area.
6.10 Alternative Methods
The above three methods of CVD, laser ablation and arc discharge cover the bulk of the work
done in the field of nanotube synthesis. However, it would be surprising if researchers were not
continuously coming up with new ways to produce nanotubes, with varying success. Some of
the more interesting methods are outlined below.
6.10.1 Solar Production
Solar energy has previously been focused onto carbon targets for the production of Fullerenes
(Guillard et aI., 2001). The method basically involves intense focusing of solar energy onto a
crucible containing carbon which will then vaporize. In the production of nanotubes, a 2 kW
furnace is used (Laplaze et aI., 1998).
Although this method is interesting since it is powered by 'free' energy from the sun, it is
certainly no simple task to set up such apparatus. However, after initial setup, this would
obviously be the cheapest method of nanotube production. As in many other processes,
optimization is needed to improve the ratio of nanotubes to total soot.
6.10.2 Solvothermal Synthesis
A particularly simple chemical process has recently been developed by Zhang et al. (2004). In
this process, nanotubes are formed by the chemical reaction of ethanol and transition metal
oxides such as NiO and C020 3• The ethanol reduces the oxides to form pure metallic catalysts
which then catalyze the ethanol solution at a temperature of 550°C to form nanotubes.
The beauty of this method is in its absolute simplicity. It can be carried out as a high-school
practical. Ethanol (15 mL) and the appropriate oxide (0.5g NiO powder) are simply mixed in a
small stainless steel container and heated to 550°C for 12 hours. Thereafter, the resulting
suspension is allowed to cool to room temperature. At this point, the solution contains
nanotubes ready for analysis. Not only is the method simple, but the reactants are cheap and
innocuous. The method can also be very easily scaled up. This is a very promising, low-cost
route to nanotube synthesis
6.10.3 Catalytic Pyrolysis
CVD is really a subset of a larger synthesis method which could be termed catalytic pyrolysis.
Pyrolysis of course refers to the thermal breaking-down of a precursor to yield a desired
94
product. Typically, however, in the literature when the term pyrolysis is used, it refers to the
thermal decomposition of a solid starting precursor.
For example, Wang et al. (2000) managed to grow aligned nanotubes by decomposing nickel-
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Figure 6-18: Showing Pyrolysis Apparatus.
As can be seen in the above figure, the method is really identical to basic CVD with the
exception that all the precursors are placed in the furnace in a solid form. One interesting result
of this particular process is that is yielded nanotubes that were aligned and formed into a
'honeycomb' -like structure.
Figure 6-19: Showing honey-comb patterns (Wang et al., 2000).
Note again, however, that CVD is really a subset of pyrolysis.
6.10.4 Annealing
It has also been found that nanotubes will be formed simply by annealing other forms of carbon
doped with catalyst at a high temperature. By annealing polyethylene (PET) and diamond-like
carbon (DLC) films at a temperature of 1200°C, Sarangi et al. (200 I) found that nanotubes
would form. The films were mixed with Nickel and Palladium Chloride before annealing. The
nanotubes formed showed excellent crystallinity. The process was found to be quite sensitive to
the amount of catalyst used and there was considerable unwanted by-product in the unoptimised
processes. In addition, various other nanostructures could be produced such as nano-horns. This
process is chemically interesting, but does not seem to offer much advantage otherwise.
6.11 Summary
There is certainly no shortage of variety when it comes to nanotube synthesis methods. Even
within a particular method, diversity is prevalent with all manner of catalysts, precursors,
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pressures, temperatures, equipment and so forth being used to produce nanotubes. On the one
hand, this is a very interesting result since it shows that nanotubes form readily for a large
variety of process conditions. It is also very inconvenient after a fashion since it makes
comparison of methods quite difficult. For example, two methods with the same apparatus may
use the same precursors at different temperatures to arrive at different results, and then the effect
of temperature can be analysed. However, when the apparatus, pressure and precursors all differ
from method to method, it becomes difficult to nail-down the effect of anyone parameter.
Certainly nanotube synthesis is attractive for an institution such as ours since it is very current
and potentially very cheap materials science research. Materials science is an expensive
business often requiring equipment that can cost hundreds of thousands or even millions of
rand. However, here is an exciting field within materials science where considerable work can
be done with some ethanol and a microwave oven. For this reason alone it is worth pursuing.
It must first be pointed out that the aim of the present work was primarily to grow MgB2 thin
films via the new method explained in previous chapters. It was for this reason that the plasma
apparatus was designed and built to its current specification. Interest in producing nanotubes
grew out of casual reading on the subject. It was determined that the already produced apparatus
would be highly suitable for nanotube fabrication for several reasons:
Firstly, the apparatus was specifically built for CVD reactions. As pointed out above, CVD is
perhaps the most promising of the synthesis methods and in addition, very economical.
Secondly, the addition of a metallic aerial to the basic APNEP setup provided a convenient
means of catalyst introduction. In fact, the apparatus was considered so suitable for nanotube
synthesis that at first much time was spent simply deciding which of several possible routes
would be most viable. It was known from previous experiments that replacing the metal aerial
with a thin graphite rod would result in the graphite arcing and burning up with a plasma at its
tip. This alone should be sufficient for fullerene and nanotube synthesis with appropriate
environment conditions. Several other routes were also possible: I) carbon and catalyst (mixed)
aerial in inert atmosphere; 2) mixed aerial with carbon precursor gas (such as a hydrocarbon); 3)
catalyst only aerial with carbon precursor gas; 4) standard setup (moly aerial) with both catalyst
and carbon source introduced externally (such as by injecting a ferrocene/ethanol mixture).
In the end, it was decided that while the fourth choice would almost certainly lead to positive
results, the third choice provided the most interesting starting point. This was because: I) it truly
was convenient to introduce the catalyst by way of the slowly evaporating/vaporizing aerial and
it would be interesting to see how well this could work; 2) this would mean simple catalyst and
aerial preparation, 3) the process was fundamentally similar to the VPG method with the
addition of a plasma.
Excellent results had recently been reported by Li et al. (2004) with their VPG method and thus
this was considered an exciting avenue. In their work, a mixture of ferrocene, ethanol and
thiophene was injected into a furnace operating between I 100°C and 1200°C. A thick aerogel of
nanotubes would form which could be pulled out of the furnace hot-zone continuously and spun
into a thread. This allowed for a continuous process which produced a high nanotube yield and
threads of arbitrary length. In addition, having a continuous, flow-through method is
economically advantageous. The basic process to be tried would then be quite similar in many
ways to Smiljanic et al. (2002) where methane, ferrocene and argon were introduced into a
quartz tube which contained a microwave induced plasma. This was also a flow-through, VPG
process which made use of a plasma. The results were certainly not as good as that of Li et al.
(2004) (considerably more unwanted byproducts such as amorphous carbon were produced)







Figure 6-20: The synthesis apparatus of Smiljanic et al. (2002). This differs only from that of Li et
al. (2004) insofar as the magnetron and waveguide would be replaced by a tube furnace.
However, our process would differ in the following ways:
I) The apparatus is obviously somewhat different making use of a microwave-oven based
APNEP configuration. This is considerably simpler and cheaper to acquire and set up
compared to conventional microwave plasma sources - including the tube-in-
waveguide method employed by Smiljanic et al. (2002). Waveguide components such
as matchers, directional couplers and tuners are extremely costly and even a good tube
furnace will cost more than a microwave oven.
2) The catalyst is introduced via the innate evaporation of the plasma-localising aerial.
However, it would be interesting at some stage to try using a more traditional ferrocene-
injected source
3) The process is not strictly a thermal plasma process (the temperatures of the plasma-in-
tube method at atmospheric pressure exceed 5000°C) since there is still some good
degree of plasma nonequilibrium at the pressures we intend to use.
In addition, in order to improve yield and purity, it was decided to make use of ethanol as the
nanotube source. Since plasmas by their very nature will decompose the precursor gas into its
constituents, the probability of amorphous carbon formation increases over the thermal CVD
method. It has been noted previously that when an alcohol is used as the vapour source, the OH
radical will possibly preferentially etch excess carbon. Inside a plasma, it is reasonable to expect
that ozone, active oxygen, and even active hydrogen may do the same. Regardless of the exact
chemistry behind its ability to do so, using alcohol should allow for a more pure product. It is
expected from the review above that adding hydrogen as a support gas would further improve
results. Although Smiljanic et at. (2002) did not make direct use of hydrogen as a support gas,
the work noted that increased hydrogen:carbon concentration (by way of moving from acetylene
to methane) improved results. In addition, it was decided to try the process with and without
thiophene to see what effect this may have.
The process would then be similar on the one hand to the work of Li et at. (2004) with the
addition of a plasma, and similar to the work of Smiljanic et at. (2002) with potentially more
promising precursors. At the same time, the apparatus used would be cheaper than either source
and very simple to set up. The study would potentially provide a simple, low-cost and accessible
means of nanotube fabrication. At the same time, it could hopefully provide some insight as to
how adding a plasma could affect the work of Li et at. (2004) and how different process
conditions and precursors could affect the work of Smiljanic et al. (2002).
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7 Experimental: Nanotubes
The goal of this portion of the work, as pointed out in the previous chapter, was not simply to
find a different way of making nanotubes. The experimental work would also provide an
investigation into the following: 1) the suitability of the modified APNEP apparatus for
nanotube synthesis; 2) the effectiveness of introducing the catalyst by way of the slowly-
vaporising antenna; 3) if using ethanol and hydrogen could provide a cleaner product than
methane/argon as anticipated; 4) if a plasma would be detrimental to the great success of the
VPG method employed by Li et aI. (2004) mentioned in the previous chapter.
7.1 Apparatus
7.1.1 Plasma Chamber
The apparatus remained unmodified from the final version used in the MgB2 thin-film
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Figure 7-1: Diagram of plasma chamber inside of microwave oven.
The exact details of the system are described earlier in this dissertation. To briefly recap: a
spherical, 1 litre, borosilicate, round-bottomed flask is placed upside-down inside a 1000 W
commercial microwave oven. The flask is sealed up with a ground-glass stopper which has a
glass stand attached to it. The round-bottomed flask has been modified by the addition of two
pipes: one to let in gas, and the other to allow for evacuation. A chamber is shown in the images
below.
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During all experiments, gases were let into the chamber using the thinner pipe and a vacuum
was maintained on the thicker pipe to achieve the desired pressure. The pipes attached to the
sphere tangentially to allow the incoming gas to swirl about the glass (when flow rate was high
enough).
7.1.2 Aerial
An aerial was placed on the stand which rises out from the ground glass stopper. Several aerials
were used which invariably contained two parts: a stainless steel base and a catalyst wire tip. It
would be impossible to make the entire aerial out of catalyst, since the standard catalyst metals
(Ni, Co and Fe) all melt too easily. Stainless steel was not deemed to be a contamination threat
since it is itself a source of catalyst material (iron and nickel), although it will also contain trace
quantities of sulphur which is a known promoter. The purpose of the aerial was now two-fold:
I) to contain the plasma by keeping it away from the glass walls; 2) to provide a source of
catalyst.
The different aerials tried are shown below:
Figure 7-3: Three aerials used.
From left to right, these aerials will henceforth be called 'T-base', 'hollow-top' and 'needle-
top'. Such aerials have also been discussed previously in this dissertation. The exception is now
that for the T-base aerial, the molybdenum needle tip was replaced by a \.8 mm diameter wire
of mild steel or Kovar (shown in the photo). Similarly, a small coil of I mm Kovar wire was
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placed in the bowl of the hollow-top aerial, and a short (~15mm) Kovar wire of 1.8 mm
diameter was placed in the tip of the needle-top aerial.
Figure 7-4: Small coil of Kovar that would be placed in hollow-top aerial base.
It had been seen from EDS analysis of previous, casual experiments that the stainless steel
aerials led to the deposit of small amounts of iron. During one preliminary run, nanotubes were
even made using the T-base aerial with a molybdenum tip. It was found that trace iron from 304
grade stainless steel had in fact seeded nanotube growth. To this end, it was believed that mild
steel in the form of common nails would yield up even more iron when heated and would make
an excellent catalyst (pure iron was unavailable at the time). However, the idea to use mild steel
was soon abandoned in favour of Kovar. From previous work in the materials science group, a
considerable amount of Kovar wire was available. Kovar alloy fortuitously is made up entirely
of the three most successful and common CVD catalysts: Fe (53%), Ni (29%) and Co (17%).
Since at this point the primary aim was to see whether or not nanotubes could be formed in
abundance, it was thought that using three catalysts at once gave a better percentage chance of
success.
The aerials were always placed atop a short cylindrical section of soapstone (10 mm thick by
roughly 30 mm in diameter) which was in turn placed atop the borosilicate stopper. The
soapstone was necessary to keep the needle-top and hollow-top aerials from falling over and in
any event, would preferentially be subjected to the intense heat of the plasma should the plasma
happen to attach to the aerial base. This saved many glass stoppers from melting. The soapstone
could present a source of contamination, but from previous tests it was known that this
contamination was very small so as to be negligible. The exception came during runs where the
plasma did truly attach to the bottom of the aerial and consequently the soapstone base for
extended periods of time. This would even lead to change in plasma colour. Every effort was
made to avoid such an occurrence, however.
Figure 7-5: Stopper, soapstone spacer and aerial combination.
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7.1.3 Gases and vacuum system
Hydrogen and argon, both 99.999% purity (Afrox UHP grade) were used as support gases.
Standard PVC hose was attached to the regulator of each cylinder to pipe the gases to the main
chamber. The gases were mixed via a simple copper T-piece. A second T-piece allowed the
attachment of a third hose which was connected to a filter flask sealed with a bung. The filter
flask contained variably ethanol and ethanol mixed with thiophene. Each PVC hose was fitted
with a tap to control the flow rate of the various gases. The final output was attached to the thin






Figure 7-6: Support gases and carbon precursor vapour were attached to plasma chamber using
PVC hose.
Figure 7-7: Showing photo of filter flask and tap.
The taps provided unfortunately only primitive flow rate control. Since flow-rate could not be
measured, this was sufficient. A further tap was placed between the chamber output pipe and the
rotary pump (Edwards "18" two-stage) to provide control over the rate at which the chamber
was evacuated. Again the system suffers from the flaw that flow-rate could not be measured
since no apparatus to perform such measurement was available.
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To the vacuum side of the plasma chamber, a cold-trap was fitted. The cold trap was connected
to the plasma chamber output via a silicone bush and to the rotary pump via simple PVC hose.




Figure 7-8: Rough schematic of cold trap with relevant dimensions.
Figure 7-9: Cold trap. The glass tap visible allows connection to the manometer.
The idea was to immerse the trap in liquid nitrogen to catch nanotubes out of the air stream in
flow-through experiments. However, this proved a foolish idea since the trap was far too
efficient at precipitating ethanol from the air stream and then freezing it. A dry-ice/alcohol
slurry would do better.
7.1.4 Soot Collection
It was decided that it would be best in these tests to place an alumina rod inside the plasma
chamber to act as a collection point for any deposit. A fresh, clean, unpolished 0.8 mm diameter
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alumina rod was therefore fixed to the aerial holder for each experiment. The alumina rod was
fixed to the aerial-holder using Fire Cement - a local product something akin to coarse clay that
is useable up to temperatures of around 1200°C. Like the soap-stone, this could present a
potential source of contamination. However, the cement was always baked thoroughly and
realistically would not introduce any more contamination than the borosilicate glass chamber
itself. Certainly, so long as the plasma was kept from directly touching the base and fire-cement,
its effect was negligible.
The alumina rod was always angled as in the photo below so as to pass through the plasma and
extend some distance beyond it. In this way, it could be seen whether deposition would occur
within the plasma, near the plasma, or relatively far away from it. The length of the rod was
typically 7 to 10 cm. The plasma itself was usually around 3 to 4cm high and similar in lateral
extent, situated at the tip of the aerial (these dimensions are for a hydrogen plasma. Argon
mixes could be arbitrarily large depending on how much argon was added). Not only were the
different rod sections either exposed to the plasma or not, but placing the rods in this way meant
that certain parts of the rod were considerably hotter than others.
Figure 7-10: Aerial thin alumina rod angled over the steel aerial.
Technically then, all the experiments conducted were CVD with floating catalyst or rather,
VPG. Although the soot was collected close to the aerial, this needn't be the case. It would be
interesting to collect soot further downstream at some stage and compare results.
7.2 Experiments
Once again it must be stressed that the nanotube section of this work was very much an
investigation, and thus it was decided to try several sets of parameters, even those less likely to
be successful, and observe the results. Ultimately, ten final runs were conducted. Ethanol was
used exclusively as the carbon source owing to the belief that the presence of active oxygen, OH
radicals and possibly even ozone in the plasma would reduce amorphous deposits. The ethanol
was at times mixed with thiophene to see what effect, if any, this had. 2.5% vol. of thiophene
was added to the ethanol in the filter flask for these experiments. Of course, since the ethanol
was introduced via evaporation, this does not mean that 2.5% mol of thiophene was present as
vapour.
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The experiments involve changing the support gases, pressures (and consequently temperatures)
and ethanol concentration (achieved by heating the filter flask containing the liquid ethanol). All
experiments were run with the microwave oven set to full power (1000 W). The following is a
list of the different experiments that were run together with pertinent parameters. In each case,
pressure was typicalIy adjusted until the plasma stabilised at the aerial tip. Thus final pressure
was often dictated by aerial configuration, not whim. For most aerials, particularly with
hydrogen flow, the plasma would stabilise in the area of 80-100 torr which is termed 'moderate
pressure" below. For certain configurations and particularly with an argon/hydrogen mix, higher
pressures (at times, all the way to atmosphere) could be achieved. Special note will be made in
such circumstances. The following is a list of the ten experiments conducted (E I through El 0):
El) Room temperature ethanol with argon as support gas. Pressure was maintained at 80-100
torr. No hydrogen was introduced. This experiment used the holIow-top aerial with a Kovar
wire coil at its tip.
E2) Room temperature ethanol with hydrogen support gas. No argon. Used T-base aerial with
Kovar tip. The low hydrogen flow rate led to a few brief periods of stopped hydrogen flow but
these were very brief in duration. Again a moderate pressure of 80-1 00 torr.
E3) Similar to E2 but with needle-top aerial. Pressure was higher (about 140 torr).
E4) Pure ethanol with no support gases. The ethanol was heated to raise its vapour pressure in
order to create a good, stabilised plasma. HolIow top aerial at typical 80-100 torr window.
E5) Room temperature ethanol + thiophene with hydrogen as support gas. Hollow-top aerial.
Moderate pressure again.
E6) E5 with T-base aerial
E7) Hydrogen + argon + ethanol/thiophene mix. Higher pressure of 150 to 200 torr.
E8) E7 without thiophene. Note that due to the lingering effect of thiophene in the pipes, it is
unlikely that the thiophene was eliminated completely, but concentration was certainly greatly
reduced.
E9) Ethanol only at moderate pressure (in the region of 100 to 120 torr). Experiment followed a
high pressure hydrogen-only run to pre-vaporise aerial and deposit metal on alumina
EIO) Re-run ofE6 at higher pressure (140 to 160 torr)
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The results in each case were analysed using a JEOL JSM 6000F field emission scanning
microscope operated at 20 kY. Observations for each experiment and the results obtained are
discussed in the next chapter.
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8 Results: Nanotubes
This chapter details observations made during the runs of experiments El through EIO listed in
the previous chapter. SEM images of resultant products are presented and considered in detail.
8.1 E1
This experiment made use of ethanol vapour and argon with no hydrogen as a support gas. No
thiophene was added, and the hollow-top aerial, tipped with Kovar was used to stabilise the
plasma and provide catalyst particles. The pressure was kept at around 100 torr.
Firstly, recall that as hydrogen gas is added to the plasma chamber, the plasma will begin to
shrink until it is a small, purple wisp located at the tip.of the aerial. The aerial in turn becomes
extremely hot and will typically melt unless it is made from a refractory metal such as
molybdenum or stainless steel.
Without hydrogen, however, it can be difficult to stabilise the plasma. If the plasma were made
entirely of Argon, it will not shrink as pressure is increased. This is considered a major problem
for our apparatus since in this case the plasma exists primarily near the glass where it can easily
cause melting (although melting has been avoided from such a plasma thus far). It would be
interesting to simply run a high pressure argon plasma for a significant time and see if the
chamber did indeed melt, but this was considered too costly an experiment. In addition, if the
plasma is large, its effect on the aerial (in terms of heating) would be limited since it exists
primarily on the walls and not in the centre of the chamber. This is not true of Argon/H2 mixes,
however.
With ethanol added, it is possible to shrink the plasma to a small ball on the aerial tip.
Nevertheless, stabilisation remains a problem and frequently during this run the plasma would
move about. This meant that the antenna would at times stop glowing from local heating by the
plasma.
A pure argon plasma is a brilliant, shimmering turquoise - quite spectacular. A pure ethanol
plasma is only slightly less spectacular as it forms a brilliant white ball at the aerial tip -
something like a mini sun and reminiscent in its colour of burning magnesium. During this
experiment, the plasma would vary between purple and brilliant white/orange. The orange is
often indicative of the plasma eating the stopper or base and could have been a result of the
occasional bad containment of the plasma.
The entire run lasted for some three minutes after which the alumina rod was coated with
signi ficant carbon deposit.
Under analysis with the JEOL 6000F, no nanotubes were discovered. This was at least partly to
be expected since the plasma was largely ethanol based (argon dilution was quite low) which
would expectantly lead to large amorphous carbon deposits. Considering the importance placed
on hydrogen presence in the literature, this was never expected to be a good run.
However, previously, during a test run, nanotubes had in fact been made using an almost
ethanol-only plasma (very low argon level). The yield was low, and the nanotube quality was
poor, but nevertheless, nanotubes were produced.
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Figure 8-1: Showing TEM images taken from early nanotube synthesis work. Images taken at
200kV on a CM200 TEM. The nanotubes on the right are growing from an iron particle and seem
to have the "bamboo" structure.
It is therefore not unreasonable to expect that some sporadic nanotubes may have been created
in this process. However, it is safe to say that an ethanol/argon mixture is not particularly
promising. The following images were taken using the JEOL JSM 6000F of the El samples.
Figure 8-2: Deposit on alumina surface following El experiment.
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No nanotubes were visible at any resolution. The method remains a fancy way of making
carbon soot. Again, this is not unexpected.
8.2 E2
This experiment differed from El insofar as hydrogen replaced argon as the carrier gas. From
the literature review, a good flow of hydrogen is considered crucial. At times it is necessary for
nanotube growth to occur at all, and at other times it may at least suppress amorphous carbon
formation. A switch was made to the T-base for this experiment, which tended to work better.
It was observed that, as usual with hydrogen gas, the plasma quickly shrank with increasing
pressure until is formed a small, purple wisp at the top of the aerial tip. The aerial tip melted
rapidly, but as the molten ball became bigger, eventually a point was reached where melting
ceased. This all occurred over a very brief period of time, before the introduction of ethanol. As
usual, ethanol was introduced by opening a flask of ethanol to the vacuum chamber.
The small plasma is, of course, extremely hot (capable of rapidly eating its way through the
borosilicate were it not contained). As such it would cause both the aerial tip and alumina
substrate to glow bright orange/white. This was considered advantageous since higher
temperature - even beyond a thousand degrees - encourages crystallinity of the nanotubes.
Carbon deposition occurred gradually and primarily in and around the hot zone of the alumina.
The low rate of deposition was also considered conducive to nanotube growth since a low
concentration of carbon precursor should lead to less amorphous carbon deposit. An experiment
such as this could take up to 10 minutes to form suitable, visible carbon deposit. However, since
the alumina glowed brightly during the experiment, it is not actually known how long it took
before any visible carbon deposit at all was formed. Various experiments showed that this
depended on pressure (and hence temperature) and could take only a few minutes - perhaps
less.
Adding ethanol would not change the colour of the plasma at suitably high pressures (100 torr
was sufficient). For a very low flow rate of hydrogen and very low hydrogen pressure (lower
than in this experiment), the addition of ethanol could turn the purple hydrogen plasma to a
faint, pale blue colour.
Upon analysis, nanotubes were indeed found to populate the surface of the alumina.
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Figure 8-3: Nanotubes on surface of E2 sample. Some sporadic coating shows up as white clumps.
This was a very promising result. The replacement of Argon with Hydrogen had indeed ensured
the deposition of a large number of nanotubes on the alumina surface. There is considerable
variance in the diameter of the nanotubes. The thickest is around 27 nm and the thinnest roughly
10 nm. Large clumps are clearly visible on the surface of the deposit. Lack of EDX prevented
identification of these lumps, but it is expected that they are clumps of metal catalyst, perhaps
with some amorphous carbon as well. Amorphous carbon is likely to be present given that most
methods for nanotube production do produce amorphous carbon in some quantity. However,
metal catalyst fragments are almost certainly present as well, or else nanotube growth could not
have occurred. It must be noted that due to the low hydrogen flow rate, the hydrogen flow did
accidentally stop very briefly a few times which could have caused some small amorphous
deposit. It is difficult to gauge the extent of the deposit from the images, but there are definitely
more nanotubes than useless deposit and the unwanted 'white clumps' seem to be located
primarily at the surface. A scan from another area of the sample is shown below.
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Figure 8-4: Nanotubes from another area of E2 sample.
This pattern of clumps of white metal/carbon surrounded by and covering a sea of nanotubes is
consistent throughout the sample. The following image shows successively closer zooms of the
surface.
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Figure 8-5: Successively closer zooms of E2 sample.
Apart from the clumps of unidentified matter and lack of uniformity in nanotube diameter, this
is a very promising result. The process has not been optimised at all. Pressure was arbitrarily set
by way of watching when the hydrogen plasma shrank to a suitable size and stabilised. Flow
rate was arbitrarily set as it could not be measured (but was on the low side to preserve gas).
Temperature was dictated by pressure and flow-rate. We can quite confidently predict that with
further optimisation, the process could achieve consistently good results. In particular, a swifter
hydrogen flow rate may already reduce unwanted deposits (Li et aI., 2004). Addition of
ammonia could also be beneficial as discussed in the literature review.
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8.3 E3
This was an interesting experiment primarily for its lack of result. The parameters remained the
same as those used in the E2 run, with the exception of the aerial. Switching to the needle-top
antenna allowed higher pressures to be reached. However, the pressure increase was not
considered to be particularly significant (about 40 extra torr). Nonetheless, by the end of this
run, (total time roughly 10 minutes) no significant deposit had been formed on the alumina.
Attempts to scan the surface lead to excessive charging indicating that indeed, even
microscopically the surface was more or less barren.
At first it was uncertain as to exactly why no deposit formed. It seems, however, from later
experiments that the increase in temperature simply made the alumina too hot. A shorter-than-
usual alumina rod was used in this experiment and as such was more-or-Iess exclusively a hot-
zone. Later experiments at significantly increased pressure continually showed no deposition in
the hot zone. This is in contrast to 'cooler' experiments at lower pressures, such as E2, where
deposition will always occur in the brightest part of the rod.
Fortunately, the alumina is not the only surface that tends to catch soot in these experiments.
The aerial itself is covered with black powder during most runs. The aerial was sonicated in
ethanol and the resulting solution was applied to a carbon stub. After drying, the carbon stub
was viewed at 20 kV.
Indeed, nanotubes had formed on the aerial tip. Many of them appeared of poor quality,
however, especially compared to the E2 sample. Some results are shown below.
Figure 8-6: Some carbon nanotubes amidst other carbon formations.
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Figure 8-7: Carbon fibres and poorly formed nanotubes from the aerial tip.
It can clearly be seen that while some nanotubes did form, there is also an assortment of carbon
fibres and other structures that look as if they are full of defects. This is possibly due to the
influence of the higher temperature, higher pressure plasma. Although high temperatures are
conducive to good crystallinity (such as in the arc discharge process), most of the CVD
literature reports excessive temperatures frustrating good growth.
It is interesting, in a way, that nanotubes would form at all on the antenna itself, since nanoscale
particulate catalyst, not bulk catalyst, is needed to precipitate nanotube growth. There are two
explanations for this: I) It is possible that microbeading of a fashion occurs at the tip of the
aerial. Plasma bombardment of the atomic surface combined with high heat could result in a
very nonuniform surface that is particularly 'bumpy' or containing many sites conducive to
nanotube growth. 2) It is also quite possible that nanotubes are formed very close to the surface
of the aerial and then simply drift towards and adhere to it by virtue of the fairly chaotic flow
dynamics around the aerial. If nanotubes did move quite close to the aerial, it would be simple
for them to adhere to it by virtue of their strong van der Waals forces. The latter seems to be the
more reasonable of the two explanations. Coatings were often seen on the aerial holder as well,
and carbon deposits tended to form in many places (such as on the soapstone spacer). This lends
credence to this explanation.
Looking at these results alone, we could conclude that nanotube growth at or very near the
antenna surface is poor at best and corrupted by the intense heat and plasma bombardment.
However, later results show that high quality nanotubes are quite capable of forming on, or
attaching themselves to, the aerial tip. Rather, it is believed that the excessive heat around the
aerial in this run was the primary problem.
8.4 E4
This experiment used ethanol only without support gases. From earlier results, and even
theoretically, it is easy to predict that amorphous coating would be the primary product.
Considering the plasma effect, diamond-like carbon (DLC) could also possibly form, but that is
unimportant.
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From afar, the surface resembles to some extent the surface of the E2 sample, with speckles of
white:
Figure 8-8: Low magnification view of alumina surface for sample E4.
A closer look reveals no nanotubes whatsoever, and merely jagged looking carbon surfaces. The
form of carbon was not considered important and so not considered further.
Figure 8-9: Closer view of E4 surface.
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8.5 E5
The hollow-top aerial did not work particularly well during this run, which was intended to
emulate the E2 run (ethanol and hydrogen, no argon) but with the addition of thiophene. It is
thought that the poorly functioning aerial was the reason very little carbon deposit was seen.
The plasma was incredibly small (barely a glow) and good pressures (considered as 80-100 torr)
could barely be reached without extinguishing it. This sample was considered a failure. Again
the aerial tip was sonicated and the results are displayed below.
Figure 8-10: Jagged-walled tubes were seen to form amongst larger carbon fibres.
Figure 8-11: More peculiar jagged-walled tubes and other carbon fibers were seen to form on the
aerial tip.
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Figure 8-12: Large carbon fibers were also created.
The results show structures which cannot really be called nanotubes. There are some rather
thick carbon fibres (figure 8-12) and many structures that look like jagged, very rough-walled
tubes (figure 8-10 and 8-11). We can offer no insight as to what these structures may be. It is
interesting, however, that they do take the form of tubes, but with walls that are completely
damaged or amorphous. Certainly, amorphous carbon would be unlikely to form itself into such
structures. At the same time, had nanotubes actually formed, the author knows of no precedent
for their walls being damaged in such a peculiar way. Thus it seems more likely that carbon did
form into these structures originally. To this end, it is reasonable to say that nanotubes may well
form in this process, but for different process parameters (temperature and pressure primarily).
Access to HRTEM would be invaluable in assessing the nature of such structures.
The bad results are deemed to be indicative of the poorly working plasma during this run and
poor parameter choice. The very small plasma does not generate a great deal of heat at any area
other than the very tip of the aerial (it is more of a glow, like a corona). This experiment was
repeated with a different, more capable aerial next.
8.6 E6
This experiment used the same parameters as E5 but with the T-base aerial which worked
considerably better. Unfortunately, there was a problem with the alumina rod substrate analysis.
However, the aerial was once again covered in a black powder. This was sonicated in ethanol
and applied to a carbon stub for better viewing. The following are images of nanotube deposit
on the aerial:
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Figure 8-13: Sea of nanotubes from aerial tip. The diameters are seen to be quite uniform.
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Figure 8-14:Closer view of nanotubes. Again, a great consistency in diameter is seen.
The results are exceedingly promising. Large clusters of similarly-sized nanotubes have formed
on the aerial surface. The nanotubes appear of good quality, although it is difficult to make out
the structure of the walls without better resolution. It is possible at this magnification that some
'bumpiness' of the walls may exist, but they do appear reasonably well-crystallised. No
amorphous deposit is seen in these images.
Looking around the carbon stub onto which the aerial soot had been sonicated, some other, less
spectacular results could be seen:
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Figure 8-15: Nanotubes from a different section. Here there is more variety in diameter seen along
with a few structures that may not be nanotubes.
Figure 8-16: Results from yet another area of the same sample. Some tubes with jagged, or perhaps
'necklace-like' structures are seen (marked with white arrows).
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These images indicate that the good results shown earlier were not consistent throughout the
whole sample. In some areas, there was considerably less uniformity, and apparently lower
yield. In figure 8-16 above can be seen tubes with surfaces that appear jagged, or possibly
having the appearance of chains of bulbs stuck together. These are reminiscent of the "nano-
necklaces" reported by Okuno et al. (2004) as shown in the following figure:
Figure 8-17:Nano-necklaces as reported by Okuno et al. (2004) (SEM image left and TEM right).
The SEM used, however, was not capable of resolving these structures any further.
It is safe to say that the addition of thiophene seemed to improve the results generally. Nanotube
diameter was more consistent, and the yield was impressive. There were areas on the aerial
which contained less impressive results, but by and large it seems that further optimisation of
this process could produce high yields of quality nanotubes. Once again, there was no attempt at
optimisation and most parameters were picked rather arbitrarily. In addition, it is possible that
using three-catalysts in one is responsible for some of the variance seen. It could be the iron, for
example, led to good uniform deposits under these conditions, while nickel or cobalt created
peculiar structures and nanotubes of different diameter.
8.7 E7
Experiment E7 made use of the same mix as E6, but with the addition of argon which allowed
much higher pressures (and consequently temperatures) to be reached.
It was found that carbon deposition did not occur to a reasonable extent on the rod. This was
probably again due to temperature being too high which seems to suppress formation of any
carbon deposit whatsoever.
8.8 E8
Another attempt at a high temperature run was still made, however. This time without the
thiophene. Temperatures reached incredible levels. Although temperature could not be
measured, the thin alumina rod used in this experiment actually bent from the heat. It is a
wonder that the glass did not melt.
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Figure 8-18: Bent alumina (left) and another high temperature run where the entire stand melted
and bent over (right). This is indicative of the very high temperatures the centre of the plasma can
reach. Alumina melts at around 2000°C.
In the above figures, one can observe how deposition occurred out of the hottest zone only
(there is no deposit around the section where the alumina bent). This is further proof that these
high temperatures suppress deposition.
The plasma, in addition, is larger with the ArgonlHydrogen mix than with Hydrogen alone.
Once stable, it forms a purple/deep orange glowing ball that fills about 50% of the volume of
the chamber. Were it not for the swirling gas and separation from the walls, the chamber would
surely have melted. During such experiments, the entire aerial and at times even the top of the
glass stopper is seen to glow a brilliant orange. It is not desirable to have the glass stopper so
hot in order to both prevent damage and reduce contamination.
There was deposition that could be examined in this run showing that it should be possible to
make the E7 run work better. Nevertheless, the deposit was not promising. However, other work
in the literature with high temperature plasmas (such as all the plasma torch work) has shown
that nanotubes will still form after or away from the plasma itself (reassembling from
dissociated carbon after the hottest zone) so there is no reason to suspect such a process may not
work better in a flow-through type of setup. It may be that if the collection point (the alumina
rod) were placed further downstream, nanotubes would be detected. In fact, based on the
literature, this is reasonably probable.
Below are two images that seem to indicate it may be possible for nanotubes to form under
these conditions:
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Figure 8-19: Some tube-like structures from the sample.
Figure 8-20: 'Bumpy' tubes.
The bumpy-looking tube-like structures above are again marginally reminiscent of the "nano-
necklaces", although this is not necessarily what they are.
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8.9 E9
This experiment ran once again without support gases, but this time a hydrogen plasma was run
prior to ethanol introduction. This could theoretically have pre-coated the alumina rod with
kovar material. However, the pure-ethanol plasma did not stabilise well. It can be very difficult
to get an ethanol-only plasma to stabilise since it is difficult to change pressure without support
gases. Once again, this experiment resulted in nanotubeless carbon deposit. This result can be
expected with hindsight.
8.10 E10
Experiment E 10 was meant to duplicate experiment E6 in order to analyse the alumina rod
deposit. However, the T-base aerial had recently been modified simply by reforming the tip and
re-drilling its hole (high temperatures had fused a previous Kovar tip to the stainless steel). This
subtle change caused the same aerial to work at a higher temperature of around 160 torr. This is
quite high for a hydrogen-only plasma in this apparatus and caused the entire aerial (not just the
tip) and the alumina rod to glow intensely.
Figure 8-21: The aerial gave off an intense glow and the plasma was immensely hot in this final run.
The alumina rod bent in the middle once again. This time, however, the rod was quite long and
part of it extended sufficiently far beyond the hot region (near the outlet pipe) so that there was
some considerable deposit. The results were once again quite peculiar.
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Figure 8-22: Tendrils of carbon having a tube-like appearance.
Figure 8-23: A lower magnification view of the carbon tendrils.
At first glance one might be inclined to believe nanotubes had formed. But in fact, the surfaces
of these 'tendrils' are quite strange.
Figure 8-24: The tendril surfaces are rough and amorphous.
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Figure 8-25: Jagged, damaged tubes are also visible.
Once again we see surfaces that are highly damaged. Certainly, these are not rolled up graphene
sheets. And yet, once again, the structures form into tubes on a nanometer scale. The structures
are actually quite thick for nanotubes (around 200 run) and therefore would possibly be
classified as carbon fibres. This could be the reason why their walls are so peculiar. That is to
say, it is possible that these tubes grew from larger catalyst particles. Perhaps large catalyst
particles formed because of the higher catalyst vapour pressure in these experiments. It is even
possible that nanotubes did form and were successively coated by layers of carbon until the
fibres resulted. The tube-like nature of the results is certainly unmistakable.
Nevertheless, it is seen once again that too high a pressure makes the process less useful. Since
these samples were collected slightly more downstream than usual, this suggests that perhaps
even farther downstream the product is essentially useless in these sorts of high temperature
experiments.
At the same time, it could be that the thiophene concentration is all wrong for these parameters.
As noted in the literature review, thiophene concentration can hamper results as well as help
them.
8.11 Summary
Considering that at least two runs were capable of producing a good yield of uniform multi-
walled nanotubes without optimisation of any kind, it seems that the apparatus is indeed useful
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for making nanotubes. On successful runs, extra deposit was seen in the form of bright
"clumps" (possibly amorphous carbon or metal), but concentration of such deposit is quite low
and should be easy to filter out (for a good overview of filtering techniques, the reader is
referred to Daenen et al., 2003).
It seems that the addition of hydrogen is quite necessary for the formation of nanotubes.
Although nanotubes have been formed in this apparatus without hydrogen in the past, these
were few in number and poor in quality. The comparison between the results of El and E2
make this quite plain. The theoretical importance of hydrogen was discussed at length in the
literature review and thus such results should come as no surprise. Further increasing the
hydrogen flow rate could even improve results as suggested in Li et al. (2004). The results also
indicate that a pure argon environment is quite unsuitable for nanotube growth.
The amount of extraneous deposit appears to be quite low and the use of ethanol as a carbon
source is no doubt at least partially to thank for this. Hydrogen etching of amorphous carbon
could also be contributing to the effect. The use of low levels of ethanol is also certainly
beneficial since excess carbon will be easily dissociated and deposited as amorphous carbon.
We had access to no apparatus capable of identifying the white 'clumps' seen in some of the
nanotube images, but these may well be metal. In any event, extra amorphous carbon deposit is
either low or virtually nonexistent.
At the same time, the low concentration of ethanol vapour used makes the process less useful in
a 'through-flow' type of mode since the quantity ofnanotubes in the air is incredibly small. This
is in stark contrast to the work of Li et al. (2004) where by injecting ethanol directly, a thick
'aerogel' of nanotubes could be seen to form. This makes our setup considerably less valuable
for such a process.
The addition of thiophene seems to be unnecessary for nanotube formation. However, adding
thiophene does seem to affect both yield and diameter consistency in a positive fashion.
Too high a pressure and temperature seems to have a detrimental impact on results. The
temperature inside the plasma at higher pressures reaches thousands of degrees and thus would
realistically vaporise any carbon formation in that zone. However, since the sample was
collected only near the aerial (the hottest region), it is not unreasonable to expect that results
may be better further downstream since thermal plasma nanotube synthesis has been performed
many times before (e.g. Okuno et aI., 2004 or Smiljanic et al., 2002) with plasmas still hotter
than this one. The El 0 result seems to suggest, however, that at least for the parameters used in
that experiment, this is not the case. However, given how reasonably common high temperature
plasma synthesis is, there should be a set of precursors and parameters for which growth
downstream would be better. Nevertheless this does not seem to be a promising way to use the
apparatus.
Again it must be stressed just how much room for optimisation there is. In fact, there is too
much room and it was difficult for this author to decide to stop trying different things (though
the decision was aided in part by monumental equipment failure). It would make an interesting
study to discover the effect of altering various variables. For example:
1) Concentration of thiophene. It would be advantageous to not simply mix the
thiophene in with the ethanol, but have it attached to the chamber by way of a separate
filter flask. The vapour pressures of the two liquids could then be individually
controlled (through temperature control of the liquids). As seen in the literature review,
yield and quality can be quite sensitive to actual thiophene concentration.
2) Replacement of hydrogen with ammonia. Hofmann et al. (2003) suggested that
adding ammonia to plasma systems caused the etching away of amorphous carbon and
it would be interesting to see if this could improve results further.
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3) Different catalysts. The use of Kovar as a catalyst seemed expedient. However, it
would be beneficial to try in turn iron, cobalt and nickel and see how results were
affected. EDX scans of some samples indicated a very low presence of Ni and Co
(typically only a few atomic %) indicating that iron was the primary catalyst in these
experiments. It was unfortunate these scans could not be saved or printed as they were
performed on malfunctioning apparatus at the University of Kwazulu-Natal Westville
campus electron microscope laboratory. It is also possible that the different catalysts
used simultaneously caused some of the large variation in diameter and structure seen in
certain results. It would be a very good idea to try pure iron alone.
4) Flow-through. All results in these tests were collected inside the chamber, near the
aerial. Since the technique is actually a variation on VPG, it would be a good idea to
catch soot outside the plasma chamber (using a filter or cold-trap) and see what the
results are like. In order to make the apparatus truly useful in a flow-through type of
arrangement, the concentration of introduced ethanol should probably be increased. The
amount of introduced catalyst may need to be increased in turn to prevent excessive
amorphous carbon formation. It may be then that the most promising manner in which
to achieve this is to use an external catalyst source such as ferrocene. Injection of a
ferrocene/ethanol cocktail is a distinct possibility. In fact, in the very hot plasmas, fine
iron powder could even be used. Nevertheless, once again it must be stressed that this
does not seem to be the apparatus' strong suit.
5) Replacement of ethanol with a hydrocarbon. Ethanol is almost certainly a better
choice if for no other reason than its low cost and ease of use. However, there is only
one way to find out if it truly does achieve better results than a standard hydrocarbon
source.
6) Replacement of the aerial with a more controlled means of catalyst
introduction. Using a catalyst aerial seemed at once expedient and convenient and
there was a need to know if it would work at all. However, there is no doubt that a more
controlled process such as injection of ferrocene or controlled sublimation may be
beneficial. At the very least, it would make an interesting study.
From the literature review it is known that even subtle variations in pressure and temperature
can have a notable impact and so it seems quite plausible that results can still be improved a
great deal. In particular, it seems in the literature that there is a temperature/pressure window for
which good quality tubes will form. In our own experiments, it is clear that lower temperatures
and pressures of about 100 torr (as in the successful E2 and E6 runs) are most appropriate. Re-
running the same experiments at higher pressure (and consequently temperature) would ruin the
experiment. This is not to say that it is impossible to form tubes under such conditions.
In all nanotube synthesis methods in the literature, parameter control proved vital in optimising
both yield and quality of the product. This is one area that must be looked at as a priority. There
is a decided lack of control available in this system - as in most high pressure plasma systems.
The primary problem is that pressure and temperature are interlinked in this system and not
independent variables. In addition, the plasma may only be stabilised and confined over certain
pressure windows which precludes the use of just any temperature/pressure combination. The
window itself is strongly influenced by the aerial design, but for the T-base aerial in a hydrogen
plasma it is typically 80 to 160 torr.
Nevertheless, there is some good room to tweak and improve results, and it is believed that this
is indeed a viable method for nanotube synthesis.
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9 Conclusions and Future work
9.1 Nanotubes
There is no doubt that the plasma reactor can be used to produce nanotubes quite successfully,
but is it useful for such a task? The method has in its favour the fact that it is low-cost and
simple to set up. In fact, even a simple tube furnace would cost considerably more. This makes
the method accessible to even the casual researcher, which was one of the primary aims. The
results achieved with the apparatus appear good, even without optimisation. Nevertheless,
further optimisation is certainly needed.
In terms of commercial applicability, it is the author's opinion that this apparatus holds no
advantage whatsoever. There are many simple and cheap methods of high quality nanotube
production that are easy to scale up and seem to provide better yield. For example, the work of
Li et al. (2004) often cited throughout this dissertation is a model example of a recently
developed process that holds much promise. Nevertheless, the apparatus would certainly make a
useful nanotube research tool. It could even be used for PECVD of nanotubes, since traditional
PECVD apparatus is often beyond the means of many small research groups. Strict PECVD was
not attempted with this apparatus, but there is no good reason to suspect it would not be
successful given all the good work that has been done with microwave CVD in the past (see,
e.g. Bower et aI., 2000) and considering our own results with this vapour phase growth variant.
This work can also be considered as something of a study. Recall that it was of interest to see if
different precursor use and a less thermal plasma could improve on the results of Smiljanic et al.
(2002) and if the addition of a plasma would negatively impact on the good results of Li et al.
(2004). At this point both questions can safely be answered in the affirmative. The better runs
appeared to give a cleaner product than Smiljanic, but yield and quality are lacking as compared
to Li et al. In addition, the importance of hydrogen has been confirmed for this process and
some investigation into the role of thiophene conducted. Various studies may yet be conducted
by changing the reactor conditions and the precursor mix. This serves to illustrate that the
process and apparatus can be quite useful for the purpose of scientific investigation.
Figure 9-1: Results of nanotube fabrication in a quartz-tube plasma torch using a hydrocarbon
precursor appeared to give a result with more unwanted by-product (Smiljanic et aI., 2002).
There is much room for process tweaking and parameter variation and there is good reason to
believe, considering the promise of such unrefined results, that it is possible to obtain good
yields of high quality nanotubes using the apparatus. This would then become an easy way to
quickly make nanotubes for other research such as nanotube application work.




The apparatus itself is - or at least can be - quite useful. There are many laboratories (such as
our own) that could make use of a cheap, easy-to-make plasma source. The equipment is
perfectly useful for a number of applications including etching, surface treatment and PECVD.
It could even be used for spectroscopy and any number of creative applications. At lower
pressures, the aerial need not be used, allowing for less possibility of contamination. Of course,
the aerial need not necessarily be a source of contamination, as in our nanotube work, but that
would depend very much on how the equipment was used. The simplicity of the device and the
ease with which it can be used - at least at lower pressures - could also make it a valuable
training or teaching device.
At the same time, certain limitations of this rather cheap device are easily apparent and can limit
the extent of the work done. Firstly, temperature and pressure are interrelated and cannot be
altered independently. Changing the input power can alter temperature at a given pressure, but
only at the expense of shrinking and possibly extinguishing the plasma, as well as lowering
plasma density. In addition, the plasma will only stabilise away from the glass over certain
pressure windows which means that not every desirable or conceivable pressure may be
attempted. The useable window is related to antenna design and gas used. The addition of argon
allows much higher pressures to be reached. Certain gases will not allow the plasma to shrink
with increasing pressure (such as pure argon). This is potentially dangerous, since the plasma
remains close to the glass. The glass reactor might not melt under such circumstances (we have
run "plasmoid"-type experiments with atmospheric-pressure air plasmoids close the glass
without causing melting). This remains to be seen.
On the present setup, flow rate and temperature could not be measured, but this need not
necessarily be the case. Temperature measurement can be tricky because of the microwaves
present in the chamber.
With regard to using the apparatus for PECVD, because the entire chamber is enclosed within a
microwave oven, it is difficult to independently heat or cool a substrate placed in the oven. The
substrate may be heated by the plasma or else a coil antenna can be designed to absorb
microwaves and heat up. Unfortunately, this would potentially ruin the confining effect, and the
heater may support its own plasma unless, perhaps, it were outside a hot-spot. In any event,
independent substrate heating is very difficult. Independent substrate heating is not always
necessary, but it is desirable.
The apparatus in its current form is difficult to use and most people in the laboratory grow a
little afraid when the author switches it on. Minor mercury spills have occurred and, on rare
occasion, overzealous flow rates of hydrogen would result in the vacuum breaking and a nice,
small, hydrogen 'pop' complete with shattering glass. It can also be exceedingly difficult to
confine the plasma properly at times as there may be a strong tendency for plasma to form at the
aerial base. This can be overcome with better aerial designs and better location of the aerial tip
near a hot-spot (a few centimetres can make a big difference). A clean aerial is seen to help as
well. Nevertheless, the sheer number of chambers that have had holes melted in them is
testimony to the fact that stabilisation can still be tricky. This is not the kind of apparatus one
would leave running unattended overnight - or even for five minutes. That said, with a good
aerial, in a good spot, stabilisation and confinement does indeed work with reasonable
consistency. Care, and perhaps some aerial design/placement refinement is all that is needed.
In fact, most of the problems with the apparatus can be ironed out and the apparatus should
make a useful addition to the laboratory. Though not the ideal plasma system, it certainly has
many merits and could be used for both research and education were the kinks ironed out.
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9.3 MgB2
The MgB2 experiments were an unfortunate failure. There simply did not seem to be sufficient
etching of the Boron occurring to make the process useful. We can think of no way around this
problem except to increase pressure and temperature and make the process more thermal. For
example, fine boron powder introduced into a plasma torch would vaporise immediately. But is
there any advantage in going such a route over the HPCVD method which gives such
impressive results? It may be worth a try nevertheless.
It is still believed that the basic premise for the idea behind this deposition method is quite
sound: use a plasma to etch a substance into a gas stream, and then use that gas stream to re-
deposit the substance as a film. The trick is to find a substance that will etch easily enough in
the presence of a gas that will not contaminate the deposition portion of the experiment.
The 'heat-pipe' idea for MgB2 thin film fabrication may actually work very well. It does after
all, allow for precise control over temperature and the respective Mg and B vapour pressures. In
retrospect, it is disappointing this option was not pursued. However, fabrication of the dual-
element heat pipe would be quite expensive especially owing to the high temperatures to which
boron would need to be heated. A highly refractory substance such as tantalum would need to
be used to contain the boron for heating because of boron's very low vapour pressure.
9.4 Future work
It remains to be seen if the nanotube process can be improved. Some additional nanotube
experimental ideas were given in the previous chapter: 1) independently controlling thiophene
concentration, 2) using ammonia, 3) using iron, nickel and cobalt separately, 4) trying to capture
samples further downstream, 5) using a hydrocarbon for the sake of comparison and 6) using an
ex situ catalyst. However, there is no end to the number of experiments that may be conducted
and there is certainly much room for experimentation. It is of primary concern to improve the
window over which a good plasma will form. By changing the aerial, it is possible to work over
different pressure/temperature windows and this may lead to more optimal process conditions.
Gas mix, flow rate and ethanol concentration are also untapped variables that may be used to
perfect the process. In summary, what is needed is a brute-force approach using different
parameters and processes. The results would certainly be very interesting and it is quite possible
that yield, quality and consistency can be improved considerably. It would also be interesting to
see if it were possible to form single-walled nanotubes.
With regard to the apparatus itself, it is necessary as a first step to swap the mercury manometer
for a capacitive or electronic one. Then, better refinement of aerial design and placement,
possibly with the addition of some modelling should be conducted. Given how well certain runs
proceed, it seems that it is quite possible to make the apparatus significantly more stable over
greater windows (possibly achieved by using different aerials for each window). The trouble
right now is that it is easy to have ten very good, stable runs at similar pressure, then have
endless trouble stabilising the plasma for another five runs. Work is needed to make the
equipment more easy to use, and to make results more repeatable. This done, the apparatus
should make a very good research tool. Somebody also needs to have the courage (and budget)
to run a high pressure argon plasma for a significant amount of time to see if the chamber will
indeed melt.
On the MgB2 front, there is not much that can be done to rescue this idea. It would be
interesting to see if one of the other MgB2 deposition ideas could bear fruit: perhaps the heat-
pipe design or plasma torch with boron powder spray. Or perhaps it would be worthwhile to
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attempt to generate the Boron flux simply via evaporation or through the reaction of MgB2 and
HCI (which yields diborane gas). In addition to thermal torches, arc sublimation of boron is
feasible. It would be more interesting, however, to see if the basic premise behind this idea (re-
using the etch product in the gas stream) could be successful with some other material.
There remains also the possibility of attempting the activated reactive evaporation (ARE)
variant suggested in chapter 5. In this version of the deposition experiment, the substrate would
be placed inside the plasma reactor, above the aerial (which would preferentially be made of
MgB2), under condition of zero or low flow rate. The trouble with this is that the substrate
temperature cannot be independently controlled. In addition, there is no guarantee that sufficient
boron flux would reach it in any event given the high ambient pressure.
The plasma apparatus could still be used to attempt plasma enhanced chemical vapour
deposition (PECVD) of MgB2 . In this scheme, the HPCVD apparatus and method would be
used as is (with diborane gas), with the exception that the substrate would be immersed in a
plasma, or just downstream of one. PECVD has not been attempted with MgB2. The addition of
such a plasma is used in many processes to artificially change the thermodynamic state that the
substrate surface experiences. For example, typically substrate temperature may be lowered in
PECVD experiments compared to their CVD counterparts since the more energetic reactants
will readily form products without the same level of heating. The actual physics of such things
and the explanation as to how and why plasma enhancement is advantageous is beyond the
scope of this dissertation (Rossnagel, Cuomo and Westwood, 1990 is a good starting place), but
there does not seem to be a reason why MgB 2 synthesis cannot benefit in some way.
9.5 Closing thoughts
Considerable time and effort has been expended in this project and yet it can be seen that there
remains much work to do. In the end, success was mixed. However, the nature of the work
pursued meant that quite possibly none of the schemes attempted would have ever worked: the
plasma needn't have stabilised, and nanotubes need never have formed for the process
conditions tried. To this end, the results are certainly most pleasing, if not perfect. We have
succeeded in modifying the APNEP apparatus to make a plasma chamber that is at once cheap
and accessible. We have succeeded in creating quality nanotubes in good yield in a very simple,
and low-cost manner - potentially opening the door to such research for many similarly cash-
strapped research groups. We have succeeded also in assessing the effect of several parameters
on the fabrication of these nanotubes. In addition, a fully functioning 16-bit data acquisition
board was designed and built which may yet prove useful. This is described in the Appendix.
Improvement is needed and there is much scope for future work in this project. The author has
no doubt that something good may yet come of what has been done here. On the whole, the




1 : Design of 16-bit data acquisition board for lithography
When this work began, the first goal was to convert an old JEOL JSM 35C scanning electron
microscope (SEM) into an electron beam lithography station. The work described in the body of
this thesis actually evolved out of a sideline project that was begun simply as a way to fill in
gaps frequently encountered while we were waiting for parts to be delivered, PCS's to be
manufactured and so forth. In the end, the JEOL microscope had developed a fault with one of
its valves and the entire lithography project was scrapped in favour of the work with the plasma
chamber which had become, in the author's mind at least, considerably more interesting.
Nevertheless, considerable effort and time was expended on designing and building a circuit to
control the SEM and writing the firmware and software for this application. In fact, all that
remains to be done is to plug the circuit into the SEM (which can be repaired) and perfect the
process of lithography.
Since the design and build of this hardware and software may yet be useful, this appendix serves
to document the design and features of this electronic equipment. The conversion of an electron
beam microscope for the purpose of lithography and the general processes involved in electron
beam lithography are not covered in any detail. As a good starting point for any interested
parties, the websites of the two major SEM conversion manufacturers are great starting points
«Raith) and (Nabity) in the bibliography).
Unfortunately, there is simply no way to make hardware design sound interesting unless one has
a passion for it and this appendix is of necessity full of detail. Any reader not primarily
interested in electronic design is advised to skip it entirely. At the same time, the full circuit
diagrams, PCS images and bill of materials for this board would occupy an extra 30 to 40
pages. To this end, the complete circuit is rather included in the attached CD in Protei 99SE
format. Some particular images are added at the end of the Appendix to give the more casual
reader an idea of the circuit.
A.1 Electron-beam lithography
Lithography is the industry standard process for patterning fine lines, dots and other shapes onto
a surface. Currently, semiconductor manufacturers fabricate lines smaller than I30nm wide in
their advanced IC's.
The famous "Moore's Law" states that the number of transistors per integrated circuit will
increase exponentially with time. Intel in particular seems to have made it their goal to keep up
with Moore's Law ever since the 1970's. In order to cram more and more transistors onto an
integrated circuit (without increasing the overall size of the IC), it is necessary of course to
make the transistors smaller and smaller. Specifically, Intel's website states that their goal is to
allow for a 30% reduction in the size of printed features every two years (lntel, web). To say
that this is a challenge is a tragic understatement. Some of the best engineers in the world have
managed to virtually defy physics for many decades already and this is done primarily by way
of improving the lithography techniques used in rc fabrication.
However, at the time of writing it really does seem as though present light-based lithography is
rapidly reaching its limits and this is brought home by the recent development of many
promising alternatives. Extreme UV lithography, nano-imprint lithography and e-beam
lithography are among the next-generation technologies at this point in time. Even so, there are
groups that believe Moore's Law is finally reaching an end due primarily to surging costs
involved in keeping up with it. Moore's fourth (unofficial) law was apparently that the cost of
fabrication plants would double every two years. Indeed, chip manufacturers are now beset by
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the problem that new fabrication plants cost many billions of dollars while the sale price of
chips continues to shrink. It seems as if there is an increasing likelihood that instead of making
transistors smaller and smaller in the future, there will be a switch to a new technology. This
will sooner or later be necessary in any event to prevent tunnelling effects from becoming a
problem.
Electron beam lithography, or e-beam lithography, does not actually position itself as a strong
contender to replace light lithography. It faces the seemingly insurmountable problem of very
low throughput making it less useful for high volume commercial IC production. Some high
throughput electron beam techniques exist (such as SCALPEL, being developed by Bell Labs
(Liddle et al., 1999)), but these are not yet prominent or popular. In spite of this, e-beam
lithography has become an invaluable research and mask-making tool and has already found
fairly widespread use in the universities of this world.
Essentially, electron beam lithography is a very similar process to traditional photo-lighography
with two notable exceptions: no mask is used in the process, and attainable line widths are
























Figure 1-1: Showing optical lithography system (left) compared to electron beam system (right).
In an optical lithography system, a light source is focused through a mask (which blocks out
part of the light) to form patterns on a wafer that has been coated with a light-sensitive resist.
The chemical nature of the resist is altered where the light falls and by suitable processing it
then becomes possible to remove those areas where light fell (or leave only those areas where
light fell, depending on the resist used). Thus fine lines can be created.
In electron beam lithography, the light source is replaced with an electron beam and the mask is
absent. The beam is simply traced about in the desired pattern on the resist surface directly.
Movement is achieved by electrostatic deflection.
Electron beam lithography allows for considerably finer lithography work to be done since the
wavelength of an electron is so exceedingly small (O.006nm). The wavelength of course
determines the ultimate spot size to which a beam may be focused. It is impossible to focus any
electromagnetic wave to a true point as an airy disc will always form instead (the diameter of
which is determined by wavelength). Electron focusing systems are quite poor compared to
optical lenses, however, and thus electrons cannot be focused to near their diffraction limit.
However, it is still possible to fabricate lines down to around IOnm (but more commonly 20nm)
in width. The ultimate limitation is primarily imposed by the resist and processing, not the
electron beam spot size. Field Emission electron beams do allow for smaller line widths as well.
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Thus, to achieve electron beam lithography, all that is needed is a highly focused electron beam
that can be suitably deflected, and a resist capable of having its structure chemically modified
when struck by electron beams. Such resists are common although polymethylmethacrylate
(PMMA) is the most common choice and the resist selected for this work. A scanning electron
microscope (SEM) provides a convenient and accessible source of a highly focused electron
beam. Thus it is easily possible to achieve electron beam lithography simply by taking control
of the scan coils of an electron beam microscope (the coils that determine x and y deflection)
and tracing the desired pattern over a resist-coated substrate. Suitable processing after such
patterning will allow patterns to be formed.
Subsequent lithography steps such as lift-off and rinsing will not be discussed in this appendix
since its purpose is primarily to describe the hardware designed for the purposes of controlling
the SEM scan coils.
A.2 Hardware Design: circuitry
In order tq suitably control the beam of an electron microscope, a voltage must be applied to its
scan coils. Most microscopes have plugs that allow external voltage sources to be applied. So,
for example, for the JEOL JSM 35C we planned to use, the voltage input for each coil (one for x
deflection, one for y deflection) is varied between -0.5V and +15V. To trace a horizontal line,
one would keep the y-voltage constant, and slowly increase the x-voltage from one limit to the
other at a predetermined rate (the rate is determined by the beam current, spot size, and resist).
Thus it can be seen that in order to adequately control the beam so as to trace out arbitrary
patterns, all that is needed is a two-channel digital to analogue converter (DAC).
To build a circuit that would be truly useful for lithography, one must add two analogue to
digital converters (ADCs) as well. These will be used to receive feedback from the SEM. One
channel reads the output of the secondary electron detector. The intensity of secondary electron
emission is what generates an image on an SEM. Thus with the simple addition of this ADC
channel, the hardware can be used to read images from the SEM as well as write patterns for
lithography. The second ADC channel is used to read beam current which is an important
parameter in the lithography process.
Thus it was desired to produce a board that has two 16-bit DAC channels and two 16-bit ADC
channels. The ADC channels need not actually be 16-bit, however. Typically 8-bit grayscale
and at best 12-bit deep images are formed from the secondary electron (SE) detector images. 16
bit ADCs were simply used for the sake of convenience. First of all, if higher resolution is ever
needed, it is available. Secondly, using 16-bit ADCs when all that is required is 8-bit resolution
allows for software scaling. That is to say, if the output of an SEM's SE detector varies between
o volts for lowest intensity and 5V for maximum intensity, and the 16 bit ADC has an input
range of 0 to 5 volts, the lower 8 bits may simply be discarded. If the output of the SE detector
varies between 0 and 1V, then 8 bits resolution can still be maintained without the need for any
hardware amplification or changing of the ADC input range. In fact, a 16 bit ADC with a 0 to
5V span can measure a range of 0 to 0.0195V with 8 bits of accuracy (although, at such a low
level noise will probably prevent this). This simplifies the hardware design and in addition the
board is made more versatile.
The DACs, however, need to be 16 bits in resolution. Whether all 16 bits are needed or not is
dependent on the line widths desired and the magnification of the SEM during writing. For
example, if the SEM is magnified such that the full extent of its deflection covers an area
0.1 mm by 0.1 mm, then the 16th bit of either channel covers 1/65536 of 0.1 mm which is 1.5nm.
As a rule of thumb, lC Nabity (the manufacturer of a popular SEM to lithography conversion
system) suggests that this minimum step size should be roughly 114 of the width of the line
desired (personal communication). Thus in this example, 16 bits of resolution are sufficient for
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IOnm lines and even IS bits will probably work. For larger fields of view with larger line
widths, 14 bits may even be acceptable. In fact, private correspondence from l.C. Nabity
indicated that 16 bits is seldom used. However, all commercial SEM conversion kits do have 16
bit accurate deflectors. This is quite important since one would find that if a system is designed
for 14 bit accuracy, it may well be quite noisy or inaccurate in the 14th or even 13th bits. By
designing to 16 bits of accuracy, the system should be noise free up to the ISth bit in a good
design (IS bits being a resolution that may be required for very fine lines). Keeping noise levels
down was the most challenging aspect of this mixed-signal design.
In addition to two DAC channels and two ADC channels, a controller would be needed to feed
data to the DACs and retrieve data from the ADCs. There were two approaches that could be
adopted here: the controller could itself generate and process all the pattern data and feed it to
the DACs, or the PC could generate this data and then simply feed it to the controller which
would distribute it to the DACs at the desired rate. The first option allows for a faster system. If
the pattern data is generated onboard, throughput is higher since less data needs to be
transmitted between the PC and hardware. For example, if it is desired that a circle should be
traced, the PC need only tell the controller to trace out a circle with diameter x and radius r at a
rate of s steps per second. This would constitute very few bytes. The controller would then take
this information and calculate all x,y coordinate pairs to be fed to the DACs, subsequently
feeding this data at the desired rate.
In the latter method, the PC would rasterise all the data into x,y points beforehand and then
transmit these coordinates one-by-one to the controller. The controller would then simply clock
the data into the DACs at the required rate. This allows for a simpler processor to be used since
rasterisation of vector data is quite an intensive process for an 8 bit microcontroller at the rates
required.
Thus the choice would be primarily dictated by the controller used. It was decided that it would
be more cost effective to go with the latter route and use a simple PLC 18F8S20 microcontroller.
This is a simple and cheap device which is quite easy to program. Initially some work was done
with a TI DSP that would have been quite capable of generating the raster data sufficiently
quickly, but this was abandoned in favour of the cheaper solution. In retrospect, this may have
been an unwise decision as although TI development kits are quite pricey, the actual chips are
not. The lower data transfer rates required could have translated into quieter data transfers and
less noise overall. In spite of this, the present solution works adequately.
Other than the ADCs, DACs and central controller, the rest of the circuit was comprised of first-
in-first-out buffers (FIFOs), opamps, power supplies and some digital circuitry. The full circuit
diagram can be found at the end of this Appendix. The more interesting aspects will be
described below.
A.3 USB
A high data throughput was needed since the PC would be generating all the coordinate pairs.
We were aiming for 100kHz DAC output rates (to match commercial hardware used for this
purpose) which translates to 3,2 Mbps. USB is unmatched in performance and data integrity at
these speeds and is realistically the only option available. Parallel ports are prone to data errors
and have difficulty reaching such speeds. More exotic options such as Firewire are simply too
much work for little profit. By contrast, USB may be simply implemented using commercially
available USB chips which take care of all the handshaking and data decoding. A DLP-
USB24SM USB adapter (component labelled' USB' on the board) was used for this purpose.
This module contains a USB to parallel converter (FT-24SBM from FTDI) that will convert
data sent via a USB stream into parallel bytes which can be clocked out from the small on-chip
FIFa. Likewise, data can be clocked into the device one byte at a time and then transmitted to
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the PC via USB. The device is capable of a full 8Mbps bandwidth. Brute testing was performed
transferring large sections of data without a single bit error (-39Megs at a time). It is important
that the device is capable of speeds in excess of the required 3,2Mbps. Ideally, a speed of twice
that is desired. This is because it is desirable to provide data to the board at a rate higher than it
can clock the data out. That way, buffer underruns cannot occur. Buffer overruns are far easier
to manage in software.
A.4 Bus Structure






Figure 1-2: Bus structure of the circuit.
It can be seen that the PlC had access to the USB bus. This allowed the PlC to receive data
from, and send data to the PC directly. In addition, the PlC could send data straight to the DAC
FIFO and hence to the DACs. Similarly, the PlC could read data directly from the ADC through
its FIFO. This was useful when performing reads from the SEM (grabbing an image) rather than
when writing patterns. In this case, the waveforms outputted on the DACs were generated by
the PlC, not the PC. Thus it was essential that the PlC could access the DAC FIFO directly.
A.S FIFOs
The PC was going to generate massive numbers ofx,y coordinate pairs and then transfer these to
the hardware at a rate different to that at which the board used them. The PC also had to receive
large quantities of data from the hardware during reads, again with a data rate mismatch. It was
necessary therefore to place FIFO buffers between the PC and the DACs/ADCs - the deeper the
better.
A 36 bit wide (2 words and one parity bit per byte) 32 768 level deep SN74V3690 FIFO
(component U25 on the board) from Texas Instruments (T!) was placed between the PC and the
DACs. Data was streamed from the PC through the USB module directly into the FIFO, one-
byte at a time. The FIFO performed automatic 8 bit to 32 bit widening of the input data and then
output the 32 bit x,y coordinate pairs directly to the DACs, one pair at a time. The parity bits
were not used.
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Similarly, a 16 bit wide, 65536 level deep SN74Y293 FIFO (component U2) was placed
between the ADC output and USB module input. This FIFO performed the necessary 16 bit to 8
bit conversion since the USB module has an 8-bit wide bus.
Thus the onboard microcontroller simply had to keep all the relevant clocks running at the
correct rates and toggle buses on and off as needed. Data did not actually pass through the
controller itself, which saves processing time.
There are very few manufacturers of such deep, high speed FIFOs of which TI at the time was
the cheapest. The depth of the DAC FIFO chosen was very important since it needed to be as
deep as possible to give the computer sufficient time to generate points. That is, it is inefficient
for the PC to generate raster data one point at a time and then feed them to the hardware. Rather,
efficiency is improved as the packet length of data generated and transferred increases. There is
also a minimum time required for the software to generate even one point due to various
latencies. The DAC FIFO was typically filled to half way before emptying. This provided
l63ms of buffer latency at 100kHz which proved sufficient time for data generation and
transfer. Note that this proved only just sufficient and a smaller FIFO would not have sufficed
without software changes. As it was, efficiency of the code needed to be improved to manage
with the 163ms buffer. Half-the buffer was used primarily to simplify code although it is
possible to use the whole buffer should the need arise.
A.6 DAC Output
The DAC chosen was Linear Technology's (LT) LTI597 16-bit current out DACs. In picking a
DAC we were primarily interested in accuracy. Differential nonlinearity (DNL) was the most
important specification since the DACs would typically be stepped in small increments. DNL
refers to the error in change in analog output for a ILSB change in input. So if the DNL were
specified as max 0.5LSB, then increasing the digital input by ILSB could result in the analogue
output voltage increasing by 1/65536 to 1.5/655366 of full scale. Integral nonlinearity (1NL) is
also quite important as it refers to the maximum deviation of the DAC output from the ideal
transfer function. Gain error and offset error were less of a concern since variable scaling and
offset of the output had been added. The LTI597 has the best integral nonlinearity (1NL) and
differential nonlinearity (DNL) in its class on the market at 0.25LSB and 0.2LSB respectively.
In fact, across the board a more accurate 16 bit DAC cannot be found with the exception of very
expensive calibration DACs. It must be noted that significant time was spent hunting for parts in
this project. The DAC has a parallel input and a current output. Using a parallel input DAC for
the main deflector DAC was a tough choice. A parallel bus as opposed to a serial bus meant
more noise generated each time a new data point was clocked in. This was because obviously 16
lines toggling would create much more noise than just two. However, with a parallel bus, the
bus changed only once per data point, just before a data point was loaded and any noise would
appear as a small glitch at that point. With a serial bus, the noise is continuous, and not
necessarily much smaller. Indeed, in the present application, it is not often that all 16 bits will
toggle simultaneously since the DAC is stepped one, two or maybe four bits at a time in
sequence. Private communication with Linear Technology tech support revealed that digital
feedthrough noise should be less than the DACs own glitch in any event and to this end, parallel
DACs make for more efficient data transfer.
Because the DAC has a current output, it is necessary to perform I-V conversion of this output.
This is accomplished using the LTl468CS8 opamp. Opamp selection posed quite a problem in
this design since there really is no perfect opamp. Ultimately a compromise was needed to be
reached between speed, noise and bandwidth. The LTl468 was found to provide the optimal
blend of these parameters. It will settle to 16 bits in 900 microseconds with an input noise
voltage of only 5nY/ -VHz and an input current noise of only 0.6pA/ -VHz. Note that only dc
noise specs such as input noise voltage and input current noise are important since the
application essentially uses the DACs in a dc mode due to the relatively long time between
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steps. In addition, the LTI468 allows for supplies all the way up to +/-18V which is rare in an
opamp of such specifications.
A.7 Scale and Offset
It was desired that the DAC card should be flexible in the range of outputs it could provide. To
this end, circuitry was added to allow for software-variable scale and offset of the output
voltage. This would allow the board to be used for other microscopes, whose input voltage
range would typically be different to that of the JEOL JSM 35C (the 35C was quite unique in its










Figure 1-3: One DAC channel actually was comprised of three DACs: one for scale, one for offset,
and one to provide deflection of the beam.
To accomplish this, two extra DACs per channel provided a variable offset voltage (components
R2l and R23), and a variable scale or reference voltage (components R22 and R20). The offset
voltage was added to the output voltage of the main deflector DAC by way of a summer. An
LT 1595CS8 was used to create this variable offset voltage. The LT1595 is essentially the same
as the LTI597 in its performance and specifications with the exception that its input data is fed
serially. Having multiple 16 bit buses on the board is very undesirable for noise performance
and a terrible nuisance when tracking the PCB.
Another LT1595 was used to provide a variable input to the reference input of the main
deflector DAC for each channel. By digitally varying the reference seen by the LT 1597 main
deflector DAC - which was actually a multiplying DAC - the output span it covered was
altered.
To ensure a clean reference was supplied to the main deflector DACs, the output from the scale
DAC was filtered heavily using a triple pole RC filter. Technically RC filters should not be
cascaded this way, but in this case it is fine since there is no real current load and the position of
the poles need not be accurate. Using three poles (Iow frequency, mid frequency and high
frequency) is important since RC filters tend to lose effectiveness after a few decades due to
parasitic effects in the components.
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Figure 1-4: Showing triple output filter after scale DAC.
As for the output of the offset DAC, this was filtered by adding a capacitor to the weighted
summer on its output (capacitors C36 and C37).
In all cases it was considered important to use ceramic COG dielectric capacitors or
polypropylene/polystyrene capacitors for the high frequency filters. COG capacitors do suffer
from the problem that they are mildly piezoelectric, and as such sensitive to vibrational noise or
tapping, but this was not seen as a problem in the application. The high frequency performance
of such capacitors is very impressi ve.
A.8 Output filtering
The summed output was passed through a three pole, active Bessel filter for further noise
removal. The filter had a cutoff of 500 kHz. Filter design was somewhat tricky since bandwidth
should be restricted as much as possible for minimal noise, but bandwidth restriction would
slow down the step response. Using freely available software, "Filter Free", it was possible to
vary the cutoff frequency, number of poles and filter class and see the effect on step response.
Bessel filters provide minimal overshoot (typically less than 10%) for a slight trade-off in
settling time. The freely available program FilterPro from Texas Instruments was also
invaluable in filter design insofar as it can give standard range capacitance values and resistance
values. A multiple feedback (MFB) topology was used since it is less sensitive to component
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Figure 1-5: The output stage. The weighted summer (U9) also forms the first pole of the filter.
It was possible to use only two opamps to implement the three pole filter by adding a capacitor
(C8) to the weighted summer (U9) as shown in the above figure. That way, the summer formed
the first pole. Using as few opamps as possible was important since each one had its own noise
contribution. In addition, resistor values needed to be kept as low as possible since resistors add
considerable noise (a lkn resistor generates 4nV/ -YHz of Johnson noise at room temperature).
However, if the resistor value is too low then excessive current is drawn. The values in the
above figure were designed as a tradeoff between these two constraints.
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Figure 1-6: Transfer function of designed filter.
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Figure 1-7: Filter step response.
The decision to use three poles was not taken lightly. Obviously, the higher the filter order the
better for noise attenuation, however, adding more poles will again adversely affect step
response.
It will be noted that again LTl468 opamps were used. These opamps make excellent filters with
their wide bandwidths (90MHz), high slew rates (22V/flS) and low distortion (-96.5dS at
100kHz). In addition, as had been mentioned previously they are low noise devices capable of
high rail operation. Actually, 22V/flS is not sufficient for full power response (slew rate = 1t X
Vpp x corner frequency). At 20V peak to peak voltage with a 500kHz cutoff frequency, 31,4V/flS
slew rate is needed. However, the application made this unimportant since the DACs were not
used to produce large AC waveforms in this manner. Indeed, step response was the important
parameter.
A.9 General Noise Precautions
A.9.1 Circuit level precautions
Many precautions against noise were taken in the design of both the circuit itself and its pes.
Though many of these precautions may seem somewhat excessive, it must be remembered that
we were aiming for noise only in the 16th bit which translates to 150flV in lOV. This is truly
difficult to achieve even on paper. With regard to the circuit design, the following precautions
were taken:
I) Regulators were placed locally on the board. This as opposed to providing regulated power to
the board through wires. By having the regulators onboard, connected to the various
components using power planes, the inductance between power supply and component is
greatly reduced, very much improving noise performance. Feedback is improved and current
spikes are far less of an issue.
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In order to further improve noise performance, multiple rails were used. The digital section had
its own 5V and 3.3V rails, while the analog section had a quiet 5V rail, and separate +/-20V
rails for each DAC channel. The ADC input also had its own power supply (although, it did not
have regulators onboard since ADC noise was not an issue). This made 9 separate rails onboard.
Separating analog and digital power supplies is quite advantageous from a noise separation
perspective. Furthermore, using a separate +/-16V rail pair for each output channel allowed us
to keep their grounds isolated from each other. Much care was taken in the grounding of the
system, but that is discussed later on in this appendix. Each regulator was fed with its own
external regulator meaning power was essentially double-regulated. It was intended that the
offboard regulators would be connected to the onboard regulators using shielded twisted pair,
the shield of which would be connected to the chassis. The onboard analog regulators all had
rms noise levels of under 30llV.
Note that the power supply rejection ratio (PSRR) of the operational amplifiers (80dB at
100kHz) actually makes such exceedingly quiet power supplies as were used redundant (the
analogue regulators had less than 30llV of rms noise). However, the PSRR of the DACs is
worse, falling off rapidly with frequency to become essentially nonexistent at higher frequencies
(personal communication, LT tech support). To this end, quiet power is essential.
2) All long digital lines and digital lines connecting to analog components were series (source)
terminated with 100 ohm 0603 surface mount resistors. Although this is useful for preventing
unwanted reflections, reflection should not be a real problem at the speeds being used.
However, series termination resistors have a host of benefits. First of all, they provide
termination without adversely affecting the balancing or loading of the line. Secondly, they
provide current limiting in case of a fault. Thirdly, because of intrinsic capacitances in shunt
with the transmission lines, the resistors actually form the basis for RC filters on the line and
thus offer some degree of noise reduction. In fact, for all sensitive and long digital lines, a
100pF 0603 ceramic capacitor was placed in front of the series termination resistor, shunting the
line to ground. Thus all these digital lines were RC filtered. RC filtering is possibly the best way
to reduce noise in digital lines (except at very high speeds) and many commercial filter
companies (such as Murata) sell discrete RC filters for this purpose. However, RC filters will
naturally slow down the wave rise and fall times (unlike chokes). If rise/fall times become too
slow, they cause oscillations (TI,1998a). With AHC logic this is less of a problem, but with the
LTI597s it could be an issue (private communication, LT tech support). Nevertheless, the 100
ohm, 100pF combination used provided good filtering without compromising stability. The 100
ohm value is not necessarily the correct matching value. However, matching is not a big issue
for the speeds and distances used - especially since the edge it filtered. The characteristic
impedance of microstrip lines is typically slightly less than this value (suggested as between 50
and 80 ohms by various sources such as (Ott,2000)).
3) AHC (advanced high speed CMOS) logic from Texas Instruments was selected as the logic
family of choice. AHC provides the low noise of high speed CMOS (HC) devices while
offering much higher speeds and half the static power consumption (T!,1998b). They are
characterized by lower switching noise (such as ground bounce) and smaller current spikes than
most logic families due to more slowly rising/falling waveforms (slew rate it limited). This is
accomplished without compromising propagation delay. In addition, care was taken to use low
profile surface mount components where possible. This reduces the loop area created by IC pins
(the substrate is closer to the ground plane and the pins are shorter), reduces the amount of high
K dielectric surrounding the pins, and allows for tighter placement of components. Surface
mount components are universally recommended for better noise performance.
4) Considerable decoupling of power pins was provided to further reduce any noise created by
line switching. This was considered very important considering that digital and analog lines
would switch quickly and frequently. Decoupling is a fairly in-depth topic and was considered
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at length. The results of this review can be found elsewhere (Coetsee, 2003) but are summarized
here briefly.
At high speed, the parasitIc effects of decoupling capacitors must be considered. Every
capacitor can be considered as having an effective series resistance (ESR) and effective series
inductance (ESL), effectively making them RLC series circuits. Thus capacitors all show the









Figure 1-8: Impedance curves for a tantalum (top) and ceramic COG (bottom) capacitor.
Impedance values are in ohms. Impedance is shown by the solid line.
A capacitor therefore becomes less useful after its self-resonant frequency. It can be seen from
the above figure that this frequency is typically higher for a small ceramic capacitor (lOOpF
COG 0603 is shown in the figure) than for a larger tantalum (33flF C case shown in figure).
Typically, smaller packages and smaller capactitances mean a higher resonant frequency and
ceramics resonate at higher frequencies than electrolytics.
Although this would seem to suggest that placing a few small, low capacitance ceramics at the
IC of every pin is advantageous, in fact much literature suggests this is counter-productive
(Pattavina and Jeffrey, 1998; Hubing et aI., 1995a). The high Qof such capacitors (as evidenced
in the figure above) can cause terrible resonance effects. For example, if one is using only a
small 100pF capacitor to decouple each IC, then typically large electrolytics will be required at
the power supply to provide sufficient total capacitance for adequate decoupling. These
electrolytics will reach the inductive portion of their RLC curves (the positive slope after self-
resonance) much sooner than the local 100pF capacitors. This means that at these higher
frequencies we really have a capacitance (the 100pF) in parallel with an inductance (the
electrolytic that is on the inductive region of its curve): a parallel LC circuit. Should the two
values become equal, resonance would result causing in 'infinite' impedance spike in the total
rail-ta-ground impedance of the board. This is called anti-resonance in the literature. This is
obviously very bad for decoupling since the amount of voltage noise produced is proportional to
impedance at a given frequency.
One possible solution is to use many different capacitance values (lOOpF, 500pF, 1000pF etc.)
in parallel at each rc. This keeps the anti-resonant spikes to a minimum as anti-resonance will
always occur between the RLC resonant frequencies of two capacitors in parallel (Smith et aI.,
1999). However, a better solution is to use low Q capacitors such as tantalums for decoupling
purposes. The low Q and typically higher ESR of these capacitors will provide damping against
such anti-resonant effects (Pattavina and Jeffrey, 1998). This effect can also be gained by using
a small resistance in series with a ceramic capacitor (Hubing et aI., 1995a), but this can
unnecessarily raise total impedance.
145
Indeed, however, in the end it is good to simply do the design from a frequency analysis
perspective. Placing many capacitors in parallel has the effect of pushing these anti-resonant
spikes to ever higher frequencies (Hubing et aI., 1995a) and thus enough ceramics (at least 100)
will work well. Also, in our system it is not necessary to decouple all the way to IOOMHz since
there is a finite noise bandwidth associated with our output filtering and the scan coils of the
microscope itself. Thus this feature becomes less critical, but it is good to bear in mind. Using
SPICE analysis, it was decided to use a combination of tantalum and high frequency COG
ceramics for decoupling. The ceramics are absent from the analog section, however, where
decoupling needs to be performed to lower frequencies only.
Typically two to four ceramics (more for big ICs like the FIFOs) were placed about the ICs near
their power and ground pins, while one or two tantalums were placed near each IC. This
resulted in both a large number of total capacitors and both high Q and low Q capacitors being
used. This contributed to a lowering of decoupling impedance (the impedance of each capacitor
is of course in parallel) with useful decoupling ability at higher frequencies without anti-
resonant effects.
Note also that for decoupling capacitors to be effective, they must be placed close to the ICs
they decouple, typically using well designed pads. Larger pads with vias placed within their
boundaries are better than smaller pads connected to lCs through wires (Smith et aI., 1999;
Drewniak et aI., 1994). Such designs minimize inductance between capacitor and IC. For single-
layer boards (no vias), the track length must be minimized.
Figure 1-9: Various pad designs. It is important to keep inductance to a minimum. Keeping vias in
or very near pads is imperative. For single-layer boards, track length to le must be reduced.
Minimising the distance between capacitor and IC power pin is very important, even on
multi layer boards (Hubing et aI., 1995b; Fan et aI., 2000). Doing so can increase mutual
inductance between capacitor via and power pin via which will further improve coupling. This,
while at the same time minimizing series inductance in the interconnect and the total area of the
current flow loop. Every effort was made to keep small (100pF) 0603 ceramic COG capacitors
as close to IC pins as possible in this design, with vias typically touching their pads directly.
It must be stressed that the decoupling solution is largely based on theory - both by way of
literature reviewing and some SPICE modeling. To this end the actual effectiveness of such
recommendations on the circuit built was never measured.
A.9.2 Printed Circuit Board Precautions
a) Grounding
There is no point in designing a circuit to theoretically low noise levels if the design is not
executed well via good PCB design. It is well known that using multiple layers in a PCB has
significant noise-reducing benefits. First of all, it allows for entire planes to be used to provide
ground and power connections to the various ICs. Using a plane instead of a track to supply
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power and ground means lower impedance and inductance seen by the circulating current which
translates into lower switching noise. In addition, lower voltage is created by current traveling
from the regulators to supply all the decoupling ICs (the decoupling rcs provide most of the fast
switching current to the ICs and are constantly replenished by the regulators). Loop area of
current flow is also minimized. Current need only flow along a track, through an IC pin, and out
the rc to the return plane (power or ground) and can then travel back to the source directly






Figure 1-10: Current (AC) returns via a plane directly below the track that brought it to the le.
The charge density (or voltage density) is shown by the curved line (Brooks, 2000).
In addition, if spacing between power and ground planes is very small (less than 0.254mm)
there can be significant capacitive coupling between the planes (Hubing et al., I995a).
However, this effect is typically only noticeable at very high frequencies. Using power planes
also turns all surface tracks into microstrip lines and thus their characteristic impedances are
easier to calculate. This was less important for our relatively low speed application, however.
The question remains as to how many planes to use and how to arrange them (referred to as
'stackup'). Stackup is a reasonably complex issue. A very good guide can be found on the
internet site of Henry Ott, an electromagnetic compatability consultant (Ott, 2004). Ott suggests
it is a good idea to always have a power and ground planes adjacent in a stackup, and to have
signal planes adjacent to a power or ground plane (either can act as a return for ac signals). This
provides for effective coupling between power and ground planes and minimizes loop area for
return signals. In addition, multiple ground planes are a good idea since ground impedance is
further lowered. These sorts of recommendations are not uncommon.
In the end, it was decided to use 6 PCS layers (four internal) owing to the large number of
power supplies the board used and the need for very low noise levels.
.d r lop Dielectric
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Figure 1-11: Stackup of final PCB.
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Two ground planes were used, one adjacent to the top signal layer and the other adjacent to the
bottom signal layer. The middle two planes were power planes. The power planes were further
split internally such that power zones were created
The top power plane provided power to the 3.3V digital section, the 5V digital section, the
quiet, 5V analog section, and the high rail of each of the output stages (V+A and V+B in the
figure). The lower power plane provided power to the negative rail of the output stages, and the
rest was ground.
This brings up the topic of board zoning which is equally important for low noise performance.
[t is vital to separate analog from digital sections. This was accomplished by keeping all digital
lCs on the right side of the board and all analog sections on the left side. Adequate separation
between zones prevents noise coupling via radiation and ground spikes.
However, zoning is not enough. It is necessary to adequately isolate the ground planes of all the
digital and analogue sections. Essentially, digital switching causes voltage spikes not only on
the digital supply rail, but on the digital ground plane as well (commonly referred to as ground
bounce). This is due to the circulating digital currents in the ground plane. As shown in figure
A-lO, these currents tend to be located beneath the microstrip lines on multilayer boards, and
thus it is vital to keep digital lines from impinging on analogue zones.
Ground separation can be achieved simply by zoning for most systems. However, complications
arise for low noise mixed-signal circuits. Here it is desirous to have separate analog and digital
grounds and this is recommended on most precision ADC and DAC data sheets (see, for
example, the AD768 data sheet). However, the two grounds must necessarily connect at some
point. Data sheets such as that for the AD768 tend to recommend this connection take place





Figure 1-13: Optimal mixed-signal grounding. The ground plane is separated into three sections.
Or. Howard Johnson, a notable author in the field of high speed design, recommends the same
system (Johnson, 2001). In this system, not only is the digital ground separated from the analog
grounds, but the analog grounds are separated from each other (for systems with multiple
mixed-signal devices such as ours). This is important since otherwise ground loops may form.
In this system, digital currents will have no 'desire' to travel into analogue regions since there is
no way back. Our design employed this approach as shown in the following figure
Figure 1-14: Upper ground plane of PCB. The position of the DACs is shown by white arrows.
To maintain this ground separation, it was necessary that the grounds of the OACs did not
reconnect off the board when attaching to the SEM. This was accomplished by feeding the OAC
outputs first to an offboard daughtercard which had differential inputs. The daughtercard simply
performed differential-to-single ended conversion and applied the buffered OAC output signals
to the scope. Since the inputs to the daughtercard were differential, the grounds of the OAC
output signal did not actually ever interface directly with the SEM ground. In this way,
separation of all grounds was maintained.
149
Similarly, the external regulators powering the PCB made use of their own transformers and
were isolated from the mains earth. Thus each regulator did not share a common ground.
The PCB was further enclosed in a metal box, which would act as a shield from outside noise.
The chassis of the box connected to the PCB ground at only one point.
b) Tracking
It is also important in minimizing noise to keep digital tracking away from sensitive analog
areas. Furthermore, tracks should not cross barriers in ground/power planes (since this would
interrupt their return paths). This is reasonably easy to accomplish for the present board since it
is simple to zone. The only sensitive area is again the region where digital and analog lines
come together at the precision DACs.
Figure 1-15: Tracking around DAC C32 (an LT1597). Analog tracks are ringed in white.
In the above figure, the barriers in the ground plane are shown in green. The analog tracks are
ringed in white. It can be seen that care was taken to ensure that digital tracks were on one side
of the invisible line separating analog and digital regions, while analog tracks were on the other.
A ground track was further laid between the two sections to provide some shielding effect
(indicated by white writing and white marking on the track). This was considered important
since the pin next to this is the current out pin (pin 6, marked in the figure). Coupling from
digital lines to the lout pin is potentially the worst source of noise in this DAC. For example,
just 0.1 pF coupling from a 5Y digital line to lout 1, will result in a step of 15 mY (personal
communication, LT tech support).
Other than this area, tracking was fairly routine. It will be seen that in most areas, components
were placed close together and tracking kept to a minimum. There is considerable separation
between the various zones, however. In fact, this was possibly overdone in the prototype,
particularly in the FIFa to DAC distance.
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A.10 Dual Digital Rails
It will be noticed that a 3.3V and 5V digital supply were used. This was primarily because the
FIFOs selected could only operate at 3.3V, while the microcontroller needed to operate at 5V to
reach maximum speed. In addition, using 3.3V as opposed to 5V logic reduces switching noise
(TI, 1998b). However, the DACs were designed to take 5V inputs and using 3.3 V actually
increases their power consumption (private communication, LT tech support). This was
considered a negligible impact, however, since power supply should still only be a few
milliamps. The ADCs were able to interface easily with both 5V and 3.3V logic. In addition, the
FIFOs were quite versatile and their inputs could tolerate 5V signals even though they were
3.3V devices. When AHC logic runs off a 3.3V rail its inputs can similarly handle 5V levels.
This made interfacing the 3.3V to 5V rails quite simple. The USB was left running at 5V.
Interfacing was no problem then, so long as 5V device outputs fed to 3.3V device inputs, since
such inputs were universally tolerant of 5V levels. However, level translation buffers
(SN74LVC4245A components un and UT2) were needed in those areas where 3.3V device
outputs fed into 5V device inputs. Although for CMOS logic, 3.3V is technically above the
minimum input voltage needed to signal a high for 5V logic (Vih(min)), using translators ensured
data integrity and made power supply sequencing easier.
Power supply sequencing was an issue since when multiple rails are used, latch-up is a
possibility if the supply rail for one digital section comes up before the other. By using level
translators, it becomes safe to power up the 3.3V section before the 5V sections. This is because
the 3.3V outputs that feed into the 5V section are blocked by the level translators until the 5V
rail comes up.
Unfortunately, the only error of the circuit was made in this area. The outputs of the FIFOs are
not 5V tolerant, as the inputs are. The trouble arises since the output of the ADC FIFO connects
to the same bus as the inputs of the DAC FIFO. This means that it is quite possible for the USB
module (a 5V device) or PlC (also connected to the bus) to apply 5V to the outputs of the ADC
FIFO. The addition ofa level translator between USB bus and ADC FIFO solved this problem
A.11 In Circuit Debugger (ICD)
The circuit can be programmed and debugged while in operation using Microchip's ICD 2
device. The device connects to the board via JPI.
A.12 Clock Matching (Interfacing)
It was possible to interface the USB to the FIFOs and the FIFOs to the DACs without any 'glue'
logic. These devices functioned quite similarly and thus the PlC could clock the USB module
and FIFOs simultaneously, using a single line, latching data from the USB into the FIFO
directly (or from FIFO to USB). Similarly, the same signal that was used to latch data out of a
FIFO could latch the data directly into the DAC. This allowed for speedy operating since the
PlC would not need to, for example, pull the USB clock low to latch data out of the USB
device, then pull the FIFO clock high to latch this same data into the FIFO. Rather, a single
clock pulse on one line tied to both the USB and FIFO clocks would latch data out of the USB
device into the FIFO seamlessly. This could be done similarly in transferring data from the
FIFO to the DACs. This allowed for fast operation. It was possible, however, to disconnect the
various clocks (by means of buffers). This was necessary for when it was not desired that data
should flow directly from one device to the other (such as when the PlC should send data to the
151
FIFO, not the USB module). The exception was the ADC module. It was necessary to clock
data out of the ADC module, and then clock that same data into the ADC FIFO using a separate
clock line.
A.13 Daughtercard
It has been mentioned that a daughtercard was designed to go between this analog hardware and
the SEM. Part of the circuit diagram is available at the end of this appendix. The daughtercard
was a very simple device that essentially acted as a buffer. DAC outputs from the main board
were accepted by the daughtercard through differential intputs, converted to single-ended
signals, and then applied to the scope. SEM outputs were buffered and sent to the main board
where they were again accepted by differential inputs (UDIFFO and UDIFF I). The precision
AMP03 differential amplifiers from analog devices were used for the differential input
buffering. The daughtercard was only employed for further ground isolation. This way, the
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Figure 1-18: The daughtercard is simply a series of buffers.
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Figure 1-21: PCB Bottom.
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Figure 1-22: PCB Top.
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2 : Software Design
The software and firmware for this project constitutes many thousands of lines of code. It is thus
not possible to describe all this code in detail and this overview will rather concentrate on the
basic functionality and purpose of the software as well as any notable algorithms employed.
B.1 PC Software
The PC software was designed to be able to carry out the following processes:
I) Load a CAD file containing pattern to be written via lithography
2) Generate x,y coordinate pairs for the data in the CAD file
3) Transmit x,y data to hardware
4) Receive secondary electron intensity values from hardware
5) Communicate with hardware to set output voltage span and offset
Figure 2-1: Image of the software as it is first run.
The software was written in Visual C++ using the Microsoft Foundation Classes (MFC).
It is possible to open (or create) three types of files with the software: 1) CAD files (*.dc3)
generated by the program "DesignCAD Express", 2) Scope files (*.scp) generated by the
software itself and 3) Grayscale bitmap image files (*.bmp). Although general bmp's can be
opened, it is intended that bitmaps generated by the program itselfwill be saved and opened.
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8.2 CAD file reading
The software could read files generated by the CAD program "DesignCAD Express version 12"
manufactured by IMSI. In fact, version 14 files were compatible. This CAD program is quite
standard as drawing programs go, allowing the user to generate a number of arcs, circles, lines,
etc. as desired. It is versatile enough to create any desirable 2D pattern to be fabricated.
The CAD program has the advantage that it is possible to save files in ascii form. So, for












The details of this file format will not be covered here, but are freely available from IMSI.
Essentially, the file contains the radius and centre of the circle so that it may be reconstructed.
That is, the information is stored in vector form. Similarly, lines are stored by noting their
endpoints and so forth.
The ascii nature of the files makes it simple to write software to read these files and decode their
data, once the file format is understood. Currently, the software can read and decode
information for lines, arcs and circles which should be sufficient for most purposes. When a
CAD file is loaded by the software, it immediately breaks the data up into 'entities'. An entity is
one of the following: line, circle or arc. Entities are then stored internally in a linked list such
that vector data can be easily retrieved. Because the data is stored in vector form, it is easy to
rescale.
Polygons (made out of multiple lines) or the interior of circles may be filled. If shapes are not
filled, then the software will understand that the outline of the shapes must be drawn by the
hardware. If the shapes are filled, then every point within their boundaries is traced from left to
right and then right to left in a raster fashion.
Figure 2-2: Shapes may be filled in allowing solid objects to be patterned on a substrate.
Filled objects are internally stored in a separate linked list and are identified by having a group
number assigned to them in the CAD program.
8.3 Generating data points
The program takes the vector data and turns it into raster data points that can be sent directly to
the hardware. Objects are traced out in a vector fashion, however. This means that, for example,
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when tracing out a circle, the hardware will force the beam to actually move around in a circular
pattern of the correct diameter. This as opposed to sweeping the beam left to right and right to
left and simply switching it on at the correct times. This is supposedly advantageous for pattern
writing according to J.C. Nabity (Nabity).
In order to generate data points, the program makes use of the traditional Bresenham line
algorithm and Bresenham circle algorithms in converting vector data to a series of points. The
algorithms themselves will not be discussed in depth since this is primarily a functionality
review. Essentially, the Brsenham algorithms reduce the generation of data points to simple
additions done in loops. The line algorithm works on the premise that when rasterising a line,
after plotting a point, there are only two possible places where the next point may be plotted.
Say, for example, the line exists in the first quadrant. If the x coordinate is incremented by one
point at a time, then the next y coordinate can either be directly adjacent to the previous y
coordinate, or directly above it. In other words, if at x=xo, y=Yo, then at x=xo+ I, y=Yo or y=Yo+ I.
This is because the gradient it less than or equal to one, and greater than or equal to zero.
Figure 2-3: A line (in white) is rasterised into pixels (black squares). In moving from left to right,
the value of y can only stay the same, or increment by one for each step.
Thus Bresenham's algorithm is a simple, small loop that checks for whether y should be
incremented or not for each increment in x. It is an integer-only algorithm with no
multiplications, one branch and some addition. This is a very fast algorithm. Lines in other
quadrants are handled by the same algorithm.
The Bresenham circle algorithm works on a similar principle. Here, it is necessary only to
calculate the pixel values for the first octant of the circle, and then these can be suitably
translated to the other quadrants.
One setback with the Bresenham circle algorithm is that it tends to create duplicate points for
certain radii of circle. Such points are coloured in gray in the following image.
Figure 2-4: Rasterisation of a circle. For some radii, certain points would be drawn twice.
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These points tended to be on areas of quadrant overlap. In fact, it turned out there were three
kinds of circles and the difference was based on whether there was an odd or even number of
pixels between 0 and 45°. In fact, the solution is a little complex and will not be entered into in
this discussion. Documentation is available with the software itself that covers this. One side-
effect of this problem is that the work-around made the algorithm considerably slower than it
would otherwise have been. It would be interesting, once the hardware is hooked up to a
microscope, to see if these duplicate points really matter. Although much effort was put into
solving this problem, it is the author's present view that this time was actually wasted and that
these few duplicate points per circle will not be noticeable in a final write.
Arc generation used the Bresenham circle algorithm. Because different quadrants would need to
be calculated for different arcs, and some quadrants should not be filled with points, the arc
algorithm necessarily executes more slowly than the pure circle algorithm due to more decision
trees.
Points in filled polygons were generated using the traditional scan-line fill algorithm. Since this
is also a widely used algorithm its details will not be provided here. Filling polygons is
relatively easy since the process really involves finding the left-most limit of the polygon (for
example, the left edge ofa circle) and the right-most limit of the polygon at a given y-value, and
then just filling all the points between. For example, in filling a square that is 10 pixels by 10
pixels, centered on the origin, one first finds the left limit of the top row (x= -5, y=5), then the
right limit of the top row (x=5, y=5). The fill is simply all the points in between. Then one
moves to the next row and goes back from right to left. The algorithm is complicated by
allowing for hollow fills and irregular polygons, but remains relatively straightforward and fast.
All data point generation is accomplished in a separate thread. The use of multithreading is
more important to ensure that the USB device never waits on the Pc. It does not provide
considerable improvement in data generation times, unless thread priority is massively
increased. This was found to not be necessary.
Figure 2-5: The algorithm is complicated by allowing for hollow and irregular fills.
8.4 Reading Images
The software and hardware are capable of grabbing images from the microscope. To do this, the
DACs sweep the electron beam along the sample, one row at a time. At each step, the ADC will
read the secondary electron intensity (available on most scopes as a voltage output). These
values are stored in a grayscale bitmap which the software can save. It is also possible to load
arbitrary bitmaps if desired.
162
During scanning, the x deflector DAC will increment from left to right. When it reaches its right
limit, it will reset and the y-deflector DAC will increment. Thus the x-deflector DAC traces a
saw-tooth pattern while the y-deflector DAC traces a slowly rising line.
8.5 Configuring the Microscope
Recall from Appendix A that it was desired to make the hardware flexible by allowing it to span
variable output ranges. In addition, variable input ranges are also possible by virtue of the fact
that the ADC is 16 bits in resolution while only 8 are needed.
The software needed to control how the board would be configured for any given microscope.
To accomplish this, it was possible to create, open and save Scope (*.scp) files that contained all
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Figure 2-6: An open Scope file.
The Scope file allowed for the storage of many parameters. In fact, the current scope files are a
little user-unfriendly and are designed more for developers and engineers. The following is a list
of parameters that could be stored and altered:
Write Properties
Step Size DAC (pixels): This is the number of pixels that are moved in each step of the beam.
So, for 16-bit resolution, this value would be 1 meaning that the DACs are incremented 1 bit at
a time.
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Critical Dose (IlC/cm2): The critical dose is a parameter that determines how many Coulombs
of charge must be delivered to a unit area of resist (Rai-Choudhury, 1997). This is dependent on
the resist itself (molecular weight, chemical structure) and on post-lithography processing
conditions. It is also dependent on accelerating voltage. Typical values for PMMA (the resist we
were to use) range from 50 to 500 IlC/cm2
Spot Size: This variable is entered here for the purpose of calculations. The hardware does not
actually control spot size
Beam current: Beam current is important in determining the step rate required to deliver the
correct critical dose. The hardware is capable of measuring beam current through an onboard
DAC, if the scope allows for this current to be measured (which is necessary).
Field Height and Width: These parameters affect how a CAD document is interpreted and are
related to zoom. Field height and width as entered give the physical size of the current field of
view. These values must be entered by the user. So, for example, if a CAD drawing is created of
a circle with a 100 unit diameter (extending from x=O to x= I00), and the user enters here that
field width is 100 microns and field height is 100 microns, then the software wi 11 interpret this
as meaning that the circle extends from pixel 0 to pixel 65536 in width. Thus this value is used
in the interpretation of CAD files only
Step Time: This value is not entered by the user, but is calculated internally by the program. It
determines the step rate of the beam and is designed to achieve the critical dose.
Output voltage: Here the user can enter the minimum and maximum x and y voltage values
that will be output by the DAC. Note that these need not be symmetrical about zero. The
hardware is capable of spanning any 20Y range with a maximum of +15Y or minimum of -15Y
per channel.
Read Properties:
Step Size ADC: Similar to step size DAC, this determines how many LSBs the DACs are
incremented by during a read operation. This, together with the scan limits, determines the
resolution of the resulting image.
Scan limits (within FSR): These four entries determine the extent of the area swept by the
DACs during a read. That is to say, the DACs need not increment from 0 to 65536 (full scale
range or FSR). It is possible to capture an image using only part of the range. The actual DAC
code is entered here. Thus to scan the upper left quadrant of the field, the user would enter left
limit as 0, right limit as 32768, upper limit as 0 and lower limit as 32 768. This effectively
provides zooming.
Image Height and Width: These are calculated from the step size and scan limits and are not
entered by the user
Input voltage: The maximum and minimum voltage generated by the microscope can be
entered here for flexibility. The maximum level is interpreted as white in the image, and the
minimum level is black. This allows the board to be used with many different microscopes.
Fast Read: The hardware generates all the DAC data during reads and also has two preset scan
rates built in. Reading will either be conducted at lOllS per step, or 100llS per step.
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8.6 Toolbar
Figure 2-7: The toolbar used by the program.
All functionality of the program is controlled via the toolbar. Apart from the windows-standard
functions (new, open, save, help, etc.), there are 14 buttons that provide access to the software
routines.
The button graphics are currently placeholders, as are the buttons themselves. Not all of them
are actually useful and some are there primarily for testing and debugging purposes. The buttons
perform the following functions, from left to right:
I : Initialise. This button will initialise the board. Initialisation involves opening a USB channel
and sending one byte to the board, receiving a confirmation from the board upon data reception
T : Test. This button is used for testing purposes during debugging and provides an easy way to
execute random sections of code
R2 : Read in second thread. This button allows for reading of an SEM image
W2 : Write in second thread. This button generates patterns on the hardware
D2 : Draw in second thread. This was a testing button used to draw a bitmap of the loaded CAD
file to check that the data was interpreted and drawn correctly. It must be used by setting field
width and height to 65536 to ensure the bitmap is of a reasonable size
T 2 : Time in second thread. This was a testing button used to time how long point generation
took when the generation occurred in the separate work thread
T j : Time in main thread. This is the same function as Tz with the exception that data generation
occurred in the foreground
D3 : Draw 3. This button like Dz will draw a bitmap of the loaded CAD file. The difference is
that this button uses the same code to generate patterns as the Wz function and as such objects
are drawn in packets. Thus this button must be clicked multiple times to finish drawing one
entity.
A : Abort. Clicking this button will halt the writing process. Reading cannot be interrupted.
Since the entire reading process only takes a few seconds (depending on image size), the ability
to abort the reading process was not considered important.
.d : Scale and offset. This button will configure the DAC output range of the hardware to
the value currently specified in the open *.scp file
B: Test Board. This is a hardware tester function used for debugging purposes. It provides a
convenient way to execute separate chunks of code. Currently it was used to test scale and offset
code.
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: Disconnect USB. This will sever a USB connection. It is necessary to do this manually
quite often during debugging if the firmware and software lose syncronisation (for example, by
resetting the microcontroller).
BA: Test Board AID. This button is used to test ADC functionality on the board. Right now is
actually does not interface with the current firmware, but uses a separate "tester" assembler
block.
As can be seen from above, not only are the icons placeholders, but many of the testing and
debug features have been left in. These are very useful in further expansion of functionality of
the board and it is intended that future users will build on the code as it stands. For example, it
would be a good idea to add zoom code, automatic alignment and calibration code and so forth
to make the program truly feature-rich.
At the present moment, the code is fully functioning. It can write arbitrary pattern to the
hardware, which will generate the desired patterns. In addition, it can grab images from the
onboard ADC (in which case, the DACs will generate patterns to sweep the beam along the
sample surface). Unpolished, and lacking some advanced features, the code is very much a
prototype, "engineer's" build. Work on refining it and adding features was abandoned after it
became apparent that this line of work would be scrapped.
B.7 Firmware
The firmware was written in assembler in MPLAB, Microchip's PlC development tool. The
decision to use assembler was based on the fact that timing was quite crucial and it would be
beneficial in addition to have the code execute as fast as possible. Because of the nature of
assembly code, the program itself is a little confusing to follow and thus again the code itself
will not be discussed here, only the basic functionality.
The firmware is essentially split into four sections: I) a loop that downloads 'info' packets
(called IDpackets internally) and stores them in the on-chip RAM, 2) a loop that downloads data
points and clocks them into the DAC FIFO, 3) a loop that transmits ADC data to the PC and 4)
a loop that generates point data for the DACs during reading (a sweep pattern) and feeds it to
the DAC FIFOs. In addition, there are small sections of code to take care of such things as
offset and scaling of the DAC output ranges and aborting the writing process.
All communication and synchronisation between PC and PlC is accomplished via ID packets
and some initial handshaking. Upon startup, the PlC waits for a particular code from the PC and
then sends OxDC back to confirm communication. After this, the PC will send ID packets
followed by large (59520 byte) packets of data to be written to the DAC. The ID packets are II
bytes long and dictate the flow of the code. An ID packet ensures synchronisation and in
addition tells the firmware: I) whether to write data to the DACs, change the scale and offset,
execute a read (grab an image from the SEM), or abort; 2) In the case of writes, how many data
points are being transmitted in the next data packet and what the time interval is between points,
3) in the case of scaling and offsetting, the ID packets also contain the values to be written to
the scale and offset DACs.
IDpackets are stored in a circular buffer in the onboard RAM. The code, for the most part,
alternates between downloading an IDpacket from the PC, and then down loading the associated
data points (raster data for the DACs). Once all the data points for an ID packet have been
down loaded, a new ID packet is down loaded and so forth. A timer interrupt will periodically
halt these loops to clock out the next data point from the FIFOs to the DACs.
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When grabbing and image from the SEM (performing a read), a second 'info' packet is sent to
the firmware detailing the image size and extent. After receiving this packet, the code similarly
settles into two loops: one where data is dumped to the DACs to generate the reading pattern,
and one that transmits data from the ADC FIFO to the PC. Again, the operation of these loops is
punctuated periodically by timer interrupts which clock data in and out of the FIFOs.
B.8 Conclusion
The hardware and software created for the lithography aspect of this work are in perfect
working order. It remains for somebody to fix the old JEOL JSM 35-C SEM and attach the
hardware. The process of creating fine lines using e-beam lithography is well documented and
with some practice and patience it could be simply achieved. This would make an incredibly
useful tool for research in the Materials Science laboratory.
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