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1. Introduction
Pregroup grammarswere introducedby Lambek [9], giving rise to a radically lexicalized theory of formal/programming/nat-
ural languages, by which properties of terminals determine the language recognized by a grammar. The rules are universal
(algebraic in this case) and do not vary with the language deﬁned, as in rewriting grammars. In [2] Buszkowski established
the equivalence of pregroup grammars and context-free grammars in terms of weak generative power, i.e., they deﬁne the
same class of (formal) languages.
In [4], a certain generalization of pregroup grammarswas proposed,whereby the free pregroup is augmentedwith a ﬁnite
set of inequations between types, expressing commutation and cancellation during reductions. This augmentation leads to a
class of languages transcending the context-free languages and, in particular, including languages such as
(1) Reduplication: {ww : w ∈ +}.
(2) Crossed dependency: {aibjaibj : i,j = 1,2, . . .}.
(3) Multiple agreement: {aibici : i = 1,2, . . .}.
all known asmildly context-sensitive languages (MCSL) [7].
In this paper, we
• extend the study of lexicalized deﬁnitions of (some) mildly context-sensitive languages, and state and prove a pumping
lemma for such languages; and
• introduce an automaton that recognizes these mildly context-sensitive languages.
Amore detailed comparisonwith other formalisms expressingMCSL [12], e.g., Tree-Adjoining Grammars (TAG) [8] and [11],
is deferred to future work. For a recent comparative study of MCSL see [10].
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The paper is organized as follows. In the next section, we review the deﬁnition of pregroup grammars1 and in Section 3,
we provide an alternative proof (via push-down automata) of their equivalence to context-free grammars. Section 4 reviews
the deﬁnition of restricted commutation-augmented pregroup grammars (RCAPGG) from [4] and their basic properties. It
also contains the statement of the pumping lemma for RCAPGG languageswhose proof is presented in Section 5. In Section 6,
we introduce the restricted canceling push-down automata and prove their equivalence to RCAPGGs. Finally, the last section
contains some concluding remarks.
2. Pregroup grammars
In this section, we deﬁne pregroup grammars and a certain extension thereof.
Deﬁnition 1. A pregroup is a tuple G = 〈G,≤,◦,,r,1〉, such that 〈G,≤,◦,1〉 is a partially ordered monoid,2 i.e., satisfying (where
A, B, and C range over G)
(mon) if A B, then CA CB and AC  BC
and ,r are unary operations (left/right inverses/adjoints) satisfying
(pre) AA 1 AA and AAr  1 ArA
The following equalities can be shown to hold in any pregroup.
1 = 1r = 1, Ar = Ar = A, (AB) = BA, (AB)r = BrAr (1)
Also, (mon) together with (1) yield
A B if and only if B  A if and only if Br  Ar (2)
Actually, for thedeﬁnition of apregroup grammarweneedonly thenotionof a quasi-pregroup. Quasi-pregroups are deﬁned
as pregroups except that the relation  being reﬂexive and transitive, does not have to be antisymmetric. That is,  is a
quasi-ordering.
The following construction of a free quasi-pregroup is due to Lambek, see [9]. Let B be a (ﬁnite) set. Terms are of the form
A(n), A ∈ B and n = 0, ± 1, ± 2, · · ·. The set of all terms generated by B is denoted by τ(B).
The elements of the free quasi-pregroup based on 〈B,〉 are types3 which are ﬁnite strings of terms, ‘◦’ is just the
concatenation of types, and 1 is the empty string. The set of all types generated by B is denoted by κ(B). The length of a type
(ﬁnite string of terms) x is denoted by |x|. The adjoints are given by
•
(
A
(n1)
1
· · ·A(nk)
k
) = (A(nk−1)
k
· · ·A(n1−1)
1
)
and
•
(
A
(n1)
1
· · ·A(nk)
k
)r = (A(nk+1)
k
· · ·A(n1+1)
1
)
.
Extend ‘≤’ to κ(B) by setting it to the smallest quasi-partial-order satisfying (where γ ,δ ∈ κ(B))
(con) γA(n)A(n+1)δ  γ δ (contraction)
(exp) γ δ  γA(n+1)A(n)δ (expansion)
and
(ind) γA(n)δ  γB(n)δ if
{
A B and n is even, or
B  A and n is odd (induced steps)
We also use the following two derived inequalities.
(gcon) γA(n)B(n+1)δ  γ δ, if
{
A B and n is even, or
B  A and n is odd (generalized contraction)
and
(gexp) γ δ  γA(n+1)B(n)δ, if
{
A B and n is even, or
B  A and n is odd (generalized expansion)
Obviously, (con) and (exp) are particular cases of (gcon) and (gexp), respectively. Conversely, (gcon) can be obtained as4
(ind) followed by (con), and (gexp) can be obtained as (exp) followed by (ind).
Consequently, if α′  α′′, then there exists a derivation
α′ = γ0  γ1  · · · γm = α′′, m 0
1 In fact, our deﬁnition is a bit more general than that in [2].
2 ‘◦’ is usually omitted.
3 Known also as categories.
4 Throughout, we systematically abuse notation, by using a rule name for an application of that rule.
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such that for each i = 1,2, . . . ,m, γi−1  γi is (gcon), (gexp), or (ind).
Lemma 2 (Switching Lemma, see [9, Proposition 2]). If α′  α′′ has a derivation of length m, then there exist types β and γ
such that
• α′  β by (gcon) only;
• β  γ by (ind) only;
• γ  α′′ by (gexp) only; and
• the sum of the lengths of the above three derivations is at most m.
Corollay 3. If α′  α′′, then there exist types γ , γ ′, and γ ′′ such that
• α′  γ by (ind) only;
• γ  γ ′ by (con) only;
• γ ′  γ ′′ by (exp) only; and
• γ ′′  α′′ by (ind) only.
Proof. As we have already observed above, (gcon) and (gexp) can be decomposed to (ind) followed by (con) and (exp)
followed by (ind), respectively. In addition we observe that (con) followed by (ind) can be replaced by the same (ind)
followed by the same (con), and (ind) followed by (exp) can be replaced by the same (exp) followed by the same (ind). Thus,
the corollary follows. 
Next we strengthen Corollary 3. For this we need the following notation. Let 〈B,〉 be a partially ordered set.
• For a type α we denote by t(α) the set of all terms which occur in α.
• For a term t = A(n) we denote its degree by d(t), the absolute value of n:
d(τ ) = |n|.
• We extend degrees to (non-empty) ﬁnite sets C of types by
d(C) = max{d(t) : t ∈
⋃
α∈C
t(α)}.
That is, d(C) is the maximal degree of the terms which occur in the types in C.
Corollay 4. If α′  α′′, then there exist types γ , γ ′, and γ ′′ such that
• α′  γ by (ind) only;
• γ  γ ′ by (con) only;
• γ ′  γ ′′ by (exp) only; and
• γ ′′  α′′ by (ind) only; and
• for each term t occurring in the above derivations, d(t) d({α′,α′′}).
Proof. Let A(n) be a term occurring in a type δ in a derivation of α′  α′′ provided by Corollary 3. We distinguish between
the following cases of the part of the derivation containing the ﬁrst occurrence of A(n): δ  γ , γ ′′  δ  α′′, and γ ′  δ  γ ′′.
(Obviously, A(n) cannot be introduced in the (con) part γ  δ  γ ′ of the derivation.)
Assume δ  γ . Then δ is derivable from α′ by (ind)s only, implying |n| d(α′).
Assume γ ′′  δ  α′′. Then the degree n appears in α′′, implying |n| d(α′′).
Finally, assume γ ′  δ  γ ′′. Then the degree n appears in γ ′′, and the inequality |n| d(α′′) follows from the previous
case. 
Next we turn to type grammars based on quasi-pregroups.
Deﬁnition 5. A pregroup grammar (PGG) is a tuple G = 〈,B,,I,S〉, where
•  is a ﬁnite set of terminals (the alphabet);
• 〈B,〉 is a ﬁnite partially ordered set of atoms;
• I is a mapping that assigns to each element of  a ﬁnite set of types over B, and
• S ∈ κ(B) is a distinguished type.5
The language L(G) generated by G is
5 Cf. [2], where S is a term, which slightly simpliﬁes the proof of correspondence with context-free grammars, trading off generality.
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{a1a2 · · · an ∈ + : for some αi ∈ I(ai), i = 1,2, . . . ,n, α1 · · ·αn  S}.
Example 6. Consider the pregroup grammar Ga = 〈{a,b},{S,A}, = ,I,S〉, where
• I(a) = {SAS,SA}, and
• I(b) = {A}.
It generates the agreement language – La = {anbn : n = 1,2, . . .}. Below we present the derivation of a3b3. The lexical type
assignment chosen is
a︷ ︸︸ ︷
SAS
a︷ ︸︸ ︷
SAS
a︷︸︸︷
SA
b︷︸︸︷
A
b︷︸︸︷
A
b︷︸︸︷
A
and an appropriate derivation establishing that a3b3 ∈ L(Ga) is as follows, where applications of (con) are underlined.
SASSASSAAAA SAASSAAAA SAAAAAA SAAAA SAA S.
Proposition 7 below easily follows from Deﬁnition 5
Proposition 7. Let G = 〈,B, ,I,S〉 and G′ = 〈,B, ,I′,S〉 be pregroup grammars such that for each a ∈  the following holds.
(1) I(a) ⊆ I′(a), and
(2) for each type α′ ∈ I′(a) there is a type α ∈ I(a) such that α  α′.
Then L(G′) = L(G).
Proof. The inclusion L(G) ⊆ L(G′) immediately follows from condition (1) of the proposition.
For the proof of the converse inclusion L(G′) ⊆ L(G), let a1a2 · · · an ∈ L(G′). That is, there exist α′i ∈ I′(ai), i = 1,2, . . . ,n,
such that α′
1
α′
2
· · ·α′n  S. By condition (2) of the proposition, there exists αi ∈ I(ai), such that αi  α′i , i = 1,2, . . . ,n. Then
α1α2 · · ·αn  S, i.e., a1a2 · · · an ∈ L(G). 
Theorem 8 ([2, Theorem 4]). A language not containing 
 is context-free if and only if it is the language of a pregroup grammar.
In the next section, we present a new proof of Theorem 8, see [5]. Unlike the proof in [2] that employs some results on
categorial grammars and Lambek calculus, our proof is direct. More important, our proof naturally ﬁts the spirit of this paper,
because it employs push-down automata only.
3. Equivalence of pregroup grammars and context-free grammars
The proof of Theorem 8 is based on the following model of one-state push-down automata.
An extended one-state push-down automaton is a system A = 〈,,Z ,μ〉, where  is the input alphabet;  is the stack
alphabet; Z ∈  is the start symbol; and μ is a ﬁnite subset of (( ∪ {
}) × +) × ∗ called the transition relation. A transition
((a,δ1),δ2) ∈ μ, a ∈  ∪ {
}, is sometimes written as (a,δ1) →μ δ2. We omit the subscript μ when it is clear from the context.
A conﬁguration of A is a pair (w,γ ) ∈ ∗ × ∗. Here w is the sufﬁx of the input yet to be scanned, and γ is the content of
the stack read bottom-up.
A conﬁguration (u,γ1) yields in one step a conﬁguration (v,γ2), denoted (u,γ1) A (v,γ2), if there exist a ∈  ∪ {
} and
γ ,δ1,δ2 ∈ ∗ such that: u = av; γ1 = γ δ1; γ2 = γ δ2; and (a,δ1) → δ2.
As usual, the reﬂexive-transitive closure of A is denoted by ∗A and the ith power of A is denoted by iA. That is,
(u,α) iA (v,β) means that (u,α) yields (v,β) in i steps. We omit the subscript Awhen it is clear from the context.
The language L(A) accepted by A is deﬁned as
L(A) = {w ∈ ∗ : (w,Z) ∗ (
,
)}.6
Finally, A is called a proper one-state push-down automaton if for each transition ((a,δ1),δ2) ∈ μ, a ∈  and δ1 ∈ .7
Remark 9. Extendingwith a new symbol Z0 and replacing all transitions of the form (a,Z) → δwith (a,Z0) → δ, if necessary,
we may assume that the automaton start symbol Z0 is never pushed into its push-down stack.
6 That is, we adopt acceptance by empty stack.
7 That is,A is an ordinary one-state push-down automaton without 
-transitions.
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It can be inferred from the proof of [6, Theorem5.3, pp. 115–116] that context-free languages not containing 
 are accepted
by proper one-state push-down automata. Conversely, an extended push-down automaton can be converted into a standard
many-state one8 by remembering a topmost part of thepush-downstackby a state. Thus, by [6, Theorem5.4, p. 116], extended
one-state push-down automata accept context-free languages.
Now we are ready for the proof of Theorem 8.
3.1. From pushdown automata to pregroup grammars
Let A = 〈,,Z ,μ〉 be a proper one-state push-down automaton and let S ∈ . Consider the pregroup grammar GA =
〈,B, = ,I,S〉, where B =  ∪ {S} and, for a ∈ ,
I(a) = {Xrδ : ((a,X),δ) ∈ μ} ∪ {Sδ : ((a,Z),δ) ∈ μ}.
To proceed, we introduce the following notation: r = {Xr : X ∈ } and for a type α ∈ κ(B) all terms of which are in  ∪ r
we denote by α the shortest type derivable from α by (con)s only. Proposition 10 below shows that α is well-deﬁned.
Proposition 10. Let α ∈ κ(B) be a type all terms of which are in  ∪ r and let α′ and α′′ be types of the shortest length derivable
from α by (con)s only. Then α′ = α′′.
Proof. First we convert “(con) derivations” from α into the canonical leftmost form. Since the relevant terms in a (con)
derivation from α do not overlap, two consecutive steps in the derivation can be interchanged. Therefore, we may assume
that in a (con) derivation from α the (con)s are applied from left to right.
Now, since |α′| = |α′′| and each application of (con) decreases the length of a type by 2, both α′ and α′′ are derived from α
by the same number of (con)s, that we denote by i.
The proof of the proposition is by induction on i.
The basis α′ = α′′ = α is immediate, and for the induction step consider the ﬁrst application of (con) in the leftmost
derivations of α′ and α′′ from α. Let them be
α = γ ′A′A′rδ′  γ ′δ′  α′,
and
α = γ ′′A′′A′′rδ′′  γ ′′δ′′  α′′,
respectively.
We contend that γ ′ = γ ′′. For the proof assume to the contrary that γ ′ is a proper preﬁx of γ ′′.9 Then α′′ = γ ′A′A′rβ for
some β ∈  ∪ r , implying
γ ′β < γ ′A′A′rβ = α′′  α. (3)
However, since |γ ′β| = |α′′| − 2, (3) contradicts the proposition requirement that α′ and α′′ are types of the shortest length
derivable from α by (con)s only.
Therefore, α′ and α′′ are types of the shortest length derivable from γ ′δ′ by i − 1 (con)s, and, the equality α′ = α′′ follows
from the induction hypothesis. 
Let w = a1a2 · · · an ∈ +. The proof that
w ∈ L(A) if and only if w ∈ L(GA)
immediately follows from the observation below.
Let
(a1a2 · · · an,γ0X0)  (a2 · · · an,γ1X1)  · · ·  (an,γn−1Xn−1)  (
,γn),
where γ0X0 = Z, γiXi = γi−1δi, and γn = γn−1δn are such that ((ai,Xi−1),δi) ∈ μ, i = 1,2, . . . ,n. Then for the type assignment I(a1) =
Sδ1, and I(ai) = Xri−1δi, i = 2,3, . . . ,n, I(a1)I(a2) · · · I(an) = Sγn.
Conversely, let I(a1) = Sδ1, and I(ai) = Xri−1δi, i = 2,3, . . . ,n, be such that I(a1)I(a2) · · · I(an) ∈ S∗. Let γ0X0 = Z, γiXi = γi−1δi,
i = 1,2, . . . ,n − 1, and let γn = γn−1δn. Then ((ai,Xi−1),δi) ∈ μ, i = 1,2, . . . ,n, implying
(a1a2 · · · an,γ0X0)  (a2 · · · an,γ1X1)  · · ·  (an,γn−1Xn−1)  (
,γn),
and γn = I(a1)I(a2) · · · I(an).
8 See [6, Section 5.1, pp. 107–113], say.
9 The case of |γ ′′ | |γ ′ | can be treated in the symmetric manner.
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The proof of the observation is by a straightforward induction on n and is left to the reader.
3.2. From pregroup grammars to pushdown automata
The proof of the “if” part of the theorem involves the following notation. For a type xwe denote by [x] the collection of all
types derivable from x by (ind)s and (con)s only. Obviously, [x] is ﬁnite.
Let G = 〈,B, ,I,S〉 be a pregroup grammar. By Proposition 7, we may assume that for each a ∈  the type assignment I
satisﬁes the following condition.
• Let x ∈ I(a) and and let x′  x be such that d(x′) d({S} ∪⋃b∈ I(b)). Then x′ ∈ I(a).
Let Z , Z ′ and Z ′′ be new symbols. Consider the extended one-state (improper) push-down automatonAG = 〈,,Z ,μ〉 that
is deﬁned as follows.
•  = {a(n) : a ∈ B and |n| d({S} ∪⋃b∈ I(b))} ∪ {Z ,Z ′,Z ′′}.
• Let  = max{|x| : x ∈ {S} ∪⋃b∈ I(b)}. Then μ is the union of the following four sets of transitions.
• {((
,Z),Z ′′Z ′)},
• {((a,Z ′),xZ ′) : x ∈ I(a)},
• {((
,γ Z ′),γ ′Z ′) : |γ | 2 and γ ′ ∈ [γ ]}, and
• {((
,Z ′′γ Z ′),
) : |γ |  and γ  S by (exp)s followed by (ind)s}.10
Let a1a2 · · · an ∈ L(AG). Let ((ai,Z ′),xiZ ′) be the transition ofAG on ai, i = 1,2, . . . ,n, in an accepting run ofAG on a1a2 · · · an.
It follows from the deﬁnition of AG that x1 · · · xn  S. That is, a1a2 · · · an ∈ L(G).
Conversely, let a1a2 · · · an ∈ L(G). That is, there are types xi ∈ I(ai), i = 1,2, . . . ,n, such that x1 · · · xn  S. By Corollary 4,
there is a derivation of x1x2 · · · xn  S for which the following holds. There exist types z′ and z′′ such that
(1) x1x2 · · · xn  z′ by (ind)s and (con)s only;
(2) z′  z′′ by (exp)s only;
(3) z′′  y by (ind)s only; and
(4) for each term t occurring in the above derivations, d(t) d({S} ∪⋃b∈ I(b)).
Moreover, “permuting” the applications of (ind)s and (con)s, if necessary, in each step of the derivation of x1x2 · · · xn  z′
(part (1) of the derivation) we may assume that the leftmost possible (ind) or (con) is applied. Therefore, an accepting run
of AG on a1a2 · · · an can be as follows.
• The transition on ai is ((ai,Z ′),xiZ ′), i = 1, · · · ,n.
• After reading ai, i = 1,2, . . . ,n, the automaton applies all appropriate (ind)s and (con)s from part (1) of the derivation to
the 2 topmost symbols of the push-down stack using appropriate 
-transitions.
In suchway, after having read thewhole input and having applied all (ind)s and (con)s from part (1) of the derivation, the
automaton is left with Z ′′γ Z ′, γ  S (by (exp)s followed by (ind)s), in the push-down stack. Since, obviously, x1x2 · · · xn  γ ,
a1a2 · · · an ∈ L(AG) follows.
Remark 11. We note that another variation on the construction of a pushdown automaton equivalent to a given PGG is
presented in [3].
4. Restricted commutation-augmented pregroup grammas
This section repeats the deﬁnition from [4, Section 4] of the extension of the underlying free pregroup with commuting
and canceling inequations of the forms (m) and (c) below.
Deﬁnition 12. Let 〈B1,1〉 and B2 be a ﬁnite partially ordered set and a ﬁnite set, respectively, such that B1 ∩ B2 = ∅,
and let Z , U, and V be three new special elements. Let C ′ = 〈A′
1
,A′
2
, . . . ,A′
k
〉 ∈ (τ (B2))k and C ′′ = 〈A′′1,A′′2, . . . ,A′′k〉 ∈ (τ (B2))k be
k-tuples of B2-terms. We denote by G(B1,1 ,B2,C ′,C ′′,Z ,U,V) the quasi-pregroup that is obtained from the partially ordered
set 〈B1 ∪ B2 ∪ {Z ,U,V},1 ∪ =〉 by imposing, in addition to (con), (ind), and (exp), the relations (m) (for move) and (c) (for
cancel).
(m) BA AB, B ∈ τ(B1) ∪ C ′ and A ∈ C ′′ (recall that τ(B1) is the set of all terms generated by B1).11
10 Obviously, this set of transitions is ﬁnite.
11 Of course, by A ∈ C ′ (respectively, A ∈ C ′′) we mean that for some i = 1,2, . . . ,k, A = A′
i
(respectively, A = A′′
i
).
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and
(c) ZA′
i
A′′
i
 Z , i = 1,2, . . . ,k
and extending (ind)with the following induced relations.
(indnm) γB
(n)A(n)δ  γA(n)B(n)δ, B ∈ τ(B1) ∪ C ′ and A ∈ C ′′
and
(indnc )
{
γ Z(n)A′
i
(n)A′′
i
(n)
δ  γ Z(n)δ, if n is even, or
γ Z(n)δ  γA′′
i
(n)A′
i
(n)Zδ, if n is odd
, i = 1,2, . . . ,k
Remark 13. Note that it follows from (m) that all components of C ′′ can be moved (in a number of steps) through any
category in κ(B1). That is, for all A ∈ C ′′ and any α ∈ κ(B1), αA Aα. Consequently, by (indnm)s, all elements of
{A′′i (n) : i = 1,2, . . . ,k, n = 0, ± 1, ± 2, . . .}
can be moved through any category in κ(B1) as well.
The above quasi-pregroup G(B1,1 ,B2,C ′,C ′′,Z ,U,V) is called a restricted commutation-augmented pregroup (RCAPG).12
Deﬁnition 14. The tuples C ′ = 〈A′
1
,A′
2
, . . . ,A′
k
〉 ∈ (τ (B2))k and C ′′ = 〈A′′1,A′′2, . . . ,A′′k〉 ∈ (τ (B2))k are called unrelated if
• for all A,B ∈ C ′ ∪ C ′′ such that A /= B, A ∈ {B,B,Br}.
At last we have arrived at the deﬁnition of restricted commutation-augmented pregroup grammars.
Deﬁnition 15. A restricted commutation-augmented pregroup grammar (RCAPGG) based on an RCAPG G(B1,1 ,B2,C ′,C ′′,Z ,
U,V) with unrelated C ′ and C ′′ is a tuple G = 〈,B1,1 ,B2,C ′,C ′′,Z ,U,V , I′,I,I′′,S〉, where  is a ﬁnite set of terminals (the
alphabet), S ∈ τ(B1) is a distinguished term, and the lexical type assignments I′, I, and I′′ are deﬁned as follows.
For each c ∈ 
• I′(c) is a (ﬁnite) subset of the free monoid generated by C ′,
• I is an ordinary type assignment over κ(B1),13 and
• I′′(c) is a (ﬁnite) subset of the free monoid generated by C ′′.
The language generated by G is deﬁned by
L(G) = {c1 · · · cl: there exist α1, . . . ,αl such that αi ∈ {Z ,U}I′(ci){U,V } ∪ {Z ,V}I(ci)I′′(ci){V ,1}, i  l, and α1 · · ·αl  ZS}
Remark 16. Note that PGGs can be embedded into RCAPGGs in the following sense. Let G1 = 〈,B1,1 ,I,S〉 be a PGG. Then
for the RCAPGG G = 〈,B1,1 ,∅,〈〉,〈〉,Z ,U,V ,∅,I,1,S〉,14 L(G1) = L(G). In particular, since B2 = ∅, the underlying pregroup is
free, i.e., no inequations are added.
Example 17 (Cf. Example 6). Consider the RCAPGG Gma = 〈{a,b,c},{B}, = ,{A},〈A〉,〈A(3)〉,Z ,U,V ,I′,I,I′′,1〉, where
• I′(a) = {A}, and I′(b) = I′(c) = ∅;
• I(a) = ∅, I(b) = {B}, and I(c) = {B}; and
• I′′(a) = ∅, I′′(b) = 1, and I′′(c) = {A(3)}.
It isnothard to showthatGma generatesmultiple agreement ({anbncn : n = 1,2, . . .}). For example, to showthata3b3c3 ∈ L(Gma),
because of uniqueness of the type assignment we have to derive15
a︷ ︸︸ ︷
ZAU
a︷ ︸︸ ︷
UAU
a︷ ︸︸ ︷
UAV 
b︷ ︸︸ ︷
VBV 
b︷ ︸︸ ︷
VBV 
b︷ ︸︸ ︷
VBV 
c︷ ︸︸ ︷
VBA(3)V 
c︷ ︸︸ ︷
VBA(3)V 
c︷ ︸︸ ︷
VBA(3)  Z.
A possible derivation of the above inequation is as follows.
12 The reason for ‘restricted’ is the correspondence with a certain restricted canceling pushdown automaton, see Section 6. More general notions of
commutation-augmented pregroup grammars, as well as canceling PDAs, will be reported elsewhere.
13 Recall that κ(B1) is the set of all categories generated by B1.
14 That is, I′′ is the constant function 1.
15 Note that since S = 1, ZS = S.
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ZAUUAUUAV VBV VBV VBV VBA(3)V VBA(3)V VBA(3)
 ZAAABBBBA(3)BA(3)BA(3) by 8 (con)s
 ZAAABBA(3)BA(3)BA(3) by (con)
 ZAA(3)AABBBA(3)BA(3) by 4 (ind1m)s
 ZAABBBA(3)BA(3) by (ind1c )
 · · · ZABBA(3)  · · · Z.
That is, we use (m) tomove the A(3)s all theway to Z , and (c) to cancel each A(3) against A in the “beginning” of the product.
Note that the second line ZAAABBBBA(3)BA(3)BA(3) of the above derivation is a “{UU,V V}-contracted” ﬁrst one—the
type assignment to a3b3c3, whereas its penultimate line ZAABBBA(3)BA(3) is a “{UU,V V}-contracted” type assignment to
a2b2c2.
In a similar manner one can design RCAPGGs for crossed dependencies ({anbmcndm : n,m = 1,2, . . .}) and reduplication
({ww : w ∈ +}), see also Corollary 19 to Theorem18below. That is, the characteristicMCSLs can be deﬁned by such extended
pregroup grammars.
For Theorem 18 below we recall the notion of substitution.
Let  and  be alphabets. A substitution S is a mapping of  into subsets of ∗.16 It is of a ﬁnite range, if S(σ ) is ﬁnite for
all σ ∈ . Finally, S extends onto the whole ∗ by the following recursion: S(
) = {
}, and S(wσ) = S(w)S(σ ), i.e., S(wσ) is the
concatenation of S(w) with S(σ ).
Theorem 18 (See [4, Theorem 4.10]). A language L ⊆ + is generated by an RCAPGG if and only if there exists a context-free
language L′ ⊆ +, a ﬁnite alphabet , and ﬁnite range substitutions S′,S′′ :  → 2∗ such that
L = {z′z′′ ∈ + : z′′ ∈ L′ and S′(z′) ∩ S′′(z′′) /= ∅}.
Corollay 19 (See [4, Corollary 4.11]). The following languages are generated by RCAPGG.
(1) All (
-free) context-free languages.
(2) Lrd = {ww : w ∈ +}.
(3) Lcd = {aibjcidj : i,j = 1,2, . . .}.
(4) Lma = {aibici : i = 1,2, . . .}.
Corollay 20 (See [4, Corollary 4.13]). RCAPGG languages are in P. Namely, the membership complexity is O(n4).
Corollay 21 (See [4, Corollary 4.17]). RCAPGG languages are semi-linear.
5. A pumping lemma for RCAPGG languages
We start this section with the statement of the pumping lemma for RCAPGG languages.17
Theorem 22 (A pumping lemma for RCAPGG languages). For each language L generated by an RCAPGG there is a natural
number NL that satisﬁes the following condition. If z ∈ L and |z| NL , then z can be decomposed as z = v1v2v3v4v5v6v7v8v9 such
that
(1) |v2v4v6v8| 1, and
(2) for all n 0,v1vn2v3vn4v5vn6v7vn8v9 ∈ L.
Example 23. The language.
L = {anbncndnen : n = 1,2, . . .}
is not generated by an RCAPGG. Indeed, assume to the contrary that L is an RCAPGG language Then aNLbNL cNLdNL eNL can be
decomposed as v1v2v3v4v5v6v7v8v9, such that
(1) |v2v4v6v8| 1, and
(2) for all n 0, v1vn2v3vn4v5vn6v7vn8v9 ∈ L.
16 Note that now we use the symbol S to denote substitutions.
17 A similar pumping lemma was stated (and proved) for TAGs in [11].
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Fig. 1. A perfect alignment.
Fig. 2. The function t.
Obviously, none of v2, v4, v6, and v8 may contain two different symbols, because in such case, pumping would change the
order of the symbols in the word. But then, pumping breaks the symbol-multiplicity equality, because we can only pump
four symbols out of ﬁve.
The proof of Theorem 22 is based on the description of RCAPGG languages provided by Theorem 18. The idea underlying
the proof is, roughly speaking, as follows. Let
L = {z′z′′ ∈ + : z′′ ∈ L′ and S′(z′) ∩ S′′(z′′) /= ∅},
where L′ ⊆ + is a context-free language and S′,S′′ :  → 2∗ are ﬁnite range substitutions.
Let z = z′z′′, where z′ ∈ ∗ and z′′ ∈ L′ are such that for some θ ∈ ∗, θ ∈ S′(z′) ∩ S′′(z′′).
If z′′ is sufﬁciently long, by the pumping lemma for context-free languages, it can be decomposed into the form z′′ =
z′′
1
z′′
2
z′′
3
z′′
4
z′′5 such that |z′′2z′′4| > 0 and for every n = 0,1, . . ., z′′1z′′2nz′′3z′′4nz′′5 ∈ L′.
Let τ = τ1τ2τ3τ4τ5, where τk ∈ S′′(z′′k), k = 1,2,3,4,5. Were there a decomposition z′ = z′1z′2z′3z′4z′5 such that τk ∈ S′(z′k), k =
1,2,3,4,5, we could just pump the patterns z′
2
, z′
4
, z′′
2
, and z′′
4
of z = z′z′′ = z′
1
z′
2
z′
3
z′
4
(z′5z
′′
1
)z′′
2
z′′
3
z′′
4
z′′5. This is a situation of perfect
alignment, by which the inverse image by S′ of the images by S′′ (in the non-empty intersections) of the pumped patterns in
z′′ falls exactly on exact sub-word boundaries in z′, see Fig. 1.
Anyparallel pumping as indicated for such a casewillwork, preserving thenon-emptiness of the appropriate intersections
on the result of the pumping. However, such a perfect alignment need not necessarily hold. In case it does not hold, we need
to realign the pumped patterns in z′. Here, the idea is as follows. Relying on there being only a bounded number of pairwise
distinct preﬁxes and sufﬁxes of the words in S′(a) : a ∈ , we look at patterns in z′ that are both preceded and succeeded by
the same sub-word, and, at the same time, are in the inverse image by S′ of (non-empty) intersections with the image of S′′.
For such a sub-word, adding the preﬁx and removing the (identical) sufﬁx generates new correct pumpable patterns in z′.
We next proceed by making this idea precise. For this (and Lemmas 24 and 25 below) we need the following notation.
• z′ = a1a2 · · · am ∈ ∗;
• θi ∈ S′(ai), i = 1,2, . . . ,n; and
• θ = θ1θ2 · · · θm = b1b2 · · · b|θ |, bi ∈ , i = 1,2, . . . ,|θ |.
Let the function t : {1,2, . . . ,|θ |} → {1,2, . . . ,m} be deﬁned by
t(k) = min{j : |θ1θ2 · · · θj| k},
and let θ ′
t(k)
and θ ′′
t(k)
be such that
b1b2 · · · bk = θ1θ2 · · · θt(k)−1θ ′t(k)
and
θ ′t(k)θ
′′
t(k) = θt(k),
i = 1,2, · · · ,|θ |, see Fig. 2.
Assume that for some k′
1
, k′′
1
, k′
2
, and k′′
2
such that k′
1
< k′′
1
< k′
2
< k′′
2
we have
(1) • τ1 = b1b2 · · · bk′
1
= θ1θ2 · · · θt(k′
1
)−1θ ′t(k′
1
)
,
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Fig. 3. An imperfect alignment, i = 2,4.
• τ2 = bk′
1
+1bk′
1
+2 · · · bk′′
1
= θ ′′
t(k′
1
)
θt(k′
1
)+1 · · · θt(k′′
1
)−1θ ′t(k′′
1
)
,
• τ3 = bk′′
1
+1bk′′
1
+2 · · · bk′
2
= θ ′′
t(k′′
1
)
θt(k′′
1
)+1 · · · θt(k′
2
)−1θ ′t(k′
2
)
,
• τ4 = bk′
2
+1bk′
2
+2 · · · bk′′
2
= θ ′′
t(k′
2
)
θt(k′
2
)+1 · · · θt(k′′
2
)−1θ ′t(k′′
2
)
, and
• τ5 = bk′′
2
+1bk′′
2
+2 · · · b|θ | = θ ′′t(k′′
2
)
θt(k′′
2
)+1 · · · θt(|θ |), and, in addition,
(2) θ ′
t(k′
1
)
= θ ′
t(k′′
1
)
and θ ′
t(k′
2
)
= θ ′
t(k′′
2
)
.
Then we can pump the patterns z′
2
= at(k′
1
)at(k′
1
)+1 · · · at(k′′
1
−1) and z′4 = at(k′2)at(k′2)+1 · · · at(k′′2−1) of z′ together with the
patterns z′′
2
and z′′
4
of z′′, see Fig. 3.
Indeed, by the deﬁnition of τis, i = 1,2, . . . ,5, for all non-negative integers nwe have
τ1τ
n
2 τ3τ
n
4 τ5 ∈ S′′(z′′1z′′2nz′′3z′′4nz′′5)
and, by condition (2), we have
τ1τ
n
2 τ3τ
n
4 τ5=· · · θ ′t(k′
1
)
(θ ′′t(k′
1
)
· · · θt(k′′
1
)−1θ ′t(k′′
1
)
)n · · · θ ′t(k′
2
)
(θ ′′t(k′
2
)
· · · θt(k′′
2
)−1θ ′t(k′′
2
)
)n · · ·
=· · · (θ ′t(k′
1
)
θ ′′t(k′
1
)
· · · θt(k′′
1
)−1)nθ ′t(k′′
1
)
· · · (θ ′t(k′
2
)
θ ′′t(k′
2
)
· · · θt(k′′
2
)−1)nθ ′t(k′′
2
)
· · ·
Obviously, the latter word is in S′(z′
1
z′
2
nz′
3
z′
4
nz′5), implying
z′1z
′
2
n
z′3z
′
4
n
z′5z
′′
1z
′′
2
n
z′′3z
′′
4
n
z′′5 ∈ L.
Of course, given partitions z′′ = z′′
1
z′′
2
z′′
3
z′′
4
z′′5 and τ = τ1τ2τ3τ4τ5 as above, condition (1) does not necessarily imply con-
dition (2). However, Lemmas 24 and 25 below show that if we have many pairs of patterns τ2 and τ4, we can ﬁnd a pair
satisfying these conditions. Then we shall prove a bit stronger version of the pumping lemma for context-free languages
(Lemma 27 below) that allows us to pump a number of patterns simultaneously.
Lemma 24. Let θ1,θ2, . . . ,θm, and θ be as above. Then for each natural number m there is a natural number Nm such that for
each sequence of non-negative integers 1 i1 < i2 < · · · < iNm  |θ | there is a sequence of indices j1 < j2 < · · · < jm for which
the following holds.
For each k′,k′′ = 1,2, . . . ,m, θ ′
t(ijk′ )
= θ ′
t(ijk′′ )
.
Proof. Since each θ ∈ ∗ has exactly |θ | + 1 pairwise different preﬁxes, the set of all preﬁxes of all θis, i = 1,2, . . . ,|θ |, contains
at most
∑m
i=1(|θi| + 1) elements. Thus,
Nm =
⎛
⎝(m − 1) m∑
i=1
(|θi| + 1)
⎞
⎠+ 1
satisﬁes the lemma requirements. 
Lemma 25. Let (i′
1
,i′′
1
),(i′
2
,i′′
2
), . . . ,(i′NN2
,i′′NN2
) be a sequence of pairs of integers such that
1 i′1  i′2  · · · i′NN2 < i
′′
NN2
 i′′NN
2−1
 · · · i′′1  |θ |.
18
Then there are indices k1 and k2 such that θ
′
t(i′
k1
)
= θ ′
t(i′
k2
)
and θ ′
t(i′′
k1
)
= θ ′
t(i′′
k2
)
.19
18 Of course, NN2 is the Nm withm = N2 deﬁned in Lemma 24.
19 Thus, at(i′
k1
)at(i′
k1
)+1 · · · at(i′
k2
)−1 and at(i′′
k1
)at(i′′
k1
)+1 · · · at(i′′
k2
)−1 are the above patterns of z′ which we can pump together with the patterns z′′2 and z
′′
4
of z′′ ,
see the discussion preceding Lemma 24.
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Fig. 4. Pumping v and x.
Proof. By Lemma 24, there is a sequence of indices jN2 < jN2−1 < · · · < j1 such that for each k′,k′′ = 1,2, . . . ,N2, θ ′t(i′
jk′
)
= θ ′
t(i′
jk′′
)
.
Applying Lemma 24 one more time to i′′
j1
< i′′
j2
< · · · < i′′
jN2
results in the desired pair of indices k1 and k2. 
Next we state and prove a stronger version of the pumping lemma for context-free languages that allows us to pump a
number of patterns simultaneously. For this we need the following notation.
• A = 〈,,Z ,μ〉 is a proper one-state push-down automaton;
• z = a1a2 · · · aN ∈ L(A); and
• (z0,γ0),(z1,γ1), . . . ,(zN ,γN) is an accepting run of A on z, i.e.,
− zi = ai+1ai+2 · · · aN ,20
− γ0 = Z and γN = 
, and
− for each i = 0,1, . . . ,m − 1, (zi,γi)  (zi+1,γi+1).
Lemma 26. Let z be of the form z = uvwxy such that
(1) for some A ∈  and some γ ′|u|,γ ′|uv| ∈ ∗, γ|u| = γ ′|u|A and γ|uv| = γ ′|uv|A;
(2) for all i = |u| + 1,|u| + 2, . . . ,|uv|,|γi| |γ|u||;
(3) for all i = |uv| + 1,|uv| + 2, . . . ,|uvw| − 1,|γi| |γ|uv||;
(4) |γ|uvw|| = |γ|uv|| − 1;
(5) for all i = |uvw| + 1,|uvw| + 2, . . . ,|uvwx|,|γi| |γ|u||; and
(6) |γ|uvwx|| = |γ|u|| − 1.
Then for each non-negative integer n, uvnwxny ∈ L(A).
Proof. It follows from prerequisites (1) and (2) of the lemma that γ|uv| = γ|u|γA, γ ∈ ∗, and (v,A) |v| (
,γA), see Fig. 4.
Therefore, for each non-negative integer n,
(vn,A) n|v| (
,γ nA). (4)
Next, it follows from prerequisites (3) and (4) of the lemma that
(w,A) |w| (
,
). (5)
Finally, it follows from prerequisites (4), (5) and (6) of the lemma that (x,γ ) |x| (
,
).21 Therefore, for each non-negative
integer n,
(xn,γ n) n|x| (
,
). (6)
Joining the above moves of Awe obtain
20 In particular, zN = 
.
21 That is, on the input x the automaton pops γ from the push-down stack.
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(uvnwxny,Z) |u| (vnwxny,γ|u|) = (vnwxny,γ ′|u|A)
n|v| (wxny,γ ′|u|γ nA) by (4)
|w| (xny,γ ′|u|γ n) by (5)
n|x| (y,γ ′|u|) = (y,γ|uvwx|) by (6)
|y| (
,
),
which completes the proof of the lemma. 
Lemma 27 (An extended pumping lemma for context-free languages). For each positive integer m there is a natural number
NL,m satisfying the following condition. If z ∈ L(A) and |z| NL,m, then z can be written as z = uv1 · · · vmwxm · · · x1y such that
1. |vi| 1, i = 1,2, . . . ,m, and
2. for all i′,i′′,1 i′  i′′  m and all n 0,
uv1 · · · vi′−1(vi′ · · · vi′′ )nvi′′+1 · · · vmwxm · · · xi′′+1(xi′′ · · · xi′ )nxi′−1 · · · x1y ∈ L.
Proof. The proof resembles [1, Algorithm 2.16 and the proof of Theorem 2.22, pp. 187–188]. Let k be the number of symbols
in  and let  = max{|γ | : ((a,X),γ ) ∈ μ} be the length of the longest word pushed into the stack of A in a single transition.
We contend that
NL,m = m(k
km+1 − k)
(k − 1) + 1
satisﬁes the lemma requirements. We distinguish between the following two cases.
Case 1: For some I = 0,1, . . . ,N, |γI | > km. Consider the sequence of non-negative integers i0 < i1 < · · · < in  I deﬁned by
• i0 = 1, and
• for j  1, ij = min{i : ij−1 < i  I, and for all i′, i  i′  I, |γi′ | > |γij−1 |}.
Since at each move the length of the push-down stack can grow at most by , for all i = 1,2, . . . ,N,
|γi| |γi−1| + . (7)
In addition, it follows from the deﬁnition of the ijs that for j = 1,2, . . . ,n,
|γij−1| |γij−1 |.
This, together with (7), implies
|γij | |γij−1 | + , (8)
and it follows by a straightforward induction from (8) that for j = 0,1, . . . ,n,
|γij | j + 1. (9)
Next, it follows from the deﬁnition of the ijs that |γin | |γI |, which together with |γI | > km implies
|γin | > km. (10)
By (9) and (10), n + 1 > km, implying n km. Since the number of symbols in  is k, for some A ∈  there is a sequence
of indices 0 j1 < j2 < · · · < jm < jm+1  n such that γijh = γ
′
ijh
A, h = 1,2, . . . ,m + 1.
Let the sequence of non-negative integers I < i′
m+1 < i
′
m < · · · < i′1  N be deﬁned by
• i′
h
= min{i : |γi| = |γijh | − 1}, h = 1,2, . . . ,m + 1,
and let
• u = a1a2 · · · aij1 ;• vh = aijh+1aijh1+2 · · · aijh+1 ; h = 1,2, . . . ,m;• w = aijm+1+1aijm+1 +2 · · · ai′0 ;
• xh = ai′
h+1+1ai′h+1+2 · · · ai′h , h = 1,2, . . . ,m; and• y = ai′
1
+1ai′
1
+2 · · · aN .
Then, by the deﬁnition of the ijs, |vh| 1, h = 1,2, . . . ,m, and Case 1 follows from Lemma 26 with
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• u being uv1 · · · vi′−1;
• v being vi′ · · · vi′′ ;
• w being vi′′+1 · · · vmwxm · · · xi′′+1;
• x being xi′′ · · · xi′ ; and
• y being xi′−1 · · · x1y.
Case 2: For all i = 0,1, . . . ,N, |γi| km. Since the number of symbols in  is k, there are at most
k + k2 + · · · + kkm = (kkm+1 − k)/(k − 1)
pairwise different non-empty γis, i = 0,1, . . . ,N − 1. Therefore, since
N  NL,m = m(k
km+1 − k)
(k − 1) + 1,
there exists non-negative integers 0  i1 < i2 < · · · < im < im+1 < N such that
γi1 = γi2 = · · · = γim = γim+1 .
Let
γ = γi1 (= γi2 = · · · = γim = γim+1 ).
Thus, for all h′,h′′ = 1,2, . . . ,m + 1 such that h′ < h′′ we have
(aih′ +1aih′ +2 · · · aih′′ ,γ ) ∗ (
,γ ).
Let vh = aih+1aih+2 · · · aih+1 , h = 1,2, . . . ,m. Then for all 1 i′  i′′  m, like in the case of the ordinary ﬁnite automata, we
can pump the pattern vi′vi′+1 · · · vi′′ of z. That is,
• u = a1a2 · · · ai1 ;• w = x1 = x2 = · · · = xm = 
; and
• y = aim+1+1aim+1+2 · · · aN . 
Remark 28. Alternatively, Lemma 27 can be proved similarly to [6, Lemma 6.1, p. 125] as follows. Let k be the number of
variables in a Chomsky normal-form context-free grammar generating L. Then we can put NL,m = 2mk , and, like in the proof
of the ordinary pumping lemma, in a derivation tree of a word longer than NL,m we can ﬁnd a path that containsm + 1 nodes
labeled with the same variable. From this point the proof is, actually the same. The reasons for choosing the automata based
proof are as follows.
(1) In view of our automata approach, an automata based proof is more natural from a methodological point of view.
(2) Our automata based proof is new.
(3) A complete “tree” proof of Lemma 27 is not shorter.
Now we are ready for the proof of Theorem 22.
Proof of Theorem 22. Let
′′ = max{|θ | : θ ∈
⋃
a∈
S′′(a)}.
We contend that
NL = (′′ + 1)NL′ ,NN2
satisﬁes the theorem requirements.
Let z ∈ L be such that |z| NL . Let z = z′z′′, where z′ ∈ ∗, z′′ ∈ L′, and S′(z′) ∩ S′′(z′′) /= ∅. We shall distinguish between
the case of |z′′| < NL′ ,NN2 and the case of |z
′′| NL′ ,NN2 .
Assume |z′′| < NL′ ,NN2 . Let θ ∈ S
′(z′) ∩ S′′(z′′). Then, by the deﬁnition of ′′, |θ | ′′NL′ ,NN2 . However,
|z′| = |z| − |z′′| > (′′ + 1)NL′ ,NN2 − NL′ ,NN2 = 
′′NL′ ,NN2  |θ |,
implying that S′ assigns 
 to some of the symbols in z′. Obviously, we can pump any of such symbols.
Assume |z′′| NL′ ,NN2 . Then, by Lemma 27, z
′′ = uv1 · · · vNN2wxNN2 · · · x1y, where
(1) |vi| 1, i = 1,2, . . . ,NN2 , and
(2) for all i′,i′′, 1 i′  i′′  NN2 and all n 0,
uv1 · · ·vi′−1(vi′ · · ·vi′′ )nvi′′+1 · · · vNN2wxNN2 · · ·xi′′+1(xi′′ · · ·xi′ )
nxi′−1 · · ·x1y ∈ L.
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Therefore, by the construction preceding Lemma 24 in the beginning of this section, the theorem follows from Lemma 25
with i′
j
= |S′′(uv1v2 · · · vj−1)| + 1 and i′′j = |S′′(uv1v2 · · · vNN2wxNN2 xNN2−1 · xNN2−j+1 )| + 1, j = 1,2, . . . ,NN2 . 
6. Restricted canceling push-down automata
Deﬁnition 29. A restricted canceling push-down automaton (RCPDA) is a systemA = 〈,,,Z ,hb,ht ,μ〉, where 〈,,Z ,μ〉 is a
proper one-state push-down automaton in which the start symbol Z does not occur in the right-hand side of any transition
in μ (cf. Remark 9), and in addition
•  is the stack alphabet of cancelable symbols disjoint from ; and
• hb,ht :  → 2∗ are ﬁnite range substitutions.
Deﬁnition 30. A conﬁguration of an RCPDA A is a pair (w,γ ), where w ∈ ∗ and γ ∈ ∗Z ∪ ∗(/{Z})∗.
Deﬁnition 31. A conﬁguration (w1,γ1) of A yields in one step a conﬁguration (w2,γ2) of A, denoted by (w1,γ1)  (w2,γ2), if
for some a ∈ , w1 = aw2 and one of the following two conditions is satisﬁed.
• Either γ1 = θZ , θ ∈ ∗, and γ2 ∈ θhb(a)Z , or
• γ1 = θγX , θ ∈ ht(a), γ ∈ ∗∗, X ∈ , γ2 = γ δ for some δ ∈ ∗, and (a,X ,δ) ∈ μ.22 That is, in addition to modifying the top
of the push-down stack, the automaton “cancels” θ from the bottom of the push-down stack.
The language accepted by A is L(A) = {w ∈ + : (w,Z) ∗ (
,
)}.
Theorem 32. A language L ⊆ + is accepted by an RCPDA if and only if there exists a context-free language L′ ⊆ +, a ﬁnite
alphabet , and ﬁnite range substitutions S′,S′′ :  → 2∗ such that
L = {z′z′′ ∈ + : z′′ ∈ L′ and S′(z′) ∩ S′′(z′′) /= ∅}.
Proof. First, we prove the “if” part of the theorem. Let A′ = 〈,,Z ,μ〉 be a proper one-state push-down automaton that
accepts L′.23 By Remark 9, we may assume that the start symbol Z does not occur in the right-hand side of any transition of
A′. We contend that L is accepted by RCPDA A = 〈,,,Z ,S′,S′′,μ〉, denoted rc(A′,,S′,S′′)
Let z′ = a1a2 · · · am ∈ + and z′′ = b1b2 · · · bn ∈ L′, be such that S′(z′) ∩ S′′(z′′) /= ∅. Let θ ′i ∈ S′(ai), i = 1,2, . . . ,m, and θ ′′i ∈
S′′(bi), i = 1,2, . . . ,n, be such that θ ′1θ ′2 · · · θ ′m = θ ′′1θ ′′2 · · · θ ′′n . Then (z′,Z) m (θ ′1θ ′2 · · · θ ′m,Z), and a straightforward induction on i
shows that (z′b1b2 · · · bi,Z) m+i (
,θγ ), where θ ′′1θ ′′2 · · · θ ′′i θ = θ ′1θ ′2 · · · θ ′m, and (b1b2 · · · bi,Z) iA′ (
,γ ). Therefore, z′z′′ ∈
L(rc(A′,,S′,S′′)) follows with i = n.
Conversely, let z′z′′ ∈ L(rc(A′,,S′,S′′)) and let θ ′ ∈ S′(z′) be such that (z′,Z) |z′ | (
,θ ′Z) in an accepting run of rc(A′,,S′,S′′)
on z′z′′. Then it follows from the deﬁnition of rc(A′,,S′,S′′) that θ ′ ∈ S′′(z′′) and z′′ ∈ L(A′).
For the proof of the “only if” direction, given an RCPDAA = 〈,,,Z , hb,ht ,μ〉, letA′ = 〈,,Z ,μ〉. ThenA = rc(A′,,hb,ht),
and the result follows from the “if” part of the theorem with L′ = L(A′), S′ = hb, and S′′ = ht . 
Corollary 33 below immediately follows from Theorems 18 and 32.
Corollay 33. A language L ⊆ + is generated by an RCAPGG if and only if it is accepted by an RCPDA.
7. Conclusions
In this paper, we have extended the study of lexicalized deﬁnitions of (some) mildly context-sensitive languages. We
have stated and proved a pumping lemma for such languages, and have introduced automata corresponding to restricted
commutation-augmented pregroup-grammars, introduced by us before.
These results are part of long-range project of lexicalizing the theory of formal languages, and the study of type-based
grammars and their automata correlates. An immediate task to follow is to relax the restrictions both on the grammars and
the automata. For the automaton, it means letting it switch any number of times between the two phases of “preparing for
cancellation” and cancellation. It might be interesting to see, what is the general class of algebras thatmight usefully underly
type-grammars.
22 Note that X may be the start symbol Z .
23 Renaming the symbols of the push-down alphabet ofA′ , if necessary, we may assume that  and  disjoint.
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