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We consider a linear system with time lag of the form 
k(t) = A(t) x(t) + B(t) x(t - 7) -tf(t> (1) 
where A, B are n x n matrices, and f is an n-vector, continuously depending 
on t in [0, I], 1 > 7. 
For such systems we state the following: 
PROBLEM I. Given the constant n x n matrices M, N we ask for a function 9, 
continuous on [- T, 0] such that there exists a solution of system (1) which 
satisfies the conditions 
44 = Jq(4, x(l + 4 = N+(a) for a E [- T,O]. 
We shall call dual to this problem the following: 
PROBLEM II. Consider the adjoint system, 
j(t) = -y(t) A(t) - y(t + 7) B(t i- T) 
where the function B is de$ned for t > 1 by periodicity : 
B(Z + T + a) = B(u + T), N E [- T,O]. 
We ask for a solution of system (2) w ic veriJies the boundary condition h h 
~(1 + 7 + 4 iv = y(‘y + 7) M, 01 E [- 7, 01. 
Remark that x, # are column vectors, and y is a row vector. 
(2) 
THEOREM. Suppose that the matrices 134, N commute with B (for all 
t E [O, 4). 
(a) If Problem I has a solution, then 
s 
’ y(s) f(s) ds = 0 
0 
(3) 
for all solutions y of Problem II. 
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(b) If N is nonsingular, then the condition (3) is suficient for the existence 
of a solution of Problem I, and for f 3 0 Problem I and Problem II have the 
same, finite number of linear independent solutions. 
Proof. (a) Let us denote 
L(x) = x?(t) - A(t) x(t) - B(t) x(t - T), 
L*(Y) = j(t) + r(t) 4) + r(t + 4 qt + 4. 
It is easy to see that 
s ’ LY-W + L*(Y) 4 dt = ~(4 44 - ~(0) 40) 0 
t jIpTy(a + T) %J + T) x(a) da - j” y(a + T) B(a + T) a+) dor. 
--+ 
If x is a solution of system (1) and y a solution of system (2) we get 
s ’ r(t>fW dt = ~(1) 4) -~(0) 4-N 0 
+ j" Al+ 7 + a) B(a + T) x(1 + a) da - j" y(ol + T) B(a + T) x(a) da. 
--I -7 
Suppose now that x is a solution of Problem I and y a solution of the dual 
problem. We have 
s ’ r(t)f(t> dt = ~(1) NW) - ~(0) MW) 0 t j” ~(1 + 7 + 4 &a +4 N+(a) da -7 
- 
s 0 -T~(” + 7) B(” + 4J+W da 
= CYW N - ~(0)W W) 
+ j” [Al + 7 + 4 N - Y(U + 4 Fl Bb 4 4 #Cd da = 0. -7 
and the necessity of condition (3) is proved. 
(b) The solution of system (1) defined by the initial function qo is given 
by the formula 
X( t, 01 + 7) B(” + 4 a(4 da + j: W, 4f(4 4 
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where as usual X(t, S) is the matrix solution of system (1) forf = 0 such that 
X(s, S) = E, X(t, S) = 0 for t < S; E is the unit matrix. On the interval 
[I - 7, Z] we shall have (/3 E [- 7, 01) 
x(Z + 18) = X(Z + P, 0) ~(0) + j” -W + ,4 01 + T) B(a + T) p)(a) da 
-7 
+ jx” X(2 + B, s)f(s) ds. 
It follows that the function # verifies the equation 
W(P) = X(z + B, 0) M+(O) + j” X(1 + 8, a: + 7) J@(a) da 
-7 
+ j’” X(z + A s)f(s) ds. 
Let us denote 
0 
(% v,> = %- 7) do) + j” $%t) W + 4 ~(5) & 
--T 
for each pair of matrix functions I& y, continuous on [- 7, 0] for which 
multiplication is possible. 
The equation for # is, with this notation,1 
W(P) = (-w + I4 a! + 4 wY4) + F(B) 
where we have denoted 
(4) 
W) = j"" X(z + P, s)f(s> ds. 
0 
Let now y be a solution of the dual problem, and 
x(B) =y(Z + 7 + P), B E [- 7, 01. 
The solution of system (2) defined by conditions on [I, Z + ~1 is given by the 
formula 
y(t) = y(l) X(4 4 + jl+‘r(s) B(s) X(s - 7, t) ds, t<z 
or 
y(t) = ~(4 X(4 t) + j” YP + 7 + P) B(z + 7 + B) X(1 + B, t) 4% 
-7 
1 Notation is going to be abused in order to avoid introducing additional notation. 
50 HALANAY 
from the definition of x@) and the definition of B for t > 1 we get 
r(t) = XC- 4 -W 0 + j” x(B) B(B + 7) X(2 + B> 4 dP> t < 1. -7 
We deduce successively 
1 
1 
r(t>f(t) dt 
0 
= XC- 7) j: X(6 t)f(t) dt + j; [j”, x(B) W + T> X(Z + /‘54 dP] f(t) dt 
= x( - 7) j; X(1, t)f(t) dt + j” 
--T 
x(P) B(P + T> [j:, x@+ b t)f(t> dt] dp 
= x(- 4 j: X(L 4 f(t) dt + j", XV) W + 4 [j y" X(z + k4 t> f(t) dt] dP 
= x( - 4 F(O) + j" X(P) W-3 + T) F(B) 4 = (x, F). -7 
The condition (3) is thus equivalent to (x, F) = 0. We have 
y(a + 7) = x( - 7) XV, a+ T) + j" x(B) W + ~1 X(z + 8, a i 7) dP 
-7 
hence, if y is a solution of Problem II, then 
x(a) A7 = [xc- 7) X(Z, 01 +7) + j” x(B) W+ 4 W + A 0~ + 4 d,] M --T 
I.e., 
x(4 A’ = <x(B), XV + 8, a + ~1) M. (5) 
For arbitrary functions y1 , p)a continuous on [- 7, 0] and q+ continuous on 
[- T,O] x [- T, 0] we have 
<%(47 Cd% 819 &9>> = ((9449 %(% PD, 9&m 
This is easily proved from the definition, by direct calculation. 
If (4) has a solution, then 
(6) 
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But M and N commute with B, hence, 
(x(P)> NW9 = x(- 4 N+(O) + 1” x(f) B(t + 4 N&3 d5 -7 
= x(- T) N+(O) + J’r, X(t) NB(s + T, +‘(‘) d’ 
and 
= (x(B) N, W>h 
<<x(P), -W + B> a + T)>, M#(4> = (<X(B), XV + 8,~ + 4) M, #(4>. 
It follows, by condition (5) 
<x03hWW = <x(4 N - <x(B), XV + A a + 4) M, tit+ = 0 
hence we have obtained again that if Problem I has a solution, then condition 
(3) is fulfilled. 
Suppose now that matrix N is nonsingular. In this case Eq. (4) may be 
written in the form 
or 
t4,b) = <N-lX(l + 8, 01 + T) W #(a)> + N-Y@) 
and Eq. (5) is written 
(4’) 
Denote 
x(4 N = <x(B) N N-lX(l+ B, 01 + 7) JO. (5’) 
N-lX(l + ,f$ a + T) M = K(j?, CI) 
N-W9 = G@), x(4 N = Yw 
Then Eqs. (4’) and (5’) are written 
#(B> = <W, 4 $(4> + G@) (4”) 
VW = <6(P), WJ 4). (5”) 
We shall prove that (4”) for G = 0 and (5”) have the same finite number of 
linearly independent solutions, and (4”) has a solution if and only if 
($(a), G(a)) = 0 for all solutions $ of (5”). 
This means that (4’) has a solution if and only if 
(x(a) N, N-W(a)) = 0 
for all solutions of (5’). But 
(x(4 N, N-l+)) = (x(oL),F(+ = 0, 
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and then if condition (3) is fulfilled Eq. (4’) has a solution, hence (4) has a 
solution and Problem I has a solution. If (4”) for G = 0 and (5”) have the 
same finite number of linearly independent solutions, (4) for F z 0 and (5) 
have the same finite number of linearly independent solutions, hence Pro- 
.blem I for f = 0 and Problem II have the same finite number of linearly 
independent solutions. The theorem will be proved if the assertions on Eqs. 
(4”) and (5”) are proved. The proof of these assertions follows the well-known 
schema of Schmidt for integral equations. 
Consider an equation of the form 
v(4 - wG(~~ 4, v(4) = x(4 
and look for a solution of the form 
We get y,(s) = x(s), vi(s) = (Kt(s, a), ~~-,(a)), and the convergence of 
the series, hence the existence of the solutions is assured for j h 1 < l/M, 
M = sup 1 Kr /. Further 
%(S) = Wz(s, 4 x(4>, 
where 
If we denote 
T(s, a) = s PK,(s, a) 
Z=l 
we have for the solution 
For the equation 
we get as above 
where 
d4 = x(4 + 0% 4, x(4>* 
4x4 - w34, G(% 4) = m 
$x4 = m + ca4, h, 4) 
qa, s) = 2 XZR,(a, s), aI, 4 = <Gl(% 4, WY> 4). 
Z=l 
By induction it is easy to prove, using (6), that a,(,, s) = K,(T, s) hence 
Q?, 4 = q?, $1. 
If K is uniformly continuous in [ - 7,0] X [ - 7,0] we can write 
m, 7) = 5 Uk(4 bk(rl) + ws, 77) 
k--l 
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where a, are column vectors, b, row vectors, {a,}, {bk} are linearly independent, 
and 1 Kl j is arbitrary small. 
Equation (4”) is written 
VW) - 2 4P) 044, #Cd> - W&A 4 K4> = G(B) 
k 
hence 
For / Kl 1 < 1 we get by the above remarks 
and, by a direct calculation, 
where 
H(p) = G(P) + c U,(p) @kb,, ff(+ 
P 
It follows that 
hence 
bk(a) = bk(a) + @k(?)> r(r], @!I>- 
H(p) - G(B) = 2 hkak(fl) 
7c 
= z ‘k(P) @k(d G(4) + z uk(fi) 2 A, @kb)> %(a)>- 
k k j 
The vectors a, being independent, we deduce that 
where 
(7) 
j=l 
ykj = <ak(ol)> da)>7 gk = @k(O1)> G(4). 
The system (7) has a solution if and only if xgg,pk = 0 for all the solutions 
of the system 
tL7c = f$ YjkpcLj . (8) 
i=l 
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Equation (5”) is written 
From 
we get 
or 
where 
The solution of this equation has the form 
fI(a> = c; pkbk(“) 
k 
and using the fact that b, are independent we get 
?jk = (b,h>, ckb?))* (9) 
It is easy to see that fjk = yfk , and the system (9) coincides with (8). The 
system (7) for g, = 0 and (9) have the same number of linear independent 
solutions; to a solution of the system (7) for g, = 0 corresponds H(/3) = 
xk hkca&3) and then the solution I,@) of the equation (4”) for G = 0, to 
linear independent solutions corresponding linear independent solutions. 
We have an analogous correspondence between the solutions of (5”) and (9). 
From here we deduce that (4”) for G - 0 and (5”) have the same finite 
number of linear independent solutions. The condition cgkpk = 0 is expli- 
citly written 
&IC <bk(d + <WA r(7, a)>, G(4) = 0. 
If pk is a solution of (9), then xpkbk(a) = B(U) and we get the condition 
<fib,, G(4) + <<p(7), r(7, 4>, G(4) = 0. 
But 
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and the condition has the desired form ($(a), G(a)) = 0 for all the solutions 
of Eq. (5”). 
Remarks 
1, If for G = 0 (4”) has no solutions others than the trivial one, then (8) 
has only the zero solution and (7) has a unique solution for all g, , hence (4”) 
has a unique solution for all G. We have for the solution A, the estimate 
/I h j/ <L, I/g 11, hence for the solution of (4”) we have /I 4 11 <L, II g 11, where 
L, depends only on K. 
From here we deduce that if for f = 0 Problem I has no solution other 
than the trivial one, then for allfit has a unique solution and for this solution 
j x 1 < L sup j f / where L does not depend onf. 
2. If N is nonsingular, Problem I consists of the existence of a solution 
of system (1) which satisfies the condition LX(~) = MN-lx(Z + CX) and the 
dual problem is the existence of a solution of system (2) such that 
y(Z + 7 + a) = y(ci + T) MN-l. 
If iVl = N we get the conditions for the existence of periodic solutions. 
So it is seen that if the matrix N is nonsingular we are very close to the pro- 
blem of periodic solutions. 
3. Problem I for the case of nonsingular N is a particular case of 
PROBLEM I’. Given a linear operator L in the space of continuous vector 
functions defined in [- 7, 0] we seek a solution of system (I) such that 
X(a)=Lx(z+a)for ciE[-T,O]. 
Problem I’ has a solution for every f if and only if the same problem for 
f = 0 has only the trivial zero solution. We have indeed 
x(l + a) = Ul,,X(4 + x&l + a), iz E [- 7, 01, 
where UL,, is the operator defined by the solutions of the homogeneous sys- 
tem, and x,(t) is the solution defined by the zero initial conditions. We get 
or 
It suffices to remark that the operator Ul,,L is compact if U,,, is compact; 
the conclusion follows from general properties of compact operators. 
4. It is clear that for Problems I or I’ we may apply the usual method 
of successive approximations in order to obtain corresponding results for 
weakly nonlinear systems. 
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This paper is a first general study of boundary value problems for systems 
with time lag. The condition that matrices M and N commute with B is very 
severe and it is an open question to see if such a condition is essential or not. 
It is also an open question to see if for singular N condition (3) is not suf- 
ficient for the existence of the solution of Problem I. From the remark 3 
it is seen that for systems with time lag there are many possibilities for bound- 
ary value problems and it is not clear which is the most natural problem. 
All these questions should be subjects for further investigations. 
ACKNOWLEDGMENT 
The author is indebted to the referee; following his suggestions this paper in revised 
form is more self-contained and, the author hopes, easier to understand. 
