High-throughput immunoprecipitation methods to analyze RNA binding protein -RNA interactions and modifications have great potential to further the understanding of post-transcriptional gene regulation. Due to the differences between individual approaches, each of a diverse number of computational methods can typically be applied to only one specific sequencing protocol. Here, we present a Bayesian model called omniCLIP that can be applied to data from all protocols to detect regulatory elements in RNAs. omniCLIP greatly simplifies the data analysis, increases the reliability of results and paves the way for integrative studies based on data from different sources.
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Background
All RNA molecules are subject to post-transcriptional gene regulation (PTGR) mechanisms, including sequence-, structure-and RNA-modification-dependent modulation of splicing, cleavage and polyadenylation, editing, transport, stability, and translation. In the regulation of PTGR RNAbinding proteins (RBPs) play an important role. Many RBPs are required for constitutive pro-1 cesses, such as pre-mRNA splicing, cleavage, and polyadenylation. Furthermore, cell-type specific RBPs and non-coding RNAs can regulate the flow of genetic information in more directed manners, e.g. by regulating mRNA stability or translation. The complex orchestration of RBPs upon their respective targets ultimately determines appropriate protein expression.
The complexity and importance of PTGR is underscored by the large number of RNAbinding proteins (RBPs) that have been identified in recent genomics and proteomics studies 1 as well as the wide range of diseases that result from genetic alterations within RBPs and/or their mRNA targets 2, 3 . Despite this large number of human RBPs, neither targets nor function for the vast majority are well understood. Uncovering the regulatory sequence elements and important RNA-RBP interactions will be critical to interpret human genetic variation in regulatory RNA regions and in the noncoding transcripts increasingly uncovered by genome-wide deep sequencing 4, 5 .
Deep sequencing technologies have enabled the development of various new protocols for mapping interaction sites between RNA-binding proteins and their RNA target sites as well as for identifying RNA-modifications on a genome-wide scale. Therefore, it is now possible to resolve interdependencies and redundancies of binding of RBPs and ribonucleoprotein particles (RNPs) to mRNA molecules and evaluate the contribution of these interactions to gene regulation in the context of cellular metabolism, organismal development or normal and disease states 6, 7 . Experimental approaches to study genome-wide RNA-RBP interactions include different variants of cross-linking and immunoprecipitation (CLIP) protocols: high-throughput sequencing of RNA isolated by crosslinking immunoprecipitation (HITS-CLIP) 8 , photoactivatable ribonucleoside enhanced cross-linking and immunoprecipitation (PAR-CLIP) 9 , individual nucleotide resolution cross-linking and immunoprecipitation (iCLIP) 10 or enhanced CLIP (eCLIP) 11 . Similar principles have also motivated the development of protocols to study transcript modifications such as m6A-Seq 12 or Pseudo-seq 13 . These protocols all have in common that they enable sequencing of RNA-fragments that were bound by a specific RBP or carry a modification, via antibodies against the native protein or tagged transgenic RBPs.
Due to particular aspects of RBP cross-linking, a crucial difference to protocols such as chromatin immunoprecipitation (ChIP)-Seq 14 is that the resulting fragments contain conversions, deletions or truncations at or near the cross-linked sites. These so-called diagnostic events are therefore indicative of RNA-RBP interactions or RNA modifications and thus enable nucleotidelevel identification of the binding sites. For PAR-CLIP the most common diagnostic event type is a T-C conversion, for iCLIP and eCLIP it is a truncation and for HITS-CLIP deletion. It should be noted, however, that there can be also less abundant secondary diagnostic event types at the interaction sites 15 . Similar to ChIP-Seq, the resulting data from these protocols exhibits pileups of reads (peaks) near interactions sites. The height of peaks is influenced by factors such as the strength of binding, interaction or competition with other RBPs, local biases induced by differences in cleavage and primer efficiencies. A fundamental difference to ChIP-Seq is that the coverage at interactions sites, but to a smaller degree also at non-binding sites, is strongly influenced by the wide magnitude of RNA expression levels, i.e. the relative abundance/availability of the transcript that was bound. In order to estimate the extend of confounding of the peak height by factors 3 apart from the binding strength, input or background libraries that include most steps of the CLIP protocols except the IP can be generated. These libraries can subsequently be used to estimate other overall effect of confounding factors on the peak height. Another challenge of the data is that there are often spurious peaks at locations that do not show the typical characteristics of binding sites (e.g. motifs). These can be due for example to spurious small RNAs (e.g. miRNAs) in the sequencing libraries. In summary, the challenge of CLIP data analysis includes the proper modeling of peak height and the diagnostic events, while accounting for confounding factors and the modeling of technical and biological variance.
Various methods have been proposed to recover the interaction sites from sequencing data 16, 17 .
PARalyzer, the first dedicated tool for PAR-CLIP data analysis, mapped sites via local maxima of kernel-smoothed profiles of T-C conversion events, the most prevalent diagnostic event in PAR-CLIP data. WavCluster 18 models the T-C conversions and sequencing errors using a binomial distribution and estimates a background threshold to identify peak boundaries. The binomial model of T-C conversions is extended by BMIX 10 ) to also model sequence variants. Methods that do not model the diagnostic events include Piranha 19 , which determines bins of fixed size that have a higher number of read starts than expected by chance. Piranha was the first method to model the CLIP-reads using a Negative binomial distribution and principle also allows including covariates.
Another method that does not use the diagnostic events is Clipper 19 , which models background read-counts using a Poisson distribution and identifies regions that are higher than expected by chance. However, all these methods suffer from at least one of the following shortcomings: (1)
They do not contain an explicit model for diagnostic events, or they can be only applied to only a 4 specific CLIP protocols as the modeling of diagnostic events is restricted to one of the event types.
(2) They do not allow accounting for confounding factors, e.g. the gene expression. This can lead to a high false positive rate of peaks in highly expressed genes, while at the same time missing peaks for lowly expressed genes. (3) As many early datasets did not provide background or input control libraries, many tools did not allow for integration of such data. Most tools also cannot handle replicate data and thus cannot account for biological variance, leading to poorly calibrated methods.
Results
Method overview and results To address the shortcomings of existing methods, we developed a new Bayesian method (omniCLIP) to identify regulatory regions from all of the aforementioned protocols. The basic principle of our model is to identify target sites via an unsupervised segmentation of the transcriptome. omniCLIP learns the relevant diagnostic events directly from the data and automatically uses it during peak calling. Furthermore, it explicitly accounts for confounding factors as well as technical and biological variance (see Figure 1) . To achieve this, we employ a non-homogeneous hidden Markov model (NHMM) to segment the genome into peaks and nonpeaks. The emission probability of the NHMM is given by the product of the joint probability of the coverage in all replicate CLIP and background libraries and the probability of the observed diagnostic event frequency. To model coverage, we use a Negative Binomial based generalized linear model that models both confounding by the gene expression, confounding of local effects and also allows to account for excess variance. The diagnostic events are modeled using a mixture 5 of Dirichlet-Multinomial distributions. The transition probabilities of the model are based on a logistic transfer function that depends on the coverage. All parameters of the model are learned from the data, making it easily applicable to data from various protocols.
To showcase the versatile abilities of omniCLIP, we demonstrate its application across data from different CLIP protocols, for RBPs that enable an independent evaluation of the quality of peak calls. First, we assessed its performance on PAR-CLIP 9 and eCLIP experiments for Pumilio 2 (PUM2), a binding factor with known and high sequence specificity. To this end, we compared the predictions with those from other PAR-CLIP methods, including PARalyzer, WavCluster, Piranha, and BMIX. On this PAR-CLIP dataset obtained from the human HEK293 cell line, omniCLIP followed by PARalyzer called the highest number of peaks (n = 7, 900 and n = 5, 602, respectively) followed by BMix (n = 4, 501), WavCluster (n = 2, 473) and Piranha (n = 678). As there is no matching PAR-CLIP background dataset available for PUM2, we used two HEK293 ribo-zero RNA-Seq libraries as background 7 .
To evaluate the quality of the called peaks, we analyzed the enrichment of high-scoring PUM2 motifs, which we take as indicators of high-affinity binding sites. As the number of peaks called by different methods varied by an order of magnitude, we compared the enrichment only in the top 1,000 peaks of each method. For methods where no ranking criterion was provided, we used a random sub-selection of peaks. omniCLIP and PARalyzer had the highest enrichment of high-scoring PUM2 motifs in the peaks (see Figure 3 (a)), and the difference to the other methods was especially strong for peaks that had a high motif score. The enrichments are not due to chance (see Supplemental Figure 1 ).
We then applied omniCLIP to a PUM2 eCLIP dataset from the human K562 cell lines that we obtained from ENCODE. Here, we compared omniCLIP with Clipper and Piranha. We applied Piranha with and without providing it the background as a covariate. Applying Clipper results in on average 43, 594 peaks per replicates, whereas omniCLIP found 57, 634 peaks and Piranha only 17, 587 peaks, with omniCLIP exhibiting the highest enrichment of high scoring motifs in the top 1000 peaks (see Figure 3 (b)). Again the enrichment of high scores in the top 1000 peaks was not due to chance (see Supplemental Figure 3 ). To determine how gene expression influenced the ability to detect peaks (sensitivity) as well as the quality of the detected peaks, we binned the top 1,000 peaks based on the expression level of the transcript in which they were identified (see Figure 3 (c)). We further classified the peaks by whether they had a PUM2 motif with a weak score (x < 4.0), medium score (4.0 < x < 8.0), or high score (x < 8.0).With increasing gene expression levels, the sensitivity of peak calling increased, i.e. more peaks were found. However, the rate of peaks without strong motifs also depended on gene expression levels: For peaks in genes with less than 10, 000 counts, omniCLIP, Piranha and Clipper peaks contained 87% (860 of 983), 52% (434 of 824) and 43% (346 of 792) high scoring motifs, respectively. This was very different for peaks in genes with more than 10, 000 counts: Here, 76% (13 of 17), 6% (11 of 176) and 9% (18 of 208)
of omniCLIP, Piranha and Clipper peaks had high scoring motifs. This suggests that omniCLIP has a better calibration for the peak quality than Clipper and Piranha.
Available eCLIP data for SLBP allowed for a different independent validation of peak calls, as it is known to bind specifically the 3'-ends of histone-gene mRNAs. Thus, peaks in histone transcripts should have a higher score than those found in other transcripts. Therefore, we com- ). This is in agreement with human CNBP, which was recently shown to bind preferentially to regions close to start codons 21 . We identified the highly significant GGAGGA motif relative to dinucleotide shuffled background (see Supplemental Table 1 ) in omniCLIP peaks annotated to be mature mRNA sequences (see Figure 4 (c)). This confirms the reported kmer-enrichment relative to input in concurrent in vitro and in vivo studies of the human CNBP ortholog 21, 22 . We saw a strong connection of the motif residing in proximity to the peaks summit (see Figure 4 (d)), suggesting that omniCLIP can reliably resolve biologically relevant interaction sites in HITS-CLIP data, even 8 with lower frequencies of diagnostic events.
For most available datasets, we do not have meaningful, high-quality benchmark data, as many RBPs have been studied comparatively recently and motif descriptions or knowledge of the precise set of target transcripts are frequently lacking. Often, we do not even know yet which specific PTGR processes they control. To still apply omniCLIP in a more comprehensive study,
we made use of ENCODE data and investigated whether splicing rates of splicing events near RBP-binding sites changed upon knock-down of the RBP 23 . To this end, we focused on a set of splicing related RBPs for which corresponding shRNA RNA-Seq knockdown experiments were available (see Supplemental Table 2 ). Despite a smaller advantage of omniCLIP over Clipper (see Figure 5 ) compared to the above in-depth studies, the predictive value (area under the precisionrecall curve) for differential splicing was consistently higher (0.25 versus 0.24). The performance difference was present at all different types of splicing events that we studied (see Supplemental Figure 2 ).
Conclusions
The ability to understand the mechanisms of RNA-processing and their role in development or diseases requires understanding RBP-RNA interactions and functional consequences of these interactions. This relies on reliably identifying RBA-RNA interaction sites. However, determining the interaction sites from CLIP-Seq data is challenging due to the presence of many confounding factors.
Here, we present omniCLIP, a Bayesian approach to identify regulatory elements from CLIP data. Our model presents a principled framework for RNA interaction assays and takes into account several important new aspects. First, we quantitatively model the observed coverage in all
replicates. This allows both, for including information from replicates and also accounting for various confounding factors. Second, we use an empirical Bayesian approach to identify and model important diagnostic events and sequencing errors. Finally, we take both biological and technical variance in to account in our model. We show that omniCLIP can be applied to data from a widerange of CLIP-protocols and is straightforward to adapt to new protocols, as all parameters are learned from the data. For instance, as CLIP-Seq protocols are conceptually similar to RNA modification sequencing, omniCLIP should be easily adapted to identify RNA modifications. Finally, omniCLIP models the data in a principled way, i.e. each of its components has a clear Bayesian interpretation. This enables an easy integration of other probabilistic models in omniCLIP, such as for binding motif, structure, for various biases or explicit models of additional confounding factors.
In omniCLIP, the data used for the background modeling data plays a crucial role for measuring global and local biases. It is also used to calibrate the diagnostic event model. In general we recommend using an input as a background dataset. Yet, in many especially early published CLIP studies, these data were not acquired. In this situation, less specific data such as RNA-Seq data can serve as a substitute to some extent, but local biases cannot be modeled using this data and also the diagnostic event model may be less accurate. In the case when a specific background or input dataset is not available, we recommend to trim reads prior to alignment to match CLIP-read lengths in order to increase the similarity to CLIP-data. In general, an important factor for a reli-able detection of RBP-RNA interactions is having a high quality alignment. For this, we suggest to remove multi-mapping reads and to use a stringent cut-off on the number of mismatches.
In summary, we have evaluated omniCLIP on various datasets for which either high-quality motifs are available, for which the target genes are known, or for which we have knock-down data.
In all of these scenarios, we show that the omniCLIP performance is at least comparable or better than each method that we have compared it against. This is insofar remarkable as most competitor methods are tuned for specific protocols, and underlines omniCLIP's potential for integrative transcriptome studies. 
, then the probability of observing p(k 1 , . . . , k R ) is given by: 
Here, l i models the library size. The variable β models the average enrichment of CLIP-signal with respect to backgrounds in peaks, t g is modeling the gene expression and γ models regions with little coverage (e.g. intergenic or intronic regions).
We model the coverage in the background libraries in a similar way. The read count Y j p in the background-library y for each position p in a gene g is as follows:
Modeling the coverage jointly across libraries allows accounting for the effect of local biases that affect the CLIP as well as the background library. For the GLM, we assume that the mean-variance relationship is described by:
Estimation of the parameters is performed by alternately estimating the GLM-parameters l i , t g , β
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and γ and the over-dispersion parameter β. In order to ensure an equally good fit of the GLM for all states of the model, we weight the observations in each state by the inverse of the total number of observations in the state. Estimation of the GLM-parameters l i , t g , β and γ is performed using iteratively reweighted least-squares (IRLS) 24 . In order to speed up the computation and make the solution computable in memory, we implemented an IRLS where all relevant components are sparse. For this we constrained the design matrix of the GLM such that the weighted pseudoinverse has a sparse LU-factorization during parameter updating. This factorization in turn can be used to solve for the updated parameters. Thereby we can circumvent the computation of the pseudo-inverse, which is in general non-sparse and costly to compute.
Modelling of the spatial dependence To link the position-wise models for the diagnostic events
and coverage profiles, we use a Non-Homogeneous Hidden-Markov model with four states. The transition-probabilities are computed based on the coverage Y p in all replicates. The probability p i,j of a transition from state i to state j we use:
, otherwise
Here, we chose f to be the logistic function. The parameters of f are learned using stochastic gradient descent. To improve convergence of the GLM parameter for the background state γ, we set the gene expression parameter t g in the computation of the emission probabilities such that all states have a higher expression rate than the background state. This is achieved by setting t g = γ + |β| + 10 −5 . Adjusting these parameters is typically only necessary in the initial iterations and only for genes with few reads.
Read filtering To make the modeling of diagnostic events more robust, we filtered reads and masked certain positions. In order to prevent mis-mapping read ends from diluting diagnostic event profile estimation, we ignore conversions that occur in the first or last two bases of a read, and we discard reads that have more than two mismatches. Furthermore, we mask positions that are likely to be SNPs for diagnostic event modeling and calling. To this end, we use information from the background dataset to determine whether a position has a SNP. For positions to be called a SNP, we require that they have at least 20 reads and that at least 20% have a conversion event in the background.
Peak scores The scores for a peak are computed as the log-likelihood ratio of the peak state versus the other states in NHMM at the peak location. P-values for a peak are computed in the following way. We first compute for each position of peak the expected total coverage and variance of the CLIP-reads. For this we sum the expected mean and variance at each position of the peak. We then compute based on the CDF of a negative binomial with the computed mean and variance, the p-value of the observed total coverage of the CLIP-reads. For our analyses we only consider peaks that have Bonferroni corrected p-value ≤ 0.05.
Model fitting
We fit the parameters of the model using the EM-algorithm. Specifically, we iterate between estimating the parameters of the diagnostic event model, the expression modeling and the NHMM. For the analyses this is done for at least 5 iterations. The model was run until full convergence was reached. As we observed that the parameters only changed minimally after 10 iterations, we stopped the model fitting after 10 iterations in order to speed up the data processing.
Masking of miRNA genes As a default option, we treat positions in genes that overlap annotated microRNA genes as if they had no coverage or diagnostic events.
Data acquisition PAR-CLIP data for PUM2 was downloaded from SRA (SRP002487). eCLIP,
shRNA-Seq and RNA-Seq data for the eCLIP analysis where downloaded from the ENCODE website (https://www.encodeproject.org). HITS-CLIP data was obtained from SRA (SRP070745). Ribo-zero data for HEK293 was obtained from SRA(SRP080811).
Read processing Reads for PAR-CLIP analyses where processed using PARpipe (Available from https://github.com/ohlerlab/PARpipe). Reads and quantification (e.g. site calls) for ENCODE eCLIP and shRNA-Seq data were obtained from the ENCODE website (https://www.encodepro HITS-CLIP reads were quality-filtered using the fastx-tool kit using the parameters -q 10 -p 95 25 and trimmed adapters using cutadapt 26 using the parameters --overlap=3 -m 24 discarding untrimmed reads. Subsequently, reads were transformed to fasta format and collapsed still including the 4 randomized nucleotides at both end of the reads. Randomized adapter ends got trimmed after read collapsing and added to the read identifier and treated as unique molecular identifiers (UMIs). Reads for the HITS-CLIP dataset were aligned using STAR (v.2.4.2a) 27 . Reads were first aligned and removed against the rRNA genome parts using the following parameters --seedPerReadNmax 30000 Reads with mismatches within the first and last two nucleotides were filtered out. Next, we removed reads with mismatches relative to the genome reference, which were likely introduced during sequencing and thus represent sequencing errors and not diagnostic events. To this end, we grouped alignments based on genomic coordinates (Chr, start, end, strand) and their UMIs. In case alignments overlapped entirely and shared the same UMI, while differing from each other and/or the reference sequence, we sorted by copy number (retained from read collapsing) and removed reads with relative lower copy number and a hamming distance one to the higher copy number reference read. For alignment of RNA-Seq reads to the human genome, reads were aligned against the human genome GRCh37 using STAR with the following parame- To remove reads mapping to multiple locations in our analysis, we only kept the best alignment of a read if the second best alignment had more than one mismatch more than the best alignment. Furthermore, we discarded reads that had more than two mismatches. ters. For PAR-CLIP, peak calling with Piranha data yielded less than 10 peaks. Thus, we applied it without using a background dataset.
Application of methods for PAR-CLIP analysis
Motif prediction We predict motifs using biopython 29 using the pssm scoring scheme. For the motif calling a threshold score of 3.0 was used and only the forward strand was considered. Additionally a small pseudo count of 5 * 10 −5 was added to remove potential zeros in the PWM. The splice sites, mutually exclusive exons, retained intron, alternative first and last exons) and multiple testing corrected p-values for the events 35 . We then used a corrected p-value cutoff of 0.2 > p to define the true positives and 0.2 ≤ p to define the true negatives for the computation of the auPRC.
Software availability The software for omniCLIP can be obtained from:
https://github.com/philippdre/omniCLIP
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