Shared objects are used in the distributed environment for synchronization, date sharing and service provision. They are usually replicated in a distributed system for higher availability and fault tolerance. Coherent or strongly consistent implementation of replicated objects has been studied extensively in the literature. This paper concentrates on a general method for specifying and implementing replicated objects that may require weaker consistency conditions. The weakness of the objects is left open and users are allowed to specify their objects by defining how concurrent sets of operations should be performed. The implementation of a replicated object consists of two modules: one module is an algorithm to identify concurrent sets from a distributed computation and the other module is a user-defined procedure to process the concurrent sets. We show examples of weaker objects that can be defined and implemented more efficiently because of the less stringent requirements imposed on these objects. Several objects, including a shared dictionary, are used to demonstrate our scheme and we show that non-blocking implementations of some of these objects are possible.
INTRODUCTION
Communication and synchronization in parallel systems are usually abstracted as operations on shared objects. Common shared objects include shared memory, communication channels, files and synchronization variables such as barriers and semaphores. Correct implementation of an object usually guarantees a consistent history of execution as viewed by processes accessing the object. To improve fault-tolerance and availability, objects are usually kept in multiple copies. An operation on such a replicated object is executed locally and then broadcasted to the sites that have copies of the object. Traditionally, the semantics of an operation on an object are the same regardless of whether the object is shared or not. Similarly, the semantics of an operation on an object should have no difference whether the object is replicated or not. For example, a read operation on a memory location should return the value of the location regardless of whether the memory is shared, replicated or not.
When objects are shared or replicated, they are required to satisfy certain consistency requirements. For example, in a sequential consistent memory [1] , the effects of concurrent accesses are required to have the same effects as if the accesses occur in a sequential order. (Objects that are sequentially consistent can be defined in a similar manner.)
The correctness criterion of linearizability further requires such a sequential order to satisfy real-time constraints [2] . (Linearizability is similar to the well-known concept of serializability in the database area. However, linearizability is defined for general execution histories instead of transaction executions in databases.) More formally, given an execution σ , a sequence of operations τ is a serialization of σ if it is a permutation of the operations of σ . A serialization τ of σ is a linearization if it preserves the real-time ordering of non-overlapping operations in σ , that is, for any operations op 1 and op 2 in σ , if op 1 and op 2 are non-overlapping and op 1 completely precedes op 2 in σ then op 1 precedes op 2 in τ . For example, on a sequential memory, a read (or load) on a memory location must return the value written by the most recent write (or store) performed on the memory location or the initial value if no prior write has been performed. The same constraint is then imposed on the sequential order. The central idea is that processes 'see' the effect of performing all the operations in a sequential manner. Maintaining these strong consistency requirements is difficult in large systems because of the problem of latency. Lipton and Sandberg present a simple argument to demonstrate that no scalable architectures can support these strongly consistent shared memories [3] . Attiya and Welch [4] show lowerbound results on the amount of delay necessary for the execution of an operation for both sequential consistency and linearizability.
To overcome the problem of latency, numerous weakly consistent criteria are proposed. Here, we give a brief account on the related work. A more comprehensive list of references of related publications can be found in [5] . Most of these works started from the consideration of distributed shared memory (DSM) but the idea can be generalized to THE COMPUTER JOURNAL, Vol. 42, No. 1, 1999 CONSISTENT IMPLEMENTATIONS OF REPLICATED OBJECTS 25 shared objects. Dubois et al. present the concept of weak ordering [6] in which coherence of caches is enforced only at user-defined synchronization points. Pipelined random access memory (PRAM) [3] , introduced by Lipton and Sandberg, uses a fully replicated representation of shared data objects. Every read operation returns the value of the local copy. A write operation is performed by updating the local copy and broadcasting the update to other processes in a first-in first-out (FIFO) manner. Concurrent updates from two processes may be performed in a different order by different processes. This kind of memory has a low latency; however, very little can be ensured about the consistency of the multiple copies of a shared object. For certain applications, the FIFO ordering of PRAM needs to be generalized to causal message delivery. Causal memory as defined by Ahamad et al. [7] is based on this idea. A causal order obtained from the program order and the reads-from order is defined for any history and a read operation is constrained to return a value consistent with this causal order. The idea of identifying special points in the user program is extended further by Gharachorloo et al. [8] . They further classify synchronization accesses as acquire or release types. The execution of a release cannot be completed before all preceding accesses have completed and the execution of any access cannot start before preceding acquires have completed. Based on this labelling scheme, they propose a new correctness condition called release consistency that permits greater concurrency than before. Several systems have been proposed for efficient implementation of distributed shared memory [9, 10, 11] . This paper considers objects that are primarily replicated. When shared objects are replicated, they usually have higher availability and are more resilient to failures (of one or more sites that are holding copies of the objects) [12] . Two general issues are considered. The first one is on relaxing consistency requirements on the objects [13] . Shared objects that do not require sequential consistency or linearizability exist naturally and it is reasonable to implement them in a replicated manner so as to improve their availability. There exist shared objects that do not have their sequential counterparts [14] . (Some examples of these shared objects are shared dictionary and shared file, which are considered in this paper.) The second issue to study is on efficient implementation of objects. An important reason for studying weaker objects is that they are more likely to be implementable in a non-blocking manner. More precisely, with non-blocking objects, a site issuing an operation on an object does not have to wait until the operation is completed at every other site and it can proceed with other local operations. No lock or unlock are needed if objects are nonblocking. When it is not possible to have completely nonblocking implementation of objects, it may still be useful to have partially non-blocking implementations.
Recently, the concept of non-blocking is also used to implement synchronization primitives in a distributed environment [15] . So far, there has not been much work on replicated objects that require weaker consistency requirements, except for the idea of R-linearizability proposed by Pacull and Sandoz [16] . In their model, the invocation and response of operations on an object are considered separately from the executions of the operations on each replicated copy (referred to as on-copy operations) of the object. The invocations and responses on the object are required to satisfy the traditional linearizability condition. Additional constraints are placed on the execution of operations on each replicated object as well as on each copy of the objects. The conditions are rather strong and the general implementation is not non-blocking. Also, there is no concept of object states (or views) in their model. Consequently, there are no requirements for the copies of an object to be identical at the end of an execution. (To be fair, a lot of existing models of distributed computing assume infinitely long executions so that there is no need to consider the object state at the end of an execution.) Furthermore, in considering R-linearizability, the authors implicitly assume that the originating operations and the on-copy operations can be equally applied at the objects and the replicated copies of the objects correspondingly. Some objects (such as the dictionary and shared file considered in Section 4) do not satisfy this property: the operations carry implicit arguments that depend on the state of the objects and R-linearizability cannot be applied directly.
In this paper, we propose a scheme which separates the issue of synchronization from the issue of concurrent execution of operations [17] . Unlike R-linearizability, our model includes the concept of object states. Our scheme is very general and it can be used to implement a large class of replicated objects. In Section 2, we define the system model used in this paper. In Section 3, we define the concurrent set problem and present an algorithm for implementing general objects. To be more concrete, a number of examples are used to illustrate our scheme in Section 4. These applications include the dictionary problem, the concurrent file editing problem, the implementation of distributed shared memory and the implementation of bulletin board services. We show that, based on our general scheme, some of these objects can be implemented in a non-blocking manner by careful design of a component in our scheme. Then, we consider practical issues on communication requirements and responsiveness in Section 5. A number of algorithms are outlined accordingly. Performance analysis is discussed in Section 6. Section 7 concludes the paper.
SYSTEM MODEL
Our system consists of a set of processes, a set of objects and a set of events. Each process has a transition function that is applied when events occur. The transition function takes the current state of the process and an event as its inputs and produces a new state and a set of events. The events of a process are totally ordered. A distributed computation is a pair (E, →), where E is a set of events and → is a happens-before relation as defined by Lamport [18] . An event e is a triple (e.op, e.time, e.node), where e.op denotes an operation associated with the event, e.time denotes the local time at which the event is issued, e.node 26 M. CHOY denotes the process that issues the event. Events are either communication events or non-communication events. In our model, communication events include only message sending events and message receiving events. All other events are non-communication events. Given a set of events E, the set of communication events is denoted by E c and the set of non-communication events is denoted by E n . The projection of events in a set of events E on a process j is denoted by E| j .
Processes access objects by issuing invocation events and waiting for response events. For example, to insert an item in a queue at local time t, process i issues the event (insert.inv, t, i ) and waits for the event (insert.resp, t , i ). A process issues events one after another. However, it may have more than one outstanding event (those invoked but not responded) at any instant. Also, several outstanding events (from different processes) on an object may exist simultaneously. Both invocation and response events may be associated with parameters.
GENERAL SCHEME TO IMPLEMENT REPLICATED OBJECTS
Our model consists of a mixture of communication and non-communication events. We assume that the happensbefore relation established by the communication events must be respected by the implementation of the objects. Therefore, if one operation precedes another operation in the happens-before relation then they are also handled by the implementation of the object in the same order. (In Section 4, we consider how happens-before relations are generated for some applications.) Operations that are concurrent, i.e. not related by the happens-before relation, may be ordered using the Lamport logical clock and handled in that order. This ordering method may be too restrictive.
How concurrent operations are processed should be flexible and should be left open to the specification of the object. Our scheme allows replicated copies of objects to be kept consistent at synchronization points. Operations between these synchronization points are captured in concurrent sets as defined later. A distributed computation is then modelled by a chain of concurrent sets. Given a computation (E, →), we call a set of non-communication events a concurrent set if events are not related by the happens-before relation across processes. That is, set C ⊆ E n is concurrent if for any two events a, b ∈ C from two different processes, ¬(a → b). Given two concurrent sets C 1 and C 2 , we say that C 1 precedes C 2 or C 1 → C 2 if (A1) there exists e 1 ∈ C 1 and e 2 ∈ C 2 such that e 1 → e 2 , and (A2) there does not exist e 3 ∈ C 1 and e 4 ∈ C 2 such that e 4 → e 3 .
Given a computation (E, →), a sequence of disjoint concurrent sets C 1 , C 2 , . . . , C k is called a chain if the following are true:
node) repeat until no more event can be inserted into J i . G := G − J i ; i := i + 1; end FIGURE 1. Algorithm 1, obtaining a chain from an execution (E, →).
An off-line algorithm
It is not difficult to obtain a chain from any given computation. This is because each individual event may be considered as a concurrent set on its own and a totally ordered set of events may be constructed and returned by using, for example, Lamport logical clocks [18] . Algorithm 1 shown in Figure 1 , however, returns concurrent sets with as many events as possible (i.e. maximal concurrent sets). It is an off-line algorithm because it constructs a chain from a given history of execution.
As an example, consider the execution in Figure 2 . Initially, only event x can be included in J 1 because x → y and x → z. After x is inserted into J 1 , y can also be inserted into J 1 . However, z cannot be included in J 1 as x and z are on different processes and x → z. Subsequently, the event z will be included in J 2 .
THEOREM 1. Algorithm 1 returns a chain of the execution (E, →).
Proof. Let K be the number of J sets that are constructed by the algorithm. Note that, from the way that J sets are constructed, each J i is a concurrent set. Since all the events are included exactly once, condition (B1) is satisfied. To prove that condition (B2) is also satisfied, we show by induction on m that for any x, y such that 1 ≤ x, y ≤ m,
Base case: m = 1, condition (B2) is satisfied trivially.
Induction step: assume that the induction hypothesis is true for m = k − 1 < K . We show that it is true for m = k. We first show that J k−1 → J k , i.e. conditions (A1) and (A2) are satisfied with substitutions C 1 := J k−1 and C 2 := J k . Let b be an event in J k . Without loss of generality, assume that no event from the same process issuing b precedes b in J k . Since b is not included in J k−1 , according to the algorithm, there must be an event a ∈ J k−1 such that a → b. Therefore, condition (A1) is satisfied. To show that condition (A2) is satisfied, let c be an event in J k−1 . According to the algorithm, when c is included in J k−1 , no event preceding c remains in G n . Therefore, no event preceding c can be included in J k . Condition (A2) follows. Similarly, it can be shown that J l → J k for any 1 ≤ l < k − 1. This shows the 'if' part of condition (B2). The 'only if' part of condition (B2) follows because → is anti-symmetrical. By induction, our proof obligation is met. We concluded that J 1 , J 2 , . . . is a chain of the execution (E, →).
An on-line algorithm
The consistent concurrent set (CCS) problem is the problem of finding an algorithm, which when superimposed on a distributed computation, returns successively elements of a chain of the computation to each process. Note that each process should return the same chain (hence, the word consistent). If one is allowed to return a chain after the execution is completed then the off-line algorithm, Algorithm 1, suffices. Otherwise, to return elements of a chain as soon as possible, Algorithm 1 can be modified and used in conjunction with an underlying solution to the replicated log problem [19] . The resulting algorithm is referred to as Algorithm 2. In the replicated log problem, each process i keeps a partial log, LOG i , of the events that have occurred in the system. Let LOG(e) denote the content of LOG e.node immediately after e completes. A solution for the replicated log problem guarantees that for every event e,
In other words, all events preceding e in the happensbefore relation are in LOG e.node . Processes exchange messages containing appropriate portions of the events known to them in order to achieve this condition. We shall use existing efficient algorithms for the replicated log problem in our algorithm. Readers who are not familiar with the replicated log problem are referred to [19] for more details.
Each participating process receives a sequence of concurrent sets from Algorithm 2 such that each sequence satisfies condition (B2). Condition (B1) cannot be satisfied unless the entire execution has completed. Therefore, (B1) is replaced by its on-line version (B1 ) as follows.
(B ) Let C 1 , C 2 , . . . , C k be the concurrent sets returned so far from a distributed computation (E p , → p ).
is a prefix there exists a chain C of (E, →) of which
The design motivation of Algorithm 2 is demonstrated by the execution in Figure 3a . A conservative on-line algorithm for constructing a chain of concurrent sets can just return the set {a, b, c}, for example, which is a valid concurrent set. However, one can verify that a bigger concurrent set, such as {a, b, c, d}, exists for the execution. This bigger set, however, cannot be returned by P2 at the given state of the execution as P2 is unaware of the existence of operation d. Algorithm 2 is designed so that the larger concurrent set can be returned. This is achieved by requiring the processes to wait until it is known that the event d can indeed be included in a concurrent set, such as when the execution proceeds to the state shown in Figure 3b . The condition used for this purpose is given in step (3) of the algorithm, which is shown in Figure 4 .
Algorithm 2 is a distributed algorithm and it is executed by each process separately. In step (3) of the algorithm, each process checks that it has collected enough events in its log, according to the given condition, before returning a concurrent set from the logged events. The algorithm is invoked after each completion of event (there are obvious optimizations that are not incorporated into the algorithm for the sake of ease of discussion). In the example of Figure 3 , only after the completion of event h would process P2 find the condition in step (3) satisfied. At this state, P2 is aware of the existence of d and it also learns that e and f cannot be included in the concurrent set that contains b and c as b → f and c → e. The first concurrent set returned is, therefore, {a, b, c, d}. Processes P1 and P3 cannot return a concurrent set yet. However, they will be able to do so, and, in fact, return the same set as returned by P2 later when they know more about the execution. For example, when P3 later finds that the condition in step (3) is satisfied, it will also return the set {a, b, c, d} according to step (2) of the algorithm.
It is not difficult to see, according to the definition of concurrent sets, that the sets returned in Algorithm 2 are indeed concurrent sets. Since Algorithm 2 is a distributed one and each process returns its own sequence of concurrent sets, we must also show that the lth sets returned to any process are the same. On completion of event e: 1) Let G be the set of events in LOG i .
2) /* Obtain the earliest maximal concurrent set in G. */ J := {};
node) repeat until no more event can be inserted into J . 3) if for each process j ( j may be equal to i), ∃x ∈ G c | j , and y ∈ J , s.t. y.node = j and y → x then remove the events in J from LOG i . return J ; endif; at which process i finds that (r i, j ∈ G c | j and y i ∈ J ), s.t. y i → r i, j , for some event y i . Let r j be the first r k, j , for all k = j . Note that j ranges over all the processes including i . At least one y i , call it y, satisfies y → r j . Each process i must have observed the events r j , when it returns the first set. Since event y exists, no event after r j is included in J . It follows that process i returns the maximal concurrent set from the prefix execution up to and including all r j . The proof follows as this set is independent of the value of i . Theorem 2 establishes the safety condition for the algorithm.
However, no liveness condition can be guaranteed by Algorithm 2 for an arbitrary execution. In other words, there is no guarantee that all operations in an execution will be returned as part of a chain eventually. To satisfy such a liveness condition, the corresponding liveness condition needs to be imposed on how the happens-before condition is established. This, in turn, depends on how communication events are generated.
Using the on-line algorithm for general objects
We propose that a general replicated object should be specified by how concurrent sets of operations are executed. The algorithm constructs a distributed computation (E, →) which is used by an underlying CCS algorithm. As shown in Figure 5 , when a process invokes an operation O on an object, an invocation event e with e.op = O.inv is created and added to the distributed computation (E, →). The underlying CCS algorithm returns successive concurrent sets from a chain of this computation. Processes then use a procedure parallel apply to execute operations in the sets returned. If an operation O requires both an invocation event and a response event, then a response event r with r.op = O.resp is issued in the procedure parallel apply.
As an example, we define a class of objects, called sequentially consistent objects, by the way they appear to users: in using a sequentially consistent object, every process sees a history of execution that is composed of the sequential execution of concurrent sets in a chain and the execution of each concurrent set is composed of a common sequential execution of operations in the set. Since all processes use the same chain (as returned by a CCS algorithm), they execute all operations in the same sequential order. One particular way to implement parallel apply for sequentially consistent objects is shown in Figure 5 . The procedure takes a set CCS (as returned by an underlying CCS algorithm), the local copy Obj i of the object, as well as other required local data structures as its parameters. This procedure orders all the operations in the concurrent set, in some sequential ordering and applies them to the object. We notice that operations that are originally issued locally need to be responded to here.
In using these objects, every process still sees a history of execution that is composed of the sequential execution of concurrent sets in a chain. However, the execution of each concurrent set is left open to the specification and does not have to be composed of the sequential execution of operations in the set. An obvious disadvantage of this algorithm is that the objects implemented are likely to be blocking because response events are not issued immediately (i.e. right after the corresponding invocation events). Objects that can be implemented in a non-blocking manner are considered in subsequent sections.
NON-BLOCKING OBJECTS

The ordered set dictionary problem
In this section, we apply the general scheme to the ordered set dictionary problem (or simply the dictionary problem). A dictionary D is an abstraction of a data object such as a phone directory, a file directory, a resource management table, etc. We first describe the problem treating the dictionary as an ordinary non-shared object. The ordered set dictionary problem consists of a set of items from a universe I . A dictionary consists of a view and a cursor position. The view (also called the global view) is a pair (V, ) , where V is a bag of items in I and is a linear ordering on the items in V . The cursor position c of the dictionary points to an item in the view. The dictionary supports operations such as insert(y), delete(), move(arg) and lookup(y, arg). An insert(y) operation inserts an item of value y after the cursor position. The delete() operation removes the item at the cursor position and repositions the cursor at the next item (assuming that there is always an end of dictionary item in V ). The move(arg) operation changes the cursor position according to the value of arg and returns the value of the item at the new position. The lookup(y, arg) operation moves the cursor to an item of value y, if such an item exists. The arg parameter specifies how the cursor should be moved. Other operations such as count(x) which counts the number of occurrences of an item x may also be added. For simplicity, we restrict ourselves to a linear ordering . If is a partial order or other more general relation, then the implementation of the dictionary becomes blocking.
A fully replicated dictionary is considered. The view of the dictionary at site i is called the local view of the site i to distinguish it from the global view of the dictionary. It is denoted by the pair (V i , i ) . For simplicity, we sometimes use the bag of items in a view to denote the view itself. For every operation o, let V (o) be the view V o.node immediately after o completes. Also, let ins x be the insert operation of item x. Operations that delete item x are called x-delete operations. Note that a delete operation does not have a parameter saying which item it deletes. Instead, it deletes the item at the local cursor position. Although items of the same value may be inserted by different processes or by the same process at different times, they can be distinguished uniquely by a name consisting of the process invoking the insert operation and the local time of the invocation. However, this information need not be maintained by the implementation. This is auxiliary information for showing consistency. Thus, our algorithms are particularly useful for systems with large numbers of small items, where it is inefficient or difficult to maintain unique names for every item.
The consistency requirements of the dictionary relate local views to the global view: 
Besides the dictionary problem defined here, another dictionary problem is also defined in a number of pioneering papers [19, 20] . We call it the basic problem to distinguish it from the problem defined here. Unlike the items in our problem, items in the basic problem are not ordered. Solutions to the basic problem, in general, do not apply to our dictionary problem directly. We present some new algorithms for our problem based on the solution to the concurrent set problem described earlier.
The dictionary specified here is considered as an object weaker than sequentially consistent objects because it does not require every process to see the same sequential executions of operations in concurrent sets. However, this does not imply that any implementation of a sequential consistent object (which is a stronger object) can be applied to the weaker object. In particular, we consider Algorithm 3 of Figure 5 for sequentially consistent objects. Suppose that we use this implementation for a dictionary and two processes i and j issue events 1 as follows on an initially singleton dictionary: process i : insert i (x); send message m i to j ; receives m j from j .
process j : insert j (y); delete j (); send message m j to i ; receives m i from i .
These events are separated by semicolons. Assume that all the three non-communication events are returned in a concurrent set and that they are applied when the concurrent set is returned. Then, according to Algorithm 3, the operations in the events are extracted and are executed on each copy of the dictionary. Assuming that i > j , then the operations are executed in the order: insert(y); insert(x); delete(). The result is that the dictionary only contains y at the end of the execution. However, after the receive event, e, of process j , process j sees insert i (x) but not any x-delete operation g such that insert i (x) → g → e. (Note that the delete j () operation does not carry information saying that it is a y-delete event.) Therefore, by Condition (C1), x is an item in the dictionary. This shows that Algorithm 3 is incorrect for the dictionary problem. Algorithm 3 has ignored the fact that delete j () should be a y-delete event, which is determined by the local cursor position of process j at the time the delete operation is issued. The reason behind this phenomenon is that there are operations (such as delete) that implicitly refer to parameters (such as the cursor position) when objects are not replicated. When objects are replicated, these parameters may assume different values at different sites. Consequently, direct execution of the operations at the sites may cause inconsistency. A similar example can be constructed for the first-in first-out queue in which a dequeue() operation does not specify the name of the item to be removed directly. Instead, the item to be removed is specified indirectly by the current content of the queue.
A non-blocking algorithm for the ordered set dictionary problem
Algorithm 3 of Figure 5 is designed for general distributed objects. The algorithm is blocking and may be too conservative for some objects. For example, in our dictionary problem, it would be desirable if all operations can be performed in a non-blocking manner. That is, all operations should be performed locally without waiting for any communication to occur. In particular, once an item is inserted, the user may check from the local view that the item is inserted. Similarly, when an item is deleted, the local view should reflect the change even though other views may not reflect the change instantly. One such algorithm, Algorithm 4, is outlined in Figures 6 and 7 . Each process executes local operations on the local view by inserting UPDATE records at the local cursor position. Any subsequent local operations will also see the effects of the earlier local updates. The UPDATE records from all the processes are combined together to bring the dictionary to a consistent state. To be specific, let V i be the view at process i since the last processing of a concurrent set. Variables list i [ j ] stores the list of UPDATE records for process j from the operations of process j returned in a CCS to process i . The records in list i [ j ] are also ordered based on the local
Parallel apply(CCS, V, NewV):
/* assume arguments are passed by reference */ Let CCS = {e kj k }, where e k1 → e k2 → ... → e kj k are the events of process k. inserts that occur at the same cursor position are sorted by process id; deletes that point to the same items are treated as one delete; all operations are applied to V to obtain NewV; end Proof. The lemma follows from the consistency of the concurrent sets returned by the underlying CCS algorithm and the common way to apply all operations in concurrent sets at every process.
THEOREM 3. Algorithm 4 is a correct implementation of the ordered set dictionary.
Proof. We need to show that Conditions (C1) and (C2) are satisfied by Algorithm 4. We first consider Condition (C1). Let x be an item that is in V (o) where o.node = i . According to the algorithm, there must be an insert event ins x that inserted x to V i . Without loss of generality, assume that there is no other insert event of x that occurs between ins x and o in the happens-before relation. We show that there is no x-delete operation g such that ins x → g → o. Suppose, in contrast, that there exists an x-delete operation g such that ins x → g → o. Then g and ins x are either in the same concurrent set or g is in a concurrent set returned after the concurrent set of ins x . In either case, according to the algorithm, g deletes x after x is inserted by ins x and, by assumption, x is not inserted between g and o. This M. CHOY contradicts the assumption that x is in V (o). The proof follows.
Next we consider Condition (C2). We show that is always a total order. It is sufficient to show that for any two items x and y, the order they appear in any view is the same. If x, y ∈ V i and x i y then as long as x and y remains in V i , x i y remains true. If x, y ∈ V i and x i y and there is a subsequent state in which x, y ∈ V j then either x and y are inserted during the processing of the same concurrent set or not. In the former case, by Lemma 1 both i and j have the same view W before processing the concurrent set. According to the algorithm, both i and j process the concurrent set on W in the same manner. Therefore, we must have x j y after the processing of the concurrent set. In the latter case, without loss of generality, assume that ins x appears in a concurrent set earlier than ins y appears. Consider the view W after the processing of the last concurrent set before the concurrent set that includes ins y . This view is common to processes i and j . Since y is inserted after x at process i , according to the algorithm, it is also inserted after x at process j . The proof follows.
Other applications
Several objects can be implemented using the general scheme presented in the previous sections. Some examples are counters, queues, linked lists, text-files and distributed shared memories. Counters and queues are simple objects that can be implemented by easy modifications. Therefore, they are not discussed here. Linked list and text-file are special cases of the dictionary problem and are considered next. Then, we discuss the implementation of a distributed shared memory with emphasis on the possibility of nonblocking operations. Finally, we demonstrate our general scheme by showing a non-blocking implementation of bulletin board services.
Shared file
The concurrent file editing problem is a version of the ordered set dictionary problem in which items are from the set of, for example, ASCII characters. A minor difference between the file editing problem and the dictionary problem is that the local view (or at least part of the local view) is continuously shown to the user. This is the same as automatically inserting move operations to read the entire dictionary after every update made to it. Algorithm 4 can be applied here directly. However, for practical purposes, it is necessary to consider how the happens-before relation is obtained. This will have a major impact on the performance of the algorithm. The simplest way to obtain a happensbefore relation that guarantees operations are eventually delivered to all the processes is to use a special message, called a token, to circulate around the processes. As the token is circulated, it carries operations issued at the processes and transfers them to others. Figure 8 shows a sample execution with such a token and some expected concurrent sets to be returned by the algorithm of Figure 4 . Since the pattern of communication is known, a simplified algorithm can be used to obtain concurrent sets directly instead of using Algorithm 2. By simplifying this part of the algorithm, other issues such as fault-tolerance and performance can be considered easier. The new algorithm is shown in Figure 9 . In this algorithm, a token is associated with two counters c1 and c2 and two sets S1 and S2. Basically, S1 is used to accumulate operations to form a concurrent set and S2 is used to keep the latest formed concurrent set. The local variable CCS is assigned with a set whenever the algorithm decides to return the set as a concurrent set, which is determined by the values of the counters. This specialized algorithm returns the same sequence of concurrent sets as Algorithm 2 for the given pattern of communication.
Sequential consistent DSM
Consider the implementation of a sequential consistent distributed shared memory. We consider the case where the memory supports only read and write operations. Some operations are blocking and some are non-blocking. This is not like Algorithms 3 and 4 where all operations are blocking and non-blocking, respectively. Here, we combine these two algorithms for the DSM object. Non-blocking operations are applied and responded as in Algorithm 4. Blocking operations are delayed to be responded with the concurrent set containing them and are returned as in Algorithm 3. Read operations that are not preceded by writes are nonblocking. Their response events are triggered as soon as the operations are invoked. The values returned by these response events are based on the state of the memory after
if (c1 = N + 1) then CCS := S1; S2 := CCS; c1 := 1; c2 := 1; else S1 := S1 ∪ Q i ; Q i := {}; c1 := c1 + 1; if (1 ≤ c2 < N) then CCS := S2; c2 := c2 + 1; endif endif send Token = (c1, c2, S1, S2) to next process in ring; the processing of the previous concurrent set (or the initial state of the memory if there is no prior concurrent set). Write operations are also non-blocking and their response event does not return any values. Read operations that appear after one or more writes since the last return of a concurrent set are blocking. Their response events are triggered in (new) procedure parallel apply (and depend on the sequence of operations applied so far inside the procedure).
For sequential consistent DSM, a common sequential history of execution on the memory consisting of a chain of concurrent sets with operations in each set sequentially ordered is expected. In particular for any concurrent set C, the sequential order of operations
where R i is a list of read operations, if any, of process i in C not preceded by write operations of process i in C, W 1,...,N is a list of all the write operations in C and R i is a read operation, if any, of process i in C, preceded by write operation(s) of process i in C. The procedure parallel apply will order the operations in C in this manner. It should be noted that any communication patterns used to deliver the read or write operations can be used as long as all operations are delivered to all sites eventually.
Other weakly consistent memories
Besides sequential consistent memory, our scheme can also be used for other weakly consistent memories. There exists dozens of different definitions of weakly consistent memories. Hybrid consistency as proposed by Attiya and Friedman [21] captures both strong and weak consistencies in one single model and is, therefore, chosen to demonstrate our scheme. In the hybrid consistency model, operations are classified as strong or weak. Informally, strong operations must be scheduled so that all processes see them in the same order (which is like the requirement of sequential consistency). On the other hand, weak operations may be scheduled in any way, as long as each process sees a valid history of execution. To implement hybrid consistency is easy with our scheme. We simply run the same algorithm as for sequential consistency memory but with the parallelapply procedure replaced. In the new parallel-apply, every process must order strong operations in the same sequence but weak operations may be ordered in any way, as long as the resulting execution is still valid. The facts that each process receives the same chain of concurrent sets and that they order strong operations in each set in the same manner ensure strong operations are scheduled properly in the entire execution.
Lastly, we should also point out that, like most memory models, the hybrid consistency model defines the safety properties of the memory and it does not specify how long an operation is allowed to complete. This resembles our scheme which ensures the returned concurrent sets are properly processed but there is no guarantee that concurrent sets will eventually be returned. The discussion of this liveness property and the related efficiency issues is left to Section 5.
Mail and bulletin board services
Consider a system supporting bulletin board services (BBSs). Users may post and read messages from the BBS. (We assume the read operation also removes the message from a local copy of the object. However, other operations may be added to the system to achieve similar effects.) The correctness requirement to enforce is that if a user posts a message x after it has read a message y (probably posted by other users) then any user who can read x must have the knowledge of y as well. This is similar to the requirement of causal delivery of messages [22] . Our general scheme of replicated objects allows the following implementation of the service. Post operations are non-blocking and their response event does not return any values. The local state of the object contains the list of messages that are known but not read by the local site. Read operations are also non-blocking. They return messages from the local state of the object. (Messages that are not included in the local state cannot be read, yet.) It is not difficult to see that the correctness requirement of the BBS is automatically guaranteed by our general scheme. This is true regardless of what underlying communication patterns are used to deliver the messages, as long as all messages posted are delivered to all users eventually.
EFFICIENCY CONSIDERATIONS
Although the correctness of our implementations of objects are independent of the underlying communication pattern, in practice the communication pattern may affect performance significantly. For example, the multiprocessor architecture proposed by Berkovich and Chang [23] supports replicated objects over a specially designed network. The communication pattern possible on the network is very different from a traditional message passing network. Very M. CHOY different performance results of implementing replicated objects may be found on their architecture. To address the performance issues more specifically, consider the solution of the concurrent file editing problem, using a single token circulation. It has a number of drawbacks.
1. The token message continuously circulates among the processes even when there are no updates to the file. This consumes communication bandwidth unnecessarily. 2. Only one token is used. Progress of updates is slow when the number of processes is large. Hence, the solution is not scalable to a large system.
We address these issues in the following sections.
Multiple tokens
The token messages circulating among the processes are needed to convey new events to every site. To reduce wasted bandwidth when there is no operation issued, tokens are not generated until a number of operations have been invoked at a site; the exact number of which can be tuned or adjusted. However, if the object is non-blocking then every operation invocation event should trigger a token. Since multiple operations may be issued at different sites concurrently, many tokens may be generated at the same time. Each token message circulates among the sites to collect events so as to return a consistent concurrent set. After a site generates a token, subsequent events are queued at the local site until a token message is received. The queued events may be included in the current consistent concurrent set the token is collecting or they may be included in the next consistent concurrent set (if they are not concurrent with the current set). After a token message has completed one round of circulation, it still needs to be circulated so as to distribute the collected consistent concurrent set to every site. Furthermore, some collected events may not be included in the current consistent concurrent set. In that case, the token must also be circulated again to form and return the next consistent concurrent set. The exact details are similar to the single token scheme and are not shown here. However, for the sake of illustrating the idea, one particular execution is depicted in Figure 10 . The figure shows two generations of tokens and their first rounds of circulation, respectively. It can be verified that the sets of events constructed are concurrent sets.
Scalability
In Algorithm 4 for the dictionary, local operations are performed in a non-blocking manner. All other remote operations are performed when a concurrent set is returned. This, on average, takes one token cycle time when the single token circulation scheme is used. This scheme is not scalable to large systems with many sites. We propose a hierarchical solution for large systems. We use a twolevel hierarchy of sites to illustrate the idea but the scheme can be extended to any number of levels. We assume that some sites are logically closer to each other so that it is advantageous to perform operations from these sites earlier.
Sites that are close to each other are grouped into M disjoint regions. M copies of the basic CCS algorithm are run on these M regions. The algorithm in Figure 9 , for example, may be used in each region to deliver concurrent sets. We refer to the CCS algorithms running within the regions the intraregion algorithms. A unique leader site is chosen for each region and another CCS algorithm (again, maybe the one in Figure 9 ) is among the leaders. This algorithm that runs between the leaders is called the interregion algorithm. The non-communication events of leaders are the delivery of concurrent sets of the intraregion algorithms. That is, when a concurrent set is delivered by the intraregion algorithm to the leader of a region, it is considered as an event occurring at the leader. Consequently, a consistent concurrent set returned by the interregion algorithm contains concurrent sets from intraregions. While CCSs of the local region are delivered by the intraregion algorithm, CCSs of other regions are delivered according to the order they are delivered in the interregion algorithm. For objects that are blocking in nature, all operations are delayed and performed only when concurrent sets from the interregion algorithm are delivered. However, for non-blocking objects, such as the ordered set dictionary, the following can be achieved.
• Local operations are responded to locally as they are issued.
• Remote operations that are issued by sites in the same regions are responded to as intraregion concurrent sets are returned.
• Remote operations from other regions are responded to as interregion concurrent sets are delivered.
PERFORMANCE ANALYSIS
The introduction of a non-blocking algorithm for the implementation of replicated objects automatically reduces response time of the operations to the objects. To investigate how much reduction is possible, we perform simulations on some of the algorithms and compare them with traditional methods such as those that are based on a mutual exclusion algorithm.
The simulations are set up to model the application of a shared file on a network. Both response time (the time from which a request is made to the time the request is served) and the throughput (the number of requests that can be served per unit time) are measured in the simulations. We choose a physical connection of the replicates of the objects in the form of a ring. Other connection configurations are possible but we do not intend to exhaust all common configurations. There are N nodes in the ring. Each node serves a user with input request arrival rate, λ. Each network connection has an overhead n o [ms] . The CPU at each node introduces a delay in handling messages. The delay consists of a fixed overhead c o [ms] and a component proportional to the size of the message (c t ms B −1 ). Two types of requests are simulated and they are different in size. The size of the first type follows a normal distribution with mean NormalSize. The second type follows the same size distribution but with twice the mean. The ratio of the number of the first type of request to that of the second type is α. When a node is blocked (because of executing a blocking algorithm such as mutual exclusion), the arrival rate from the users will be affected. We assume that the request arrival rate drops to r % of λ. Table 1 shows the parameters used in these simulations.
The single token method is compared with the multiple token method and with traditional methods.
In the multiple token case, sites do not necessarily generate tokens immediately. They wait until there are w requests pending locally or until timeout occurs. Of course, there may be some other tokens circulating around to pick up the requests before w requests can be collected. The value of w is chosen as 3 and 4 in our experiments. The traditional methods for keeping data replicas based on mutual exclusion algorithms are used for comparisons. A simple centralized mutual exclusion algorithm is used on the ring structure. One site in the ring is chosen as central and it handles all mutual exclusion requests by maintaining a FIFO queue. The experimental setup using this algorithm is denoted by Mutex. In order to remove any limitations imposed by the network configuration (in this case the ring) to the mutual exclusion algorithm, another network configuration consisting of a ring and individual direct shortcut paths from each node to the central site is set up. We denote the experimental setup using the mutual exclusion algorithm with this additional advantage, the Mutex with shortcut setup. Finally, for both Mutex and Mutex with shortcut, it is assumed that all sites are infinitely fast in processing mutual exclusion requests. Thus, the delays due to the mutual exclusion algorithms would not affect our comparisons.
The results of experiments are shown in Figures 11 and  12 . The figures show the average throughput and the average response time for each setup. Each experiment is repeated 20 times (with a different starting random seek number). Relatively small (a few percent of the mean) standard deviations are obtained except for the response time of the multiple token algorithm. This is consistent because the response time of a request in the multiple token algorithm depends on how long the requests are blocked locally, which, in turn, depends on the number of local blockings chosen.
The results of the simulations show that with single token algorithms, the throughput is highest and the response time is lowest. The latter is easily verified as requests are immediately replied by the local node. The only delay is due to processing messages at the local node. As the request rate goes up, the single token approach continues to serve more and more requests (with throughput almost directly proportional to request rate). On the other hand, all the other algorithms appear to reach some kind of upper bound (thus, the throughput curves begin to flatten). This is accountable because the single token approach is non-blocking. The increase in request rate makes the token size larger but it does not have much effect on response time and it does not restrict throughput (as long as there is enough bandwidth to transfer the tokens).
The multiple token algorithms have similar performance (throughput and response time) compared with Mutex with shortcut and the Mutex algorithm seems to be the worst of all. The main advantage of the multiple token scheme compared to the single token scheme, i.e. reducing the waste due to circulating a token when there are no requests, is not shown in these figures. M. CHOY 
CONCLUSION
Distributed objects and replicated objects have been widely used to improve performance and reliability of distributed systems. Many objects that satisfy stronger consistency requirements such as linearizability can only be implemented in a non-blocking manner to some extent (e.g. read operations of some shared memory can be nonblocking while write operations may be blocking). We have considered the specification and implementation of objects that can be implemented completely in a non-blocking manner. The general implementation based on the idea of consistent concurrent sets may be useful to other objects as well. Non-blocking implementation of objects is closely related to wait-free implementation of objects [24] . Certain lower-bounds results have been established on wait-free implementation of linearizable objects in message passing systems [25] . Since the objects considered in this paper are not necessarily linearizable, these lower bounds results do not apply here.
Although the motivations of studying non-blocking objects are similar to those of studying various kinds of weak consistencies of shared objects, we have proposed a scheme that detaches the issues of performance from consistency requirements. Different systems may use a different scheme to deliver operations depending on the performance requirement. The consistency of the objects is independent of the scheme.
More work should be done in identifying useful objects with non-blocking properties in the future. Also, the relationship between weakly consistent objects and nonblocking objects should be investigated. Finally, the advantages and disadvantages of non-blocking objects should be investigated with other network configurations in addition to a ring structure.
