Abstract: Robots must plan and execute tasks in the presence of uncertainty. Uncertainty arises from sensing errors, control errors, and uncertainty in the geometry of the environment. By employing a combined strategy of force and position control, a robot programmer can often guarantee reaching the desired h a l configuration from all the likely initial configurations. Such motion strategies permit robots to carry out tasks in the presence of significant uncertainty. However, compliant motion strategies are very difficult for humans to specify-for this reason we have been working on the automatic synthesis of motion strategies for robots, In previous work [D], we presented a framework for computing one-step motion strategies that are guaranteed to succeed in the presence of all three kinds of uncertainty. The motion strategies comprise sensor-based gross motions, compliant motions, and simple pushing motions.
Introduction
In this paper we describe a theory of planning multi-step Error Detection and Recovery (EDR) strategies for compliant motion assemblies. We have implemented the theory in the form of a planner, called LIMITED, in the domain of planar assemblies.
In previous work [D] , we addressed two problems. The first is:
(1) The use of active compliance enables robots to accomplish tasks even in the presence of significant sensing and control errors. How can compliant motion strategies be synthesized in the presence of sensing, control, and geometric model error, such that the strategies are guaranteed to succeed so long as the errors lie within the s ecified bounds? As an example, consider a peg-inhole assembG with sensing and control uncertainty, with toleranced parts. We wish to synthesize a compliant motion strate that is guaranteed to succeed so long as the parts lie within t g s ecified tolerances, and the sensing and control errors lie within tge specified bounds.
We attacked this problem by introducing additional dimensions to the configuration space; each dimension represented a way in which the parts could arametrically vary. We termed the product space of the motion iegrees of freedom and the geometric model variational dimensions "generalized configuration space" and showed how to compute "preimages" [LMT,E] of a geometrical goal in this generalized configuration space. The preimage of a goal is the set of (generalized) configurations from which a particular commanded compliant motion is guaranteed to succeed.
(2) However, it is not always possible to find plans that are guaranteed to suceed. For example, if tolerancing errors render an assembly infeasible, the plan executor should stop and signal failure. In such cases, the insistence on guaranteed success is too restrictive. For this reason we investigated ETTOT Detection and Recovery (EDR) strategies. EDR plans will succeed or fail recognizably: in these more general plans, there is no possibility that the plan will fail without the executor recognizing it. The EDR framework fills a gap when guaranteed plans cannot be found, or do not exist: it provides a technolo for constructing plans that might work, but fail in a "reasonabB way when they cannot. In [D] , we gave a constructive, geometric definition of EDR strategies, and showed how they can be computed for one-step strategies. (A one-step compliant motion strategy is a plan in which a damper motion is commanded in one nominal direction (subject to uncertainty), until certain force-and position-sensing data indicate that the motion should be terminated. In the case of an EDR strate the run-time executor must also be able to disambiguate the res% of the motion as a success (achieving the goal) or failure).
Examples

Application: Planning Gear Meshing
We must stress that EDR is not limited to problems with model error. There are many applications in which the geometry of the environment is precisely known, but in which guaranteed plans cannot be found, or are very difficult to generate. Let us consider a simplified instance of this 2 there are two planar Figure 1 : The goal is to insert the peg in the hole. No rotation of the peg is dowed. One can imagine a strategy which attempts to move straight down, but detects contact on the top surfaces of the hole if they occur. If the peg sticks on the top surfaces, the manipulator tries to move to the left or right to achieve the hole. Are these contact conditio s 'errors"? We maintain that t h g are not, since they can be planned for anjverified.
gear-like objects, A and B. The task is to plan a manipulation strategy which will mesh the gears. The state in which the gears are meshed is called the goal.
We assume that the mani ulator has grasped A. B is free to rotate about its center, but t h s rotation can only be effected by pushing it with A . The initial orientation of B is unknown. We regard A as the moving object and B as the environment; hence even though the shape of B is precisely known, we choose to view the uncertainty in B 's orientation as a form of model e m r . There is uncertainty in control, so when a motion direction is commanded, the actual trajectory followed is only approximately in that direction. There is also uncertainty in position sensing and force sensing, so that the true position and reaction forces are only known approximately. The magnitude of these uncertainties are represented by error balls.
In eneral, a commanded motion of A may cause A to move througf free space, and contact B , possibly causing B to rotate.
Our EDR theory is a technique for analyzing these outcomes geometrically to generate strategies that achieve the goal when it is recognizably reachable, and signal failure when it is not.
In an experiment, the EDR theory in the gear domain was applied using the planner, LIMITED, as follows. The initial position of A is uncertain. The robot can impart either pure forces (translations), or pure torques (rotations) to A. The planner can choose the direction of translation or rotation. Can a multi-step strate of commanded translations and rotations be found to mesh tE gears?
LIMITED was able to generate an EDR strategy for this problem. The characteristics of the experiment are:
There are three degrees of motion freedom (two translational There is one degree of rotational model error freedom (the It is possible to push B to change its orientation.
There is sensing and control uncertainty.
The geometry of the gears is complicated-they have many Quasi-static analysis [Mason] is used to model the physics of Thus we have a kind of four-degree of freedom planning problem with uncertainty and pushing. To generate multi-step EDR strategies under pushing, LIMITED employed the EDR theory together with a technique called failure mode analysis.
Suppose, that vision is poor, or that the gears are accessible to the robot gripper, but not to the camera. This means that position sensing will be very inaccurate, and hence may be of no use in determining whether the gears are successfully meshed. This will often be the case in practice. In this case, force sensing must be used to disambiguate the success of the motion (meshing) from failure (jamming in an unmeshed state). We assume the robot has force sensing. LIMITED generates the following two-step EDR strategy:
Motion 1: Command a pure translation of A into B.' and one rotational) for A. In this plan, motion (1) does not terminate distinguishably in success (meshed) or failure (jammed). That is, after motion (1) terminates, the plan executive cannot necessarily recognize whether or not the gears are meshed. LIMITED predicts this, and enerates motion (2), which disambiguates the result of motion fl). The signal success.
'LIMITED generates the actual force vector.
generation of the second, disambiguating motion involves the use of failure mode analysis. Breaking contact and sticking are examples of failure modes. The second motion is generated so that from any unmeshed state resulting from motion (l), all possible paths will terminate distin shably in a failure mode. Failure mode analysis is a robust s s h e o r y of EDR by which LIMITED generates multi-step strategies under pushing.
The theory and implementation behind the generation of motion (1) were discussed in [D] . While we will review these techniques briefly, our concern in this paper is how to generate the multi-step strategy abov-r more precisely, how to "extend" motion (1) into a 8-step strategy.
Experiment: Peg-in-Hole with Model Error
We now describe a plan generated by LIMITED for a peg-in-hole problem with model error. LIMITED does not use failure mode analysis to solve this roblem.
A peg-in-hole proElem is depicted in fig. 3 . There is uncertainty in the width of the hole; that is, the width is known to lie within some given interval. In addition, there are chamfers on the sides of the hole. The depth of the chamfers is also unknown, but we are given bounds on the depth. Finally, the exact orientation of the hole is uncertain. The geometry of the hole is input to the fanner as a set of parametrically defined oly ons. They are dened by a three parameter family, for wi$h ofthe hole, depth of the chamfers, and orientation of the hole. An associated bounding interval is also input for each parameter. The geometry of the peg is input as a polygon. In this problem, the width of the hole may be smaller than the width of the peg. Thus there can exist no strategy that is guaranteed to succeed for all geometric uncertainty values. Kowever, assume that the assembly-the hole geometry-is inaccessible to robust vision or position-measuring devices. In particular, the measurement error will typically determine the model error bounds, which in this example are large for the purpose of illustration. Thus it is not a priori possible to measure the dimensions ahead of time to determine whether or not the assembly is feasible. Instead, the best we can hope for is an EDR strategy: a strategy that takes some action in the world to attempt the assembly, but whose outcome can be recognizably diagnosed as success or failure by the run-time robot executor.
The peg is allowed to translate in the plane. Its motion is modeled using generalized damper dynamics. This permits sliding on surfaces about the hole. Friction is modeled using Coulomb's law. With these dynamics and perfect control, the peg would exhibit straight-line motions in free space, followed by sliding motions in contact, where friction permits. Here, however, there is control uncertainty, which is represented by a cone of velocities. Motions in free space fan out in a kind of "spray." Again, slidin is possible on surfaces, but so is sticking, depending on the e k t i v e commanded velocity at a given instant. (In this case, we say sliding is non-deterministic). The size of the control uncertainty cone of velocities is an input to the lanner. Whether sticking may occur on an edge may be compute8by intersecting the friction cone with the negative control uncertainty cone.
It is possible to sense the position of the peg and the forces acting on it. This information is only approximate. The error bound on the position sensor readings is input to the planner as the radius of a disc.
LIMITED generates plans using a configuration space representation of the constraints [Lozano-Pkrezl. In the Dlane. one imae--ines shrinking the moving object to a point, and-correspondingry "growing" the obstacles. The point must be navi ated through free-space, sliding on surfaces, and so forth, into !he hole. Fig.  4 shows confi uration spaces for different parametric variations of model e ror aotice that when the "real" hole is too small for the peg to i t , ihen there is simply no hole at all in the corresponding configuration space. Each frame in fig. 4 is called a "slice;" a slice represents a cross-section where the model error parameters are constant. To synthesize an EDR strategy, LIMITED must in some sense consider all such slices. In practice LIMITED works by constructing a finite, although typically large number of slices. [DZ] shows that in many cases, only a low polynomial number need be considered. LIMITED begins by considering a small number of slices, and generates a tentative motion strategy. This strategy must pass a test-which we call the EDR test-to be recognized as an EDR strategy. One of the chief goals of this work is to derive this test, and to make it formal and algorithmic. Next, LIMITED attempts to '$emralize" the strategy by considering successively more slices. he stratem is modified so that it Dasses the EDR n t&t in all slices. Finally, since LIMITED is a forward-chaining planner, it is possible to take the failure regions from motion (2) and plan a third recovery motion. Thus, rou hly speaking, in the EDR framework, recovery actions are plannef by forward-chaining from the failure regions of the previous motion. When the failure regions are potentially indistinguishable from the goal (using sensors), then the recovery action must satisfy the formal EDR test when executed from the union of the goal and the previous failure regions. For example, when we view motion strategies as "mappings" between subsets of configuration space, then typical "robust" recovery actions are EDR plans in which the goal is a "ked point." Motion (2) is an example of such a one-step EDR plan.
Figs. 5-13 show the plan in just four different slices, to give a flavor for the plan. Fig. 5 shows the confi uration spaces of the four slices. The goal region here is shaded bfack. Note that in one slice, the goal disappears. The initial uncertainty in the position of the peg is represented by constraining the reference point (the point to which the peg has been shrunk) to lie in one of the start regions in fig. 6 .
Figs. 7-8 represents the forward projection of the first motion. This region is the outer envelope of all possible trajectories evolving from the start regions. It is the set of all configurations that are reachable from the start regions, given the commanded velocity and control uncertainty cone. Fig. 9 shows the termination regions for motion (1). The termination regions outside the goal are not necessarily distinguishable from the goal.
Figs. 10-11 show the forward projection of the second motion. Fig. 12 shows the termination regions for the second motion. Fig. 13 shows the size of the position sensing uncertainty ball. The goal and the failure regions in fig. 12 are distinguishable using sensors.
Review of Previous Work
For previous work on configuration space, see [Lozano-Pbrez, SS, Dl] . For previous work on motion planning with uncertainty, see [Taylor, Whitney, Brooks 82 There has been almost no formal analysis of the EDR problem.
[Srinivas, Fikes and Nilsson, Ward and McCalla, McDermott, Gini and Gini, Wilkins] consider the problem, and the classical planning literature [STRIPS] is also relevaat. The basic EDR theory appears in [D] . Randy Brost [Personal communication] has developed a backchaining algorithm for multi-step EDR strategies. This paper is based on [Donald, 87); therein may also be found precise r?gorithms for the computations in this short paper, and a verbose hterature review.
A Review of the EDR Theory
We now review the EDR theory developed in (D] . For details, see [Donald 86, 87, 881. To represent model error, we proceed as follows. Suppose we have a configuration space C for the degrees of freedom of the moving object. Let J be an arbitrary index set which parameterizes the model error. Then the generalized conFguration s p c e with model error is C x J. One way to think of this construction is to imagine a collection of possible Uuniverses", { C,} for a in J. Each C, is a configuration space, containing configuration space obstacles. The ambient space for each C, is some canonical C. C x J is simply the natural product representing the ambient space of their disjoint union. There is no constraint that J be finite or even countable. In fig. 3 , C is the Cartesian plane, and J is a three-dimensional product space. One of the J dimensions is circular, to parameterize the angular variation represented by a3.
Next, we constrain all motions to be differentially tangent to C and have 0 component across J. In essence, this may be done by making the control velocity uncertainty cone have the dimension of C. This construction may be viewed as an axiom for "physics" in C x Jspecifically, it is a non-holonomic constraint. Similarly, position sensing in J is bounded by the accuracy to which the robot Fi ure 5:
pr%em. The goal reg1011 is shaded black. In one slice, the goal wishes.
4 configufation space slices for the peg-in-hole with model error can perceive the shape of the environment. We envision a backchaining planner which recursively computes pre-images [LMT,E] of a goal r ion G. Successive subgoals are attained by motion strategies. %ach motion terminates when all sensor interpretations indicate that the robot must be within the subgoal. Preimages provide a way to construct guaranteed plans for the situation with no model error. Can preimages be generalized to situations with model error? The answer is yes. The eneralized control and sensing uncertainties in C x J are given %y the physics axioms of [D] . These uncertainties completely determine how motions in generalized confi uration space must behave. We form the preimage of G under t%ese uncertainties. The trick here is to view the motion planning problem with n degrees of motion freedom and E degrees of model error freedom as a planning problem in an An EDR strategy should attain the goal when it is recognizIt should also permit serendipitous achievement of the goal.
Furthermore, no motion guaranteed to terminate recognizably in the goal should ever be prematurely terminated as a failure. Finally, no motion should be terminated as a failure while there is any chance that it might serendipitously achieve the goal due to fortuitous sensing and control events.
We introduce an "additional" goal-like set H, which is disjoint and distinguishable from G, such that when H is reco niaably achieved, then failure of the motion may be signalled. %hat is, we construct an H such that recognizably achieving H is equivalent to "failure." H is called the EDR region. Remarkably, E may be constructed such that the EDR axioms are satisfied. Intuitively, H has two components: the first is the set-difference of ably reachable, and signal failure when it is not. the forward projection minus the "weak" preimage. The second is regions where sticking may occur within the "weak" preimage.
(The "weak" preimage [LMT] is all points from which the goal may possibly (but not necessarily) be achieved). H may be computed given G, the motion direction 0, and the start region R; see [D] .
Next, we must test to see whether G and E are distinguishable using sensors; this is the "EDR test" of sec. 1.1.2. Ifso, then a one step EDR strategy is in hand. If not, then a multi-step strategy must be constructed. These algorithms have been implemented in LIMITED. At a high level, the one-step algorithm is:
Algorithm lEDR
1. Generate a commanded velocity v;. However, for both the gear-meshing and peg-in-hole problem, one-step strategies cannot be generated for the sensing and control error bounds we input. More specifically: in these cases, H can be computed for any hypothesized one-step motion 8, but LIMITED cannot find a 0 for which H is distinguishable from the goal. Intuitively, the reason that H and G are not distinguishable is that (a) since the control uncertainty is "large", therefore H is "large", and (b) since the error bounds on position and force sensing are lar e therefore it is not always possible to distinguish between E a n i b.
What is to be done in this case? In short: multi-step strategies are required. This raises the central issue: how can multi-step EDR strategies be generated? We are interested both in an implementable (and, in LIMITED, implemented) practical approach, and also in developing unifying theory for multi-step EDR planning.
Multi-step EDR Plan for Peg-in-Hole with Model Error
We now give LIMITED'S algorithm for generating multi-step strategies using push-forwards. Recall section 1, figs. 3-13, which described a two-step EDR plan for a peg-in-hole plan with 3 DOF model error. Here is how this multi-step strategy was generated:
Algorithm Multi
1. First, try to generate a one-step EDR strategy using the algorithm lEDR in sec. 2. Suppose this fails. Then:
2. Generate a commanded velocity v i , such that the forward projection of the start region intersects the goal in some slice. Of course, in LIMITED the computation is memoized so that the projection and EDR regions computed in step (1) are not recalculated in steps (2) and (3). Obviously, we can extend this algorithm to generate longer strategies which push-forward several times and finally terminate in a single-step EDR strategy. Now, LIMITED is a multi-resolution planner. The algorithm outlined above generates a multi-step strategy a t a single resolution. The resolution of planning is simply the number of slices. LIMITED generates plans at successively finer resolutions, adapting the coarse-level plans as the resolution increases. The process terminates when the resolution is finer than some predetermined pushe(G U a).
egy wing algorithm 1EDR. The termination regions for the second motion. These are edges level. The critical slice method described in [D2] may be one way to obtain such an a priori bound and know that it is sufficient. In LIMITED, however, the bound is a user input because otherwise the number of slices required would be prohibitive. For detailed output traces of LIMITED, please see [D2].
Failure Mode Analysis
Push-forward techniques require a precise geometrical characterization of the forward-projection, and algorithms for computing it. The gear-meshing exam le of sec. 1 is a problem in a fourdimensional generalized con! uration space with pushing. Two of the dimensions are rotationaf: one of these can be commanded, and the other cannot, but the position alon this dimension may be changed via pushing. It is difficult to fevelop good forward projection algorithms in this generalized configuration space, although critical-slice methods are a start. For this reason, a dif- Figure 13: the sensing uncertainty. sensing uncertainty.
The failure regions and the goal are distinguishable, even given
The disc indicates the magnitude of the position ferent technique was developed for planning multi-step strategies in this domain. It is applicable for any generalized configuration space with the same degrees of freedom and pushing characteristics (that is, any polygonal shapes in place of the gears). The new technique is called failure mode analysis; it's a method for synthesizing multi-step strategies using a kind of "approximate" or "a priori" forward projection.
In the gear-meshing plan, motion 82 is used to disambiguate the result of motion el. LIMITED is given a repertory of qualitative failure modes, which comprise sticking and breaking contact. Motion 61 can end in a "good" region (meshed) or a "bad" region (jam). LIMITED tried to generate a disambiguating motion as a second sten. This motion is required to terminate in a failure ------mode from ah "bad" regions. Here is a general semi-decision procedure for (Fl): The basic idea is to step along in time, simulating the motion, and determine whether or not it breaks contact or sticks. Of course, we must simulate all possible motions, using forward projections. We initialize H1 to be the push-forward of motion 81. Let OH1 denote the obstacle surfaces of HI in C x J . Let stick(H1) denote all points in H1 where sticking is necessary for all control velocities consistent with the control error bounds. Assume some positive minimum modulus bound on the commanded velocity. We use Fg,~t(.) as the time-indexed forward projection operator (see [Erdmann] ). So Fg,~t(Hi) denotes the set of possible positions the robot can be in at time At, having started in HI at time t = 0.
In failure mode analysis, we must ensure three things: terminate in a failure mode. 
