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IntRoductIon
It has become increasingly clear that Information and Communication Technologies (ICT) raise ethical issues. The volume of research presented at conferences dedicated to computer ethics 1 , the numerous academic texts on computer ethics produced to aid in the education of computer science undergraduates, and the formation of ethics groups within professional bodies 2 (internationally and nationally) give an indication of the amount of concern within the profession on this subject. In the research context the European Commission has several projects from the 6 th Framework tackling these issues 3 and has increased the visibility of ethics and ICT in its 7 th Framework Programme. With the emergence of these technologies over the last 10 years or so their ethical impact has often only become evident following implementation, for example many people now have concerns regarding privacy as a result of massive data collection, and extended monitoring capabilities. However, as ICT increasingly pervades almost every aspect of daily life (hence the term 'pervasive computing') supporting not only industry but also the citizen population, the aspects of ethical impact have had a significant effect on public perception and uptake. As we have just noted, public discussions have largely centred on the issue of privacy in terms of individual private space, and personal data. As a consequence we have seen a greater emphasis on addressing this issue resulting in substantial developments to offer protection through security technologies and efforts to encourage public trust by involving the users in the management of their privacy (for example, privacy policies and customisation of their Internet settings).
It is recognised that public confidence is key to the successful implementation of new technologies in the public sphere, not least by professional bodies who have demonstrated their commitment for public welfare in their codes of ethics for some years 4 . More recently, we have seen increased attention to the incorporation of ethical considerations in technical development by research funding agencies and the United Nations 5 . Quite apart from the strategic benefits of public acceptance in respect of continued economic growth, professionals have an ethical imperative to consider the benefits and harms to society and individuals within society when planning the next technological development.
Pervasive computing is not so much a new technological development (as, for example, the mobile phone) but a term that describes the concept of computer technologies becoming embedded within the social infrastructure in such a way that their use becomes commonplace and often invisible -the use of computer technology in cars is a good example. Other terms that are used to describe this concept are 'ubiquitous computing' and 'ambient intelligence'. A recently published book resulting from one European Project that was charged with looking at forthcoming security issues announces (Wright et. al., 2008) : "In the near future, every manufactured product -our clothes, money, appliances, the paint on our walls, the carpets on our floors, our cars -will be embedded with intelligence, networks of tiny sensors and actuators, which some have termed "smart dust" or an "Internet of Things". The world of ambient intelligence (AmI) is not far off. We already have surveillance systems, biometrics, personal communicators, machine learning and more. Ambient intelligence will provide personalised services − and know more about us − on a scale dwarfing anything hitherto available."
As we move forward to utilise this technology to support our lifestyles in a variety of different ways that include communication and information exchange between devices and between humans and the devices, it is important that designers, developers and most importantly those funding development are confident that their products will be accepted in the marketplace -that is, that the public is ready to 'adopt'. The testing and evaluation that has historically taken place in the development process for individual devices does not go far enough to ensure public acceptance of the convergence of many technologies and devices that enable interactions beyond the simple functionality and usability testing within a lab. Thus, one cannot engage in extensive studies of users. Instead, following the concept of the heuristic evaluation used in the field of Human Computer Interaction (HCI), expert evaluation of proposed technologies is needed. We need to forecast the possible ways the technology might affect users, using scenarios to explain the context of application, and extrapolating from existing and proposed pervasive technologies. These are the methods we use in this chapter to explore the issues.
The aim this chapter is to show why the consideration of ethics in the development and deployment of these technologies is important in any risk analysis of future technologies, and the sorts of issues that have arisen and are likely to be a cause for concern in the future. To illustrate the reasons for concern we will explain the difficulties posed to ethical understanding by changing technological contexts, and present our discussion in a framework that can be adopted by others: understanding of context and technical characteristics, gaining ethical guidance from existing ethical principles, and reference to professional codes of conduct. Examples will be used throughout to explain contexts and illustrate ethical issues.
Although we will be drawing on examples to highlight ethical issues, our intention is not to devalue the contribution of computer technologies to public and private life, but to indicate the areas where ethical reflection should take place. Technology brings many positive benefits, and in many cases the choices and trade-offs between benefit and harm are not easy to make. For example, the use of technologies for monitoring the health of seniors to assist in independent living is a wholly worthy ambition. On the other hand, monitoring people is often seen as an invasion of privacy, the data collected may be misinterpreted, or used in a way that is not in the best interests of the person being monitored. Determining the 'good' based on a set of values is at the crux of ethics but how one determines those values and 'good for whom' is not straightforward.
To set the context of this chapter we begin the following section with a brief overview of ethics and give some examples of the benefits and harms that are apparent in the technologies in use today (expanding on the example of monitoring given above). We then give some detail on the characteristics of computer technology as it has evolved to show how the changes affect ethical values and why we need to consider ethics in its development and use. Having given a picture of ethics, technology, and the changing shape of our social sphere, we show how reference to ethical principles and professional codes of conduct can help in assessing impact and guide professional behaviour.
A bRIef ethIcS oveRvIeW
This chapter looks at ethical issues in pervasive computing, so it is important to understand what is here meant by the term ethics. There are many good texts available on ethics, so beyond a brief explanation here, readers interested in ethics as an area of further reading are encouraged to see the suggested reading list at the end of this chapter.
Ethics is about directing people to consider the values of life. It addresses issues such as finding out which values are more important than others are. Ethics, traditionally associated with moral philosophy, concerns concepts such as personal integrity. Ethical theories are concerned with explaining human morality and providing people with guidance on how to conduct life. Philosophers who have contributed to the development of modern ethical thinking include Plato, Aristotle, Immanuel Kant and John Stuart Mill. There is no single approach to ethics. Kant for example founded his theory on a logical argument beginning from a premise of human rationality leading to universal rules. From this position, he could argue that certain actions could not be morally justified because it would not be logical for all to act in the same way -for example stealing, lying and breaking promises. For Kant, the 'will' (intention) was the driving force behind ethical action summarised by his categorical imperative 6 . This theory however allows no flexibility according to contingent circumstances. A more recent, and popular, approach is to think in terms of consequences of actions -if the consequences bring good (whatever that may be deemed to be) then the action can be morally justified. Competing and at times complementary ethical theories include consequentialism, relativism, deontology, utility, and many others. Each takes a different philosophic stance. Few people are purists, instead we tend toward a little of one or another, our views can change over time, and we are all influenced by culture, religion and our peers. It is for this reason that many of the world's professional ICT societies stipulate that members should adhere to the professional ethical code of that society, thus ensuring that a common (normative) ethical standard applies to all ICT workers in that country. Often debates in ethics arise when the stakeholders involved come at whatever the issue is, from differing philosophical viewpoints. A brief example showing Kant's 'intention' view versus a consequentialist view will illustrate this point. Say I have a friend in hospital and I bring her flowers to cheer her up. However, it turns out that she had an allergic reaction to the flowers and it prolonged her hospital stay by 2 days. (Assume I did not know she was allergic to these flowers.) According to an intention view, I acted ethically. However, the consequences of my action suggest I acted unethically (as the consequence did not bring good). There are flaws in these two theories (as is the case for most theories) on the one hand Kant's view is absolute and does not allow for flexibility, whereas the consequentialist view allows us to take into account the circumstances of a situation, but falls down because consequences cannot be accurately predicted (as our example has shown).
Putting ethics in the context of pervasive computing, what might be some of the issues? Examples are given below of positive (good) and negative (harm) issues, as well as others that might be deemed neutral or debatable.
Positive issues include such things as social responsibility toward disadvantaged members of our society. For instance, in medical technology pervasive computing is making many encouraging strides forward in helping monitor patients. Western governments around the world are faced with lower infant mortality and greater longevity, meaning that over time a smaller work force supports a larger ageing population. Given this prognosis, governments are looking for ways to decrease aged dependency on institutional care, by encouraging seniors to live at home longer. Pervasive technologies are already helping in this area, by monitoring seniors in their homes. The technology can monitor if medication was taken, and if a senior is in trouble. For the latter, a senior may experience a fall in their living room. Technology embedded in an intelligent armchair can monitor the senior rising from the chair, while smart flooring, integrated with other monitoring technology in the home, can register the fall. The result can be a report to nursing staff, who can then make an immediate house call. Other equipment can monitor if a senior has been too long in the toilet or in their bedroom, and send out a call for assistance.
Negative issues arise often in the context of positive issues that are abused. Other technologies can be invasive raising privacy and other ethical concerns. Returning to the monitoring of seniors above, there are pervasive technologies proposed for ingestion, to monitor internal organs -useful for patients receiving medical treatment, as well as for high performance athletes training for their events. An abuse of such technology could be when it is being used to monitor a senior, and a hereditary disease is discovered, as a result of which the children and grand-children of that senior find their health insurance premiums inflated significantly, or refused altogether.
Neutral or debatable ethical issues arise in situations where there are conflicting ethical principles, cultural distinctions, or legal matters that blur interpretation of events. At times, this also involves the area of ethics known as professional ethics. It may be legal in some countries not to take the concerns of visually impaired customers into account, but when one has a professional obligation to the users of the technology one is producing, then a debate can arise whether or not to spend the extra time and money to cater to that category of user. In some countries, the professional society for ICT will have stipulations about professional conduct in such matters, and in other countries, there are no such professional obligations. One example of a debatable issue is the use of monitoring technology in motor vehicles. There have already been cases where new technologies in cars monitor driving habits, similar to the black box flight recorder in airplanes. In the case of an accident, crash investigators and insurance companies can find out the speed the vehicle was travelling and other vital data. While useful for resolving accident issues, it might also result in insurance cover being refused, because the data shows no seatbelt was worn at the time, or that the car was driven too quickly. This is a debatable issue in that some might argue that third parties such as insurance companies should be denied access to private data, while others argue that this is necessary to avoid false claims on insurance, which drive up insurance premiums for other insurance customers. Such debates often involve many stakeholders, with conflicting viewpoints. There is seldom a right or wrong approach, but a professional judgment can be made by an analysis of stakeholders set against ethical priorities and the extent of benefits and harms.
ethIcAl conSIdeRAtIonS And technoloGIeS
It might be argued by some that with the experience of technological development gained so far we are now more informed on these issues, and are in a position to pre-empt many of situations that have caused some of the problems. However, the emergence of pervasive technology that will in many cases become invisible to the user raises a number of challenges in (a) the ability of those engaged in the development to predict the ethical impact of the convergence of the various technologies (such as mobile, wireless, radio frequency identification (RFID) chips, nano technologies etc.), and (b) the awareness of the user to what is happening and their inclusion in managing their "ethical risk" without the familiar interface (e.g. monitor, mobile phone etc.).
Thus, there is a need for an exploration of ethical aspects in this new context where risk may be increased through the diminishing visibility of the device and its function and the lack of public familiarity with the medium of information communication. Our short example of computers in cars shows the invisibility problem -we are used to computer aided diagnostic capabilities in cars and assume that the diagnoses will be correct, but are users aware of driver monitoring and its implications? For public confidence to be maintained, ICT professionals need to be seen to follow ethical guidelines in the use of these new technologies. The boundaries of public and private space are disappearing, and it is becoming urgent to assess the future use of embedded technologies. Where their use is intended for children or the elderly, or people who have impairments, it is particularly important to make sure they have been carefully thought through.
The realisation that the particular characteristics of computer technologies raise ethical concerns is not new, or particularly recent. As long ago as 1960 Norbert Wiener warned of the dangers implicit in machines that "acted" faster than we could react, and that had a complexity beyond our understanding (Wiener, 1960) and some years later, following the interest in artificial intelligence Joseph Weizenbaum was concerned about their context of application (Weizenbaum, 1976) . However, it was in 1985 that the current field studying ethical issues and computers began in earnest and has largely been inspired by James Moor's observations on why computers raise the issues they do. In his article Moor explains that computers raise ethical issues because of their social impact (increasing use in society), their logical malleability (they can be shaped to perform a number of operations), and their 'invisibility factor' (potential for invisible abuse, invisible programming and invisible complex calculations) 7 . All of the above reasons for concern are still relevant, but it is worth noting that invisibility is promoted as one of the key benefits of the new pervasive computing environment. However, this characteristic also has the potential for unwanted ethical consequences.
The technological environment described by terms such as 'pervasive' or 'ubiquitous' computing is one where computer technology becomes embedded in a variety of everyday objects with the aim of making life easier. A similar concept is described by the term 'ambient intelligence' (adopted by the European Union particularly in its Framework 6 research programme) which describes an environment where "people are surrounded by intelligent intuitive interfaces that are embedded in all kinds of objects and an environment that is capable of recognising and responding to the presence of different individuals in a seamless, unobtrusive and often invisible way." (Ducatel et. al., 2001, Preface.) Whilst the vision of pervasive and ubiquitous computing is worthy and has highly desirable aims that are well worth pursuing, the concerns expressed above still apply. Moreover, the situation has scaled-up considerably since the days of Wiener, Weizenbaum and Moor. The influence of computer technology has spread, the capabilities of the technology have increased, and not only will the operations of the technology be invisible the devices in which the technology is embedded will merge into the background. So, while some might argue that things are no different because 'invisible is invisible' and that if complexity already gives cause for concern 'more' complexity does not exacerbate the situation, we would argue that the pervasive environment is different -the vision demands 'difference'. The social impact will increase (again, part of the vision in supporting lifestyles in new ways) and the users of the technology are unlikely to be familiar with the operations behind the technology -this can be seen as a benefit that reduces the inconvenience of traditional interfaces, but can also be detrimental to the user who is likely to be a 'novice' user and therefore unaware of the capabilities of the technical devices, and the potential for misuse. This makes them vulnerable to exploitation by, for example, the use of marketing, tracking, and monitoring technologies, as well as to more familiar threats such as fraud. All of the above give good reasons to ensure ethical considerations are at the forefront of discussions.
the challenges of a new technological context
Many of the issues surrounding the use of ICT have been the subject of debate and discussion for many years (cf. Westin, 1967, on privacy) . With each technological development we have seen an expansion in opportunities for the exchange of information between an ever increasing audience, some legitimate and others not. Along with these developments has been a catch-up game between regulators attempting to control the flow of information and those pursuing the 'freedom' offered by a global Internet.
As new technologies and uses of the technologies have changed and developed academic debates around ethics and technology have progressed from discussions around what the impacts are to how the ethical context may have changed 8 . There was a great deal of confusion in understanding the new digital environment, in appreciating the difference between an analogue and digital representation of the world, and difficulties in finding terms to capture a concept that was totally new -for example 'Cyberspace' 9 . What all of this interest and the resulting discussions serve to demonstrate, is that diverse communities were operating in unfamiliar contexts -the technical community clearly had an understanding of the operational aspects but did not fully anticipate the effects of viruses or the opportunities for hacking. The new users were unaware of the underlying technical operations and were thus unprepared for viruses, and other less damaging but exploitative programs such as cookies 10 . Similarly, apparently inappropriate and unsociable behaviour was becoming evident within the new virtual communities and, because of the novel environment, was cause for investigation and discussion (cf. Turkle, 1995) .
Today, having gone through this conceptual change and learning curve, we are in a better position to assess future impacts based on a more informed understanding of the technologies involved, their interactions and those of the users. We know, for instance, the limitations of security techniques, the capabilities of measuring, tracking, and monitoring actions, the changes in work and social practices that occur from introducing ICTs and that lack of access to these technologies results in social disadvantage (Moss, 2002; Buchanan, 1999) .
The problem of security is already a significant issue. Security has an impact on privacy (of personal information and profiling of users) as well as other, usually financial, considerations. Privacy is arguably one of the most hotly debated topics today. The characteristics of computer technology -collecting, managing, interrogating and analysing large amounts of data -have resulted in applications that enable easy monitoring and tracking of activities, not just in using the Internet, but also in other activities (e.g. the use of CCTV cameras to monitor driving, the use of travel permits to track personal travel on public transport (the Oyster card in London, UK), 'loyalty' cards to gather information on buying habits), telephone calls, and the use of RFID tags to track people serving penalties for low-level criminal convictions.
The impact on social relationships has perhaps seen the biggest changes, utilising mobile technologies to send messages, photos, music, video, as well as the capability of constant communication from almost anywhere in the world through the written and spoken word. At the same time, this medium of communication has been misused to record unsuspecting people at inappropriate times, and in the worst cases to set up street fights to provide video material on the Internet. Being constantly available for work is another change that mobile computing has fostered, many employees find they are answering emails and their mobile phones for work during unsociable hours and even during their holiday period. In the same way, marketing companies use all of these means of communication (traditional telephone, mobile telephone, and email) to exploit sales, so invading the personal space of the buying public.
Whilst the above are cause for concern, this does not seem to put people off from taking part in the 'information society'. Therefore, the aspect of choice is seen as crucial, and for many the choice to take part is not an option. Accessibility to ICT is problematic for a number of individuals because of cost, the interface design, training in how to use it, and the availability of adequate access (technical infrastructure, service provision, government policy). There is also a problem from those not wishing to take part, or not realising what taking part means. A recent case reported in the UK was the issue of an RFID enabled card (issued by a bank) to enable small payments (transactions under £10) without the need for a PIN number or signature. The customer of the bank did not want this card, and disposed of it. However, when attempting to use his traditional bankcard to withdraw money from a cash machine, his attempt failed. "After calling [the bank] helpline, [the customer] was told that the (unsolicited) issue of the 'contactless' card had automatically cancelled his original card, something not mentioned in the paperwork that came with the old card" (Leyden, 2008) . In this case, the customer had no understanding of the implications of accepting, or using the new card and resolving the issue took time, phone calls, and caused frustration.
These issues are discussed in the following section where we look at key ethical principles, following an outline of the characteristics of pervasive technologies.
PeRvASIve technoloGIeS
As we noted in our introduction the new vision is for smaller and less intrusive ICTs that are supportive in all aspects of daily life -travel, work, entertainment, education, and healthcare. To achieve this will need a continuing integration of technologies, and full exploitation of wireless and nano-technologies, and robotics. We are told that the infrastructure to support this vision "will consist of a myriad of wireless sensors working in collaboration …" 11 leading to 'the Internet of Things'
12 and concepts such as 'smart dust' 13 and 'smart matter'. The collaboration of sensors expressed in the previous sentence naturally implies the integration of compatible technologies with artificial agents, and the sensors themselves of course have to be embedded in physical infrastructures. As there are a 'myriad' of them, it can be assumed they will be embedded in a variety of places -household artefacts, building materials (for 'smart homes'), cars 14 , fabrics (including clothing 15 ) and in some cases the human body (Mordini, 2008) .
Utilising these supportive technologies and integrating them within lifestyles has founded the research domain of pervasive and ubiquitous computing, and in Europe, the domain based on the concept of Ambient Intelligence. The document elaborating the concept of Ambient Intelligence (AmI) and which has informed research in Europe was produced by the Information Society Technical Advisory Group (ISTAG) to describe scenarios for the future based on technical developments at that time (Ducatel, et al, 2001 ). The aim of that exercise was to assess the feasibility of a technologically supportive environment from a technological and socio-economic perspective, and incorporating the feasibility of user uptake. This document has since provided the foundation for further scenarios and ethical and social assessments of such an environment (cf. Antona et. al., 2007; Friedewald, et. al., 2007; Duquenoy and Masurkar, 2003 and most recently Wright et al., 2008) . One key application area that is seen to benefit from the utilisation of pervasive technology is that of supporting the elderly and infirm.
ehealth and the Aged
Pervasive technology is important in many areas of eHealth. It is one of the areas perceived to reap great benefits from pervasive and ubiquitous technologies, in particular the support of the elderly and chronically ill. Providing healthcare for an increasing elderly and infirm population is one of the key challenges for the future. Populations are increasing, people are living longer, and social changes have resulted in diminished home care provided by family members or neighbours. The cost to the state of providing good care is high, and if technology can enable people to live in their own homes for longer this benefits both the person and the state. ICT and in particular the technologies coming under the umbrella of ideas such as pervasive computing are seen as a way the challenge can be addressed (Duquenoy and Whitehouse, 2006) . These technologies will lead to "innovative, context aware, smart services with natural and comfortable interfaces for older people with the goal to extend the time, in which they can live independently and autonomously in their homes"
16 . The context of home care has spawned research into supportive applications such as: drugs monitoring devices, health monitoring in homecare, assistive listening devices (using smart acoustic sensor arrays) and the extraction of data from distributed vision sensors 17 . Naturally, given the vulnerability of the user group and their likely lack of competence with technology (as compared to the younger population) it is vital that potential ethical issues are considered and addressed by all professionals engaged in their design and implementation. In line with this Swift (2007) particularly notes that in the context of 'agency' -whereby the technology makes decisions, not the user -the systems has been designed with certain values that may be at odds with the user values, for example system values may be "increased competency, effectiveness, proficiency, productivity, complexity …". These are not necessarily values that are important to seniors; a recent study showed that values important to seniors include respect, equality, fairness, and trust (Burmeister, 2008) .
Understanding and recognising ethical issues is not always easy. The following section uses a selection of core values to assess ethical impact in relation to the domain characterised by pervasive computing.
ethIcAl vAlueS And PeRvASIve technoloGIeS
We have noted above some of the issues that have arisen from the application and implementation of ICT, not only as the subject of investigation by researchers but also from media reports of harms and the resulting debates amongst professionals, government and others. In this section we cover some core values that appear to be challenged by the pervasive technology context: privacy, equality; cultural diversity; and informed consent.
Privacy
We have said that privacy was surfacing as an issue as far back as 1967 and is now arguably the most hotly debated issue as far as ICT is concerned. Many of the debates are founded on breaches, or anticipated breaches, of privacy resulting from the use of the latest technologies.
Privacy is a human right, according to the United Nations: "No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks". (United Nations, Article 12 of the Universal Declaration of Human Rights).
In Europe this is supported by the European Convention on Human Rights (summarised below):
Respect for private and family life: Everyone has the right to respect for his or her private and family life, home and communications (Article 7). Protection of personal data: Everyone has the right to the protection of personal data concerning him or her (Charter of Fundamental Rights of the European Union (2000/C 364/01)).
The increasing capability of today's technologies to capture information, from names and addresses to DNA stretches concepts of privacy, and forces questions regarding aspects of ourselves (such as our DNA) that can be classed as 'personal data'. In a report published by the Information Commissioner's Office (the office responsible for overseeing data protection in the UK) the Information Commissioner asks: "What is the right balance between public protection and private life? How long, for example, should phone and internet traffic records be retained for access by police and intelligence services fighting against terrorism? Whose DNA should be held, and for how long, to help solve more crimes? What safeguards are needed for commercial internet-based tracking services which leave no hiding place?" Earlier in the same report, the Information Commissioner recognises the impact of technology on privacy: "Never before has the threat of intrusion to people's privacy been such a risk. It is no wonder that the public now ranks protecting personal information as the third most important social concern. As technology develops within a globalised 24/7 culture, the power exists to build comprehensive insights into daily lives. As Inter-net shopping, smart card technology and joined-up e-government initiatives reduce costs, respond to customers' demands and improve public services, more and more information is accumulated about us. According to one estimate, information about the average working adult is stored on some 700 databases." (Information Commissioner's Office Annual Report Summary 2005 Summary -2006 In the environment of pervasive and ubiquitous computing, it is difficult at present to see how individuals might manage their privacy. On the one hand, the technology aims to be less intrusive, and on the other, we are arguing that users should know how its use might affect them. Paradoxically, the benefit of less intrusive devices for the user, in terms of visibility and disruption, leads to the likelihood of greater intrusiveness from third parties potentially to the users' disadvantage. David Wright points out that currently when users are online (and using the usual interface of monitor and keyboard) they may on occasions be aware of the need to make a deliberate choice regarding levels of privacy, but in the case of environments based on the concept of ambient intelligence "Such will not necessarily (or even likely) be the case in the instance of ambient intelligence. Indeed, an individual may not even be aware that he is in a space embedded with ambient intelligence" (Wright, 2005, p.49) 18 . We should not forget that the impact in such environments is not merely confined to adults who have full cognitive function -the environments will of course include babies and children, the elderly, and infirm. In some of these instances decisions regarding privacy permissions and limitations may fall to third parties (carers). There will be difficult choices to make as many of the benefits promoted for pervasive technologies, particularly in the home and to support the elderly, can only be achieved by monitoring individuals (in this case the aged person living independently). Details of personal movements, health information and medication required are just two frequently cited properties. Profiling is essential in such situations to achieve the aims of noticing unusual behaviours, or medical crises. The question to be considered then is: what are the personal boundaries, and what are the trade-offs? Will these users, that is, the aged, have any choice as to whether they accept these technologies? We will return to the matter of choice in respect of informed consent at the end of this section.
equal Access
The home care setting raises other issues based on the principle of equality -in this context it relates to the opportunity for equal access to, and participation in, ICT. Again, equality is a fundamental human right, as characterised by the United Nations: (Article 7) All are equal before the law and are entitled without any discrimination to equal protection of the law. All are entitled to equal protection against any discrimination in violation of this Declaration and against any incitement to such discrimination. Also Article 21: Everyone has the right of equal access to public service in his country. (Authors' italics) (United Nations, Universal Declaration of Human Rights) These rights are supported by the European Union in their Charter of Fundamental Human Rights: (Article 21) Non-discrimination: Any discrimination based on any ground such as sex, race, colour, ethnic or social origin, genetic features, language, religion or belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation shall be prohibited.
Taking the above into account, it is important therefore to ensure that all users have the same opportunities to utilise and manage ICT. In the same way that the future vision of ubiquitous and pervasive technologies is presented as enabling a good life, a similar forecast surrounded the growth of the Internet and the global communication applications that emerged from it. Buchanan (1999) comments: "We are repeatedly told the world is shrinking, boundaries are closing, peoples becoming one -a result of the information age and its technologies. This growing intimacy, however, does not equate with equitable access and dissemination of information. The information age is a time of mythology, a time for fantasies of wealth, power, and ownership. The ethics of information services in this time, however, are very real, and don't necessarily correspond to these fantasies". This has a familiar ring. In their analysis of the ISTAG scenarios mentioned earlier Antona et. al. criticise the scenarios for taking the easy operability as a 'truth'. That is, the assumption that all the systems would work seamlessly together, be generally available, and that the ICT devices within the environment could be operated by the citizen. In fact, none of the scenarios discuss situations where individuals may want to access systems differently, that is, "individuals who cannot see, hear, speak, manipulate objects, move around or have difficulties with memory, concentration or problem solving" (Antona et. al., 2007; p.157) . Actions need to be taken to ensure equal access -whether it is access to the infrastructure or accessible interfaces -and despite great developments to date in both respects there are still serious deficiencies whereby the poor, the uneducated, the computer illiterate, older people and disabled are denied opportunities for access. They note, for example, that extending the development of language translation to include sign language is not brought up for discussion, as well as a number of other technologies that would be helpful.
However, all that taken into account, they accept that the types of technologies that are employed and currently available to achieve the seamless and unobtrusive interaction envisaged can be a plus factor for people with different impairments. They quote for example the use of voice synthesis and recognition, input prediction (as currently used for text in mobile phones), vibrating materials used as alert systems, GPS (Global Positioning Systems) for tracking people who get lost or to help with navigation, smart tags identifying items in the house (that could be read from voice output mechanisms), and the replacement of traditional input devices by virtual representations, and other novel interfaces such as systems that are able to lip-read, and gesture recognition interfaces for sign language recognition. In the spirit of the vision of developing technologies, they interestingly use the concept of avatars (as intelligent agents) to provide help to this group of users. One such idea is an 'e-guide dog' for people who cannot see. They conclude that "if the new technology is developed and deployed taking on board the needs, requirements and preferences of all potential users, i.e., all the citizens of the emerging Information Society, and if ethical problems are taken into account, the emerging situation could be an opportunity for favouring socio-economic integration." (Ibid., 185) 
cultural, Religious and linguistic diversity
If we are to subscribe to the notion of equality, we should also recognise diversity. Although these two terms appear to be opposite, they both reflect the same notion of equal rights regarding the freedom of autonomous human agents. Equality means to respect cultural differences, religious beliefs and the right of all individuals to communicate in their own language. This message is conveyed in the European Union charter quoted above as: The Union shall respect cultural, religious and linguistic diversity (Article 22). If, as posited by Kant, ethical principles rest on universalisation it cannot be considered ethical for one group of people to deny others the rights that are expected by some. The issue of accessibility discussed above holds true especially in the case of language. The ability to access technology today, and maximise the benefits, relies heavily on literacy. As the computer interface changes and in some cases becomes invisible, this requirement may diminish and this would favour those who might currently be excluded. However these difficulties are man-aged, interfaces and interactions must take into account cultural and religious diversity, both to meet ethical standards and to ensure user uptake. The first World Summit of the Information Society (WSIS) held in Geneva in 2003 resulted in the Geneva Declaration of Principles which upheld not only the right to access the Information Society, but also the right of individuals to participate in the discussion forum of the Internet in their own language. These rights are endorsed by UNESCO in their Recommendation concerning the Promotion and Use of Multilingualism and Universal Access to Cyberspace adopted in 2003 (Poullet, 2007) . In principle the pervasive and ubiquitous computing notion lends itself to accommodating diversity -as we have said above, interfaces will change or disappear, and may be replaced by touch screens (using symbols perhaps) or relevant language choices determined by intelligent agents. However, for this to happen design choices must be made and current experience with accessibility issues indicate that these design choices are forsaken in favour of reducing costs and capitalising on a mass-market standardisation.
Informed consent
The right to participate in the Information Society, whether it is delivered via the Internet or other new developments and technological devices, must be founded on a principle of informed consent. To look at it another way, the alternative of 'uninformed coercion' does not meet the ethical basis of 'free choice'. The whole notion of ethics relies on individuals having the freedom to determine their actions. This is demonstrated in law where people are held responsible and accountable for their actions, and groups that are not are considered unable to make a fully informed decision, that is, children or people suffering from mental disorders. To be able to choose between actions one needs sufficient information and an understanding of the likely consequences of their choice. (Note our previous example of the RFID enabled bank payment card.) Where technology 'disappears' into the background, and when users have little knowledge of how their actions and choices are translated and mediated by technology, it is difficult to see how 'informed' the consenting user is (Duquenoy and Whitehouse, 2006) . Where choices regarding participation are restricted, for example if services are supplied via technology as a matter of course, or where there are no alternatives, how meaningful is consent? Ratto (2007) notes: "One important ethical question that faces ubiquitous computing in general is not just what kinds of subjects do these infrastructures construct and maintain, but also what possibilities are left for individuals and non-normative social groups to resist these enfoldings and characterizations in order to allow for difference"? This notion of informed consent becomes particularly challenging when the user population consists of children and the elderly or infirm. In research ethics terms these groups are considered vulnerable and warranting particular care when conducting research with human subjects (Rivera et. al., 2001 ).
This issue becomes extremely relevant as we move toward the sharing of medical information and the use of electronic patient records. In this case, both groups of young people and the elderly and infirm become participants, are unlikely to have a choice, and have a reliance on third parties to mediate. In a recent report from the British Computer Society (BCS HIFSP, 2006) on health informatics the authors noted the following:
• There are major issues about the sharing of electronic patient data that need to be resolved whatever the shape of future informatics in the NHS. These must not be hijacked by technical issues, and informed patient consent should be paramount. (Section 1.12) • If patients do not feel comfortable with the confidentiality of their data, they will not al-low significant information to be recorded or will withhold it, so informed patient consent is paramount. In either case, their care will suffer as a result. (Section 3.5) (Authors' italics)
Informed consent, which implies free choice, asserts moral autonomy and a sense of control over ones life and activities. The concept of user control becomes significant in the pervasive computing environment. Earlier in this section, under the topic of privacy, we discussed the use of ambient intelligent systems, profiling, and monitoring elderly people in the home. Wright notes the need for individual control of the technologies in order to meet the requirements of the principle of autonomy: "It should be possible for persons to control and make choices concerning the functioning of ambient intelligence, e.g. concerning their own profiles or the system's operation. This is an implication of the moral principle of autonomy." (Wright, 2005; p.194) .
GuIdInG the PRofeSSIonAl: codeS of conduct
As discussed above, there are many varying approaches to ethics. There are difference ethical theories, as well as cultural and religious views that influence ethical positions. With so many competing positions, it seems there is no sure means of ensuring public trust in product development, because the ethics of designers can vary dramatically. Add to this that few ICT professionals have training in philosophical ethics and it becomes difficult to see how designers are meant to give adequate consideration to ethics. What is needed for emergent technologies in ICT, such as pervasive computing technologies, is a normative approach to ethical decision making within design.
normative ethics that Guide the Ict Professional
One can see from the discussion on positive, negative and neutral issues, and the detailed examples on privacy, that ethical considerations are important for ensuring public trust of newly introduced technologies.
In the USA, the UK and in Australia, there are clear guidelines for what it means to be a professional. For instance, the Australian Council of Professions (ACP) accredits professional societies for law, engineering, medicine and many other areas, including the Australian Computer Society. The professional ICT societies in the UK, USA and Australia share a common understanding of what it means to be a professional. Among these principles are that a professional provides a service to society, and that professionalism implies ethical behaviour. Put in terms used earlier in this chapter, public trust (implying duty of care) and awareness of ethical considerations are important aspects of an ICT professional's work.
For accreditation as a professional society, the ACP insists on a publicly available code of ethics that all members of that professional society are required to adhere to. As stated earlier, there are many ethical theories and divergent religious, cultural and other influences on a person's ethics. A professional ethic, that is, an ethic based on the code of one's professional society, is seen as a normative approach, in that it ensures a certain standard that the ICT professional is committed to, irrespective of his or her own religious, cultural or other convictions. Therefore, when considering appropriate ethical responses to emergent pervasive technologies, the predominant consideration should be what one's professional society stipulates. Even this approach is not guaranteed to solve all situations. Some ICT societies do not have a code of ethics, and some countries have multiple ICT societies, each with their own (albeit similar) codes of ethics. Add to this that ICT development can span multiple countries, and the complexities increase. While there is no single universal code of ethics, there are common aspects. Professionals working with ICT can be involved in different application areas, and there are often specific codes or guidelines relevant to these different areas. One of the most widely accepted codes of ethics for developers is the Software Engineering code, developed by the Association for Computing Machinery (ACM) society. We recommend that if developers do not have a code in their own country to follow, that they use the ACM code. There are fields of professional work that may warrant a more focussed approach to situations in the field, for example the British Computer Society has produced a handbook of Ethics for health informatics professionals that details rules of ethical conduct for health informatics professionals (Kluge, 2003) .
Codes have many uses. Those most important to the current discussion include the fact that codes can identify both current and future problem areas. In addition, codes help the professional to identify and think through potential ethical issues and how to resolve them before actual problems arise. There is also the concern to protect oneself from litigation. While adherence to one's professional code does not guarantee immunity from litigation, codes lend support and justification for the actions of individuals faced with problems that are addressed by the code; they are a means of substantiating that one has followed best practice during development of the technology.
The Chair of the ACM ethics committee, Donald Gotterbarn, strongly advocates the use of a professional ethic. Professional ethics in his view is about the values that should guide a professional. These are not personal values necessarily, but the values agreed to by the ICT society in that country. They are an authoritative standard, based upon accepted norms, and can be seen as normative ethics.
Given the many different ICT societies and their different codes, professional responses can vary from one country to another. The following examples serve to illustrate this. In considering examples, we need to consider pervasive computing from the viewpoint of the user (as in the privacy example below, where the user is the person using the ICT to monitor seniors), as well as from the designers viewpoint (as in the example of cultural diversity below).
Privacy
In systems administration work there is a conflict of interest that can arise, that one can easily envisage arising with pervasive computing. A systems' administrator can be called upon to investigate problems with the computer of a corporate executive, and in the process discover non-work related material on the computer. This could be pirate software, pornography or something else. As an ICT professional, the systems administrator has a reporting obligation, yet the conflict arises in that this involves a colleague, who may consider the contents of their computer a matter of privacy.
Similarly, as we have illustrated above, monitoring seniors in their homes is an increasingly common use of various and integrated pervasive technologies. If in the process of such monitoring instances of elder abuse are discovered (where a carer, often a relative, beats the senior, refuses to change their (bed) clothes for long periods, doesn't feed them very often, etc), what is the professional response?
It may be argued that this falls outside the responsibility of the ICT professional, in that the user monitoring the senior may be a medical practitioner, not an ICT professional. However, the Systems Administrator Guild [SAGE (Aust.)], sees the related example above, as clearly within the purview of professional responsibility. It is not an invasion of the executive's privacy, but rather a professional obligation to report the offence. We will assume that the user in this case is an ICT professional; it could for instance be a systems engineer working with medical practitioners to maintain the technology involved in monitoring seniors in their homes.
Equal Access
Again, we can build on knowledge from other areas of ICT. In many nations, there is legislation about equality of access for people with disabilities. One can readily envisage a situation in which pervasive technology designers need to make design considerations about whether and how to implement systems for equality of access. Wearable technology is one example of pervasive technology that we refer to above. If one wears intelligent earrings, that whisper the name of the person you are speaking to into your ear, are designers obliged to cater to people who are deaf?
Arguably, this is more a matter of legal, rather than professional obligation. For instance, in Australia accessibility considerations (with some exceptions) apply to government rather than private developments. So there would be no legal requirement for alternative designs in this instance, however in the UK this might not be the case 19 .
Cultural, Religious and Linguistic Diversity
Imagine a major event, such as a major sporting event. Organisers may want ambient (intelligent) systems that monitor prospective users to automatically changing the language display. During the testing phase the developers could be confronted with the problem of the console changing language frequently as people of different nationalities approached the area. (This would be technically possible by exploiting the country identifier and language preference choices coded in the chip of each person's identity card.) Instead, they decide that they will utilise the intelligent support users have via their mobile phones, incorporating a language translation device for users to hear their preferred language. However, whilst this meets multicultural needs, they have to make text subtitles available on the console for hearing impaired users. They could also investigate an option for designated language specific areas within the stadium area. (Although this may necessitate national grouping which could cause other problems -in these days of heightened perceptions regarding terrorist threats a policy of having certain cultural groups together could be beneficial for intelligence and law enforcement purposes, but may be viewed negatively by civil liberties groups.)
Implementations like this might be considered in Europe, but less so in a country such as Australia. In Australia, citizenship, study and most work places require at least a minimum level of proficiency with English, so designers could safely assume that English is the only language to design for, despite the significant multi-cultural diversity that exists in the country. However, such assumptions of English proficiency are less appropriate, if the event were staged in Europe or elsewhere, and in such cases the accessibility principles noted above would apply.
Informed Consent
Pervasive technology is complex, not only in itself, but also by virtue of the fact that it is integrated with many other technologies, all of which together achieve an intended purpose. Monitoring seniors can involve multiple technologies, manufactured by different companies, and many will be embedded into appliances, walls, floors, etc. This makes it difficult to test individual pervasive technologies with users. Further, there is the issue of 'cognitive overload'. If a senior volunteers to test a new pervasive technology, how much should they be told? HCI informed consent procedures require that users by fully informed, so they can comprehend what is being asked of them and make an informed decision about participating in user testing. Think of your elderly mother, grandfather, or neighbour. In many instances memory loss to some extent is common, not necessarily in the form of dementia, but simply a function of ageing. Fully informing such a user about all the integrated technology is likely to overwhelm them, to a point where they may refuse to participate. However, it might be possible to set up a test situation where a carer or family member is present, so that the impact of new technologies could be assessed and feedback given.
Informed consent as such is not specifically addressed in either the Australian code or the BCS code, although both do guide professional decision making with regard to social implications, such as considering the risks to individuals affected by one's work (ACS) and not misrepresenting or withholding information (BCS).
Normative Responses
Each of the examples above will be handled differently by professionals from different countries. However, the codes of ethics in most western countries, while different, have many similarities. Readers are encouraged to consider their own professional society's code, in considering an appropriate response. Generalising, based on the codes of the British (BCS), Australian (ACS) and two major societies of the USA (ACM and IEEE), the following responses could be considered for ICT professionals from western countries.
In Australia, the code of ethics is divided into 6 ideals (values), that are then each elaborated into 4-6 statements aimed to show how the individual professional should respond (as opposed to what a corporate response ought to be, for which there is a separate code). The first ideal 'priorities' addresses the privacy case above, and to a lesser extent also that of cultural diversity and informed consent. That priority states, "I must place the interests of the community above those of personal or sectional interests." (ACS, 2008) The specific clauses of the code show that while the professional is obligated to secure the information gathered through monitoring and protect the identity of those monitored, they have a wider (more important) obligation to put the interests of the person being abused first. Similarly, the two main codes in the USA stipulate that public interest must override interests of clients and employers.
In the UK, the BCS Code of Conduct has as its first category "The Public Interest". This category would cover the privacy example particularly in the case where any local law is broken (e.g. in the case of pirate software) the professional has a duty to abide by that law and, under the BCS Code of Conduct have "regard to the legitimate rights of third parties". 20 In the example of equal access the professional requirement, according to the BCS Code of Conduct (Principle 4) is that: You shall conduct your professional activities without discrimination against clients or colleagues. An additional note on that document offers some clarification "Grounds of discrimination include, but are not limited to race, colour, ethnic origin, gender, sexual orientation, age and disability". This principle would also cover, to some extent, the issue of cultural, religious and linguistic diversity.
The issue of informed consent is a well-known normative principle in research ethics, but due to the different nature of research -i.e. the difference between research participants and consumers -the notion of informed consent does not specifically find its way in to the codes of ethics of professional bodies. This is not necessarily unreasonable, given that most research conducted by members of a professional body would be done through recognised research channels where informed consent is a requirement. However, the principles of informed consent, that users or consumers should have some understanding of what they are 'buying-into' or being asked to use in their lives, should be considered by professional bodies. Technical developments are moving fast, and the outcomes of their use are sometimes surprising and unwelcome, so the question could be asked: are consumers becoming research participants? concluSIon Pervasive computing is the combination of emergent technologies and professionals introducing it need to heed the lessons from earlier introductions of emergent technologies. Though the ethical issue of privacy has been recognised and to a certain extent accommodated in design considerations today, new concerns arise with the invisibility of pervasive technologies. For example, the paradox that less intrusion, in terms of 'noticeability' and 'disruption', leads to the likelihood of greater privacy intrusiveness.
The ethical challenge of pervasive computing comes from the combination of different technologies and exchange mechanisms, the invisibility of the system and its capacity for data-handling, reactive technologies (context aware and reacting to user preferences), information about the processes undertaken in real-time, (user) knowledge of what is happening and value of different types of data (for instance, medical data may be considered more sensitive and in need of more careful guardianship), and user authentication/validation. To gain public trust and acceptance, users must be aware of the operation of pervasive technology (even if in the background) and have some choice to disengage. This poses a challenge for many in the ICT profession, such as for HCI professionals -how to put the technology in the background, and at the same time offer some sort of interface to users so that they can interact.
There is a need to consider the whole technology system, in context, and including diverse users. We should also not forget the reality of integration with legacy systems and any ethical challenges such a situation might pose, for example reduced security of private information. New technological developments are always situated within an existing technological context and are just part of a continuum of change. When significant conceptual changes occur (such as we saw with the Internet, and we will see with pervasive computing), developers and users need to be aware of the implications of the new technology infrastructure on ethical and social impacts. Considering human values, such as the ones, we have discussed in this chapter, which are set out in legislation, and research ethics, and following professional guidelines, will become vital to gaining the confidence of users and increasing public acceptance.
futuRe ReSeARch dIRectIonS
The key challenge to integrating ethics within the design processes is to differentiate between the positive and negative affects of the technologies, and the uses to which they can be put. For example, profiling helps in the customisation of technology to individual needs, but can also affect privacy (as reported by the UK Information Commissioner (2005) (2006) ). We have noted the tension between personal boundaries and the trade-offs to be made in monitoring seniors. Research is needed in this complex area regarding the specified intended purpose of a technology, ascertaining and fixing the boundaries of purpose (i.e. de-limiting function creep), and evaluating personal boundaries and acceptable trade-offs.
We highlighted the importance of user knowledge and understanding (implied in informed consent) and the difficulties of achieving this posed by increasingly invisible technology. This will be a research challenge for the HCI community.
In maximising the benefits of pervasive technologies, there will be a greater reliance on intelligent artificial agents collaborating to exchange information, negotiate user preferences (for example privacy preferences) and find information. A greater understanding of these interactions -their scope, how decisions are made, how to ensure authentication of third-party intelligent agents -is needed in order to be able to fully consider any ethical impact.
Tools for ethical assessment that include foresight methods, frameworks, and ontologies, will be needed to accommodate the changing technological scene, and processes developed that aid communicative practices between technologists and social/ethical specialists so that technological aspirations and ethical considerations can be more effectively integrated from conception to implementation.
Intelligent devices do not operate in isolation, but are embedded in a social context and have an impact on individuals as users. Therefore, as they are introduced into the various environments and cultures within which they will be used, consideration must be given to policies and regulation, and to the rights of individuals to retain some control over their use. Process and best practice methods for multi-stakeholder consultation across all disciplines will be needed to ensure maximum coverage of potential issues. If these artefacts are to bring benefits and not harm to citizens and commerce a consideration of potential ethical impact must be included in the vision. In his discussion on privacy Wright also includes issues relevant for privacy management such as identity management (authentication) and security to engender trust and encourage user confidence.
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The Human Rights Act (1988) requires that people should not be discriminated against on "Any ground such as sex, race, colour, language, religion, political or other opinion, national or social origin, association with a national minority, property, birth or other status" (disability being equivalent to 'other status') and the Disability Discrimination Act (1995) requires 'reasonable' measures to be taken to allow access to: employment; to goods, facilities and services; education. In the example of the earrings above, it could be argued that a service is being provided, and some alternative option should be made available -the legal argument would hinge on what is 'reasonable'.
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The BCS Code of Conduct Principle 2: You shall have regard to the legitimate rights of third parties, and Principle 3: You shall ensure that within your professional field/s you have knowledge and understanding of relevant legislation, regulations and standards, and that you comply with such requirements.
