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Projection Agnostic Quality Metric For 360° Images
ABSTRACT
Comparison of image quality for 360° images and videos that utilize different projections
are difficult. This disclosure provides a reliable quality metric for 360° images/ videos,
irrespective of the projection used. The 360° image for which the quality metric is to be
computed is converted into a spherical representation. The surface of the sphere is peeled to
produce overlapping loops that are rectangular in structure. A quality metric is determined by
utilizing the block-based technique of SSIM to compute scores for blocks of the image and
choosing a percentile based on the scores of the blocks of an image.
KEYWORDS
360° video; 360° photo; video streaming; video quality; quality metric; re-encoding; image
projection; spherical image; SSIM; structural similarity; virtual reality
BACKGROUND
360° images and videos are typically stored as a rectangular images, in the same format
that is used for rectilinear images. A commonly used representation is a worldmap representation
of the 360° image, known as equirectangular projection. The latitudes and longitudes of the
sphere are equally spaced in the equirectangular projection. Another representation is cubemap
projection, where the rectangular image is constructed out of the 6 faces of the cube that together
represent the 360° image. These projections never accurately describe a spherical image in terms
of number of pixels. However, use of such projections is necessary to flatten out spherical
images for storing the content as a standard image or video file. When a user views the 360°
image or video, pixels on the flat image are mapped to the viewing display, e.g., virtual reality
(VR) display, based on the orientation of the VR headset.

Published by Technical Disclosure Commons, 2018

2

Defensive Publications Series, Art. 1827 [2018]

Online platforms that enable users to view 360° images/ videos stream such content. The
streamed content is often re-encoded with different projections, resolutions and/or compression
parameters, e.g., to ensure a good user experience for different levels of network quality. Such
re-encoding causes the video that is viewed by the user to be degraded in quality, e.g., since it
includes changes that cause damage to the pixels in the original video. To quantify such quality
degradation, a metric that indicates the degradation is necessary. Also, it is important that the
metric correlate with the human visual system, so that the metric indicates the quality of the
image/video as likely to be perceived by the user.
DESCRIPTION
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Content providers, e.g., users that capture 360° images and videos, content producers, etc.
provide content in a particular projection, e.g., equirectangular projection, to a content host, as
illustrated in the figure above. The host re-encodes the content to generate an original resolution
cubemap, and cubemaps in other resolutions, e.g., high, medium, and low resolution. The reencoding can also lower the bitrate of the content to support streaming to devices with poor
quality of network connection. When a content viewer such as a user using a VR headset makes
a request for content, the content host provides an appropriate version of the content based on
factors such as device capability of the user’s VR headset, network conditions, etc.
In this process, pixels in the original video can get damaged at various points such as:
● Conversion from original resolution equirectangular to original resolution cubemap
● Downscaling the original resolution cubemap to lower resolutions/ lower bitrates
● Mapping pixels in the downsampled cubemap to the display of the VR headset with
warping/resampling
One popular and effective metric used to compare visual quality of rectilinear images is
Structural Similarity Index Metrics (SSIM). SSIM takes into account various factors that impact
the human perceived quality of an image such as the structure of image, the shape of the edges,
or brightness and contrast variations in the image, etc. SSIM computation divides rectilinear
images into multiple rows and performs comparisons of corresponding 8x8 pixel blocks of two
images, each time shifting the block by 4 pixels, and repeating the process for all rows.
Two aspects of 360° images that make the direct application of SSIM difficult:
1. 360° images that need to be compared may be stored in arbitrary projection, but during
use, the image is projected on the VR display as if it were on a sphere with the surface
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along the screen. Thus, 8x8 blocks cannot be directly compared if the images are of
different projections. To compare the resulting spheres for different projections, the
images need to be flattened to apply the block‑based SSIM technique.
2. Unlike rectilinear images that are often viewed in entirety, the user of a VR headset can
only see a part of the 360° image at a given time.
To flatten the surface, this disclosure proposes that the surface of the sphere be “peeled”
row-by-row (similar to peeling an orange) and the SSIM blocks be moved along the peel.
However, a simple peel as illustrated in the figure below does not allow vertical overlaps, which
are necessary to implement SSIM.

To address this issue, the spherical image is peeled with overlapping loops, as illustrated
in the figure below. Since the loops are rectangular in structure, SSIM can be applied between
adjacent loops.
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Overlapping loops in this manner ensures continuity of the surface between adjacent
samples. It also ensures uniformity of sampling from the spherical surface such that there is no
bias in the measurement along any particular view direction.
Each pixel on the loop has a 1:1 aspect ratio. For SSIM, the loop is 8 pixels wide to
produce 8x8 blocks. The top edge at the end of the loop meets the start of the loop 4 pixels below
the top edge at the start. The second loop that starts from the end of the first loop thus partially
overlaps the first loop by exactly half the width (4 pixels). In an example, the loop construction
starts with the bottom left corner of the loop at the south pole of the spherical image, and
subsequent loops wrap around the sphere until the top right corner meets the north pole of the
spherical image.
Comparisons of image quality between different projections are made possible by the
above technique. For example, to compare an equirectangular projection image with a cubemap
projection image, both images are first converted to a spherical representation and overlapping
loops are determined for each image. Standard SSIM technique is then applied to compare 8x8
blocks between adjacent loops of the spherical representation. The quality metric for an image is
determined by choosing a particular percentile, e.g., 50th percentile, of all the blocks of the
image as the score of the entire image.
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Unlike rectilinear images, the user can only see a portion of a 360° image at a given time,
based on the orientation of the VR headset. If a 360° image has certain regions with varying
quality (e.g., some high quality regions and some low quality regions) and another image has an
overall blur, simple averaging of quality scores across the entire image does not adequately
describe the quality of each image. For example, the image having regions of varying quality
provides high quality in certain view directions, and poor quality in the remaining directions.
Whereas fine details are absent in all directions in the image that has an overall blur. In this
example, the user is likely to prefer the first image that has regions of high quality; however,
such aspects are not captured in the quality scores produced by averaging.
The quality metric computed per techniques described herein has a better match with the
visual quality of the image than a score that is based on averaging all the values from the SSIM
blocks. The described quality metric can be determined for any projection. Scores for a video can
be determined by averaging scores across multiple frames of the video.
The quality metric can be used to dynamically control the video streaming quality based
on available network speed. Such control can provide a higher quality of playback for a given
network speed, than other techniques that use conventional quality metrics. For example,
dynamic control can include selection of a particular projection based on the quality metric.
CONCLUSION
This disclosure provides a reliable quality metric for 360° images/ videos, irrespective of
the projection used. The 360° image for which the quality metric is to be computed is converted
into a spherical representation. The surface of the sphere is peeled to produce overlapping loops
that are rectangular in structure. A quality metric is determined by utilizing the block-based
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technique of SSIM to compute scores for blocks of the image and choosing a percentile based on
the scores of the blocks of the image.
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