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RESUM 
Aquest projecte té l’objectiu de demostrar l’efectivitat de dues estratègies de 
detecció de dany en l’estructura d’un aerogenerador, basades en l’obtenció 
d’un patró de referencia a través de l’anàlisi de components principals (PCA) 
en l’estructura sana de l’aparell. Quan recollim les dades de l’estructura de la 
qual en volem comprovar la seva integritat, les projectem sobre el patró i 
mitjançant dos tipus de test d’hipòtesis diferents –inferència estadística 
univariable i multivariable-, en podem definir el seu diagnòstic. També té 
l’objectiu d’utilitzar les dues estratègies per intentar, no només saber si 
l’estructura està danyada o no, sinó que també detectar quin tipus de dany 
l’afecta. Per tal de verificar el correcte funcionament dels plans de detecció de 
dany, analitzarem dades provinents d’estructures afectades per diferents tipus 
de dany que han estat generades a partir d’un simulador (FAST software). 
D’aquesta manera, podrem distingir si som capaços de diferenciar les dades 
d’un aerogenerador sa, de les d’un danyat.  
RESUMEN 
Este proyecto tiene el objetivo de demostrar la efectividad de dos estrategias 
de detección de daño en la estructura de un aerogenerador, basadas en la 
obtención de un patrón de referencia a través del análisis de componentes 
principales (PCA) en la estructura sana del aparato. Cuando recogemos los 
datos de la estructura de la cual queremos comprobar su integridad, los 
proyectamos sobre el patrón y mediante dos tipos de test de hipótesis 
diferentes -inferencia estadística univariable y multivariable-, podemos definir 
su diagnóstico. También tiene el objetivo de utilizar las dos estrategias para 
intentar, no sólo saber si la estructura está dañada o no, sino que también 
detectar qué tipo de daño le afecta. Para verificar el correcto funcionamiento 
de los planes de detección de daño, analizaremos datos provenientes de 
estructuras afectadas por diferentes tipos de daño que han sido generadas a 
partir de un simulador (FAST software). De este modo, podremos distinguir si 
somos capaces de diferenciar los datos de un aerogenerador sano, de las de 
un dañado. 
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ABSTRACT 
This project aims to demonstrate the effectiveness of two fault detection 
strategies from a wind turbine’s structure, based on obtaining a baseline 
pattern through the principal component analysis (PCA) on the healthy state of 
the device’s structure. The data obtained from the structure which we want to 
check its integrity is projected to the pattern so that we can establish two 
different hypothesis tests –univariate and multivariate statistical inference- to 
define whether the structure is damaged or not. It also aims to use these 
strategies to detect what type of fault affects the wind turbine. To verify the 
correct operation of the fault detection plans, we will analyse data from 
structures affected by different types of faults that have been generated from 
a simulator (FAST software). Thus, we can tell if we are able to distinguish 
data from a healthy wind turbine or from a faulty one. 
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SECTION 1:  
INTRODUCTION 
Due to the climate change, the world is realising that an alternative feasible 
solution is needed to face up the pollution produced by fossil fuels. 
Fortunately, the utilization of clean and inexhaustible energy sources is rapidly 
increasing. Yet despite this, most of these energy sources are still in their 
development phase such as the wind energy.  
To compete against the contaminating energies, there is the necessity of 
increasing the size of wind turbines and constructing them in remote places. 
Hence one of the major current problems with wind energy is the relatively 
high cost maintenance of the infrastructure. One of the solutions that pretend 
to minimize the consequences of this problem is the structural health 
monitoring (SHM). This is the field of the engineering that allows monitoring 
structures through the implementation of several sensors and algorithms, with 
the final objective of diagnosing the structural integrity in real time. Thus it is 
possible to prevent unexpected failures and unnecessary replacements.  
This technique is based on the detection of structural faults, since they 
normally affect the functionality of the mechanical properties. This is possible 
because commercial benchmark wind turbines include a range of sensors 
integrated that measure the mechanical components characteristics. All the 
monitored data is collated and stored via a supervisory control and data 
acquisition (SCADA) system that archives the information in a convenient 
manner. This data quickly accumulates to create large and unmanageable 
volumes that can hinder attempts to deduce the Health of a turbine’s 
components. Analysing the information of these sensors, several fault 
detection strategies in the structure have been developed.  
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In this project, the data obtained from an onshore wind turbine will be studied 
and the effectiveness of two different fault detection strategies will be verified: 
the univariate and the multivariate statistical inference. These methods are 
based on the comparison between the data of a baseline model (obtained from 
the healthy state of the wind turbine) and the data of the current wind turbine 
to diagnose: if the data is not similarly distributed, it will mean that there is a 
fault in the structure. Previously, the data is processed through principal 
component analysis (PCA) as a way to condense and extract information from 
the collected signals.  
To demonstrate that the methods are capable of detecting faults, the 
benchmark proposes set of realistic fault scenarios considered in an aeroelastic 
computer-aided engineering tool for horizontal axes wind turbines called FAST, 
see [5]. The data of the different types of faults and of the healthy structure 
will be simulated with this software and compared to the reference pattern so 
that we will see if it is possible to differentiate if there is (or not) a fault in the 
structure. If the results are promising, we will also verify if the fault detection 
strategies are capable of distinguish which type of fault is affecting the wind 
turbine. 
The methods commented will be implemented and simulated in MATLAB 
calculation software and the results obtained will be presented along the 
project in order to validate their effectiveness.  
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SECTION 2: WIND 
TURBINE BENCHMARK 
MODEL 
A complete description of the wind turbine benchmark model, as well as the 
used baseline torque and pitch controllers, can be found in [9]. Hereafter, a 
brief review of the reference wind turbine is given and the generator-converter 
actuator model and the pitch actuator model are recalled, as the studied faults 
affect those subsystems. A complete description of the tested fault scenarios is 
given. 
2.1. Reference Wind Turbine 
The numerical simulations use the onshore version of a large wind turbine that 
is representative of typical utility-scale land- and sea-based multimegawatt 
turbines described by [6]. This wind turbine is a conventional three-bladed 
upwind variable-speed variable blade-pitch-to-feather-controlled turbine of 5 
MW. The wind turbine characteristics are given in Table 1.  
Table 1. Gross Properties of the Wind Turbine. 
Reference wind turbine Magnitude 
Rated power 5 MW 
Number of blades 3 
Rotor/Hub diameter 126 m, 3 m 
Hub Height 90 m 
Cut-In, Rated, Cut-Out Wind Speed 3 m/s, 11.4 m/s, 25 m/s 
Rated generator speed 1173.7 rpm 
Gearbox ratio 97 
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In the simulations, new wind data sets with turbulence intensity set to 10% 
are generated with TurbSim stochastic inflow turbulence tool [7]. It provides 
the ability to drive design code (e.g., FAST) simulations of advanced turbine 
designs with simulated inflow turbulence environments that incorporate many 
of the important fluid dynamic features known to adversely affect turbine 
aeroelastic response and loading. It can be seen from Figure 1 that the wind 
speed covers the full load region, as its values range from 12.91 m/s up to 
22.57 m/s. 
 
 
Figure 1. Wind speed signal with turbulence intensity set to 10%. 
2.2.  Generator-converter and pitch actuators 
models 
The generator-converter system can be approximated by a first-order ordinary 
differential equation, see [9], which is given by: 
?̇?𝑟(𝑡) + 𝛼𝑔𝑐𝜏𝑟(𝑡) = 𝛼𝑔𝑐?̇?𝑐(𝑡) (1) 
 
where 𝑟 and 𝑐 are the real generator torque and its reference (given by the 
controller), respectively. In the numerical simulations, 𝛼𝑔𝑐 = 50, see [5]. 
Moreover, the power produced by the generator, 𝑃𝑒(𝑡), is given by (see [9]): 
?̇?𝑟(𝑡) + 𝑃𝑒(𝑡) = 𝜂𝑔𝑤𝑔(𝑡)𝜏𝑟(𝑡) (2) 
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where 𝜂𝑔 is the efficiency of the generator and 𝑤𝑔 is the generator speed. In 
the numerical experiments, 𝜂𝑔 = 0.98 is used, see [9]. 
The hydraulic pitch system consists of three identical pitch actuators, which 
are modelled as a linear differential equation with time-dependent variables, 
pitch angle 𝛽(𝑡) and its reference 𝛽𝑟(𝑡). In principle, it is a piston servo-
system, which can be expressed as a second-order ordinary differential 
equation [9]: 
?̈?(𝑡) + 2𝜉𝑤𝑔?̇?(𝑡) + 𝑤𝑛
2𝛽(𝑡) = 𝑤𝑛
2𝛽𝑟(𝑡) (3) 
 
where 𝑤𝑛 and 𝜉 are the natural frequency and the damping ratio, respectively. 
For the fault-free case, the parameters 𝜉 = 0.6 and 𝑤𝑛 = 11.11 rad/s are used, 
see [9]. 
2.3.  Fault scenarios 
In this project, the different faults proposed in the fault tolerant control 
benchmark [10] will be considered, as gathered in Table 2. These faults 
selected by the benchmark cover different parts of the wind turbine, different 
fault types and classes, and different levels of severity. 
 
Table 2. Fault scenarios. 
Fault Type Description 
F1 Pitch actuator 
Change in dynamics: high air content in oil 
(𝑤𝑛  =  5.73 𝑟𝑎𝑑/𝑠,  𝜉 =  0.45) 
F2 Pitch actuator 
Change in dynamics: pump wear  
(𝑤𝑛  =  7.27 𝑟𝑎𝑑/𝑠,  𝜉 =  0.75) 
F3 Pitch actuator 
Change in dynamics: hydraulic leakage 
(𝑤𝑛  =  3.42 𝑟𝑎𝑑/𝑠,  𝜉 =  0.9)  
F4 Generator speed sensor Scaling (gain factor equal to 1.2) 
F5 Pitch angle sensor Stuck (fixed value equal to 5 deg) 
F6 Pitch angle sensor Stuck (fixed value equal to 10 deg) 
F7 Pitch angle sensor Scaling (gain factor equal to 1.2) 
F8 Torque actuator Offset (offset value equal to 2000 Nm) 
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2.3.1.  Actuator faults 
Faults in the pitch actuator are considered in the hydraulic system, which 
result in changed dynamics due to either a high air content in oil (fault 1) or a 
drop in pressure in the hydraulic supply system due to pump wear (fault 2) or 
hydraulic leakage (fault 3) [3]. 
Pump wear (fault 2) is an irreversible slow process over the years that results 
in low pump pressure. As this wear is irreversible, the only possibility to fix it 
is to replace the pump which will happen after pump wear reaches certain 
level. Meanwhile, the pump will still be operating and the system dynamics is 
slowly changing, while the turbine structure should be able to withstand the 
effects of this fault. Pump wear after approximately 20 years of operation 
might result in pressure reduction to 75% of the rated pressure, which is 
reflected by the faulty natural frequency 𝑤𝑛 = 7.27 rad/s and a fault damping 
ratio of 𝜉 = 0.75. 
Hydraulic leakage (fault 3) is another irreversible incipient fault, but is 
introduced considerably faster than the pump wear. When this fault reaches a 
certain level, system repair is necessary, and if the leakage is too fast, it will 
lead to a pressure drop and the preventive procedure is deployed to shut down 
the turbine before the blade is stuck in undesired position. The fast pressure 
drop is easy to detect and requires immediate reaction, yet, the slow hydraulic 
leakage reduces the dynamics of the pitch system, and for a reduction of 50% 
of the nominal pressure the natural frequency under this fault condition is 
reduced to 𝑤𝑛 = 3.42 rad/s and the corresponding damping ratio is 𝜉 = 0.9. If 
the hydraulic pressure is too low, the hydraulic system will not be able to 
move the blades which will cause the actuator to get stuck in its current 
position resulting in blade seize. 
On the contrary to pump wear and hydraulic leakage, high air content in the 
oil (fault 1) is an incipient reversible process, which means that the air content 
in the oil may disappear without any necessary repair to the system. The 
nominal value of the air content in the oil is 7%, whereas the high air content 
in the oil corresponds to 15%. The effect of such a fault is expressed by the 
new natural frequency 𝑤𝑛 = 5.73 rad/s and the damping ratio of 𝜉 = 0.45 
(corresponding to the high air content in the oil). 
 
A converter torque offset fault is considered (fault 8). It is difficult to detect 
this fault internally (by the electronics of the converter controller). Yet, from a 
wind turbine level, it is possible to be detected because it changes the torque 
balance in the wind turbine power train. 
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2.3.2.  Sensor faults 
The generator speed measurement is done using encoders. The gain factor 
fault (fault 4) is introduced when the encoder reads more marks on the 
rotating part than actually present, which can happen as a result of dirt or 
other false markings on the rotating part. 
Faults in the pitch position measurement are also advised. The origin of these 
faults is either electrical or mechanical and it can result in either a fixed value 
(faults 5 and 6) or a changed gain factor (fault 7) on the measurements. If not 
handled correctly, these faults will influence the pitch reference position 
because the pitch controller is based on these pitch position measurements. 
Table 3 presents assumed available data on the MW-scale commercial wind 
turbine that is used in this project by the fault detection method. The FAST 
software provides the data measured in the sensors for the wind turbine in the 
healthy state and in each faulty state which will be used in the simulations. 
Table 3. Assumed available measurements. These sensors are 
representative of the types of sensors that are available on a MW-
scale commercial wind turbine. 
Number Sensor Type Symbol Units 
1 Generated electrical power 𝑃𝑒,𝑚 kW 
2 Rotor speed 𝑤𝑟,𝑚 rad/s 
3 Generator speed 𝑤𝑔,𝑚 rad/s 
4 Generator torque 𝜏𝑐,𝑚 Nm 
5 first pitch angle 𝛽1,𝑚 deg 
6 second pitch angle 𝛽2,𝑚 deg 
7 third pitch angle 𝛽3,𝑚  deg 
8 fore-aft acceleration at tower bottom 𝑎𝑓𝑎,𝑚
𝑏    m/s2 
9 side-to-side acceleration at tower bottom 𝑎88,𝑚
𝑏  m/s2 
10 fore-aft acceleration at mid-tower 𝑎𝑓𝑎,𝑚
𝑚  m/s2 
11 side-to-side acceleration at mid-tower 𝑎88,𝑚
𝑚  m/s2 
12 fore-aft acceleration at tower top 𝑎𝑓𝑎,𝑚
𝑡  m/s2 
13 side-to-side acceleration at tower top 𝑎88,𝑚
𝑡  m/s2 
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SECTION 3: FAULT 
DETECTION STRATEGY 
The overall fault detection strategy is based on principal component analysis 
and statistical hypothesis testing. A baseline pattern or PCA model is created 
with the healthy state of the wind turbine in the presence of wind turbulence. 
When the current state of the wind turbine has to be diagnosed, the collected 
data is projected using the PCA model and is diagnosed using statistical 
hypothesis testing.  
The main paradigm of vibration based structural health monitoring is based on 
the basic idea that a change in physical properties due to structural changes or 
damage will cause detectable changes in dynamical responses.  
In this project, the only available excitation of the wind turbines is the wind 
turbulence. The fault detection strategy based on PCA and statistical 
hypothesis testing is expected to be able to detect some damage, fault or 
misbehaviour even if the excitation of the wind is different when we collect the 
data from the healthy wind turbine and when we collect the data from the 
wind turbine to diagnose. More precisely, the key idea behind the detection 
strategy is the assumption that a change in the behaviour of the overall 
system, even with a different excitation, has to be detected. The results 
presented in Section 4 confirm this hypothesis. 
3.1. Data driven baseline modelling based on 
PCA 
From Pozo and Vidal [11], we extract the basic procedure to perform the PCA 
model starting by measuring, from a healthy wind turbine, a sensor during 
(𝑛𝐿 − 1)∆ seconds, where Δ is the sampling time and 𝑛, 𝐿 are the number of 
experiments per sample and the number of time instants per sensors, 
respectively, both  𝑛, 𝐿 ∈ ℕ. The discretized measures of the sensor are collected 
into a real vector  
(𝑥11   𝑥12 ···  𝑥1𝐿    𝑥21   𝑥22 ···  𝑥2𝐿 ···  𝑥𝑛1    𝑥𝑛2 ···  𝑥𝑛𝐿) ∈ ℝ
𝑛𝐿 (4) 
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where the real number 𝑥𝑖𝑗 , 𝑖 = 1,… , 𝑛, 𝑗 = 1,… , 𝐿 corresponds to the measure of 
the sensor at time ((𝑖 − 1)𝐿 + (𝑗 − 1))∆ seconds. We can reorganise the data of 
the real vector in matrix form as follows: 
(
 
 
𝑥11  
…
𝑥𝑖1  
…
𝑥𝑛1  
   
𝑥12  
…
𝑥𝑖2  
…
𝑥𝑛2  
    
…
…
…
…
…
     
𝑥1𝐿  
…
𝑥𝑖𝐿  
…
𝑥𝑛𝐿  )
 
 
∈  ℳ𝑛 𝑥 𝐿(ℝ) (5) 
 
where ℳ𝑛 𝑥 𝐿(ℝ) is the vector space of 𝑛 𝑥 𝐿 matrices over ℝ. When the measures 
are obtained from  𝑁 ∈ ℕ sensors also during (𝑛𝐿 − 1)∆ seconds, the collected 
data, for each sensor, can be arranged in a matrix as in equation (5). Finally, 
all the collected data coming from the 𝑁 sensors is disposed in a matrix 
𝑿 ∈ ℳ𝑁 𝑥 𝐿(ℝ) as follows: 
𝑿 =
(
 
 
𝑥11  
…
𝑥𝑖1  
…
𝑥𝑛1  
   
𝑥12  
…
𝑥𝑖2  
…
𝑥𝑛2  
    
…
…
…
…
…
     
𝑥1𝐿  
…
𝑥𝑖𝐿  
…
𝑥𝑛𝐿  
|
|
𝑥11  
…
𝑥𝑖1  
…
𝑥𝑛1  
    
…
…
…
…
…
     
𝑥1𝐿  
…
𝑥𝑖𝐿  
…
𝑥𝑛𝐿  
|
|
…
…
…
…
…
|
|
𝑥11  
…
𝑥𝑖1  
…
𝑥𝑛1  
    
…
…
…
…
…
     
𝑥1𝐿  
…
𝑥𝑖𝐿  
…
𝑥𝑛𝐿  
|
|
)
 
 
= (𝑿1|𝑿2|… |𝑿𝑁|) 
 
(6) 
 
where the superindex 𝑘 = 1,2,… ,𝑁 of each element 𝑥𝑖𝑗
𝑘  in the matrix represents 
the number of sensor. 
The objective of the principal component analysis is to find a linear 
transformation orthogonal matrix 𝑷 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ) that will be used to 
transform or project the original data matrix 𝑿 according to the subsequent 
matrix product: 
𝑻𝑿 = 𝑿𝑷 ∈ ℳ𝑛𝑥(𝑁·𝐿)(ℝ) 
 
(7) 
where 𝑻𝑿 is a matrix having a diagonal covariance matrix. 
The principal components analysis enables to reduce oversized data to smaller 
groups (or components) that contain most of the original information. 
Group scaling 
Since the data in matrix 𝑿 is affected by diverse wind turbulence, come from 
several sensors and could have different scales and magnitudes, it is required 
to apply a pre-processing step to rescale the data using the mean of all 
measurements of the sensor at the same column and the standard deviation 
of all measurements of the sensor [1]. This step can be understood as a 
normalizing process. 
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More precisely, for k = 1,2,… , N we define  
𝜇𝑗
𝑘 =
1
𝑛
∑𝑥𝑖𝑗
𝑘
𝑛
𝑖=1
, 𝑗 = 1,… , 𝐿, 
 
(8) 
𝜇𝑘 =
1
𝑛𝐿
∑∑𝑥𝑖𝑗
𝑘
𝐿
𝑗=1
,
𝑛
𝑖=1
 (9) 
𝜎𝑘 = √
1
𝑛𝐿
∑∑𝑥𝑖𝑗
𝑘
𝐿
𝑗=1
,
𝑛
𝑖=1
 (10) 
 
where 𝜇𝑗
𝑘 is the mean of the measures placed at the same column, that is, the 
mean of the 𝑛 measures of sensor 𝑘 in matrix 𝑿𝑘  at time instants ((𝑖 − 1)𝐿 +
(𝑗 − 1))∆ seconds, 𝑖 = 1,2,… , 𝑛;  
𝜇𝑘  is the mean of all the elements in matrix 𝑿𝑘, that is, the mean of all the 
measures of sensor 𝑘;  
and 𝜎𝑘 is the standard deviation of all the measures of sensor 𝑘.  
Therefore, the elements 𝑥𝑖𝑗
𝑘  of matrix 𝑿 are scaled to define a new matrix 𝑿 ̌as 
𝑥𝑖𝑗
𝑘 ≔
𝑥𝑖𝑗
𝑘 − 𝜇𝑗
𝑘
𝜎𝑘
, 𝑖 = 1,… , 𝑛, 𝑗 = 1,… , 𝐿 , 𝑘 = 1,… ,𝑁. (11) 
 
When the data are normalized using equation (11), the scaling procedure is 
called variable scaling or group scaling [2].  
For the sake of clarity, and throughout the rest of the paper, the scaled matrix 
𝑿 ̌ is renamed as simply 𝑿. The mean of each column vector in the scaled 
matrix 𝑿 can be computed as 
1
𝑛
∑𝑥𝑖𝑗
𝑘
𝑛
𝑖=1
=
1
𝑛
∑
𝑥𝑖𝑗
𝑘 − 𝜇𝑗
𝑘
𝜎𝑘
=
𝑛
𝑖=1
1
𝑛𝜎𝑘
∑(𝑥𝑖𝑗
𝑘 − 𝜇𝑗
𝑘
𝑛
𝑖=1
) (12) 
=
1
𝑛𝜎𝑘
[∑(𝑥𝑖𝑗
𝑘
𝑛
𝑖=1
) − 𝑛𝜇𝑗
𝑘] (13) 
=
1
𝑛𝜎𝑘
[𝑛𝜇𝑗
𝑘 − 𝑛𝜇𝑗
𝑘] = 0 (14) 
 
Since the scaled matrix 𝑿 is a mean-centred matrix, it is possible to calculate 
its covariance matrix as follows: 
𝑪𝑿 =
1
𝑛 − 1
𝑿𝑻𝑿 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ) (15) 
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The covariance matrix 𝐶𝑋 is a (𝑁 · 𝐿) 𝑥 (𝑁 · 𝐿) symmetric matrix that measures 
the degree of linear relationship within the data set between all possible pairs 
of columns. At this point it is worth noting that each column can be viewed as 
a virtual sensor and, therefore, each column vector 𝑿(: , 𝒋) ∈ ℝ𝑛, 𝑗 =
1,… , 𝐿 ,  represents a set of measurements from one virtual sensor.  
The subspaces in PCA are defined by the eigenvectors and eigenvalues of the 
covariance matrix as follows: 
𝑪𝑿𝑷 = 𝑷𝛬 (16) 
 
Where the columns of 𝑷 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ) are the eigenvectors of 𝑪𝑿. The 
diagonal terms of matrix 𝛬 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ) are the eigenvalues 𝜆𝑖, 𝑖 = 1,… ,𝑁 · 𝐿 , 
of 𝑪𝑿 whereas the off-diagonal terms are zero, that is, 
𝛬𝑖𝑖 = 𝜆𝑖, 𝑖 = 1,… ,𝑁 · 𝐿 (17) 
𝛬𝑖𝑗 = 0, 𝑖, 𝑗 = 1,… ,𝑁 · 𝐿, 𝑖 ≠ 𝑗   (18) 
 
The eigenvectors 𝑝𝑗 , 𝑗 = 1,… ,𝑁 · 𝐿, representing the columns of the 
transformation matrix 𝑷 are classified according to the eigenvalues in 
descending order and they are called the principal components or the loading 
vectors of the data set. The eigenvector with the highest eigenvalue, called 
the first principal component, represents the most important pattern in the 
data with the largest quantity of information. 
Matrix 𝑷 is usually called the principal components of the data set or loading 
matrix and matrix 𝑻𝑿 is the transformed or projected matrix to the principal 
component space, also called score matrix. Using all the 𝑁 · 𝐿 principal 
components, that is, in the full dimensional case, the orthogonality of 𝑷 
implies 𝑃𝑃 𝑇 =  𝐼, where 𝑰 is the (𝑁 · 𝐿) 𝑥 (𝑁 · 𝐿) identity matrix. Therefore, the 
projection can be inverted to recover the original data as 
𝑿 = 𝑻𝑿 · 𝑷
𝑻 (19) 
 
However, the objective of PCA is, as said before, to reduce the dimensionality 
of the data set 𝑿 by selecting only a limited number  ℓ < 𝑁 · 𝐿 of principal 
components, that is, only the eigenvectors related to the ℓ highest 
eigenvalues. Thus, given the reduced matrix  
?̂? = (𝑝1|𝑝2|… |𝑝ℓ) ∈ ℳ𝑁·𝐿 𝑥ℓ (ℝ) 
 
(20) 
matrix 𝑻?̂? is defined as 
?̂?𝑿 = 𝑿?̂? ∈ ℳ𝑁·𝐿 𝑥ℓ (ℝ) (21) 
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Note that opposite to 𝑻𝑿, ?̂?𝑿 is no longer invertible. Consequently, it is not 
possible to fully recover 𝑿 although ?̂?𝑿 can be projected back onto the original 
𝑁 · 𝐿- dimensional space to get a data matrix ?̂? as follows: 
?̂?𝑿 = ?̂??̂?
𝑻 ∈ ℳ𝑛 𝑥 𝑁·𝐿 (ℝ) (22) 
 
Even though the real measures obtained from the sensors as a function of 
time represent physical magnitudes, when these measures are projected and 
the scores are obtained, these scores no longer represent any physical 
magnitude [8]. The key aspect in this approach is that the scores from 
different experiments can be compared with the reference pattern to try to 
detect a different behaviour. 
3.2. Fault detection based on hypothesis 
testing 
The current wind turbine to diagnose is subjected to wind turbulence as 
described in Sections 2 and 3.1. When the measures are obtained from  𝑁 ∈ ℕ 
sensors during (𝑣𝐿 − 1)∆ seconds, a new data matrix 𝒀 is constructed as in 
equation (6): 
𝒀 =
(
 
 
𝑦11  
…
𝑦𝑖1  
…
𝑦𝑛1  
   
𝑦12  
…
𝑦𝑖2  
…
𝑦𝑛2  
    
…
…
…
…
…
     
𝑦1𝐿  
…
𝑦𝑖𝐿  
…
𝑦𝑛𝐿  
|
|
𝑦11  
…
𝑦𝑖1  
…
𝑦𝑛1  
    
…
…
…
…
…
     
𝑦1𝐿  
…
𝑦𝑖𝐿  
…
𝑦𝑛𝐿  
|
|
…
…
…
…
…
|
|
𝑦11  
…
𝑦𝑖1  
…
𝑦𝑛1  
    
…
…
…
…
…
     
𝑦1𝐿  
…
𝑦𝑖𝐿  
…
𝑦𝑛𝐿  
|
|
)
 
 
 
= (𝒀1|𝒀2| … |𝒀𝑁|) 
(23) 
 
It is worth remarking that the natural number 𝑣 (the number of rows of matrix 
𝒀) is not necessarily equal to 𝑛 (the number of rows of 𝑿), but the number of 
columns of 𝒀 must agree with that of 𝑿; that is, in both cases the number 𝑁 of 
sensors and the number of samples per row must be equal.  
Before the collected data arranged in matrix 𝒀 is projected into the new space 
spanned by the eigenvectors in matrix 𝑷 in equation (16), the matrix has to be 
scaled respect to the matrix 𝑿 (baseline) to define a new matrix ?̌? as in 
equation (11): 
?̌?𝑖𝑗
𝑘 ≔
𝑦𝑖𝑗
𝑘 − 𝜇𝑗
𝑘
𝜎𝑘
, 𝑖 = 1,… , 𝑣, 𝑗 = 1,… , 𝐿 , 𝑘 = 1,… ,𝑁. 
(24) 
 
where 𝜇𝑗
𝑘 and 𝜎𝑘 are defined in equations (8) and (10), respectively. 
 Fault detection and isolation in wind turbines using PCA and statistical hypothesis testing 
- 18 - 
 
The projection of each row vector 𝑟𝑖 = ?̌?(𝑖, : ) ∈ ℝ𝑁·𝐿 of matrix ?̌? into the space 
spanned by the eigenvectors in ?̂? is performed through the following vector to 
matrix multiplication: 
𝑡𝑖 = 𝑟𝑖 · ?̂? ∈ ℝℓ (25) 
 
For each row vector 𝑟𝑖 , 𝑖 = 1,… , 𝑣, the first component of vector 𝑡𝑖 is called the 
first score or score 1; similarly, the second component of vector 𝑡𝑖 is called the 
second score or score 2, and so on. The combination of all the row vectors 
𝑟𝑖 , 𝑖 = 1,… , 𝑣, that have been projected to ?̂? can also be shown arranged in 
?̂?𝒀 = 𝒀?̂? ∈ ℳ𝑣𝑥ℓ(ℝ). (26) 
 
In a standard application of the principal component analysis strategy in the 
field of structural health monitoring, the scores allow a visual grouping or 
separation. However, in some other cases as in this project, a more powerful 
and reliable tool is needed to be able to identify differences among scores and, 
hence detect a fault in the wind turbine. 
The random nature of the scores 
Since the turbulent wind can be considered as a random process, the dynamic 
response of the wind turbine can be considered as a stochastic process and 
the measurements in 𝑟𝑖 are also stochastic. Therefore, each component of 𝑡𝑖 
acquires this stochastic nature and it will be regarded as a random variable to 
construct the stochastic approach in this paper. 
 
3.3. Hypothesis testing methods 
One of the objectives of the project is to examine whether the current wind 
turbine is healthy or subjected to a fault as those described in Table 2. To 
achieve this end, we have a PCA model (matrix ?̂? in equation (20)) built as in 
Section 3.1 with data coming from a wind turbine in a full healthy state. For 
each principal component 𝑗 = 1,… , ℓ ,  the baseline sample is defined as the set 
of 𝑛 real numbers computed as the 𝑗 −th component of the vector to matrix 
multiplication 𝑿(𝑖, : ) · ?̂?. Note that 𝑛 is the number of rows of matrix 𝑿 in 
equation (6). That is, we define the baseline sample as the set of numbers 
{𝜏𝑗
𝑖}𝑖=1,…,𝑛 given by 
{𝜏𝑗
𝑖}:= (𝑿(𝑖, : ) · ?̂?)(𝑗) = 𝑿(𝑖, : ) · ?̂? · 𝒆𝒋, 𝑖 = 1,… , 𝑛, (27) 
 
where 𝒆𝒋 is the 𝑗-th vector of the canonical basis. 
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Similarly, and for each principal component 𝑗 = 1,… , ℓ ,  the sample of the 
current wind turbine to diagnose is defined as the set of 𝑣 real numbers 
computed as the 𝑗 −th component of the vector 𝑡𝑖 in equation (25). Note that 𝑣 
is the number of rows of matrix 𝒀 in equation (23). That is, we define the 
sample to diagnose as the set of numbers {𝑡𝑗
𝑖}𝑖=1,…,𝑣 given by 
{𝑡𝑗
𝑖}:= 𝑡𝑖 · 𝒆𝒋, 𝑖 = 1,… , 𝑣. (28) 
 
Comparing the data from the PCA model {𝜏𝑗
𝑖} and the sample of the current 
wind turbine to diagnose {𝑡𝑗
𝑖}, we can determine whether the information is 
similarly distributed and, therefore, the wind turbine diagnosed is healthy. In 
this project, this step is performed by two different statistical hypothesis 
testing methods in order to check their effectiveness and their scope. One of 
them is based on the univariate statistical inference while the other is based 
on the multivariate statistical inference.  
 
3.3.1. Univariate statistical inference 
The first method is based on a test for the equality of means. Let us consider 
that, for a given principal component,  
(a) the baseline sample is a random sample of a random variable having a 
normal distribution with unknown mean 𝜇𝑋 and unknown standard deviation 
𝜎𝑋 ; and  
(b) the random sample of the current wind turbine is also normally 
distributed with unknown mean 𝜇𝑌  and unknown standard deviation 𝜎𝑌 .  
Let us finally consider that the variances of these two samples are not 
necessarily equal. As said previously, the problem that we will consider is to 
determine whether these means are equal, that is, 𝜇𝑋 = 𝜇𝑌, or equivalently, 
𝜇𝑋 − 𝜇𝑌 = 0. This statement leads immediately to a test of the hypotheses 
𝐻0: 𝜇𝑋 − 𝜇𝑌 = 0 𝑣𝑒𝑟𝑠𝑢𝑠 (29) 
𝐻1: 𝜇𝑋 − 𝜇𝑌 ≠ 0  (30) 
 
that is, the null hypothesis is ‘the sample of the wind turbine to be diagnosed 
is distributed as the baseline sample’ and the alternative hypothesis is ‘the 
sample of the wind turbine to be diagnosed is not distributed as the baseline 
sample’. In other words, if the result of the test is that the null hypothesis is 
not rejected, the current wind turbine is categorized as healthy. Otherwise, if 
the null hypothesis is rejected in favour of the alternative, this would indicate 
the presence of some faults in the wind turbine.  
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This test is based on the Welch-Satterthwaite method [25], which is outlined 
below. When random samples of size 𝑛 and 𝑣, respectively, are taken from two 
normal distributions 𝑁 (𝜇𝑋 , 𝜎𝑋) and 𝑁 (𝜇𝑌, 𝜎𝑌) and the population variances are 
unknown, the random variable  
𝒲 =
(?̅? − ?̅?) − (𝜇𝑋 − 𝜇𝑌)
√(
𝑆𝑋
2
𝑛 +
𝑆𝑌
2
𝑣 )
 
(31) 
 
can be approximated with a t-distribution with 𝜌 degrees of freedom, that is 
𝒲 ↪ 𝑡𝜌 
 
(32) 
where 
𝜌 =
[
 
 
 
 
 
(
𝑆𝑋
2
𝑛 +
𝑆𝑌
2
𝑣 )
2
(
𝑆𝑋
2
𝑛 )
2
𝑛 − 1 +
(
𝑆𝑌
2
𝑣 )
2
𝑣 − 1]
 
 
 
 
 
 
 
(33) 
and where ?̅?; ?̅? is the sample mean as a random variable; 𝑆2 is the sample 
variance as a random variable; 𝑠2 is the variance of a sample; and [𝑋] is the 
floor function. The value of the standardized test statistic using this method is 
defined as 
𝑡𝑜𝑏𝑠 =
?̅? − ?̅?
√(
𝑆𝑋
2
𝑛 +
𝑆𝑌
2
𝑣 )
 
 
(34) 
where ?̅?; ?̅? is the mean of a particular sample. The quantity 𝑡𝑜𝑏𝑠 is the fault 
indicator. We can then construct the following test: 
|𝑡𝑜𝑏𝑠| ≤ 𝑡
∗ → 𝐹𝑎𝑖𝑙 𝑡𝑜 𝑟𝑒𝑗𝑒𝑐𝑡 𝐻0 (35) 
|𝑡𝑜𝑏𝑠| > 𝑡
∗ → 𝑅𝑒𝑗𝑒𝑐𝑡 𝐻0  (36) 
 
where 𝑡∗ is such that 
𝑃(𝑡𝜌 < 𝑡
∗) = 1 −
𝛼
2
 (37) 
 
and 𝛼 is the chosen risk (significance) level for the test. More precisely, the 
null hypothesis is rejected if |𝑡𝑜𝑏𝑠| > 𝑡
∗ (this would indicate the existence of a 
fault in the wind turbine).  
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Otherwise, if |𝑡𝑜𝑏𝑠| ≤ 𝑡
∗ there is no statistical evidence to suggest that both 
samples are normally distributed but with different means, thus indicating that 
no fault in the wind turbine has been found. This idea is represented in Figure 
2. 
 
Figure 2. Fault detection will be based on testing for significant 
changes in the distributions of the baseline sample and the sample 
coming from the wind turbine to diagnose. 
 
3.3.2. Multivariate statistical inference 
In the second method, a test for the plausibility of a value for a normal 
population mean vector is performed. Let 𝑠 ∈ ℕ be the number of principal 
components that will be considered jointly. We will also consider that  
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(a) the baseline projection is a multivariate random sample of a multivariate 
random variable following a multivariate normal distribution with known 
population mean vector 𝜇𝑋 ∈ ℝ
ℓ and known variance-covariance matrix 
∑ ∈ ℳ𝑠𝑋𝑠(ℝ); and  
(b) the multivariate random sample of the structure to be diagnosed also 
follows a multivariate normal distribution with unknown multivariate mean 
vector 𝜇𝑌 ∈ ℝ
ℓ and known variance-covariance matrix ∑ ∈ ℳ𝑠𝑋𝑠(ℝ). 
As said previously, the problem that we will consider is to determine whether a 
given s-dimensional vector 𝜇𝑌 is a plausible value for the mean of a 
multivariate normal distribution 𝑁𝑠(𝜇𝑋 , ∑). This statement leads immediately to 
a test of the hypothesis 
𝐻0: 𝜇𝑋 = 𝜇𝑌 𝑣𝑒𝑟𝑠𝑢𝑠 (38) 
𝐻1: 𝜇𝑋 ≠ 𝜇𝑌 (39) 
 
that is, the null hypothesis is ‘‘the multivariate random sample of the structure 
to be diagnosed is distributed as the baseline projection’’ and the alternative 
hypothesis is ‘‘the multivariate random sample of the structure to be 
diagnosed is not distributed as the baseline projection’’. In other words, if the 
result of the test is that the null hypothesis is not rejected, the current 
structure is categorized as healthy. Otherwise, if the null hypothesis is 
rejected in favour of the alternative, this would indicate the presence of some 
structural changes in the structure. 
The test is based on the statistic 𝑇2—also called Hotelling’s 𝑇2—and it is 
summarized below. When a multivariate random sample of size 𝑣 ∈ ℕ is taken 
from a multivariate normal distribution 𝑁𝑠(𝜇𝑋, ∑), the random variable 
𝑇2 = 𝑣(−𝜇𝑋)
𝑇𝑆−1(?̅? − 𝜇𝑋) (40) 
 
is distributed as 
𝑇2 →
(𝑣 − 1)𝑠
𝑣 − 𝑠
𝐹𝑠,𝑣−𝑠 
(41) 
 
where 𝐹𝑠,𝑣−𝑠 denotes a random variable with an F-distribution with 𝑠 and 𝑣 − 𝑠 
degrees of freedom, ?̅? is the sample vector mean as a multivariate random 
variable; and (1/𝑣)(𝑺 ∈ ℳ𝑠𝑋𝑠(ℝ))  is the estimated covariance matrix of ?̅?. At 
the 𝛼 level of significance, we reject 𝐻0 in favor of 𝐻1 if the observed 
𝑡𝑜𝑏𝑠
2 =  𝑣(?̅? − 𝜇𝑋)
𝑇𝑆−1(?̅? − 𝜇𝑋) (42) 
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is greater than (((𝑣 − 1)𝑠)/(𝑣 − 𝑠))𝐹𝑠,𝑣−𝑠(𝛼), where Fs, 𝐹𝑠,𝑣−𝑠(𝛼) is the upper 
(100𝑎)𝑡ℎ percentile of the 𝐹𝑠,𝑣−𝑠 distribution. In other words, the quantity 𝑡𝑜𝑏𝑠
2  is 
the damage indicator and the test is summarized as follows 
 
𝑡𝑜𝑏𝑠
2 ≤
(𝑣 − 1)𝑠
𝑣 − 𝑠
𝐹𝑠,𝑣−𝑠(𝛼) → 𝐹𝑎𝑖𝑙 𝑡𝑜 𝑟𝑒𝑗𝑒𝑐𝑡 𝐻0 
(43) 
 
𝑡𝑜𝑏𝑠
2 >
(𝑣 − 1)𝑠
𝑣 − 𝑠
𝐹𝑠,𝑣−𝑠(𝛼) → 𝑅𝑒𝑗𝑒𝑐𝑡 𝐻0 
(44) 
 
where 𝐹𝑠,𝑣−𝑠(𝛼)  is such that 
ℙ(𝐹𝑠,𝑣−𝑠 > 𝐹𝑠,𝑣−𝑠(𝛼)) = 𝛼 (45) 
 
where ℙ is a probability measure. More precisely, we fail to reject the null 
hypothesis if 𝑡𝑜𝑏𝑠
2 ≤ (((𝑣 − 1)𝑠)/(𝑣 − 𝑠))𝐹𝑠,𝑣−𝑠(𝛼), thus indicating that no structural 
changes in the structure have been found. Otherwise, the null hypothesis is 
rejected in favor of the alternative hypothesis if 𝑡𝑜𝑏𝑠
2 > (((𝑣 − 1)𝑠)/(𝑣 −
𝑠))𝐹𝑠,𝑣−𝑠(𝛼), thus indicating the existence of some structural changes in the 
structure. The diagram represented in Figure 2 also fits for the multivariate 
testing. 
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SECTION 4:  
SIMULATION RESULTS 
4.1. Univariate statistical inference (Welch-
Satterthwaite’s method) 
 
Collecting the data from the FAST software, we can simulate the wind turbine’s 
behaviour when is subjected to the eight different fault scenarios described in 
Table 2. Thus, the effectiveness of the fault detection strategies presented in 
Section 3 can be validated. To this end, we consider three different Set of 
samples, with different number of samples and different number of elements 𝑣 
that forms part of each sample. We use them as “samples to diagnose” so we 
can detect whether the methods are capable of differentiate the healthy and 
the faulty data properly.  
4.1.1. Set of samples I. 
For the first distribution, we first consider a total of 24 samples of 𝑣 = 50 
elements each, according to the following distribution: 
 16 samples of a healthy wind turbine; and 
 8 samples of a faulty wind turbine with respect to each of the eight 
different fault scenarios described in Table 2. 
In the numerical simulations in this Section, each sample of 𝑣 =  50 elements is 
composed by the measures obtained from the 𝑁 = 13 sensors detailed in Table 
3 during (𝑣𝐿 − 1)∆= 312.4875 seconds, where 𝐿 = 500 and the sampling time 
∆ = 0.0125 seconds (is the actual time the sensors take between 
measurements). The measures of each sample are then arranged in a 
𝑣 𝑥 (𝑁 · 𝐿) matrix 𝒀 as in equation (23). Afterwards, this matrix 𝒀 is scaled and 
projected to the loading matrix 𝑷 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ), obtaining the transformed 
set of numbers {𝑡𝑖} of the samples to diagnose according to the matrix product 
of the equation (26). 
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For the first four principal components (score 1 to score 4), these 24 samples 
plus the baseline sample of 𝑛 = 50 elements are used to test for the equality of 
means of the baseline {𝜏𝑖} and the samples to diagnose {𝑡𝑖}, with a level of 
significance 𝛼 = 36% (the choice of this level of significance will be justified 
afterwards in this Section) following the diagram illustrated in Figure 2. Each 
sample of 𝑣 = 50 elements is categorized as follows:  
(i) number of samples from the healthy wind turbine (healthy sample) 
which were classified by the hypothesis test as ‘healthy’ (fail to reject 
H0);  
(ii) faulty sample classified by the test as ‘faulty’ (reject H0);  
(iii) samples from the faulty structure (faulty sample) classified as 
‘healthy’; and  
(iv) faulty sample classified as ‘faulty’.  
The results for the first four principal components presented in Table 5 are 
organized according to the scheme in Table 4. It can be stressed from each 
principal component in Table 5 that the sum of the columns is constant: 16 
samples in the first column (healthy wind turbine) and 8 more samples in the 
second column (faulty wind turbine). 
Table 4. Scheme for the presentation of the results. 
 Healthy sample (H0) Faulty sample (H1) 
Fail to reject H0 Correct decision Type II error (missing fault) 
Reject H0 Type I error (false alarm) Correct decision 
 
Table 5. Set of samples I. Categorization of the samples with respect to the 
presence or absence of damage and the result of the univariate statistical 
inference test for each of the four scores when the size of the samples to 
diagnose is v=50. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 16 0 12 1 11 5 9 1 
Reject H0 0 8 4 7 5 3 7 7 
 
In Table 4, it is worth noting that two kinds of misclassification are presented 
which are denoted as follows: 
1. Type I error (false positive or false alarm), when the wind turbine is 
healthy but the null hypothesis is rejected and therefore classified as 
faulty. The probability of committing a type I error is 𝛼, the level of 
significance. 
2.  Type II error (false negative or missing fault), when the structure is faulty 
but the null hypothesis is not rejected and therefore classified as healthy. 
The probability of committing a type II error is called 𝛾.  
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It can be observed from Table 5 that, in the numerical simulations, Type I 
errors (false alarms) and Type II errors (missing faults) appear only when 
scores 2, 3 or 4 are considered, while when the first score is used all the 
decisions are correct. Or in other words, the results obtained for the score 1, 
confirm that the fault detection strategy has been perfectly capable of 
distinguish healthy and faulty samples. The better performance of the first 
score is an expected result in the sense that the first principal component is 
the component that accounts for the largest possible variance. 
 
Sensitivity and specificity 
Two more statistical measures can be selected here to study the performance 
of the test: the sensitivity and the specificity. The sensitivity, also called as the 
power of the test, is defined, in the context of this work, as the proportion of 
samples from the faulty wind turbine which are correctly identified as such. 
Thus, the sensitivity can be computed as 1 − 𝛾. The specificity of the test is 
defined, also in this context, as the proportion of samples from the healthy 
structure that are correctly identified and can be expressed as 1 − 𝛼. 
The sensitivity and the specificity of the test with respect to the 24 samples 
and for each of the first four principal components have been included in Table 
7. For each principal component in this table, the results are organized as 
shown in Table 6.  
Table 6. Relationship between type I and type II errors. 
 Healthy sample (H0) Faulty sample (H1) 
Fail to reject H0 Specificity (1- 𝛼) False negative rate (𝛾) 
Reject H0 False positive rate (𝛼) Sensitivity (1- 𝛾) 
Table 7. Set of samples I. Sensitivity and specificity of the univariate 
statistical inference test for each of the four scores when the size of 
the samples to diagnose is v=50. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 1,00 0,00 0,75 0,13 0,69 0,62 0,56 0,13 
Reject H0 0,00 1,00 0,25 0,87 0,31 0,38 0,44 0,87 
 
It is worth mentioning that type I errors are frequently considered to be more 
serious than type II errors. However, in this application, a type II error is 
related to a missing fault whereas a type I error is related to a false alarm. In 
consequence, type II errors should be reduced. Therefore a small level of 
significance of 1%, 5% or even 10% would lead to a reduced number of false 
alarms but to a higher rate of missing faults. That is the reason of the choice 
of a level of significance of 36% in the hypothesis test. 
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The results in Table 7 show that the average sensitivity for the first four scores 
of the test 1 − 𝛾 is close to 100%, as desired, with an average value of 78%. 
The sensitivity with respect to the first, second and fourth principal component 
is increased, in mean, to a 91.33%. The average of the specificity is 75%, 
which is very close to the expected value of 1 − 𝛼 =  64%. 
 
Reliability of the results 
The results in Table 9 are computed using the scheme in Table 8. This table is 
based on the Bayes’ theorem [4], where 𝑃(𝐻1|𝑎𝑐𝑐𝑒𝑝𝑡 𝐻0) is the proportion of 
samples from the faulty wind turbine that have been incorrectly classified as 
healthy (true rate of false negatives) and 𝑃(𝐻0|𝑎𝑐𝑐𝑒𝑝𝑡 𝐻1) is the proportion of 
samples from the healthy wind turbine that have been incorrectly classified as 
faulty (true rate of false positives). 
 
Table 8. Relationship between the proportion of false negatives and 
false positives. 
 Healthy sample (H0) Faulty sample (H1) 
Fail to reject H0 P(H0|accept H0) 
True rate of false negatives 
(H1|accept H0) 
Reject H0 
True rate of false positives 
(H0|accept H1) 
P(H1|accept H1) 
 
Table 9. Set of samples I. True rate of false positives and false 
negatives for each of the four scores when the size of samples to 
diagnose is v=50 and according to the univariate statistical inference 
test. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 1,00 0,00 0,92 0,08 0,69 0,31 0,90 0,10 
Reject H0 0,00 1,00 0,36 0,64 0,62 0,38 0,50 0,50 
 
 
4.1.2. Set of samples II.  
For the second distribution, we consider a total of 32 samples: 
 16 samples of healthy wind turbine of 𝑣 = 50 elements each; and 
 16 of a faulty wind turbine, so there are two samples of 𝑣 = 48 
elements for each fault scenario. 
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In this case and following the same criteria of the numerical simulations, the 
healthy samples remain as equal as the previous distribution, however, each 
sample of the non-healthy wind turbine with 𝑣 =  48 elements is composed by 
the measures obtained from the 𝑁 = 13 sensors during (𝑣𝐿 − 1)∆= 299.9875 
seconds, where 𝐿 = 500 and the sampling time ∆ = 0.0125 seconds. The 
measures of each sample are then arranged in a 𝑣 𝑥 (𝑁 · 𝐿) matrix 𝒀 as in 
equation (23). Afterwards, this matrix 𝒀 is scaled and projected to the loading 
matrix 𝑷 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ), obtaining the transformed set of numbers {𝑡
𝑖} of the 
samples to diagnose according to the matrix product of the equation (26). 
For this Set of samples, the baseline sample, the 16 undamaged samples and 
the 16 damaged samples are used to test the equality of means of the 
baseline {𝜏𝑖} and the samples to diagnose {𝑡𝑖}, also with a level of significance 
𝛼 = 36% (following the diagram illustrated in Figure 2). The results are also 
presented as shown in Table 4. 
Table 10. Set of samples II. Categorization of the samples with 
respect to the presence or absence of damage and the result of the 
univariate statistical inference test for each of the four scores when 
the size of the healthy samples to diagnose is v=50 and v=48 for the 
non-healthy. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 16 0 12 7 11 13 9 7 
Reject H0 0 16 4 9 5 3 7 9 
 
In this case, we can stress from each score in Table 10 that the sum of the 
columns is constant: 16 in the first column (healthy wind turbine) and also 16 
for the second column (faulty wind turbine). 
As we expected, the number of healthy samples that have been failed to reject 
as H0 and the number of type I errors for each principal component is exactly 
the same as the previous distribution, since the data of the 16 healthy 
samples and the baseline are equal. Also in this Set of samples, the two types 
of errors appears only when scores 2, 3 or 4 are considered.  
 
Sensitivity and specificity 
Table 11. Set of samples II. Sensitivity and specificity of the 
univariate statistical inference test for each of the four scores when 
the size of the healthy samples to diagnose is v=50 and v=48 for the 
non-healthy. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 1,00 0,00 0,75 0,44 0,69 0,81 0,56 0,44 
Reject H0 0,00 1,00 0,25 0,56 0,31 0,19 0,44 0,56 
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The results in Table 11 show that the sensitivity of the test is a bit less 
accurate (1 − 𝛾 = 57.75%) comparing to the Set of samples I. Nevertheless, the 
average value of the specificity remains the same, close to the expected value 
of 64%, so the results are still reliable. 
 
Reliability of the results 
Following the scheme in Table 8, the proportion of samples from the healthy 
wind turbine that have been incorrectly classified as healthy (true rate of false 
negatives) and the proportion of samples from the healthy wind turbine that 
have been incorrectly classified as faulty (true rate of false positives) are also 
calculated. The results are not significantly different from the first Set of 
samples, with none unusual value to worry about. 
Table 12. Set of samples II. True rate of false positives and false 
negatives for each of the four scores when the size of the healthy 
samples to diagnose is v=50, v=48 for the non-healthy and according 
to the univariate statistical inference test. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 1,00 0,00 0,63 0,37 0,46 0,54 0,56 0,44 
Reject H0 0,00 1,00 0,31 0,69 0,62 0,38 0,44 0,56 
 
 
 
4.1.3. Set of samples III.  
The third one consists of 176 samples of 𝑣 = 50 elements each: 
 the same 16 samples of a healthy wind turbine; and 
 160 samples of a faulty wind turbine distributed so that there are 20 
samples of each fault scenario.  
Considering the same level of significance 𝛼 = 57.75% and the same 
methodology, we obtain the results specified in Table 13.  
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Table 13. Set of samples III. Categorization of the samples with respect to the 
presence or absence of damage and the result of the univariate statistical 
inference test for each of the four scores when the size of the samples to 
diagnose is v=50. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 16 6 12 53 11 126 9 86 
Reject H0 0 154 4 107 5 34 7 74 
 
For this Set of samples, the sum of the columns for each principal component 
is also constant: 16 healthy samples in the first column and 160 faulty for the 
second column. 
The results for the score 1 prove further the effectiveness of the first method 
since the majority of the damaged samples have been classified as unhealthy. 
Despite is the first time that type II errors appear in the score 1, is not a 
worrying value since there are only six misclassified samples out of 160. For 
the rest of scores, the outcomes are not as perfect as the first one but still 
give normal results with the level of significance  𝛼 = 36%.  
 
Sensitivity and specificity 
Table 14. Set of samples III. Sensitivity and specificity of the 
univariate statistical inference test for each of the four scores when 
the size of the samples to diagnose is v=50. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 1,00 0,04 0,75 0,67 0,69 0,79 0,56 0,52 
Reject H0 0,00 0,96 0,25 0,33 0,31 0,21 0,44 0,48 
 
The results in Table 14 show that the sensitivity of the test for the third Set of 
samples is not as accurate as the first one either. Despite this fact, and as we 
said previously, the sensitivity of the first principal component is 96%, really 
close to 100% so that does not contribute considerably to the worsening of the 
total mean sensitivity. Nevertheless, the average value of the specificity 
remains the same, close to the expected value of 64%, so the results are still 
trustworthy.   
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Reliability of the results 
The constancy of the outcomes can be proved according to the scheme in 
Table 8. The proportion of samples from the healthy wind turbine that have 
been incorrectly classified as healthy (true rate of false negatives) and the 
proportion of samples from the healthy wind turbine that have been incorrectly 
classified as faulty (true rate of false positives) are included in Table 15 for the 
third Set of samples. 
Table 15. Set of samples III. True rate of false positives and false 
negatives for each of the four scores when the size of the samples to 
diagnose is v=50 and according to the univariate statistical inference 
test. 
 Score 1 Score 2 Score 3 Score 4 
H0 H1 H0 H1 H0 H1 H0 H1 
Fail to reject H0 0,73 0,27 0,18 0,82 0,08 0,92 0,09 0,91 
Reject H0 0,00 1,00 0,04 0,96 0,13 0,87 0,09 0,91 
 
 
4.2. Multivariate statistical inference  
Considering the same three different Set of samples and the same original 
data from the FAST software, the multivariate statistical inference fault 
detection strategy is also validated.  
4.2.1. Set of samples I.  
Following the same presentation scheme shown in Table 4, the samples and 
the baseline are used to test the plausibility of a value for a normal population 
mean vector, varying the levels of significance 𝛼 = 1,3,5,7%. Note that one of 
the advantages of the multivariate statistical inference is that considering 
small levels of significance, we obtain much better performance than the 
univariate statistical inference. The number of principal components 
considered jointly is also varied, so that we can provide more reliable results: 
we consider the first five scores, the first seven scores and the first ten scores 
to implement our numerical simulation and then presented in Table 16. 
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Table 16. Set of samples I. Categorization of the samples with 
respect to the presence or absence of damage and the result of the 
multivariate statistical inference test for several groups of scores 
when the size of the samples to diagnose is v=50. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0 16 0 12 0 12 0 12 0 
Reject H0 0 8 4 8 4 8 4 8 
Scores = 1 - 7         
Fail to reject H0 16 0 16 0 15 0 13 0 
Reject H0 0 8 0 8 1 8 3 8 
Scores = 1 - 10         
Fail to reject H0 16 0 16 0 16 0 14 0 
Reject H0 0 8 0 8 0 8 2 8 
 
As it can be seen in the previous table, not a single type II error appears in 
any of the combinations, even with small levels of significance. This reinforces 
the reliability of the multivariate method: no missing faults and only a reduced 
number of false alarms considering small 𝛼. Only when we increase the 
number of scores to 1-13 (not shown in Table 16) and a level of significance 
𝛼 = 1%, a missing fault appears. 
 
Sensitivity and specificity 
Table 17. Set of samples I. Sensitivity and specificity of the 
multivariate statistical inference test for several groups of scores 
when the size of the samples to diagnose is v=50. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0 1,00 0,00 0,75 0,00 0,75 0,00 0,75 0,00 
Reject H0 0,00 1,00 0,25 1,00 0,25 1,00 0,25 1,00 
Scores = 1 - 7         
Fail to reject H0 1,00 0,00 1,00 0,00 0,94 0,00 0,81 0,00 
Reject H0 0,00 1,00 0,00 1,00 0,06 1,00 0,19 1,00 
Scores = 1 - 10         
Fail to reject H0 1,00 0,00 1,00 0,00 1,00 0,00 0,88 0,00 
Reject H0 0,00 1,00 0,00 1,00 0,00 1,00 0,13 1,00 
 
The outcomes for the first Set of samples (in Table 17) show that the average 
real value of the sensitivity of the test is exactly 100%, as desired. The 
average value of the specificity is 91%, very close to the desired 100%, 
grazing the perfect performance of the fault detection strategy with the 
multivariate hypothesis test. 
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Reliability of the results 
The proportion of samples from the faulty wind turbine that have been 
incorrectly classified as healthy (true rate of false negatives) 𝑃(𝐻1|𝑎𝑐𝑐𝑒𝑝𝑡 𝐻0) 
and the proportion of samples from the healthy wind turbine that have been 
incorrectly classified as faulty (true rate of false positives) 𝑃(𝐻0|𝑎𝑐𝑐𝑒𝑝𝑡 𝐻1) can 
be calculated and presented using this method with the same scheme shown 
in Table 8. 
Table 18. Set of samples I. True rate of false positives and false 
negatives for several groups of scores when the size of samples to 
diagnose is v=50 and according to the multivariate statistical 
inference. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 
Reject H0 0,00 1,00 0,33 0,67 0,33 0,67 0,33 0,67 
Scores = 1 - 7         
Fail to reject H0 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 
Reject H0 0,00 1,00 0,00 1,00 0,11 0,89 0,27 0,73 
Scores = 1 - 10         
Fail to reject H0 1,00 0,00 1,00 0,00 1,00 0,00 1,00 0,00 
Reject H0 0,00 1,00 0,00 1,00 0,00 1,00 0,20 0,80 
 
4.2.2. Set of samples II.  
The process is reproduced for the second Set of samples: the 16 healthy 
samples and the 16 faulty samples are used to test the plausibility for a 
normal vector population mean vector, considering four different levels of 
significance 𝛼 = 1,3,5,7% and three groups of scores. The results are presented 
in Table 19. 
Table 19. Set of samples II. Categorization of the samples with 
respect to the presence or absence of damage and the result of the 
multivariate statistical inference test for several groups of when the 
size of the healthy samples to diagnose is v=50 and v=48 for the 
non-healthy. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0 16 0 12 0 12 0 12 0 
Reject H0 0 16 4 16 4 16 4 16 
Scores = 1 - 7         
Fail to reject H0 16 0 16 0 15 0 13 0 
Reject H0 0 16 0 16 1 16 3 16 
Scores = 1 - 10         
Fail to reject H0 16 0 16 0 16 0 14 0 
Reject H0 0 16 0 16 0 16 2 16 
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The results follow the same behaviour as in the first Set of samples: not a 
single type I error and also a very small number of false alarms. The first 
missing fault appears when we consider the scores 1-11 together (not shown 
in Table 19) and when the level of significance is 𝛼 = 1%. 
 
Sensitivity and specificity 
Table 20. Set of samples II. Sensitivity and specificity of the 
multivariate statistical inference test for several groups of scores 
when the size of the healthy samples to diagnose is v=50 and v=48 
for the non-healthy. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0  1,00     0,00       0,75     0,00       0,75     0,00       0,75     0,00      
Reject H0  0,00       1,00     0,25     1,00     0,25     1,00     0,25     1,00    
Scores = 1 - 7         
Fail to reject H0  1,00     0,00       1,00     0,00       0,94     0,00       0,81     0,00      
Reject H0  0,00       1,00     0,00       1,00     0,06     1,00     0,19     1,00    
Scores = 1 - 10         
Fail to reject H0  1,00     0,00       1,00     0,00       1,00     0,00       0,88     0,00      
Reject H0  0,00       1,00     0,00       1,00     0,00       1,00     0,13     1,00    
 
As we can see in the previous table, we obtain an average value of 100% of 
the sensitivity for all the combinations simulated. The average value of the 
specificity is 91%, very close to the desired 100%. 
 
Reliability of the results 
Table 21. Set of samples II. True rate of false positives and false 
negatives for several groups of scores when the size of samples to 
diagnose is v=50, v=48 for the non-healthy and according to the 
multivariate statistical inference. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0  1,00     0,00       1,00     0,00       1,00     0,00       1,00     0,00      
Reject H0  0,00       1,00     0,20     0,80     0,20     0,80     0,20     0,80    
Scores = 1 - 7         
Fail to reject H0  1,00     0,00       1,00     0,00       1,00     0,00       1,00     0,00      
Reject H0  0,00       1,00     0,00       1,00     0,06     0,94     0,16     0,84    
Scores = 1 - 10         
Fail to reject H0  1,00     0,00       1,00     0,00       1,00     0,00       1,00     0,00      
Reject H0  0,00       1,00     0,00       1,00     0,00       1,00     0,11     0,89    
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4.2.3. Set of samples III. 
The process is reproduced for the second Set of samples: the 16 healthy 
samples and the 160 faulty samples are used to test the plausibility for a 
normal vector population mean vector, considering four different levels of 
significance 𝛼 = 1,3,5,7% and three groups of scores. The results are presented 
in Table 22. 
In the third distribution, some missing faults (type I errors) already appear 
when we consider the first five scores, but the number is insignificant. It can 
also be observed that there are also a small number of false alarms just as in 
the other Set of samples. As we expected, it is easy to see in Table 22 that the 
more we increase the level of significance, the more type I errors appear. The 
same situation occurs when we reduce the number of scores considered 
jointly. Note that we can deduce these conclusions only when we simulate a 
large number of samples such as the 176 of the Set of samples III. 
Table 22. Set of samples III. Categorization of the samples with 
respect to the presence or absence of damage and the result of the 
multivariate statistical inference test for several groups of scores 
when the size of the samples to diagnose is v=50. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0 16 3 12 1 12 1 12 1 
Reject H0 0 157 4 159 4 159 4 159 
Scores = 1 - 7         
Fail to reject H0 16 2 16 1 15 1 13 1 
Reject H0 0 158 0 159 1 159 3 159 
Scores = 1 - 10         
Fail to reject H0 16 6 16 1 16 0 14 0 
Reject H0 0 154 0 159 0 160 2 160 
 
Sensitivity and specificity 
Table 23. Set of samples III. Sensitivity and specificity of the 
multivariate statistical inference test for several groups of scores 
when the size of the samples to diagnose is v=50. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0  1,00     0,02     0,75     0,01     0,75     0,01     0,75     0,01    
Reject H0  0,00       0,98     0,25     0,99     0,25     0,99     0,25     0,99    
Scores = 1 - 7         
Fail to reject H0  1,00     0,01     1,00     0,01     0,94     0,01     0,81     0,01    
Reject H0  0,00       0,99     0,00       0,99     0,06     0,99     0,19     0,99    
Scores = 1 - 10         
Fail to reject H0  1,00     0,04     1,00     0,01     1,00     0,00       0,88     0,00      
Reject H0  0,00       0,96     0,00       0,99     0,00       1,00     0,13     1,00    
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With the outcomes in Table 23, we calculate that the average value of the 
sensitivity 1 − 𝛾 of the test is 99%, almost 100%. The average value of the 
specificity is 91%, very close to the desired 100%. 
 
Reliability of the results 
Table 24. Set of samples III. True rate of false positives and false 
negatives for several groups of scores when the size of samples to 
diagnose is v=50 and according to the multivariate statistical 
inference. 
 𝛼 =  1 𝛼 =  5 𝛼 =  7 𝛼 =  10 
H0 H1 H0 H1 H0 H1 H0 H1 
Scores = 1 - 5         
Fail to reject H0  0,84     0,16     0,92     0,08     0,92     0,08     0,92     0,08    
Reject H0  0,00       1,00     0,02     0,98     0,02     0,98     0,02     0,98    
Scores = 1 - 7         
Fail to reject H0  0,89     0,11     0,94     0,06     0,94     0,06     0,93     0,07    
Reject H0  0,00       1,00     0,00       1,00     0,01     0,99     0,02     0,98    
Scores = 1 - 10         
Fail to reject H0  0,73     0,27     0,94     0,06     1,00     0,00       1,00     0,00      
Reject H0  0,00       1,00     0,00       1,00     0,00       1,00     0,01     0,99    
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Once we have shown the results of the numerical simulation for three different 
Set of samples and using both univariate statistical inference and multivariate 
inference, we can draw some general conclusions about the effectiveness of 
the fault detection strategy. 
 Using the univariate inference: 
- The first score presents clearly better performance (almost perfect 
detection) than the other three scores analysed since it accounts for 
the largest possible variance. 
- The other principal components make some type I and type II errors 
but always keeping a positive relation correct decision-error. 
- Despite the number of samples simulated is varied considerably, the 
sensitivity and the specificity keep constant for the three Set of 
samples. 
 
 Using the multivariate inference: 
- We have simulated outcomes for several levels of significance and 
several groups of scores and we always obtain proper results, even 
with small 𝛼. 
- It has been experimentally demonstrated that the type II errors 
increase if 𝛼 is raised. 
- This method offers better results than the univariate inference with 
small 𝛼. 
Concluding, it is legitimate to say that both methods are capable of detecting 
healthy wind turbine’s samples from the faulty ones. 
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SECTION 5: DETECTION 
AND ISOLATION OF 
FAULTS 
In Section 4 of the project, we have demonstrated that both univariate and 
multivariate statistical inference methods are useful when we want to verify 
the healthiness of a wind turbine’s structure. Nevertheless, the main aim of 
this project is to go a step further and use these methods in order to establish 
if they are capable of isolating faults, that is, apart from detecting if there is a 
fault in the structure, identifying which one of the eight faults seen in Table 2 
is the responsible of the defect. 
To detect if the structure was healthy or not, we just compared the mean of a 
baseline sample from the healthy structure to the mean of all the other faulty 
samples (see formulas 29 and 30) following the diagram in Figure 2. In this 
Section, the process to follow is similar but we also use one sample from each 
fault as a baseline and we compare them to the other samples, following the 
same test of hypothesis 
𝐻0: 𝜇𝑌𝑘 = 𝜇𝑌𝑙  𝑣𝑒𝑟𝑠𝑢𝑠 (46) 
𝐻1: 𝜇𝑌𝑘 ≠ 𝜇𝑌𝑙  (47) 
 
where 𝑘 = 1,… , 𝐹;  𝑙 = 1,… , 𝐹, and 𝐹 is the number of faults. 
That is, the null hypothesis is ‘the sample of the wind turbine to be diagnosed 
is distributed as ‘the baseline sample’ and the alternative hypothesis is ‘the 
sample of the wind turbine to be diagnosed is not distributed as the baseline 
sample’. If the result of the test is that the null hypothesis is not rejected, the 
current wind turbine is categorized as faulty structure with the same defect as 
the baseline. Otherwise, if the null hypothesis is rejected, this would indicate 
that the structure is healthy or faulty but subjected to another defect.  
Two different processes can be performed to obtain the baseline for each fault 
and to study whether the univariate and the multivariate statistical inference 
methods are able to detect and isolate the faults: 
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 In the first one, we follow modelling the PCA to the healthy baseline and 
all the samples that we have been using so far are tested among them. 
 In the second process, we execute the PCA creating a model for each 
fault. Hence we have as many different linear transformation orthogonal 
matrices 𝑷 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ) used to project the original data matrix 𝒀 as 
faults we consider.  
These two processes will be explained in detail in Sections 5.1 and 5.2 of the 
project, respectively.  
5.1. PCA model from healthy state 
In Section 4, we have been using a baseline pattern or PCA model created 
with the healthy state of the wind turbine according to the matrix product 
𝑻𝑿 = 𝑿𝑷 ∈ ℳ𝑛𝑥(𝑁·𝐿)(ℝ). We also considered a certain number of healthy and 
non-healthy samples to be diagnosed using statistical hypothesis testing. All 
these samples were transformed or projected to the same loading matrix 
 𝑷 ∈ ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ) from the healthy baseline so that  𝑻𝒀 = 𝒀𝑷 ∈ ℳ𝑛𝑥(𝑁·𝐿)(ℝ). 
Afterwards, the projected data was tested according to the formulas (29, 30). 
The idea is represented in Figure 3.  
What we propose in this Section is to perform this hypothesis testing 
comparing one sample from each of the faulty states of the wind turbine to the 
other samples, so that we can identify which samples are confused with each 
other according to the test (46, 47) and following the diagrams in Figures 3 
and 4.  
 
Figure 3. Basic diagram of the hypothesis test when the PCA model 
is only performed on the healthy state of the wind turbine. 
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Figure 4. Fault detection based on testing 
for significant changes in the distributions 
of the healthy baseline sample and the 
sample to diagnose. 
 
Figure 5. Fault detection based on testing 
for significant changes in the distributions 
of the faulty sample (subjected to the fault 
𝑘, 𝑘 = 1, . . . , 𝐹) and the sample to diagnose. 
 
 
To verify if the univariate and the multivariate statistical inference methods 
are useful to this end, we consider the Set of samples II and III, evaluated in 
Section 4, to perform the hypothesis testing. 
 
5.1.1. Set of samples II.  
We may remember that we have already tested in Section 4 the healthy 
baseline sample to 16 healthy samples and two samples from each fault. Thus, 
we just tested if any of the samples was similar to the baseline and therefore, 
they had the same distribution and were considered healthy. However, in the 
previous Section, we did not care about which of the eight faults was affecting 
the sample diagnosed. From now on, we take into consideration which fault 
affects the sample when it is diagnosed as faulty. Therefore, we compare and 
differentiate the healthy baseline pattern to 
- 16 healthy samples; 
- two samples of all the other faults; 
and we will present the results according to the following table: 
 
Ricard Ollé Navarro  
- 41 - 
 
Table 25. Categorization of the samples with respect to the presence 
or absence of damage and identification of the fault affecting the 
samples, if applicable. 
Samples diagnosed 
 Healthy 
samples 
Samples 
with fault 1 
Samples 
with fault 2 
Samples 
with fault 3 
Samples 
with fault 4 
Samples 
with fault 5 
Samples 
with fault 6 
Samples 
with fault 7 
Samples 
with fault 8 
Healthy 
baseline 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
nº of 
samples 
considered 
healthy 
 
The value of the first column element indicates the number of healthy samples 
that have been categorized as such (correct decision). Therefore, if a sample 
appears in a column other than the first one, it will mean that there is a type 
II error (missing fault) and, moreover, we will know which fault is subjected to 
this sample. 
We repeat the same process changing the sample from which we consider the 
pattern. The first sample with the fault 1 becomes the new pattern and it is 
compared to  
- 17 healthy samples (now we consider the healthy baseline pattern we 
used before as a normal healthy sample more to diagnose); 
- the other sample subjected to the fault 1; and 
- two samples of all the other faults. 
The results are also presented in a similar form in Table 26. 
Table 26. Categorization of the samples with respect to the presence 
or absence of fault 1 and identification of the fault affecting the 
samples, if applicable. 
 Samples diagnosed 
 Healthy 
samples 
Samples 
with fault 1 
Samples 
with fault 2 
Samples 
with fault 2 
Samples 
with fault 3 
Samples 
with fault 4 
Samples 
with fault 5 
Samples 
with fault 6 
Samples 
with fault 7 
Baseline 
with the 
fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
nº of 
samples 
considered 
faulty with 
the fault 1 
 
If a sample appears into the first column, it will mean that a sample from the 
healthy wind turbine has been misclassified as faulty with the fault 1, so there 
is a type II error (missing fault). If a sample appears among the third and the 
last column, it will represent that this sample has been confused or considered 
as faulty with the fault 1 and, therefore, the first fault cannot be completely 
isolated with this method. Only if the other sample subjected to the fault 1 is 
considered as faulty and it is visible in the second column of Table 26, there 
has been a correct decision. 
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The procedure is reproduced for the rest of the faults and the tables obtained 
are joined together into a general table following the presentation scheme of 
Table 27. 
Thereupon, if a sample appears out of the diagonal of the matrix, means that 
it has been confused with another sample and that the method has not been 
precise enough to isolate it.  
Table 27. Scheme for the presentation of the Confusion tables 
organized in faults. 
 Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 
Correct 
decision 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
F1 
Type I 
error, false 
alarm 
Correct 
decision 
Fault 2 
confused 
with fault 
1 
Fault 3 
confused 
with fault 
1 
Fault 4 
confused 
with fault 
1 
Fault 5 
confused 
with fault 
1 
Fault 6 
confused 
with fault 
1 
Fault 7 
confused 
with fault 
1 
Fault 8 
confused 
with fault 
1 
F2 
Type I 
error, false 
alarm 
Fault 1 
confused 
with fault 
2 
Correct 
decision 
Fault 3 
confused 
with fault 
2 
Fault 4 
confused 
with fault 
2 
Fault 5 
confused 
with fault 
2 
Fault 6 
confused 
with fault 
2 
Fault 7 
confused 
with fault 
2 
Fault 8 
confused 
with fault 
2 
F3 
Type I 
error, false 
alarm 
Fault 1 
confused 
with fault 
3 
Fault 3 
confused 
with fault 
3 
Correct 
decision 
Fault 4 
confused 
with fault 
3 
Fault 5 
confused 
with fault 
3 
Fault 6 
confused 
with fault 
3 
Fault 7 
confused 
with fault 
3 
Fault 8 
confused 
with fault 
3 
F4 
Type I 
error, false 
alarm 
Fault 1 
confused 
with fault 
4 
Fault 2 
confused 
with fault 
4 
Fault 3 
confused 
with fault 
4 
Correct 
decision 
Fault 5 
confused 
with fault 
4 
Fault 6 
confused 
with fault 
4 
Fault 7 
confused 
with fault 
4 
Fault 8 
confused 
with fault 
4 
F5 
Type I 
error, false 
alarm 
Fault 1 
confused 
with fault 
5 
Fault 2 
confused 
with fault 
5 
Fault 3 
confused 
with fault 
5 
Fault 4 
confused 
with fault 
5 
Correct 
decision 
Fault 6 
confused 
with fault 
5 
Fault 7 
confused 
with fault 
5 
Fault 8 
confused 
with fault 
5 
F6 
Type I 
error, false 
alarm 
Fault 1 
confused 
with fault 
6 
Fault 2 
confused 
with fault 
6 
Fault 3 
confused 
with fault 
6 
Fault 4 
confused 
with fault 
6 
Fault 5 
confused 
with fault 
6 
Correct 
decision 
Fault 7 
confused 
with fault 
6 
Fault 8 
confused 
with fault 
6 
F7 
Type I 
error, false 
alarm 
Fault 1 
confused 
with fault 
7 
Fault 2 
confused 
with fault 
7 
Fault 3 
confused 
with fault 
7 
Fault 4 
confused 
with fault 
7 
Fault 5 
confused 
with fault 
7 
Fault 6 
confused 
with fault 
7 
Correct 
decision 
Fault 8 
confused 
with fault 
7 
F8 
Type I 
error, false 
alarm 
Fault 1 
confused 
with fault 
8 
Fault 2 
confused 
with fault 
8 
Fault 3 
confused 
with fault 
8 
Fault 4 
confused 
with fault 
8 
Fault 5 
confused 
with fault 
8 
Fault 6 
confused 
with fault 
8 
Fault 7 
confused 
with fault 
8 
Correct 
decision 
 
Thereupon, if a sample appears out of the diagonal of the matrix, means that 
it has been confused with another sample and that the method has not been 
precise enough to isolate a fault.  
 
Univariate statistical inference 
In this Section, for the detection and isolation of faults using the univariate 
statistical inference, the results of the simulation will be presented also with a 
level of significance 𝛼 = 36% and only for the first principal component (score 
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1) since it is the component with more information. Whether the strategy does 
not work for this score, we can expect that it would not work for the rest of 
the scores either. 
The results are presented in Table 28. 
Table 28. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
𝛼 =  18 
score = 1 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
as
el
in
e 
F0 16 0 0 0 0 0 0 0 0 
F1 1 1 2 2 0 2 2 2 0 
F2 1 2 1 2 0 2 2 2 0 
F3 1 2 2 1 0 2 2 2 0 
F4 14 0 0 0 1 0 0 0 0 
F5 1 2 2 2 0 1 2 2 0 
F6 1 2 2 2 0 2 1 2 0 
F7 1 2 2 2 0 2 2 1 0 
F8 0 1 1 1 0 1 1 1 1 
 
Observing the diagonal (highlighted in grey) in Table 28, we can claim that the 
univariate statistical inference method is capable of distinguish the samples 
with the same fault as the baseline. Conversely, we can see that many 
samples subjected to a certain fault are considered as faulty but subjected to 
several types of faults so they are confused among them. 
Another noteworthy fact that we can extract from Table 28 is that the fault 4 
is completely isolated from the other faults (see in green). That is to say, the 
samples subjected to the fault 4 are notably different from the rest so the 
univariate inference method permits to detect it. Unfortunately, 14 healthy 
samples have been misclassified as faulty with the fault 4. The fault 8 also 
presents better outcomes than the rest (see in yellow). However, it is not 
completely isolated since one sample of each fault has been also confused with 
the faulty baseline with this fault. 
This leads us to believe that some faults are similar among them while others 
are completely different. We may have been comparing samples with the 
same distribution so there is no way to isolate all the faults. Therefore, we can 
divide the similar faults of the Table 2 into families or classes: 
- The first three faults are based on changes in dynamics of the pitch 
actuator, so we join them together into the first class.  
- The second class is formed only by the fault 4 (generator speed sensor 
defects) since is already different from the rest.  
- The third class covers the faults 5 and 6. These two faults are related 
with either electrical or mechanical problems in the pitch angle sensor.  
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- Fault 7 is also related with defects in the pitch angle sensor. However, it 
forms the class 4 since maintains certain differences with faults 5 and 6. 
- Finally, the fifth class is formed only by the fault 8, which is produced in 
the torque actuator and is also different from the rest.  
 
Summarizing, the classes are now classified as shown in Table 29. 
Table 29. Classes scenarios. 
Abbreviation Classes Faults Type 
C0 Class 0 Healthy samples  
C1 Class 1 Faults 1 – 2 – 3 Pitch actuator 
C2 Class 2 Fault 4 Generator speed sensor 
C3 Class 3 Faults 5 – 6 Pitch angle sensor 
C4 Class 4 Fault 7 Pitch angle sensor 
C5 Class 5 Fault 8 Torque actuator 
 
Following the same criteria, the first sample of each class is considered as the 
baseline pattern. Therefore, and for the Set of samples II, the first class is 
formed by 6 samples; classes 4, 7 and 8 are formed by 2 samples each; and 
class 3 is formed by 4 samples. 
From now on, the results obtained with the different methods and the different 
Set of samples are presented in faults and classes, as in Table 27 and Table 30 
respectively. Recovering the results in Table 28 and reorganising them into 
classes, the new values are presented in Table 31. 
Table 30. Scheme for the presentation of the Confusion tables 
organized in classes. 
 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 
Correct 
decision 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
Type I 
error, 
false 
alarm 
C1 
Type I 
error, false 
alarm 
Correct 
decision 
Class 2 
confused 
with 
class 1 
Class 3 
confused 
with 
class 1 
Class 4 
confused 
with 
class 1 
Class 5 
confused 
with 
class 1 
C2 
Type I 
error, false 
alarm 
Class 1 
confused 
with 
class 2 
Correct 
decision 
Class 3 
confused 
with 
class 2 
Class 4 
confused 
with 
class 2 
Class 5 
confused 
with 
class 2 
C3 
Type I 
error, false 
alarm 
Class 1 
confused 
with 
class 3 
Class 3 
confused 
with 
class 3 
Correct 
decision 
Class 4 
confused 
with 
class 3 
Class 5 
confused 
with 
class 3 
C4 
Type I 
error, false 
alarm 
Class 1 
confused 
with 
class 4 
Class 2 
confused 
with 
class 4 
Class 3 
confused 
with 
class 4 
Correct 
decision 
Class 5 
confused 
with 
class 4 
C5 
Type I 
error, false 
alarm 
Class 1 
confused 
with 
class 5 
Class 2 
confused 
with 
class 5 
Class 3 
confused 
with 
class 5 
Class 4 
confused 
with 
class 5 
Correct 
decision 
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Table 31. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
α = 18 
score = 1 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 1 5 0 4 2 0 
C2 14 0 1 0 0 0 
C3 1 6 0 3 2 0 
C4 1 6 0 4 1 0 
C5 0 3 0 2 1 1 
 
With the new disposition of samples, the number of faults confused with other 
faults has been reduced; however, it is fair enough to say that even dividing 
the faults into classes, only the fault 4 and the fault 8 present appreciable 
good results with the univariate statistical inference method.  
 
Multivariate statistical inference 
For the detection and isolation of faults using the multivariate statistical 
inference, the results of the simulation are presented considering the first five 
scores with a level of significance 𝛼 = 2%; and the first ten scores with a level 
of significance 𝛼 = 8%. This allows widening the range of possible results and 
having more reliable conclusions.  
 
Table 32. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 0 0 0 0 0 0 0 
F1 17 1 2 2 0 2 2 2 2 
F2 17 2 1 2 0 2 2 2 2 
F3 16 2 2 1 0 2 2 2 2 
F4 0 0 0 0 1 0 0 0 0 
F5 16 2 2 2 0 1 2 2 2 
F6 17 2 2 2 0 2 1 2 2 
F7 17 2 2 2 0 2 2 1 2 
F8 16 2 2 1 0 1 1 2 1 
 
 
 
 Fault detection and isolation in wind turbines using PCA and statistical hypothesis testing 
- 46 - 
 
Scores  = 1 - 10 
α = 8 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 0 0 0 0 0 0 0 
F1 15 0 1 1 0 0 2 1 0 
F2 15 1 0 1 0 0 2 1 0 
F3 13 1 1 1 0 0 2 1 0 
F4 0 0 0 0 1 0 0 0 0 
F5 15 1 1 1 0 1 2 1 1 
F6 16 1 1 1 0 2 1 1 1 
F7 13 1 1 1 0 0 2 0 0 
F8 16 0 0 0 0 0 1 0 0 
 
Table 33. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 17 5 0 4 2 2 
C2 0 0 1 0 0 0 
C3 16 6 0 3 1 2 
C4 17 6 0 4 1 2 
C5 16 6 0 4 2 1 
 
Scores  = 1 - 10 
α = 8 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 15 2 0 0 1 0 
C2 0 0 1 0 0 0 
C3 15 3 0 3 1 1 
C4 13 3 0 0 0 0 
C5 16 0 0 0 0 0 
 
The results obtained with this method when we consider the scores 1 – 5 and 
the level of significance is 𝛼 = 2% are quite similar to the ones from the 
univariate inference: On one hand, any healthy sample has been categorized 
as faulty with the fault 4. Therefore, we are able to isolate completely this 
fault. One the other hand, the fault 8 is no longer differentiated from the rest 
and the other faults are still confused among them. 
If we increase the number of scores to 1 – 10 and the level of significance to 
𝛼 = 8%, the amount of faults confused notably decrease. Unfortunately, the 
number of correct decisions is also reduced for the faults 1, 2, 7 and 8. 
Consequently, the results are no longer trustworthy and we must consider 
fewer scores together.  
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5.1.2. Set of samples III. 
In the third Set of samples, the healthy baseline sample has been tested to 
the 16 healthy samples and 20 samples from each fault.  
Following the procedure we used in Section 5.1.1, we select the first sample 
subjected to the fault 1 to detect if it is similar to the other faults. This sample 
is used as a baseline pattern and is tested to: 
- 17 healthy samples (now we consider the healthy baseline pattern we 
used before as a normal healthy sample more to diagnose); 
- the others 19 samples subjected to the fault 1; and 
- 20 samples of all the other faults. 
We also repeat the process with the eight faults explained in Table 2. The 
results for the nine different scenarios presented in Tables 34 and 35 are 
organized according to the schemes in Tables 27 and 30 for the univariate and 
the multivariate statistical inference.  
 
Univariate statistical inference 
The simulation is performed also with a level of significance 𝛼 = 36% and for 
the first principal component. The results are presented in faults and classes in 
Tables 34 and 35, respectively. 
 
Table 34. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
α = 18 
score = 1 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 3 0 3 0 0 0 0 
F1 10 8 6 4 12 6 4 5 0 
F2 17 1 2 0 10 1 0 1 13 
F3 0 4 7 8 0 8 8 9 0 
F4 13 8 5 3 9 4 1 3 0 
F5 13 8 5 3 10 3 1 3 0 
F6 3 16 11 12 10 13 10 11 6 
F7 10 9 6 5 13 6 4 4 0 
F8 0 0 2 2 0 1 1 1 2 
 
Simulating the Set of samples II, the first class is formed by 60 samples; 
classes 4, 7 and 8 are formed by 20 samples each; and class 3 is formed by 
40 samples that are categorized and presented in Table 35. 
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Table 35. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
α = 18 
score = 1 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 3 0 0 0 
C1 10 8 12 6 5 0 
C2 13 8 9 4 3 0 
C3 13 8 10 3 3 0 
C4 10 9 13 6 4 0 
C5 0 0 0 1 1 2 
 
The results presented in Tables 34 and 35 are unexpected since many faults 
have been confused with the fault 4 that, at first, was the most different from 
the rest. However, with this method and considering the Set of samples III, 
we have been almost capable of completely isolate the fault 8, especially if we 
analyse the outcomes of the categorization of classes.  
We can also observe that some faulty samples have been categorized as 
healthy when the healthy baseline has been tested (highlighted in red). Even 
though this is not a desired result, the idea of the Section 5 is also to identify 
which fault is subjected to the samples that have been misclassified.  
 
Multivariate statistical inference 
Again for the multivariate statistical inference, the test is performed for the 
first five scores with a level of significance 𝛼 = 2% and for the first ten scores 
with 𝛼 = 8%: 
Table 36. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 1 1 0 0 0 0 0 0 
F1 14 14 12 11 0 11 10 11 2 
F2 16 8 6 6 0 5 4 7 0 
F3 14 18 16 16 0 16 13 15 7 
F4 0 0 0 0 18 0 0 0 0 
F5 17 16 14 13 0 12 12 13 5 
F6 16 17 19 18 0 16 18 18 8 
F7 17 18 15 14 0 12 12 12 6 
F8 16 2 1 4 0 4 3 4 16 
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Scores  = 1 - 10 
α = 8 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 0 0 0 0 0 0 0 
F1 0 0 1 2 0 0 0 0 0 
F2 5 2 0 0 0 0 1 0 0 
F3 0 2 3 4 0 2 2 3 2 
F4 0 0 0 0 1 0 0 0 0 
F5 16 5 5 6 0 3 4 2 0 
F6 4 2 4 5 0 1 2 3 0 
F7 8 5 4 6 0 3 3 0 0 
F8 2 0 1 0 0 0 0 0 2 
 
Table 37. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 1 0 0 0 0 
C1 14 14 0 11 11 2 
C2 0 0 18 0 0 0 
C3 17 16 0 12 13 5 
C4 17 18 0 12 12 6 
C5 16 2 0 4 4 16 
 
Scores  = 1 - 10 
α = 8 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 0 0 0 0 0 0 
C2 0 0 1 0 0 0 
C3 16 5 0 3 2 0 
C4 8 5 0 3 0 0 
C5 2 0 0 0 0 2 
 
It is possible to extract the same conclusion analysing the multivariate 
inference method when we consider the third Set of samples: the number of 
samples confused with other faults is reduced when we increase the number of 
scores and the level of significance. Nevertheless, the number of correct 
decisions is also affected negatively so the reliability is worsened.  
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5.2. PCA model from each fault 
It has been said previously that we can perform the same process of isolation 
of faults in two different processes. The idea of the second process is to create 
a baseline pattern or PCA model not only for the healthy structure but for 
every fault.  
In this way, we distinguish which dynamics are more relevant in the system, 
which are redundant and which can be considered as a noise depending on 
which sample we consider as the baseline pattern. Hence, at first, this process 
should be more accurate than the first one explained in Section 5.1.  
Firstly, we create a baseline pattern or PCA model from one sample of each 
fault so that we obtain nine linear transformation orthogonal matrix 𝑷 ∈
ℳ(𝑁·𝐿)𝑥(𝑁·𝐿)(ℝ): one from the healthy sample (𝑷𝟎) and one from each of the 
eight faults explained in Table 2 (𝑷𝒌;  𝑘 = 1,… , 𝐹, where 𝐹 is the number of 
faults).  
The original data of the first sample coming from the healthy wind turbine (𝑿𝟎) 
and coming from the wind turbine subjected to each fault (𝑿𝒌, 𝑘 = 1,… , 𝐹) is 
projected to their respective linear transformation 𝑷 according to the matrix 
products 𝑻𝟎 = 𝑿𝟎𝑷𝟎 and 𝑻𝒌 = 𝑿𝒌𝑷𝒌. Note that the original data of the first 
sample coming from the wind turbine subjected to each fault that we used to 
consider in matrix 𝒀, now play the role of the baseline pattern so it is reckon in 
nine different 𝑿 matrices.  
Thereupon, the original data of all the samples coming from the wind turbine 
to diagnose is also scaled and projected to each of the nine PCA models 
according to the formula (11) for the group scaling and to 𝑻𝒀 = 𝒀𝑷𝟎 and 
𝑻𝒀 = 𝒀𝑷𝒌 for the projection. 
Once all the data is already projected to the nine principal components spaces, 
the same hypothesis test of formulas (46, 47) is performed, following the 
diagrams in Figures 5 and 6. 
Note the differences between the basic ideas of the two processes explained in 
Section 5 comparing the Figures 3 and 6. 
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Figure 6. Basic diagram of the hypothesis test when the PCA model 
is performed on the healthy state of the wind turbine and on each 
faulty state. 
  
  
Figure 7. Fault detection based on 
testing for significant changes in the 
distributions of the healthy baseline sample 
and the sample to diagnose. 
 
Figure 8. Fault detection based on 
testing for significant changes in the 
distributions of the faulty baseline sample 
(subjected to the fault 𝑘, 𝑘 = 1, . . . , 𝐹) and the 
sample to diagnose, when the PCA 
modelling is performed for each fault. 
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Set of samples II and III are also considered to check the effectiveness of the 
univariate and multivariate statistical inference methods.  
 
5.2.1. Set of samples II.  
The process to follow is the same in Section 5.1.1. Firstly, the healthy sample 
obtained from the PCA model 𝑷𝟎 is compared as we did in Section 3, 4 and 
5.1: 
- to 16 healthy samples; 
- two samples subjected to the each fault. 
Similarly, the first sample subjected to the fault 1 is transformed through 𝑷𝟏 
and used as a new pattern. The mean of the new pattern is tested to all the 
other samples (healthy and faulty) that we also obtained through the principal 
component space 𝑷𝟏: 
- 17 healthy samples (now we consider the healthy baseline pattern we 
used before as a normal healthy sample more to diagnose); 
- the other sample subjected to the fault 1; and 
- two samples of all the other faults. 
The procedure is repeated for the other patterns obtained through 𝑷𝒌 and the 
results are presented according to the schemes in Tables 27 and 30 for the 
univariate and the multivariate statistical inference.  
Univariate statistical inference 
In this Section, for the detection and isolation of faults using the univariate 
statistical inference, the results of the simulation will be presented also with a 
level of significance 𝛼 = 36% and only for the first principal component. The 
results are presented in Tables 28 and 30 for the faults and the classes, 
respectively. 
Table 38. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
α = 18 
score = 1 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 0 0 0 0 0 0 0 
F1 11 1 2 2 0 2 2 2 1 
F2 11 2 1 2 0 2 2 2 1 
F3 11 2 2 1 0 2 2 2 1 
F4 0 0 0 0 1 0 0 0 0 
F5 11 2 2 2 0 1 2 2 1 
F6 11 2 2 2 0 2 1 2 1 
F7 10 2 2 2 0 2 2 1 1 
F8 11 1 1 1 0 1 1 1 1 
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As it can be seen in Table 38, the results are very similar to the ones we 
obtained in Table 28 in Section 5.1.1 the method is capable of completely 
isolate the fault 4. The results also show that the fault 8, in spite of not being 
isolated, maintain a clear different distribution from the other faults. 
Table 39. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
α = 18 
score = 1 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 11 5 0 4 2 1 
C2 0 0 1 0 0 0 
C3 11 6 0 3 2 1 
C4 10 6 0 4 1 1 
C5 11 3 0 2 1 1 
 
 
Multivariate statistical inference 
For the detection and isolation of faults using the multivariate statistical 
inference, the results of the simulation are presented considering the first five 
scores with a level of significance 𝛼 = 2%; and the first ten scores with a level 
of significance 𝛼 = 8%. The results are presented in Tables 40 and 41 for the 
faults and the classes, respectively. 
Table 40. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 0 0 0 0 0 0 0 
F1 17 1 2 2 0 2 2 2 2 
F2 17 2 1 2 0 2 2 2 2 
F3 17 2 2 1 0 2 2 2 2 
F4 0 0 0 0 1 0 0 0 0 
F5 17 2 2 2 0 1 2 2 2 
F6 17 2 2 2 0 2 1 2 2 
F7 17 2 2 2 0 2 2 1 2 
F8 17 2 2 2 0 2 2 2 1 
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Scores  = 1 - 10 
α = 8 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 0 0 0 0 0 0 0 
F1 17 1 2 2 0 2 2 2 2 
F2 17 2 1 2 0 2 2 2 2 
F3 16 2 2 1 0 2 2 2 2 
F4 0 0 0 0 1 0 0 0 0 
F5 10 2 2 2 0 1 2 1 2 
F6 15 2 2 2 0 2 1 2 2 
F7 16 2 2 2 0 2 2 1 2 
F8 16 2 2 1 0 1 1 2 1 
 
Table 41. Set of samples II. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 17 5 0 4 2 2 
C2 0 0 1 0 0 0 
C3 17 6 0 3 2 2 
C4 17 6 0 4 1 2 
C5 17 6 0 4 2 1 
 
Scores  = 1 - 10 
α = 8 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 17 5 0 4 2 2 
C2 0 0 1 0 0 0 
C3 10 6 0 3 1 2 
C4 16 6 0 4 1 2 
C5 16 5 0 2 2 1 
 
 
5.2.2. Set of samples III. 
The procedure followed in Section 5.2.1 is reproduced likewise for the Set of 
samples III. Firstly, the healthy sample obtained from the PCA model 𝑷𝟎 is 
compared as we explained in Section 3, 4 and 5.1: 
- to 16 healthy samples; 
- 20 samples subjected to the each fault. 
Similarly, the first sample subjected to the fault 1 is transformed through 𝑷𝟏 
and used as a new pattern. The mean of the new pattern is tested to all the 
other samples (healthy and faulty) that we also obtained through the principal 
component space 𝑷𝟏: 
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- 17 healthy samples (now we consider the baseline pattern we used 
before as a normal healthy sample); 
- the other 19 samples subjected to the fault 1; and 
- 20 samples of all the other faults. 
The procedure is repeated for the other patterns obtained through 𝑷𝒌 and the 
results are presented according to the schemes in Tables 27 and 30 for the 
univariate and the multivariate statistical inference.  
 
Univariate statistical inference 
The simulation is performed also with a level of significance 𝛼 = 36% and for 
the first principal component. The results are presented in faults and classes in 
Tables 42 and 43, respectively. 
 
Table 42. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
α = 18 
score = 1 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 3 0 3 0 0 0 0 
F1 11 15 11 9 0 11 8 11 18 
F2 12 17 11 10 0 10 10 12 17 
F3 7 7 10 13 0 15 15 12 3 
F4 0 0 0 0 18 0 0 0 0 
F5 11 15 12 11 0 10 9 11 18 
F6 15 20 16 16 0 14 17 16 14 
F7 10 14 11 6 0 8 6 9 16 
F8 10 12 12 14 0 12 17 13 7 
 
Table 43. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
α = 18 
score = 1 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 3 0 0 0 
C1 11 15 0 11 11 18 
C2 0 0 18 0 0 0 
C3 11 15 0 10 11 18 
C4 10 14 0 8 9 16 
C5 10 12 0 12 13 7 
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Multivariate statistical inference 
Again for the multivariate statistical inference, the test is performed for the 
first five scores with a level of significance 𝛼 = 2% and for the first ten scores 
with 𝛼 = 8%: 
Table 44. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the eight 
faulty baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 1 1 0 0 0 0 0 0 
F1 1 2 5 5 0 5 4 5 5 
F2 15 8 6 9 0 9 7 7 9 
F3 16 19 19 15 0 15 14 16 10 
F4 0 0 0 0 18 0 0 0 0 
F5 17 12 8 10 0 8 10 11 3 
F6 17 19 19 19 0 19 19 18 11 
F7 17 20 16 15 0 14 13 13 4 
F8 10 1 1 1 0 5 3 2 15 
 
Scores  = 1 - 10 
α = 8 
Samples diagnosed 
F0 F1 F2 F3 F4 F5 F6 F7 F8 
B
a
s
e
li
n
e
 
F0 16 0 0 0 0 0 0 0 0 
F1 0 0 2 3 0 0 0 1 1 
F2 2 0 0 0 0 0 1 0 0 
F3 7 4 7 7 0 4 5 4 5 
F4 0 0 0 0 13 0 0 0 0 
F5 17 10 7 7 0 4 7 4 3 
F6 0 3 5 3 0 5 2 6 0 
F7 17 11 5 8 0 4 7 1 2 
F8 5 0 1 0 0 1 1 1 7 
 
Table 45. Set of samples III. Confusion table: Categorization of the 
samples with respect to the similarity or dissimilarity to the five faulty 
baselines and the healthy one. 
Scores  = 1 - 5 
α = 2 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 1 0 0 0 0 
C1 1 2 0 5 5 5 
C2 0 0 18 0 0 0 
C3 17 12 0 8 11 3 
C4 17 20 0 14 13 4 
C5 10 1 0 5 2 15 
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Scores  = 1 - 10 
α = 8 
Samples diagnosed 
C0 C1 C2 C3 C4 C5 
B
a
s
e
li
n
e
 
C0 16 0 0 0 0 0 
C1 0 0 0 0 1 1 
C2 0 0 13 0 0 0 
C3 17 10 0 4 4 3 
C4 17 11 0 4 1 2 
C5 5 0 0 1 1 7 
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In Section 5, we have checked whether the univariate and multivariate 
statistical inference hypothesis tests are capable of detecting and isolating 
faults. We have simulated the tests for two different Set of samples, with 
different levels of significance and through two different processes to obtain 
the baselines patterns. We already have enough outcomes to draw some 
conclusions about the strategy followed.   
Despite the process of obtaining the baseline with a PCA model for each fault 
(explained in Section 5.2) was supposed to be more accurate than the process 
obtaining only one baseline pattern from the healthy wind turbine (explained 
in Section 5.1), the results show that they both have the same limitations:  
- the fault 4 is isolated for almost all the methods tested. 
- the fault 8 is clearly different from the rest of the faults, however, none 
of the methods is capable to completely isolate it. 
- when we test the strategies for the Set of samples II, we can see that 
almost all the faulty samples (excluding the fault 4 and 8) are confused 
among them. Despite this, when we consider the Set of samples III, not 
all the 20 samples subjected to each fault get confused at all. This 
indicates that if we increase the number of samples simulated, we may 
obtain better performance, but never achieving the total isolation of the 
faults. 
- for the multivariate inference, we must consider few scores jointly 
whether we do not want the number of correct decisions to be reduced 
since it would indicate that the reliability of the test has been worsened. 
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SECTION 6: MATLAB 
IMPLEMENTATION 
As it has been said in Section 1, all the simulation of the fault detection 
strategy is computed in MATLAB. In this Section, the algorithms of the 
approach are shown with a brief explanation of their operating. The algorithm 
of the three Set of samples are very similar, we only have to change the 
number of samples considered. Therefore, to the sake of clarity and to avoid 
unnecessary repetition, we show only the algorithms of the Set of samples III, 
where we consider 16 healthy samples, 160 faulty samples and one healthy 
baseline pattern. 
6.1. Data driven modelling based on PCA 
To facilitate the work and the process of the MATLAB code, the matrix 
𝑿 ∈ ℳ𝑛𝑥(𝑁·𝐿)(ℝ) and the all the 𝒀 ∈ ℳ𝑣𝑥(𝑁·𝐿)(ℝ) of the samples to diagnose are 
computed on the same matrix X. The top of the matrix is formed by the 
healthy baseline pattern and the healthy samples to diagnose obtained from 
FAST software’s data. Hence the simulation is implemented as follows: 
 
%% Parameters 
 
N = 13; % Number of sensors we consider.    
n = 50; % Number of healthy experiments of the baseline and, in this 
case, the number of experiments of the healthy samples to diagnose 
(𝑛 = 𝑣 = 50).  
sample = 50; % Number of experiments of the faulty samples to diagnose 
𝑣 = 50. 
nfaults = 8; % The number of different faults considered. 
L = 48001; % The number of time instants. This implies a step time of 
0.0125 s. 
rL = 500; % We will only consider the last 6.25 s, that is, 500 elements 
of the 48001. 
nhesamples = 16; % The number of healthy samples considered in the 
simulation.  
healthy = 70; 
nrep = 20; % Number of samples subjected to each fault to be diagnosed. 
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%% Creating matrix X with the 50 healthy simulations of the baseline + 16 
healthy samples to diagnose 
 
for i = 1:n 
var = strcat(‘SimulacioSaludableRegio3_’,num2str(i)); % Collecting 
the data obtained from the FAST software. 
    var = strcat(var,’.mat’); 
    load(var); 
    OutData(:,[5]) = []; % We eliminate the information of the sensor 5 
since we are only considering the 13 explained in Section 2. 
    for j=1:N 
        for k = 1:(nhesamples+1) 
X(n-(i-1)+(k-1)*n,((j-1)*rL+1):j*rL) = OutData((L-  
k*rL+1):L-(k-1)*rL,j)’; % In this way, we reorganize the 
information from the FAST software.  
        end 
    end 
end 
 
% The result of this loop is a matrix of (nhesamples+1)*n=850 rows and 
N*rL=6500 columns. The first 50 rows determine the baseline and the 
following 800 rows are the nhesamples*n experiments without fault. 
 
 
Subsequently, the faulty experiments also obtained from the FAST software 
are added to the same matrix: 
%% Adding the faulty simulation 
 
for k = 1:nfaults 
    for rep = 1:nrep 
        var = strcat(‘SimulacioFallo’,num2str(k),’_’, num2str(healthy+(k-
1)*nrep+rep),’.mat’); %  Faulty simulation results are given in 
‘SimulacioFallo*.mat’. 
        load(var); 
        OutData(:,[5])=[];  
        for i = 1:n 
            for j = 1:N 
X((nhesamples+1)*n+(rep-1)*n+i+(k-1)*nrep*n,((j-
1)*rL+1):j*rL) = OutData((L-i*rL+1):L-(i-1)*rL),j)’; 
            end 
        end 
    end 
end 
 
% After the 850 healthy rows, now nrep*nfaults*n=8000 rows from the 
faulty data have been added to the matrix X. The new total size of this 
matrix is 8850 rows that suppose the 16 healthy samples, the 160 faulty 
samples and the healthy baseline pattern.  
 
Before performing the PCA function, we must implement a group scaling 
process of all the data respect to the linear transformation 𝑷 of the baseline as 
follows: 
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%% Group-scaling (previous step to PCA) 
 
dt = zeros(1,N); 
XT = zeros((nhesamples+nfaults*nrep+1)*n,N*rL); 
for i=1:n % We only compute the standard deviation of the first 50 rows 
(baseline). 
    dt(i)=std(reshape(X(1:n,(i-1)*rL+1:i*rL),1,n*rL)); 
    for j=1:rL % Number of columns per block. 
XT(:,(i-1)*rL+j) = (X(:,(i-1)*rL+j)-mean(X(1:n,(i-1)*rL+j)))/dt(i); 
% XT is the scaled matrix after the group-scaling. 
    end 
end 
         
We use the function “princomp” to perform the PCA model. This function 
centres 𝑿 by subtracting off column means. 
%% Principal component analysis 
 
[P] = princomp(XT(1:n,:),'econ');  
% P is a matrix of size N*rL x (n-1) = 65000x49. Each column is a 
principal component (score). 
T = XT*P;  
% The projections onto the (n-1) principals components of the 
(nhesamples+nfaults*nrep+1)*n experiments. 
 
6.2. Hypothesis testing methods and 
simulation 
We already have all the necessary information to implement the hypothesis 
testing methods. Firstly, we present the code of the Welch-Satterthwaite 
method: 
%% Univariate statistical inference method on the first four scores 
 
[nrow,ncol] = size(T); 
iter = (nrow-50)/sample; % Number of samples (heathy and faulty, 
excluding the baseline). 
clear CH 
CH = zeros(iter,score); 
score = 4; % Number of scores considered in the simulation. 
alpha = 18; % Level of significance: alpha*2 = 36%. 
for scr = 1:score  
sh2 = std(T(1:n,scr))^2; % Standard deviation of the baseline 
pattern. 
    for i = 1:iter 
sc2 = std(T(n+sample*(i-1)+1:n+sample*i,scr))^2; % Standard 
deviation of the samples diagnosed. 
        dof = floor(((sh2/n+sc2/sample)^2)/((sh2/n)^2/(n-
1)+(sc2/sample)^2/(sample-1))); % Degrees of freedom of the t-
distribution. 
        tobs = (mean(T(1:n,scr))-mean(T(n+sample*(i-
1)+1:n+sample*i,scr)))/sqrt(sh2/n+sc2/sample); % Standardized 
test statistic. 
        tstar10 = tinv(1-0.01*alpha,dof); % Hypothesis test.  
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CH(i,scr) = (abs(tobs)<=tstar10); % The size of CH is 
(nhesamples+nfaults*nrep) = 176 rows and four columns, one for each 
principal component. This matrix is formed by zeros and ones: when 
a sample fail to reject the hypothesis abs(tobs)<=tstar10, the 
algorithm sets a one to the correspondent row and, if the 
hypothesis is rejected, it sets a 0. 
    end 
end 
 
The multivariate statistical inference method algorithm is presented below. 
%% Multivariate statistical inference method considering the first five 
scores (jointly) 
 
[nrow,ncol] = size(T); 
iter = (nrow-50)/sample; % Number of samples (excluding the baseline). 
suma = zeros(iter,1); 
CH = zeros(iter,1); 
scores = 5; % Number of principal components considered. 
alpha = 2; % Level of significance. 
for s = scores 
    vectormean = zeros(s,iter); 
    mu = zeros(s,1); 
    for scr = 1:s 
        mu(scr,1) = mean(T(1:sample,scr)); % Mean of the first five 
scores of the healthy baseline. 
        for i=1:iter 
            vectormean(scr,i) = mean(T(n+sample*(i-1)+1:n+sample*i,scr)); 
% Mean of the first five scores of each sample to diagnose. 
        end 
    end 
    for iteration = 1:iter 
        clear S xi T2 
        S = 0; 
        % Sample covariance matrix. 
        if iteration <= nhesamples 
            for i = 1:sample 
% Vertical vector with the values of each row of T. 
                xi = T(n+i+sample*(iteration-1),1:s)';        
% We create the matrix when transposing the second vector. 
                S = S+(xi-mu)*(xi-mu)';         
            end 
        else 
            for i = 1:sample 
% Vertical vector with the values of each row of T. 
xi = T((nhesamples+1)*n+i+sample*(iteration-
(nhesamples+1)),1:s)';        
% We create the matrix when transposing the second vector. 
                S = S+(xi-mu)*(xi-mu)'; 
            end 
        end 
        S = (1/sample)*S; 
T2 = sample*(vectormean(:,iteration)-
mu)'*inv(S)*(vectormean(:,iteration)-mu); % Standardized test 
statistic Hotelling's T^2.   
if T2 <= (sample-1)*s/(sample-s)*finv(1-alpha/100,s,sample-s) 
% Hypothesis test 
            suma(iteracio,1) = 1; 
        else 
            suma(iteracio,1) = 0; 
        end  
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        CH(1:nhesamples,1) = suma(1:nhesamples); 
        CH(nhesamples+1:176,1) = suma(nhesamples+1:176); 
% The size of CH is (nhesamples+nfaults*nrep) = 176 rows and four 
columns, one for each principal component. This matrix is formed by 
zeros and ones: when a sample fail to reject the hypothesis T2 <= 
(sample-1)*s/(sample-s)*finv(1-alpha/100,s,sample-s), the algorithm 
sets a 1 to the correspondent row, and if the hypothesis is 
rejected, it sets a 0. 
    end 
end 
 
6.3. Detection and isolation of faults 
Once we have explained the algorithm of the fault detection strategy with the 
univariate and multivariate statistical inference methods, we also show the 
MATLAB code of every process performed to detect and isolate faults. 
 
6.3.1. PCA model from the healthy structure 
Following the same guideline in Section 5, firstly, we explain the process with 
only one PCA model coming from the healthy state of the wind turbine 
(explained in Section 5.1) with both univariate and multivariate methods. 
For this process, the group scaling and the PCA model is obtained from the 
healthy state of the wind turbine, therefore, is the same explained in Section 
6.1. Hence, we proceed with the hypothesis testing methods: 
%% Univariate hypothesis testing on the first score 
  
[nrow,ncol] = size(T); 
score = 1; % As we explained in Section 5, the process is only performed 
on the first score. 
iter = (nrow-50)/sample; % Number of samples (excluding the baseline). 
clear CH 
CH = zeros(iter,score); 
CHd = zeros(1+iter,score,nfaults); 
alpha = 18; % Level of significance: alpha*2 = 36% 
for scr = 1:score 
sh2 = std(T(1:n,scr))^2; % Standard deviation of the healthy baseline 
pattern. 
    for i=1:iter 
sc2 = std(T(n+sample*(i-1)+1:n+sample*i,scr))^2; % Standard 
deviation of the samples diagnosed. 
dof = floor(((sh2/n+sc2/sample)^2)/((sh2/n)^2/(n-
1)+(sc2/sample)^2/(sample-1))); % Degrees of freedom of the t-
distribution. 
tobs = (mean(T(1:n,scr))-mean(T(n+sample*(i-         
1)+1:n+sample*i,scr)))/sqrt(sh2/n+sc2/sample);  
% Standardized test statistic. 
tstar10 = tinv(1-0.01*alpha,dof); % Hypothesis test. 
CH(i,scr) = (abs(tobs)<=tstar10); % The size of CH is 
(nhesamples+nfaults*nrep) = 176 rows and one column (the first 
principal component). This matrix is formed by zeros and ones: when 
a sample fail to reject the hypothesis abs(tobs)<=tstar10, the 
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algorithm sets a one to the correspondent row, and if the 
hypothesis is rejected, it sets a 0. 
 
    end 
end 
% We have obtained the same CH matrix of the previous Section, but only on 
the first principal component. 
 
 
for k = 1:nfaults; 
    for scr = 1:score  
sh2 = std(T((nhesamples+1)*n+1+nrep*n*(k-
1):(nhesamples+1)*n+n+nrep*n*(k-1),scr))^2; % Standard deviation 
of the faulty pattern. 
        for i = 1:(iter+1) 
sc2 = std(T(sample*(i-1)+1:sample*i,scr))^2; % Standard 
deviation of the samples diagnosed. 
 dof = floor(((sh2/n+sc2/sample)^2)/((sh2/n)^2/(n-
1)+(sc2/sample)^2/(sample-1))); % Degrees of freedom of the 
t-distribution. 
tobs = (mean(T((nhesamples+1)*n+1+nrep*n*(k-
1):(nhesamples+1)*n+n+nrep*n*(k-1),scr))-
mean(T(sample*(i-
1)+1:sample*i,scr)))/sqrt(sh2/n+sc2/sample);  
% Standardized test statistic. 
tstar10 = tinv(1-0.01*alpha,dof); % Hypothesis test 
CHd(i,scr,k) = (abs(tobs)<=tstar10); % Chd is a 3-dimentional 
matrix, that is, a group of matrices. Its size is 
(nhesamples+nfaults*nrep+1) = 177 rows, one column (the first 
principal component) and repeated for the eight faults. This 
matrix is formed by zeros and ones: when a sample fail to 
reject the hypothesis abs(tobs)<=tstar10, the algorithm sets a 
one to the correspondent row, and if the hypothesis is 
rejected, it sets a 0. 
% The third component of the CHd matrix indicates which fault 
is subjected to the pattern. Each matrix stores the results of 
the hypothesis test for all the samples. 
        end 
    end 
end 
 
Analysing the matrices CH and CHd, we can show the results of the 
simulations according to the scheme in Table 27 that we have seen in Section 
5. Due to the large data, we use the following algorithm to automate this 
process:  
clear Ds 
Ds = zeros(nfaults+1,nfaults+1); % Ds is a matrix with the same size as 
the Table 27. 
Ds(1,1) = sum(CH(1:nhesamples,1)); % The first element of the first row 
indicates the number of healthy samples that have been considered as 
healthy (tested to the healthy baseline). 
for k = 1:nfaults; 
Ds(1+k,1) = sum(CHd(1:nhesamples+1,1,k)); % The rest of the elements 
of the first row, indicates the number of samples with the fault k, 
k=1,…,F that have been wrongly considered as healthy. 
    Ds(1,1+k) = sum(CH(nhesamples+1+(k-1)*nrep:nhesamples+k*nrep,1));  
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% The other elements of the first column, indicates the number of 
healthy samples that have been wrongly considered as faulty with the 
fault k, k=1,…,F. 
end 
for k = 1:nfaults; 
    for a = 1:nfaults; 
Ds(1+k,1+a) = sum(CHd(nhesamples+2+(a-
1)*nrep:nhesamples+1+a*nrep,1,k)); % The rest of the matrix is 
filled by the samples that have been confused with other samples. 
    end 
end 
 
 
for a = 1:nfaults 
    Ds(a+1,a+1) = Ds(a+1,a+1)-1; 
end % This last for is used to erase the sample that has been compared to 
itself (the first sample with the fault k, k=1,…,F). 
 
This automated process is useful to present the results for the univariate and 
multivariate inference methods when the baseline is modelled from the 
healthy wind turbine (Section 5.1) and when a baseline is modelled for each 
fault (Section 5.2). 
 
%% Multivariate hypothesis testing considering the first five scores 
 
[nrow,ncol] = size(T); 
iter = (nrow-50)/sample; % Number of samples (excluding the baseline). 
suma = zeros(iter,1); 
CH = zeros(iter,1); 
scores = 5; % Number of principal components considered. 
alpha = 2; % Level of significance. 
for s = scores 
    vectormean = zeros(s,iter); 
    mu = zeros(s,1); 
    for scr = 1:s 
mu(scr,1) = mean(T(1:sample,scr)); % Mean of the first five 
scores of the healthy baseline. 
        for i=1:iter 
            vectormean(scr,i) = mean(T(n+sample*(i-1)+1:n+sample*i,scr)); 
% Mean of the first five scores of each sample to diagnose. 
        end 
    end 
    for iteration = 1:iter 
        clear S xi T2 
        S = 0; % Sample covariance matrix. 
        if iteration <= nhesamples 
            for i = 1:sample 
% Vertical vector with the values of each row of T. 
                xi = T(n+i+sample*(iteration-1),1:s)';        
% We create the matrix when transposing the second vector. 
                S = S+(xi-mu)*(xi-mu)';         
            end 
        else 
            for i = 1:sample 
% Vertical vector with the values of each row of T. 
xi = T((nhesamples+1)*n+i+sample*(iteration-
(nhesamples+1)),1:s)';        
% We create the matrix when transposing the second vector. 
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                S = S+(xi-mu)*(xi-mu)'; 
            end 
        end 
        S = (1/sample)*S; 
T2 = sample*(vectormean(:,iteration)-
mu)'*inv(S)*(vectormean(:,iteration)-mu); % Standardized test 
statistic Hotelling's T^2. 
if T2 <= (sample-1)*s/(sample-s)*finv(1-alpha/100,s,sample-s) 
% Hypothesis test. 
            suma(iteracio,1) = 1; 
        else 
            suma(iteracio,1) = 0; 
        end  
        CH(1:nhesamples,1) = suma(1:nhesamples); 
        CH(nhesamples+1:176,1) = suma(nhesamples+1:176); 
% The size of CH is (nhesamples+nfaults*nrep) = 176 rows and four 
columns, one for each principal component. This matrix is formed by 
zeros and ones: when a sample fail to reject the hypothesis T2 <= 
(sample-1)*s/(sample-s)*finv(1-alpha/100,s,sample-s), the algorithm 
sets a 1 to the correspondent row, and if the hypothesis is 
rejected, it sets a 0. 
    end 
end 
sumad = zeros(iter+1,1,nfaults); 
CHd = zeros(iter+1,1,nfaults);   
for k = 1:nfaults 
    for s = scores 
        vectormeand = zeros(s,iter+1,k); 
        mud = zeros(s,1,k); 
        for scr = 1:s 
mud(scr,1,k) = mean(T((nhesamples+1)*n+1+nrep*n*(k-
1):(nhesamples+1)*n+n+nrep*n*(k-1),scr)); % Group of vectors 
with the means of the first five scores of each baseline (the 
healthy and the faulties).  
            for i=1:(iter+1) 
vectormeand(scr,i,k) = mean(T(sample*(i-1)+1:sample*i,scr)); 
% Group of vectors with the means of the first five scores 
of all the other samples to diagnose for the different 
baselines. 
            end 
        end 
        for iteration = 1:(iter+1) 
            clear S xi T2 
            S = zeros(s,s,nfaults); % Sample covariance matrix. 
            xi = zeros(s,1,nfaults); 
            if iteration <= 17 
                for i = 1:sample 
                    % Vertical vector with the values of each row of T. 
                    xi(1:s,1,k) = T(i+sample*(iteracio-1),1:s)';        
% We create the matrix when transposing the second 
vector. 
                    S(1:s,1:s,k) = S(1:s,1:s,k)+(xi(1:s,1,k)-
mud(1:s,1,k))*(xi(1:s,1,k)-mud(1:s,1,k))'; 
                end 
            else   
                for i = 1:sample 
                    % Vertical vector with the values of each row of T. 
                    xi(1:s,1,k) = T((nhesamples+1)*n+i+sample*(iteration-
(nhesamples+2)),1:s)'; % We create the matrix when 
transposing the second vector. 
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                    S(1:s,1:s,k) = S(1:s,1:s,k)+(xi(1:s,1,k)-
mud(1:s,1,k))*(xi(1:s,1,k)-mud(1:s,1,k))'; 
                end 
            end  
            S = (1/sample)*S; 
            %Hotelling's T^2. 
T2 = sample*(vectormeand(:,iteration,k)-
mud(:,1,k))'*inv(S(1:s,1:s,k))*(vectormeand(:,iteration,k)-
mud(:,1,k)); % Standardized test statistic Hotelling's T^2.   
            if T2 <= (sample-1)*s/(sample-s)*finv(1-alpha/100,s,sample-s) 
% Hypothesis test. 
                sumad(iteration,1,k) = 1; 
            else 
                sumad(iteration,1,k) = 0; 
            end  
CHd(1:17,1,k) = sumad(1:17,1,k); 
CHd(18:177,1,k) = sumad(18:177,1,k); % Chd is a 3-dimentional 
matrix, that is, a group of matrices. Its size is 
(nhesamples+nfaults*nrep+1) = 177 rows, one column (the first 
principal component) and repeated for the eight faults. This 
matrix is formed by zeros and ones: when a sample fail to 
reject the hypothesis abs(tobs)<=tstar10, the algorithm sets a 
one to the correspondent row, and if the hypothesis is 
rejected, it sets a 0. 
% The third component of the CHd matrix indicates which fault 
is subjected to the pattern. Each matrix stores the results of 
the hypothesis test for all the samples. 
        end 
    end 
 end  
 
6.3.2. PCA model for each fault 
The algorithms of the hypothesis testing methods that we have just explained 
are totally equal for the process seen in Section 5.2, when we obtain the 
baselines performing a PCA model for each fault so there is no need to repeat 
all the previous Section. However, the processes of group scaling and PCA 
modelling are varied from the Section 6.1 since we have to reproduce the 
procedure eight more times, one for each fault. 
%% Group-scaling (previous step to PCA) 
  
dt = zeros(1,N); 
XT = zeros((nhesamples+1)*n+nrep*n*nfaults,N*rL); 
for i = 1:N  
dt(i) = std(reshape(X(1:n,(i-1)*rL+1:i*rL),1,n*rL)); % We only 
compute the standard deviation of the first 50 rows (baseline). 
    for j = 1:rL % Number of columns per block. 
XT(:,(i-1)*rL+j) = (X(:,(i-1)*rL+j)-mean(X(1:n,(i-1)*rL+j)))/dt(i); 
% XT is the scaled matrix after the group-scaling.  
    end 
end 
dtd = zeros(1,N,nfaults); 
XTd = zeros((nhesamples+1)*n+nrep*n*nfaults,N*rL,nfaults); 
for k = 1:nfaults 
    for i = 1:N  
dtd(1,i,k) = std(reshape(X((nhesamples+1)*n+1+nrep*n*(k-
1):(nhesamples+1)*n+n+nrep*n*(k-1),(i-1)*rL+1:i*rL),1,n*rL)); % We 
compute the standard deviation of the first sample of each fault. 
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        for j = 1:rL  
XTd(:,(i-1)*rL+j,k) = (X(:,(i-1)*rL+j)-
mean(X((nhesamples+1)*n+1+nrep*n*(k-
1):(nhesamples+1)*n+n+nrep*n*(k-1),(i-1)*rL+j)))/dtd(1,i,k); 
% XTd is 3-dimentional matrix (group of matrices) that emerge 
from the group scaling processes for each faulty baseline. 
        end 
    end 
end 
 
 
 
  
%% Principal component Analysis (PCA) 
  
[P] = princomp(XT(1:n,:),'econ'); 
T = XT*P; % Modelling the healthy baseline and projecting the original 
data to the principal space. 
for k = 1:nfaults 
[Pd(:,:,k)] = princomp(XTd((nhesamples+1)*n+1+nrep*n*(k-
1):(nhesamples+1)*n+n+nrep*n*(k-1),:,k),'econ'); 
    Td(:,:,k) = XTd(:,:,k)*Pd(:,:,k); 
end % The method is the same, but we run the princomp function for the 
first sample with each fault. This involves that all the scaled original 
data from the samples to diagnose must be also projected onto the eight P 
matrices arranged in Pd in order to obtain eight matrices T. 
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SECTION 7:  
CONCLUSIONS AND 
FURTHER WORK 
The first main objective of this project was the comparison between the data 
obtained from the healthy state of a wind turbine’s structure and the data 
coming from structures with different types of faults. This approach would 
indicate if the fault detection strategies explained in Section 3 were capable of 
differentiate them. 
We have demonstrated, implementing the strategies in MATLAB calculation 
software, for different levels of significance and different number of samples 
diagnosed, that if we perform a baseline model based on PCA from the healthy 
wind turbine and, we apply any of the two hypothesis testing methods 
(univariate and multivariate inference), we can detect when there is a fault in 
the structure and when there is none with a very small rate of error. 
Yet despite the positive results, if we want these strategies to be implemented 
in practise in order to reduce maintenance costs and so on, we should be able 
to identify which of the possible faults is subjected to the structure being 
diagnosed. Thus, the other main objective of this project was to compare the 
data of each fault to all the other faults. In this way, we pretended to 
distinguish whether the data from any fault is similarly distributed as any 
other fault and, therefore, we could not differentiate or isolate it.  
We have used also the same hypothesis testing methods to verify if we can 
isolate each fault considered in the project. Analysing the results obtained we 
have observed that there are faults notably different from the rest but others 
are really similar among them and the strategies followed cannot isolate them. 
And we cannot say that one of the methods used is better than the other 
because the results are very similar.  
In a future, if we are capable of isolating them all, we will be able to 
differentiate where the anomaly has been produced, if it is a common fault 
without serious consequences or, for instance, whether it is an abrasive wear 
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that needs an urgent replacement.  Hence, the most obvious possible future 
work would be the search of a method capable of differentiate the little 
differences in the distributions of the data coming from different faulty wind 
turbines. 
It would be also interesting to implement the same fault detection strategies 
for different types of wind turbines. Our benchmark model is an onshore 
example; however, many plants are built offshore. In these cases, the wind 
turbines are influenced by different vibrations and excitations produced by the 
movement of the sea. We should investigate if we can distinguish faulty and 
healthy offshore wind turbines. 
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SECTION 8:  
NOMENCLATURE 
𝛽 Pitch angle 
𝛽𝑟 Pitch angle reference 
𝜂𝑔 Generator efficiency 
𝑤𝑔 Generator speed 
𝑃𝑒 Electrical power 
𝜏𝑟 Reference generator torque 
𝜏𝑟 Real generator torque 
𝛼 
Significance level for the test (probability of committing a type I 
error) 
𝛾 Probability of committing a type II error 
𝐿 Number of time instants per sensor 
𝑁 Number of sensors 
𝑛 Size of the baseline 
𝑣 Size of the samples to diagnose 
𝑷 Principal components of the data set (loading matrix) 
𝑻𝑿 
Transformed (or projected) matrix to the principal component 
space (score matrix) of the baseline’s original data 
𝑻𝒀 
Transformed (or projected) matrix to the principal component 
space (score matrix) of the original data of the samples to diagnose 
𝑿 Data matrix of the baseline 
𝒀 Data matrix to diagnose 
{𝜏𝑗
𝑖}𝑖=1,…,𝑛 Baseline sample 
{𝑡𝑗
𝑖}𝑖=1,…,𝑣 Sample to diagnose 
𝐹 Number of faults considered 
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