We give an improved analysis of the best-of-many Christofides algorithm with lonely edge deletion, which was proposed by Sebő and van Zuylen [5] . This implies an improved upper bound on the integrality ratio of the standard LP relaxation for the s-t-path TSP.
Best-of-many Christofides with lonely edge deletion
In the s-t-path TSP we are given a finite metric space (V, c) and vertices s, t ∈ V . The task is to compute a path (V, H) with endpoints s and t (or a circuit if s = t) that contains all elements of V and minimizes c(H) := {v,w}∈H c(v, w). Let E = V 2 . An, Kleinberg and Shmoys [1] proposed and analyzed the best-of-many Christofides algorithm. It starts by writing an optimum solution x * to the LP min c(x) s.t.
x(δ(U )) ≥ 2 for ∅ ⊂ U ⊆ V \ {s, t},
x(δ(v)) = 2 for v ∈ V \ ({s}△{t}),
x(δ(v)) = 1 for v ∈ {s}△{t},
x(e) ≥ 0 for e ∈ E
as a convex combination of incidence vectors of spanning trees, i.e. x * = k j=1 p j χ S j for spanning trees (V, S 1 ), . . . , (V, S k ) and nonnegative coefficients p 1 , . . . , p k with k j=1 p j = 1. Then parity correction as in Christofides' algorithm is applied to each of the k spanning trees; finally the best of the resulting s-t-tours is selected. A key observation in their analysis was that the set N := {δ(U ) : {s} ⊆ U ⊆ V \ {t}, x * (δ(U )) < 2} of narrow cuts forms a chain. The analysis of this algorithm was improved by Sebő [4] . The algorithm can be further improved by using a convex combination with certain properties [7, 2] . In particular, Gottschalk and Vygen [2] showed that one can write x * = k j=1 p j χ S j such that for every C ∈ N there exists an r ∈ {1, . . . , k} with r j=1 p j = 2 − x * (C) and |C ∩ S j | = 1 for all j = 1, . . . , r. Schalekamp et al. [3] found a simpler proof of this theorem. parity correction. This can save cost because parity correction will often reconnect the connected components of the forest anyway. Call an edge e and a cut C ∈ N lonely in tree S j if {e} = C ∩ S j and j i=1 p i ≤ 2 − x * (C). Then we also say that e is lonely at C. We denote the lonely cuts in S j by L(S j ); they are all narrow. Let F j be the edge set of the forest that results from S j by deleting its lonely edges. Like Sebő and van Zuylen [5] , we do parity correction on each forest (V, F j ). Let T j := {v ∈ V : |F j ∩ δ(v)| odd}△{s}△{t} denote the set of vertices whose degree in F j has the wrong parity.
Every T j -join J must contain an edge (in fact, an odd number of edges) in every lonely cut of S j (because they are all T j -cuts). However, this does not imply that F j . ∪ J is connected, because an edge of J can belong to several lonely cuts of S j . In this case we can, for all but one of these cuts, add two copies of the lonely edge of S j in this cut.
If we choose a T j -join J for parity correction, we will pay a total of at most e∈J c j (e), where
here the second and third terms account for the reconnection cost.
The algorithm computes x * = k j=1 p j χ S j as above and then does the following for each j = 1, . . . , k.
∪ R j and shortcut whenever a vertex is visited more than once. The cost of the resulting tour can be bounded by c(F j ) + c j (J j ). The algorithm returns the cheapest of these k tours.
We remark that Sebő and van Zuylen [5] also consider the result of the normal best-of-many Christofides algorithm and output the better of the solutions, but this is not necessary as our analysis will reveal.
The analysis of Sebő and van Zuylen [5] yields an upper bound on the integrality ratio of 3 2 + 1 34 > 1.5294. Even better approximation algorithms, with ratios 3 2 + ε [6] and 3 2 [8] , have been found recently, but these do not imply an upper bound on the integrality ratio.
Outline of the new analysis
Roughly speaking, parity correction is cheap for the early trees (in particular it costs at most 1 2 c(x * ) for S 1 ), so in the worst case these trees are more expensive than the average (which is exactly c(x * )). Hence the late trees are cheaper. Since we need to take some part of the trees for parity correction, it is cheaper to take more of these from the late trees.
The algorithm computes k tours H 1 , . . . , H k . All previous analyses computed an upper bound on k j=1 p j c(H j ). Instead, we will compute a weighted average with different weights, giving a higher weight to tours resulting from early trees. It will be useful to index the trees by a continuum and define H σ for all
We first analyze the cost of a tour resulting from a single tree S j . Later, we will take a weighted average.
Analyzing one tree
To compensate for Let j ∈ {1, . . . , k}. To bound the cost of parity correction of the forest F j , we follow Wolsey's approach and use a vector in the T j -join polyhedron
Let 0 ≤ β ≤ 1 2 and α := 1 − 2β ≥ 0. Moreover, for C ∈ N , let v C ∈ R E ≥0 be a vector with v C (C) = 1 and v C e = 0 unless e is lonely at C in some tree (not necesarily in S j ). We define
Obviously, y j β is a nonnegative vector. We show that y j β can be used to bound the cost of parity correction for F j :
Lemma 1
For every T j -cut C we have y j β (C) ≥ 1.
Proof: Let C = δ(U ) be a T j -cut. Since |{v ∈ U : |F j ∩ δ(v)| odd}| is odd if and only if |F j ∩ δ(U )| is odd, we conclude that |U ∩ ({s}△{t})| + |F j ∩ C| is odd. We now distinguish several cases.
Case 1: |U ∩ ({s}△{t})| is odd (i.e., C is an s-t-cut).
Then |F j ∩ C| is even.
Case 1a: C ∈ L(S j ).
Then y j β (C) ≥ βx * (C) + α + β(2 − x * (C)) = α + 2β = 1. Case 1b: C / ∈ L(S j ).
Since |F j ∩ C| is even, we have |S j ∩ C| ≥ |F j ∩ C| ≥ 2 or |F j ∩ C| = 0. Since C / ∈ L(S j ), if F j ∩ C is empty, the cut C must contain at least two edges that are lonely in S j . So we have also in this case |S j ∩ C| ≥ 2. Thus y j β (C) ≥ βx * (C) + 2α + max{0, β(2 − x * (C)) − α} (note that the last term is zero if C / ∈ N ). We conclude y j β (C) ≥ βx * (C) + 2α + β(2 − x * (C)) − α = α + 2β = 1. Case 2: |U ∩ ({s}△{t})| is even.
Moreover,we have y j β ≥ 0. Thus y j β is contained in the T j -join polyhedron (2), and so min{c j (J) : J a T j -join} ≤ c j (y j β ). A key observation of Sebő and van Zuylen [5] was that the need for reconnection is unlikely. Only bad edges can result in reconnection, where an edge is called bad (for S j ) if it is contained in more than one lonely cut. The edges in S j are never bad for S j , nor are the lonely edges of trees that come earlier in the list S 1 , . . . , S r . Therefore, an edge e with v C e > 0 for some C ∈ N \ L(S j ) is not bad for S j . At this point one uses the particular choice of the decomposition of x * into incidence vectors of spanning trees. For every edge e that is not bad we have c j (e) = c(e). Hence
Moreover, Sebő and van Zuylen [5] showed:
Therefore, the cost of the tour that results from the tree S j is at most
since α = 1 − 2β. 
Average cost
for all z ∈ [0, 1]. This function h will determine the weights of the tours resulting from the different spanning trees S j .
Then we apply the result of the previous section where the tour resulting from tree S j gets weight proportional to
For each σ ∈ [0, 1] we choose α and β differently, namely
.
Note that indeed 0 ≤ β σ ≤ 1 2 and α σ + 2β σ = 1 for all σ. Moreover, we set
where we abbreviated z := 2 − x * (C). Then indeed v C (C) = 1 for all C ∈ N , and v C e = 0 unless e is lonely at C.
We will now show that with these choices, the last two terms in (3) vanish:
is nonpositive.
Proof: Again writing z := 2 − x * (C), using
and
and changing the order of summation, we can rewrite (5) as
Hence (plugging in the definition of v C ) and using 1 − h(σ) + z · h(σ) > 0, it suffices to show that, for every z ∈ [0, 1],
which follows directly from (4) .
Lemma 4
Let h : [0, 1] → [0, 1] be an integrable function with (4) for all z ∈ [0, 1]. Then the best-of-many Christofides algorithm with lonely edge deletion computes a solution of cost at most ρ * c(x * ), where
Proof: Combining (3) and Lemma 3, we get the following upper bound on the total cost of the best-of-many Christofides algorithm with lonely edge deletion: (1 + h(σ)) dσ + 1 c(x * )
Now we can prove the main result:
Theorem 5 Let ρ * := 1 + 1 1 + 4 log( 5 4 )
Then the best-of-many Christofides algorithm with lonely edge deletion computes a solution of cost at most ρ * c(x * ).
Proof:
We set h(σ) = 4 4+σ for 0 ≤ σ ≤ 1. Then This is true for z = 0, moreover the derivative of the left-hand side is
Using ln x ≤ x − 1 for all x > 0 this is at most
Theorem 5 immediately implies that the integrality ratio is at most ρ * . Note that ρ * < 1.5284. We see that (4) is tight only for z = 0 with our choice of h. A better choice would lead to a better upper bound on the integrality ratio. However, we do not know how to find the best h.
