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UPPER LARGE DEVIATIONS FOR THE MAXIMAL FLOW
IN FIRST PASSAGE PERCOLATION
Marie THÉRET
Laboratoire de Mathématiques, Université Paris Sud, Bâtiment 425, 91405 Orsay, Frane
We onsider the standard rst passage perolation in Z
d
for d ≥ 2 and we denote by φnd−1,h(n) the
maximal ow through the ylinder ]0, n]d−1×]0, h(n)] from its bottom to its top. Kesten proved a law
of large numbers for the maximal ow in dimension three: under some assumptions, φnd−1,h(n)/n
d−1
onverges towards a onstant ν. We look now at the probability that φnd−1,h(n)/n
d−1
is greater than
ν+ε for some ε > 0, and we show under some assumptions that this probability deays exponentially
fast with the volume nd−1h(n) of the ylinder. Moreover, we prove a large deviation priniple for
the sequene (φnd−1,h(n)/n
d−1, n ∈ N).
1 Denitions and main results
We will use generally the notations introdued in [6℄ and [7℄ but some hanges will be done, for
example to obtain independent objets. Let d ≥ 2. We onsider the graph (Zd,Ed) having for
verties Z
d
and for edges E
d
the set of all the pairs of nearest neighbors for the standard L1 norm.
With eah edge e in Ed we assoiate a random variable t(e) with values in R+. We suppose that
the family (t(e), e ∈ Ed) is independent and identially distributed, with a ommon distribution
funtion F . More formally, we take the produt measure P on Ω =
∏
e∈Ed [0,∞[, and we write its
expetation E. We interpret t(e) as the apaity of the edge e; it means that t(e) is the maximal
amount of uid that an go through the edge e per unit of time. For a given realization (t(e), e ∈ Ed)
we denote by φ~k,m = φB the maximal ow through the box
B(~k,m) =
d−1∏
i=1
]0, ki]×]0,m] ,
where
~k = (k1, ..., kd−1) ∈ Z
d−1
, from its bottom
F0 =
d−1∏
i=1
]0, ki]× {0}
to its top
Fm =
d−1∏
i=1
]0, ki]× {m} .
Let us dene this quantity properly. We reall that E
d
is the set of the edges of the graph. An
edge e ∈ Ed an be written e = 〈x, y〉, where x, y ∈ Zd are the endpoints of e. The edges of Ed are
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unoriented, hene 〈x, y〉 = 〈y, x〉. We will say that e = 〈x, y〉 is inluded in a subset A of Rd (e ⊂ A)
if the segment joining x to y (exept possibly its extremities) is inluded in A. Now we dene E˜d
as the set of all the oriented edges, i.e., an element e˜ in E˜d is an ordered pair of verties. We denote
an element e˜ ∈ E˜d by 〈〈x, y〉〉, where x, y ∈ Zd are the endpoints of e˜ and the edge is oriented
from x towards y. We onsider now the set S of all pairs of funtions (g, o), with g : Ed → R+ and
o : Ed → E˜d suh that o(〈x, y〉) ∈ {〈〈x, y〉〉, 〈〈y, x〉〉}, satisfying
• for eah edge e in B we have
0 ≤ g(e) ≤ t(e) ,
• for eah vertex v in B r Fm (remember that F0 ∩B = ∅) we have∑
e∈B : o(e)=〈〈v,·〉〉
g(e) =
∑
e∈B : o(e)=〈〈·,v〉〉
g(e) .
A ouple (g, o) ∈ S is a possible stream in B: g(e) is the amount of uid that goes through the
edge e, and o(e) gives the diretion in whih the uid goes through e. The rst ondition on (g, o)
expresses only the fat that the amount of uid that an go through an edge is bounded by its
apaity. The seond one is a balane equation: it means that there is no loss of uid in the
ylinder. With eah possible stream we assoiate the orresponding ow
flow(g, o) =
∑
u∈BrFm , v∈Fm : 〈u,v〉∈Ed
g(〈u, v〉)Io(〈u,v〉)=〈〈u,v〉〉 − g(〈u, v〉)Io(〈u,v〉)=〈〈v,u〉〉 .
This is the amount of uid that rosses the ylinder B if the uid respets the stream (g, o). The
maximal ow through the ylinder B from its bottom to its top is the supremum of this quantity
over all possible hoies of streams in S
φB = φ~k,m = sup {flow(g, o) : (g, o) ∈ S} .
If φB = flow(g, o) we say that the stream (g, o) realizes the ow φB .
Kesten proved in 1987 the following law of large numbers for the maximal ow in dimension 3
(see [7℄):
Theorem 1. We onsider a ylinder B((k, l),m) suh that limk≥l→∞m(k, l) = ∞ in suh a way
that for some δ > 0 we have
lim
k≥l→∞
lnm(k, l)
k1−δ
= 0 .
There exists a positive p0 with the following property: If F satises F (0) < p0 and
∫
[0,∞[ e
θxdF (x)
is nite for some positive θ, then there exists a onstant ν(F ) <∞ suh that
lim
k,l→∞
φ(k,l),m
kl
= ν with probability one and in L1 .
Atually, the onstant ν(F ) is dened as the limit of another objet under weaker assumptions
on F (see [7℄ and (1) in the next setion), and we rely on this denition to state the following
result. We are now interested in the deviations of the resaled ow from its typial behavior. We
will show two results in dimensions d ≥ 2. The rst one states the existene of a limit, and some of
its properties.
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Theorem 2. We onsider the maximal ow φ(n,...,n),h(n) through the ylinder B((n, ..., n), h(n)),
where the funtion h : N→ N satises
lim
n→∞
h(n)
lnn
= ∞ .
For every λ in R+, the limit
ψ(λ) = lim
n→∞
−
1
nd−1h(n)
lnP
[
φ(n,...,n),h(n) ≥ λn
d−1
]
exists and is independent of h. Moreover ψ is onvex on R+, nite and ontinuous on the set
{λ |F ([λ,+∞[) > 0 }. If
∫
[0,+∞[ xdF (x) is nite, then ψ vanishes on [0, ν], where ν is dened in
(1). If
∫
[0,+∞[ e
θxdF (x) is nite for some positive θ, then ψ is positive on ]ν,+∞[.
We say that a sequene (Xn, n ∈ N) of random variables with values in D ⊂ R satises a large
deviation priniple with speed v(n) and governed by the rate funtion I if and only if
• for any losed subset F ⊂ D, we have
lim sup
n→∞
1
v(n)
lnP [Xn ∈ F ] ≤ − inf
F
I ,
• for any open subset O ⊂ D, we have
lim inf
n→∞
1
v(n)
lnP [Xn ∈ O] ≥ − inf
O
I .
Now, with the help of the funtion ψ, we an state the following large deviation priniple for the
resaled ow:
Theorem 3. Let h : N→ N be suh that
lim
n→∞
h(n)
lnn
= ∞ .
If there exists a positive θ suh that ∫
[0,+∞[
eθxdF (x) < ∞ ,
then the sequene (
φ(n,...,n),h(n)
nd−1
)
n∈N
satises a large deviation priniple, with speed nd−1h(n), and governed by the good rate funtion ψ.
Remark 1. When the apaity t of an edge is bounded, we do not need the ondition
lim
n→∞
h(n)
lnn
= +∞ ,
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the results hold under the weaker ondition
lim
n→∞
h(n) = +∞ .
Atually, the role of the ondition limn→∞ h(n)/ ln n = +∞ is not fully understood yet. For
example, when t is equal in law to the absolute value of a Gaussian variable this ondition an also
be replaed by limn→+∞ h(n) = +∞. Unfortunately we ould not nd satisfying suient onditions
(in partiular on the moments of the law of t) to get rid of the ondition limn→∞ h(n)/ ln n = +∞.
A speial aspet of the proof of theorem 2 is the use of a disrete version of the model. Indeed, we
are onfronted with a ombinatorial problem: we need to look at boundary onditions for streams
to glue together streams in dierent ylinders, but when the apaity of an edge takes its values
in R
+
we annot ount the number of possible boundary onditions. Our strategy is to onsider a
disrete approximation of the apaity of the edges and the orresponding maximal ow. We work
with these objets. To handle the boundary onditions, we use a tehnique introdued by Chow
and Zhang [4℄. We nally ompare the real maximal ow to this approximation.
2 Max-ow min-ut theorem
It is diult to work with the expression of the maximal ow that we have seen in the previous
part, this is the reason why we will use the max-ow min-ut theorem to express the maximal ow
dierently. First we need some denitions. A path on a graph (Z
d
for example) from v0 to vn is
a sequene (v0, e1, v1, ..., en, vn) of verties v0, ..., vn alternating with edges e1, ..., en suh that vi−1
and vi are neighbors in the graph, joined by the edge ei, for i in {1, ..., n}. Two paths are said
disjoint if they have no ommon edge. A set E of edges of B(~k,m) is said to separate F0 from Fm in
B(~k,m) if there is no path from F0 to Fm in B(~k,m)rE. We all E an (F0, Fm)-ut if E separates
F0 from Fm in B(~k,m) and if no proper subset of E does. With eah set E of edges we assoiate
the variable
V (E) =
∑
e∈E
t(e) .
The max-ow min-ut theorem (see [2℄) states that
φB = min{V (E) |E is an (F0, Fm)− cut in B } .
Remark 2. In the speial ase where t(e) belongs to {0, 1}, let us onsider the graph obtained from
the initial graph (not neessarily Z
d
) by removing all the edges e with t(e) = 0. Menger's theorem
(see [2℄) states that the minimal number of edges in B(~k,m) that have to be removed from this
graph to disonnet F0 from Fm is exatly the maximal number of disjoint paths that onnet F0 to
Fm. By the max-ow min-ut theorem, it follows immediately that the maximal ow in the initial
graph through B from F0 to Fm is exatly the maximal number of disjoint open paths from F0 to
Fm, where a path is open if and only if the apaity of all its edges is one. Suh a set of φB disjoint
open paths from F0 to Fm orresponds obviously to a stream (g,o):
• g(e) =
{
1 if e belongs to one of these paths
0 otherwise ,
• o(e) =

〈〈x, y〉〉 if e = 〈x, y〉 is crossed from x to y by one of these paths
〈〈y, x〉〉 if e = 〈x, y〉 is crossed from y to x by one of these paths
oˆ(e) otherwise ,
4
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where oˆ is some determined orientation (oˆ(〈x, y〉) ∈ {〈〈x, y〉〉, 〈〈y, x〉〉}) whih does not matter. The
stream (g, o) realizes the maximal ow φB (whatever oˆ).
We ome bak to the general ase. We will also need the denition of a ut over a hyper-
retangle. Let S =
∏d−1
i=1 ]ki, li] be a hyper-retangle, with ki ≤ li, ki, li in Z. We say that a set
E of edges in S × R separates −∞ from +∞ over S if there exists no path in (S × R) r E from
S ×{−N} to S ×{+N} for some N > 0. Similarly, we all E a ut over S if E separates −∞ from
+∞ over S, but no proper subset of E does. Let ∂in(S × R) be the inner vertex boundary of the
ylinder S × R
∂in(S × R) = {x ∈ S × R | ∃y /∈ S × R , 〈x, y〉 ∈ Ed } .
We dene the orresponding set of edges
E(∂in(S × R)) = {〈x, y〉 |x, y ∈ ∂in(S × R)} .
We say that an edge e is vertial if e = 〈x, x+(0, ..., 0, 1)〉; e is said horizontal otherwise. We denote
by (∗) the ondition on E
(∗) E ∩ E(∂in(S × R)) ⊂ {e ∈ Ed | e is vertical , e ⊂ Rd−1 × [0, 1]} ,
whih means in a way to say that the boundary of E is xed on the perimeter of the retangle
S × {0}. We dene the variable τ by
τ(S) = inf {V (E) |E is a cut over S and E satisfies (∗) } .
For simpliity, we denote by τkd−1 the variable τ(]0, k]
d−1). If S1, S2 are two disjoint hyper-retangles
having a ommon side (so S1 ∪ S2 is an hyper-retangle too), then we have
τ(S1 ∪ S2) ≤ τ(S1) + τ(S2) .
Indeed if E1 (respetively E2) is a ut over S1 (respetively S2) satisfying (∗) for S1 (respetively
S2) then E1 and E2 are both pinned at the boundary between S1 ×{0} and S2 × {0} beause they
both satisfy (∗), so they an be glued together and E1 ∪ E2 separates −∞ from +∞ over S1 ∪ S2.
By a subadditive argument (see [1℄), the following limit exists almost surely
ν(F ) = lim
k→∞
τkd−1
kd−1
, (1)
where we know that ν(F ) is a onstant almost surely thanks to Kolmogorov's 0 − 1 law. We will
denote it by ν when no doubt about F is possible. This is the ν in theorems 1 and 2.
3 Proof of Theorem 2
We take h : N→ N suh that
lim
n→∞
h(n) = +∞ .
We will see during the proof where we need the stronger ondition
lim
n→∞
h(n)
lnn
= +∞ .
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We will need to desribe how the uid goes in and out of a ylinder in order to glue together two
ylinders without loosing any ow. The problem is that we need too muh information to desribe
this preisely. The feature of the proof is to onsider a disrete approximation of the apaity of
the edges (see setion 3.1), to work with this disrete model (setions 3.2, 3.3 and 3.4) and then to
ompare it to the original one (setion 3.5). The method used to prove the existene of the limit
was developed in [4℄. We study then the properties of ψ as in [3℄.
3.1 Disrete version
Let k ∈ N (we will hoose it later). We assoiate with (t(e), e ∈ Zd) a new family of independent
and identially distributed variables (tk(e), e ∈ Zd) by setting
∀e ∈ Ed tk(e) = ⌊kt(e)⌋ ×
1
k
,
and we denote by φk the maximal ow orresponding to these new variables.
Let us onsider for a brief moment the graph G obtained by replaing eah edge e by p edges
e˜1, ..., e˜p, where p = kt
k(e). In this new graph the apaity of eah edge is simply one. The remark
2 also holds for G: the maximal ow φGB for G from F0 to Fh(n) in B = B((n, ..., n), h(n)) is exatly
the maximal number of disjoint paths onneting F0 to Fh(n) in G. We have seen that we an
assoiate with eah suh family of φB disjoint paths in B a stream (g˜, o˜) in G that realizes φ
G
B .
Atually, we an always redue to the ase where o˜(e˜1) = o˜(e˜2) if the edges e˜1 and e˜2 are replaing
in G the same edge 〈x, y〉 ∈ Ed. Indeed, if for suh edges e˜1 and e˜2 we have g˜(e˜1) = g˜(e˜2) = 1 and
o˜(e˜1) 6= o˜(e˜2), we know that there exists a path l1 (respetively l2) from F0 to Fh(n) going through
e˜1 (respetively e˜2) and rossing this edge from x to y (respetively from y to x). We an reate
two new disjoint paths in G, la whih is equal to l1 from F0 to x and to l2 from x to Fh(n), and lb
whih is equal to l2 from F0 to y and to l1 from y to Fh(n), that an replae l1 and l2 in the set
of φB disjoint paths (see gure 1). The orresponding stream (g˜
′, o˜′) is equal to (g˜, o˜) exept in e˜1
and e˜2 where we have g˜
′(e˜1) = g˜
′(e˜2) = 0 and o˜
′(e˜1) = o˜
′(e˜2) = oˆ(〈x, y〉). Then we just have to
deal with the ase g˜(e˜1) = 1 and g˜(e˜2) = 0. The denition of oˆ is arbitrary, we an hange the
orientation of oˆ(e˜2) to have o˜(e˜2) = oˆ(e˜2) = o˜(e˜1). We obtain thus a stream suh that o˜(e˜1) = o˜(e˜2)
if the edges e˜1 and e˜2 are replaing in G the same edge 〈x, y〉 ∈ Ed . Moreover we an assume that
eah path of a family of φB disjoint open paths has only its rst vertex in F0 and its last vertex in
Fh(n), otherwise we an restrit the path to obtain suh a path. Thanks to a good hoie of oˆ, we
an thus suppose that if e˜ ⊂ B has one endpoint x in Fh(n) (respetively F0) and one endpoint y
not in Fh(n) (respetively F0) then o˜(e˜) = 〈〈y, x〉〉 (respetively o˜(e˜) = 〈〈x, y〉〉), and if e˜ has both
endpoints in Fh(n) then g˜(e˜) = 0.
Coming bak to the graph Z
d
, we remark that the maximal ow φkB between F0 and Fh(n) in B
is equal to φGB/k, and it an be realized by the stream (g, o) dened as follows. Let e be an edge
of E
d
. If there is no edge in G assoiated with e, we set g(e) = 0 and o(e) = oˆ(e). Otherwise, we
dene
g(e) =
∑
e∼e
g˜(e˜)
k
where the sum is over the edges e˜ that replae e in G, and o(e) = o˜(e˜) for some edge e˜ assoiated
with e (reall that if e˜1 ∼ e and e˜2 ∼ e then o˜(e˜1) = o˜(e˜2)). We will all suh a stream, built
from the graph G, a disrete stream. A disrete stream has three partiular properties: g takes its
6
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y
e2e1
: B
: l1
: l2
: la
: lb
F0
Fh(n)
x
Figure 1: Desription of paths in G
values in N/k, o(〈x, y〉) = 〈〈x, y〉〉 as soon as we have x ∈ F0 and y ∈ B (y /∈ F0) or y ∈ Fh(n) and
x ∈ B r Fh(n), and g(e) = 0 if e has both endpoints in Fh(n).
Let λ be in R+. For a disrete stream (g, o) and h ∈ Z we dene the trunated projetion of g
on the vertial edges that interset the hyper-plane {(x1, ..., xd) ∈ R
d |xd = h+ 1/2} by
∀x ∈ Zd−1∩ ]0, n]d−1 πλ,nh (g, x) = g (〈(x, h), (x, h + 1)〉) ∧
(
⌊λnd−1⌋+ 1
)
.
Thanks to the properties of disrete streams, we an state the following lemma:
Lemma 1 (Juntion of two boxes). Let B1 =]0, n]
d−1×]0, h(n)], B2 =]0, n]
d−1×]h(n), 2h(n)]. If
there exist a disrete stream (g1, o1) in B1 and a disrete stream (g2, o2) in B2 suh that
flow(g1, o1) ≥ λn
d−1 and flow(g2, o2) ≥ λn
d−1
and
∀x ∈ Zd−1∩ ]0, n]d−1 πλ,nh(n)−1(g1, x) = π
λ,n
h(n)(g2, x) ,
then φkB1∪B2 ≥ λn
d−1
.
Proof :
To prove this lemma, we onsider two ases:
1. if for all e = 〈(x, h(n) − 1), (x, h(n))〉 with x ∈ Zd−1∩ ]0, n]d−1 we have g1(e) ≤ λn
d−1
, then
we an dene the following disrete stream (gtot, otot):
7
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• gtot(e) =

g1(e) if e ⊂ B1
g2(e) if e ⊂ B2
0 otherwise ,
• otot(e) =

o1(e) if e ⊂ B1
o2(e) if e ⊂ B2
oˆ(e) otherwise ,
where oˆ is still some arbitrarily determined orientation. We an hek that (gtot, otot) is a
disrete stream thanks to the properties of (g1, o1) and (g2, o2), in partiular if e1 = 〈(x, h(n)−
1), (x, h(n))〉 and e2 = 〈(x, h(n)), (x, h(n) + 1)〉 with x ∈]0, n]
d−1
, we have g(e1) = g(e2),
g(e) = 0 for all others edges e = 〈(x, h(n)), ·〉, o(e1) = 〈〈(x, h(n) − 1), (x, h(n))〉〉 and o(e2) =
〈〈(x, h(n)), (x, h(n)+1)〉〉, hene the balane equation is satised. Moreover flow(gtot, otot) =
flow(g1, o1) = flow(g2, o2) so φ
k
B1∪B2
≥ λnd−1.
2. Suppose there exists an edge e = 〈(x, h(n) − 1), (x, h(n))〉 suh that g1(e) > λn
d−1
. The dis-
rete stream (g1, o1) orresponds to k× flow(g1, o1) disjoint paths from F0 to Fh(n) in B1 for
the modied graph G. The inequality g1(e) > λn
d−1
implies that at least q = ⌈λnd−1k⌉
of these paths, that we will denote by l1, ..., lq , go out of B1 through e. The equality
πλ,nh(n)−1(g1, x) = π
λ,n
h(n)(g2, x) implies that g2(f) > λn
d−1
where f = 〈(x, h(n)), (x, h(n) + 1)〉.
By the same argument, we an nd at least q disjoint paths l′1, ..., l
′
q from Fh(n) to F2h(n) in B2
for G, all going in B2 through the edge f . Now we an glue together these q paths l1, ..., lq in
B1 with the q paths l
′
1, ..., l
′
q in B2 beause e and f are adjaent. This way we obtain q disjoint
paths from F0 to F2h(n) in B1 ∪B2 for G, and by onsidering the orresponding disrete ow
(gtot, otot) in the initial graph we obtain φ
k
B1∪B2
≥ flow(gtot, otot) = ⌈λn
d−1k⌉/k.

We dene the boundary onditions of the disrete stream (g, o) in the ylinder B((n, ..., n), h(n))
as
Πλ,n(g) =
(
Πλ,n1 (g),Π
λ,n
2 (g)
)
=
((
πλ,n0 (g, x), x ∈ Z
d−1∩ ]0, n]d−1
)
,
(
πλ,nh(n)−1(g, x), x ∈ Z
d−1∩ ]0, n]d−1
))
.
The number Nkλ,n of possible boundary onditions for disrete streams satises
Nkλ,n ≤
(
k
(
⌊λnd−1⌋+ 1
)
+ 1
)2nd−1
.
3.2 Existene of the limit for φkn
nd−1,h(n)
In this setion, we will prove the existene of the limit appearing in the theorem 2 with φk instead
of φ. We denote φ(n,...,n),h(n) by φnd−1,h(n), and we dene
µ = sup{λ |F ([0, λ[) < 1 } .
We will prove the following result:
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Theorem 4. For every pair (h, (χn, n ∈ N)) with h : N→ N a funtion suh that limn→+∞ h(n) =
+∞ and (χn, n ∈ N) a non-dereasing sequene of integers suh that limn→+∞ χn = +∞, satisfying
lim
n→+∞
χn lnn
h(n)
= 0 , (2)
for every λ in R+ r {µ} (or in R+ if µ is innite), the limit
ψ˜(λ, h, (χn)) = lim
n→+∞
−
1
nd−1h(n)
lnP
[
φ2
χn
nd−1,h(n) ≥ λn
d−1
]
exists. Moreover ψ˜ is independent of suh a pair (h, (χn)), i.e. if (h, (χn)) and (h
′, (χ′n)) satisfy all
the previous onditions, then ψ˜(λ, h, (χn)) = ψ˜(λ, h
′, (χ′n)) for all λ in R
+
r {µ} (or in R+). We
will thus denote this limit by ψ˜(λ).
We now prove theorem 4 by onsidering dierent ases.
• λ > µ : Then
∀k ∈ N , ∀n ∈ N P
[
φknd−1,h(n) ≥ λn
d−1
]
= 0 ,
so for every sequene (χn) we have
ψ˜(λ, h, (χn)) = lim
n→∞
−
1
nd−1h(n)
lnP
[
φ2
χn
nd−1,h(n) ≥ λn
d−1
]
= +∞ = ψ˜(λ) .
• λ < µ : We take N,n ∈ N with n ≤ N and let N = nm + r be the Eulidean algorithm.
We onsider two funtions h, h˜ : N → N, with limn→∞ h(n) = limn→∞ h˜(n) = +∞, and let
h˜(N) = h(n)m˜+ r˜ be the Eulidean algorithm. We take k ∈ N whih will be hosen later. We want
to ompare φk
Nd−1,eh(N) and φ
k
nd−1,h(n)
.
The idea is to divide B((N, ...,N), h˜(N)) into md−1 boxes whih are disjoint translates of
B((n, ..., n), h˜(N)), then to ut again B((n, ..., n), h˜(N)) into m˜ disjoint translates of the elementary
box B((n, ..., n), h(n)) and to use here the lemma of juntion (see gure 2).
We dene two quantities that will allow us to deal with the edges belonging to the part of
φk
Nd−1,eh(N) that does not enter in any translate of φ
k
nd−1,h(n)
. On one hand, by the denition of µ,
λ < µ implies that F ([0, λ]) < 1, so there exists a positive η suh that
F ([0, λ+ η]) < 1, i.e., p(η) = P[t(e) ≥ λ+ η] > 0 .
It follows that there exists k0 suh that
∀k ≥ k0 P
[
tk(e) ≥ λ+
η
2
]
≥ p(η) > 0 .
On the other hand, if we dene
γk = max{ p ∈ N |P[t(e) ≥ pk] > 0 } ∧
(
⌊λknd−1⌋+ 1
)
,
then we have
pk = P [t(e) ≥ γkk] > 0 .
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n
N
h(n)
h˜(N)
Figure 2: Comparison between φk
Nd−1,eh(N) and φ
k
nd−1,h(n)
Let k ≥ k0 in N. For i1, ..., id−1 in {0, ...,m}, we dene
Bi1,...,id−1 =
d−1∏
j=1
]ijn, (ij + 1)n]×]0, h˜(N)]
and
Bmd−1+1 = B((N, ...,N), h˜(N))r
m−1⋃
i1,...,id−1=0
Bi1,...,id−1 .
Remark 3. It is easy (and very useful) to see that if Ci×]0, h], i = 1, 2 are two ylinders with disjoint
bases C1, C2 ⊂ R
d−1
having a ommon side and with maximal ows φi, i = 1, 2, the maximal ow
through (C1 ∪ C2)×]0, h] is at least φ1 + φ2.
We dedue from this remark that if for every i1, ..., id−1 in {0, ...,m − 1} we have φ
k
Bi1,...,id−1
≥
λnd−1 and if all the vertial edges e in Bmd−1+1 satisfy t(e) ≥ (λ+ η), we have
φk
Nd−1,eh(N) ≥ λN
d−1 .
By independene we obtain
P
[
φk
Nd−1,eh(N) ≥ λN
d−1
]
≥
m−1∏
i1,...,id−1=0
P
[
φkBi1,...,id−1
≥ λnd−1
]
× p(η)(d−1)N
d−2reh(N)
≥ P
[
φk
nd−1,eh(N) ≥ λn
d−1
]md−1
× p(η)(d−1)N
d−2reh(N) .
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We study next φk
nd−1,eh(N). We dene for j in {0, ..., (m˜ − 1)}
B′j = ]0, n]
d−1×]jh(n), (j + 1)h(n)]
and
B′em = B((n, ..., n), h˜(N))r
em−1⋃
j=0
B′j .
The probability of the boundary onditions Π ∈ {0, 1/k, 2/k, ..., (⌊λnd−1⌋ + 1)/k}2n
d−1
in B is the
probability that there exists a disrete stream (g, o) in B satisfying Πλ,n(g) = Π. Remember that
every disrete stream (g, o) must satisfy the balane equation, so one we know that suh a disrete
stream exists, flow(g, o) is just given by the projetion of g on the vertial edges that interset the
hyper-plane {(x1, ..., xd) ∈ R
d |xd = h(n) − 1/2}, so Π
λ,n(g) ontains enough information to know
if flow(g, o) is bigger than λnd−1 or not. We denote by Πkλ,n = (Π
k
λ,n,1,Π
k
λ,n,2) one of the boundary
onditions of highest probability in B((n, ..., n), h(n)) whih orresponds to a disrete stream (g, o)
suh that flow(g, o) ≥ λnd−1 and we dene (Πkλ,n)
∗ = (Πkλ,n,2,Π
k
λ,n,1). The model is invariant under
reetions in the oordinates hyperplanes or translates of these hyperplanes, so by symmetry we
have P[Πkλ,n] = P[(Π
k
λ,n)
∗]. Using the lemma of juntion (lemma 1), we know that if
• we an dene a disrete stream in B′0 with boundary onditions Π
k
λ,n,
• we an dene a disrete stream in B′1 with boundary onditions (Π
k
λ,n)
∗
,
• we an dene a disrete stream in B′2 with boundary onditions Π
k
λ,n,
• · · · ,
• and all the vertial edges e in B′em satisfy t(e) ≥ γkk,
then φk
nd−1,eh(N) ≥ λn
d−1
.
Remark 4. It is not suient to impose here that all the vertial edges e in B′em satisfy t(e) ≥ λ,
beause the amount of uid that goes out of B′em−1 at its top through one xed edge f an exeed
λ - we have no information about Πkλ,n - and we annot aept to lose uid at the exit of f , unless
it exeeds λnd−1. This is the reason why we introdued γk.
Now by independene we obtain
P
[
φk
nd−1,eh(N) ≥ λn
d−1
]
≥ P
[
Πkλ,n
] em
× pn
d−1er
k , (3)
whene
P
[
φk
Nd−1,eh(N) ≥ λN
d−1
]
≥ P
[
Πkλ,n
]md−1 em
× pn
d−1ermd−1
k p(η)
(d−1)Nd−2reh(N) . (4)
Let Π be the set of all the boundary onditions orresponding to a disrete stream (g, o) suh that
flow(g, o) ≥ λnd−1. We have seen that a maximal ow φk is always realized by a disrete stream,
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so we have
P
[
φknd−1,h(n) ≥ λn
d−1
]
≤ P
[ ⋃
Π∈Π
Π
]
≤
∑
Π∈Π
P[Π]
≤ Nkλ,n × P
[
Πkλ,n
]
,
where we remember that Nkλ,n is the number of possible boundary onditions for disrete streams.
To obtain later a result independent of k, we need to onsider two sequenes (kn, n ∈ N) and
(k˜n, n ∈ N) suh that limn→∞ kn = limn→∞ k˜n = +∞. We want to get rid of N
k
λ,n. We remember
that
Nknλ,n ≤
(
kn
(
⌊λnd−1⌋+ 1
)
+ 1
)2nd−1
.
Under the ondition
lim
n→∞
ln (knn)
h(n)
= 0 (5)
we have
lim sup
n→∞
1
nd−1h(n)
lnP
[
φkn
nd−1,h(n)
≥ λnd−1
]
≤ lim sup
n→∞
1
nd−1h(n)
lnP
[
Πknλ,n
]
. (6)
Consider (4) again. This equation is satised for every k ≥ k0, so it is true for kn with a xed n
not too small. We need to ompare tkn with t
ekN
, but the relation is simple only if k˜N is divisible by
kn. That is the reason why from now on we will onsider only sequenes (kn, n ∈ N) and (k˜n, n ∈ N)
suh that
∀n ∈ N kn = 2
χn and k˜n = 2
eχn
where (χn, n ∈ N) and (χ˜n, n ∈ N) are non-dereasing sequenes of integers. Of ourse the ondition
limn→+∞ kn = limn→+∞ k˜n = +∞ implies limn→+∞ χn = limn→+∞ χ˜n = +∞. In that ase for
large N we have χ˜N ≥ χn, so k˜N is divisible by kn and then t
ekN ≥ tkn , whene
φ
ekN
Nd−1,eh(N) ≥ φ
kn
Nd−1,eh(N) . (7)
We use (4) with k = kn = 2
χn
and (7) to obtain for n and N large enough
1
Nd−1h˜(N)
lnP
[
φ
ekN
Nd−1,eh(N) ≥ λN
d−1
]
≥
1
Nd−1h˜(N)
lnP
[
φkn
Nd−1,eh(N) ≥ λN
d−1
]
≥
md−1m˜
Nd−1h˜(N)
lnP
[
Πknλ,n
]
+
nd−1md−1r˜
Nd−1h˜(N)
ln pkn +
(d− 1)Nd−2rh˜(N)
Nd−1h˜(N)
ln p(η) .
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We send rst N to +∞ and then n to +∞; this gives us with the help of (6)
lim inf
N→∞
1
Nd−1h˜(N)
lnP
[
φ
ekN
Nd−1,eh(N) ≥ λN
d−1
]
≥ lim sup
n→∞
1
nd−1h(n)
lnP
[
Πknλ,n
]
≥ lim sup
n→∞
1
nd−1h(n)
lnP
[
φkn
nd−1,h(n)
≥ λnd−1
]
.
By onsidering the ase h = h˜ and kn = k˜n = 2
χn
, under the ondition (5) on h and (kn) - i.e., the
ondition (2) on h and (χn) -, we obtain the existene of the limit
ψ˜(λ, h, (χn)) = lim
n→∞
−
1
nd−1h(n)
lnP
[
φ2
χn
nd−1,h(n) ≥ λn
d−1
]
.
For general h, h˜, χ and χ˜ we obtain that ψ˜(λ) is independent of the pair (h, (χn)) satisfying (2), so
theorem 4 is proved.
Remark 5. Thanks to this independene, we an prove some properties of ψ˜ by studying the behavior
of the limit involved in theorem 4 for spei hoies of pairs (h, (χn)).
Moreover, still in the ase λ < µ, we have immediately that for n suiently large
P
[
φkn
nd−1,h(n)
≥ λnd−1
]
≥ P [ all the vertical edges e in B((n, ..., n), h(n)) satisfy t(e) ≥ (λ+ η) ]
≥ p(η)n
d−1h(n) ,
thus
ψ˜(λ) ≤ − ln p(η) < +∞ .
If the apaity t of an edge is bounded by a onstant M , we an simply dene
∀x ∈ Zd−1∩ ]0, n]d−1 πλ,nh (g, x) = g (〈(x, h), (x, h + 1)〉)
without trunating g beause g is already bounded by M . Then the number of possible boundary
onditions Nkn satises
Nkn ≤ (k(M + 1))
2nd−1
so we an replae the hypothesis (5) by
lim
n→∞
ln kn
h(n)
= 0 . (8)
Remark 6. We don't study the ase λ = µ for the moment, it is more adapted to study it with the
ontinuity of ψ˜.
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3.3 Convexity of ψ˜
Let λ1 ≤ λ2 < µ, and α ∈]0, 1[. We want to show that
ψ˜ (αλ1 + (1− α)λ2) ≤ αψ˜(λ1) + (1− α)ψ˜(λ2) . (9)
We know that ψ˜ does not depend on the ouple (h, (χn)) satisfying (2), so we an take h(n) = n to
simplify the notations and we will take an adapted (χn). First we x k in N, we will make it vary
later. We x n, m in N, and take N = nm. We set u = ⌊αmd−1⌋. We keep the same notations as
in the previous setion for Bi1,...,id−1, i1, ..., id−1 in {0, ...,m − 1}. We use the lexiographi order
to order {(i1, ..., id−1), ij ∈ {0, ...,m − 1}, 1 ≤ j ≤ (d − 1)} and use this to rename these ylinders
(Bj , 1 ≤ j ≤ m
d−1). On the event{
∀j ∈ {1, ..., u}, φkBj ≥ λ1
}
∩
{
∀j ∈ {(u+ 1), ...,md−1}, φkBj ≥ λ2
}
we have (see remark 3)
φkNd−1,N ≥
(
uλ1n
d−1 + (md−1 − u)λ2n
d−1
)
≥ Nd−1
( u
md−1
λ1 +
(
1−
u
md−1
)
λ2
)
≥ Nd−1 (αλ1 + (1− α)λ2)
beause λ1 < λ2, so
P
[
φkNd−1,N ≥ N
d−1 (αλ1 + (1− α)λ2)
]
≥ P
[
φknd−1,N ≥ λ1n
d−1
]u
× P
[
φknd−1,N ≥ λ2n
d−1
]md−1−u
.
As in the previous setion (see (3)), we have
P
[
φknd−1,N ≥ λin
d−1
]
≥ P
[
Πkλi,n
]m
i = 1, 2 .
so
1
Nd
lnP [ φkNd−1,N ≥ N
d−1 (αλ1 + (1− α)λ2)
]
≥
md−1
Nd
( u
md−1
lnP
[
Πkλ1,n
]
+
(
1−
u
md−1
)
lnP
[
Πkλ2,n
])
.
We make now k vary, kn = 2
χn
with (n, (χn)) satisfying the ondition (2) (for example χn = ⌊n
1/2⌋),
and we use the property φ2
χN
Nd−1,N
≥ φ2
χn
Nd−1,N
for large N ; we send rst N to +∞ and then n to
+∞. We proved in the previous setion that
lim sup
n→∞
1
nd−1h(n)
lnP
[
Π2
χn
λ,n
]
= −ψ˜(λ) ,
so we obtain (9).
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3.4 Continuity of ψ˜
We want to show that ψ˜ is ontinuous on [0, µ] when µ is nite or on [0,+∞[ when µ is innite
(remember that ψ˜ is innite on ]µ,+∞[). The funtion ψ˜ is onvex and nite on [0, µ[, so ψ˜ is
ontinuous on ]0, µ[. We assume then that 0 < µ: ψ˜(0) = 0 and ψ˜ is non-negative on R+, so ψ˜ is
right ontinuous at 0. We assume then that 0 < µ < +∞. The only point whih remains to study
is the left ontinuity of ψ˜ at µ. Remember that we did not dene ψ˜ at µ, we will do it now. We set
qµ = P[t(e) = µ] .
Notie that qµ an be null. We remark that
P
[
φnd−1,h(n) ≥ µn
d−1
]
= P [ all the vertical edges e in B((n, ..., n), h(n)) satisfy t(e) = µ ]
= qn
d−1h(n)
µ ,
so
lim
n→∞
−
1
nd−1h(n)
lnP
[
φnd−1,h(n) ≥ µn
d−1
]
= − ln qµ
is nite as soon as qµ > 0. Unfortunately, the existene of an atom for the law of t(e) at µ does not
imply the existene of an atom for the law of tk(e) at µ, so we an have qµ > 0 and
lim
n→∞
−
1
nd−1h(n)
lnP
[
φkn
nd−1,h(n)
≥ µnd−1
]
= +∞ .
This is the reason why we did not study ψ˜(µ) previously. We dene (for every pair (h, (χn)) as in
theorem 4)
ψ˜(µ) = − ln qµ ,
whih an eventually be innite.
Now we want to hek that ψ˜ is left ontinuous at µ (if qµ = 0 we will show that lim ψ˜(λ) = +∞
when λ ≤ µ and λ → µ). The idea of the proof is simple: if the ow in a ylinder is big, it must
be big in eah horizontal setion of this ylinder. We x ε > 0, and we take h(n), kn →n→+∞ +∞,
kn = 2
χn
, satisfying the ondition (5). We dene for i in {0, ..., (h(n) − 1)}
Ci = ]0, n]
d−1×]i, i+ 1]
and we denote by t1, ..., tnd−1 the apaities of the n
d−1
vertial edges in C0. We have
P
[
φkn
nd−1,h(n)
≥ (µ− ε)nd−1
]
≤ P
h(n)−1⋂
i=0
{φknCi ≥ (µ − ε)n
d−1 }

≤ P
[
φkn
nd−1,1
≥ (µ− ε)nd−1
]h(n)
,
and we know that
φkn
nd−1,1
=
nd−1∑
j=1
tknj ≤
nd−1∑
j=1
tj ,
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so we have
P
[
φkn
nd−1,h(n)
≥ (µ− ε)nd−1
]
≤ P
nd−1∑
j=1
(tj − µ) ≥ −εn
d−1
h(n) .
For every positive ρ we obtain
P
[
φkn
nd−1,h(n)
≥ (µ− ε)nd−1
]
≤ eρεn
d−1h(n)
E[eρ(t−µ)]n
d−1h(n) .
This expetation is well dened, beause (t− µ) ≤ 0. Let η > 0. Sine
lim
ρ→+∞
E[eρ(t−µ)] = qµ ,
then there exists ρ0 suh that
∀ρ ≥ ρ0 E[e
ρ(t−µ)] ≤ (qµ + η) .
It follows that
1
nd−1h(n)
lnP
[
φkn
nd−1,h(n)
≥ (µ− ε)nd−1
]
≤ ρ0ε+ ln (qµ + η) ,
so
ψ˜(µ − ε) ≥ −ρ0ε− ln (qµ + η) ,
whene
lim
ε→0
ψ˜(µ − ε) ≥ − ln (qµ + η) .
This is true for every positive η, so
lim
ε→0
ψ˜(µ− ε) ≥ lim
η→0
− ln (qµ + η) = − ln qµ = ψ˜(µ) .
If qµ = 0, we have the desired equality. Otherwise, we remark that for every positive ε we have
P
[
φkn
nd−1,h(n)
≥ (µ − ε)nd−1
]
≥ P
[
all the vertical edges e in B((n, ..., n), h(n)) satisfy tkn(e) ≥ (µ− ε)
]
≥ P
[
tkn(e) ≥ µ− ε
]nd−1h(n)
.
Now for kn suiently large we have
P
[
tkn(e) ≥ µ− ε
]
≥ P
[
t(e) ≥ µ−
ε
2
]
≥ qµ ,
thus
∀ε > 0 ψ˜(µ − ε) ≤ − ln qµ = ψ˜(µ) .
This ends the proof of the ontinuity of ψ˜ on [0, µ] (or [0,+∞[ if µ is innite). We dedue immediately
from this ontinuity that ψ˜ is good.
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3.5 Existene of the limit for φnd−1,h(n)
We ome bak to the existene of the limit involving φ in theorem 2. We onsider three ases.
• λ > µ : Then
∀n ∈ N P
[
φnd−1,h(n) ≥ λn
d−1
]
= 0 ,
so the limit involved in theorem 2 exists and satises
ψ(λ) = lim
n→∞
−
1
nd−1h(n)
lnP
[
φnd−1,h(n) ≥ λn
d−1
]
= +∞ = ψ˜(λ) .
• λ = µ : As we saw by studying the ontinuity of ψ˜, we have
ψ(µ) = lim
n→∞
−
1
nd−1h(n)
lnP
[
φnd−1,h(n) ≥ µn
d−1
]
= − ln qµ = ψ˜(µ)
by denition of ψ˜(µ).
• λ < µ : We will ompare φkn
nd−1,h(n)
with φnd−1,h(n). We x k ∈ N. We know that t(e) ≥ t
k(e)
so φnd−1,h(n) ≥ φ
k
nd−1,h(n)
. For a set of edges E, we denote by V k(E) the quantity
∑
e∈E t
k(e).
Thanks to the max-ow min-ut theorem we obtain
φknd−1,h(n) = min{V
k(E) |E is an (F0, Fh(n))− cut } .
Let E0 be an (F0, Fh(n))-ut realizing this minimum (it may depend on k). Then
φknd−1,h(n) = V
k(E0)
=
∑
e∈E0
tk(e)
≥
∑
e∈E0
t(e)−
|E0|
k
≥ min{V (E) |E is an (F0, Fh(n))− cut } − n
d−1h(n)
k
≥ φnd−1,h(n) − n
d−1h(n)
k
.
We x λ ≥ 0, and we make now k vary. We take kn = 2
χn
(with (χn) a non-dereasing sequene
of integers suh that limn→+∞ χn = +∞) satisfying with h the ondition (5). If the sequene (kn)
satises also the ondition
lim
n→∞
h(n)
kn
= 0 (10)
then we have for every λ′ < λ the existene of n0 ∈ N suh that
∀n ≥ n0 λ−
h(n)
kn
≥ λ′ .
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We dedue that under the ondition (10) we have for all n ≥ n0
P
φknnd−1,h(n)
nd−1
≥ λ
 ≤ P [φnd−1,h(n)
nd−1
≥ λ
]
≤ P
φknnd−1,h(n)
nd−1
≥ λ′
 .
We onlude thanks to the hypothesis (5) that
ψ˜(λ) ≥ lim sup
n→∞
() ≥ lim inf
n→∞
() ≥ ψ˜(λ′)
where
() = −
1
nd−1h(n)
lnP
[
φnd−1,h(n) ≥ λn
d−1
]
.
Sending λ′ to λ, thanks to the ontinuity of ψ˜ in [0, µ[, we obtain the existene of the limit
ψ(λ, h) = lim
n→∞
−
1
nd−1h(n)
lnP
[
φnd−1,h(n) ≥ λn
d−1
]
= ψ˜(λ) .
Moreover we know that this limit is independent of h satisfying limn→+∞ h(n) = +∞ and suh
that there exists a non-dereasing sequene of integers (χn), limn→+∞ χn = +∞ for whih the pair
(h, (2χn)) satises (5) and (10): we denote it by ψ(λ). It is nally obvious that the existene of
suh a sequene (χn) is equivalent to the ondition
lim
n→∞
h(n)
lnn
= +∞
(let χn = ⌊2 ln h(n)/ ln 2⌋ for example). This ends the proof of the existene of the limit ψ in
theorem 2, and we have ψ = ψ˜ so the properties proved for ψ˜ still hold for ψ.
If the apaity t of an edge is bounded, we an replae the ondition (5) by (8); in that ase, as
soon as
lim
n→∞
h(n) = +∞
we an nd a sequene (kn) = (2
χn) satisfying (8) and (10), so the limit exists.
3.6 The funtion ψ vanishes on [0, ν(F )]
This ould be proved easily thanks to theorem 1 in dimension three and with the hypothesis on F
required in theorem 1, but we prefer to prove it diretly in the general ase without theorem 1.
We suppose now that E[t] is nite. We suppose that ν > 0 (otherwise there is nothing to prove),
and we take λ = ν− ε, with a positive ε. Remark 5 holds for ψ too: we know that ψ is independent
of h satisfying limn→+∞ h(n)/ ln n = +∞ so we an make a spei hoie of funtion h and study
the orresponding limit to show a general result on ψ. We take h→∞ suh that
lim
n→∞
h(n)
n
= 0 and lim
n→∞
h(n)
lnn
= +∞ . (11)
We remember that
τnd−1 = τ(]0, n]
d−1) = inf {V (E) |E is a cut over ]0, n]d−1 and E satisfies (∗) } ,
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where (∗) is dened at the end of the setion 2. We dene for S a hyper-retangle the variable
τ(S, k) = inf {V (E) |E is a cut over S , E satisfies (∗) and E ⊂ S×]− k, k] } ,
and
τnd−1,k = τ(]0, n]
d−1, k) .
We dene the set of edges F as
F = {〈x, y〉 |x ∈ B , y /∈ B and 〈x, y〉 ∈ Rd−1 × [1, h(n)]} .
This is the set of the edges through whih some uid ould esape from B somewhere else than
at its bottom or at its top. We denote by |F | the ardinality of F , |F | = 2(d − 1)nd−2h(n). We
onsider the larger ylinder
B′ = ]− 1, n+ 1]d−1×]0, h(n)] ,
and we dene
τ ′(n+2)d−1,h(n) = τ
(
]− 1, n + 1]d−1, h(n)
)
.
We nally dene the set of edges
F ′ = { e ∈ B′ rB | e is vertical , e ∈ Rd−1 × [0, 1]}
of ardinality |F ′| = 2(d− 1)(n + 1)d−2 (see gure 3 in dimension two). We remark that if E is an
(F0, Fh(n))-ut in B((n, ..., n), h(n)), the set of edges E ∪F ∪ F
′
ontains a ut over ]− 1, n+ 1]d−1
satisfying the ondition (∗) for S =]− 1, n + 1]d−1, so
τ ′(n+2)d−1,h(n) − φnd−1,h(n) ≤
∑
e∈F
t(e) +
∑
e∈F ′
t(e) .
We obtain for M > E[t]
P
[
φnd−1,h(n)
nd−1
≥ λ
]
≥ P
[{
φnd−1,h(n)
nd−1
≥ λ
}
∩
{
τ ′
(n+2)d−1,h(n)
− φnd−1,h(n)
|F |+ |F ′|
≤M
}]
≥ P
[{
τ ′
(n+2)d−1,h(n)
nd−1
≥ λ+M
|F |+ |F ′|
nd−1
}
∩
{
τ ′
(n+2)d−1,h(n)
− φnd−1,h(n)
|F |+ |F ′|
≤M
}]
.
We remark that τ ′
(n+2)d−1,h(n)
is equal in law to τ(n+2)d−1,h(n), so
P
[
φnd−1,h(n)
nd−1
≥ λ
]
≥ 1−
(
P
[
τ(n+2)d−1,h(n)
nd−1
< λ+M
|F |+ |F ′|
nd−1
]
+ P
[
τ ′
(n+2)d−1,h(n)
− φnd−1,h(n)
|F |+ |F ′|
> M
])
≥ 1−
(
P
[τ(n+2)d−1
nd−1
< ν −
ε
2
]
+ P
[
1
|F |+ |F ′|
∑
e∈F∪F ′
t(e) ≥M
])
19
3.6 The funtion ψ vanishes on [0, ν(F )] 3 PROOF OF THEOREM ??
: B
: B′
: edges of F
: edges of F ′
: a (F0, Fh(n))-ut E in B
Figure 3: Comparison between φ and τ in dimension two
for n suiently large, thanks to (11) and the fat that τ(n+2)d−1,h(n) ≥ τ(n+2)d−1 . We know that
M > E[t] and limn→∞(τ(n+2)d−1/n
d−1) = ν almost surely, so
lim
n→∞
P
[
φnd−1,h(n)
nd−1
≥ λ
]
= 1 ,
whih leads to
ψ(λ) = 0 .
To onlude that ψ(ν) = 0 we need only to hek that ψ is left ontinuous at ν, i.e., to be sure
that ν ≤ µ. Suppose that ν > µ, then P[t ≥ ν] = 0, so E[t] < ν, and we an nd a positive ε suh
that E[t] < ν − ε. Now if we denote by (t˜i, i = 1, ..., n
d−1) the apaities of the vertial edges in
]0, n]d−1×]0, 1], we have
P
[τnd−1
nd−1
≥ ν − ε
]
≤ P
[∑nd−1
i=1 t˜i
nd−1
≥ ν − ε
]
−−−→
n→∞
0 .
This is absurd beause (τnd−1/n
d−1) onverges toward ν almost surely. We onlude that ν ≤ µ and
that ψ(ν) = 0.
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3.7 The funtion ψ is positive on ]ν(F ),+∞[
We suppose that there exists a positive θ suh that
∫
[0,+∞[ e
θxdF (x) is nite. The proof is based
on the Cramér theorem in R.
Let λ = ν + ε, for a positive ε. We x k, N ∈ N, we will hoose them later. We dene
u = ⌊
h(N)
2k
⌋ .
Just as in the study of the ontinuity of ψ, by utting B((N, ...,N), h(N)) into horizontal setions
of height 2k, we have
P
[
φNd−1,h(N) ≥ (ν + ε)N
d−1
]
≤ P
[
φNd−1,2k ≥ (ν + ε)N
d−1
]u
= P
[
φB(k) ≥ (ν + ε)N
d−1
]u
,
where B(k) =]0, Nd−1]×] − k, k] beause φNd−1,2k and φB are equal in law. Now E[τ(S, k)] is
subadditive in the sense that for disjoint hyper-retangles S1 and S2 having a ommon side, we
have
τ(S1 ∪ S2, k) ≤ τ(S1, k) + τ(S2, k) .
Moreover E[τ(S, k)] is non-negative and nite (beause E[t] < ∞), so by a lassial subadditive
argument we have the existene of
νk = lim
n→∞
E[τnd−1,k]
nd−1
and we know that
νk = inf
n
E[τnd−1,k]
nd−1
.
The sequene (νk, k ∈ N) is non-inreasing in k and non-negative, so it onverges; we denote by ν˜
its limit: ν˜ = limk→∞ νk = infk νk. By the same subadditive argument, we have
lim
n→∞
E[τnd−1 ]
nd−1
= ν = inf
n
E[τnd−1 ]
nd−1
.
We obtain
ν˜ = inf
k
inf
n
E[τnd−1,k]
nd−1
= inf
n
inf
k
E[τnd−1,k]
nd−1
= ν ,
thus we an hoose k0 suh that νk0 ≤ ν + ε/4. Then we hoose n0 suh that
E[τnd−10 ,k0
]
nd−10
< νk0 +
ε
2
,
and we x N = n0m, with m ∈ N. We have
φB(k0) ≤ τNd−1,k0 ≤
m−1∑
i1,...,id−1=0
τ
d−1∏
j=1
]ijn0, (ij + 1)n0], k0
 .
The variables (τ(
∏d−1
j=1]ijn0, (ij+1)n0], k0), 0 ≤ i1, ..., id−1 ≤ m−1) are independent and identially
distributed, with the same law as τnd−10 ,k0
. Their ommon expetation is
E[τnd−10 ,k0
] ≤
(
νk0 +
ε
2
)
nd−10 .
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Moreover for some positive θ we know that E[eθt] is nite so
E
[
e
θτ
n
d−1
0 ,k0
]
≤ E
[
eθ
Pnd−1
0
i=1
eti
]
≤ E
[
eθt
]nd−10
< ∞ ,
where (t˜i, 1 ≤ i ≤ n
d−1
0 ) are still the apaities of the vertial edges in ]0, n0]
d−1×]0, 1]. We an
thus apply the Cramér theorem in R (see [5℄), whih states the existene of a negative onstant
c(n0, k0, ε) suh that
lim
m→∞
1
md−1
lnP
 1
md−1
m−1∑
i1,...,id−1=0
τ
(∏d−1
j=1 ]ijn0, (ij + 1)n0], k0
)
nd−10
≥ νk0 +
3ε
4
 = c(n0, k0, ε) .
It follows that for u = ⌊h(n)2k0 ⌋
1
Nd−1h(N)
lnP
[
φNd−1,h(N) ≥ (ν + ε)N
d−1
]
≤
u
Nd−1h(N)
lnP
[
φB(k0) ≥ (νk0 +
3ε
4
)Nd−1
]
≤
umd−1
Nd−1h(N)
1
md−1
lnP
 1
md−1
m−1∑
i1,...,id−1=0
τ
(∏d−1
j=1 ]ijn0, (ij + 1)n0], k0
)
nd−10
≥ νk0 +
3ε
4

−−−−→
m→∞
c(n0, k0, ε)
2k0n
d−1
0
< 0 ,
so ψ(λ) > 0. This ends the proof of theorem 2.
Remark 7. The existene of a positive θ satisfying E[eθt] <∞ is probably not a neessary ondition
to have the positivity of the funtion ψ on ]ν,+∞[. However, a ondition on the moments of
t is neessary. Indeed, if the tail of the distribution of t is too big, the probability to have a
vertial path of edges with big apaities (bigger than λnd−1) is large, thus the probability to have
φnd−1,h(n) ≥ λn
d−1
annot deay exponentially fast in nd−1h(n).
4 Proof of Theorem 3
This is an adaptation of the proof of a large deviation priniple in [3℄. We take h suh that
h(n)/ ln n→∞ (we an do this again without loss of generality beause ψ is independent of h) and
we suppose that there exists a positive θ suh that E[eθt] is nite. We dene
β = inf{ v |P[t(e) ≤ v] > 0 } .
We remark that φ(n,...,n),h(n)/n
d−1
takes its values in [β,+∞[. We have to prove that
• for any losed subset F ⊂ [β,+∞[, we have
lim sup
n→∞
1
nd−1h(n)
lnP
[
φ(n,...,n),h(n)
nd−1
∈ F
]
≤ − inf
F
ψ ,
22
4 PROOF OF THEOREM ?? 4.1 Upper bound
• for any open subset O ⊂ [β,+∞[, we have
lim inf
n→∞
1
nd−1h(n)
lnP
[
φ(n,...,n),h(n)
nd−1
∈ O
]
≥ − inf
O
ψ .
By denition of β, for all positive η, we have
sβ(η) = P[t(e) ≤ β + η] > 0 .
4.1 Upper bound
Let F be a losed subset of [β,+∞[, and a = inf F . Clearly
P
[
φnd−1,h(n)
nd−1
∈ F
]
≤ P
[
φnd−1,h(n)
nd−1
≥ a
]
,
so
lim sup
n→∞
1
nd−1h(n)
lnP
[
φnd−1,h(n)
nd−1
∈ F
]
≤ −ψ(a) = − inf
F
ψ
beause ψ is non-dereasing on R+.
4.2 Lower bound
We shall prove the following loal lower bound:
∀α ∈ [β,+∞[ , ∀ε > 0 lim inf
n→∞
1
nd−1h(n)
lnP
[
φnd−1,h(n)
nd−1
∈]α− ε, α+ ε[
]
≥ −ψ(α) . (12)
If (12) holds, we have the desired lower bound. Indeed, if O is an open subset of [β,+∞[, for every
α in O there exists a positive ε suh that ]α− ε, α+ ε[⊂ O, whene
lim inf
n→∞
1
nd−1h(n)
lnP
[
φnd−1,h(n)
nd−1
∈ O
]
≥ lim inf
n→∞
1
nd−1h(n)
lnP
[
φnd−1,h(n)
nd−1
∈]α− ε, α + ε[
]
≥ −ψ(α) .
By taking the supremum over α in O, we obtain
lim inf
n→∞
1
nd−1h(n)
lnP
[
φnd−1,h(n)
nd−1
∈ O
]
≥ − inf
O
ψ .
To prove (12), we have to onsider again dierent ases.
• α ≥ ν : When ψ(α) = +∞, the result is obvious. For a nite ψ(α) we have ψ(α + ε) > ψ(α)
beause the funtion ψ is onvex on [ν,+∞[, ψ(ν) = 0 and ψ is positive on ]ν,+∞[ so ψ is inreasing
on [ν,+∞[ (or innite). Now
P
[
φnd−1,h(n)
nd−1
∈]α− ε, α+ ε[
]
≥ P
[
φnd−1,h(n)
nd−1
≥ α
]
− P
[
φnd−1,h(n)
nd−1
≥ α+ ε
]
,
23
4.2 Lower bound 4 PROOF OF THEOREM ??
: P0
: Q0
n
h(n)
k
h′(n)
Figure 4: Control of the ow
so
lim inf
n→∞
1
nd−1h(n)
lnP
[
φnd−1,h(n)
nd−1
∈]α− ε, α + ε[
]
≥ −ψ(α) .
• β ≤ α < ν :
In our ylinder B = B((n, ..., n), h(n)) we will isolate a smaller ylinder of adequate proportions
in whih we will impose that the resaled ow is around its typial value ν, and we will ontrol the
amount of uid that an irulate outside it (see gure 4). For that purpose, we onsider a funtion
h′ suh that
h′ : N→ N , h′ ≤ h , lim
n→∞
h′(n)
n
= 0 and lim
n→∞
h′(n)
lnn
= +∞ (then lim
n→∞
h′(n) = +∞) .
We dene the onstants
v =
(
α− β
ν − β
) 1
d−1
, k = ⌊vn⌋ , 0 < η ≤
ε
4
,
the set B′ and the orresponding event A
B′ = B((k, ..., k), h(n)) , A = {φB′ ≥ (ν − η)k
d−1 } .
For i ∈ N, 0 ≤ i ≤ (⌊h(n)/h′(n)⌋−1), we nally dene the sets Bi, Pi and Qi and the orresponding
events Ai, Ei and Fi, and the global events E and F as follows
Bi = B
′ ∩
(
R
d−1×]ih′(n), (i + 1)h′(n)]
)
,
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Pi = (B rB
′) ∩ (Zd−1 × {
1
2
+ ih′(n)}) ,
Qi =
d−1⋃
j=1
(
[0, k]j−1 × {k +
1
2
} × [0, k]d−1−j×]ih′(n), (i+ 1)h′(n)]
)
,
Ai = {φBi ≤ (ν + η)k
d−1 } ,
Ei = { all the (n
d−1 − kd−1) vertical edges e of B rB′ that intersect Pi satisfy t(e) ≤ β + η } ,
E =
⋂
i
Ei ,
Fi = { all the (d− 1)h
′(n)kd−2 horizontal edges e that intersect Qi satisfy t(e) ≤ β + η } ,
F =
⋂
i
Fi .
Fix n0 ∈ N suh that
∀n ≥ n0 (d− 1)(β + η)
h′(n)
n
≤
ε
8
and
∣∣∣∣⌊vn⌋d−1nd−1 − vd−1
∣∣∣∣ ≤ ε8 .
On one hand, on the event A, we have for n ≥ n0
φB ≥ n
d−1(ν − η)
⌊vn⌋d−1
nd−1
+ βnd−1
(
1−
⌊vn⌋d−1
nd−1
)
≥ nd−1
(
νvd−1 + β(1− vd−1)− 2
ε
8
−
ε
4
)
> nd−1(α− ε) .
Here the term βnd−1(1 − ⌊vn⌋d−1/nd−1) is the minimal amount of uid that rosses B r B′ from
its bottom to its top beause the apaity of an edge annot be smaller than β, by denition of β.
On the other hand, if for some i in {0, ..., (⌊ h(n)h′(n)⌋ − 1)} the event Ai ∩Ei ∩ Fi ours then we have
∀n ≥ n0 φB ≤ n
d−1
(
(ν + η)
⌊vn⌋d−1
nd−1
+ (β + η)
(
1−
⌊vn⌋d−1
nd−1
+ (d− 1)
⌊vn⌋h′(n)
nd−1
))
≤ nd−1
(
α+ 2
ε
8
+ 2
ε
4
+
ε
8
)
< nd−1(α+ ε) .
We obtain then that
∀n ≥ n0 P
[
1
nd−1
φB ∈]α− ε, α+ ε[
]
≥ P
[
A ∩
(⋃
i
Ai ∩ Ei ∩ Fi
)]
≥ P[E]× P[F ]× P
[
A ∩
(⋃
i
Ai
)]
.
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Now we know that
P[E] = sβ(η)
(nd−1−kd−1)⌊
h(n)
h′(n)
⌋
and
P[F ] = sβ(η)
(d−1)kd−2⌊
h(n)
h′(n)
⌋h′(n)
,
so
lim
n→∞
1
nd−1h(n)
lnP[E] = lim
n→∞
1
nd−1h(n)
lnP[F ] = 0 .
Moreover we have
P [A ∩ (∪iAi)] ≥ P[A]− P [∩iA
c
i ]
≥ P[A]− P[Ac0]
⌊
h(n)
h′(n)
⌋
≥ P
[
φkd−1,h(n)
kd−1
≥ ν − η
]
− P
[
φkd−1,h′(n)
kd−1
≥ ν + η
]⌊ h(n)
h′(n)
⌋
,
whih leads, thanks to our previous study about ψ, to
lim
n→∞
1
nd−1h(n)
lnP [A ∩ (∪iAi)] = 0 .
We onlude that
lim
n→∞
1
nd−1h(n)
lnP
[
φnd−1,h(n)
nd−1
∈]α− ε, α+ ε[
]
≥ 0 = −ψ(α) .
This ends the proof of the lower bound.
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