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The purpose of this paper is to explore the equivalence between the abelian 
subgroups of F(n), the “diagonal” extra-special Z&group of the compact, simple, 
simply-connected Lie group Spin(n), and the self-orthogonal linear binary codes 
of algebraic coding theory. In particular, the basic abstract structure theory of 
the abehan subgroups of p(n) is reflected in the distinction between ordinary 
self-orthogonal codes and even self-orthogonal codes. Work of Quillen on the 
equivariant cohomology of Spin(n) affects the classification of even self-orthogonal 
codes. 0 1989 Academic Press, Inc. 
INTRODUCTION 
This paper is a report on the equivalence between the abelian 2-sub- 
groups of V(H), the “diagonal” extra-special 2-group in the compact, 
simple, simply-connected Lie group Spin(n), and the self-orthogonal linear 
binary codes of block length n of algebraic coding theory. The realization 
that these two classes of objects are the same is (apparently) new. It is 
hoped that by exhibiting various results in the group theory and the 
algebraic topology of Spin(n), a deeper understanding of the coding theory 
will result. 
We outline the contents of the paper. In Section 1, basic properties of 
Spin(n), the extra-special 2-group v, and the abelian subgroups of a are 
described. These abelian subgroups as well as the elementary abelian 
2-groups are understood in terms of certain bilinear and quadratic forms, 
respectively. These forms provide the link to coding theory. 
In Section 2, the basic vocabulary of binary linear coding theory is 
presented, with particular emphasis on self-orthogonal codes. The equiv- 
alence of abelian 2-subgroups of v and self-orthogonal codes is proven. 
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In Section 3, the abstract structure theory of the maximal abelian and 
elementary abelian 2-subgroups of v is presented, including a description 
of the orders of such groups. This structure theory gives new proofs to 
some well-known propositions in coding theory, as well as providing a 
framework in which to organize the results. 
In Section 4, various results of Bore1 and Quillen from algebraic topol- 
ogy relevant to elementary abelian p-groups are reviewed. 
Finally, in Section 5, the classification of conjugacy classes in Spin(n) is 
reduced to that in v((n), the classification itself (first due to Piess) is 
summarized, and the various topological theorems from Section 4 are 
illustrated. 
1. BASIC PROPERTIES OF Spin(n) 
The spinor groups Spin(n) are usually thought of as the simply- 
connected, universal covering groups for the special orthogonal groups 
SO(n), for n >, 3. This definition of Spin(n) will be made more precise 
below. We include details which allow us to make certain computations 
easily. 
A basic reference for much of what follows is Atiyah, et al. [2]. 
Let R” be equipped with a positive definite inner product (, ). The 
special orthogonal group 
SO(n) = {#: R” -+ KY: 4 linear, (4(x), i(y)) = (x, v), 
for all X, y E IV, det 4 = 1> 
is a compact, connected Lie group of dimension n(n- 1)/2. Fix an 
orthonormal basis e, , e2, . . . . e, of IR”. In terms of this basis, every element 
4 E SO(n) is expressible as an orthogonal matrix A of determinant 1. Let 
V= V(n) = (4 e SO(n): i(ei) = _+ej, i = 1,2, . . . . n}, (1-l) 
so that V= (diagonal matrices in SO(n)}. Every element of V has order 2, 
hence V is an elementary abelian 2-group: Vr (Z/2)“-i. 
It is well known that SO(n) is not simply-connected, for 12 z 2. In fact, 
7c,(SO(2)) 2 Z, and rc,(SO(n)) g Z/2, for n 2 3. The double-covering group 
of SO(n) is Spin(n), and we shall describe Spin(n) and the covering projec- 
tion to SO(n) via Clifford algebras. 
Let T(R”) = @ & T’(R”) = R 0 R” 0 (R” @ Rn) 0 + . . be the full tensor 
algebra of KY, and let I be the two-sided ideal of T(R”) generated by 
elements of the form x @ x + (x, x) 1, for x E R”. The Clifford algebra C, is 
defined to be the quotient algebra C, = T(R”)/I. Let Cz (resp. CA) be the 
image of the even tensors @ 2 ,, T*‘( R”) (resp. odd tensors 
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@ E0 T*‘+ ‘(R”)) in C,. It follows easily that C, z C”,O Ci and C:,C$ c 
CL+j (with superscripts taken mod 2). In particular, Cz is a subalgebra of 
C,. By using the orthonormal basis e,, e2, . . . . e, of R!“, one sees C, more 
concretely as the associative algebra with 1 over R generated by the e;s 
subject to the relations 
eiej + ejei = -26,. 
In particular, there is a natural inclusion of IR” in C,, and we can consider 
the unit sphere S”-’ of R” as a subset of C,. One verifies easily that every 
non-zero x E R” is a unit in C,, with x-’ = -x/(x, x}. 
Define Spin(n) to be the multiplicative subgroup of the group of units of 
C, generated by products of an even number of factors from S”- ‘. 
Spin(n) c Ci. Spin(n) acts on R” (as a subspace of C,) via Clifford multi- 
plication: if XE Spin(n) and y E R”, it-+ xyx-‘. It is well known that this 
action defines a 2-l surjective group homomorphism p: Spin(n) + SO(n), 
which is a universal covering homomorphism when n > 3. Ker p = ( & 1 }. 
Spin(n) is a compact, connected Lie group of dimension n(n - 1)/2, which 
is simple (n = 3, n 2 5) and simply-connected (n > 3). 
The rank of a compact Lie group is the dimension of a maximal torus. 
Spin(n) and SO(n) both have rank r= [n/2]. Using the orthonormal basis 
e, , e2,..., e, of R”, we see explicit examples of maximal tori as follows. One 
maximal torus in SO(n) is the product SO(2) x SO(2) x . . . x SO(2) of Y 
copies of SO(2). Call this the standard maximal torus of SO(n). 
For (0,) e2 ,..., ~,)ET’=S’XS’X . . . x S’ (r factors), the map 
(6, 3 02, .*., 0,) -+ (cos 8, + sin 8, e,e,)(cos 8, + sin B,e,e,) 
. ..(cosB.+sine,e,,_,e,,), (1.2) 
explicitly describes a maximal torus of Spin(n), which we shall refer to as 
the standard maximal torus of Spin(n). (Note that cos 8 + sin 8e,e2 E 
Spin(n), since cos 0 + sin 8e, e2 = (--OS Be, + sin 8e,) e2 is a product of an 
even number of factors from S-l.) The projection p: Spin(n) -+ SO(n) 
maps the standard maximal torus of Spin(n) onto the standard maximal 
torus of SO(n). Indeed, using that (cos 8 + since, e2)-’ = cos 0 - sin &, ez, 
one checks that cos 0 + sin I%, e2 acts on R” as follows: 
1 
cos 2&, + sin 2&,, k= 1, 
ek --) - sin 28e I + cos 2&, k = 2, 
ekp k# 1, 2. 
Products of subgroups of Spin groups play an important role in the 
description of maximal abelian and maximal elementary abelian 2-groups. 
We now explain the product construction. 
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Let N= I + Cf= I ni. The natural inclusion 
[w”’ x [w”Z x . . . j( R”P -.+ RN 
induces a map 
C”, x c,, x . ’ . x c, + c,, 
of Clifford algebras. This map is not injective since the scalars in each C,,i 
get mapped to the scalars of C,. 
On the level of Spin groups, we also get a map 
Spin(n,) x Spin(n,) x . . . x Spin(n,) 3 Spin(N). 
Again, the map is not injective: - 1 in each Spin(q) is identified with - 1 
in Spin(N). We denote the image subgroup in Spin(N) by Spin(n,). 
Spin(n,) . .‘. .Spin(n,). 
This product construction also applies to subgroups of Spin groups. This 
construction is the spinor analogue of direct product subgroups of matrix 
groups. 
Corresponding to the subgroup V of SO(n) will be a subgroup P of 
Spin(n). In order to define r, we introduce some notation and a lemma. If 
I is a subset of ( 1,2, . . . . n}, say I= (il < i2 < . . . < ik}, define 
We set e, = 1, if I is empty. 111 denotes the number of elements in the finite 
set I. The proof of the following lemma is left to the reader. 
LEMMA 1.3. (1) Let (I) be even. Then 
(2) Let [I( and IJI be even. Then 
eJefp if 1 In J( is even, eleJ = 
-eJeIp if IIn Jl is odd. 
(3) For III even, the action of fe, on R” is 
ek + 
{ 
ek? if k II, 
-eky if k E I. 
Define the subgroup p of Spin(n) as 
8= V(n) = { +e,: )I[ is even> c Spin(n). 
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It is easy to verify that v is a subgroup of Spin(n). Part (3) of Lemma 1.3 
implies that 8=p-l( V). p is an extra-special 2-group (for the definition, 
see Gorenstein [ll, p. 1831). 
Remark 1.4. One verifies easily that the center of Spin(n) equals p-l of 
the center of SO(n). When 12 is odd, the center of SO(n) is trivial, so that 
the center of Spin(n) is (i: 11. When n is even, the center of SO(n) is 
{km}, and the center of Spin(n) is {+l, fe,,...,). By Lemma 1.3, 
e, 2 _. n has order 2 when n z 0 mod 4, order 4 when ~1s 2 mod 4. Thus the 
center of Spin(n) is isomorphic to Z/2 when n is odd, to Z/2 0 Z/2 when 
n E 0 mod 4, and to Z/4 when n E 2 mod 4. 
In order to study the relationship between p and V more carefully, we 
follow an approach due to Quillen [17]. 
Because ker p = { + 1 }, we have an exact sequence of groups 
l-+2/2--‘-, BP- V---+ 1. (1.5) 
In (1.5), i is the inclusion i: Z/2 z { 1: l} -+ p, and p is the projection 
p: P-+ V. Since I/ is an elementary abelian 2-group, isomorphic to 
W2Y-‘, we shall consider V as an (n - 1 )-dimensional vector space over 
the field Z/2. 
As a group of diagonal matrices, V has elements which will be described 
by u = v,: the diagonal matrix with -1’s in positions i,, iz, . . . . ik, where 
I= (il<i,< ... < ik} has even order (and l’s in the other diagonal 
positions). If I is empty, v, is the identity matrix. Clearly, p( +e,) = u,. 
Define Q: V -+ Z/2 by 
Q(v,) = 4111 mod 2. (l.SP 
We shall show below that Q is a quadratic form. Associated to Q is a form 
B: Vx V-+ Z/2, 
B(u, w) = Q(u -i- w) - Q(u j i- Q(w). (1.7) 
LEMMA 1.8. (1) B(v,, vJ) s IIn JI mod 2, 
(2) B is a symmetric, alternating bilinear form, 
(3) Q is a quadratic form. 
Proof. Given a diagonal matrix VIE V, let q(u,) = 111 be the number of 
- l’s on the diagonal of ul. Since Vc SO(n), q(v,) is always even. For two 
elements uI, U=E V, u, + uJ is the matrix product of u1 and ziJ, and 
u~-toJ=u~, where L = (lu J) - (In J). We see that 
q(v,+v,)=q(u,)= IL1 = 1z\+ I./I -2lZnJI =q(v,)+q(u,)-2lInJJ. (1.9) 
Dividing by 2 and reducing mod 2 yields (1). 
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To prove the bilinearity of B, note that Ln K= [(ZuJ) - (ZnJ)] n K, 
so that LnK=[(ZnK)u(JnK)]-(ZnJnK), and ILnKi=[ZnK(+ 
JJnKI-21InJnKJ. Working mod 2 and using (l), we see that 
B(u, + v.r, VA = B(v,, UK) + B(v,, UK)- 
Once we notice that B(0, v) = Q(0) = 0, it is obvious that B is a 
symmetric, alternating (over Z/2!), bilinear form. Consequently, Q is a 
quadratic form. i 
A Z/2-subspace W of V (i.e., a subgroup in the usual matrix sense) is 
called Q-isotropic (resp. B-isotropic) if Q (resp. B) vanishes identically when 
restricted to W. 
LEMMA 1.10 (Quillen [17, p. 2041). (1) In the exact sequence (1.5), 
i(Q(x)) =X2, where pX = x, 
and 
i(B(x,y))=fjY+j+, where pX = x, p$ = y. 
(2) Zf W is a subspace of V, then p - ‘( W) is abelian (resp. elementary 
abelian) if and only if W is B-isotropic (resp. Q-isotropic). 
ProoJ: Part (1) is a re-phrasing of Lemma 1.3, while part (2) follows 
directly from part (1). 1 
Remarks. 1.11. The expression of abelian subgroups of r in terms of 
isotropic subspaces of V is the equivalence between abelian subgroups of F 
and self-orthogonal binary codes. More on this in the next section. 
1.12. The forms B and Q will be exploited to yield an abstract struc- 
ture theory for the abelian subgroups of v, in Section 3. 
2. BASIC PROPERTIES OF SELF-ORTHOGONAL BINARY CODES 
The main purpose of codes is to be able to recover the original content 
of a transmitted messsage by correcting errors that have entered the 
message during transmission. This capability is useful in maintaining the 
integrity of communication systems, computer networks, compact disk 
recordings, etc. A basic reference for much of what follows is MacWilliams 
and Sloane 1113). 
Let v’ be an m-dimensional vector space over the 2-element field Z/2. An 
[m, k]-linear binary code is a k-dimensional vector subspace W of V’. Fix 
a basis vl, v2, . . . . v, for V’. For x = C xiui, y = C yivi in V’, define the doz 
product x. y = C xiyi. The dot product is a non-degenerate symmetric 
bilinear form: V’ x V’ + i2/2. 
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Given an [m, k]-binary code WC V’, define the dual code W’ by 
WI is itself an Cm, m - k]-binary code. A binary code W is self-orthogonal 
(resp. self-dual) if WC W’ (resp. W= W’). Some authors use the terms 
weakly self-dual and (strictZy) self-dual, respectively. If W is a self-dual 
[m, k]-code, then k = m -k, and m is even. 
An important concept in coding theory is the weight of a code word. A 
word of a code W is an element of W. For a basis u1 , v2, . . . . v, of V’, as 
above, the weight of a word x E W is defined to be M(X) = ] (i: xi # O> / = 
the number of non-zero coefficients in the expression of x in terms of the 
basis. Note that wt(x) E x . x mod 2. In a self-orthogonal code, every word 
has even weight. In the case where every word of a self-orthogonal code has 
weight divisible by 4, we say the code is even. (Some authors refer to such 
codes as doubly-even.) 
We are now in position to show the equivalence of self-orthogonal codes 
and abelian subgroups of VC Spin(n). Let V’ = V’(n) = (diagonal matrices 
in O(n)), with basis vi, v2, . . . . v,, where zli = vii) is the diagonal matrix with 
- 1 in position i, l’s elsewhere on the diagonal. The dot product is defined 
with respect to this basis. V’ z (Z/2)” is an n-dimensional vector space over 
Z/2, and Vc V’. 
THEOREM 2.1. (1) There is a l-l correspondence between the abelian 
subgroups of rc Spin(n) which contain - 1 and the self-orthogonal binary 
linear codes in V’(n). 
(2) There is a l-l correspondence between the elementary abelian 
2-subgroups of PC Spin(n) which contain - 1 and the even self-orthagonal 
binary linear codes in V’(n). 
Proof. In terms of the dot product of V’(n), V(n) = (XE V’(n): 
x . x = 0 ). Thus any self-orthogonal code W in V’ is contained in K 
Next, one notices that the dot product of V’, when restricted to V, is the 
same as the bilinear form B on V of (1.7). Then part (2) of Lemma 1.10 
provides the l-l correspondences claimed by the theorem, once we note 
that Q(v) = 0 if and only if wt(u) is divisible by 4. 1 
3. ABSTRACT STRUCTURE OF MAXIMAL ABELIAN SUBGROUPS OF P 
In this section we prove theorems describing the orders of maximal 
abelian or elementary abelian 2-subgroups of P in Spin(n). In addition, we 
describe the possible abstract isomorphism types of maximal abelian 
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subgroups, showing that there are at most two such isomorphism types. 
Much is owed to the work of Quillen [17]. 
We include some background on bilinear and quadratic forms. We shall 
first introduce a general concept and then immediately apply it to the 
examples coming from Spin(n) in (1.6) and (1.7). Let 
VO=(xEI/:B(x,y)=O,forally~Y}. (3.1) 
B is non-degenerate if V, = (0 >, and degenerate otherwise. If B is alternat- 
ing as well as nondegenerate, then dim V is even (the existence of a 
“symplectic basis”: see Dieudonne [lo, I, Sect. 81). 
In our setting from (1.6) and (1.7), V= {diagonal matrices in SO(n)) is 
an (n - 1)-dimensional vector space over Z/2, and B is alternating. If n is 
even, B is necessarily degenerate. It is easy to verify that 
(3.2) 
(Here, (v) indicates the subspace spanned by v.) 
Of importance to us is the following theorem of Witt [19]. (See also 
Dieudonne [ 10, p. 211.) 
THEOREM 3.3. Suppose B is a non-degenerate symmetric bilinear form on 
a finite-dimensional vector space V over Z/2. Suppose W is a subspace of V, 
and suppose 4: W + V is an injective linear transformation which preserves 
B, i.e., B(qS(x), b(y)) = B(x, y), for all x, y E W. Then 4 extends to an 
isomorphism of V preserving B. 
COROLLARY 3.4. Any two maximal abelian subgroups of BC Spin(n) 
have the same order. 
ProoJ: A maximal abelian subgroup @ of P is of the form 
@=p-‘( W), where W is a maximal B-isotropic subspace of V, by Lemma 
1.10. It suffices to show that any two maximal B-isotropic subspaces of V 
have the same dimension. 
If B is non-degenerate, the result follows directly from Witt’s theorem. 
Indeed, if dim W< dim w’, let 4: W -+ w’ be any injective linear transfor- 
mation. Because W and w’ are both B-isotropic, 4 preserves B. By Witt’s 
theorem, 4 extends to an isomorphism of V which preserves B. Let 
Z = &‘( FV’). Z is a B-isotropic subspace which contains W. W is maximal, 
so that W = Z. Then dim W = dim Z = dim JV. 
If B is degenerate, consider the induced (non-degenerate) bilinear form 
i? on V/V,, and lift the result back to V. This works because V,, is 
contained in every maximal B-isotropic subspace of V. 1 
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There are parallel results for Q-isotropic subspaces of V and maximal 
elementary abelian Z-groups in l? We refer to elementary abelian Z-groups 
as Z/Ztori. So a Z/Ztorus is just a product of r copies of Z/2, where r is 
called the rank of the P/Ztorus. 
For a quadratic form Q on V, a finite dimensional vector space over Z/2, 
let q = dim(ker(Ql ,,,)), where V,, is as in (3.1), with B being the bilinear 
form associated to Q, as in (1.7). If q = 0, Q is non-degenerate. When Q is 
non-degenerate, let d = dim I’, - q = dim I/,. d is the defect of Q, and Q is 
defective, if d > 0. 
In our example (1.6) of Q on V= {diagonal matrices in SO(n)}, V, was 
given in (3.2). Thus, Q is non-degenerate and non-defective, if n is odd. 
When n is even, we have 
q(v,,....)~n/ZmodZ= 
ifnrZmod4, 
, ifnsOmod4. 
(3.5) 
We see that Q is non-degenerate but defective, if n = 2 mod 4; Q is 
degenerate, if n 5 0 mod 4. 
Remark. Equations (3.2) and (3.5) reflect the structure of the center of 
Spin(n), described in Remark 1.4. Whether e, 2 .._ n is in the center is 
detected by (3.2). When e, 2 n is in the center, its order is detected 
by (3.5). 
The following generalization of Witt’s theorem was proven by Arf [ 1 ] 
(see also: Chevalley [8, p. 161 and Dieudonne [lo, p. 351). 
THEOREM 3.6. Assume Q is non-degenerate and non-defective. If 4 is 
an injective linear transformation from a subspace W of V into V which 
preserves Q (i.e., (2(4(w)) = Q(w), f or all w E W), then 4 extends to cm 
isomorphism of V which preserves Q. 
COROLLARY 3.7. Any two maximal Z/Ztori in PC Spin(n) have the 
same order. 
Proof. A maximal Z/Ztorus A” of p is of the form A” = p- ‘(A), where 
A is a maximal Q-isotropic subspace of V, by Lemma 1.10. It is sufficient 
to show that any two maximal Q-isotropic subspaces of V have the same 
dimension. 
When n is odd, Arf’s Theorem 3.6 applies directly. 
When n = 0 mod 4, Q is degenerate. Let V, = {x E V,: Q(x) = O> and 
note that V, = V,,, here. If p is the induced quadratic form on V/V,, one 
checks easily that & is nondegenerate and non-defective. One can apply 
Arf’s theorem on V/V,, and then lift the result to V. (Iv, is contained in 
every maximal Q-isotropic subspace.) 
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Finally, when n = 2 mod 4, so that Q is non-degenerate, but defective, we 
use an observation of Quillen [17, p. 2001. By mapping 
WHw=W+VO and W’t+ W= ker(Q) w’), 
there is a l-l correspondence between maximal Q-isotropic subspaces W of 
V and maxima1 B-isotropic subspaces W’ of V. The result then follows 
from Corollary 3.4. a 
By Corollaries 3.4 and 3.7, we know that the order of a maximal abelian 
subgroup in r or of a maximal Z/2-torus in P is a well-defined number. To 
determine those orders, we shall now introduce some examples. We 
generally follow the notation of Pless and Sloane [16]. 
EXAMPLE 3.8. For k32, dzk c v(2k) is by definition the subgroup 
generated by -1, e1234, e3456p e56?8? . . . . e2k-32k-22k--12k. By conven- 
tion, d2 = { + 1). 
LEMMA 3.9. (1) d2k is a Z/2-torus of rank k and order 2k. 
(2) Consider dzk as a subgroup of v(2k + I), l> 0. Assume k > 3. If 
e, E r(2k + I) centralizes d2k, then, module multiplication by an element of 
d2k, eL. satisfies 
a or 
L i-7 { 1, 2, . ..) 2k) = (~P-L~P}, for somep, 1 dp d k, or 
i al, az, .-., akh where cli = 2i - 1 or 2i, 16 i < k. 
(3) d2k is a maximal Z/2-torus in @2k), for k z 1, 2, 3 mod 4, and a 
maximal Z/2-torus in v(2k + 1 ), for k z 1,2 mod 4. 
ProoJ (1) By Lemma 1.3, all the generators of d2k listed in (3.8) com- 
mute, so d2k is an abelian group. In order for dzk to be a H/2-torus, every 
element must have order 2. By Lemma 1.3, it suffices to show that 
(II E 0 mod 4, whenever e, E d2k. This follows at once from (1.9), where 
Jln JJ is even, since e, and e, commute (Lemma 1.3, again). d2k has k 
generators (clearly independent), so its rank is k, and its order is 2k. 
(2) & contains all elements of the form e2p-12p2q-122q, 
l<p<q,<k. If, for some ldp<q<k, (2i-1,2p,2q-l,2q}cL, set 
L’ = L - (2p - 1,2p, 2q - 1,2q}. Then eL’ = eL e,,- 1 2p 2q- 1 2y is congruent 
t0 e, mod dzk, and L’ does not contain (2p - 1,2p, 2q - 1,2q}. In this 
way, we may assume (mod d2k) that L satisfies 
{2p-1,2p, 2q- 1,2q} d L, for all 1 <p<q<k. (3.10) 
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In order for eL to commute with ezp- I 2p2q- 1 2g~ dzk, we need 
a pq:=I~~{2p-1,2P,24-1,24}l even, by Lemma 1.3. By (3.10), up4 # 4, 
so UPY = 0 or 2. We examine three cases. 
Case 1. Foreveryl<p<q~k,a,,=O.ThenLn(1,2,3,...,2k)=~. 
Case 2. There exist 1 <p < q < k, 1 < r < s < k, such that aPv = 2 and 
a,=O. If r=p or q, say r=q, then Ln(2p-I,2p,2q-l,2qj= 
(2p - 1,2p). For any t #p, we have apt = 2, so that L n ( 1,2, . . . . 2k) = 
{2p - 1, 2p]. If r fp, q, we still have apr, aqr equaling 0 or 2. This forces 
Ln{2p-1,2p,2q-1,2q} to equal either {2p-1,2p) or {2q-1,2qj, 
say (2p - 1,2p). (L n (2p - 1,2p, 2q - 1,2q} equaling, say, (Zp, 2q), 
would yield up’ = ayr = 1.) As in the r = q case, we conclude that L n 
(1, 2, . . . . 2k) = (2p - 1,2p}. 
Case 3. For every 1 <p < q d k, aPq = 2. Suppose, for some 1 dp < q < k, 
we have L n {2p- 1,2p, 2q- 1,2q} equaling (2p- 1,2p} or (2q- 1,2q), 
say (2p - 1,2p}. Take any r fp, q. Since aqr = 2, we have L n (2q - 1,2q, 
2r- 1,2r) = (2r- 1,2r). Then upr= 4, a contradiction. Thus, for every 
1 <p<q<k, we have Ln {2p- 1,2p, 2q- 1,2qj = (a,, o/~}, where aj 
equals either 2i - 1 or 2i. It follows that L n ( 1, 2, . . . . 2k) = { ctl, cc*, . . . . c+ >. 
(3) To prove that d,, is maximal as a Z/2-torus, we must show that 
every element eL E r of order 2 (so IL1 50 mod 4, by Lemma 1.3) which 
centralizes dzk, is actually contained in dzk. 
First, we consider the situation of dzk c @2k), and suppose eL is an 
element of r(2k), as above. Part (2) applies, with Lc (1, 2, . . . . 2k), so L 
equals 0, (2p - 1,2p), or (ai, cz2, . . . . +) (mod dzk), as above. If L = a, 
eL= 1 tzdzk. Since 1 LJ - mod 4, the case L = (2p - 1,2p > is impossible. 
When L={olI,cx2 ,..., cc,}, ILI=k. B y h ypothesis, k E 1, 2, 3 mod 4, so 
again 1151 = 0 mod 4 is impossible. Thus eL, E d2k. 
Second, we consider the situation of dlk c v(2k + 1 ), and suppose eL is 
an element of 1’(2k + 1 ), as above. If 2k + 1 $ L, eL E dzk, by the previous 
case. Now assume 2k + 1 E L, and apply part (2). If L n (1, 2, . . . . 2k I= 0, 
then L=(2k+l) does not satisfy [L[zOmod4. If Ln{1,2,...,2k)= 
(2p - 1, 2p >, then 1 L( = 3 again fails to satisfy 1 Ll z 0 mod 4. Finally, if 
Ln (1, 2, . . . . 2k) = {or,, tx2, . . . . a,], then (L( =k+ 1. By hypothesis, kzz I, 
2 mod 4, so again I LJ E 0 mod 4 is impossible. b 
Remarks. 3.11. Lemma 3.9(3) provides examples of maximal Z/Ztori in 
r(n), for IZ E 2, 3,4, 5, 6 mod 8. The remaining cases are addressed in the 
examples below. 
3.12. It will be important to distinguish between maximal H/2-tori 
and maximal abelian subgroups in v. A maximal abelian subgroup may be 
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a Z/2-torus, in which case it is a maximal Z/2-torus. But a maximal 
Z/2-torus may fail to be maximal as an abelian subgroup. 
EXAMPLES. 3.13. For k 2 1, define d&c @2k) to be the subgroup 
generated by dzk and e, 2. d& is not a Z/2-torus, since e: 2 = -1, by Lemma 
1.3. 
3.14. For k B 1, define ESk c 8(8k) to be the subgroup generated by 
d,, and e l357...8k-1. 
3.15. For k > 1, define Esk- r c v(8k - 1) to be the subgroup 
generated by dsk--2 and er3,7...8k-1. 
3.16. Define GZ4 c v(24) to be the subgroup generated by 
-1, e 12345811 13~ e2345691214, e34567101315v e45678111416y e56789121517? 
e6 7 8 9 10 13 16 187 ’ e 7891011141719~ e89101112151820~ ~910111213161921~ 
e1011121314172022~ e1112131415182123~ e1213141516192224~ This is the extended 
Golay code. See MacWilliams and Sloane [13, p. 651 and Pless and Sloane 
[16, p. 315-J. 
PROPOSITION 3.17. (1) d;k is an abelian subgroup of r(2k) of order 2kf1. 
For all k > 1, d;k is a maximal abelian subgroup of both v(2k) and 
r(2k + 1). 
(2) EEsk is a Z/2-torus of rank 4k + 1 and order 24k+ ‘, For all k > 1, 
Esk is a maximal Z/2-torus and a maximal abelian subgroup in both r(8k) 
and &8k + 1). Moreover, E,, is a maximal Z/2-torus in r(8k+ 2) and 
F(8k + 3). 
(3) Esk- 1 is a h/2-torus of rank 4k and order 24k. For all k 2 1, Esk- 1 
is a maximal U/2-torus and a maximal abelian subgroup in r(8k - 1). 
(4) G24 is a Z/Ztorus of rank 13 and order 213 which is a maximal 
Z/2-torus and a maximal abelian subgroup of r(24). 
Proof: (1) That d;k is abelian follows from Lemma 1.3, and it is easy to 
see that d2k has index 2 in d;k. To prove that dzk is a maximal abelian sub- 
group of v(2k) and r(2k + l), we shall apply Lemma 3.9. 
Let eL, E r (so IL1 even) centralize dik. In particular, eL centralizes 
d2kCd2k. Then, by Lemma 3.9(2), L n (1, 2, . . . . 2k) equals 0, 
(2p - 1,2p>, or {a,, a*, . . . . cr,>, mod dzk. In the first case, eLE d,,. In the 
second case, eL E d;k (since ezp- 1 + = e1 2 e, 22p- I 2p E: d&). In the third case, 
1 @ 1, Q, ‘V-T ak) n (1,2) = (al). But then eL does not commute with e, 2, 
contradicting the hypothesis of eL. centralizing dzk. 
(2) The new generator e, = e, 3 5 7 ...8k- I has 111 = 4k, so that e: = 1, 
and e, centralizes d8k, by Lemma 3.9(2). Thus Esk is a Z/2-torus. 
Now consider Egk as a subgroup of v= @8k + m), m = 0, 1, 2, 3. Let 
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e,E~centralize&(IL( evenform=O, 1; lLI=Omod4,form=2, 3). In 
particular, eL centralizes dsk c Esk. By Lemma 3.9, L n (1, 2, . . . . 8k) equals 
$3, (2~ - 1,2p), or (ai, c(~, . . . . c+), mod dsk. In this first case, eL, E da*, by 
size considerations. The second case is impossible, since In (2~ - 1,2p) = 
{2p - l}, so that e, and eL do not commute. The third case is more 
intricate. Because e, and eL commute, we have I{ 1, 3, 5, 7, . . . . 8k - 1 } n 
t Xl, %, . . . . Q}I even. This says that an even number of the CX’S are odd 
integers. Since there are an even number of the a’s to begin with (4k of 
them), an even number of the Cos are even integers, too. 
We claim that eleL E dSk. (This will then imply eL E Esk, as desired.) Let 
eM=eleL, where M=IvL-InL. By (1.9), IA41 is even, when m=O, 1; 
/MI 5 0 mod 4, when m = 2,3. For every 16 j< 4k, we now claim 
Mn {2j- 1, 2j) equals 0 or {2j- 1, 2j). Indeed, if aj = Zj- 1, then 
2j$IuL and 2j-lEInL, so that Mn{2j-1,2j)=@. If xj=2j, 
then 2j- 1 E 1, 2jE L, and neither is in the intersection, so that 
Mn {2j- 1,2j) = {2j- 1,2j). Since an even number of the a’s are even, 
A4 n {I, 2, . . . . 8k) = { 2m, - 1,2m,, 2m, - 1,2m,, . . . . 2m, - 1,2m,), where s 
is even. When m = 1, can 8k + 1 EM? If so, IA41 = 2s + 1 would be odd, a 
contradiction. When m = 2,3, can M r‘l (Sk + 1, 8k + 2,8k $3) # @? If so, 
(Ml satisfies 2s -t 1~ (Ml < 2s + 3. Since s is even, this contradicts l&f/ EE 
0 mod 4. In all cases we have M = { 2m, - 1, 2m,, 2m, - 1, 2m2, . . . . 2m, - 1, 
24. eM E dsk, since eM = ~2m,-12m,2m~~12m~~~~~2m,_i-12m,_12m,-12m,~ 
s being even. 
For m = 0, 1, this proves that Esk is maximal abelian, hence a maximal 
Z/2-torus as well (3.12). For m = 2, 3, E,, is a maximal Z/2-torus. 
(3) The argument is similar to part (2). The appropriate changes in 
the third case are as follows. L n ( 1,2, . . . . 8k - 2) = {al, a2, . . . . CQ- 1 >. 
Since IL1 is even, it follows that 8k - 1 EL. Iln Ll even then implies that 
an odd number of the CI’S are odd integers. Since the total number of the 
E’S (4k- 1) is now odd, we again conclude that an even number of the a’s 
are even integers. Once we note that Sk - 1 E In L, so that 8k - 14 M, the 
rest of the argument will proceed as above. 
(4) Using Lemma 1.3, one just checks that the generators commute 
and are of order 2. By order considerations (Corollaries 3.4 and 3.71, G24 
is maximal, since it is the same size as E,,. [ 
THEOREM 3.18. If A is a maximal Z/2-torus in vc Spin(n), then 
rank@ I= r2 = 
[n/21 + 1, n=O, 1,7mod8, 
Cn,2,, n s 2, 3,4, $6 mod 8. 
([x] is the greatest integer <x.) 
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ProoJ By Corollary 3.7, every maximal Z/2-torus of v has the same 
rank. For IZ G 2, 3, 4, 5, 6 mod 8, the appropriate dzk of (3.8) is a maximal 
Z/2-torus of rank k = [n/2]. When n = 0, 1, 7 mod 8, the appropriate 
Esk, Egk-- of (3.14) or (3.15) is a maximal Z/2-torus of rank 4k+ 1 or 4k, 
which equal [n/2] + 1, in either case. 
For another approach, refer to Quillen [17], especially Table (6.2). In 
Quillen’s notation, r2 = IZ - h. See, also, Chen and Nagano [7]. 1 
THEOREM 3.19. Zf A is a maximal abelian subgroup of rc Spin(n), then 
the order of A is 2q, where q = [n/2] + 1. 
ProoJ: By Corollary 3.4, every maximal abelian subgroup of p has the 
same order. In (3.13), if we set k = [n/2], then d& is a maximal abelian 
subgroup of r(‘(n) of order 2k+ ’ = 2q. 1 
We now describe the abstract isomorphism types of maximal abelian 
subgroups of vc Spin(n). 
THEOREM 3.20. Suppose A is a maximal abelian subgroup of 
PC Spin(n). 
(1) If n = 0, 1, 7 mod 8, then A is isomorphic to 
(z/2)‘* or (z/4)0 (z/2)‘*-‘, where r2 = [n/2] + 1. 
(2) rf n z 2, 3, 4, 5, 6 mod 8, then A is isomorphic to 
(Z/4) 0 W2)“- l, where r2 = [n/2]. 
ProoJ Lemma 1.3(l) says that every element of P has order 1, 2, or 4. 
Thus any abelian subgroup of r is isomorphic to (Z/4)P@ (H/2)q, by the 
fundamental theorem of finite abelian groups. In addition, Lemma 1,3(l) 
says that any element of order 4 has square equal to - 1. This forces p < 1. 
Thus any maximal abelian subgroup of P is isomorphic to (h/2)q or to 
(Z/4) 0 W)‘. 
To analyze q and t, let r2 equal the rank of a maximal E/2-torus in r, 
which is given in Theorem 3.18. Also recall Remark 3.12 contrasting 
maximal Z/2-tori and maximal abelian subgroups. If a maximal abelian 
subgroup is isomorphic to (Z/2)4, it is a maximal Z/2-torus, and q= r2. 
Now suppose a maximal abelian subgroup is isomorphic to Z/4@ (H/2)‘. 
Since every maximal Z/2-torus is contained in a maximal abelian subgroup, 
Corollary 3.4 implies that r2 ,< t + 2. In addition, (Z/4) 0 (H/2)’ contains 
(Z/2)@ (Z/2)‘, a E/2-torus. By definition of r2, we have t + 1~ r2. Thus 
t = r2 k 2 or t = r2 - 1. We consider these two cases. 
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Case 1. t = r2 - 2. Every maximal abelian subgroup is isomorphic to 
either 
(Z/2)‘* or (Z/4)0 (Z/2)‘? 
Note, in this case, that every maximal Z/2-torus is a maximal abelian 
subgroup. 
Case 2. t = r2 - 1. In this case, the order of a maximal abelian subgroup 
is 2’2 f r. Any Z/Ztorus has order d 2r2, so no Z/2-torus can be a maximal 
abelian subgroup. Every maximal abelian subgroup is isomorphic to 
(Z/4)@ (Z/2)r2- l. 
Which cases occur for various dimensions? For n z 2, 3, 4, 5, 6 mod 8, 
the maximal Z/Ztorus d2,+ of (3.8) is not a maximal abelian subgroup, since 
it is properly contained in d2k of (3.13). Thus Case 2 applies in these dimen- 
sions. For n ~0, 1, 7 mod 8, E,,, Esk-r of (3.14), (3.15) are maximal 
Z/2-tori which are also maximal abelian subgroups. This only occurs in 
Case 1. 1 
Remarks. 3.21. In Case 1, n = 0, 1, 7 mod 8, the example &, given for 
Case 2 above, provides an example of a maximal abelian subgroup in p of 
type (Z/4) @ (Z/2)‘*- *. Thus both isomorphism types actually occur in 
Case 1. 
3.22. Every abelian subgroup of P is a 2-group of the form 
(Z/4)P @ (Z/2)q for p = 0 or 1. The even self-orthogonal codes correspond to 
the elementary abelian subgroups (p = 0), while the more general self- 
orthogonal codes also include the p = 1 types. 
3.23. In coding theory, one works in Vc SO(n), so that the ranks of 
subgroups (or, equivalently, dimensions of Z/2-subspaces) are smaller by 1. 
To summarize: 
Maximal B-isotropic subspaces c V(n) c SO(n) (self-orthogonal codes) 
have dimension [n/2]. Maximal Q-isotropic subspaces c V(n) c SO(n) 
(even self-orthogonal codes) have dimension [n/2], if n 5 0, $7 mod 8; 
dimension [n/2] - 1, if n = 2, 3, 4, 5, 6 mod 8. 
Remember that dim V’(n) = n, and if W is a subspace of V of dimension 
k, then dim WI = n - k. In order that W= u/l, it is necessary that 
k= n- k, or that k = n/2. In order for self-dzlal codes to exist, we need 
[n/2] = n/2, which happens when n is even. To obtain men self-dual codes. 
we need 
nr0, 1,7mod8, 
n = 2, 3,4, 5, 6 mod 8. 
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Clearly, only n E 0 mod 8 is possible. Thus we have 
COROLLARY 3.24. If W is an even self-dual code of length n, then 
nGOmod8. 
4. RESULTS FROM ALGEBRAIC TOPOLOGY 
In this section we review several results from algebraic topology which 
affect the classification of Z/2-tori in Spin(n), hence, also, the classification 
of even self-orthogonal codes. 
We begin with a few general remarks. Let G be a compact, connected Lie 
group. The maximal tori of G are the maximal connected abelian subgroups 
of G, and all maximal tori are conjugate. Furthermore, a maximal torus is 
a maximal abelian subgroup. Among the classical groups, if G is U(n), 
SU(n), or Sp(n), every abelian subgroup of G can be simultaneously 
diagonalized. In these cases, the maximal abelian subgroups are the maxi- 
mal tori, and the maximal Z/2-tori are just the points of order 2 in the 
maximal tori. 
It is possible for there to exist maximal abelian subgroups of G which are 
not contained in maximal tori. The classical groups SO(n) or Spin(n) 
provide examples. Indeed, the subgroup V of diagonal matrices in SO(n) 
(1.1) is a Z/2-torus which is not contained in a maximal torus (n b 3). In 
addition, V is a maximal abelian subgroup of SO(n). The examples EXR, 
E Sk-l of (3.14), (3.15) are Z/Ztori in Spin(n) which are not contained in 
a maximal torus. 
Prior to explaining the relationship between Z/2-tori which are not con- 
tained in maximal tori and the algebraic topology of Spin(n), we introduce 
some general terminology dealing with Z/p-tori in compact Lie groups. 
Let G be a compact, connected Lie group. For p prime, we denote Z/pZ 
by Z/p, the cyclic group of order p. A Z/p-torus is an elementary abelian 
p-group, i.e., a product of copies of Z/p. The number of factors of Z/p in 
a Z/p-torus is called its rank or its p-rank. Recall that the rank of G is the 
dimension of a maximal torus T in G. Bore1 and Serre [6] define the 
p-rank rP of G by 
rP =p-rank(G) = sup{p = rank(A): A is a Z/p-torus in G). 
Of course, we are always assuming that a %/p-torus is a subgroup of G. 
(Chen and Nagano [7] have extended certain results to general symmetric 
spaces.) 
Since a torus T of dimension k always contains a Z/p-torus of rank k, we 
see that rank(G) <r,(G). Bore1 and Serre [6, Proposition 61 showed that 
rank(G) <r,(G) < 
2 rank(G), ifp=2, 
f rank(G), ifp > 2, 
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and that rank(G) = r,(G), if p does not divide the order of the Weyl group 
of G. Recently, Bore1 [S] has shown that r,(G) = rank(G), for p an odd 
prime. 
If G = U(n), SU(n), or Sp(n), there is simultaneous diagonalization of 
abelian subgroups, so any Z/p-torus is contained in a maximal torus. For 
these G’s, we have rank(G) = p-rank( G). 
For G =0(n) or SO(n), there is a real version of simultaneous 
“diagonalization” into a certain block normal form. This is enough to allow 
one to prove directly that rank(G) =p-rank(G), for p > 2. The prime p = 2 
causes trouble. The subgroup I/ of diagonal matrices in O(n) or SO(n) is 
naturally a maximal Z/2-torus, whose 2-rank (n or n - 1, respectively) is 
strictly greater than the rank [n/2] of G (assuming n > 2). 
The topological explanation of this phenomenon is provided by 
THEOREM 4.1 (Bore1 [4, Theorem 4.51). Let G be a compact, connected 
Lie group, and let p be prime. Let BG be the classifying space of G. The 
following four conditions are equivalent: 
(1) H*(G; Z) has no p-torsion, 
(2) H*(BG; Z) has no p-torsion, 
(3) every Z/p-torus is contained in a maximal torus, 
(4) every Z/p-torus of p-rank < 3 is contained in a maximal torus. 
In addition, for simple, simply-connected Lie groups, Bore1 determined 
the primes p for which there is p-torsion. 
THEOREM 4.2 (Bore1 [4, Theorem 2.51). Suppose that G is a compact, 
connected, simply-connected, simple Lie group, and that p is prime. Then 
H*(G; Z) has p-torsion in exactly the following cases: 
p = 2: G = Spin(n) (na 7), G,, F4, E6, E,, E,; 
p=3: G=F,, Ee, E,, E,; 
p=5:G=E 8’ 
We now concentrate on the case G = Spin(n), n >, 7. By Borel’s theorems, 
there is a Z/2-torus A in G = Spin(n) which is not contained in a maximal 
torus. This can happen in one of two ways. The first way in which a 
Z//Ztorus can fail to be contained in a maximal torus is for the 2-rank r2 
of Spin(n) to be strictly larger than the rank of Spin(n). This occurs when 
n = 0, 1, 7 mod 8, by Theorem 3.18. Remember that the rank of Spin(n) is 
CGI. 
Recall that a maximal torus of dimension r always contains a E/Ztorus of 
2-rank r, namely, its subgroup of points of order 2. All Z/Ztori of this type 
294 JAYA.WOOD 
are conjugate, because all maximal tori are conjugate. The second way in 
which a Z/2-torus can fail to be contained in a maximal torus (even when 
r2 = rank(G)) is for there to exist two distinct conjugacy classes of maximal 
Z/2-tori. In Spin(n), this occurs, in fact, for all n 2 10. For example, d,, of 
(3.8) and E, of (3.14) are nonconjugate Z/Ztori of rank 5 in Spin(l0). 
Bore1 was the first to observe these examples [4, Section 6.31. 
To illustrate that Spin(n) contains at least two distinct conjugacy classes 
of maximal Z/Ztori, provided n > 10, we include some more examples. The 
product construction was introduced in Section 1. 
EXAMPLES. 4.3. In v(8k + 4), let Esk . d4 be the subgroup generated by 
4, of (3.l4) and +k+18k+28k+38k+4. 
4.4. In 8( 8k + 6), let Esk. d6 be the subgroup generated by Esk. d4 
(above) and e 8k+38k+48k+SXk+6. 
4.5. In v((8k + 7), let Esk . E7 be the subgroup generated by E,, . d, 
and e 8k+18k+38k+58i+7. 
4.6. In p(8k+ 8), let EBk. Es be the subgroup generated by Egk. E7 
and e 8k+58k+68k+78k+8. 
The proof of the following proposition is straightforward and is left to 
the reader. 
PROPOSITION 4.7. For n 3 10, write n = 8k+ I, where 2 616 9. Then 
Spin(n) contains (at least) the following distinct conjugacy classes of 
maximal Z/2-tori: 
1=2, 3: d8k+2 UndE,,, 
1~4, 5: ds,++4and&,+Bd, 
1=6: d8k+6andEsk.d6, 
I= 7: E 8kt7and&k-E7, 
1=8,9: Esk+8andE,kqE,. 
For future reference, we include the following general theorems of Bore1 
on the structure of the cohomology rings of compact, connected Lie 
groups. K, denotes a field of characteristic p. 
THEOREM 4.8 (Bore1 [3, Propositions 7.2 and 7.31). Suppose G is a com- 
pact, connected Lie group. 
(1) If H*(G; Z) has no p-torsion, then H*(G; K,) is the exterior 
algebra of a graded vector space with generators of odd degree. 
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(2) IfH*(G;Z) . t IS orsion-free, then H*(G; Z) is the exterior algebra 
of a free abelian group having a basis formed by elements of odd degree. 
In either case, the number of generators is equal to the rank of G. 
THEOREM 4.9 (Bore1 [3, Theorem 19.11). Let G be a compact, connected 
Lie group. Suppose H*( G; K,) (resp. H*( G; Z)) is the exterior algebra of a 
vector space (resp. free abelian group) having a basis formed by elements of 
odd degrees rl,..., rt. Then H*(BG; Kr) (resp. H*(BG; Z)) is isomorphic to a 
polynomial algebra over K, (resp. Z) on generators of even degrees 
r1 + 1, .,., r[+ 1. 
Quillen has discovered deep relations between the algebraic topology of 
compact Lie groups G and the family of Z/Ztori in G. In what follows, we 
borrow heavily from Quillen [lS]. For notational convenience, let 
i 
0 H2’(BG; Z/p), P odd, 
Ha= ib0 
@ H’(BG; Z/2), p = 2. (4.10) 
i&O 
Under the cup product, Ho is a commutative ring, to which the machinery 
of commutative algebra and algebraic geometry can be applied. 
PROPOSITION 4.11 (Quillen [18, Lemma 6.3-j). Let G be a compact Lie 
group (not necessarily connected). Then G has only finitely many conjugacy 
classes of elementary abelian p-subgroups (ZIP-tori). 
THEOREM 4.12 (Quillen [ 18, Corollary 7.81). For G a compact Lie group, 
the dimension of H*(BG; Z/p) is the maximum rank of an elementary abelian 
p-subgroup of G. 
Remark 4.13. In Theorem 4.12 above, the dimension of H*(BG; ZJp) 
can be defined as the order of the pole of its Poincare series at t = 1. It 
turns out that this dimension is the same as the Krull dimension of the 
commutative ring H, of (4.10). If H*(BG; Z) has no p-torsion, then 
H*(BG; Z/p) is a polynomial ring over Z/p in r = rank(G) generators 
(Theorem 4.9). The Krull dimension of such a ring is just r, and rp = r by 
Theorem 4.1. 
Given a Z/p-torus A in G, there is a natural induced map BA ;9 BG 
and hence induced homomorphisms H*(BG; Z/p) -+ H*(BA; Z/p) and 
H, -+ H,. Let A# be the dual to A as a Z/p-vector space. The Bockstein 
homomorphism fl: H1(BA; Z/p) -+ H’(BA; Z/p) is injective, and there is a 
582a/51/2-10 
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canonical isomorphism H1(BA; h/p) z A #. From this follows the formula 
(Quillen [18, (4.1)]): 
where A denotes the exterior algebra, and 5’ denotes the symmetric algebra. 
Consider the natural composite homomorphism tiA : Ho --+ S(A ” ) given 
by 
HG -+ HA -+ HA/,/i = S( A * ). (4.14) 
Denote the kernel of tiA by nA. pA is a prime ideal in Ho. We now have 
THEOREM 4.15 (Quillen [lS, Proposition 11.21). Let A, A’ be Z/p-tori 
in G. 
(1) pa 1 pa, if and only if A is conjugate to a subgroup of A’; in 
particular, pA = pAf if and only if A is conjugate to A’. 
(2) The map which assigns to every maximal Z/p-torus A in G the 
prime ideal pA c Ho, provides a l-l correspondence between conjugacy 
classes of maximal Z/p-tori jn G and minimal prime ideals in Ho. 
COROLLARY 4.16. If Ho is a polynomial ring, then G has a unique 
conjugacy class of maximal Z/p-tori. 
Proof. (0) is the unique minimal prime ideal in a polynomial ring. 1 
The cohomology ring H*(BG; Z/p) admits Steenrod reduced power 
operations 
LP’: H*(BG; Z/p) + H* +“(BG; Z/p), 
for i > 0, of degree s = 2i(p - 1) if p is odd, and of degree s = i if p = 2. By 
extending additively to non-homogeneous elements, we get an action of 9” 
on Ho. 
THEOREM 4.17 (Quillen [ 18, Theorem 12.11). A prime ideal of H, is of 
the form pA for some E/p-torus A in G if and only if it is homogeneous and 
stable under the Pi, i > 0. 
We conclude our summary of results from algebraic topology by includ- 
ing Quillen’s determination of the mod 2 cohomology ring of B Spin(n). 
Recall from Milnor and Stasheff [14, p. 1461 that 
H*(B SO(n); Z/2) = (Z/2)[w,, w3, . . . . wJ, (4.18) 
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where wi is the ith universal Stiefel-Whitney class for the standard 
representation of SO(n) on F!“. Since V is the unique maximal Z/Ztorus in 
SO(n), up to conjugation, (4.18) confirms Corollary 4.16. 
THEOREM 4.19 (Quillen [ 17, Theorem 6.31). The sequence 
w2, sqlwz, sq%q’wz, . ..) Sq2h-2Sq2h-3~~. sqlw* (4.20) 
is a regular sequence in H*(B SO(n); Z/2). 
Here Sq’ = 8’ is the p = 2 Steenrod squaring operation of degree i, h is 
the codimension of a maximal Q-isotropic subspace of V(n) (so that 2h is 
the index of a maximal Z/Ztorus in v(n)-see Theorem 3.18), and a 
sequence fi,f2, -Jr in a polynomial ring S is regular, if fi is a non-zero- 
divisor in S/( fi ,f2, . . . . fi- 1), for 1 <j < r. It is easy to check that IZ and h 
are related as follows (Theorem 3.18): 
n=8k+: 12345678 
h=4k+: 0 1 2 2 3 3 3 3 
Recall from Section 1 that Spin(n) c Cz, the even part of the Clifford 
algebra. Define a spin representation to be a representation of Spin(n) 
obtained from an irreducible Co,-module. Such a spin representation has 
dimension 2h. Quillen describes the mod 2 cohomology ring of B Spin(n) as 
follows. 
THEOREM 4.21 (Quillen [17, Theorem 6.51). Let J be the ideal in 
H*(B SO(n); Z/2) generated by the regular sequence (4.20), and let A, be a 
spin representation of Spin(n). Then the canonical homomorphism 
H*(B SO(n); 2/2)/J@ (Z/2)[w,h(A,)] + H*(B Spin(n); Z/2) (4.22) 
is an isomorphism. 
Remark 4.23. The inclusion i: Z/2 -+ Spin(n) of (1 l} induces 
BZf2 -+ B’Spin(n) and i*: H*(B Spin(n); Z/2) -+ H*(BZ/2; Z/2) z (H/2)[2], 
where z E H1(BiZ/2; Z/2) is a generator. Then i*(w,h(A,)) = .z~~. 
We shall illustrate the results of these theorems in the following section. 
5. REDUCTION TO r, CLASSIFICATION, AND ILLUSTRATION OF 
TOPOLOGICAL THEOREMS 
In this section we show how the classification of conjugacy classes of 
maximal Z/Ztori in Spin(n) is reduced to the analogous classification in 
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F(H). A similar reduction is obtained for maximal abelian subgroups. The 
classifications are reviewed, and the results of Section 4 are illustrated. 
Quillen’s Theorem 4.15, when applied to G = Spin(n), establishes a l-l 
correspondence between the conjugacy classes of maximal H/Z-tori in 
Spin(n) and the minimal prime ideals in H*(B Spin(n); Z/Z). On the other 
hand, all the results of Section 3 on maximal Z/2-tori took place in the sub- 
group tc Spin(n). We shall now show that this is no loss of generality. 
Recall from Section 1 that there is a 2-l surjective group 
homomorphism p: Spin(n) -+ SO(n), which carries r--+ I/. V and P depend 
on a choice of orthonormal basis e lL e .2 ,..., e, of Iw”. Let N (resp. m) be the 
normalizer of V in SO(n) (resp. of Y m Spin(n)). We first describe N and 
R, and then show that classifying maximal Z/Z-tori in Spin(n) up to con- 
jugation is equivalent to classifying maximal Z/2-tori in P up to the action 
of #. Denote the symmetric group on IZ letters by Z,,. 
PROPOSITION 5.1. (1) N consists of all the matrices (nti) of the form 
nij= EiSioi(j), 
where CJ is a permutation of ( 1,2, . . . . n}, Ei = _+I, and 
sgn(o) fi sj= 1. 
i= 1 
(2) The map 4: N -+ EC,, (nu) -+permutation CJ, is a group homo- 
morphism. 
(3) fi=p-l(N). 
(4) fi is generated by - 1 and elements consisting of an even number 
of factors of the following two types: 
0) ej, 
(ii) (l/,lT)(e, + ej). 
(5) N/VZZ~ and &/PrZ’,. 
ProoJ (1 ), (Z), and (3) are straightforward to verify. To prove (4), we 
first note that conjugation by ej has the following effect on UP: 
--1- eky k=j, ejekej - 
-ek, k#j. 
Conjugation by (l/&)(e, + ei), whose inverse is - (l/L/rZ)(ej + ej), is next: 
ei, k = i, 
ei, k=j, 
Cwek5 k#i,j. 
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By (l), N is generated by an even total number of sign changes and trans- 
positions. (4) then follows from (3) when we notice that the elements above 
provide sign changes and transpositions, respectively, whose minus signs 
work out properly when an even number of factors are used. 
To prove (5), we use the homomorphism 4: N --, C, of (2). The map 4 
is surjective: given a permutation c E X:,, let s1 = sgn(o9 and ail other ej = 1. 
Then nii=.sibioCif maps to (r under 4. A matrix (nij) E ker(#) if and only if 
(Q) is a diagonal matrix in SO(n), i.e., (nti) E I’. By considering the 
homomorphism 4 op: fl-+ C,, the other isomorphism follows. 1 
THEOREM 5.2. Every Z/Ztorus in Spin(n) is conjugate to a subgroup of 
i? If A and A’ are two ZIP-tori contained in r, and if A and A’ are conjugate 
by an element of Spin(n), then A and A’ are conjugate by an element of& 
the normalizer of @ in Spin(n). 
ProoJ: Given a Z/2-torus A in Spin(n), p(A) is a Z/Ztorus in SO(n), 
and hence can be simultaneously diagonalized. That is, p(A) is conjugate 
in SO(n) to a subgroup of V. Then A is conjugate in Spin(n) to a subgroup 
of V. 
For the second result, let B =p(A) and B’ =p(A’)- B and B’ are Z/Ztori 
in SO(n), and, as such, determine decompositions of W. More precisely, B 
defines the following decomposition: 
R”=E,@E,@ ... @Ek, 
where, for each i= 1, 2, . . . . k, there is a character xi: B -+ { f 1> such that 
b(v) = Xi(b) u, if b E B and v E Ei. In addition, xi== xj only if i=j. There is a 
similar decomposition (by E:, say) determined by B’. 
A and A’ being conjugate implies that B and B’ are conjugate in SO(n), 
say B’ = hBh-‘. Renumbering if necessary, we may assume that 
E: = h(EJ, i = 1, 2, . . . . k. A and A’ being contained in p implies that B and 
B’ are contained in I? Thus each Ei, Ej has a basis consisting of a subset 
of {el, e2, . . . . en>. 
The map h may not take e, from E, into an eg in E:; however, a linear 
map n which,sends an e-basis of Ei to an e-basis of EL certainly exists, since 
E: = h(Ej). Because E: = n(E,), we see that B’ = nBn-‘. In addition, n just 
permutes the e,‘s. If det(n) = -1, compose n with a single sign change (say, 
e, H -e,), so that we may assume det(n) = 1. Clearly, n E N. 
Letting A be one of the inverse images of n in fi, we see that 
A’=iiAfi-‘. m 
COROLLARY 5.3. The set of conjugacy classes of maximal H/2-tori in 
Spin(n) is equal to the set of equivalence classes of maximal Z/Ztori in P(n) 
under the action of #. 
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Remark. The customary equivalence relation on binary codes is the 
relation induced by the permutation of basis vectors in V’ (see Section 2). 
The permutations Q of Proposition 5.1 are precisely of this type. Proposi- 
tion 5.1(5) implies that the classification of even self-orthogonal binary 
codes up to permutation equivalence is the same as the classification of 
Z/2-tori in Spin(n) referred to in Corollary 5.3. 
The results above on the classification of conjugacy classes of maximal 
Z/Ztori in Spin(n) can be extended to handle the more general class of 
maximal abelian subgroups of Spin(n). We now discuss the classification of 
conjugacy classes of maximal abelian subgroups of Spin(n). 
In a Lie group G, the closure of an abelian subgroup is again abelian. 
Thus any maximal abelian subgroup of G is a closed, Lie subgroup. The 
dimension of a maximal abelian subgroup is then a well-defined notion. 
In SO(n), every abelian subgroup A is conjugate to a certain block 
normal form. From this one concludes that the maximal abelian subgroups 
of SO(n) of dimension k are conjugate to subgroups of the form 
SO(2) x SO(2) x ... x SO(2) x V(n - 2k), (5.4) 
where there are k factors of SO(2) 2 S’, and, as in (l.l), V(j) = (diagonal 
matrices in SO(j)}. Possible values of k are k= 0, 1, 2, . . . . [n/2], except 
that k # [n/2] - 1, when n is even. The reason for this latter exception is 
that V(2) = ( t-Z,> is already contained in SO(2). 
Now let A be a maximal abelian subgroup of Spin(n), and let k be the 
dimension of A. Let A’=p(A), a closed abelian subgroup of dimension k 
in SO(n). By (5.4), we know there is a ge SO(n) and an I> k, I as large as 
possible, such that 
gA’g-l c SO(2) x SO(2) x . . . x SO(2) x V(n - 22), (5.5) 
where there are I factors of SO(2), and Z=O, 1, 2, . . . . [n/2], except 
l# [n/2] - 1, if n is even. Taking inverse images under p and using (1.2), 
we see that 
gilt-’ c Spin(2) . Spin(2) . . . . . Spin(2) I V(n - 2Z), 
where there are 1 factors of Spin(2), p(g) = g, and the product construction 
of Section 1 is used. In order that A be maximal abelian, it must be that 
k = 1. We conclude the following. 
THEOREM 5.6. Every maximal abelian subgroup A of dimension k in 
Spin(n) is conjugate to a subgroup of the form 
B, = (standard maximal torus in Spin(2k)) 
. (maximal abeZian subgroup in v((n - 2k)). (5.7) 
Possible values of k = 0, 1, 2, . . . . [n/2], except k # [n/2] - 1, if n is even. 
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Remark. In order that A be maximal, the maximal abelian subgroup of 
v(n - 2k) that appears in (5.7) must still be maximal when considered as 
a subgroup of Spin(n - 2k). 
Finally, we must discuss when two maximal abelian subgroups in normal 
form are conjugate. 
TWE~REM 5.8. Suppose A, A’ are two maximal abelian subgroups of 
Spin(n), each of dimension k, and each of the form (standard maximal torus 
in Spin(2k)). (maximal abelian subgroup in v(n -2k)), as in (5.7). Say 
A = T. B, A’ = T. B’, where T is the standard maximal torus in Spin(2k), 
and B, B’ are maximal abelian subgroups in P(n - 2k). In addition, suppose 
A, A’ are conjugate in Spin(n). Then B, B’ are conjugate by an element of 
the normalizer fl of p(n - 2k) in Spin(n - 2k). 
Proof Since T is continuous and B, B’ are discrete, the conjugation of 
A, A’ respects the product decomposition. Thus B, B’ are conjugate as sub- 
groups of Spin(n -2k). Theorem 5.2 then applies to prove that B, B’ are 
conjugate by an element of fi. 1 
COROLLARY 5.9. Conjugacy classes of maximal abelian subgroups of 
Spin(n) are uniquely determined by (1) an integer k, k =O, 1, 2, . . . . [n/2], 
(k # [n/2] - 1, tf n is even) and (2) an equivalence class of maximal abelian 
subgroups in p(n - 2k) in Spin(n -2k). k is the dimension of the maximal 
abelian subgroup, and the maximal abelian subgroup of r(n - 2k) is still 
maximal when considered as a subgroup of Spin(n - 2k). 
Given a subgroup A in BC Spin(n), the stabilizer subgroup of A is 
Stab(A)= {~ER:xAx-‘=A). (5.10) 
Referring to Proposition 5.1, let 
S(A) = (4 op)(Stab(A)) c EC,. (5.11) 
S(A) keeps track of the permutation part of the action of the stabilizer 
subgroup. 
PROPOSITION 5.12. Let A be any subgroup of r containing - 1 (in 
particular, a maximal Zj’lZtorus or a maximal abelian subgroup). Then 
FC Stab(A). 
Proof. By Lemma 1.3, elements of P either commute or anti-commute. 
If a E A and v E r, then vav- ’ = $-a. In either case, uav- ’ E A, since 
-lEA. i 
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COROLLARY 5.13. Let A be any subgroup of p containing - 1. Then 
Proof. By (5.11), the homomorphism #op maps Stab(A) onto S(A). 
Using Proposition 5.12, it follows easily that the kernel of this map 
is l? Thus Stab(A)/rz S(A). By Proposition 5.1, fi/P~ C,. The result 
follows. 1 
Remark. Corollary 5.13 says that only the permutation parts of stabi- 
lizer subgroups will be important for counting arguments. 
In Proposition 4.7, it was shown that Spin(n), n > 10, contains at least 
two distinct conjugacy classes of maximal Z/2-tori. This naturally leads to 
the problem of classifying all conjugacy classes of maximal Z//Ztori in 
Spin(n). In addition, one can study the classification of maximal abelian 
subgroups of Spin(n). Both of these problems reduce to problems in p, 
which are equivalent, via Theorem 2.1, to classification problems in coding 
theory. For small values of n, these classifications have been done by Pless 
[15], Pless and Sloane [16], and Conway and Pless [9]. (The present 
author re-derived most of Pless’ first paper independently.) We summarize 
quickly some of the features of the classification. 
The key tools in the classification are Lemma 3.9, Proposition 3.17, and 
the arguments given in their proofs. In particular, one can show that any 
Z/2-torus which possesses a set of generators, all of weight 4, is a product 
of dZk’s, ET’s, and E,‘s. Lemma 3.9 and Proposition 3.17 then allow one to 
understand how such products can be extended to maximal E/2-tori. 
Theorem 3.20 allows one to extend the classification to maximal abelian 
subgroups as well. 
The preceeding paragraph sketches how to produce lots of examples of 
maximal Z/2-tori and maximal abelian subgroups. How can one tell if the 
list exhausts all the conjugacy classes? The stabilizer subgroups of the 
examples above are easy to analyze. Quillen has determined the total 
number of maximal H/2-tori in v(n). 
THEOREM 5.14 (Quillen [17, Theorem 3.2 and Table 6.21). The number 
M,, of maximal E/2-tori in PC Spin(n) is given by the following formulas: 
(1) If n~0,1,7mod8, let n=81+8, 81+1,81+7 (resp.) and 
h = 41+ 3,41,41+ 3 (resp.). Then 
h-l 
Al,= I-J (1+2'). 
i=O 
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(2) Ifnr2,6mod8,letn=81+2,81+6(resp.)andh=4Z+1,4Z+3 
(resp.). Then h-l 
M,= n (1+2’). 
j=l 
(3) If n=3,4, 5mod8, let n=81+3, 81+4, U-t+5 (resp.) and 
h = 41+ 2, 41+ 2, 41+ 3 (resp.). Then 
h-i 
M,= JJ (1+2’). 
j=2 
We generalize Quillen’s theorem to obtain the following count on the 
total number of maximal abelian subgroups in r(n). 
THEOREM 5.15. Let M:, be the number of maximal abelian subgroups in 
vc Spin(n). Then 
M,= fi (1+2’), 
j=l 
where m = (n - 1)/2, if n is odd, and m = (n - 2)/2, if n is even. 
Proof As in Lemma 1.10 and Corollary 3.4, maximal abelian sub- 
groups of v correspond to maximal B-isotropic subspaces of V. Recall also 
that V has dimension n - 1 over Z/2. If B is degenerate, so that 
V, = ker B # (O), we let B be the induced non-degenerate bilinear form on 
V/V,. Maximal B-isotropic subspaces of V correspond to maximal 
B-isotropic subspaces of V/V,, since V, is contained in every maximal 
B-isotropic subspace of V. In this way, we can always reduce to the case 
of non-degenerate B. 
In general, let B be a non-degenerate, symmetric, alternating bilinear 
form on V, an N = 2m-dimensional vector space over Z/2. (N = 2m is even, 
since B is non-degenerate and alternating.) We first count the number of 
flags 
0cw1cw2c ..-cw, 
in V, where W, is a maximal B-isotropic subspace. (dim W, = m = N/2, by 
the existence of a symplectic basis for B.) 
There are 2N - 1 = 2’” - 1 choices for W,, as any vector in V is 
B-isotropic, B being alternating. Next we note that W, t Wf , since Wm is 
B-isotropic. It is easy to check that V’ = Wf/W, has dimension 
N- 2 = 2m - 2, that B induces a non-degenerate, symmetric, alternating 
bilinear form B’ on V’, and that, given WI, the rest of the maximal 
B-isotropic flag 0 c W, c W, c . . . c W, corresponds to a maximal 
B’-isotropic flag in V’. By induction, the number of maximal B-isoti’opic 
flags in V is 
(2N-l)(2N---11..(22-1)= fi (23-l). (5.16) 
j=l 
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If we fix a maximal B-isotropic subspace W,, the number of flags in W, 
is 
(2m-1)(2m-i-1).*.(2’-1)= fi (2’-1). (5.17) 
j=l 
From (5.16), (5.17), we see that the number of maximal B-isotropic 
subspaces in V is 
fi (1+2’). (5.18) 
j=t 
Returning to our specific problem, where V= {diagonal matrices in 
SO(n)}, we recall from (3.2) that B is non-degenerate when y1 is odd and 
degenerate when II is even. When n is odd, dim V= n - 1, so that 
m = (n - 1)/2. When n is even, we must reduce the problem to V/V,. Again 
from (3.2), dim V/V,,=n--2, so m=(n-2)/2. 1 
Once the numbers M,, M:, are known, standard counting arguments 
based on the formula Iorbit/ = IGI/JStabl for G-actions can be used. Using 
Theorems 5.14, 15 and Corollary 5.13, we have in particular that 
M, (req. MJ = I&, (5.19) 
where the summation is over distinct conjugacy classes of maximal Z/2-tori 
(resp. maximal abelian subgroups) A in PC Spin(n). Using (5.19) one can 
verify whether or not a list of conjugacy classes is exhaustive. 
The method outlined above suffices to allow one to classify the con- 
jugacy classes of maximal Z/Ztori and maximal abelian subgroups in 
Spin(n), for n < 20. In higher dimensions, there are examples of maximal 
Z/2-tori which contain no elements of weight 4. (The Golay Code Gz4 of 
(3.16) is such an example.) This fact makes it extremely hard to produce 
all examples of maximal Z/2-tori. Pless et al. [9, 15, 161 have certain 
results, but the general case seems to be too complicated. 
Let m, (resp. rni) denote the number of distinct conjugacy classes of 
maximal Z/2-tori (resp. maximal abelian subgroups) in r((n). Some of the 
known values of m,, rnk are as follows: 
n. l-6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
m,: 1 1 1 1 2 3 2 4 4 2 2 3 9 19 10 
rn;: 1 2 2 3 2 4 3 6 4 10 7 17 9 31 16 
n. 21 22 23 24 25 26 27 28 29 30 31 32 
m,: 39 25 11 9 103 664 85 
rn; : 25 55 103 261 664 
The values of rn;, 1~ n < 20, are in Pless [15], as are the values of m,, 
for n - 0, 1, 2, 6, 7 mod 8 with 1 d n d 20. As one sees in Proposition 5.20 
SPINORGROUPSANDCODINGTHEORY 305 
below, m, = ml for n = 2,6 mod 8. When n = 0, 1, 7 mod 8, every maximal 
Z/2-torus is a maximal abelian subgroup, so one can just count the number 
of maximal Z/Ztori in Pless’ list of the maximal abelian subgroups. The 
author determined m,, rni for 1 < n < 20, independently. 
The values of m,, rni for n = 22, 24 first appear in Pless and Sloane [ 167, 
while the values of mX2 and rn; for n even, 24 <n < 32, appear in Conway 
and Pless [9]. By Proposition 5.20, mz6 and rnIO follow. 
The values for mzl, mz3 were obtained by examining the maximal 
Z/Ztori at n = 24 and intersecting them with v(23), to obtain the list of 
maximal Z/2-tori at n = 23. This method is the same as shortening a code 
by taking a crosssection [ 13, p. 291. Applying this process repeatedly yields 
mz2 and mzl. 
In fact, the shortening process and an understanding of the behavior of 
r2 (Theorem 3.18) makes it possible to determine, from the list of maximal 
Z/Ztori at n = 32 in Conway and Pless [9], all the values m, for n < 32 
and rnk for y1< 30. The method is clear, but the execution is exasperating. 
PROPOSITION 5.20. For all n, m, Q m;. If n z 0, 1,7 mod 8 (n Z 7), 
m,<m;. If n=2mod4, m,=mL, so that every maximal Z/Ztorus has a 
unique extension to a maximal abelian subgroup. 
ProoJ If n = 0, 1, 7 mod 8, every maximal Z/2-torus is a maximal 
abelian subgroup (Theorem 3.20). In addition, CZ&,,,~, is a maximal abelian 
subgroup which is not a Z/2-torus (3.13). 
If n = 2, 3, 4, 5, 6 mod 8, every maximal abelian subgroup is of the form 
A’ = Z/4 0 (Z/2)‘2-1, by Theorem 3.20. Its subgroup A of order 2 points is 
a maximal Z/2-torus, which is uniquely determined by A’. Every maximal 
Z/2-torus is contained in some maximal abelian subgroup (not necessarily 
unique). The inequality follows. 
If n z 2 mod 4, refer to the proof of Corollary 3.7 for the appropriate 
isomorphism. B 
PROPOSITION 5.21. Let 1 <k, <k, < . . . <k, < k, be any partition of k, 
i.e., CT= 1 k, = k. Then 
A = Esk, . Eskz . . . . . Egk, 
is a maximal Z/Ztorus in v(8k) c Spin(8k). 
Proof. Egki has rank 4k, + 1, one of the generators being - 1. In the 
product construction, all -1’s are identified, so that the rank of A is 
(Cyzl 4kj) + 1=4k+ 1. By rank considerations (Theorem 3.18), A is 
maximal. 1 
COROLLARY 5.22. m8k ap(k), where p(k) is the number of partitions 
sfk. 
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Proof: Different partitions of k yield non-conjugate maximal Z/2-tori in 
Theorem 5.21. 1 
Remark 5.23. Using the crude estimate (C/H) e* J;; <p(n) (C constant) 
for p(n) due to Hardy and Ramanujan [12], we see that rnsk -+ CO, as 
k-tco. 
PROPOSITION 5.24. There are the following relations among the m,‘s: 
(1) mn-h8. 
(2) m,k~m,k,l~m8k.2~m8k,3. 
(3) m 8k+4Gm8k+5. 
Proof (1) For any maximal Z/2-torus A in r(n), A . E8 is maximal in 
v((n+X). Thus m,<m,+,. P(n + 8) will always contain an appropriate d. 
or E. (3.8, 14, 15) which is not of the form A ‘E,. Thus strict inequality 
holds. 
(2) This follows from the fact that r2(8k) = r,(8k + 1) = r,(8k + 2) = 
r,(8k + 3) = 4k + 1, in Theorem 3.18. 
(3) r,(8k+4)=rz(8k+5)=4k+2. 1 
PROPOSITION 5.25. mik,<mik+ 1. 
ProoJ: Every maximal abeiian subgroup of p(2k) is still maximal in 
r(2k + 1 ), by Corollary 3.4 and Theorem 3.19. 1 
We conclude this section by illustrating the topological theorems of 
Quillen (Section 4) by means of some examples. 
To utilize the description of H*(B Spin(n); Z/2) of (4.22), we first 
calculate the iterated Steenrod squares of (4.20). The formula of Wu is 
essential (Milnor and Stasheff [ 14, p. 94]), 
wk-l Wm+l *.. + + WOWm+k> (5.26) 
where (;) = x(x - 1). . . (X - i + 1 )/i!. The coefficients are calculated in Z/2, 
and wo= 1. 
To determine the ideal J generated by the sequence (4.20), we calculate 
the terms in (4.20), modulo prior terms in the sequence. We note that 
w1 = 0 in (4.18). The results that follow are valid for Spin(n), with n < 12: 
sqlw* = Wj) 
sq2sq’w, = W5) 
sq”sq?sq’w, = wg, 
sq*sq”sq’sq’w,= w,w,o+ wfj w11, 
(5.27) 
sq’?sq*sq”sq’sq’w,= w,w,w:,+ w:w*wll + w4w,w& + w:, 
+ W~WlOW11 + 4w12. 
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Now it is straightforward to see the following. All coefficients are Z/2: 
H*(BSpin(7))~((Z/2)Cw4, w6, w7? w8(~dl~ 
H*(BSpin(8))~((Z/2)[w4, w6p w7, w8, w8(&)1, 
H*(B Spin(9)) z (Z/2)[ w4~ w69 w7~ w8, wl,(A,)l, 
H*(B Spin(lO))z (z/2)Lw4, w6, w7, w8? wi0, ~~~(Adl/(w~w,~), 
H*(BSpin(ll))~((Z/2)Cw4, w6, W-I, w8, wloy wll,w64(do)]/ 
(w6w,l+w7wlo~ ~~~,~,,+~4~7~:l-f~:,~, 
H*(BSpin(l2))~((Z/2)[lw,,w,, w7, w8, wlo, wll, W12, W&do)]/ 
(5.28) 
(w6w11+w7w10~ W:W8W11+WqW7W:l+W:l+W:W12~ 
As we saw in Theorems 4.1, 4.8, and 4.9, a necessary condition for 
H*(BG; Z) to have no 2-torsion is that H*(BG; Z/2) be a polynomial ring 
in generators of even degree. The formulas above reveal the 2-torsion in B 
Spin(n), for n > 7. Which of the cohomology rings are polynomial rings 
reflects Proposition 4.7 and Corollary 4.16. 
The correspondence between conjugacy classes of maximal Z/Z-tori in 
Spin(n) and minimal prime ideals in HSpin(n) is given in Theorem 4.15 using 
the natural induced homomorphism dA : HSpin(n) -+ H, z S(A ” ) associated 
to the inclusion A c Spin(n) of a Z/Ztorus A in Spin(n). The prime ideal 
pA associated to A is pA = ker bA. 
Given a Z/2-torus A c p(n) c Spin(n), how does one calculate d6: 
HSpin(n) -+ H, z S(A # )? For convenience, suppose - 1 E A, and that A has 
a basis _ 1, e,,, e,,, . . . . eg as a Z/Zvector space. Let z, xi, x2, . . . . x, be the 
dual basis of A#. H, E S(A#)r (Z/2)[2, x1, . . . . x,]. 
In the isomorphism of (4.22), HSpi,(,) has two “components”: loosely 
speaking, the Hsocn,-p iece and the do-piece. The image $,(w,h(A,)) is com- 
plicated in general, depending on which elements of A act as - 1 under the 
spin representation de. In the case when - 1 E A (in particular, ‘when A is 
maximal), the inclusion i: Z/2 = { -+_ 1 } c A induces i*: H, -+ Hzj2 s 
(Z/~)[Z], with i*(z)= z and i*(xj) =0, in terms of the basis for A given 
above. By Remark 4.23, i*d,(w2h(d,)) =zzh, so that 4,(w&t,)) = 
zZh + terms involving the x’s. (If - 1$ A, just set z = 0 in the ‘discussion 
above.) In particular, &(w2h(dg)) f 0 when - 1 E A. 
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To handle the Hso,,,-p iece, consider the commutative diagram 
A ---+ P--P Spin(n) 
I I I 
p(A) - v---t SW), 
where the horizontal maps are inclusions, and the vertical maps are all the 
projection p: Spin(n) -+ SO(n). Using the basis - 1, e,,, . . . . eIm for A, we 
obtain a basis v~,,..., vl, for p(A). If we denote a dual basis for p(A)” by 
x1, .-.> x,, then the dual map p#:p(A)# -+A# satisfies p#(xj) =xj. (This 
justifies the abuse of notation.) 
The induced maps on cohomology of classifying spaces are then 
HSpin(n) - HB- HA. 
The kernel of the left vertical map is the ideal J of Theorem 4.21. The 
behavior of 4A on the Hso(,,-piece of HSpin(n) is given by the composition 
Hso(~) + HSpin(n) + HP + HA. This equals the composition Hso~,~ + H, -+ 
H pCA) -+ HA in the diagram above. As we saw above, the map HpcAj + HA 
is the natural inclusion (Z/~)[X,, . . . . x,] + (Z/2)[z, x1, . . . . x,]. Thus 
the behavior of the H soc,,-piece of dA is determined by the map 
H so(n) -+ Hpw 
Let us quickly review the known properties of the map 
H soClz) + H, (Bore1 [3]). For convenience of notation, we shall work in 
O(n) and let V’= {diagonal matrices in O(n)). Then V’ c O(n) and 
VC SO(n) are their subgroups of determinant one matrices. V’ is an 
n-dimensional vector space over E/2, so that Hvs g S( V’#). Let N’ be the 
normalizer of V’ in O(n). The Weyl group W= N’/V’ acts effectively on V’ 
and also acts on O(n) itself. The induced action of Won Hoc,, is trivial, so 
that the image of Hoc*, in H,. under the natural map Hoc,, + H, is 
contained in the W-invariant subspace. It is well-known that Hoc,, is 
isomorphic to the W-invariant subspace (H,)! 
In terms of a typical basis, the discussion above becomes very concrete. 
Fixing an orthonormal basis e,, e2, . . . . e, of R” (as usual), a standard Z/2- 
basis for V’ is vi, v2, . . . . v,, where vi is the diagonal matrix with - 1 in posi- 
tion i, and l’s elsewhere on the diagonal. Let yi, yz, . . . . y, be the dual basis 
for V”‘“. Then Hv z (Z/2)[y1, . . . . ~~1. W acts on V’/‘# by permuting the y’s. 
In fact, Wr Z”, the symmetric group on IZ letters, acting as permutations 
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of the y’s The W-invariant elements of HV8 E S( V’“) are just the symmetric 
polynomials, so that 
H O(n)Z GVKW,, w2, .**, WJ, 
where wr, We,..., w, are the elementary symmetric polynomials of the y’s 
The w’s are also identified with the universal Stiefel-Whitney classes for the 
standard representation of O(n) on R”. 
For V/c SO(n), the situation is almost identical to the above, except that 
V-#C v’s is defined by the single equation y, $JJ~ + . . . + y, = 0. (The 
number of - l’s on the diagonal is even!) This says that wI = 0, and we 
recover (4.18). 
Let A c v, containing - 1, say, with basis - 1, e,,, . . . . eIM, be as above. 
Then vl,, . . . . v,~ is a basis for p(A), with dual basis x1, . . . . x,, as before. 
The inclusion p(A) -+ V maps U$H Eke 5 vk. The induced dual map 
H,s S(P) -+ HpcAj E (H/2)[x,, . . . . x,] is then yi-+ CiErj xj. One then 
determines where the elementary symmetric polynomials wi in y go, and 
this determines the map Hso~,~ + HPCA,. Because A c v, the ideal J gets 
mapped to 0 under this map. Note also that the images in the HsoC,,-piece 
of 4A are expressed entirely in terms of the x’s, with no z-contribution when 
-lEA. 
We conclude by giving a detailed example. 
EXAMPLE. To illustrate the interplay between Z/Ztori in Spin(n) and 
the homogeneous prime ideals of HSpin(n), stable under Steenrod squares, 
we shall now examine Spin(l0) carefully. 
First, we determine the family of Z/2-tori in Spin(lO), up to conjugation. 
Lemma 1.3 is used throughout, and all Z/2-tori will be assumed to be in 
8(10), by Theorem 5.2. The Z/Ztori A in P fall into two broad classes, 
depending on whether A contains - 1 or not. For the sake of convenience, 
we only discuss the class where - 1 E A, the theory of the other class being 
more intricate. We proceed generator by generator. 
If rank(A) = 1, then A = ( - 1 >, the subgroup generated by - 1. When 
rank(A) = 2, the new generator can have weight 4 or 8, so that A is 
conjugate either to d4=(-1,e,,,q) or to A,:=(-l,e,,,,,,,,). 
We consider extensions of these two examples in order to handle the 
rank(A) = 3 case. Using Lemmas 1.3 and 3.9, d, admits extensions 
d4.d4 = (-ke1234,e5678), d6 = <-Le1234,e3456), and A3 := 
(-lle12349e345678910 ). All the extensions of A2 are conjugate to one of 
these. (For example, <-Le1234,e12345678 
d4.d4, and (-1,e 1234567*,e3456789*0)=~~=-(1.-1~e1234ye567~~= pe129109e12345678 > 
-Ax.) 
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Proceeding in a similar fashion, the rank four examples are 
h-4= C-1, e1234, e 34565e78910)y d~=(-Le 1234, e3456, e5678 7 ) and 
E,=(-1,e 1234, e3456p e1357 ). Finally, the Z/2-tori of (maximal) 
rank five are d~~=(-1,e1234,e3456,e,67g,e7gg10) and E,= 
(-lye 1234, e3456p e5678T e1357 >. 
To summarize, we draw the following diagram for the Z/2-tori in 
Spin( 10) containing - 1, in which the rank increases from row to row, and 
two subgroups are linked if one is conjugate to a subgroup of the other. 
(5.29) 
Next, let us examine Hspin(iO) and its prime ideals which are stable under 
Steenrod squares. As Quillen determined in (5.28), 
Hspin(lo)g (~/~)[WJT w6> W7, w8~ w1O> w32(dB)I/(w7w10)* 
Because we are dealing with subgroups A which contain -1, w3,(d0) is 
never in the prime ideal pa. Thus it will suffice to examine the 
homogeneous, Sq’-stable, prime ideals of S = (Z/2)[w,, w6, w7, M?*, w,,], 
which contain J= (w7wi0). Using the Wu formulas (5.26) in Spin(lO), the 
non-zero Steenrod squares of the w,‘s are as follows: 
w4 : sqO= w4, Sq2r we, sq3 ww,, Sq4r w;. 
wg : SqOr wg, Sq’r w7, Sq4r w,w,+ WIO, sqh w4w7, SqL w;. 
w7: sqO= w7, sq% w4w7, SqL wgw7, sqk w;. 
w*: sq~~w*,sq*~w~*,sq~~wqw*,sq~~wwgw~+w~w~o, 
Sq7r w7ws, sq8= w;. 
WlO : sq” - w10, sq4 = w4w10, sq6 = w6w10, sq7 = w7wl(,, 
Sq% WSWIO, Sq’Oe w:o. (5.30) 
In order for a prime ideal p to contain J= (w7 w,,), one has w7 E p or 
wio E p. Referring to (5.30), we see that p = (w7) and p = (w,~) are both 
prime ideals of S which contain J and are stable under Sq’. Clearly, they 
are the minimal prime ideals of S containing J. 
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Other homogeneous prime ideals which are Sq’-stable can be read off 
directly from the Wu formulas (5.30): (w,, wiO), (w8, wiO), (w6, w7, w&, 
b7, ws, wloh (w4, w6, w7, wlo), (w6, w7? % wloh and (w4, w67 w7, w8, wlo! 
= S, itself. 
Less obvious is that the prime ideal p = (~7, q20:= WfO + w4w6w10 + wiwg) 
is Sq’-stable. Finally, the ideal p = (w7, q16: = w6w10+ wiw8 + w4wi, q18 := 
w~wIO f wi, qzO) is Sq’stable and, presumably, prime. 
For a Z/a-torus A in Spin(lO), the map 4A: NSpin(lO) -+ H, z S(A#), 
described in (4.14), has two pieces: the do-piece and the Hsoclo,-piece. As 
we saw in the general discussion above, w&d,) #pA = ker $A when 
-SEA. 
The H,,(,,,-piece of tiA depends upon knowing the images #,Jw~), which 
in turn depend on knowing dA(yi), where y,, . . . . y10 is a dual basis for 
V’#(lO), as outlined above. If J(n)= ni!!, (2-t $A(yi)), then n(n) = 
CiEz”=, #A(wp) A”-“ (and w. = bA(wO) = 1). We describe n(A) for each of the 
H/a-tori A in Spin(l0) which contain - 1, and we write down pa = ker gA: 
A= (-1): 
A=d,: 
A=A,: 
A=d,: 
A=d4.d4: 
n(n) = I’O, 
PA = tw4> w6~ w7, w8, WlO), 
/i(n) = aya + x1)4, 
PA = cw6, w7~ w8, wlO). 
n(n) = a2(a +x,)8. 
PA=(W4> w6, w7~ WlO). 
n(n) = n"(n +x,)2(a +x1 -I- x,)2(a + x2)*, 
PA = tW7r w89 wlO). 
A(A) = 12(A -I- x1)4(1 + x2)4, 
PA = tw6, w7, wlO)* 
582a/51/2-11 
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A=A,: 
n(n) = a3(a +x0 +x&i + Xl)@ +x0 +x1 + x,)(A +x1 +x2) 
x (J. + x0 + x,)(i + x2)(1 + x0), 
PA = (w*, WlO). 
A = d8 : 
n(a) = a2(a + x1)2(a +x1 + x,)2(a +x2 + x,)2(a +x3)2, 
PA = (w7, WlO). 
A = d6 ’ d4 : 
n(n) = (a + x,)2(a +x1 + x,)2(a + x,)2(a + xJ4, 
PA = (w7, ho)* 
A=E,: 
n(a) = a’@ f x0 + Xl)@ + x,)(J. + x0 +x1 +x*)(1 +x1 -I- x2) 
x (A + x0+x2 + x,)(;l + x2 + xg)(h + x0 +x3)@ + x3), 
PA = (WlO). 
A=dlo: 
n(n) = (a +x1)*(x? +x1 + x2)2(il +x2 + x3)2(A +x3 + x4y(A +x4)2, 
PA = (W-I), 
In most cases, it is obvious that pa is as described, and that ~~ is a 
homogeneous prime ideal, containing J= (w,w,,), which is stable under 
Steenrod squares. In addition, the containment properties of the various 
ideals pA reflect the containment reversing l-l correspondence between 
Z/Ztori and prime ideals of Theorem 4.15 and (5.29). 
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