The characterization of density fluctuations in systems of interacting particles is of fundamental importance in the physical sciences. We present a formalism for studying local density fluctuations in two special subvolumes ͑centered around either a reference particle or some arbitrary point in the system͒ termed particle and void regions, respectively. We present formal expressions for the probability, as well as the moments, associated with finding exactly n particles inside of either of these subvolumes. Furthermore, we derive the relationship between the probability functions and closely related quantities of interest, such as the nth nearestneighbor distribution functions and the n-particle conditional pair distribution functions associated with each region. We solve for these quantities exactly in the one-dimensional hard-rod system. The methods developed for studying the hard-rod fluid are applicable for studying a wide class of one-dimensional systems.
I. INTRODUCTION
Spontaneous fluctuations give rise to rich and complex behavior in many-body systems. Of particular interest are the local fluctuations that occur within a given subset of a system's total volume. For instance, it is instructive to ask the following question: What is the probability of finding exactly n particle centers within a spherical region ⍀ V (r) of radius r, centered at an arbitrary point in the system? The answer to this question is given by the n-particle void probability function E V (r;n), a quantity that contains a wealth of thermodynamic and structural information about the system ͓1-5͔. A connection can be made with equilibrium thermodynamics through the second central moment, or variance, of this distribution, provided that the subvolume is allowed to pass to the thermodynamic limit ͓͗n͘→ϱ,r→ϱ,͗n͘/⍀ V (r) →finite͔. That is, the fluctuations in particle number are related to the isothermal compressibility T via
where is the bulk number density, k is Boltzmann's constant, and T is the temperature. In the case of the equilibrium D-dimensional hard-sphere fluid, the excess chemical potential can be determined from the nϭ0 limit of the void probability function ex ϭϪkT ln͓E V ͑ ;0͔͒ ͑1.2͒ where is the hard-sphere diameter. From a geometric viewpoint, the quantity E V (r;0) represents the fraction of space available for the addition of another hard sphere of radius rϪ/2 into the system ͑commonly referred to as the system's available space͒. It is closely related to the first (nϭ1) nearest-neighbor distribution function H V (r;1),
which is the probability density associated with finding the nearest particle a radial distance r away from a given point ͓6͔. It follows that the nearest-neighbor distribution function is equivalent to the area of the surface bounding the available space, normalized by the total volume. Reiss, Frisch, and Lebowitz ͓6͔ derived an exact analytical series representation for E V (r;0) in terms of the so-called n-particle probability density functions 1 , 2 , . . . , n in their studies of the scaled-particle theory of liquids. Furthermore, both formal series representations ͓7͔ and approximations ͓8,7,9͔ for D-dimensional hard-sphere fluids have been obtained for the lowest-order versions of these functions, namely, E V (r;0) and H V (r;1). The most recent approximations ͓9͔ are accurate even for the metastable extension of the fluid branch, which is conjectured to end in a random close-packed state.
In the case of the general n-particle probability function E V (r;n), a formal series representation has been obtained ͓10͔; however, a limited knowledge of the n-particle density functions precludes its systematic determination in model systems. Recent simulation studies of liquid water ͓3͔ and the three-dimensional hard-sphere fluid ͓4͔ suggest that E V (r;n) may be approximately Gaussian in n, a feature that is closely related to the Gaussian field model of liquids ͓11͔ and the Pratt-Chandler theory of hydrophobicity ͓12͔. In this work, we develop a connection between the void probability function and the void nth nearest-neighbor distribution function H V (r;n). Furthermore, we derive an exact solution for E V (r;n) and H V (r;n) in the hard-rod fluid.
Torquato and co-workers ͓7,9͔ studied related quantities when there is a particle center at the origin of the subvolume, referred to as the ''particle'' quantities. In particular, *Electronic address: torquato@matter.princeton.edu E P (r;0) is the probability that a cavity of radius r surrounding the reference particle is free of other particle centers. The central particle's nearest-neighbor distribution function is related to E P (r;0) via H P ͑r;1͒ϭϪ ‫ץ‬E P ͑r;0͒ ‫ץ‬r .
͑1.4͒
Knowledge of the nearest-neighbor distribution function is of importance in a variety of problems, including stellar dynamics ͓13͔, liquids and glasses ͓14-19͔, biological systems ͓20,21͔, processing of ceramics ͓22͔, transport in heterogeneous materials ͓23-25͔, and surface adsorption ͓26͔. MacDonald ͓27͔ put forth simple approximations for the particle nearest-neighbor distribution function in hard-sphere systems, and more accurate approximations have since been derived ͓7,9,28͔ for general interpenetrable-sphere models for both monodisperse and polydisperse systems. In this paper, we investigate generalizations of the aforementioned particle quantities. Specifically, we introduce the particle probability function E P (r;n), defined as the probability of finding exactly n additional particle centers within a radial distance r of a given reference particle center. Similarly, we can define a ''particle'' nth nearest-neighbor distribution function H P (r;n), representing the probability density associated with finding the center of the nth nearest neighbor to a reference particle a distance r away from the reference particle center. In Sec. II of this paper, we derive formal expressions for the particle probability function E P (r;n) and its moments. Furthermore, we derive general representations for the nth nearest-neighbor distribution functions H V (r;n) and H P (r;n) and the n-particle conditional pair distribution functions G V (r;n) and G P (r;n). Since these quantities depend, generally, on all of the nparticle probability density functions, their explicit evaluation is restricted to the simplest of models. In Sec. III we evaluate, exactly, the void and particle quantities for an equilibrium fluid of hard rods (Dϭ1), the most fundamental, nontrivial many-body system.
II. DEFINITIONS AND GENERAL RELATIONS
We consider systems of interacting D-dimensional spheres of diameter spatially distributed in a volume V according to the N-particle probability density P N (R N ). Specifically, P N (R N ) is the probability density associated with finding particles 1,2, . . . ,N in a particular configuration R N ϵ͕R 1 ,R 2 , . . . ,R N ͖. As can be seen, P N (R N ) normalizes to unity. The reduced n-particle probability density n (nϽN) is given by
where dR NϪn represents dR nϩ1 •••dR N . The reduced nparticle probability density n (R n )dR n characterizes the probability of simultaneously finding the center of any n particles at R 1 ,R 2 , . . . ,R n . With this in mind, the ensemble average of any function F(R N ) that depends on the spatial distribution of the particles is given by
͑2.2͒
If the system is statistically homogeneous, the n (R n ) depend on the relative displacements R 2 ϪR 1 ,R 3 ϪR 1 , . . . ,R n ϪR 1 . Throughout this work, it should be understood that the thermodynamic limit has been taken, i.e., N→ϱ and V→ϱ, where ϵN/V remains some finite constant.
In order to study fluctuations on a local scale, it is necessary to define the subvolume of interest. We focus on the so-called ''void'' and ''particle'' regions ͑see Fig. 1͒ . The void region ⍀ V (r) is a D-dimensional spherical region of radius r that is centered at an arbitrary position in the medium. Likewise, a particle region ⍀ P (r) is a spherical region of radius r that is centered on a given reference particle. As is standard practice, we define a characteristic function for the void region by
Similarly, a characteristic function can be defined for the region surrounding the reference particle
The characteristic functions are created for mathematical convenience and will prove useful in deriving formal representations of the quantities of interest.
A. Exact integral equations for the void and particle probability functions
In this section we will present formal expressions for two special types of probability functions, E V (r;n) and E P (r;n) defined as follows:
The subvolume ⍀ P (r) is centered on some reference particle, while ⍀ V (r) is centered on an arbitrary point in the system. E V ͑ r;n ͒ϭ͓probability of finding a region ⍀ V ͑ r ͒,which is a D-dimensional sphere of radius r͑centered at some arbitrary point͒, containing exactly n particle centers].
͑2.5͒
E P ͑ r;n ͒ϭ͓probability that, given a D-dimensional sphere of diameter at some position in the system, the region ⍀ P ͑ r ͒, which is a sphere of radius r encompassing this central particle, contains exactly n additional sphere centers.] ͑2.6͒
Refer to Fig. 1 for a schematic of the regions ⍀ V (r) and ⍀ P (r). Vezzetti ͓10͔, within the framework of the canonical ensemble, previously derived an expression for the general void probability function E V (r;n) in terms of the n-particle probability density functions. Specifically, he showed
Following a similar development, we will derive a formal integral equation for the particle probability function E P (r;n). The probability of finding zero particles in a region ⍀ P (r) surrounding a given reference particle can be written in terms of the characteristic function for that region,
͑2.8͒
where particle N is taken as the reference and ͗•••͘ denotes an ensemble average. If the product in Eq. ͑2.8͒ is expanded, one
͑2.10͒
where ͕•••͖ indicates a sum over all pairs, triplets, etc., and the reference particle is excluded from all sums. When the averages in the canonical ensemble are shown explicitly, this becomes
which is precisely the result derived by Torquato, Lu, and Rubinstein ͓7͔. Using this formalism, the extension to the general particle probability function E P (r;n) is straightforward. In terms of the characteristic functions, the probability is given by
͑2.12͒
Expanding the products, and showing the averages explicitly, yields the desired integral relation
It is worth noting that both the void and the particle probability functions depend on all of the n-particle probability density functions 1 , 2 , . . . , n .
B. Moments
Using a generating function approach, Ziff ͓1͔ was able to derive an expression for the moments of the void probability function E V (r;n). In particular, he was able to show that
where ͗•••͘ ⍀ V (r) represents an average in the subvolume
. This should not be confused with a similar relationship involving the n-particle densities that appear in the grand canonical ensemble n
where V gr is the volume, N is the number of particles in the system, and ͗•••͘ gr indicates an average in the grand canonical ensemble. Equations ͑2.14͒ and ͑2.15͒ become asymptotically equivalent only as the thermodynamic limit is approached in both systems, i.e., at a fixed density both ⍀ V (r)→ϱ and V gr →ϱ. Following an approach similar to that of Ziff ͓1͔, we will proceed to derive a relationship for the moments of the particle probability function E P (r;n). It is convenient to recast E P (r;n), of Eq. ͑2.13͒, in the following form:
͑2.16͒
Using Eq. ͑2.16͒ and the binomial theorem, it is simple to show that
From Eq. ͑2.17͒, it follows that
͑2.18͒
yielding the desired moment relation for E P (r;n). Notice that while both E V (r;n) and E P (r;n) depend on all of the n-particle probability density functions, the kth moment of either distribution depends only on 1 , 2 , . . . , k .
C. Nth nearest-neighbor distribution functions
In this section we discuss two general types of neighbor distribution functions, H V (r;n) and H P (r;n), defined as follows:
H V ͑ r;n ͒drϭ͑probability that at an arbitrary point in the system the center of the nth nearest particle lies at a distance between r and rϩdr),
͑2.19͒
H P ͑ r;n ͒drϭ͑probability that, given a D-dimensional sphere of diameter at some position in the system, the center of the nth nearest particle lies at a distance between r and rϩdr).
͑2.20͒
The functions H V (r;n) and H P (r;n) will be referred to as the void and particle nth nearest-neighbor distribution functions, respectively. The neighbor functions H V (r;n) and H P (r;n) are intimately related to the void and particle probability functions E V (r;n) and E P (r;n) discussed earlier. In fact, the relationship can be seen from simple counting arguments. Consider a particular subvolume ⍀ V (r). The probability that the region contains at least n particles is given by ͐ 0 r H V (r;n)dr. The only other possibility is that there are less than n particles in the region, and thus the relationship can be expressed
An identical argument can be invoked to arrive at the particle expression
Differentiation with respect to r gives
and
For statistically homogeneous media, it is convenient to write the neighbor functions as a product of two different correlation functions. Specifically, for D-dimensional particles let
where s D is the surface area of a D-dimensional sphere of radius r. For example, s D ϭ2,2r,4r 2 for Dϭ1, 2, and 3, respectively. Given definitions ͑2.5͒, ͑2.6͒, ͑2.19͒, and ͑2.20͒, the n-particle conditional pair distribution functions G V (r;n) and G P (r;n) must have the following definitions:
s D ͑ r ͒G V ͑ r;n ͒drϭ͓probability that, given a region ⍀ V ͑ r ͒ containing n particle centers, particle centers are contained in the spherical shell of volume s D dr encompassing the region], ͑2.27͒
s D ͑ r ͒G P ͑ r;n ͒drϭ͓probability that, given a region ⍀ P ͑ r ͒ containing n particle centers ͑ in addition to the central particle͒, particle centers are contained in the spherical shell of volume s D dr surrounding the central particle].
͑2.28͒
Note that G V (r;0) is simply the contact value of the radial distribution function for a test particle of radius rϪ/2 and a particle of radius /2. Furthermore, when rϭ, then G V (;0)ϭG P (;0) is just the contact value of the radial distribution function g 2 () for identical spheres of diameter . For an equilibrium distribution of spheres, g 2 () can be related to the pressure of the system ͓29͔. In addition, as r →ϱ, the sphere of radius r may be regarded as a plane rigid wall relative to the particles, hence G V (ϱ,n)ϭG P (ϱ,n). Finally, we can write down an expression for the ''mean nth nearest-neighbor distance'' l(n) between particles as follows:
͑2.29͒
For the case of impenetrable spheres, Eq. ͑2.29͒ provides an operational definition for the random close-packed state. In particular, one can define ͓9͔ the random close-packed density to be the maximum packing fraction over all ergodic, isotropic ensembles at which l(1)ϭ.
D. Fully penetrable particles: ideal gas limit
We now consider the case of spatially uncorrelated spheres. Since this simple model represents randomly centered points, the n-particle probabilities become trivial, i.e., n ϭ n . In this limit, first considered by Hertz ͓30͔, we find, via Eqs. ͑2.7͒ and ͑2.13͒,
͑2.30͒
where v D (r) is the volume of a D-dimensional sphere,
Note that there is no distinction between particle and void quantities in the absence of correlations. The moments of the distribution are given by
͑2.32͒
From Eqs. ͑2.21͒, ͑2.22͒, ͑2.25͒, and ͑2.26͒, it is simple to show that
͑2.34͒
When discussing the ideal gas limit, it is appropriate to assign a diameter to the particles, where it is understood that they are fully penetrable. Here E V (/2;0) ϭexp"Ϫv D (/2)… is the void fraction. This stands in contrast to totally impenetrable ͑hard͒ spheres, where the void fraction is 1Ϫv D (/2).
E. Totally impenetrable particles: hard-sphere limit
In a system of D-dimensional, mutually impenetrable particles of diameter , very few exact results are known. This is due to the fact that it is generally impossible to formulate expressions for the infinite set of n-particle density functions 2 , . . . , n (n→ϱ). For small ranges of r, some exact results are available. For instance, it is clear from definitions ͑2.6͒ and ͑2.20͒ that E P ͑ r;0͒ϭ1 for 0рrр,
͑2.35͒
H P ͑ r;0͒ϭ0 for 0рrр ͑2.36͒ due to impenetrability. Further, it follows from Eq. ͑2.26͒ that G P ͑ r;0͒ϭ0 for 0рrр.
͑2.37͒
For the void quantities, a spherical cavity can contain at most one particle center for rр/2. Thus we have
and since ⍀ V (r) must contain one or zero particles for this range of r, it follows that
It is also simple to show from Eq. ͑2.23͒ that
ϭ0 for 0рrр/2, nϾ1.
͑2.41͒
For rϭ/2, the nϭ0 void probability function
is equal to 1 minus the reduced density , or equivalently, the void fraction in this system. It follows that the nϭ0 limit of the void conditional pair correlation function is given by
Although the nϭ0 void and particle quantities are not the same for rϽ, they are related to one another for rу in the case of an equilibrium ensemble of hard spheres. In particular, we have E P ͑ r;0͒ϭ E V ͑r;0͒ E V ͑;0͒ for rу.
͑2.44͒
This conditional probability can be understood by realizing that a cavity of radius is structurally equivalent to a hard sphere in an equilibrium system. For general nonequilibrium packings, Eq. ͑2.44͒ will not be true ͑see, e.g., Ref. for the equilibrium hard-sphere fluid. Finally, we note that, for equilibrium hard-sphere systems,
which are simply the scaled equations of state. Exact conditions on the quantity G V (r;n), which arise due to the packing of hard cores, can be determined. For instance, there is a D-dimensional sphere of radius r c (n) (nϾ0) which is the largest sphere that cannot contain n ϩ1 particle centers. Clearly, G V ͑ r;nϾ0 ͒ϭ0 for rϽr c ͑ n ͒.
͑2.50͒
Many other exact conditions can be derived. For instance, in Dϭ3 it can be shown that
Such conditions could provide a starting point for extending the scaled-particle theory of fluids. For the lowest order cases (nϭ0 for E V , E P , G V , and G P ; nϭ1 for H V and H P ), exact results have previously been obtained for the equilibrium hard-rod fluid (Dϭ1); see, e.g., Refs. ͓31,32,7͔. For DϾ1, accurate, approximate expressions for the void and particle quantities have been derived for the lowest order cases ͓7,9͔. In Sec. III of this work we solve for the general quantities, exactly, in the case of an equilibrium hard-rod fluid.
III. EXACT SOLUTION FOR THE HARD-ROD FLUID
In this section, we will address the statistical geometry of the equilibrium hard-rod fluid. For convenience, we choose to work with the dimensionless distance xϭr/ and the reduced density ϭ. Recall that 1Ϫ is equivalent to the void fraction in systems comprising impenetrable particles. The void and particle subvolumes ⍀ V (x) and ⍀ P (x) for the one-dimensional system are shown in Fig. 2 .
The hard-rod fluid is unique in two respects, which makes it amenable to theoretical analysis. First, the presence of an intervening particle, and the lack of any long-range interaction, render second neighbors totally ''unaware'' of each other. Secondly, the chord-length or gap-size distribution function p(h) for this system is known exactly ͓31,33͔:
where p(h)dh represents the probability that the distance between two neighboring particle centers is between 1ϩh and 1ϩhϩdh. It will be shown that these two features of the statistical geometry are sufficient to characterize the general quantities E V , E P , H V , H P , G V , and G P in the equilibrium hard-rod system.
A. Void quantities
To study the void probability function E V (x;n), it is convenient to appeal to the following geometric interpretation: E V ͑ x;n ͒ϭ͑ the fraction of space in the system inside of which the center of a spherical window could be placed such that it would contain exactly n particle centers).
͑3.2͒
This definition is compelling for the hard-rod fluid because it suggests a simple thought experiment. Specifically, one could scan the entire length of the line with a window of length 2x, and simply record the fraction of space inside of which the center could be placed such that the window would contain exactly the prescribed number of particle centers. Moreover, this procedure can be greatly simplified because of the topology of the hard-rod system. In particular, the system may be considered a repeating unit cell ͑that spans from one particle center to the next͒, with the only difference between neighboring unit cells being the width of the gap separating the particles as shown in Fig. 3 . Furthermore, the probability density associated with observing two neighboring particles separated by a distance h is given by Eq. ͑3.1͒, quite independent of neighboring gaps.
Consider the quantity E V (x;0), equal to the fraction of space inside of which the center of the window can be placed such that no particle centers are inside of it. From Eq. ͑2.42͒, we know that
͑3.3͒
For xу 1 2 , we return to the unit cell picture. For instance, one could start with the leftmost edge of the window on a particle center, and then translate the window to the right until the leftmost edge of the window is at the neighboring particle center. The volume of space in the unit cell that contributes to the available space is h 1 ϩ1Ϫ2x. In what follows, h 1 is the length of the gap in the unit cell and h 2 , . . . ,h n are the lengths of the next nϪ1 gaps to the right of the cell. To calculate E V (x;0) we simply integrate over the number of gaps per unit length that have size h 1 Ͼ2xϪ1:
for xу 1 2 .
͑3.4͒
Since, at most, one particle center can fit inside of a window of radius xϽ 1 2 , we have
͑3.5͒
For the interval 1 2 рxϽ 3 4 , the fraction of space in the unit cell contributing to the E V (x;1) is equal to 2(h 1 ϩ1Ϫx) if h 1 Ͻ2xϪ1, and is equal to 2x otherwise, leaving
It is easily verified that Eq. ͑3.6͒ also holds for the region for xу1.
͑3.7͒
If one proceeds along these lines, the following general form for E V (x;n) in the region (nϪ1)/2рxϽn/2 can be deduced:
The quantity p nϪ1 (h 1 , . . . ,h nϪ1 )dh 1 •••dh nϪ1 is the number of gaps of size h 1 per unit length which have gaps of sizes h 2 , . . . ,h nϪ1 directly to the right:
͑3.9͒
f n (x;) are polynomials in x that can be easily determined analytically from the integral in Eq. ͑3.8͒. For convenience, we have given the first several in Table I . In terms of f n (x;), the full expression for E V (x;n) can be written
͑3.10͒
The exact results for E V (x;n) are shown in Fig. 4 along with Monte Carlo simulation data at a packing fraction of ϭ0.5.
Once an analytical expression for the void probability function has been obtained, all of the related void quantities can be determined. For example, the general nth nearestneighbor distribution function H V (x;n) and the n-particle conditional pair correlation function G V (x;n), shown in Figs. 5 and 6, can be calculated using Eqs. ͑2.23͒ and ͑2.25͒, respectively. Notice that the void quantities vary relatively smoothly in x, a feature that is not shared by the particle quantities calculated in Sec. III B.
TABLE I. First five polynomials f n (x;) defined by Eq. ͑3.8͒ used in determining the void probability function E V (x;n) for hard rods. 
B. Particle quantities
A different approach is needed for studying fluctuations about a reference particle in the one-dimensional equilibrium hard-rod fluid. Specifically, symmetry suggests that the problem need only be solved on one side of the reference particle; hence we introduce the one-sided particle probability function E P
(1) (x;n) defined in the following manner:
n ͒ϭ͑ probability that exactly n sphere centers are within a distance x to the right of the reference particle center. ͒ ͑3.11͒
To be concrete, let us consider the one-sided function E P (1) (x;0), the probability that no particles are within a distance x to the right of the reference particle center. Given the chord-length distribution function defined by Eq. ͑3.1͒, this can be written
for xу1.
͑3.12͒
Since events to the left and right of the central particle are uncorrelated, we can form the quantity E P (x;0) by squaring the one-sided result
͑3.13͒
Moving on to the nϭ1 case, we note that
due to the hard-core interaction. Only one particle center can fit in the region 1рxϽ2 to the right of the reference particle, yielding
for 1рxϽ2.
͑3.15͒
When considering distances xу2, there are two contributions to E P (1) (x;1):
for xу2. ͑3.16͒ 
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The first integral in Eq. ͑3.16͒ represents the contribution from configurations when the first particle center to the right is closer than xϪ1 to the reference particle center, and the second particle center to the right is no closer than x to the reference center. The second integral accounts for configurations in which the first particle is between xϪ1 and x to the right of the reference center, irrespective of the second particle's position.
We can have exactly one particle within x of the reference center by either having one on the left of the central particle and none on the right or vice versa, leaving
Following these arguments, one can arrive at a general form for the one-sided probability function E P (1) (x;n):
ͬ for xуnϩ1.
͑3.18͒
The full particle probability function E P (x;n) is then determined from the simple relation
which counts all ''left-side, right-side'' combinations which sum to the desired result. Figure 7 shows the exact results along with a comparison with Monte Carlo simulation data. Notice that the peak in the E P (x;2) curve is higher than the peak in the E P (x;1) curve for reduced density ϭ0.5. This feature is a manifestation of the natural packing symmetry that develops about the reference particle in one dimension. In other words, the coordination shell consists of a pair of particles, one to the left and one to the right. As the packing fraction is increased, the peaks in the even number curves (nϭ2,4,6, . . . ) become extremely pronounced, as compared to their odd counterparts ͑see Fig. 8͒ . Recent computer simulations of liquid water ͓3͔ and the three-dimensional hard-sphere fluid ͓4͔ suggest that the quantity E V (x;n) in simple fluids may be accurately approximated by a Gaussian distribution in n, at least far away from very high or very low densities. In Fig. 9 we plot the particle probability function E P (x;n) versus n for several window sizes at a packing fraction of ϭ0.5. The points generated from Eq. ͑3.19͒ were fit to Gaussian curves to test this approximate form for the particle version of the probability function. Although the function E P (x;n) is nearly Gaussian in n near the peak, significant deviations can be seen in the tails of the distribution. This should be expected, as it is known that both E V (x;n) and E P (x;n) depend on all of the n-particle density functions, and thus on all higher moments.
Using relations ͑2.24͒ and ͑2.26͒, one can determine the particle nth nearest-neighbor distribution function H P (r;n) ͑Fig. 10͒ and the n-particle conditional pair distribution function G P (r;n) ͑Fig. 11͒, respectively. Note the appearance of a kink in the second nearest-neighbor distribution function H P (r;n). This abrupt change, occurring at xϭ2, corresponds to the first distance at which the second nearest neighbor can occur on the same side of the reference particle as the nearest neighbor. Such anomalies in the particle quantities are expected because the origin is fixed in the center of a reference particle, unlike the void quantities which are averaged uniformly over all possible origins in the system. It is worth noting that the starting point of our derivation was the one-sided particle probability distribution E P
(1) (x;n). We could have just as well chosen as our starting point the one-sided nth nearest-neighbor distribution H P
(1) (x;n), a quantity evaluated by Elkoshi, Reiss, and Hammerich ͓32͔ for both constrained and unconstrained hard-rod systems. This quantity is related to the conventional pair correlation via g͑x ͒ϭ ͚ iϭ1 ϱ H P ͑ 1 ͒ ͑ x;i ͒.
͑3.20͒
Although we studied the equilibrium hard-rod system in this work, the methods developed are quite general. In fact they will carry over to any one-dimensional system provided that there are no second neighbor interactions and that the chord-length distribution p(h) can be characterized.
IV. CONCLUSIONS
In this paper we present analytical series representations for the general probability functions E V (r;n) and E P (r;n) which describe density fluctuations in many-body systems. Furthermore, we have developed equations for their central moments in terms of the n-particle reduced density functions 1 , 2 , . . . , n . The results concerning the particle quantities are new, to our knowledge. We have derived relationships for the void and particle nth nearest-neighbor distribution functions H V (r;n) and H P (r;n), and the n-particle conditional pair distribution functions G V (r;n) and G P (r;n). In the case of the equilibrium hard-rod fluid, we solve for the generalized version of the quantities E V , E P , H V , H P , G V , and G P exactly. We believe the results are the first of this type for a hard-particle system. Furthermore, the methods used to solve the hard-rod problem are quite general, and can be used to address other one-dimensional systems of interacting particles. We are currently developing approximation formulas for the nearest-neighbor quantities for systems of spheres in higher dimensions. PRE 58
