This paper studies the capacity of molecular communications in fluid media, where the information is encoded in the number of transmitted molecules in a time-slot (amplitude shift keying). The propagation of molecules is governed by random Brownian motion and the communication is in general subject to inter-symbol interference (ISI). We first consider the case where ISI is negligible and analyze the capacity and the capacity per unit cost of the resulting discrete memoryless molecular channel and the effect of possible practical constraints, such as limitations on peak and/or average number of transmitted molecules per transmission. In the case with a constrained peak molecular emission, we show that as the time-slot duration increases, the input distribution achieving the capacity per channel use transitions from binary inputs to a discrete uniform distribution. In this paper, we also analyze the impact of ISI.
I. INTRODUCTION
As nano-technology has received increasing attention, researchers have investigated communications based on the release of molecules in a fluid propagation medium and their detection at a receiver.
Diffusion-based channels are of particular interest because diffusion is the basis of data transmission in most of cell signaling, e.g., calcium signaling, hormones, etc. [1] . Diffusion-based molecular communications systems encode information in the concentration [2] , time of release [3] , the number of molecules released in a time-slot (amplitude-shift keying (ASK)), the type of molecules and the ratio of different types of molecules [4] . The released molecules propagate in a fluid medium before arriving at the receiver. Of these choices, this paper focuses on amplitude shift keying and characterizes the capacity of a diffusion molecular communication channel in different settings.
The movement of molecules in a fluid medium is governed by Brownian motion [5] , including when the medium itself moves with a drift velocity [6] . The propagation time between transmitter and receiver is, therefore, random. Several works have investigated the capacity of molecular communications using a fluid medium. In [7] , the authors study the capacity of a discrete molecular diffusion-based channel chosen number of molecules into a 1-D fluid medium with drift. The molecules then propagate to the receiver where they are detected and removed from the system. One of the main challenges in such a diffusion-based system is inter-symbol interference (ISI): due to the random propagation time, molecules may arrive over many time-slots. Indeed, if the system did not suffer from ISI, in our model wherein molecule release and detection are perfect, communications would also be perfect. The work in [5] , disregarding ISI, studies a binary ASK scheme by considering the life expectancy of molecule with an AIG model for propagation time. Of interest here is a capacity analysis of an ASK molecular system suffering from the effects of ISI. In [18] , an achievable rate and the probability of error of binary and 4-ary ASK molecular schemes are investigated in presence of ISI. Specifically, the analysis there assumes that output symbols are mutually independent, resulting in a lower bound on capacity [19] .
Capacity analyses of conventional communication channels with ISI has a strong presence in the literature. Several methods have been proposed, starting from the seminal work by Hirt and Massey [20] , which analyzes the capacity of the Gaussian ISI channel. The problem is solved for the case of an unrestricted input distribution, but remains open for a discrete input alphabet [21] . However, several bounds, both lower and upper, to the capacity with discrete inputs and Gaussian channels have been obtained [19] . A simulation-based approach to calculate capacity in the case of i.i.d. (independent and identically distributed) inputs with binary modulation is given in [22] . This approach is based on a trellis structure where the number of states relates to the memory of the ISI channel.
In this paper, with information encoded in the number of molecules released, the receiver counts the number of molecules received within each time-slot. We obtain the probability of molecules arriving within a specific time-slot using the AIG distribution; this leads to a binomial distribution on the number of molecules received in each time-slot. We begin by analyzing ASK over such a channel in the basic discrete memoryless setting. In Section III we model the system as a memoryless channel. This molecular discrete memoryless channel (DMC) may be motivated by a molecular communication system with life expectancy of molecules being equal to the time-slot duration. This implies that the molecules disappear or decompose after the duration of a time slot. Specifically, in Section III, the molecules do not cause ISI.
We also study the capacity per channel use, the capacity per unit time, and the capacity per unit cost and examine the effects of possible constraints on peak and average molecular cost. Capacity per channel use and time are useful measures in applications such as drug delivery systems (DDS) [23] and communication over fluid channels. The capacity per unit cost is the objective function in cost efficient communications, where the information rate per molecular emission is more important. To the best of our knowledge, this is the first study of capacity per unit cost in molecular communications. Constraints on transmission cost address certain practical constraints in molecular communications. Specifically, the peak constraint acts as a toxicity constraint in DDS [23] . Similarly, the average constraint reflects a limitation on the average input emission or injection rate in molecular communications or DDS [24] . For DMC, we obtain the optimal input distribution and the resulting quantity for different capacity measures with average or peak molecular cost constraints. We also use this analysis to obtain the optimum transmission symbol interval as a function of the channel model parameters in each case.
We then move on to analyzing the impact of ISI in ASK-based molecular communications. As in [19] , with some abuse of notation, we call I i.i.d the capacity with i.i.d. inputs, the channel capacity. We propose two lower bounds and an upper bound for the I i. A crucial question left unanswered by the presented capacity analysis is what the impact of the simplifying assumption on one time-slot memory is. We are unable to directly evaluate the quality of this assumption since the true channel capacity is unknown. As a proxy, we develop the maximum likelihood (ML) detector as a possible implementation of the molecular communication receiver. We evaluate the error rates assuming ISI restricted to one time-slot and compare the performance to simulations which do not impose this assumption. As we will see, this allows us to characterize the range of parameters over which the assumption holds true.
The remainder of this paper is organized as follows: the system model and the problem statement are presented in Section II. Section III focuses on capacity analyses of a discrete memoryless ASK molecular communications, while Section IV presents our analysis in presence of ISI. Numerical results illustrating the analyses are presented in each section. Finally, Section V wraps up the paper with concluding remarks.
II. SYSTEM MODEL AND PROBLEM STATEMENT

A. System Model
The transmitter is a point source of identical molecules. Using ASK, at the beginning of every time-slot of length T , it transmits a message by releasing X, 0 ≤ X ≤ X max , molecules into the fluid medium.
Here, X max is the maximum number of molecules releasable in any time-slot. The transmitter does not affect the propagation of the molecules. The channel is one-dimensional. Molecules propagate between the transmitter and receiver by Brownian motion characterized by a diffusion constant d and (positive) drift velocity v.
At the receiver, all received molecules are absorbed and removed from the system. We consider two cases: first, we ignore ISI and assume that a molecule released in time-slot m arrives within the same time-slot or disappears; this leads to a DMC. In the second half of the paper, we consider one slot of ISI, i.e., we assume molecules that do not arrive within two time-slots have disappeared 1 . Everything else within the system operates perfectly, i.e., the only randomness in our model is the propagation time (equivalently, the number of molecules that are received in a time-slot). If l denotes the distance between transmitter and receiver 2 , using the AIG analysis in [3] , the cumulative distribution function (CDF) of the propagation time is given by
Here, Φ (·) is the CDF of a standard Gaussian random variable, µ = l/v, λ = l 2 /σ 2 and σ 2 = d/2 is the variance of the associated Weiner process [3] . It is noteworthy that in a 3-dimensional environment the first passage process is transient, i.e., there is a non-zero probability of the molecule never arriving at the receiver [25] . On the other hand, this is not true for the 1-D propagation under consideration; the first passage process for the 1-D case is said to be "recurrent".
When the transmitter releases X = x molecules in a time-slot, the probability of receiving Y = y of these molecules in the same time-slot is given by
where q 1 = F W (T ) is the probability of a molecule arriving within the same time-slot of its release.
In general,
denotes the probability of a molecule arriving in the k-th time-slot after transmission.
At the start of time-slot k, X k ∈ {0, 1, ..., X max } molecules are released. Let a x = Pr (X = x), 0 ≤ x ≤ X max , denote the probability of releasing x molecules at the transmitter, and Z k denote the number of molecules in time-slot k, that were released but not received in slot k. If Y k denotes the number of molecules received in time-slot k, we have
in which, N k−1 ∈ {0, 1, ..., (k − 1)X max } denotes the total number of "interfering" molecules from the previous k − 1 time-slots arriving in time-slot k. Considering P k (n) = Pr(N k−1 = n), the channel transition probability when X k = x molecules are transmitted is given by
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where, as defined, a i = Pr (X = i) for i ∈ {0, ..., X max }. If, as later in Section IV, we were to assume that the ISI only affects the next time-slot, (5) is simplified to
. . .
where P 1 (0) = 1 as 0 molecules are received from the previous 0 time-slots.
B. Problem Statement
For the ISI channel, the average mutual information per channel use is given by
in which,
, denote the length-L input and L + k output sequences, k is the length of ISI, and the mutual information is evaluated for a given joint input distribution
This determines the achievable rate of reliable communication through this channel with this specific input distribution; the channel capacity is the supremum of this mutual information over all allowed joint input distributions.
Obtaining the capacity of the ISI channel requires optimization over the joint input distribution, a seemingly intractable problem. As suggested in [19] , we focus on the case of i.i.d. inputs, i.e.,
We denote the resulting average mutual information as I i.i.d [19] . Note that this mutual information is a lower bound on the expression in (7), but, as in [19] , with a slight abuse of notation we will call the resulting mutual information the "channel capacity". This capacity is given by
Despite this significant simplification, calculating the channel capacity in (8) appears intractable and, in the next sections, we investigate two related scenarios. We first ignore ISI and obtain the capacity of the resulting DMC under various possible constraints. In Section IV, we consider an ISI channel with a memory of one time-slot.
III. CAPACITY ANALYSIS OF MOLECULAR DMC WITH ASK
We begin by analyzing several capacity measures with different cost constraints for the basic discrete memoryless molecular communication channel with ASK. As described in Section II, the DMC model may also be motivated by a molecular communication system where the life expectancy of molecules is equal to the time-slot duration. Specifically, we derive the capacity per channel use, per unit time and per unit cost with possible constraints on peak and average cost of transmission. In each case, the optimum input distribution and the resulting maximized capacity measure are also quantified.
A. Capacity Per Channel Use
The general capacity problem with only a constraint on the maximum number of transmitted molecules per channel use (akin to a peak constraint on the input) is as follows
where X max is the allowed maximum number of transmitted molecules per time-slot. Note that for this case, we allow the transmitter to not release any molecules in a time-slot, i.e., X = 0 is allowed. The objective function in (9) is concave with respect to the input probability vector a and the constraint is DRAFT November 24, 2015 linear, hence the optimization problem is concave. Hence, the solution of problem in (9) can be obtained using the Blahut-Arimoto algorithm [26] .
To describe the algorithm as applied here, using (2), we define an (X max + 1) × (X max + 1) channel
and matrix Q with Q y,x = [p ( X m = x| Y m = y)] with the same size as P, where P x,y (Q y,x ) denotes the (x, y)((y, x))-th element of P(Q). Let
Then the following is true [26] :
2) For fixed a, J (a, P, Q) is maximized by
3) For fixed Q, J (a, P, Q) is maximized by
The Blahut-Arimoto algorithm begins with the transition probability matrix defined by (2) and an arbitrary, but valid, choice for a. It then iterates between steps 2 and 3 above until convergence. Since, the mutual information in (9) is concave in terms of input probability, the output of the algorithm is the optimal, capacity-achieving, input probability distribution,â; as an aside, the matrix Q is the corresponding output-input reverse transition matrix. Figure 1 illustrates the results of using the Blahut-Arimoto algorithm in obtaining the optimal input distribution. Figure 1a plots the optimum input distribution, a x , in terms of T with l = 10 −2 , v = 1, σ 2 = 1 and X max = 10. Interestingly, though perhaps intuitively, the optimal distribution transitions from a bipolar distribution for small T to a uniform distribution for large T (system essentially perfect).
In all cases in the figure, as T increases, the capacity converges to log 2 (X max + 1). the capacity per channel use, by increasing the probability of receiving all molecules in one time-slot, the increase with increasing σ 2 is less intuitive. The explanation is that increasing the diffusion constant increases the randomness in the location of the molecules, and the randomness helps improve the chances of molecules arriving at the destination within one time-slot. This is consistent with the fact that q 1 = F W (T ) is an increasing function of σ for low-to-medium values of v. For large v, q 1 ≃ 1 and capacity is near its maximum value. It is worth noting that when information is encoded in time-of-release as in [3] , the mutual information is not monotonic in σ.
Figures 1c and 1d plot the capacity for different values of l and v, respectively. As expected, decreasing l (equivalently, increasing v) improves capacity significantly because, in each case, clearly, q 1 increases. DRAFT 
B. Capacity with Average Cost Constraint
A variation on the optimization in (9) is when the average cost of transmitted molecules per channel use is also constrained. The resulting optimization problem is
where e Xm=x ≥ 0 is the cost of using x molecules as the ASK symbol. The vector e = [e x ], x ∈ {0, 1, ..., X max } specifies the cost vector. A concrete example is when the transmission cost is equal (proportional) to the number of transmitted molecules per channel use, i.e., e x = x. The capacity with cost constraint E is then defined as
where A E = {a | x a x e x ≤ E} denotes the set of all allowable input distributions that meet the cost constraint.
With a concave cost function and linear constraints, the optimization problem in (14) is concave.
Hence, the solution can be obtained using the constrained Blahut-Arimoto algorithm [26] . Using Lagrange multipliers, the cost function can be parameterized as
where s denotes the Lagrange multiplier. The maximization is now over all input probability vectors a.
For any matrix Q with size (X max + 1)
Hence, using (16), the following is true [26] 1) The constrained capacity C = s x xa x + max 2) For fixed a, J (s, a, P, Q) is maximized by
3) For fixed s, P, J (s, a, P, Q) is maximized by
4) The optimum s is the minimum value (≥ 0) that satisfies the constraint x e x a x ≤ E.
The procedure to optimize for the input distribution is similar to that without the average cost constraint.
The one additional step is to obtain the parameter s after updating the distribution vector a. As per 4) above, the minimum value of s can be obtained by a bisection search. To obtain the optimal distribution, the algorithm is executed setting E = x e x a x . In the rest of the paper, unless otherwise mentioned, we consider e x = x. capacity increases, i.e., as expected, a stricter constraint reduces the achievable rate.
C. Capacity Per Unit Time
It is worth noting that the solutions to the optimization problems in Sections III-A and III-B can be used to solve other problems of interest such as to maximize the mutual information per unit time with constraints on the maximum and/or average number of transmitted molecules per unit time. The general optimization problem is as follows
where, P max andP are the maximum and the average number of transmitted molecules allowed per unit time. However, since T is a constant and independent of a x , we can use the same approach as described above by setting X max to be the integer closest to (P max T ) and E =P T .
We note that a related problem of interest is obtaining the optimal time-slot duration, T opt , that maximizes the capacity per unit time for a given set of system parameters (v, l and σ 2 ). Unfortunately, this optimization problem is not concave and so we have resorted here to numerical solutions.
Figures 3a and 3b plot C/T in bits/sec and q 1 , respectively, as functions of time-slot duration T , for different values of v. Here, σ 2 = 0.5, l = 10 −2 and X/T ≤ 20 × 10 3 molecules/sec. As expected, there is an optimum value for time-slot duration, T opt , which maximizes the I(X m ; Y m )/T , though, interestingly, this duration does not vary significantly with drift velocity. As drift velocity increases, the optimal value slowly decreases. Locating the corresponding values of q 1 in Fig 3b we observe that the maximum value of C/T corresponds to a value of q 1 higher than 0.9. For such a large probability that the molecules arrive within the same time-slot, the assumed DMC model turns out to be essentially accurate. Hence, we plot C/T in Figure 3a for the range of T which corresponds to this value of q 1 . DRAFTthese figures, the input distribution is derived from optimization problem in (19) . Here E(X/T ) and C/T decrease with increasing s. Since, s is a Lagrange multiplier, in (13), increasing its value tightens the constraint in (13c), i.e., E(X/T ) and C/T are also reduced.
D. Capacity Per Unit Cost
A final optimization problem within the DMC framework of interest is the relative capacity, i.e., the capacity per unit cost. This is akin to optimizing the "energy efficiency" in molecular communications.
Here, we investigate maximizing the mutual information per average transmission cost when the maximum number of transmitted molecules per channel use is limited. The associated optimization problem is given
The ratio of mutual information to transmission cost, as in (20), is defined in [27] as relative capacity, usually denoted by C R .
In (20) the choice of cost e Xm=x = x is the average number of molecules transmitted, E(X); allowing X = 0 implies that we allow for a symbol with zero cost. Clearly, any optimization would maximize use of the symbol (a 0 = 1). To avoid form zero information rate, we can add a constant, i.e., use e x = c 0 + x, where c 0 is a small constant value, ensuring that there is no symbol with zero cost.
Since the relative capacity, I(X m ; Y m )/E(e Xm ), is a continuous and quasi concave function of a, it may be maximized using the Jimbo-Kunisawa algorithm [28] . The corresponding iterative procedure is as follows: 1) Initially, choose an arbitrary probability vector a (0) , 2) After the rth iteration, having obtained probability vector a (r) , construct the (r + 1)th probability vector a (r+1) as follows;
where Finally, we need to normalize the distribution using
We iterate until C
R is the value of objective function in (20) at rth iteration and ε > 0 is arbitrary small number. changing the cost function to e(X) = X+1, the optimum distribution is radically different, and probability of transmitting non-zero symbols increases (even though X = 0 remains the symbol with the highest probability). Figure 5d plots the relative capacity, C R , for different values of X max . We observe that the relative capacity increases as X max increases, but that quickly saturates to a value of 1 bit/cost. Table 1 summarizes the effect of parameters in the molecular medium, such as v, l and σ 2 , and the transmitter parameters, such as X max and E(X). Note that the table refers to error rates, an issue considered in Section IV-F.
IV. CAPACITY ANALYSIS OF MOLECULAR ISI CHANNEL
While the previous section analyzed several capacity measures for ASK communications over molecular DMC, in this section, we initiate an analysis in presence of ISI. As stated earlier, we focus on one timeslot of allowed memory. As with many problems dealing with ISI, we are unable to obtain exact results and resort to bounds. Specifically, we develop two lower bounds and an upper bound for the capacity of the molecular communication system under consideration. We emphasize that the inputs are i.i.d.,
i.e., the term "capacity" here refers to the simplified case where the inputs within each time-slot are chosen independently and from the same probability distribution. Finally, in this section we develop the maximum a posteriori (MAP) detector (as a possible implementation of a molecular communication receiver) to evaluate the assumption of restricting memory to only one time-slot. We do this by comparing the numerical and simulation results of the performance measure, the probability of error. It is worth noting that one could consider ISI over multiple time-slots using (5). However, this adds exponential complexity to the analysis.
A. Lower bound 1
The first lower bound considers the effect of ISI on the mutual information between input and output symbols within the same time-slot. This is a lower bound on the channel capacity because this measure ignores the memory; essentially, we consider a DMC but with an additional source of measurement error due to molecules from the previous time-slot. This lower bound relates to a lower bound of I i.i.d in a discrete-input Gaussian channel with ISI [19] . Hence we have
where
By averaging over
Given an input probability vector a, this lower bound can be easily evaluated.
B. Lower Bound 2
With the one time-slot memory model, the transmitted symbol in the current time-slot only affects the received molecules in the current and the next time-slot. We consider the mutual information between DRAFTtransmitted symbol in current time-slot and received symbols in the current and next time-slot
where (a) and (b) are obtained based on the definitions of mutual information and joint entropy, respectively. We consider the channel in the steady state regime, hence P (
is given in (25) . Also, p ( y m | y m−1 , x m−1 ) is given by
where (a) 
While far more involved, as with the first lower bound in (24) , given the input probability distribution, obtaining this bound is a simple matter.
C. Upper Bound
Having developed two lower bounds on capacity, we now develop an upper bound motivated by the matched filter upper bound in Gaussian ISI channels [19] . With one time-slot memory for the channel, if we transmit symbols and wait two time-slots before transmitting the next symbol and remove any subsequently arriving molecules, we have an interference-free channel and arrive at an upper bound to the capacity per channel use. This is equivalent to the DMC case with the binomial transition probabilities of (2) where q 1 is replaced by q U = F W (2T ). The mutual information of this channel is concave which can be maximized using the Blahut-Arimoto algorithm [26] . We therefore have the upper bound
where P ( y m | x m ) is given by
and q U = F W (2T ). Clearly,
where (a) is obtained from chain rule in mutual information and (b) is obtained based on the non-negativity of mutual information. Hence, we have the following result
as long as the input distribution for the upper bound is optimum. We discuss optimizing the bounds next.
D. Optimizing Lower and Upper Bounds
We are unable to show the concavity of the lower bounds I LB1 and I LB2 with respect to the input distribution vector a; however, we can modify the Blahut-Arimoto algorithm [26] to find a local maximum, and as a result, we can optimize, to within a local maximum, these two lower bounds. The channel transition matrices P (LBh) , h ∈ {1, 2} for lower bounds 1 and 2 are
where, importantly, the size of P (LB1) and P (LB2) are (X max + 1) × (2X max + 1) and (X max + 1) ×
Then the following is true.
2) For fixed a, J a, P (LBh) , Q is locally maximized by
3) For fixed Q, J a, P (LBh) , Q is locally maximized by
The algorithm iterates between a j derived in (41) and the transition probability matrices P (LBh) in (37) or (38). This procedure is repeated until the convergence of the probabilities a j .
In contrast to the lower bounds, I U B is a concave function in terms of a. Hence, using the standard Blahut-Arimoto algorithm [26] a unique distribution globally maximizing the upper bound can be obtained (note that this is critical for I U B to be a valid upper bound).
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E. MAP and ML Detectors
In this subsection, we derive the detection performance of a molecular ASK receiver. Since the true channel capacity is unknown, we are unable to directly evaluate the quality of the assumption of one time-slot memory in molecular ISI channel on the capacity analysis. As a proxy, we examine the effect of this assumption on the detection performance using simulations and analysis. In general, one may resort to a sequence detector over an ISI channel for improved performance [29] - [31] , however, in molecular communications the implementation complexity for nano-machines is likely to be prohibitive. Hence, here we consider a MAP symbol-by-symbol detector at the receiver to estimate the number of molecules transmitted. Hence, here we consider a MAP symbol-by-symbol detector at the receiver to estimate the number of molecules transmitted. The decision rule is given bŷ
By replacing (4) in (42), we havê
If x molecules are transmitted, the decision region for detecting x at the receiver is denoted by {Y x }.
Hence, probability of error is denoted by
As always, using a uniform input distribution in a x , makes the MAP detector a ML detector.
F. Numerical Results
We now evaluate and compare the derived bounds for various medium parameters such as l, v and σ. distributions, the bounds I LB1 and I LB2 improve noticeably in comparison to the cases with uniform input distribution. This is while a uniform distribution maximizes the source entropy and the capacity of a molecular channel without ISI (here an error free channel). Another important observation here is that each of the two proposed bounds for the molecular ISI channel amounts to almost an equal rate with either its corresponding optimized distribution or that from the molecular DMC case in Section III. To directly compare the two bounds, Figure 6c compares I LB1 and I LB2 as a function of T for the optimized input distribution from (41) (labeled by "Optimized"), and a uniform input distribution.
Figures 7a-7c plot I LB2 , I LB1 , C DM C and I U B versus T for different values of the transmitter-receiver distance, l, the diffusion constant σ and drift velocity v, respectively. As evident, by decreasing l all bounds increase and converge to log 2 (X max + 1) = 3, which is the entropy of the source. Similarly, all capacity bounds are increasing functions of σ. As also observed in [3] (for the case when information is DRAFT(a) encoded in the time of release) increasing drift velocity increases mutual information due to reduced ISI.
Comparing the results of the three recent sub-figures, we note that the bounds are most sensitive to the transmitter-receiver distance l and drift velocity v while not being as sensitive to the diffusion constant σ. Crucially, over wide ranges of T , the upper and lower bounds are close. Also, due to the reduced ISI, reducing l reduces the gap between all the derived bounds.
The capacity of an ASK-based molecular communication channel is in general unknown. To test the validity of the one time-slot memory assumption, we compare the probability of error of the ML detector in three cases: no ISI (the DMC of Section III), including ISI up to one time-slot (the case analyzed in Section IV) and simulation results that track the arrivals of all molecules. We reason that, if our assumption is invalid, there should be a noticeable difference between the error rates for the three cases.
In all cases, we use a uniform input distribution (making the MAP and ML detectors equivalent). Figure 8 plots the probability of error, P e , of the ML detector versus T . In this figure, (i) the solid curves denote the error probability for the molecular DMC case, (ii) the dashed curves denote the error assuming single time-slot memory (STM) ISI model, and (iii) the markers denote simulation results based on tracking all molecules (labeled as the multiple time-slot ISI model (MTM)). By comparing whether the markers match the dashed or solid curves in these figures, one can examine the range of parameters in which each of the DMC, STM or MTM models is valid. In Fig. 8a , P e is depicted versus T for different values of v with l = 10 −2 and σ 2 = 1. One sees that with v = 10, for T > 2 × 10 −2 , the numerical results of DMC match the simulation results and for 3 × 10 −3 < T < 2 × 10 −2 , numerical results of STM match the simulation results; hence for v = 10, the DMC and STM models are valid in the said ranges, respectively. Also, Figure 8b shows P e in terms of T for different values of σ 2 with v = 1 and l = 10 −2 . We observe that for small to medium values of T , increasing σ 2 reduces P e , while for large values of T , increasing σ 2 , increases P e instead. This is consistent with the behavior of q 1 as a function of σ 2 . For small and medium values of T , in which ISI is important, q 1 is an increasing function in terms of σ 2 , i.e., the increased variance in position increases the probability of the molecules arriving within two time-slots after release. Moreover, one sees in this figure that for σ 2 = 0.1, the DMC and STM models are valid for T > 3 × 10 −1 and 10 −3 < T < 3 × 10 −1 , respectively.
It is evident in Figure 8 , that the numerical results of the DMC case (the solid curves) match well to the simulation results for higher values of T , while those of the one time-slot memory model (the dashed curves) match the simulation results for lower values of T . The results show that accounting for one time-slot of memory is adequate for design and capacity analysis purposes in an interesting range of molecular channel parameters and error probabilities. Specifically, the corresponding results are very close to the more accurate case of memory spread over multiple time-slots. For more accurate analysis in these cases, one may opt to extend the presented analysis to the case where molecules arriving with more than one time-slot delay are also taken into account in modeling ISI. Naturally, this is only achieved at the cost of substantial (exponentially growing) computational complexity in the analysis.
For small values of T the duration of ISI is more than one time-slot, and the probability of error performance of the ML detector deteriorates. This is naturally assuming that the delayed molecules do DRAFT(a) It is noteworthy that depending on the characteristics of the fluid media, the quantity of molecules and their life expectancy, the slot duration should be chosen such that a statistical majority of molecules emitted in a slot arrive within a time-slot. Of course, the presented model, detectors and analyses will serve most effectively in such a practical setting. DRAFT 
V. CONCLUSIONS
In this paper, we analyze the capacity of a molecular communications channel when information is encoded in the number of transmitted molecules (molecular ASK). The molecules propagation is governed by Brownian motion and the probability of arrival within a specific time-slot is derived using the additive inverse Gaussian model for the transmission time. We analyzed the capacity in both DMC and ISI cases.
For the DMC, the optimized input distribution was derived to achieve the capacity per channel use, per unit time and per unit cost. Our results show that for small (large) values of transmission time-slots, the distribution achieving the capacity per channel use converges to bipolar (uniform) distribution. Also, imposing a limitation on average number of transmitted molecules per channel use reduces the capacity per channel use and makes symbols with lower transmission cost more probable. As a result in this case, the optimum input distribution, maximizing the capacity per channel use, deviates from a uniform distribution even for large values of time-slot duration. By considering the capacity per unit time as the objective function, the optimum time-slot duration, which maximizes the capacity with peak and/or average constraints on the number of transmitted molecules per unit time, was obtained numerically. We studied the dependence of the optimum time-slot duration with parameters of the molecular medium. This paper also offered the first study on the capacity per unit cost in molecular communications, which is a capacity measure conscious of its relative efficiency with respect to the molecular injection rate. For the case where molecular alphabet only consists of symbols with non-zero cost, a non-zero capacity per unit cost is feasible and we obtained the corresponding optimized input distribution.
The second half of this paper analyzes the case with ISI; specifically, with ISI restricted to one timeslot. Two lower bounds and an upper bound for ASK-based molecular communication with ISI were derived. Our results quantified how the lower bounds improve when the corresponding input symbol distributions are optimized. Importantly, our results showed that over a wide range of parameter values the gap between the lower and upper bounds are small and so can provide a good measure of capacity. The results also showed that the optimum distribution obtained assuming a DMC provides close-to-optimal results for the ISI case as well.
To test the validity of the one time-slot memory model for the molecular ISI channel, we compared the performance of the ML detector in this case, with that assuming a DMC model and the results from the simulations. As our results show, the one time-slot memory model is valid over an interesting range of molecular channel parameters. One may extend the presented analysis to the case with multiple timeslot memory models at the cost of increased computational complexity. Also, the design and analysis of efficient detectors in these settings is another possible future research direction.
