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1 Introdution
Soit F un orps de nombres totalement réel de nombres de lasses 1.
On note n = [F : Q] son degré, OF l'anneau des entiers de F, H le demi-
plan de Poinaré, et on xe un plongement réel ιj de F. Etant donnés deux
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entiers c 6= 0 et d de OF premiers entre eux, nous dénissons la somme de
Dedekind généralisée sj(d, c) omme une ertaine fontion réelle-analytique
sj(d, c; .) : Hn−1 → R.
L'objetif de et artile est double : d'abord étudier es fontions en
généralisant les identités remarquables satisfaites par les sommes de Dedekind
lassiques. Ensuite, relier des valeurs spéiales de sj(d, c; .) en des points
algébriques de Hn−1 à des valeurs spéiales de fontions L de Heke en s = 0.
Commençons par présenter le as où F est le orps des rationnels. Les
sommes de Dedekind lassiques peuvent être introduites de la manière suiv-
ante à partir de la formule de transformation modulaire du logarithme de la
fontion η de Dedekind.
La fontion η de Dedekind est dénie sur le demi plan de Poinaré H par
η(z) = eiπz/12
∞∏
n=1
(1− e2iπnz).
Sa puissane 24-ème est la forme modulaire ∆ de poids 12 sur le groupe
SL2(Z). On hoisit omme logarithme de η la branhe holomorphe
ln η(z) :=
iπ
12
z −
∞∑
m=1
∞∑
n=1
e2iπmnz
m
.
Soit A =
(
a b
c d
)
une matrie de SL2(Z) telle que c 6= 0. Si on note ln la
branhe prinipale du logarithme, la fontion ln η vérie don la formule de
transformation
ln η(Az) = ln η(z) +
1
4
ln
(−(cz + d)2)+ iπ
12
ΦR(A)
qui dénit la fontion ΦR : SL2(Z) → Z de Rademaher. La somme de
Dedekind lassique s(d, c) est le rationnel lié à ΦR(A) par la relation
s(d, c) :=
1
12
[
− sign(c)ΦR(A) + a+ d|c|
]
.
Dans [De℄, Dedekind déduit de la formule de transformation de ln η la loi
de réiproité fondamentale
s(d, c)+s(c, d) = −1
4
+
1
12
(
d
c
+
c
d
+
1
cd
)
si (c, d) = 1, c > 0, d > 0. (1)
Ensuite, il utilise le travail de Riemann pour démontrer l'égalité
s(d, c) =
∑
kmod c
((
k
c
))((
kd
c
))
, où ((x)) =
{
0 si x entier,
x− [x]− 1
2
sinon,
2
qui permet d'étendre la dénition de s(d, c) au as où c et d ne sont pas
premiers entres eux. Enn Dedekind montre que pour tout p premier on a
l'identité
s(dp, c) +
∑
rmod p
s(d+ cr, cp) = (p+ 1)s(d, c), (2)
'est-à-dire que les sommes de Dedekind lassiques sont des fontions propres
pour ertains opérateurs de Heke.
Toute ette onstrution se généralise au orps F. En eet, nous utilisons
la formule de transformation modulaire de la fontion Λj : Hn → R introduite
par Hara ([Ha℄) pour dénir une fontion réelle-analytique
Φj : SL2(OF )×Hn−1 → R
analogue de la fontion ΦR de Rademaher. Nous introduisons ensuite la
somme de Dedekind généralisée sj(d, c; .) qui ne dière de Φj
((
a b
c d
)
, .
)
que d'un terme élémentaire.
Nous démontrons alors que es sommes vérient une loi de réiproité et
une identité qui généralisent (1) et (2). Cette loi de réiproité, qui onstitue
le théorème 4, met en évidene le rle partiulier joué par la fontion s(0, 1; .).
On s'intéresse dans le reste de et artile à des invariants de lasses de
Γ := SL2(OF ) onstruits à l'aide de valeurs spéiales de la fontion Φj .
Cet invariant est déni dans le as rationnel par Rademaher ([Ra1℄) selon
la formule Ψ(A) := ΦR(A)/6− sign(c tr(A))/2. Dans [At℄, M. Atiyah identie
diérents invariants de lasses de SL2(Z) à la fontion Ψ. En partiulier,
il explique omment assoier à une matrie hyperbolique de SL2(Z) une
fontion entière LA(s) qui onsiste essentiellement en une fontion L de Heke
partielle. M. Atiyah démontre ensuite l'égalité
LA(0) = Ψ(A)
en adaptant des résultats de C. Meyer [Me℄. Nous nous proposons de généraliser
l'identité préédente en nous inspirant des résultats de Hara [Ha℄.
On onsidère une matrie A de Γ omme un élément (Ak) de SL2(R)
n. On
suppose que A n'a qu'une omposante hyperbolique Aj . Un telle matrie sera
dite quasi-elliptique. En eet, les autres omposantes sont alors elliptiques et
on note ωc ∈ Hn−1 le points xe de (Ak)k 6=j.
D'une part, on normalise la valeur spéiale Φj(A, ωc) pour obtenir un
invariant Ψ(A). On dénit d'autre part la fontion LA(s) assoiée à une
matrie A quasi-elliptique. C'est pour l'essentiel une fontion L de Heke
partielle d'un ordre de l'extension quadratique K de F engendrée par les
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valeurs propres de A. Nous montrons ensuite que es fontions LA(s) sont
entières et qu'elles vérient une équation fontionnelle en les reliant à la
période de la dérivée partielle d'une série d'Eisenstein réelle-analytique. En
outre, es fontions ont un zéro d'ordre ≥ n− 1 en s = 0.
Nous onluons dans le théorème 6 à l'égalité souhaitée
L
(n−1)
A (0) = (n− 1)! Ψ(A)
grâe à la formule limite de Kroneker généralisée.
En partiulier, si n = 2, nous montrons que la nature arithmétique de
l'invariant Ψ(A) est gouvernée par la onjeture de Stark pour le orps K.
On en déduit quelques valeurs de Ψ(A).
Nous expliquons enn omment e travail permet d'interpréter la on-
jeture de Stark pour le orps K omme omplémentaire à la onjeture de
Darmon [Da, Conjeture 8.17℄ pour les points de Heegner de K∩H. En eet,
la onstrution de Darmon est basée sur une forme modulaire de Hilbert f
uspidale de poids (2, 2). Cette onstrution onduit onjeturalement à des
points algébriques sur la ourbe elliptique assoiée à f.
Notre artile s'intègre dans le formalisme de Darmon en remplaçant la
forme uspidale f par la série d'Eisenstein de poids (2, 2) pour Γ. On est
alors onduit à la valeur spéiale L′A(0) qui, si l'on en roit la onjeture de
Stark, est le logarithme d'une unité algébrique.
2 Sommes de Dedekind généralisées.
Soit F un orps de nombres totalement réel de nombre de lasses 1. On
note n = [F : Q] son degré, OF l'anneau des entiers de F, H le demi-plan
de Poinaré. Fixons les n plongements réels ι1, . . . , ιn de F. Une matrie A
du groupe modulaire de Hilbert Γ := SL2(OF ) peut alors être vue omme
un élément (Ak) de SL2(R)
n. On en déduit une ation par homographies du
groupe Γ sur le produit Hn.
Nous étudions dans un premier temps une fontion dénie sur Hn intro-
duite par Hara dans [Ha, p.877℄. Nous la onsidérons omme un analogue pour
F du logarithme de la fontion η de Dedekind. La formule de transformation
modulaire de ette fontion nous permet ensuite de dénir et d'étudier les
sommes de Dedekind généralisées assoiées à F.
2.1 La fontion Λj, analogue de ln η.
On désigne par dF le disriminant de F, d = (δ) la diérente, UF (resp.
U+F ) le groupe des unités (resp. unités totalement positives) de F et RF son
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régulateur. On notera ak := ιk(a) l'image d'un élément a de F, et xk (resp.
yk) la partie réelle (resp. imaginaire) d'un élément zk de H. En suivant [Ha℄,
nous dénissons une fontion sur Hn qui sera l'analogue de ln η.
Dénition 1. Pour tout j ∈ {1, . . . , n}, on dénit la fontion Λj en posant
Λj : Hn −→ C
z = (z1, . . . , zn) 7−→ Λj(z) := iπκF zj
(
n∏
k 6=j, k=1
yk
)
−
√
dF
2RF
Ωj(z),
où on a noté κF la onstante
dF ζF (2)
2nRF πn+1
, et Ωj la fontion dénie sur Hn par
la série absolument onvergente
Ωj(z) :=
∑
ν∈OF /U+F
′ [UF : U+F ]−1
|NF/Q(ν)|
∑
µ∈OF ,
µjνj
δj
>0
′
e
2iπ
µjνj
δj
zj
n∏
k 6=j, k=1
e
2iπ
(
µkνk
δk
xk+i
∣∣∣µkνkδk ∣∣∣yk). (3)
Le symbole
∑′
signie que la sommation porte sur les éléments non nuls.
Remarque : Dans ette somme, on a imposé la ondition
µjνj
δj
> 0. On a
don onstruit n = [F : Q] fontions Λj en privilégiant suessivement
haque plongement ιj de F. Une onséquene immédiate de e hoix est
que Λj(z1, . . . , zn) est holomorphe par rapport à zj, mais pas par rapport à
zk pour k 6= j.
En fait, Λj(z) apparaît naturellement omme le moreau holomorphe par
rapport à zj de la partie réelle de Λj(z). Cette fontion ReΛj , qui ne dépend
pas de l'entier j, a déjà été étudiée par Asai dans [As℄. Il démontre qu'elle
est l'analogue pour F de ln |η| = Re (ln η). Cei nous onduit à onsidérer
que Λj est l'analogue pour F de ln η.
Rappelons plus préisément les résultats obtenus par Asai. En suivant ses
notations, on pose
h(z) := −4Re (Λj(z)) . (4)
On doit aussi introduire la série d'Eisenstein non-holomorphe assoiée à F.
Dénition 2. Soit z = (z1, . . . , zn) ∈ Hn. Pour Re (s) > 1 on dénit la série
d'Eisenstein non-holomorphe EF (z, s) par la série absolument onvergente
EF (z, s) :=
∑
(µ,ν)∈O2F /UF
′ n∏
k=1
ysk
|µkzk + νk|2s .
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Les propriétés fondamentales de la série EF (z, s) et la formule limite qui
la relie à h(z) ont déjà été établies dans [As, p. 204 et Th. 3℄. Ces résultats
lassiques sont rassemblés dans le théorème qui suit.
Théorème 1 (Asai).
1. Dénie par une série absolument onvergente pour Re (s) > 1, la fon-
tion s 7→ EF (z, s) se prolonge en une fontion holomorphe sur tout le
plan omplexe sauf en s = 1 où elle a un ple simple.
2. Pour toute matrie A de Γ, on a EF (Az, s) = EF (z, s).
3. Pour tout z ∈ Hn, EF (z, s) vérie l'équation fontionnelle
GF (2s)EF (z, s) = GF (2− 2s)EF (z, 1 − s),
où GF (s) := d
s
2
Fπ
−ns
2 Γ( s
2
)n est le fateur Gamma de la fontion zeta de
Dedekind du orps F.
4. Formule limite de Kroneker généralisée.
Au voisinage de s = 1, on a le développement en série de Laurent
EF (z, s) =
(2π)nRF
4dF
[
1
s− 1 + γF − ln
(
n∏
k=1
yk
)
+ h(z)
]
+O(s− 1),
où γF est la onstante
4
√
dF
2
n
2 RF
((s− 1)ζF (s))′(1)− ln 2n.
Réapitulons aussi les propriétés de la fontion h données dans [As, Th. 4-5℄.
Théorème 2 (Asai).
1. La fontion h(z) est une fontion pluri-harmonique à valeurs réelles.
2. Pour toute matrie A =
(
a b
c d
)
∈ Γ, on a la relation modulaire
h(z) = h(Az) +
n∑
k=1
ln |ckzk + dk|2.
3. Les fontions h(z) et ζF (s)ζF (s + 1) sont assoiées via la transformée
de Mellin.
4. On a l'égalité h(z) = −4 ln |η(z)| dans le as où F est le orps des
rationnels.
Ces quatre propriétés ainsi que la formule limite de Kroneker généralisée
permettent à T. Asai de onsidérer que −h/4 = Re (Λj) est l'analogue pour
F de la fontion ln |η| = Re (ln η) .
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Sous l'ation du groupe modulaire de Hilbert, la partie réelle de Λj(z)
vérie une formule expliite donnée par le théorème 2.2. Nous allons en dé-
duire que la partie imaginaire de Λj vérie une formule de transformation où
apparaît naturellement une fontion Φj à valeurs réelles.
Pour ela, on onsidère la fontion ηj(z) := e
Λj(z)
analogue de la fontion
η de Dedekind. Par onstrution, elle est holomorphe par rapport à zj et elle
ne s'annule pas sur Hn.
Etudions son omportement sous l'ation d'une matrie A =
(
a b
c d
)
de Γ.
Tout d'abord, on remarque que si c = 0 la formule de transformation de
ηj(z) sous l'ation de A est omplètement expliite. En eet, l'entier a = d
−1
est alors une unité de F. La transformation modulaire assoiée est don du
type z 7→ a2z+ ab. Ces transformations laissent la fontion Ωj(z) dénie par
(3) invariante. On déduit de la dénition 1 que
η
4
j
(
az + b
d
)
= η4j (z)e
4iπκF bjdj
∏
k 6=j yk .
Revenons au as général. Pour une matrie A quelonque du groupe Γ,
on sait d'après le théorème 2.2 que la fontion |ηj | = eRe (Λj) vérie
|ηj(Az)|4 = |ηj(z)|4|cjzj + dj|2
n∏
k 6=j,k=1
|ckzk + dk|2. (5)
Le lemme suivant résulte immédiatement de ette formule.
Lemme 1. Soient A =
(
a b
c d
)
une matrie de Γ et z = (z1, . . . , zn) ∈ Hn.
Il existe un réel φ indépendant de zj ∈ H tel que
η
4
j(Az) = (cjzj + dj)
2
[
n∏
k 6=j,k=1
|ckzk + dk|2
]
η
4
j(z)e
4iπφ+iπ.
Démonstration. Le quotient
η
4
j(Az)
(cjzj + dj)
2
η
4
j(z)
n∏
k 6=j,k=1
|ckzk + dk|2
est une fontion de la variable zj holomorphe sur le onnexe H. Son module
est égal à 1 d'après (5). Ce quotient est don égal à une onstante (par
rapport à zj) de module 1.
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Le réel φ du lemme préédent ne dépend don que de la matrie A et de
zˆj := (z1, . . . , zj−1, zj+1, . . . , zn) ∈ Hn−1. Ce réel étant pour l'instant déni à
un demi-entier près, nous allons maintenant le dénir de manière univoque
en hoisissant bien sûr Λj omme logarithme de ηj .
Dénition 3. Soit z = (z1, . . . , zn) ∈ Hn, et zˆj ∈ Hn−1 le (n − 1)-uplet
zˆj := (z1, . . . , zj−1, zj+1, . . . , zn) assoié. Pour tout j ∈ {1, . . . , n}, on dénit
la fontion
Φj : Γ × Hn−1 −→ R
A =
(
a b
c d
)
, zˆj 7−→ Φj(A, zˆj),
où Φj(A, zˆj) :=

κF bjdj
∏
k 6=j
yk si c = 0,
1
π
Im
[
Λj(Az)− Λj(z)− 1
4
ln
[−(cjzj + dj)2]] si c 6= 0.
Le lemme 1 assure que ette dénition a un sens.
La fontion Φj(A, zˆj) est une généralisation de la fontion ΦR : SL2(Z)→ Z
de Rademaher ([Ra2 p.150℄) qui apparaît naturellement dans la formule de
transformation du logarithme de la fontion η de Dedekind. Notons que notre
normalisation donne dans le as rationnel Φ1 = −ΦR/12.
En onlusion, la fontion Λj se transforme sous l'ation d'une matrie
quelonque A =
(
a b
c d
)
de Γ selon la règle
Λj(Az) = Λj(z) +
δc
4
[
ln
[−(cjzj + dj)2]+∑
k 6=j
ln |ckzk + dk|2
]
+ iπΦj(A, zˆj),
(6)
où δc vaut 0 si c = 0 et 1 sinon.
Etant donnés une matrie A =
( ∗ ∗
c d
)
de SL2(R) et z ∈ H, on note
L(A, z) la fontion L(A, z) := δc Im ln [−(cz + d)2] . On pose alors
−π∆(A,B) := L(AB, z)− L(A,Bz)− L(B, z).
La fontion ∆ ainsi dénie ne dépend pas du hoix de z ∈ H. En outre, ∆ est
un 2-oyle sur SL2(R) à valeurs dans Z. Ces deux assertions se déduisent
immédiatement du lemme qui suit.
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Lemme 2. Soit A =
( ∗ ∗
c d
)
et B =
( ∗ ∗
c′ d′
)
deux matries de SL2(R).
On note AB =
( ∗ ∗
c′′ d′′
)
leur produit. On a alors l'égalité
∆(A,B) = − sign(cc′c′′), (7)
où sign(x) vaut bien sûr 0 si x = 0, 1 si x > 0 et −1 si x < 0.
Démonstration. Un alul diret permet d'obtenir l'identité
(cBz + d)(c′z + d′) = (c′′z + d′′). (8)
Nous allons exprimer ette égalité en termes de logarithmes. La démonstra-
tion du lemme repose sur les propriétés élémentaires de la branhe prinipale
du logarithme :
i) ln(zz′) = ln(z) + ln(z′) à ondition que |Arg (z) + Arg (z′)| < π.
ii) ln(z−1) = − ln(z).
Nous devons distinguer trois as.
1. Commençons par supposer que deux des trois réels c, c′, c′′ sont nuls.
Dans e as, ils sont tous les trois nuls ar les matries triangulaires
supérieures forment un groupe. Ainsi δc = δc′ = δc′′ = 0 et les deux
membres de (7) sont nuls don égaux.
2. On traite à présent le as où c = 0 et c′c′′ 6= 0. L'égalité (8) se réduit
alors à d(c′z + d′) = (c′′z + d′′). On déduit don de i) que
ln(d2) + ln
[−(c′z + d′)2] = ln [−(c′′z + d′′)2] .
En prenant la partie imaginaire, on en onlut que l'égalité (7) est
vériée. Le as où c′ = 0 et le as où c′′ = 0 se traitent de façon
analogue en utilisant les propriétés i) et ii).
3. Il reste à prouver (7) dans le as où cc′c′′ 6= 0.
On note d'abord que les deux membres de l'égalité souhaitée ne dépen-
dent que de la lasse de A et B dans PSL2(R). Par suite, quitte à
hanger A ou B en leur opposé, on peut supposer que c > 0 et c′ > 0.
Sous ette hypothèse, les omplexes −i(cBz + d) et −i(c′z + d′) sont
deux éléments du demi-plan Re (z) > 0, don leur argument est dans
l'intervalle ]− π
2
, π
2
[. Ainsi, on déduit de i) et (8) que
L(A,Bz) + L(B, z) = 2 Im ln [−(c′′z + d′′)] .
La dénition de ∆ permet de onlure que
π∆(A,B) = −L(AB, z) + 2 Im ln [i2(c′′z + d′′)] . (9)
Distinguons pour nir les deux sous-as c′′ < 0 et c′′ > 0.
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 Sous-as 3.1 : si c′′ < 0, alors le omplexe i(c′′z + d′′) est dans le
demi-plan Re (z) > 0. On a don d'après la propriété i) :
L(AB, z) = 2 Im ln(i(c′′z + d′′)) = 2 Im
(
ln
[
i2(c′′z + d′′)
]− ln(i)) .
Par suite, l'égalité (9) devient
π∆(A,B) = 2 Im ln(i) = π.
 Sous-as 3.2 : si c′′ > 0, alors Re (−i(c′′z + d′′)) > 0. On en onlut
que π∆(A,B) = 2 Im ln(−i) = −π de façon similaire au sous-as
préédent.
On réunit es deux sous-as en érivant ∆(A,B) = − sign(cc′c′′).
Le 2-oyle ∆ a une interprétation géométrique. (Je remerie E. Ghys
de m'avoir signalé e fait). Pour voir ei, identions H ave le disque de
Poinaré et xons arbitrairement un point x sur le erle à l'inni. Le réel
π∆(A,B) apparaît alors omme l'aire algébrique du triangle idéal de sommets
x, Ax, ABx. Par suite, le oyle ∆ est appelé le 2-oyle d'aire de SL2(R)
(voir [K-M, p. 238℄).
En omposant haun des n plongements de Γ dans SL2(R) ave le oyle
d'aire ∆, on obtient don n oyles distints sur le groupe Γ.
Notons en partiulier ∆SL2(Z) la restrition de ∆ à SL2(Z). Sa lasse
de ohomologie est un élément d'ordre 3 de H2(SL2(Z),Z) = Z/12Z. On
sait de plus que le premier et le deuxième groupe de ohomologie rationnelle
H1(SL2(Z),Q) etH
2(SL2(Z),Q) sont nuls. Il existe don un unique 1-oyle
à valeurs rationnelles sur SL2(Z) dont le obord est ∆SL2(Z). Ce 1-oyle
n'est autre que −ΦR/3, omme le montre le résultat de Rademaher ([Ra2
p.152℄) : pour toutes matries A et B de SL2(Z), on a
ΦR(AB)− ΦR(A)− ΦR(B) = 3 sign(cc′c′′).
Nous proposons une généralisation de ette identité fondamentale dans le
théorème suivant.
Théorème 3. Soit n = [F : Q] et j ∈ {1, . . . , n}. Pour tout zˆj ∈ Hn−1 et
toutes matries A et B de Γ, on a la relation
Φj(AB, zˆj)− Φj(A, B̂zj)− Φj(B, zˆj) = −1
4
sign(cjc
′
jc
′′
j ),
où on a noté B̂zj le (n−1)-uplet (B1z1, . . . , Bj−1zj−1, Bj+1zj+1, . . . , Bnzn).
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Démonstration du théorème 3. L'égalité (6) permet d'érire suessivement
ImΛj((AB)z) = Im (Λj(z)) +
1
4
L(AjBj , zj) + πΦj(AB, zˆj),
ImΛj(A(Bz)) = Im (Λj(Bz)) +
1
4
L(Aj , Bjzj) + πΦj(A, B̂zj),
ImΛj(Bz) = Im (Λj(z)) +
1
4
L(Bj , zj) + πΦj(B, zˆj).
En ombinant es trois équations, il vient
4π
(
Φj(AB, zˆj)− Φj(A, B̂zj)− Φj(B, zˆj)
)
= π∆(Aj , Bj).
Le résultat souhaité se déduit don du lemme 2. 
Remarque : xons un point ωc ∈ Hn−1, et onsidérons le sous-groupe Γωc
de Γ onstitué des matries A telles que ωc est un point xe de (Ak)k 6=j. En
hoisissant zˆj = ωc dans le théorème préédent, on voit que la restrition
du ∆ à ιj(Γωc) est le obord du 1-oyle Φj(., ωc). Ce sous-groupe Γωc est
très petit : on verra dans le paragraphe 3.1 qu'il est de rang leq1. Le oyle
Φj(., ωc) de Γωc sera d'une grande importane dans la partie 3 : nous le
relierons à la valeur spéiale de ertaines fontions L de Heke en s = 0
haque fois que Γωc est de rang 1.
2.2 Sommes de Dedekind généralisées.
La formule de transformation de la fontion Λj va nous permettre de
dénir formellement les sommes de Dedekind assoiées au orps F. Notre
onstrution proède de manière analogue au as du logarithme de la fontion
η et des sommes de Dedekind lassiques. Etant donnés deux entiers c 6= 0 et d
de OF premiers entre eux, nous dénissons la somme de Dedekind généralisée
assoiée omme une fontion s(d, c; .) : Hn−1 → R.
Nous montrons ensuite que les sommes généralisées vérient une loi de
réiproité. Cette loi, qui fait l'objet du théorème 4, met en évidene la
somme partiulière s(0, 1; z2, . . . , zn). Plus préisément, la loi de réiproité
nous permet d'exprimer toute somme de Dedekind généralisée omme une
somme nie de s(0, 1; .) et de termes élémentaires.
Dans la proposition 4, nous utilisons le travail de Heke [He℄ pour érire
la fontion fondamentale s(0, 1; z2) sous la forme d'une série remarquable. Le
terme général de ette série fait intervenir des valeurs spéiales de fontions
L de Heke sur la droite Re (s) = 1.
Enn, nous montrons que les sommes de Dedekind généralisées sont veteurs
propres de ertains opérateurs de Heke.
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2.2.1 Dénition et premières propriétés.
Nous avons introduit la fontion Φj(A, zˆj) qui apparaît naturellement
dans la formule de transformation modulaire de Λj(z). Comme dans le as
rationnel, nous la normalisons à l'aide d'un fateur élémentaire pour dénir
les sommes de Dedekind généralisées.
Dénition 4. Soit c 6= 0 et d des entiers de OF premiers entre eux. Pour
tout j ∈ {1, . . . , n}, la somme de Dedekind généralisée sj assoiée à (c, d) est
la fontion sj(d, c; .) : Hn−1 → R dénie par la formule
sj(d, c; zˆj) = − sign(cj)Φj
((
a b
c d
)
, zˆj
)
+
κF
|cj| [ajfj(d, c; zˆj) + djfj(0, 1; zˆj)] ,
(10)
où κF =
dF ζF (2)
2nRF πn+1
, a et b étant des entiers de OF tels que ad − bc = 1. On a
noté fj(d, c; zˆj) la fontion élémentaire
fj(d, c; zˆj) =
∏
k 6=j
yk
|ckzk + dk|2 .
Pour que sj(d, c; zˆj) soit bien déni, nous devons maintenant vérier que
le membre de droite de l'égalité (10) ne dépend pas du hoix des entiers a et
b de OF qui vérient ad− bc = 1.
Notation : quitte à renuméroter les plongements, on suppose désormais que
j = 1; on note s la somme s1 et Λ, Ω, Φ, f les fontions Λ1, Ω1, Φ1 et f1.
La méthode de Riemann-Dedekind ([De℄) suggère de poser z1 = −d1c1 + i t|c1| ,
où t est un réel positif qui va tendre vers 0. En notant A la matrie
(
a b
c d
)
de Γ, la formule de transformation (6) donne l'égalité
Im
[
Λ
(
a1
c1
+
i
t|c1| , Âz1
)]
= Im
[
Λ
(
−d1
c1
+ i
t
|c1| , zˆ1
)]
+ πΦ (A, zˆ1) . (11)
Rappelons que Λ(z) = iπκF z1f(0, 1; zˆ1)−
√
dF
2RF
Ω(z), où Ω est donnée par (3).
Lorsque t tend vers 0, le omplexe
Ω
(
a1
c1
+
i
t|c1| ,
a2z2 + b2
c2z2 + d2
, . . . ,
anzn + bn
cnzn + dn
)
tend vers 0. Ainsi le membre de gauhe de l'égalité (11) a pour limite
a1
c1
πκFf(d, c; zˆ1).
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Quant au membre de droite, il a pour limite
−d1
c1
πκFf(0, 1; zˆ1)−
√
dF
2RF
lim
t→0
t>0
Im
[
Ω
(
−d1
c1
+ it, zˆ1
)]
+ πΦ (A, zˆ1) .
On rassemble es égalités pour érire nalement :
κF
c1
[a1f(d, c; zˆ1) + d1f(0, 1; zˆ1)] = Φ (A, zˆ1)−
√
dF
2πRF
lim
t→0
t>0
Im Ω
(
−d1
c1
+ it, zˆ1
)
.
On onlut de ette égalité que le membre de droite de (10) ne dépend
pas du hoix de a et b. Il s'ensuit que sj(d, c; zˆj) est bien déni. De plus on
a obtenu la proposition suivante :
Proposition 1. Soit c 6= 0 et d deux entiers de OF premiers entre eux, et
zˆ1 = (z2, . . . , zn) ∈ Hn−1. On a alors
s(d, c; zˆ1) = − sign(c1)
√
dF
2πRF
lim
t→0
t>0
Im Ω
(
−d1
c1
+ it, zˆ1
)
.
Cette égalité permet de dénir s(d, c, zˆ1) même si c et d ne sont pas premiers
entre eux. On a alors pour tout entier λ 6= 0 de OF :
s(λd, λc; zˆ1) = s(d, c; zˆ1).
On peut donner tout de suite quelques identités élémentaires pour les
sommes généralisées. Elles sont tout à fait analogues au as des sommes de
Dedekind lassiques, si e n'est la dépendane en z2, . . . , zn.
Proposition 2. Soient c 6= 0 et d des entiers de OF . On a pour tout
zˆ1 = (z2, . . . , zn) ∈ Hn−1 les égalités :
1.
s(d,−c; zˆ1) = s(d, c;−zˆ1). (12)
2.
s(−d, c; zˆ1) = −s(d, c;−zˆ1). (13)
3. Soit ǫ une unité de F telle que ǫ1 > 0. Etant donné zk = xk + iyk ∈ H,
on désigne par |ǫk|.zk ∈ H le omplexe ǫkxk + i|ǫk|yk. Alors on a
s(d, ǫc; zˆ1) = s(d, c; |ǫ2|.z2, . . . , |ǫn|.zn). (14)
4. Pour tout entier q de OF , on a
s(d+ qc, c; z2 + q2, . . . , zn + qn) = s(d, c; z2, . . . , zn). (15)
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Démonstration. D'une part, il résulte immédiatement de la proposition 1 que
s(−d,−c; zˆ1) = s(d, c; zˆ1). On a d'autre part l'identité faile Ω(−z¯) = Ω(z).
Les deux premières assertions s'ensuivent à l'aide de la proposition 1.
Pour démontrer l'assertion 3, ommençons par remarquer qu'en hangeant
µ en ǫµ dans (3), on obtient Ω(|ǫ1|.z1, . . . , |ǫn|.zn) = Ω(z). La proposition 1
permet alors de onlure. On proède de même à partir de l'égalité faile
Ω(z + q) = Ω(z) pour établir l'assertion 4.
2.2.2 Loi de réiproité des sommes de Dedekind généralisées.
Nous montrons que les sommes de Dedekind généralisées introduites préédem-
ment vérient une loi de réiproité. Ensuite, nous expliquerons omment
ette loi réduit l'étude d'une somme quelonque s(d, c; zˆ1) à elle de la fon-
tion s(0, 1; .) : Hn−1 → R.
Théorème 4 (Loi de réiproité). Soit (c, d) un ouple d'entiers de OF
premiers entre eux tels que c1 > 0 et d1 > 0. Notons κF :=
dF ζF (2)
2nRF πn+1
. On a
pour tout zˆ1 = (z2, . . . , zn) ∈ Hn−1 l'identité
s(d, c; zˆ1) + s(c, d; zˆ
−1
1 ) = s(0, 1; zˆ1)−
1
4
+ κF
[
d1
c1
+
c1
d1
n∏
k=2
|zk|−2
+
1
c1d1
n∏
k=2
|ckzk + dk|−2
]
n∏
k=2
yk.
Remarque : Ce théorème généralise la loi de réiproité (1) des sommes de
Dedekind lassiques. On rappelle que si F = Q on a s(0, 1) = 0 et κQ = 1/12.
Démonstration du théorème 4. Soient c et d premiers entre eux tels que c1 > 0
et d1 > 0. Soit (a, b) ∈ OF × OF vériant ad − bc = 1. La loi de réiproité
se déduit du théorème 3 ave un hoix judiieux de matries A et B.
Choisissons en eet A =
(
a b
c d
)
, B =
(
0 −1
1 0
)
dans e théorème.
On en déduit une identité qui s'érit en termes de sommes de Dedekind
généralisées sous la forme
s(−c, d; zˆ1)− s(d, c;−zˆ−11 ) = s(0, 1; zˆ1) +
1
4
− κF
[
c1
d1
+
d1
c1
n∏
k=2
|zk|−2
+
∏n
k=2 |ck − dkzk|−2
c1d1
] n∏
k=2
yk.
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On veut hanger zˆ1 en −zˆ−11 dans ette égalité. En utilisant à nouveau le
théorème 3 ave le ouple de matries (B,B−1), on obtient déjà
s(0, 1;−zˆ−11 ) = −s(0, 1; zˆ1).
Il résulte des deux identités préédentes que
s(d, c; zˆ1)− s(−c, d;−zˆ−11 ) = s(0, 1; zˆ1)−
1
4
+ κF
[
c1
d1
n∏
k=2
|zk|−2 + d1
c1
+
1
c1d1
n∏
k=2
|ckzk + dk|−2
]
n∏
k=2
yk.
On onlut à l'identité souhaitée grâe à la relation (13). 
2.2.3 La somme fondamentale s(0, 1; z2, . . . , zn).
La loi de réiproité montre que la fontion s(0, 1; zˆ1) dénie sur Hn−1
joue un rle privilégié. On se propose dans e paragraphe de l'étudier plus
en détail. La proposition suivante justie le nom de somme de Dedekind
généralisée fondamentale pour ette fontion.
Proposition 3. Soit F totalement réel de nombre de lasses 1. La loi de ré-
iproité et la proposition 2 permettent d'exprimer toute somme de Dedekind
généralisée s(d, c; zˆ1) omme une somme nie de sommes s(0, 1; .) et de ter-
mes élémentaires.
Démonstration. Commençons par supposer que OF est un anneau eulidien
pour la norme. La preuve onsiste en un algorithme qui est alqué sur l'al-
gorithme d'Eulide.
La boule prinipale de l'algorithme est la suivante.
On eetue la division de d par c. Le résultat s'érit d = cq + r. On a
don s(d, c; zˆ1) = s(r, c; zˆ1− qˆ1) d'après (15). On se ramène ensuite au as où
c1 et r1 sont positifs grâe à (12) et (13). La loi de réiproité permet alors
d'exprimer s(r, c; .) omme une somme de s(c, r; .), de s(0, 1; .) et d'un terme
expliite élémentaire. Cette expression est le résultat nal de la boule. Il
ne reste plus qu'à reommener en remplaçant le ouple (d, c) par le ouple
(c, r).
Puisque OF est eulidien pour la norme, l'entier |NF/Q(r)| diminue à
haque division. Par onséquent l'algorithme se termine, et le dernier reste r˜
est nul. Notons de plus que l'identité cOF+dOF = OF est préservée à haque
étape de l'algorithme. Le dernier ouple (c˜, r˜) est don du type (c˜, r˜) = (ǫ, 0),
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où ǫ est une unité de F. Il sut pour onlure de transformer la somme de
Dedekind s(0, ǫ; .) en s(0, 1; .) à l'aide de l'identité (14). La proposition 3 est
ainsi établie dans le as où OF est eulidien pour la norme.
Pour terminer la démonstration, il faut introduire une généralisation de
la notion d'anneau eulidien due à Cooke ([Co℄). Un anneau d'entiers OF est
dit eulidien en k-étapes pour la norme si pour tous c 6= 0 et d éléments de
OF , on a besoin de n ≤ k divisions suessives d = cq1+r1, c = r1q2+r2, et...
pour obtenir un reste rn vériant |NF/Q(rn)| < |NF/Q(c)|. En partiulier, les
anneaux eulidiens en une étape sont les anneaux eulidiens.
Cei étant, on a le résultat suivant ([Co, Th.1℄) : si F est un orps de
nombres de nombre de lasses 1 dont le groupe des unités est de rang ≥ 1,
alors OF est eulidien en k-étapes pour la norme pour un ertain entier k.
Ce théorème permet de onlure ar l'algorithme préédent s'adapte sans
peine au as d'un anneau d'entiers eulidien en k-étapes. En eet, sous ette
hypothèse, il sut d'eetuer au plus k divisions avant que la norme ne
diminue. On utilise la boule donnée préédemment à haune de es divi-
sions. L'algorithme se termine don après avoir eetué au plus k|NF/Q(c)|
divisions. On en déduit que l'on peut érire s(d, c; zˆ1) en utilisant au plus
k|NF/Q(c)| termes du type s(0, 1; .). La proposition 3 s'ensuit.
Remarque : au ours de l'algorithme préédent, la fontion s(0, 1; .) est éval-
uée en des Zˆ1 qui sont des images de zˆ1 ∈ Hn−1 sous l'ation de SL2(OF ) et
des involutions zk 7→ −z¯k, k ∈ {2, . . . , n}.
Nous donnons un exemple qui va rendre la proposition 3 expliite. On
renvoie le leteur à [Le℄ pour une bibliographie très omplète sur les orps de
nombres eulidiens.
Exemple : Le orps F = Q(
√
7) est eulidien pour la norme. On va exprimer
s(d, c; z2) en fontion de s(0, 1; .) pour c1 = 3 +
√
7 et d1 = −2−
√
7.
La division eulidienne peut s'érire d = cq + r, ave q = −1 et r = 1.
D'après (15), il vient s(d, c; z2) = s(1, c; z2 + 1).
Les hypothèses de la loi de réiproité étant satisfaites, on obtient
s(1, c; z2 + 1) + s(c, 1; (z¯2 + 1)
−1) = s(0, 1; z2 + 1)− 1
4
+ κFT (z2),
où T (z2) est le terme expliite
T (z2) =
(
1
3 +
√
7
+
3 +
√
7
|z2 + 1|2
+
1
(3 +
√
7)
∣∣(3−√7)z2 + 4−√7∣∣2
)
Im (z2).
On note enn grâe à (15) que s(c, 1; (z¯2 + 1)
−1) = s(0, 1; (z¯2 + 1)−1 − 1).
16
En mettant bout à bout toutes es égalités, on trouve en dénitive
s(d, c; z2) = s(0, 1; z2 + 1)− s(0, 1; (z¯2 + 1)−1 − 1)− 1
4
+ κFT (z2). (16)
On se propose maintenant d'étudier plus en détail la fontion s(0, 1; .)
qui apparaît dans la proposition préédente. Dans le as où F est un orps
quadratique réel, la somme de Dedekind fondamentale s(0, 1; z2) apparaît
déjà en ligrane dans le travail [He℄ de Heke. Dans et artile, Heke étudie
une fontion Ψ (z1, z2) holomorphe sur H2 qu'il onsidère omme un analogue
pour F de ln η. Il s'agit en fait du moreau holomorphe par rapport à z1 et
z2 de la fontion h(z1, z2) de Asai. En partiulier, ette fontion Ψ (z) est un
moreau des fontions Λ1 et Λ2 que nous avons dénies préédemment.
Heke exprime Ψ (z) à l'aide de fontions L de Heke du orps F via
la transformation de Mellin. Il déduit alors de l'équation fontionnelle des
fontions L une formule qui relie Ψ (−z−1) à Ψ (z).
On note χm le Grössenharakter de F
∗
déni par χm(µ) :=
∣∣∣µ2µ1 ∣∣∣ iπmln ǫ , où
m est un entier, ǫ > 1 est le générateur du groupe U+F , et υ1 le aratère de
F ∗ déni par υ1(µ) := sign(µ1µ2). La formule de Heke fait apparaître des
valeurs spéiales des fontions L(s, χmυ1) de Heke sur la droite Re (s) = 1.
Ces résultats se traduisent en termes de somme de Dedekind généralisée
s(0, 1; z2) dans la proposition suivante.
Proposition 4. Soit F un orps quadratique réel de nombre de lasses 1.
On note λF la onstante − dF2π2R2F , et on érit un élément z2 de H sous la
forme z2 = iρe
iπ
2
θ
où θ ∈ ]− 1, 1[ et ρ > 0. La fontion somme de Dedekind
fondamentale s(0, 1; z2) est donnée par la série :
a) si toutes les unités de F sont de norme 1 :
s(0, 1; iρei
π
2
θ) = λF
∞∑
m=0
|L(1 + imπ
RF
, χmυ1)|2
sinh
(
mπ2
RF
θ
)
sinh
(
mπ2
RF
) cos(2mπ ln ρ
RF
)
,
où le terme orrespondant à m = 0 vaut θ
2
L(1, υ1)
2.
b) si F a une unité de norme −1 :
s(0, 1; iρei
π
2
θ) = λF
∞∑
m=1,
m impair
|L(1 + imπ
2RF
, χmυ1)|2
sinh
(
mπ2
2RF
θ
)
sinh
(
mπ2
2RF
) cos(mπ ln ρ
RF
)
.
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Remarques :
1) La fontion Ψ (z) se transforme sous l'eet d'une substitution modulaire
quelonque selon une formule donnée dans [DLT-G, Ex. 2℄. On peut obtenir
grâe à es résultats une formule pour les sommes de Dedekind généralisées
s(d, c, z2) similaire à elle de la proposition 4. Elle fait apparaître, omme
dans le as des sommes de Dedekind lassiques, une ontribution de haque
lasse r mod c (voir [Ch℄).
2) On sait que les valeurs spéiales L(1 + imπ
RF
, χmυ1) sont non nulles
d'après [We, Th.11 p. 288℄. Elles interviennent également dans le travail de
Arakawa [Ar℄.
Démonstration de la proposition 4. Comme Heke, nous dénissons pour τ1 et
τ2 deux omplexes du demi-plan Re (τ) > 0 la série absolument onvergente
F (τ1, τ2; υ) :=
∑
µ∈OF
′
 ∑
(ν)|(µ)
|NF/Q(ν)|−1
 υ(µ)e− 2π√dF (τ1|µ1|+τ2|µ2|),
où υ désigne l'un des deux aratères υ0(µ) = 1 ou υ1(µ) = sign(µ1µ2).
D'après l'égalité (3), la fontion F est reliée à Ω par la formule
4Ω(z1, z2) = F
(z1
i
,
z2
i
; υ0
)
−F
(z1
i
,
z2
i
; υ1
)
+F
(z1
i
, iz¯2; υ0
)
+F
(z1
i
, iz¯2; υ1
)
.
On doit à Heke ([He, Satz 7℄) la formule de transformation de F (τ1, τ2, υ0) :
F
(
1
τ1
,
1
τ2
; υ0
)
− F (τ1, τ2; υ0) = ζF (2)
√
dF
π2
(
τ1τ2 − 1
τ1τ2
)
− 2RF√
dF
ln(τ1τ2).
De même, on trouve dans [He, Satz 8℄ une formule pour la diérene
F
(
1
τ1
, 1
τ2
; υ1
)
−F (τ1, τ2; υ1) (noter qu'il manque un fateur π−1 dans le mem-
bre de droite de la dernière égalité p. 402). Cette diérene vaut
√
dF
πRF
[
2L(1, υ1)
2
π
ln(τ1τ2) + i
∑
m∈Z
′
am
[
τ
− 2imπ
ln ǫ
1 + τ
− 2imπ
ln ǫ
2
]]
,
où L(1, υ1) = 0 par onvention s'il existe une unité de norme −1, et
am =

|L(1 + imπ
ln ǫ
, χmυ1)|2
sinh
(
mπ2
ln ǫ
)
si χmυ1(µ) ne dépend que de l'idéal (µ),
0 sinon.
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Ces deux résultats de Heke se traduisent en termes de la fontion Ω. Si on
note S la matrie
(
0 −1
1 0
)
, on obtient d'après la dénition de Φ :
Φ (S, z2) = i
dFL(1, υ1)
2
4π3R2F
ln
[
− z¯2
z2
]
− dF
8π2R2F
∑
m∈Z
′
am
[
(iz¯2)
− 2imπ
ln ǫ − (−iz2)− 2imπln ǫ
]
.
On pose λF = − dF2π2R2F . D'après la dénition 4 et l'égalité préédente, la fon-
tion s(0, 1; z2) apparaît naturellement omme la partie réelle de la fontion
holomorphe sur H :
z2 7→ −λF
π
L(1, υ1)
2 ln(−iz2)− λF
2
∑
m∈Z
′
am [−iz2]
2imπ
ln ǫ .
Si on érit z2 sous la forme z2 = iρe
iπ
2
θ
ave θ dans l'intervalle ] − 1, 1[,
l'égalité préédente se réduit à
s(0, 1; iρei
π
2
θ) = λF
θ
2
L(1, υ1)
2 +
λF
2
∑
m∈Z
′
amρ
− 2imπ
ln ǫ sinh
(
mπ2
ln ǫ
θ
)
.
Il ne reste plus qu'à onstater que a−m = −am pour onlure. 
2.2.4 Opérateurs de Heke.
Soit p un nombre premier. On trouve déjà dans le travail de Dedekind
[De℄ l'identité
s(dp, c) +
∑
rmod p
s(d+ cr, cp) = (p+ 1)s(d, c),
où s(., .) désigne la somme de Dedekind lassique. Nous nous proposons dans
e paragraphe de généraliser ette identité dans le as d'un orps de nombres
F totalement réel de degré n, de nombre de lasses 1.
Pour ela, on désigne par F le R-espae vetoriel formé des fontions
f : OF × (OF \ {0})×Hn → R
qui vérient la propriété d'invariane par translation :
f(d+ cq, c; z + q) = f(d, c; z),
où q est un entier de OF quelonque. On a noté z+q le n-uplet (zk+qk) ∈ Hn.
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Soit p un entier premier de OF totalement positif. On dénit l'opérateur
de Heke Tp : F → F par la règle
(f |Tp)(d, c ; z) := f(dp, c ; pz) +
∑
rmod p
f
(
d+ cr, cp ;
z + r
p
)
,
ave des notations évidentes pour pz et z+r
p
.
Un alul élémentaire montre que les opérateurs Tp ommutent deux à deux.
Soit F j le sous-espae de F formé des fontions qui ne dépendent pas de
la variable zj ∈ H. La restrition de Tp à F j est un endomorphisme de F j
que l'on note T jp .
Dans le as rationnel, la dénition de l'opérateur T 1p est essentiellement
équivalente à elle donnée dans [Ma, 3℄, où le lien entre les opérateurs T 1p
et les opérateurs de Heke standards est expliqué. En termes d'opérateurs de
Heke T 1p , l'identité de Dedekind montre que la somme de Dedekind lassique
s(., .) ∈ F1 est une fontion propre de T 1p de valeur propre assoiée p + 1.
Dans le as général, la somme sj peut être onsidérée omme un élément
de F j d'après la proposition 2.4. Le résultat suivant établit la généralisation
souhaitée de l'identité de Dedekind.
Proposition 5. Soit sj ∈ F j la somme de Dedekind généralisée assoiée
au jème plongement réel de F. Pour tout entier p premier de OF totalement
positif on a l'égalité
sj |T jp =
(
NF/Q(p) + 1
)
sj.
Autrement dit, la fontion sj est une fontion propre pour T
j
p de valeur propre
assoiée NF/Q(p) + 1.
La preuve de ette proposition résulte immédiatement de la proposition 1 et
du lemme suivant :
Lemme 3. Soit p ∈ OF un premier totalement positif, et z ∈ Hn. Alors
Ωj(pz) +
∑
rmod p
Ωj
(
r + z
p
)
=
(
NF/Q(p) + 1
)
Ωj(z).
Démonstration du lemme 3 : La fontion Ωj étant donnée par (3), on onsid-
ère la somme
∑
rmod pΩj
(
r+z
p
)
. Cette somme est bien dénie ar Ωj(z) est
invariante quand on translate z par un entier de OF . Elle vaut∑
ν∈OF /U+F
′ [UF : U+F ]−1
|NF/Q(ν)|
∑
µ∈OF ,
µjνj
δj
>0
′ (
e
2iπ
∑n
k=1
(
µkνk
pkδk
xk+
∣∣∣ µkνkpkδk ∣∣∣iyk)
) ∑
rmod p
e2iπTrF/Q(
µνr
pδ ).
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On remarque alors que∑
rmod p
e2iπTrF/Q(
µνr
pδ ) =
{
NF/Q(p) si p divise µν,
0 sinon.
Puisque p est premier, on obtient une déomposition de la forme suivante :∑
rmod p
Ωj
(
r + z
p
)
=
∑
ν, µ
p |ν
+
∑
ν, µ
p |µ
−
∑
ν, µ
p |ν et p |µ
.
La première de es trois sommes est Ωj(z), la deuxième est NF/Q(p)Ωj(z), et
la troisième Ωj(pz). Le résultat s'ensuit. 
3 Valeur spéiale de fontions L et invariants
de lasses de SL2(OF ).
Dans la partie préédente, nous avons déni et étudié les sommes de Dedekind
généralisées sj(d, c; .) : Hn−1 → R. Elles sont onstruites, à un terme élémen-
taire près, à partir de la généralisation Φj
((
a b
c d
)
, .
)
: Hn−1 → R de la
fontion ΦR de Rademaher.
Cei étant, nous nous intéressons dans le reste de et artile à la valeur
spéiale Φj(A, ωc) de la fontion Φj(A, .) en un point algébrique ωc ∈ Hn−1
assoié à un ertain type de matries A de Γ.
On rappelle qu'une matrie M de SL2(R) est dite elliptique si |tr(M)| < 2,
hyperbolique si |tr(M)| > 2. Autrement dit, une matrie elliptique a un
unique point xe dans H, alors qu'une matrie hyperbolique a deux points
xes à l'inni. Enn, une matrie (Ak) ∈ SL2(R)n est dite elliptique si ha-
une de ses omposantes est elliptique.
Considérons une matrie A de Γ omme un élément (Ak) de SL2(R)
n. Soit
j ∈ {1, . . . , n} un entier xé. On suppose que le (n − 1)-uplet de matries
(Ak)k 6=j a un point xe ωc ∈ Hn−1. On normalise la valeur spéiale Φj(A, ωc)
de la façon suivante.
Dénition 5. Soit A ∈ Γ et j ∈ {1, . . . , n} omme i-dessus. On dénit le
réel Ψj(A) en posant
Ψj(A) := 2
nRFΦj(A, ωc)− 2n−2RF sign(cjtr(Aj)),
où RF désigne le régulateur du orps F. Considérons en partiulier le as
d'une matrie A ∈ Γ ayant une seule omposante Aj hyperbolique. Ses autres
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omposantes sont alors elliptiques. Par suite, le réel Ψj(A) est bien déni et
sera noté Ψ(A) sans ambiguïté.
On verra que Ψj(A) est un invariant de lasses de Γ de nature diérente
selon que la omposante Aj de A est hyperbolique ou elliptique. Dans le as
où Aj est hyperbolique, nous allons tout d'abord dénir une ertaine fontion
holomorphe LA(s) dont la valeur spéiale en s = 0 sera reliée à Ψ(A) dans le
théorème 6. Notre exposé trouve sa soure dans les résultats de Hara ([Ha℄).
Notre présentation s'inspire elle de Atiyah ([At℄) pour le groupe SL2(Z).
3.1 Valeur spéiale de fontions L en s = 0.
Il est néessaire d'établir quelques résultats préliminaires sur les matries
de Γ ayant une seule omposante hyperbolique avant de dénir la fontion L
qui leur est assoiée.
3.1.1 Généralités sur les matries quasi-elliptiques.
Dénition 6. Une matrie A de Γ sera dite quasi-elliptique si, onsidérée
omme une matrie de SL2(R)
n, elle a une seule omposante Aj hyperbolique.
Les autres omposantes sont alors toutes elliptiques, et on note ωc ∈ Hn−1 le
point xe de (Ak)k 6=j.
On dira qu'une extension quadratique K de F est quasi-totalement om-
plexe (resp. quasi-totalement réelle) si elle a n− 1 plaes omplexes (resp. 1
plae omplexe).
Si A est une matrie quasi-elliptique, ses valeurs propres engendrent une
extension quasi-totalement omplexeK = KA de F. Le lemme suivant résulte
immédiatement de la dénition 6 et du théorème des unités de Dirihlet. Sa
démonstration est laissée au leteur.
Lemme 4. Soit A =
(
a b
c d
)
une matrie de Γ quasi-elliptique et K = KA
l'extension quadratique de F assoiée. Alors :
1. L'entrée c de A est non nulle.
2. Le groupe des unités UK de K est de rang n. Ainsi on a [UK : UF ] = 1.
3. Les valeurs propres de A s'érivent 1
2
[
tr(A)±
√
tr(A)2 − 4
]
. Ce sont
des unités relatives de l'extension K/F.
4. Soit Γωc := {B ∈ Γ/(Bk)k 6=j ωc = ωc} le sous-groupe de Γ onstitué des
matries quasi-elliptiques ayant même point xe que A. Il est isomorphe
{±1}×Z. En outre, si P est une matrie de Γ, alors P−1AP est quasi-
elliptique et on a PΓωcP
−1 = ΓPωc et KA = KP−1AP .
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Notations.
Soit g le générateur du groupe de Galois de l'extension K/F. On note
{ω, ωg} ∈ K, et on appelle points xes de la matrie quasi-elliptique A les
deux générateurs de l'extension K/F solutions de l'équation
(cX + d)X = aX + b.
Soit ω ∈ K un des deux points xes de A, hoisi arbitrairement. Quitte
à renuméroter les plongements réels de F, on peut supposer que A1 est la
omposante hyperbolique de A. On ordonne les deux plongements réels r1, r2
de K au-dessus de ι1 de façon à e que ωr2 < ωr1 ; on note enore ιk le
plongement omplexe de K qui prolonge le plongement réel ιk de F de façon
à e que le point xe ωc ∈ Hn−1 de (Ak)nk=2 soit le (n−1)-uplet (ωι2, . . . , ωιn).
L'image βιk d'un élément β ∈ K par ιk sera notée βk.
Les deux valeurs propres de A s'érivent ǫ = cω + d et ǫg = ǫ−1 = cωg + d.
Nous introduisons un ordre OA de K, un groupe d'unités UA ⊂ O∗A et
un module Mω ⊂ K sur l'ordre OA qui vont nous permettre de dénir la
fontion LA(s).
On pose OA = OF + ǫOF ⊂ OK . C'est bien un ordre de K ontenant ǫ et
ǫ−1 en vertu de l'égalité ǫ+ ǫ−1 = tr(A) et du lemme 4.3. En outre, le lemme
4.4 montre que ǫ est sans torsion dans UK/UF , e qui permet de dénir le
produit diret UA := UF× < ǫ > . Ce sous-groupe d'indie ni du groupe
des unités de K est ontenu dans l'ordre OA.
On dénit enn le OF -module libre de rang 2 Mω := OF + ωOF ⊂ K.
C'est un module sur l'ordre OA ar on a ǫω = aω + b. Il ne dépend pas
seulement de la matrie A mais aussi du hoix de ω.
3.1.2 La fontion LA(s) assoiée à une matrie quasi-elliptique.
Les notations sont elles du paragraphe préédent.
Dénition 7. Soit A une matrie quasi-elliptique dont la omposante A1
est hyperbolique. On lui assoie la fontion holomorphe LA(s) dénie pour
Re (s) > 1 par la formule
LA(s) := sign(c1tr(A1))
∑
β∈Mω/UA
′ sign(βr1βr2)
|NK/Q(β)|s .
Remarques :
 Cette fontion ne dépend eetivement que de A et pas du hoix du
point xe ω de A. En eet, quand on hangeMω enMωg , on ne hange
pas la fontion L ar β 7→ βr1βr2 et β 7→ NK/Q(β) sont deux fontions
g-invariantes.
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 Nous démontrerons dans le orollaire 1 que LA(s) admet un prolonge-
ment sur C en une fontion entière qui vérie une équation fontion-
nelle.
 Dans le as partiulier où Mω est un OK-module, la fontion est LA
est simplement la fontion L de Heke partielle assoiée à l'idéal Mω
de OK et au aratère ϕ : β 7→ sign(βr1βr2) de K∗.
La proposition suivante permet de omparer les fontions LP−1AP et
LAk à la fontion LA. En partiulier, elle justie la présene du fateur
sign(c1tr(A1)) dans la dénition de LA pour assurer l'identité LA−1 = −LA.
Proposition 6. Soit A une matrie quasi-elliptique de Γ.
1. Soit P =
(
a′′ b′′
c′′ d′′
)
∈ Γ. Alors
LPAP−1(s) = |NK/Q(c′′ω + d′′)|sLA(s).
2. Soit k un entier relatif non nul. Alors
L±Ak(s) = kLA(s).
Démonstration. Pour établir la première assertion, nous allons étudier su-
essivement le omportement de c, UA etMω quand on hange A en PAP−1.
i) En notant A′ = PAP−1 =
(
a′ b′
c′ d′
)
, un alul diret établit les
égalités suivantes entre les valeurs propres de A et elles de A′ :
cω + d = c′(Pω) + d′ et cωg + d = c′(Pωg) + d′.
D'où par soustration des deux égalités préédentes
c(ω − ωg) = c′
(
a′′ω + b′′
c′′ω + d′′
− a
′′ωg + b′′
c′′ωg + d′′
)
.
Après avoir hassé les dénominateurs, on obtient enn
c′ = cNK/F (c
′′ω + d′′). (17)
ii) Les matries PAP−1 et A ont mêmes valeurs propres {ǫ, ǫ−1}, don
UPAP−1 = UA. (18)
iii) Par dénition, {ω, 1} est une base deMω relativement à OF . Puisque
P appartient à Γ, {a′′ω + b′′, c′′ω + d′′} est une autre base. Ainsi
Mω = (a′′ω + b′′)OF + (c′′ω + d′′)OF = (c′′ω + d′′)(OF + (Pω)OF ),
qui s'érit aussi
MPω = 1
c′′ω + d′′
Mω. (19)
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Les points xes de PAP−1 sont Pω et Pωg. En utilisant (17) et (18), il vient
LPAP−1(s) = sign(c1tr(A1)NK/F (c
′′ω + d′′)1)
∑
β∈MPω/UA
′ sign(NK/F (β)1)
|NK/Q(β)|s .
On onlut à l'égalité souhaitée grâe à (19).
Démontrons maintenant la deuxième assertion.
L'identité L±A = LA résulte immédiatement de la dénition de LA(s).
Le as où k = −1 est également simple. Les matries A et A−1 ont même
trae, mêmes valeurs propres {ǫ, ǫ−1} et mêmes points xes {ω, ωg}. Leurs
entrées c étant de signe opposé, il s'ensuit que LA−1(s) = −LA(s).
Il sut maintenant de montrer que LAk = kLA si k est un entier positif.
Les valeurs propres de Ak =
(
a(k) b(k)
c(k) d(k)
)
sont {ǫk, ǫ−k}, et ses points xes
sont {ω, ωg}. Ainsi le groupe UAk est un sous-groupe d'indie k de UA, et par
suite kLA et LAk oïnident au signe près. Il reste à régler le problème du
signe de ck1tr(A
k
1).
On a onvenu que ωr2 < ωr1 . Il en résulte que pour tout k ≥ 1, on a
ǫkr1 =
1
2
[
tr(Ak1) + sign(c
(k)
1 )
√
tr(Ak1)
2 − 4
]
. (20)
D'après l'égalité préédente, si c
(k)
1 tr(A
k
1) est positif alors |ǫkr1 | > |tr(Ak1)|/2.
On en déduit que |ǫkr1| > 1 ar Ak1 est hyperbolique. La réiproque s'obtient
en hangeant ǫ en ǫg. On a don la série d'assertions équivalentes suivantes :
sign(c
(k)
1 tr(A
k
1)) = +1⇐⇒ |ǫkr1 | > 1⇐⇒ |ǫr1 | > 1⇐⇒ sign(c1tr(A1)) = +1.
Ainsi c1tr(A1) et c
(k)
1 tr(A
k
1) ont même signe et on a en dénitive
LAk(s) = kLA(s).
3.1.3 Lien entre la valeur spéiale L
(n−1)
A (0) et Ψ(A).
Soit A une matrie quasi-elliptique de Γ dont la omposante hyperbolique
est A1. Soit ωr2 < ωr1 les deux points xes réels de A1, et ωc ∈ Hn−1 le point
xe des autres omposantes (Ak)
n
k=2.
Nous avons montré dans le paragraphe préédent omment assoier à la
matrie A une fontion holomorphe LA(s) dénie pour Re (s) > 1. De plus,
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la dénition 5 permet d'assoier à la matrie A le réel Ψ(A) en renormalisant
la valeur spéiale Φ1(A, ωc).
Le but de e paragraphe est de prouver d'une part que LA(s) admet un
prolongement holomorphe sur C qui a un zéro d'ordre au moins n − 1 en
s = 0, et d'autre part que la valeur L
(n−1)
A (0) oïnide ave (n − 1)! Ψ(A).
Ces deux résultats se déduisent d'une formule qui exprime LA(s) en fontion
de la période d'une forme diérentielle A1-invariante onstruite à partir la
série d'Eisenstein non-holomorphe EF (z, s) introduite par Asai.
Plus préisément, en nous inspirant des travaux de Hara [Ha℄, C. Meyer
[Me℄ et Siegel [Si℄ qui utilisent une méthode due originellement à Heke, nous
onsidérons la forme diérentielle
∂
∂z1
EF (z1, ωc, s)dz1.
Il résulte immédiatement de la proposition 1.2 que ette forme est A1-invariante.
Le demi-erle C de diamètre [ωr2, ωr1] est l'unique géodésique deH invariante
par la matrie A1.
Le théorème suivant relie la période de ette forme diérentielle à la
fontion LA(s).
Théorème 5. Soit τ un point du demi-erle C. Soit s un omplexe de partie
réelle > 1. Alors on a l'égalité∫ A1τ
τ
∂
∂z1
EF (z1, ωc, s)dz1 =
Γ
(
s+1
2
)2
Γ(s)
Vol(Mω)s
2i(dF )s
LA(s), (21)
où l'intégrale porte sur l'ar de C joignant τ à A1τ. Le terme Vol(Mω) désigne
le volume du OA-module Mω onsidéré omme un réseau de R2 × Cn−1.
Démonstration. Soit τ un point du demi-erle, et τ ∗ = A1τ ∈ C son image
par A1. On pose
JA(s) :=
∫ τ∗
τ
∂
∂z1
EF (z1, ωc, s)dz1,
l'intégrale portant sur l'ar Cτ joignant τ à τ ∗.
Nous allons onstruire une paramétrisation de l'ar Cτ . Pour ela, dénis-
sons l'appliation f : z1 7→ iz1−ωr2z1−ωr1 . On note que f réalise une bijetion du
demi-erle C sur R∗+. En outre, il sut d'utiliser les égalités A1ωr1 = ωr1 et
A1ωr2 = ωr2 pour vérier que f(τ
∗) = ǫ2r1f(τ).
On peut supposer sans perte de généralité que f(τ) = 1 et |ǫr1| > 1.
En eet, JA(s) est la période d'une forme diérentielle A1-invariante et ne
dépend don pas du hoix du point base τ de C. On voit également que,
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quitte à hanger A en A−1, e qui a pour eet de hanger JA(s) et LA(s) en
leur opposé, il sut de démontrer le théorème dans le as où |ǫr1 | > 1.
On supposera dans la suite que es deux hypothèses simpliatries sont
satisfaites. L'appliation g = f−1 dénit alors une paramétrisation de l'ar
Cτ :
g : [1, ǫ2r1]→ Cτ .
Cela onduit à eetuer dans JA(s) le hangement de variable
z1 = g(t) =
tωr1 − iωr2
t− i , d'où dz1 =
(z1 − ωr1)(z1 − ωr2)
ωr2 − ωr1
dt
t
.
On alule expliitement la dérivée partielle
∂
∂z1
= ∂
∂x1
− i ∂
∂y1
de EF (z, s)
à partir de la dénition 2. On vérie que
∂
∂z1
EF (z1, ωc, s) est donné pour
Re (s) > 1 par la série
∂
∂z1
EF (z1, ωc, s) =
s
2i
∑
(µ,ν)∈O2F /UF
′ ys−11 (µ1z¯1 + ν1)2
|µ1z1 + ν1|2s+2
n∏
k=2
( Im ωk)
s
|µkωk + νk|2s . (22)
Après un alul élémentaire, on arrive à
ys−11 (µ1z¯1 + ν1)
2
|µ1z1 + ν1|2s+2 dz1 = i(ωr1 − ωr2)
s t
s(−iβr1t + βr2)2
(β2r1t
2 + β2r2)
s+1
dt
t
, (23)
où l'on a posé β = µω + ν.
Lorsque le ouple (µ, ν) parourt l'ensemble des lasses non nulles du
quotient O2F mod UF , on observe que β parourt l'ensemble des lasses non
nulles du quotient Mω mod UF . Nous déduisons de (22), (23) et de la re-
marque préédente que
JA(s) =
sV s
2
∑
β∈Mω/UF
′
(
n∏
k=2
|βk|−2s
)∫ ǫ2r1
1
ts(−iβr1t+ βr2)2
(β2r1t
2 + β2r2)
s+1
dt
t
, (24)
où V = (ωr1 − ωr2)
∏n
k=2 Im (ωk). Le réel V dF peut s'interpréter omme le
volume Vol(Mω) du moduleMω vu omme un réseau de R2×Cn−1 d'après
[Sa, Prop. 4.2.1 et 4.2.2℄.
Utilisons maintenant une idée due à Heke. Elle onsiste d'abord à ef-
fetuer dans l'intégrale du membre de droite de (24) le hangement de variable
u :=
∣∣∣βr1βr2 ∣∣∣ t. Puisque |NK/Q(β)| = |βr1βr2|∏nk=2 |βk|2, l'égalité (24) devient
JA(s) =
sVol(Mω)s
2(dF )s
∑
β∈Mω/UF
′ |NK/Q(β)|−s
∫ ∣∣∣ βr1βr2 ∣∣∣ǫ2r1∣∣∣ βr1βr2 ∣∣∣
us(1− iϕ(β)u)2
(u2 + 1)s+1
du
u
,
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où on a posé ϕ(β) := sign(βr1βr2).
On observe ensuite que l'on obtient un système de représentants des
lasses de Mω \ {0} mod UF en onsidérant la famille {ǫkβ} où k ∈ Z
et β ∈ Mω \ {0} mod UA. Cela nous permet d'érire l'égalité
JA(s) =
sVol(Mω)s
2(dF )s
∑
β∈Mω/UA
′ |NK/Q(β)|−s
∑
k∈Z
∫ ∣∣∣ βr1βr2 ∣∣∣ǫ2k+2r1∣∣∣ βr1βr2 ∣∣∣ǫ2kr1
us(1− iϕ(β)u)2
(u2 + 1)s+1
du
u
.
La famille de segments
{[∣∣∣βr1βr2 ∣∣∣ ǫ2kr1 , ∣∣∣βr1βr2 ∣∣∣ ǫ2k+2r1 [ , k ∈ Z} forme une parti-
tion de R∗+. Par onséquent
JA(s) =
sVol(Mω)s
2(dF )s
∑
β∈Mω/UA
′ |NK/Q(β)|−s
∫ ∞
0
us(1− iϕ(β)u)2
(u2 + 1)s+1
du
u
. (25)
Pour onlure, alulons la valeur de l'intégrale
I :=
∫ ∞
0
us(1− iϕ(β)u)2
(u2 + 1)s+1
du
u
.
En eetuant le hangement de variable u˜ := u−1, on trouve
I =
∫ ∞
0
us
(u2 + 1)s+1
(−iϕ(β) + u)2du
u
=− I − 4iϕ(β)
∫ ∞
0
us
(u2 + 1)s+1
du
u
,
d'où
I = −iΓ
(
s+1
2
)2
Γ(s + 1)
sign(βr1βr2).
On reporte la valeur de l'intégrale I dans le membre de droite de (25).
Puisque |ǫr1| > 1, nous savons que le fateur sign(c1tr(A1)) qui apparaît dans
la dénition de LA(s) est égal à 1. Le théorème s'ensuit.
D'après le théorème préédent, il sut d'étudier les propriétés de la forme
A1-invariante
∂
∂z1
EF (z1, ωc, s)dz1 pour obtenir le prolongement holomorphe
de LA(s). Ces propriétés sont rassemblées dans la proposition suivante qui
est une onséquene immédiate du théorème 1.
Proposition 7. Soit z ∈ Hn xé.
1. Dénie pour Re (s) > 1 par une série, la fontion s 7→ ∂
∂z1
EF (z, s) se
prolonge en une fontion holomorphe sur tout le plan omplexe.
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2. On a l'équation fontionnelle
GF (2s)
∂
∂z1
EF (z, s) = GF (2− 2s).
3. Au voisinage de s = 0, on a le développement en série de Laurent
∂
∂z1
EF (z, s) = −2n−2RF sn
[
1
zj − z¯1 −
∂
∂z1
h(z)
]
+O(sn+1).
Corollaire 1. Pour toute matrie A quasi-elliptique de Γ, la fontion LA
dénie pour Re (s) > 1 se prolonge en une fontion holomorphe sur tout le
plan omplexe. De plus la fontion
L˜A(s) :=
(
Vol(Mω)π−n
)s
Γ(s)n−1Γ
(
s+ 1
2
)2
LA(s)
est une fontion holomorphe sur C, invariante quand on hange s en 1− s.
Démonstration du orollaire 1. On déduit du théorème 5 et de la proposition
7.1 que LA(s) se prolonge en une fontion méromorphe sur C. Ses ples, s'il
y en a, ne peuvent provenir que des ples de Γ(s). Ils ne peuvent don se
trouver qu'en s = −m, m ∈ N. En outre, la proposition 7.3 montre que
LA(s)/s
n−1
est bornée au voisinage de 0. Par onséquent, la fontion L˜A est
holomorphe au moins sur le demi-plan Re (s) > −1.
On déduit du théorème 5 et de la proposition 7.2 l'égalité
L˜A(s) = L˜A(1− s).
Par suite, la fontion L˜A est holomorphe sur les demi-plans Re (s) > −1 et
Re (s) < 2, don sur C. On en onlut que LA est holomorphe sur C. 
Etudions maintenant de manière plus préise le omportement de LA(s)
au voisinage de s = 0 au moyen de la formule limite de Kroneker généralisée.
Théorème 6. Pour toute matrie A ∈ Γ quasi-elliptique, la fontion LA a
un zéro d'ordre supérieur ou égal à n− 1 en s = 0. En outre on a l'identité
L
(n−1)
A (0) = (n− 1)! Ψ(A).
Démonstration. En utilisant les développements en série de Laurent au voisi-
nage de s = 0 donnés par la proposition 7.3 d'une part, et Γ(s) = s−1+O(1)
d'autre part, on déduit du théorème 5 l'identité
LA(s) =
2nRF
2iπ
sn−1
∫ τ∗
τ
(
1
z1 − z¯1 −
∂
∂z1
h(z1, ωc)
)
dz1 +O(s
n).
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On voit don que la fontion LA(s) possède don un zéro d'ordre ≥ n− 1
en s = 0, et que sa dérivée d'ordre n− 1 en s = 0 s'érit
L
(n−1)
A (0) =
(n− 1)!
2iπ
2nRF
∫ τ∗
τ
(
1
z1 − z¯1 −
∂
∂z1
h(z1, ωc)
)
dz1.
Pour évaluer ette intégrale, on herhe à exprimer la forme diérentielle(
1
z1−z¯1 − ∂∂z1h(z1, ωc)
)
dz1 omme la diérentielle totale d'une fontion holo-
morphe. Commençons par noter que h = −4Re (Λ) est la partie réelle de
la fontion −4Λ(z1, . . . , zn) holomorphe par rapport à z1. On en déduit que
la forme
∂
∂z1
h(z1, ωc)dz1 est la diérentielle totale de la fontion holomorphe
z1 7→ −2Λ(z1, ωc).
On veut faire de même ave la forme
dz1
z1−z¯1 lorsque z1 appartient au demi-
erle C de diamètre [ωr2 , ωr1]. L'équation de C étant donnée par
z1z¯1 − ωr1 + ωr2
2
(z1 + z¯1) + ωr1ωr2 = 0,
on trouve d'abord
1
z1 − z¯1 =
1
2
(
1
z1 − ωr1
+
1
z1 − ωr2
)
.
On onlut que
dz1
z1 − z¯1 =
1
2
d
(
ln(z1 − ωr1) + ln(z1 − ωr2)
)
.
Nous obtenons ainsi l'égalité valable pour tout τ sur le demi-erle C
L
(n−1)
A (0) =
(n− 1)! 2nRF
4iπ
[
4Λ(z1, ωc) + ln(z1 − ωr1) + ln(z1 − ωr2)
]τ∗
τ
. (26)
On rappelle que pour tout τ ∈ H on a l'égalité (6), 'est à dire[
4Λ(z1, ωc)
]τ∗
τ
= ln
[−(c1τ + d1)2)]+ n∑
k=2
ln |ckωk + dk|2 + iπΦ(A, ωc).
On sait que ǫ = cω + d est une unité relative de K/F. Ses images omplexes
sont don sur le erle unité. Il s'ensuit que ln |ckωk+dk| = 0 pour 2 ≤ k ≤ n.
En outre, on a par dénition Ψ(A) = 2nRFΦ(A, ωc)−2n−2RF sign(c1tr(A1)).
D'après l'identité (26) et les remarques préédentes, il nous sut pour
obtenir la formule souhaitée de montrer que pour tout τ ∈ H, l'égalité[
ln (z1 − ωr1) + ln (z1 − ωr2)
]τ∗
τ
= − ln (− (c1τ + d1)2)− iπ sign(c1tr(A1))
(27)
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est satisfaite. Notons d'abord que le omplexe
τ ∗ − ωr1 =
τ − ωr1
ǫr1(c1τ + d1)
est un point de H et (τ − ωr1)−1 un point du demi-plan inférieur. On en
déduit que [
ln (z1 − ωr1)
]τ∗
τ
= − ln (ǫr1(c1τ + d1)) .
En menant le même alul ave ωr2 et ǫr2 = ǫ
−1
r1
, on en onlut que[
ln(z1−ωr1)+ln(z1−ωr2)
]τ∗
τ
=− ln (ǫr1(c1τ + d1))− ln (ǫr2(c1τ + d1)) . (28)
L'égalité préédente va nous permettre d'établir (27). Pour ela, distinguons
deux as selon le signe de c1tr(A1). C'est aussi le signe de c1ǫr1 puisque l'on
a ǫ+ ǫ−1 = tr(A).
 Cas 1 : c1tr(A1) < 0. Les omplexes iǫr1(c1τ + d1) et iǫr2(c1τ + d1) sont
don dans le demi-plan Re (τ) > 0. Par suite
ln
(−(c1τ + d1)2)− iπ = ln (iǫr1(c1τ + d1)) + ln (iǫr2(c1τ + d1)) + 2 ln(−i)
= ln (ǫr1(c1τ + d1)) + ln (ǫr2(c1τ + d1)) .
 Cas 2 : c1tr(A1) > 0. Les omplexes −iǫr1(c1τ + d1) et −iǫr2(c1τ + d1)
sont dans le demi-plan Re (τ) > 0. Par suite
ln
(−(c1τ + d1)2)+ iπ = ln (ǫr1(c1τ + d1)) + ln (ǫr2(c1τ + d1)) .
Ces deux as ont rassemblés dans la formule
ln
(−(c1τ + d1)2)+ iπ sign(c1tr(A1)) = ln (ǫr1(c1τ + d1)) + ln (ǫr2(c1τ + d1)) .
En ombinant l'égalité préédente et (28), on obtient l'identité (27) souhaitée.
Le théorème s'ensuit.
3.2 Propriétés de l'invariant Ψ(A).
La dénition 5 nous permet d'assoier à une matrie A ∈ Γ lorsqu'elle est
elliptique une famille de n nombres réels {Ψj(A), 1 ≤ j ≤ n}, et lorsqu'elle
est quasi-elliptique un unique réel Ψj = Ψ(A).
La proposition 8 rassemble les propriétés ommunes de es invariants. Elle
généralise à Γ les résultats de Rademaher [Ra1, Satz 7 et 9℄ pour SL2(Z).
Nous ommençons par montrer que dans le as elliptique on peut aluler
Ψj(A).
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Lemme 5. Soit A =
(
a b
c d
)
∈ Γ une matrie elliptique. Alors A est
d'ordre ni m > 1, et pour tout entier j ∈ {1, . . . , n}, on a
Ψj(A) = −2n−2RF
[
ln [−(cjωj + dj)2]
iπ
− sign(cjtr(Aj))
]
,
où ωj est l'unique point xe de Aj dans H, et cjωj + dj est une valeur propre
de Aj.
En partiulier, 2Ψj(A)/RF est un rationnel dont le dénominateur divise
m.
Démonstration. La preuve est immédiate. Pour tout entier k, 1 ≤ k ≤ n, la
omposante Ak de la matrie A a un unique point xe ωk dans H. On déduit
de (6) que
ln
[−(cjωj + dj)2]+∑
k 6=j
ln |ckωk + dk|2 + 4iπΦj(A, (ωk)k 6=j) = 0.
Puisque A est elliptique, elle est d'ordre ni m > 1. Ainsi les valeurs propres
ckωk + dk de Ak sont des raines m-ièmes de l'unité, et l'égalité préédente
se réduit à
ln
[−(cjωj + dj)2]+ 4iπΦj(A, (ωk)k 6=j) = 0.
Il sut d'utiliser la dénition 5 pour onlure.
Proposition 8. Soit A ∈ Γ une matrie elliptique ou quasi-elliptique de Γ.
On a les égalités
1.
Ψj(P
−1AP ) = Ψj(A) pour toute matrie P de Γ.
2.
Ψj(−A) = Ψj(A), et Ψj(A−1) = −Ψj(A).
3. Soit A ∈ Γ une matrie quasi-elliptique, et k ∈ Z. On a l'égalité
Ψ(Ak) = kΨ(A).
Démonstration. On note ωc ∈ Hn−1 le point xe de (Ak)k 6=j. Commençons
par démontrer la deuxième assertion. L'identité Ψj(−A) = Ψj(A) résulte
immédiatement de la dénition 5. De plus, on obtient grâe au théorème 3
l'égalité
Φj(A, ωc) + Φj(A
−1, ωc) = 0.
On en déduit que Ψj(A
−1) = −Ψj(A).
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On se donne maintenant une matrie P de Γ et on note P−1AP =
(
a′ b′
c′ d′
)
.
Pour démontrer les assertions 1 et 3, nous distinguons deux as selon que
la omposante Aj de A est elliptique ou hyperbolique.
i) Dans le premier as, la matrie A est elliptique de point xe ω ∈ Hn.
Par suite, P−1AP est elliptique de point xe P−1ω ∈ Hn. Un alul
diret montre l'égalité suivante entre les valeurs propres de A et de
P−1AP :
c′j(P
−1
j ωj) + d
′
j = cjωj + dj.
On en déduit que cj et c
′
j ont même signe, et par suite
sign(c′jtr(P
−1
j AjPj)) = sign(cjtr(Aj)).
En utilisant les deux égalités préédentes ainsi que le lemme 5, on
obtient le résultat souhaité : Ψj(P
−1AP ) = Ψj(A).
ii) Supposons maintenant Aj = A1 hyperbolique. Le théorème 6 relie
Ψ(A) à L
(n−1)
A (0). La proposition 6 permet d'établir failement les pro-
priétés demandées :
Ψ(P−1AP ) = Ψ(A) et Ψ(Ak) = kΨ(A).

Si la matrie A de Γ est elliptique, les invariants {Ψj(A)/RF , 1 ≤ j ≤ n}
sont rationnels d'après le lemme 5. Si A est quasi-elliptique, nous allons voir
que l'invariant Ψ(A), bien que déni de manière analogue, a une nature très
diérente dès que n > 1.
On se propose dans la partie suivante de souligner l'intérêt arithmétique
des invariants Ψ(A) si A est quasi-elliptique. On verra plus partiulièrement
que pour n = 2, la nature arithmétique de es invariants de lasses de Γ est
gouvernée par la onjeture de Stark. Dans les rares as où ette onjeture
est démontrée, ela nous permettra de aluler quelques invariants assoiés
à des matries quasi-elliptiques.
3.3 Lien entre l'invariant Ψ(A) et la onjeture de Stark.
Soit F un orps quadratique réel de nombre de lasses 1, et K une exten-
sion quadratique quasi-totalement omplexe. On note v1, v2 les deux plaes
réelles de K au-dessus de ι1 et vc la plae omplexe de K au-dessus de ι2.
On note H (resp. H+) le orps de lasses de Hilbert (resp. au sens restreint)
de K, et G le groupe de Galois de l'extension H+/K.
On suppose que K n'a pas d'unité de norme −1. Par onséquent, l'exten-
sion H+/H est une extension quadratique, et on note ρ ∈ G le générateur
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de son groupe de Galois. Le groupe G est don d'ordre 2hK , où hK désigne
le nombre de lasses de K.
Nous allons assoier à haque élément σ du groupe G une lasse de on-
jugaison Cσ de Γ onstituée de matries quasi-elliptiques Aσ.
Le but de e paragraphe est de formuler préisément la onjeture de
Stark assoiée à l'extension H+/K pour prédire la nature arithmétique des
valeurs spéiales L′Aσ(0) et par suite de la famille d'invariants de lasses
{Ψ(Cσ), σ ∈ G}.
L'appliation d'Artin permet d'assoier à tout idéal frationnaire a de K
un élément σa de G. D'après la théorie du orps de lasses, ette appliation
induit un isomorphisme du groupe des lasses de K au sens restreint Cl+K sur
le groupe G. Notons S = {v1, v2, vc} l'ensemble des plaes arhimédiennes de
K. On assoie à tout élément σ de G la fontion zeta partielle dénie pour
Re (s) > 1 par
ζS(s, σ) :=
∑
m⊂OK
σm=σ
N(m)−s,
la sommation portant sur les idéaux entiers m de K dont le symbole d'Artin
σm est égal à σ. Ces fontions admettent un prolongement méromorphe pour
s ∈ C.
Avant de pouvoir énoner la onjeture de Stark, nous devons étudier
l'ordre d'annulation de la fontion ζS(s, σ) en s = 0. Les résultats souhaités se
déduisent du omportement en s = 0 des fontions L de Heke de l'extension
H+/K dénies omme suit. On assoie à tout aratère χ sur le groupe
abélien G la fontion L de Heke dénie pour Re (s) > 1 par
LS(s, χ) =
∑
σ∈G
χ(σ)ζS(s, σ).
Ces fontions ont un développement en produit d'Euler. Si χ n'est pas le
aratère trivial, elle admettent un prolongement holomorphe à C.
L'ordre d'annulation r(χ) de LS(s, χ) en s = 0 est onnu. Il se déduit de
la propriété LS(1, χ) 6= 0 et de l'équation fontionnelle de LS(s, χ) (f. [We℄).
On obtient les résultats généraux suivants ([D-S-T℄) : si χ est le aratère
trivial, on a r(χ) = |S| − 1; sinon, r(χ) est le nombre de plaes v de S dont
le groupe de déomposition Dv ⊂ G est ontenu dans le noyau de χ. Sous
nos hypothèses, l'extension H+/H est quadratique. Par onséquent, la seule
plae de S qui se déompose totalement dans l'extension H+/K est vc, tandis
que les deux autres plaes v1 et v2 se ramient. On en déduit que
 r(χ) = 2 si χ est le aratère trivial,
 r(χ) = 1 si χ(̺) = −1,
 r(χ) = 3 sinon.
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Les formules d'orthogonalité des aratères permettent de relier ζS(s, σ) aux
fontions LS(s, χ) selon la formule
ζS(s, σ) =
1
2hK
∑
χ∈Gˆ
χ(σ)LS(s, χ).
On en onlut nalement que les fontions ζS(s, σ) s'annulent en s = 0 pour
tout σ de G.
On obtient même un renseignement supplémentaire : l'égalité préédente
permet aussi d'établir l'identité
ζS(s, σ) + ζS(s, σ̺) =
1
hK
∑
χ∈Gˆ
χ(̺)=1
χ(σ)LS(s, χ),
la sommation portant sur les aratères χ de G tels que χ(̺) = 1. Toutes les
fontions L qui apparaissent dans ette dernière somme vérient L′S(0, χ) = 0
d'après la disussion préédente. On en déduit que pour tout σ ∈ G on a
l'égalité
ζ ′S(0, σ) + ζ
′
S(0, σ̺) = 0.
La onjeture de Stark s'énone de la manière suivante dans notre on-
texte ([Ta℄,[D-S-T℄).
Conjeture 1 (Stark). Soit q le nombre de raines de l'unité ontenues
dans H+. Il existe une unité de u de H+ qui vérie les propriétés qui suivent.
a) Soit w′ une plae de H+ qui ne divise pas l'unique plae omplexe vc
de K. Alors on a l'égalité |u|w′ = 1.
b) Soit w une plae de H+ au-dessus de vc. Alors pour tout σ ∈ G on a
l'égalité
ln |uσ|w = −q ζ ′S(0, σ).
) L'extension K(u1/q) est une extension abélienne de K.
Nous reformulons maintenant ette onjeture en termes de valeurs spé-
iales L′A(0), où A est une matrie quasi-elliptique de Γ. Pour ela, nous
assoions à tout élément σ de G une lasse de onjugaison Cσ de Γ selon la
onstrution suivante.
On ommene par assoier à σ ∈ G un idéal frationnaire b de K tel que
σb = (σ)
−1. Considéré omme un OF -module libre de rang 2, l'idéal b a une
base (γ, γ˜) ∈ K2. On pose ω := γ˜/γ. Par onvention, la base (γ, γ˜) de b est
orientée : on demande que ω vérie ωr2 < ωr1 , où αr1 et αr2 désignent les
images réelles d'un élément de α ∈ K assoiées aux plaes v1 et v2. L'idéal
frationnaire a := (γ−1)b s'érit a = OF + ωOF et vérie σb = σ(γ)σa.
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Cei étant, on remarque que le groupe des unités relatives de l'extension
K/F est de rang 1. On note ǫ le générateur de sa partie libre vériant ǫr1 > 1.
On a ǫa = a. Il existe don des entiers a, b, c, d de OF tels que ǫω = aω + b
et ǫ = cω + d. Autrement dit, on a l'égalité matriielle(
ω ωg
1 1
)−1(
a b
c d
)(
ω ωg
1 1
)
=
(
ǫ 0
0 ǫg
)
, (29)
où on a noté g le générateur du groupe de Galois de l'extension K/F. On en
déduit que ad − bc = ǫǫg = 1. Par suite, la matrie A =
(
a b
c d
)
est un
élément de Γ quasi-elliptique de points xes {ω, ωg}.
La matrie A onstruite préédemment dépend de l'élément σ de G mais
aussi du hoix arbitraire de l'idéal b tel que σb = (σ)
−1
et d'une OF -base
orientée de b. On montre failement que des hoix diérents onduisent à une
matrie onjuguée de A dans Γ. Par suite, σ dénit une lasse de onjugaison
Cσ de Γ.
Considérons la fontion LA(s) assoiée à la matrie A. Ave les notations
du paragraphe 3.1.1, le OF -moduleMω = OF + ωOF n'est autre que l'idéal
frationnaire a. Le groupe des unités UA est un sous-groupe d'indie eK = 2
ou 1 du groupe des unités de K, selon que l'unité fondamentale de F est ou
n'est pas la norme relative d'une unité de K. En outre, l'hypothèse ǫr1 > 1
entraîne que tr(A1) > 2. En utilisant (20), on en déduit que c1tr(A1) > 0.
Par onséquent, la fontion LA assoiée à A est donnée d'après la dénition
7 par la formule
LA(s) = eK
∑
(α)⊂a
ϕ(α)
|NK/Q(α)|s ,
où on a noté ϕ le aratère de K∗ déni par ϕ(α) = sign(αr1αr2).
Nous relions maintenant LA(s) à la fontion ζS(s, σ). Soit m un idéal de
OK tel que σm = σ. On a alors σbm = 1. L'idéal bm est don un idéal prinipal
(β) engendré par un élément β ∈ b totalement positif. On en déduit que
ζS(s, σ) = N(b)
s
∑
m⊂OK
σm=σ
N(bm)−s
= N(b)s
∑
(β)⊂b
β≫0
|NK/Q(β)|−s.
Soit m
′
un idéal de OK tel que σm′ = σ̺. L'idéal m′b est un idéal prinipal
(β) engendré par un élément β ∈ b tel que ϕ(β) = −1. Il s'ensuit que
ζS(s, σ)− ζS(s, σ̺) = N(b)s
∑
(β)⊂b
ϕ(β)
|NK/Q(β)|s .
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On eetue le hangement de variable α := γ−1β pour obtenir
LA(s) = eKϕ(γ)N(a)
−s [ζS(s, σ)− ζS(s, σ̺)] . (30)
On onlut nalement de l'égalité ζ ′S(0, σ̺) = −ζ ′S(0, σ) que
L′A(0) = ±2eKζ ′S(0, σ), (31)
le signe étant +1 ou −1 selon que σ−1Mω est égal à σ ou σ̺ respetivement.
On remarque que le réel
L′A(0) = Ψ(A)
ne dépend que de la lasse de onjugaison Cσ de A d'après la proposition 8.3.
Soit (Aσ)σ∈G ∈ Γ2hK une famille de représentants des lasses de onjugai-
son (Cσ)σ∈G onstruites préédemment. La onjeture de Stark prédit don
que le réel e
− q
2eK
Ψ(Aσ)
est la valeur absolue d'une unité algébrique qui engen-
dre l'extension H+/K. Il faut remarquer que l'on a reformulé une onjeture
portant sur la valeur spéiale de fontions L en s = 0 en une onjeture
portant sur la valeur spéiale de la fontion réelle-analytique Φ(Aσ, z2) en un
point algébrique ωc ∈ H assoié à Aσ. La onjeture de Stark est démontrée
dans le as trivial où [H+ : K] = 2 (voir [Ta, Th. 5.4℄). On dispose alors
d'une formule expliite pour L′Aσ(0) que nous utilisons dans le paragraphe
suivant pour obtenir la valeur de ertains invariants Ψ(A).
3.4 Exemples numériques.
Soit F un orps de nombres totalement réel de degré n, de nombre de
lasses 1. Soit K une extension quadratique de F quasi-totalement omplexe.
On note H+ le orps de lasses de Hilbert au sent restreint de K.
Le but de e paragraphe est de aluler expliitement un ertain invariant
Ψ(A) sous l'hypothèse que l'extension H+/K est quadratique. On prote en
eet de ette hypothèse très restritive pour aluler L′A(0) et don Ψ(A).
Soit χ le aratère non-trivial du groupe des lasses au sens restreint de
K. Dans ette situation, on a l'égalité
L(s, χ) =
ζH+(s)
ζK(s)
. (32)
Nous pouvons aluler le premier terme non nul du développement en série
de Laurent au voisinage de s = 0 de e quotient.
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Supposons pour simplier que l'extension F (i)/F est non ramiée en 2.
Il s'ensuit que le orps K(i) est ontenu dans H+. Par hypothèse, H+ est
une extension quadratique de K; on en déduit l'égalité
H+ = K(i).
Il y a trois extensions quadratiques de F ontenues dans K(i) : le orps
F (i) qui est CM, le orps quasi-totalement omplexe K, et un orps quasi-
totalement réel noté K ′. La fontorialité des fontions L d'Artin permet
d'érire que
ζK(i)
ζF
=
ζF (i)
ζF
ζK
ζF
ζK ′
ζF
. (33)
On rappelle que la fontion zeta d'un orps de nombres k a le développement
de Taylor suivant au voisinage de s = 0 :
ζk(s) = −hkRk
Wk
su+v−1 +O(su+v),
où Wk est le nombre de raines de l'unités de k, u (resp. v) le nombre de
plaes réelles (resp. omplexes) de k , hk le nombre de lasses de k et Rk le
régulateur de k. On déduit de (32), (33) et de l'égalité préédente que
L(n−1)(0, χ) = (n− 1)!2hF (i)hK ′
WF (i)
RK ′
RF
. (34)
Notons que si n = 2, ette identité montre que la onjeture de Stark
est valide dans la situation triviale où H+ = K(i). En eet, on établit
failement que le réel RK ′/RF est le logarithme d'une unité de K
′.
Revenons au alul des invariants de lasses de Γ. La fontion L(s, χ) peut
s'exprimer en fontion de LA(s) pour une ertaine matrie quasi-elliptique A
de Γ. Pour e faire, on onsidère l'anneau des entiers OK de K omme un
OF module libre de rang 2. Il a une base orientée (γ, γ˜) ∈ K2. Cette base
induit alors une matrie quasi-elliptique A de Γ en suivant une onstrution
similaire à elle du paragraphe 3.3. On déduit de (30) l'égalité
LA(s) = eKNK/Q(γ)
sϕ(γ)L(s, χ).
A l'aide de (34) et du théorème 6, on en onlut nalement que
Ψ(A) = ϕ(γ)
2eKhF (i)hK ′RK ′
WF (i)RF
. (35)
Exemples numériques. On se limite au as où n = 2. Le orps F = Q(
√
7)
est de nombre de lasses 1. Son unité fondamentale est u = 8+3
√
7. Le orps
F (i) est de nombre de lasses 1, et il ontient 4 raines de l'unité.
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On onsidère d'abord l'extension quadratique K de F engendrée par le
réel ωKr1 =
√
−2 +√7. L'anneau des entiers deK a pour base relative orientée
(1, ωK). Le groupe des unités de K est de rang 2, engendré par {−1, u, ǫK} où
ǫK est de norme relative 1 et a pour image réelle ǫKr1 := (3+
√
7)ωKr1−2−
√
7.
On onstruit alors grâe à la relation (29) la matrie
A1 :=
( −2−√7 1 +√7
3 +
√
7 −2 −√7
)
,
image par le plongement ι1 d'une matrie quasi-elliptique A de SL2(OF ). On
a hK = eK = 1. Le orps de lasses de Hilbert au sens restreint de K est
K(i). Les trois extensions de F ontenues dans K(i) sont K, F (i) et le orps
K ′ engendré par le réel ωK
′
r1 =
√
2 +
√
7. Le groupe des unités de K ′ a pour
générateurs {−1, u, ǫK ′} où ǫK ′r1 := (9+3
√
7)ωK
′
r1
+18+7
√
7 et NK ′/F (ǫ
K ′) = 1.
Par suite, un alul élémentaire montre que RK ′/RF = 2 ln ǫ
K ′
r1 . En outre, on
hK ′ = eK ′ = 1. On déduit don de l'égalité (35) que l'invariant assoié à la
matrie A est
Ψ(A) = ln ǫK
′
r1 = ln
((
9 + 3
√
7
)√
2 +
√
7 + 18 + 7
√
7
)
.
Nous pouvons exprimer l'égalité i-dessus en termes de valeur spéiale
en ωKc = i
√
2 +
√
7 ∈ H de la somme de Dedekind généralisée s(d, c; .), où
d1 = −2 −
√
7, c1 = 3 +
√
7. Grâe à la proposition 3, on peut même se
ramener à la somme de Dedekind fondamentale s = s(0, 1; .). A l'aide de
l'égalité (16), on obtient ainsi que Ψ(A)/RF est égal à
4s
(
ωKc
−ωKc + 1
)
− 4s (ωKc + 1)+ 2 + κF√2 +√7
[
72037 + 23827
√
7
4683
]
.
On remplae maintenant le orps K par K ′. La onstrution préédente
onduit à une matrie hyperbolique
A′1 =
(
18 + 7
√
7 39 + 15
√
7
9 + 3
√
7 18 + 7
√
7
)
dont les points xes réels sont ±
√
2 +
√
7 = ±ωK ′r1 . En éhangeant les rles
de K et K ′, nous pouvons aluler l'invariant Ψ(A′). On trouve
Ψ(A′) = ln ǫKr1 = ln
((
3 +
√
7
)√
−2 +
√
7− 2−
√
7
)
.
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4 Analogies entre la onjeture de Stark et elle
de Darmon.
On se limite à n = 1 ou 2. On se propose de souligner les analogies entre
la onstrution des points de Heegner proposée par Darmon dans [Da℄ et
notre onstrution basée sur les séries d'Eisenstein de poids 2 pour Γ.
Pour N ∈ N sans fateur arré, on note Γ0(N) l'ensemble des matries(
a b
c d
)
de Γ telles que N |c. On se donne une forme modulaire f propre
pour les opérateurs de Heke, normalisée, de poids parallèle 2 sur Γ0(N).
4.1 Cas où F = Q.
Rappelons tout d'abord très sommairement la onstrution lassique des
points de Heegner d'une extension quadratique imaginaire de Q (Da, Part. 2
et 3℄). Si f est uspidale, on peut lui assoier une ourbe elliptique E dénie
sur Q. Notons ΛE ⊂ C le réseau de Néron de E , ℘ la fontion de Weierstrass
assoiée. Pour τ ∈ H, on note ΦN (τ) ∈ E(C) l'image de
zτ := 2iπ
∫ τ
i∞
f(z)dz
par l'appliation (℘, ℘′) : C/ΛE → E(C).
Si τ ∈ H est un point quadratique imaginaire, alors ΦN (τ) est algébrique :
'est un point de E(H), où H est le orps de lasses de Q(τ) assoié à un
ertain ordre Oτ ([Da, Th. 3.6℄).
Que se passe-t-il quand on remplae la forme uspidale f de poids 2 par
la série d'Eisenstein EQ,2(z) de poids 2 ? Cette série est la valeur en s = 0 de
la fontion dénie pour Re (s) > 1 par
EQ,2(z, s) :=
∑
(m,n)∈Z2
′
(mz + n)−2ys|mz + n|2s = 4i
s
∂
∂z
EQ(z, s + 1).
Les résultats suivants se déduisent failement de la formule limite de Kro-
neker (Th. 1.5) :
1
4π2
(
EQ,2(z) +
π
y
)
= −1/24+ . . . est une fontion holomor-
phe dont les oeients de Fourier sont rationnels ; On a l'équation fontion-
nelle EQ,2(Az) = (cz + d)
2EQ,2(z), et à une onstante d'intégration près on
obtient nalement l'identité
2 ln η(τ) = 2iπ
∫ τ 1
4π2
(
EQ,2(z) +
π
y
)
dz. (36)
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Noter que le terme orretif
π
y
a été introduit pour obtenir une forme dif-
férentielle fermée.
En outre, la fontion η(τ) prend des valeurs algébriques quand τ est
quadratique imaginaire ; l'égalité (36) est don un ingrédient ruial de la
démonstration de la onjeture de Stark pour le orps Q(τ).
La morale est don la suivante : on se donne f une forme modulaire
propre normalisée sur de poids 2 pour Γ0(N), et ωf := 2iπf(z)dz la forme
diérentielle Γ0(N)-invariante assoiée. Soit τ ∈ H un point quadratique
imaginaire. Alors
∫ τ
ωf permet de onstruire des points algébriques sur la
ourbe elliptique E si f est une forme uspidale, et des logarithmes de nom-
bres algébriques reliés à la onjeture de Stark si f est la série d'Eisenstein.
4.2 Cas où F est quadratique réel de nombre de lasses
au sens restreint h+F = 1.
On résume sommairement la onstrution de Darmon. On se donne E une
ourbe elliptique sur F de onduteur N assoiée à une forme modulaire de
Hilbert uspidale f de poids (2,2).
Soit ǫ ∈ F une unité telle que ǫ1 > 0 et ǫ2 < 0. On dénit la forme
diérentielle
ω+f := −
4π2
dF
[f(z1, z2)dz1dz2 + f(ǫ1z1, ǫ2z¯2)d(ǫ1z1)d(ǫ2z¯2)] .
Soit A ∈ Γ une matrie quasi-elliptique, et τA ∈ H le point xe de sa om-
posante elliptique A1. Soit K l'extension quasi-elliptique assoiée.
On hoisit arbitrairement un point x ∈ H et on pose
JτA =
∫ τA ∫ A2x
x
ω+f .
Cei ne dépend pas du hoix de x. Il existe onjeturalement un réseau ΛE
qui ne dépend que de E tel que, en notant π : C/ΛE → E(C) l'uniformisation
de Weierstrass et qE(K) le ardinal du groupe de torsion de E(K), le point
qE(K)π (JτA) devrait être un point de E(H), où H est un orps de lasses
préis de K.
Remplaçons maintenant la forme uspidale f de la onstrution de Dar-
mon par la série d'Eisenstein EF,2(z1, z2) de poids 2 de Γ. Elle est donnée par
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la valeur en s = 0 de la fontion dénie pour Re (s) > 1 par
EF,2(z1, z2, s) =
∑
(µ,ν)∈O2F /UF
′ 1
(µ1z1 + ν1)2(µ2z2 + ν2)2
(y1y2)
s
|µ1z1 + ν1|2s|µ2z2 + ν2|2s
=− 4
s2
∂
∂z1
∂
∂z2
EF (z1, z2, s+ 1).
On déduit immédiatement de la formule limite de Kroneker généralisée
que π2EF,2(z1, z2) est une vraie forme modulaire de Hilbert holomorphe de
poids (2,2) pour Γ. Ses oeients de Fourier sont rationnels, et on a l'égalité
EF,2(z1, z2) = −4π
2
dF
∂
∂z1
∂
∂z2
h(z1, z2).
Par suite, la forme diérentielle assoiée à EF,2 est
ω+EF,2 =
∂
∂z1
∂
∂z2
h(z1, z2)dz1dz2 +
∂
∂z1
∂
∂z2
(h)(ǫz1, ǫ2z¯2)d(ǫ1z1)d(ǫ2z¯2).
Supposons ette fois que A1 est hyperbolique et A2 elliptique. Il résulte
alors de la formule (26) que, à une onstante d'intégration près, on a l'identité
2RF
iπ
[∫ A1x
x
∫ τA
ω+EF,2 −
∫ A1x
x
1
2
[
1
z1 − ωr1
+
1
z − ωr2
]
dz1
]
= −L′A(0).
Notons qK le nombre de raines de l'unité de K. Si l'on en roit la on-
jeture de Stark (f. partie 3.3), −qKL′A(0) devrait être le logarithme d'une
unité d'un orps de lasses préis H de K.
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