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$y$ $p(y;\theta)$ $x$ $p(y|x)$
$\pi(\theta)$ Bayes
$D(p(y;\theta), p(y|x))$ $D(p(y|x), p(y;\theta))$
$D(p(x), q(x))$ Kull-back-Leibler divergence
$D(p(x), q(x))=E[\log\frac{p(x)}{q(x)}|p(x)]$
$p(x)$ $f(x)$




MLE $\hat{\theta}_{M}$ plug-in $p(y;\hat{\theta}_{M})$ MLE-induced
1 Deviance Information Criterion (DIC) Bayes
DIC Spiegelhaleter et al. (2002) Bayes





feasibility (2) Model complexity
AIC
$\log p(x;\theta)$ $\theta$ concave $\hat{\theta}$ –










Definition 1. $p(y|x)$ saddlepoint
$E[\log\frac{p(x|x)}{p(x;\theta)}-D(p(z|x),$ $p(z;\theta))|p(x;\theta)\pi(\theta)]=0$ . (2.1)
saddlepoint condition (11.3) exact saddlepoint condition
Saddlepoint condition (2.1) 1 $\log\{p(x|x)/$
$p(x;\theta)\}$ Plug-in
(2.1) $D(p(z|x), p(z;\theta))$ $p(x;\theta)\pi(\theta)$
Saddlepoint $p(y|x)$ Bayes risk
$\log\{p(x|x)/p(x;\theta)\}$ $p(x;\theta)\pi(\theta)$
Saddlepoint
Proposition 1. saddlepoint $p(y|x)$




Definition 1 1 $D(p(z|x), p(z;\theta))$ $p(x;\theta)\pi(\theta)$
2 $p(y;\theta)p(x;\theta)$ $0$ 3 $p(y;\theta)$
$D(p(z;\theta), p(z|x))$
$S$ addlepoint Bayes
AIC Yanagimoto (1994) $E[-2\log p(y|x)|p(y;\theta)\pi(\theta)]$
$-2\log p(x|x)+q_{D}+q_{D}’$ (2.3)
$q_{D}=2E[D(p(z|x), p(z;\theta))|\pi(\theta|x)]\geq 0$ ,
$q_{D}’=2E[D(p(z;\theta), p(z|x))|\pi(\theta|x)]\geq 0$
(1.1) DIC model complexity $p_{D}$ $q_{D}$ $q_{D}’$
Definition 1 saddlepoint 2
Definition 2. (1) Bayes saddlepoint
$E[\log\frac{p(x|x)}{p(x;\theta)}-D(p(z|x), p(z;\theta))|\pi(\theta I x)]=0$ for any $x$ .
Bayes saddlepoint condition
(2) frequentist saddlepoint
$E[\log\frac{p(x|x)}{p(x;\theta)}-D(p(z|x), p(z;\theta))|p(x;\theta)]=0$ for any $\theta$ .
frequentist saddlepoint condition
4 saddlepoint condition






Example 1. Yanagimoto &Ohnishi (2009) e-mixture $p_{e}(y|x)$
$E[\log\frac{p_{e}(x|x)}{p(x;\theta)}-D(p_{e}(z|x), p(z;\theta))|\pi(\theta|x)]=0$ for any $x$ (2.4)
Frequentist saddlepoint 2
Example 2. $n\geq 3$ $n$ $N_{n}(\mu, I)$
$E[\log\frac{p(x-\hat{\mu}_{S})}{p(x-\mu)}-D(p(z-\hat{\mu}_{S}), p(z-\mu))|p(x-\mu)]=0$ for any $\mu$ (2.5)
$p(x-\mu)$ $N_{n}(\mu, I)$ $\hat{\mu}s=\{1-(n-2)\Vert x\Vert^{-2}\}x$
Stein (Stein, 1981) Stein plug-in $p(y-\hat{\mu}s)$
frequentist saddlepoint
Example 3. $x=(x_{1}, \ldots, x_{n})$ $N(\mu, \tau^{-1})$ $\mu$
MLE $\hat{\mu}_{M}$ $\tau$ MLE $\hat{\tau}c$
$\hat{\mu}_{M}=\overline{x}=\frac{1}{n}\sum_{i=1}^{n}x_{i}$ ,
$\hat{\tau}_{C}=\frac{n-1}{\sum_{i=1}^{n}(x_{i}-\overline{x})^{2}}$
$(\hat{\mu}_{M},\hat{\tau}_{C})$ plug-in $p(y;\hat{\mu}_{M},\hat{\tau}_{C})$ frequentist
saddlepoint
$E[\log\frac{p(x;\hat{\mu}_{M},\hat{\tau}c)}{p(x;\mu,\tau)}-D(p(z;\hat{\mu}_{M},\hat{\tau}c), p(z;\mu, \tau))|p(x;\mu, \tau)]=0$ for any $(\mu, \tau)$ (2.6)
$p(x; \mu, \tau)=\prod_{i=1}^{n}\sqrt{\frac{\tau}{2\pi}}\exp\{-\frac{\tau}{2}(x_{i}-\mu)^{2}\}$
$B$ayes frequentist $S$addlepoint proposition
Proposition 2. (1) Bayes saddlepoint frequentist saddle-
point Proposition 1 (2.2)
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(2) frequentist saddlepoint $p(y|x)$
$E[\log\frac{p(x|x)}{p(y|x)}-D(p(z|x), p(z;\theta))-D(p(z;\theta), p(z|x))|p(y;\theta)p(x;\theta)]=0$ for any $\theta$
plug-in Yanagimoto &Ohnishi
(2011) proposition
Proposition 3. (1.2) $p(x;\eta)$
(1) Plug-in $p(y;\hat{\eta})$ exact saddlepoint condition $\hat{\eta}=\hat{\eta}_{M}$
(2) Plug-in $p(y;\hat{\eta})$ Bayes saddlepoint condition ? $\hat{\eta}=\hat{\eta}_{M}$ or
$\hat{\eta}_{B}$ $\hat{\eta}_{B}=E[\eta|\pi(\theta|x)]$
3. Pythagorean relationship
Pythagorean relationship saddlepoint condition
Pythagorean diffference
PD $(p_{1}(z), p_{2}(z), p_{3}(z))=D(p_{1}(z),$ $p_{3}(z))-D(p_{1}(z), p_{2}(z))-D(p_{2}(z),$ $p_{3}(z))$
3
PD $(\theta_{1}, \theta_{2}, \theta_{3})=$ PD $(p(z;\theta_{1}), p(z;\theta_{2}), p(z;\theta_{3}))$
$E$ $[$PD $(p_{1}(z),$ $p_{2}(z),$ $p_{3}(z))]=0$ 3
$p_{3}(z)$
Pythagorean relationship proposition Corcuera
&Giummole (1999) Yanagimoto &Olmishi (2009) Pythagorean
diffference
Proposition 4. $p(y|x)$





DIC’ $=-2\log p_{e}(x|x)+q_{D}+q_{D}’$ .





plug-in e-mixture Example 1
Definition 2
$p_{D}=q_{D}$
DIC DIC’ $p_{D}=q_{D}$ $q_{D}’$
MLE-induced plug-in saddlepoint
Pythagorean relationship
Proposition 5. (1.2) $p(x;\eta)$ plug-in saddlepoint
$p(y;\hat{\eta})$
$E[PD(\hat{\eta}_{M},\hat{\eta},$ $\eta)|p(x;\eta)\pi(\eta)]=0$














Pythagorean relationship saddlepoint condition Propo-
sition 4 Pythagorean relationship (3.1)
$p(z|x)arrow\delta(z-x)$
Eaxmple 1 (2.4), Bayes saddlepoint condition
$\delta(z-x)$ $x$ mass
Stein Example 2 MLE Example 3 frequentist
saddlepoint condition (2.5) (2.6) Pythagorean relationship
( ).
$E[PD(\hat{\mu}_{M},\hat{\mu}s, \mu)|p(x-\mu)]=0$ for any $\mu$ ,
$E[PD((\hat{\mu}_{M},\hat{\tau}_{M}), (\hat{\mu}_{M},\hat{\tau}_{C}), (\mu, \tau))|p(x;\mu, \tau)]=0$ for any $(\mu, \tau)$ .
Saddlepoint condition frequentist Pythagorean
relationship
Proposition 5 (1.2)
Exact saddlepoint condition (1.3) 2 plug-in
$p(x;\check{\eta})$
$\log\frac{p(x;\check{\eta})}{p(x;\eta)}=D(p(z;\hat{\eta}_{M}), p(z;\eta))-D(p(z;\hat{\eta}_{M}), p(z;\check{\eta}))$
frequentist saddlepoint condition (frequentist ) Pythagorean
relationship
4. Saddlepoing condition
2 3 2 (1)




$f_{\alpha}(z)=\{\begin{array}{ll}\frac{4}{1-\alpha^{2}}(1-z^{\frac{1+\alpha}{2}}) (|\alpha|<1),z\log z (\alpha=1),-\log z (\alpha=-1).\end{array}$
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$\alpha=1$ e-divergence $\alpha=-1$ m-divergence
$\alpha$-divergence Bayes Bayes risk
$\min E[D_{\alpha}(p(y;\theta), p(y|x))|p(x;\theta)\pi(\theta)]$
Corcuera & Giummole (1999) $\alpha$-mixture
$p_{\alpha}(y|x)= \frac{1}{c_{\alpha}(x)}(E[\{p(y;\theta)\}^{\frac{1-\alpha}{2}}|\pi(\theta|x)])^{\frac{2}{1-\alpha}}$
$c_{\alpha}(x)$







Example 4. $-1<\alpha\leq 1$ Yanagimoto &Ohnishi (2009) $p_{\alpha}(y|x)$ Bayes
saddlepoint condition
$E[f_{-\alpha}(\frac{p(x;\theta)}{p_{\alpha}(x|x)})-D_{\alpha}(p(z;\theta), p_{\alpha}(z|x))|\pi(\theta|x)]=0$ for any $x$
$\alpha=1$ Example 1 $\alpha=-1$
m-mixture Bayes saddlepoint condition
location family
$\mathbb{R}^{n}$ location family $p(x-\theta)$ $u(x)$
$\nabla\log\frac{p(x-\theta)}{u(x)}$
$\theta$ $n\geq 3$ $\nabla$ $x$










$D(\theta,\hat{\theta}|x)$ trace (Godambe &Kale,
1991) Ohnishi & Yanagimoto (2003)
Ohnishi &Yanagimoto (2003) Pythagorean relationship
$u(x)=\Vert x\Vert^{2-n}$ Stein Stein
$E[D(\theta,\hat{\theta}_{M}|x)-D(\theta,\hat{\theta}_{S}|x)-D(\hat{\theta}_{S},\hat{\theta}_{M}|x)|p(x-\theta)]=0$ for any $\theta$ (4.1)
$\hat{\theta}_{S}$ Stein
Exact saddlepoint condition frequentist saddlepoint condition
Example 5. (1)
$L(\theta,\hat{\theta}_{M}|x)-D(\theta,\hat{\theta}_{M}|x)=0$ for any $x$ and any $\theta$
$L(\theta,\hat{\theta}|x)$ $D(\theta,\hat{\theta}|x)$
(2) Stein
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