Abstract. Suppose that we are given a set of n elements d of which are "defective". A group test can check for any subset, called a pool, whether it contains a defective. It is well known that d defectives can be found by using O(d log n) pools. This nearly optimal number of pools can be achieved in 2 stages, where tests within a stage are done in parallel. But then d must be known in advance. Here we explore group testing strategies that use a nearly optimal number of pools and a few stages although d is not known to the searcher. One easily sees that O(log d) stages are sufficient for a strategy with O(d log n) pools. Here we prove a lower bound of Ω(log d/ log log d) stages and a more general pools vs. stages tradeoff. As opposed to this, we devise a randomized strategy that finds d defectives using O(d log(n/d)) pools in 3 stages, with any desired probability 1 − . Open questions concern the optimal constant factors and practical implications. A related problem motivated by, e.g., biological network analysis is to learn hidden vertex covers of a small size k in unknown graphs by edge group tests. (Does a given subset of vertices contain an edge?) We give a 1-stage strategy using O(k 3 log n) pools, with any FPT algorithm for vertex cover enumeration as a decoder.
many applications however, the time consumption of adaptive strategies is hardly acceptable, and strategies that work in a few stages are strongly preferred: The pools for every stage must be prepared in advance, depending on the outcomes of earlier stages, and then they are queried in parallel.
It is well known that 1-stage strategies need Ω(d 2 log n/ log d) pools, and O(d 2 log n) pools are sufficient. The currently best factor is 4.28; see [7] and the references there. The first 2-stage strategy using a number of pools within a constant factor of optimum, more precisely 7.54 d log(n/d), was developed in [10] and later improved to essentially 4 d log(n/d) [13] and finally 1.9 d log(n/d), or even 1.44 d log(n/d) for large enough d [7] . These strategies use stage 1 to find O(d) candidate elements including all defectives, which are then tested individually in stage 2.
The 2-stage strategies still require the knowledge of an upper bound d on the number of defectives, and they guarantee an almost optimal query complexity only relative to this d which can be much larger than the true number of defectives in the particular case. As opposed to this, adaptive strategies with O(d log(n/d)) pools do not need any prior knowledge of d. Beginning with [3, 11, 12] , substantial work has been done to minimize the constant factor in O(d log(n/d)), called the competitive ratio. The currently best results are in [16] . Our problem with unknown d was also raised in [14] , and several batching strategies have been proposed and studied experimentally. To our best knowledge, the present paper is the first to establish rigorous results for this question:
Can we take the best of two worlds and perform group testing without prior knowledge of d in a few stages, using a number of pools close to the informationtheoretic lower bound? This question is not only of theoretical interest. If the number d of defectives varies a lot between the problem instances, then the conservative policy of assuming some "large enough" d systematically requires unnecessarily many tests, while a strategy with underestimated d even fails to find all defectives.
It is fairly obvious that a 1-stage strategy cannot do better than n individual tests. On the bright side, O(log d) stages are sufficient to accommodate a strategy with O(d log(n/d)) pools: Simply double the assumed d in every other stage, and apply the best 2-stage strategy repeatedly, including a check if all defectives have been found. In this paper we prove that any deterministic strategy that insists on O(d log n) pools needs s = Ω(log d/ log log d) stages in the worst case. This clearly separates the complexity of the cases with known and unknown d. By the same proof technique we show tradeoff lower bounds for pools and stages. In particular, the number of pools in deterministic strategies with constantly many stages cannot be limited to any function f (d) log n. Whereas the proof idea is a standard "version space" argument counting the number of consistent hypotheses, the details of the adversary strategy and counting process are not obvious. We explore a hypergraph representation of the query results. There remains a log log d gap between our current bounds. We conjecture that our proof can be refined to give a matching Ω(log d) lower bound.
The next result shows the power of randomization: We propose a Las Vegas strategy that uses O(d log n) pools in only 3 stages and succeeds with any prescribed constant probability, arbitrarily close to 1. Obviously, the only thing we need is a good upper bound on d, because then we can apply any known 2-stage strategy with O(d log n) pools, using our bound instead of the unknown actual d. And such an estimate for d is obtained by O(log n) randomized pools in stage 1. Once more, the principal idea is simple (we use pools of exponentially growing size and guess d based on the query outcomes), but the practical challenge is to achieve low constant factors in the total query number O(d log n). Similarly, by using O(d 2 log n) pools we need only 2 stages, with arbitrarily high constant probability. Note that we can always recognize in the last stage whether all defectives have been found (and d was not underestimated), by one extra query to the complement of the candidate set. In the unlikely negative case we can simply repeat the strategy with a somewhat larger bound d, hence we eventually find all defectives in a constant expected number of stages and within the same asymptotic query complexity. An open question is whether O(d log n) randomized pools in 2 stages are sufficient.
Related to this discussion, one may wonder if determining the exact number of defectives by group tests is perhaps easier than actually identifying the defectives. Note that in applications like environmental testing we may only be interested in the amount of contamination of samples, rather than in individual items. However, our lower-bound proof yields as a byproduct that the complexity is the same.
In related work [8] we studied query strategies and the computational complexity of learning Boolean functions depending on only a few unknown relevant variables. Group testing is the special case where the Boolean function is already known to be the disjunction of the relevant variables.
One modern application of group testing is the reconstruction of biological networks, e.g., protein interaction networks, by experiments that signal the presence of at least one interaction in a "pool" of proteins. If a group test is available that signals interaction of one fixed protein called a bait, with a pool of other proteins, the problem of finding all interaction partners of a bait is just the group testing problem. Since the degrees d of vertices in interaction networks are very different and tests are time-consuming, we arrive at exactly the problem setting considered in this paper.
Instead of learning a whole graph, i.e., the neighbors of every vertex, we may want to learn only a small set of vertices that is incident to all edges, that is, a small vertex cover. In interaction networks they can be expected to play a major role, as a small vertex cover represents, e.g., a small group of proteins involved in all interactions [15] . Suppose that an edge group test is available that tells, for a pool Q of vertices, whether some vertices in Q are joined by an edge. This assumption is also known as the complex model of group testing. Then we encounter the problem of learning a hidden vertex cover: Given a graph with a known vertex set but an unknown edge set, and a number k, identify a vertex cover of size at most k (or all of them), by using a possibly small number of edge group tests. Learning hidden structures in graphs has been intensively studied for many structures and query models, we refer to [1, 2, 4] for recent results and a survey. Learning a hidden star [1] is a related but quite different problem.
Note that the vertex cover problem is NP-complete already for "known" graphs, on the other hand, it is a classical example of a fixed-parameter tractable (FPT) problem: It can be solved in O(b k p(n)) time, with some constant base b and some fixed polynomial p. In a sense we extend the classical FPT result and show that hidden vertex covers can be learned efficiently and nonadaptively if k is small.
Organization of the paper: In Section 2 we derive a lower bound tradoff for stages vs. pools in deterministic group testing strategies when d is not given to the searcher. Section 3 presents a randomized strategy for estimating the number of defectives, leading to, e.g., a randomized competitive 3-stage group testing strategy. In Section 4 we give our FPT-style result for learning hidden vertex covers. Section 5 discusses potentially interesting questions for further research. In order to emphasize the main ideas and also due to space limitations we have omitted technicalities in several proofs, but in principle the proofs are complete.
A Lower Bound for Adaptivity in Competitive Deterministic Group Testing
In this section we give an adversarial answer strategy that forces a certain minimum number stages upon a searcher who wants to keep the number of pools restricted. Consider a set X of elements, containing an unknown subset of defectives.
Definition 1. Given a set P of pools, the response vector t assigns every positive (negative) pool the value 1 (0). Let P + and P − be the set of positive and negative pools, respectively. The response hypergraph RH(P, t) has the vertex set V := X \ Q∈P − Q, and every Q ∈ P + is turned into a hyperedge Q ∩ V of RH(P, t).
Intuitively that means: The response vector just describes the outcome of a group testing experiment on the set P of pools. The vertices of RH(P, t) are all elements that appear in no negative pool. The hyperedges of RH(P, t) are the positive pools restricted to these vertices, that is, all elements recognized as negative are removed.
A hitting set of a hypergraph is a set of vertices that intersects every hyperedge. Note that a superset of a hitting set is a hitting set, too. From the definitions it follows immediately: Lemma 1. Given a response vector t, the family of possible sets of defectives, i.e. those consistent with t, is exactly the family of hitting sets of RH(P, t).
Before we state our adversary strategy in detail, we outline its structure. Consider any deterministic group testing strategy that works in stages. The main idea of our adversary strategy is to answer the queries in every stage in such a way that RH(P, t) has some hitting set that is much smaller than the vertex set. This leaves the searcher uncertain about the status (positive or negative) of all the other vertices in RH(P, t). Note that an adversary working against a deterministic searcher can hide defectives after having seen the pools. The second idea is a standard technical trick used in many lower-bound proofs to simplify the analysis: The adversary may cautiously reveal some extra information. Specifically, our adversary tells the searcher a subset of defectives that forms already a hitting set of RH(P, t). The effect is that all hyperedges of RH(P, t) are now "explained" by the revealed defectives, thus RH(P, t) does not contain any further useful information for the searcher. Hence the searcher can even totally forget the hypergraph, and the searcher's knowledge is represented by two sets: the already known defectives, and the elements whose status is yet unknown; each of the latter elements can be (independently!) positive or negative. We will play with the cardinalities of these two sets and make the searcher's life as hard as possible. Specifically:
Let f be any monotone increasing function and d the true number of defectives. Suppose that the searcher is aiming for at most f (d) log n queries in total. Let us consider the moment prior to any stage. Suppose that k defectives are already known and u elements are yet undecided. As we might have d = k, the searcher can prepare a set P of at most f (k) log n pools for the next stage. (Actually, the number of pools already used up in earlier stages must be subtracted, which makes the limit even lower, but our analysis does not take advantage of this fact.) These queries in P can generate at most 2 f (k) log n = n f (k) different response vectors. The adversary chooses some number h ≤ u and announces that h or more further elements are also defective. In particular, there exist u h possible sets of exactly h further defectives. By the pigeonhole principle, some family T of at least u h /n f (k) of these candidate sets generate the same (consistent) response vector t. Now the adversary answers with just this response vector t. Let Y denote the union of all sets in T .
Lemma 2. Y is entirely in the vertex set of RH(P, t).
Proof. Assume that some q ∈ Y is in some pool Q which is negative in t, that means, t(Q) = 0. By the definition of Y , element q also belongs to some Z ⊆ Y such that response vector t is generated if Z is the actual set of defectives. This contradicts Q ∩ Z = ∅.
Define y = |Y |. Finally, the adversary actually names a set H of h new defectives in Y , in compliance with t. By Lemma 1, H is a hitting set in RH(P, t). Since arbitrary supersets of H are hitting sets, too, and Y is included in RH(P, t) by Lemma 2, it follows that H plus any of the y − h elements of Y \ H build a hitting set of RH(P, t). Using Lemma 1 again, we conclude that the y − h elements of Y \ H may still be defective or not, independently of each other.
Since Y must contain at least u h /n f (k) different subsets of size h, we get the following chain of inequalities:
Multiplication with h! and taking the h-th root yields y > (u − h)/n f (k)/h . In summary, after the stage the searcher knows k + h defectives, and at least
Remember that the function f is fixed; this allows us to neglect some minor terms in the expression for the updated u, without affecting the asymptotics: For each d and δ > 0 there exists N such that, for n > N , at least (1 − δ)u/n f (k)/h elements are undecided after the considered stage. This can be seen as follows: Since k ≤ d holds at any time, the largest possible f (k) depends on d only. Furthermore, since our adversary will always choose values h > f (k) depending on the f (k) only, the ratios h/u become arbitrarily small when we start at large enough n. Since δ can be made arbitrarily small, we will suppress it for simplicity, and assume that at least u/n f (k)/h elements are undecided after the considered stage.
Let k 1 = 1, that is, one defective is revealed in the beginning. We let our adversary choose the h i such that i f (k i )/h i ≤ 1. Since u 1 = n − 1 and u i+1 ≥ u i /n f (ki)/hi , we have that after any number i of stages, u i is still positive, as desired.
Specifically, let
. Now we can formulate a somewhat technical but general result: Theorem 1. Let f be any monotone increasing function with f (d) ≥ d for all d. Any deterministic group testing strategy that uses, for arbitrary combinations d, n, at most f (d) log n pools for finding a previously unknown number d of defectives out of n elements, needs at least s stages in the worst case, where s is defined as the minimum number with the following property: If the operator
We illustrate the use of Theorem 1 for the most important cases. Due to the information-theoretic lower bound, the smallest meaningful function f to look at is f (d) = d. Corollary 1. Any deterministic group testing strategy that uses, for arbitrary combinations d, n, only O(d log n) pools for finding a previously unknown number d of defectives out of n elements needs Ω(log d/ log log d) stages in the worst case.
Proof. With the previous denotations, f (k) = k yields k i+1 = (s + 1)k i , hence d = k s+1 = (s + 1) s , and s > log d/ log log d.
We remark that raising the number of pools by a constant factor a does not help very much: Since f (k) = ak, our adversary chooses k := (as + 1)k and still achieves s = Θ(log d/ log log d), although with a smaller constant factor. Next, for comparison with the setting where d is known, it is interesting to consider
2 , because this number of pools would allow a 1-stage strategy if d were known beforehand (see Section 1). However, our adversary strategy for unknown d essentially squares k in every iteration, leading to s = Ω(log log d). Finally, consider an arbitrary but fixed function f that may be rapidly growing.
Corollary 2. Let f be any monotone increasing function. No deterministic group testing strategy that uses at most f (d) log n pools for finding a previously unknown number d of defectives out of n elements can succeed in constantly many stages.
Proof. It suffices to notice in Theorem 1 that the number s of iterations needed to reach k ≥ d depends on d.
This contrasts sharply to our result in the next section where we give randomized strategies with constantly many stages, based on a randomized estimate of d. A simple but interesting observation in this context is that finding the exact number of defectives is not easier than solving the whole group testing problem: Theorem 2. Any group testing strategy that exactly determines the previously unknown number of defectives must also identify the set of defectives.
Proof. Assume that a searcher has applied any group testing strategy to some set of elements containing d defectives, and after that the searcher knows d. Let P be the set of pools ever used, and t the response vector. By Lemma 1, the possible sets of defectives are exactly the hitting sets of RH(P, t). Hence, by assumption, all hitting sets of RH(P, t) have the same cardinality. This is possible only if RH(P, t) has only the trivial hitting set consisting of all vertices. Using Lemma 1 again, it follows that the searcher knows the defectives.
Randomized Competitive Group Testing in Only Three Stages
In this section we show that the number d of defectives in a set of n elements can be "conservatively" estimated by O(log n) randomized nonadaptive group tests, i.e., the estimate is smaller than d with an arbitrarily small prescribed failure probability, but d is overestimated only by a constant expected factor. Thus, the estimate can be further used in any group testing strategy that needs an upper bound on d.
Let b > 1 be a fixed positive real number. We prepare a sequence of pools indexed by integers i as follows. We put every element independently with probability 1 − (1 − 1/n) b i in the ith pool. The ith pool is negative with probability
, since this is the probability that all d defectives are outside the pool. The test outcomes of all pools are independent, as we have chosen the elements of the pools independently. Also note that, regardless of the unknown value of d, our sequence q i is doubly exponential: Every number is the bth power of the previous number and the bth root of the next number. This is a nice invariant that enables a "uniform" analysis for all possible values of d.
Let e denote Euler's number and k := log b n . We have q 0 = (1−1/n) n ≈ 1/e if d = n, and q k ≈ (1 − 1/n) n ≈ 1/e if d = 1. That means, q 0 is "away from" 0 even if d = n, and q k is "away from" 1 even if d = 1. Now let i range from some constant negative index to k plus some positive constant. Then group testing on this sequence of pools yields, with high probability, some negative pools in the beginning even if d = n, and some positive pools in the end even if d = 1. Notice that we prepare roughly log b n = log n/ log b pools.
In the following, a "hat" on a variable symbol means an estimate of the value (obtained by any proposed algorithm). We wantd ≥ d subject to a small acceptable failure probability, but also a small ratiod/d > 1. An estimated < d would make the subsequent stages of a group testing strategy fail, while a generousd would cause unnecessarily many group tests.
We propose a simple algorithm to estimate d from the test outcomes. It uses another positive integer parameter s that we discuss later. The subsequent lemmas are meant with respect to this algorithm. Here it is:
Let i be the largest index of a negative pool; we will refer to i as the main index. Then letq i−s := 1/2 and estimate d accordingly,
Remember that b > 1 is some fixed base. We choose s large enough to make 1/2 b s "small", see the details below. With these presumptions we get:
Proof. The eventd < d is equivalent to the event that the algorithm returns a main index i with q i−s < 1/2. In this case, i is one of the indices with q i < 1/2 b s+j , j ≥ 0. Hence the probability of this failure is bounded by j≥0 1/2
s is already small due to the choice of s, and every term is the bth power of the previous one, the sequence then decreases rapidly: After every log b 2 = 1/ log b indices it is reduced to the square. Thus we get a failure probability as claimed, with a small hidden constant.
In order to express the expected competitive ratio we define a function F with argument b > 1 by:
Although the expression for F (b) looks complicated, it is not hard to prove that F (b) is monotone in b, and to get good simple bounds for F (b). However, here we do not further analyze F , as this affects only the constant factors in our final result below. Some numerical values may illustrate the behaviour of F : #pools 1 log n 2 log n 4 log n 8 log n 16 log n 32 log n b 2.000 1. 
and the definition of main index, the assertion follows.
Altogether we have shown the following result:
Theorem 3. For any b > 1 and any positive integer s, there is a randomized 1-stage group testing strategy with about log n/ log b pools that provides an estimatê d for the number d of defectives in a set of n elements, such thatd < d holds only with probability O(1/2
Corollary 3. Let us be given a set of n elements d of which are defective, where the number d is not known in advance.
(i) For any > 0, there is a randomized group testing strategy that finds all defectives in 2 stages using an expected number of O(d 2 log n) pools, and succeeds with probability at least 1 − .
(ii) For any > 0, there is a randomized group testing strategy that finds all defectives in 3 stages using an expected number of O(d log(n/d)) pools, and succeeds with probability at least 1 − .
Proof. By Theorem 3 we get in stage 1 somed that exceeds d with the desired proability 1 − , keeping the expectedd/d constant at the same time. Then we apply one of the established 2-stage group testing stategies for a maximum numberd of defectives and obtain (ii). For (i) we show similarly that the expected
In this section we consider the problem of learning all minimal vertex covers of size at most k from edge group tests. Note that, in general, this does not uniquely determine the graph, because there may exist minimal vertex covers with more than k vertices.
Definition 2. A set of pools is (2, k)-disjunct if, for any k+2 vertices w 1 , . . . , w k and u, v, there exists a pool that includes u, v and excludes w 1 , . . . , w k .
There exist (2, k)-disjunct matrices with O(k 3 log n) pools. The simplest randomized construction is to put every vertex in a pool independently with probability 2/k. Bounds on the size of a more general type of disjunct matrices can be found in [5] .
Let V C(n, k) denote the time for enumerating the minimal vertex covers of size at most k in a (known!) graph of n vertices. The time depends on the stateof-the-art of FPT vertex cover algorithms, which is beyond the scope of this work. However, we have V C(n, k) = O(b k p(n)) where b < 2 is some fixed base and p some fixed polynomial, see [9] for more details. If only one vertex cover is sought, one can apply faster algorithms such as [6] .
Theorem 4.
We can learn all (minimal) vertex covers of size at most k in one stage using O(k 3 log n) edge group tests and O(V C(n, k)) time for auxiliary computations.
Proof. We take a set of pools that forms a (2, k)-disjunct matrix. Consider any pair of vertices {u, v}. Clearly, if {u, v} belongs to some negative pool then uv is a non-edge. The other case is that {u, v} belongs to positive pools only. Assume that u, v / ∈ C for some vertex cover C with |C| ≤ k. Due to (2, k)-disjunctness, some pool includes u, v and excludes C. This pool must be positive, as it contains u, v. But the pool must be negative, as every edge intersects C. This contradiction shows that every vertex cover C with |C| ≤ k contains u or v. Hence, for the purpose of learning these small vertex covers, we may simply assume that uv is an edge if {u, v} appears in positive pools only. This might be wrong in the unknown graph, but the family of vertex covers of size at most k is preserved.
This reasoning also yields the following parameterized decoding algorithm that actually generates the family of vertex covers of size at most k from the test outcomes: Construct an auxiliary graph where uv is an edge if and only if {u, v} belongs to positive pools only. This can be done in O(k 3 n 2 log n) time, which is dominated by the time for the final step: Compute the minimal vertex covers of size at most k in this graph.
On the other hand, the trivial information-theoretic lower bound gives: Proposition 1. Any strategy (which may even be adaptive) for learning hidden vertex covers of size at most k needs Θ(k log(n/k)) edge group tests.
An obvious question is what is the best exponent of k in the query number O(k O(1) log n), depending on the number of stages. In Theorem 4 we did not use prior knowledge of the size of a smallest vertex cover. If our k is too small, we just obtain an empty result which is correct. However, if we want some vertex cover, we have to determine the minimum size k of a vertex cover first. Here, an O(log k)-stage deterministic strategy or a randomized 1-stage method similar to Section 3 should work. Note that the complements of vertex covers in a graph are exactly the independent sets, which in turn corresponds to negative pools. Hence we could again use a randomized sequence of pools of exponentially growing size and estimate k based on the largest negative pool. Working out the details is left for further research.
Discussion
More research is needed on the practical side: Our current lower bounds do not say too much about realistic problem sizes, but we conjecture that they can be further raised. An obvious weakness in the analysis in Section 2 is that the searcher is allowed to use the maximum number of pools in every new stage, not counting the pools used up earlier. Asymptotically this is negligible, but for moderate d our adversary gives away some power by this simplification. One may also think of more sophisticated adversary strategies that exploit more structure of the response hypergraphs.
In Section 3 we have, for the sake of simplicity, estimated d based on the largest negative pool only. Combining the responses of all pools around the main index by some averaging rule may yield even better and more robust estimates. One idea is to use the sth largest negative pool for the estimation, rather than the index of the largest negative pool minus s. In fact, extensive simulations done in Matlab suggest that this improves the competitive ratio for any given failure probability consistetly by about 20%. An obvious plan is to analyze and understand this rule also in theory and to figure out the hidden constants we can achieve in Corollary 3. Moreover, a 2-stage estimator where stage 1 roughly determines the magnitude of d such that stage 2 can focus on the range of the most likely d may save many pools. Yet another idea comes up: We studied the problem of estimating the unknown d ≤ n independently, and then we just applied the result to competitive group testing. For this purpose however, we may restrict d straightaway to O(n/ log n) (since otherwise trivial individual testing is anyhow better), and thus further reduce the total number of pools in Corollary 3.
Similar questions arise for learning hidden vertex covers. Finally, an ambitious application is the use of such strategies for unravelling biological interaction networks by edge group tests in a massively parallel way. Efficiency on realistic graphs may be tested by simulations on public interaction databases.
