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The application of text mining in organizations is growing. Text classification, an important type of text mining 
problem, is characterized by a large attribute space and entails an efficient and effective attribute selection 
procedure. There are two general attribute selection approaches: the filter approach and the wrapper 
approach. While the wrapper approach is potentially more effective in finding the best attribute subset, it is 
cost-prohibitive in most text classification applications. In this paper, we propose a hybrid attribute selection 
approach that is both efficient and effective for text classification problems. We apply the proposed approach 
to detect and prevent Internet abuse in the workplace, which is becoming a major problem in modern 
organizations. The empirical evaluations we conducted using a variety of classification algorithms, indexing 
schemes, and attribute selection methods demonstrate the utility of the proposed approach. We found that 
combining the filter and wrapper approaches not only boosts the accuracies of text classifiers but also brings 
down the computational costs significantly.   
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As organizations are being flooded with massive volumes of textual data—such as written 
documents, web pages, and emails—several of them have started to apply text mining techniques to 
sift through the unstructured or semi-structured data and discover useful patterns and models (Fan et 
al. 2006). Text mining and data mining utilize similar machine learning techniques, but work with 
different types of data (unstructured/semi-structured vs. structured). Text classification is an important 
type of text mining problem, where the class (a categorical dependent variable) of a document is 
predicted based on several attributes (independent variables) describing the document. Examples of 
text classification include junk e-mail filtering (Sakkis et al. 2003; Schneider 2003), web page 
classification (Chen and Hsieh 2006; Kwon and Lee 2003), anticipatory event detection (He et al. 
2007), and online deception detection (Zhou et al. 2004). Internet abuse detection is another domain 
where text classification techniques can be applied. Various machine learning techniques can be 
used to automatically learn classification models (called classifiers) based on training examples with 
known cases of abuse and non-abuse. The learned classifiers can then be applied to predict the 
classes of new documents. 
 
Support vector machine (SVM) has been found to be one of the most accurate text classifiers across 
the board for a large number of existing document collections (Chakrabarti 2003). But, as we argue in 
this paper, accuracy is only one of the performance measures for text classifiers, and there are other 
measures—such as attribute selection time, classifier training time, and classifier testing time—that 
are equally, if not more, important. The question that arises, then, is if it is possible to boost the 
performance of other classifiers to bring them closer to SVM accuracy levels. To address that 
question, we propose a hybrid attribute selection approach that combines the filter and wrapper 
approaches. 
 
Attribute selection (also called feature selection)—i.e., selecting a subset of the attributes (features) 
that are most relevant to a classification problem—is a common preprocessing step. There are two 
general attribute selection approaches: the filter approach and the wrapper approach (Dash and Liu 
1997; Hall and Holmes 2003; Witten and Frank 2005). In the filter approach, the attributes are 
evaluated by some relevance measure and filtered without invoking a learning algorithm. In the 
wrapper approach, the learning algorithm used to build the classifier is wrapped into the attribute 
selection procedure, so that multiple classifiers can be generated based on different subsets of 
attributes, and the subset that results in the best performance can be selected. The filter approach is 
independent of any learning algorithm, while the wrapper approach fundamentally relies on a learning 
algorithm. The wrapper approach could potentially find a better subset of attributes for a particular 
learning algorithm than the filter approach does. However, the wrapper approach is much more 
computationally expensive and may become infeasible when the number of original attributes is very 
large. 
 
For text classification problems, the attributes are usually weights (defined by an indexing method) of 
terms that appear in the documents. They are typically characterized by very large numbers 
(thousands or more) of attributes, thereby rendering attribute selection almost inevitable. 
Furthermore, as the sheer size of the space of attribute subsets makes the wrapper approach cost-
prohibitive, text classification applications are often forced to settle for the filter approach (Sebastiani 
2002). 
 
An alternative to selecting an attribute subset (feature selection) is to extract a subset of transformed 
attributes (feature extraction), which can approximate the original attributes (Sebastiani 2002). Some 
examples are independent component analysis, principal component analysis, and factor analysis. A 
feature extraction method developed specifically for text data is latent semantic analysis (Deerwester 
et al. 1999). It extracts a small number of linearly transformed features through singular value 
decomposition of the original term-document matrix. Another method for text data is term clustering 
(Baker and McCallum 1998; Lewis 1992), which tries to group words with a high degree of pairwise 
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semantic relatedness, so that the groups (or their centroids, or a representative of them), instead of 
the individual terms, may be used as dimensions of the vector space. 
 
In this paper, we propose a hybrid attribute selection approach that is both efficient and effective for 
text classification problems. It first applies the filter approach to reduce the full attribute set to a much 
smaller subset and then applies the wrapper approach to further tune the attribute subset. We apply 
the proposed hybrid approach to address the organizational problem of Internet abuse and 
demonstrate empirically the utility of the approach. 
 
The rest of the paper is organized as follows. We first review the text classification and attribute 
selection literature. We then propose and describe the hybrid attribute selection approach. Next, we 
describe how we empirically evaluate the proposed approach in the domain of workplace Internet 
abuse and discuss the findings. Finally, we conclude the paper and outline potential future research 
directions. 
2. Background 
The objective of classification is to predict the class (a categorical dependent variable) of a case 
based on several attributes (independent variables) describing the case. Some examples of 
classification problems include profiling web usage in the workplace (Anandarajan 2002), generating 
document taxonomies (Spangler et al. 2003), assessing the risks of prostate cancer patients (Churilov 
et al. 2005), forecasting financial performance (Walczak 2001), and credit evaluation (Sinha and May 
2005). In text classification, a case is usually a text document, such as a written article, an email 
message, or a web page. Attribute selection is a common preprocessing step in text classification 
applications. We now review the literature on text classification and attribute selection. 
2.1. Text Classification 
Text classification is the activity of classifying a text document into one of several pre-defined 
categories (Sebastiani 2002). Each document to be classified is represented by a vector of attribute 
values, x = <x1, x2,…, xm>, and the class value, y. The attributes are usually term weights (defined by 
an indexing method). The class is a categorical variable that takes its value from a set of categories 
{c1, c2, …, cn}. A given machine learning algorithm is used to learn a prediction model, 
ŷ = f(x), called 
a classifier, from a set of pre-classified training text documents. The trained classifier can be applied 
to classify other documents in the future. Several machine learning methods, including naïve Bayes, 
multinomial naïve Bayes, decision tree, neural network, and SVM, have been applied in text 
classification problems (Sebastiani 2002). A description of these methods can be found in Witten and 
Frank (2005).  
 
Figure 1 shows the general procedure for text classification. After a set of pre-labeled documents is 
prepared, several preprocessing steps are applied before machine learning algorithms can be used to 
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Figure 1. Text Classification Procedure 
 
 
The indexing step maps a document into a compact representation of its content, consisting of a set 
of attributes, which correspond with some chosen meaningful units of text. Previous studies have 
found that words (or word stems) work well as representation units, and more sophisticated 
representations do not significantly improve classification performance (Sebastiani 2002). Using word 
stems as representation units, a document is described by a vector of term weights < w1, w2, …, w|T|>, 
where T is a set of selected word stems (terms) and wi is the weight of the i-th word stem.  
 
There are various schemes for weighting terms. TF (term frequency) and TFIDF (term 
frequency/inverse document frequency) are two of the most commonly used weighting schemes in 
text classification applications. The TF of term t with regard to document d is the number of times t 
appears in d. TFIDF adjusts TF by inverse document frequency (IDF), where the document frequency 
(DF) of term t with regard to a document set D is the number of documents in D that contain t. While 
there are many variants, the standard TFIDF is defined as  





t D . 
 
Text classification problems typically involve large numbers (normally exceeding thousands) of 
attributes. Large dimensionality of the attribute space incurs high computational costs and long 
training times. More importantly, it leads to overfitting for many classification methods. Overfitting 
happens when a classifier fits the training dataset well but does not perform well on cases outside the 
training dataset. Dimensionality reduction can help reduce computational cost and overfitting 
(Sebastiani 2002). There are three basic ways to achieve dimensionality reduction: stop-word 
removal, suffix stripping, and attribute selection. Stop-words are frequent words, such as 
conjunctions, prepositions, and articles, which are not very useful in discriminating different classes of 
documents. Words with a common stem usually have similar meanings and can be merged into a 
single term through a suffix stripping process. For example, “invent,” “invented,” “inventing,” 
“inventive,” “invention,” and “inventions” can be combined into the same term “invent” by removing the 
suffixes. 
2.2. Attribute Selection 
Apart from the simple steps of stop-word removal and suffix stripping, attribute selection is a critical 
step that can often substantially reduce the number of attributes. The major difference between the 
two general attribute selection approaches is that while the filter approach is independent of any 
learning algorithm, the wrapper approach fundamentally depends on the learning algorithm.  
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In the filter approach, the attributes are evaluated based on some relevance measure, independent of 
any learning algorithm. In this paper, we use the term “relevance” informally to refer to the degree to 
which an attribute is relevant to the prediction of the class. For formal definitions of “relevance,” 
please see Avrim and Pat (1997). The relevance measure is designed to measure the dependency 
between the class and an attribute. Attributes that are deemed most relevant to predicting the class 
are selected, and the remaining ones are filtered out. As the attributes need to be evaluated only 
once, the filter approach is computationally efficient. However, since the learning algorithm that is 
eventually employed for building the classifier is not involved in the process, the selected attributes 
are not specifically tuned to the learning algorithm used. Furthermore, since the attributes are usually 
individually evaluated, the selected attributes, when taken together, may not form the best possible 
subset.  
 
Some examples of relevance measures that have been shown to be effective in text classification 
applications include information gain, gain ratio, and Chi-square (χ2) (Sebastiani 2002). Chi-square is 
a standard statistic that measures the lack of independence between two variables (the class y and 
an attribute xi in the current context) (Liu and Setiono 1995). Information gain and gain ratio are used 
in the C4.5 decision tree learning algorithm as criteria in selecting decision attributes at intermediate 
nodes (Quinlan 1993).  
 
Information gain measures the amount of uncertainty associated with the class y that can be 
reduced—or stated differently, the amount of information about the class y that can be gained—given 
the knowledge of the value of an attribute xi. The amount of uncertainty associated with the class y is 










Given a representational sample, Pr(y=cl) can be estimated by the proportion of instances in the 
sample that falls into class cl. The information gain of an attribute xi is defined as 
IG(xi) = Entropy(y) - Entropy(y| xi), 
 
where Entropy(y| xi) is the conditional entropy of y given xi.  
 
Gain ratio is defined as 
GR(xi) = IG(xi) / Entropy(xi). 
 
GR(xi) is in the range [0, 1]. It equals zero if and only if y and xi are independent, and reaches one if 
and only if there is a one-to-one mapping between y and xi. Gain ratio takes into account the 
efficiency of an attribute in reducing the uncertainty on the class. If two attributes lead to the same 
amount of uncertainty reduction on the class, the one with lower uncertainty itself is favored. 
 
We also considered mRMR (minimum redundancy and maximum relevance) (Ding and Peng 2005) 
as a relevance measure. mRMR selects a subset of attributes that are mutually unrelated to each 












, where S is the subset of attributes the process is seeking, |S| 
is the number of attributes in the subset S, and I(xi, xj) is the mutual information between two 
attributes xi and xj. At the same time, it tries to maximize the average dependency between the 











There are two major components in the wrapper approach: the performance evaluation method and 
the search method. Cross-validation has been shown to be an effective performance evaluation 
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method (Kohavi and John 1996; Witten and Frank 2005). This method splits the full dataset into k 
approximately equal-sized subsets (called folds), trains a classifier based on k-1 subsets and 
evaluates it based on the remaining subset, repeats the classifier training and evaluation k times, and 
takes the average performance as an estimate.  
 
A search method may search the attribute space greedily in one of two directions: forward or 
backward. Forward search starts without any attribute and adds attributes one at a time until a 
termination condition is met (e.g., no new attribute leads to further performance improvement when 
added). Backward attribute elimination starts with a set of attributes and keeps eliminating attributes 
one at a time until some condition is met. These two search strategies can be combined into a more 
sophisticated method. For example, the best-first search method keeps an ordered list of attribute 
subsets evaluated until that point, and can backtrack to a previous subset when the current subset 
cannot be further improved.  
 
Table 1 summarizes recent studies comparing attribute selection methods. The wrapper approach 
has been shown to be prohibitively expensive to large datasets with a large number of attributes (Hall 
and Holmes 2003). When the filter approach is adopted, information gain, gain ratio, and Chi-square 
have been shown to provide relatively good performance, in comparison to other relevance 
measures, although the wrapper approach might have given even better performance, time allowing. 
For example, Yang and Pedersen (1997) reported that information gain and Chi-square were more 
effective than a few other measures. Debole and Sebastiani (2003) reported that gain ratio and Chi-
square outperformed information gain. Forman (2003) found that information gain outperformed 10 
other attribute selection methods in most experiments. 
 
Table 1: Prior Studies on Attribute Selection Methods 
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PropBayes; 
Peak when 90 
in Reuters 
and around 4 
to10 in FBIS 
by DT-min10 
performance 
Liu (2004) KDD dataset 
with 2543 
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Note 1: Abbreviations of attribute selection methods: ACC—Accuracy; ACC2—Accuracy balanced; 
BNS—Bi-Normal Separation; CFS—Correlation-based Feature Selection; χ2—chi-square; CNS-
Consistency-based; DF—document frequency; F1—F1 Measure; GSS—GSS coefficient (simplified 
chi-square); IG—information gain; MI—mutual information; NGL—NGL coefficient; ODDN—odds ratio 
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numerator; OR—odds ratios; PC—Principal Components; POW—Power; PR—Probability Ratio; 
RAND—Random; RLF—Relief; TS—term strength; WF—word frequency; WRP—Wrapper. 
Note 2: Abbreviations of classification methods: C4.5—decision tree; DT-min10—decision tree; 
kNN—k-Nearest Neighbors; LLSF—Linear Least Squares Fit; LR—Logistic Regression; NN—Neural 
Network; NB—Naïve Bayes; MNB—Multinomial Naïve Bayes; PCL—Prediction by Collective 
Likelihood; PropBayes—Bayesian classifier; SVM—Support Vector Machine. 
Note 3: “>” means “performed better than”. 
3. Proposed Hybrid Attribute Selection Approach 
Traditionally, either the filter approach or the wrapper approach has been applied to select a good 
subset of attributes from the full attribute set. Both approaches have their advantages and 
disadvantages. While the filter approach is computationally efficient and is cost-feasible in most 
classification applications, it encounters problems in determining the size of the final attribute subset 
and tends to deliver lower performance than the wrapper approach does (Inza et al. 2004; Kohavi and 
John 1996). As the filter approach usually only evaluates the attributes individually and not 
collectively, the best subset of attributes cannot be determined without performance measures on 
different subsets. There are only some rough heuristics in the literature that help select satisfactory 
attribute subsets. For example, Fuhr and Buckley (1991) suggested that 50 to 100 training examples 
per attribute are needed. In addition, as different learning algorithms may favor different attribute 
subsets, the universal subset produced by the filter approach may not be optimal for a particular 
learning algorithm. On the other hand, the wrapper approach can determine the size of the final 
attribute subset by itself and provide better results than the filter approach, in general. However, it is 
very time-consuming and is cost-prohibitive in realistic text classification applications, where the 
number of attributes is typically very large (Sebastiani 2002). 
 
To address the problems inherent in the two approaches, we propose a hybrid approach that 
combines the two. Figure 2 outlines the proposed approach. The initial input is the full set of 
attributes. We first apply the filter approach, which evaluates the attributes based on a relevance 
measure and then selects a proper subset of the top-ranked attributes. We then apply the wrapper 
approach to these attributes by wrapping the target learning algorithm into the process to search for 
the best attribute subset through repeated classifier training and evaluation on different attribute 
subsets.  
 









Figure 2. Proposed Hybrid Attribute Selection Approach 
 
The primary objective of our study is to combine the filter and wrapper approaches so that the 
resultant approach performs better than either of the individual approaches. In developing the hybrid 
approach, we exploit the strengths of the two basic attribute selection approaches and, at the same 
time, address their shortcomings. Table 2 provides a comparison of the three approaches.  
 
Using the filter approach for pre-selection makes the wrapper approach cost-feasible. And, using the 
wrapper approach, the size of the final subset is determined automatically rather than based on a 
rough heuristic, and the subset is tuned specifically to the target learning algorithm. We expect this 
hybrid approach to be sufficiently efficient to be applicable in realistic text classification applications 
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The criteria for comparison of the attribute selection approaches include computational complexity, 
computing time, feasibility, automatic selection of final subset of attributes, and classification 
performance (see Table 2). These criteria provide the rationale for the choices we will make in 
developing the hybrid approach, which should: i) be cost-efficient; ii) automatically select the best final 
subset of attributes; iii) be feasible for text classification; and iv) boost classification performance 
using the target classifier for selecting the final subset of attributes.  
 
Table 2: Comparison of Attribute Selection Approaches 
Approach Advantages Disadvantages 
Filter 
 Relatively low computational 
complexity 
 Feasible for text classification 
 Final best subset of attributes 
can not be automatically 
determined 
 Rough heuristics needed for 
determining the size of the 
selected attribute subset 
 Selected subset is not tuned 
to the particular classification 
method used  
Wrapper 
 Final best subset of attributes 
can be automatically determined 
 Better performance on 
classification accuracy due to 
the use of target classifier on the 
selection process 
 Time consuming 
 High computational 
complexity  





 Moderate computational 
complexity 
 Feasible for text classification 
 Final best subset of attributes 
can be automatically determined 
 Expected better performance on 
classification accuracy due to 
the use of target classifier on the 
selection process 
 
 Extra acceptable time spent 
on wrapping process 
compared to filter method 
 
 
Determining the number of attributes to keep after the first step of the hybrid approach involves a 
tradeoff between effectiveness and efficiency. Keeping more attributes increases the computing time 
during the second step, but at the same time, increases the chance to find the overall “optimal” 
attribute subset. The extra time investment in attribute selection at this early stage may very well pay 
off subsequently in repeated  applications of the resulting classifier. It may be beneficial to keep as 
many attributes after the first step as feasible in the second step.  
 
The hybrid approach does not require substantial implementation. Relevance measures and search 
algorithms available in some existing tools (e.g., the options of the filter and wrapper of Weka (Witten 
and Frank 2005)) can be easily combined and configured following the hybrid approach. The wrapper 
step uses the same classification algorithm that is later used in training the final classifier. 
4. Empirical Evaluation 
We have empirically evaluated our proposed approach in workplace Internet abuse detection and 
prevention. In this section, we report on our evaluation and discuss our findings.  
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4.1. Domain Selection 
As Internet access is becoming widespread in the workplace, it is also causing severe problems. One 
of them is Internet abuse, which refers to employees’ use of the Internet for non-work-related 
purposes. Such abuse includes undesirable activities such as investing, shopping, online chatting, 
gaming, illegal downloading, viewing pornography, engaging in cybersex, and committing online 
crimes (Greenfield and Davis 2005). Internet abuse results in a waste of employees’ time 
(Malachowski 2005), loss of workers’ productivity (Sharma and Gupta 2003), network congestion, and 
other problems. The Internet abuse problem has been attracting a lot of attention in the research 
community lately. It has been studied under several names, including Internet abuse in the workplace 
(Galletta and Polak 2003; Griffiths 2003; Mahatanankoon 2006; Sharma and Gupta 2003; Siau et al. 
2002; Woon and Pee 2004; Young and Case 2004), Internet misuse in the workplace (Wyatt and 
Phillips 2005), problematic Internet use in the workplace (Davis et al. 2002), personal web usage in 
the workplace (Anandarajan and Simmers 2004; Mahatanankoon et al. 2004), non-work related 
computing (Lee et al. 2005; Wong et al. 2005), and cyberloafing (Lim 2002).  
 
Many organizations have started to address the Internet abuse problem by adopting Internet usage 
policies (Siau et al. 2002), conducting management training (Young and Case 2004), and monitoring 
and blocking employees’ abuse usage using software packages (Urbaczewski and Jessup 2002). 
Internet usage policies and management training provide general guidelines for employees’ Internet 
usage. They can be used for Internet abuse prevention, but have little control on employees’ actual 
Internet usage. Using software packages to automatically monitor, filter, and block employees’ 
Internet abuse behavior is another popular approach for Internet abuse detection and prevention. 
Current filtering software packages mainly rely on white lists or black lists to control Internet access. 
The lists need to be frequently updated, as new websites and web pages are constantly emerging. 
Some software vendors, such as CYBERSitter (http://www.cybersitter.com/), provide periodic updates 
of filtering lists for various categories. However, the lists may still lack sufficient coverage of newly 
developed websites and web pages. A few products also perform content-based filtering. They usually 
rely on pre-defined key words and phrases, profile analysis based on characteristics such as the ratio 
of images to text, and links to known undesirable sites (Greenfield et al. 2001). Such simple matching 
often results in incorrectly blocking web pages with acceptable content. Past studies evaluating 
commercial filtering software packages have found that they did not yield satisfactory performance, 
with an overall accuracy around 80 percent (Greenfield et al. 2001; Hunter 2000).  
 
Other than using black lists, white lists, keyword blocking, and rating systems, machine learning 
classification methods have also been applied to web filtering, especially for screening pornographic 
web pages (Du et al. 2003; Hammami et al. 2006; Hu et al. 2007; Lee et al. 2002; Polpinij et al. 
2006). Lee et al. (2002) used 61 indicated terms as feature vectors to represent textual contents of 
pornographic pages and applied neural networks to classify pages. Du et al. (2003) proposed a 
system to filter undesired web pages using cosine similarity coefficient. They applied vectors of words 
to represent page content and used only pornographic pages to train the system. Undesired pages 
were determined based on the cosine similarity coefficient. Similarly, Polpinij et al. (2006) built 
content-based text classifiers for filtering pornographic web pages, represented by vectors of words. 
The results showed that Support Vector Machine performed better than naïve Bayes. Hu et al. (2007) 
utilized C4.5 decision tree to first classify pages into three categories—continuous text, discrete text, 
and image pages—for further classification by respective text and contour-based image classifiers. 
The results were then fused to make the final decision of filtering. The study showed that the fusion 
approach outperformed the individual classifiers. Likewise, Hammami et al. (2006) proposed 
WebGuide to combine analysis of textual content, structural content such as hyperlinks, and skin 
color-related visual content on filtering pornographic pages. When these three techniques were 
combined, the proposed system reached a 97.4 percent accuracy rate in classifying a balanced 
collection of 400 sites. 
 
Internet abuse detection can be formulated as a binary classification problem, where Web pages are 
classified into two categories, abuse or non-abuse, depending on the job profile of the employees’ 
duties. In this study, we apply text classification techniques for detecting and preventing Internet 
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Figure 3. Internet Abuse Detection Using Text Classification 
 
Internet abuse detection is a domain-specific task. Although there are some general abuse types 
(e.g., pornography, profanity, hate-crimes, etc.) common to many domains (job duties), other abuse 
types are only specific to particular domains. For instance, reading financial news can be considered 
to be abuse for programmers in the IT industry working on non-financial projects, but it is not 
considered to be abuse for financial analysts. Thus, each domain has its own profile of abuse types.  
 
To simplify domain complexity, we set our experiment in a particular domain, the workplace of 
programmers in the IT industry. To define the abuse types in the selected domain, we consulted with 
four domain experts, including three experienced programmers and a professor teaching 
programming languages. Based on their feedback, we classified as abuse cases web pages 
containing personal investment, business news, general news, entertainment news, and sports news, 
which are not related to programmers’ work. On the other hand, web pages containing technology 
news and online resources related to programming (e.g., PHP, ASP.NET, Visual C++, Visual Basic, 
Visual C#, Visual Studio, and Web Service) are crucial to programmers; thus, we classified these as 
non-abuse cases. Daily news websites and auction web pages were identified as the source of abuse 
cases, and official programming resource web pages were identified as the source of non-abuse 
cases. 
 
Note that the Internet abuse detection and prevention we consider in this study is at the web page 
level, rather than at the website level. If a web page is classified as “abuse” for an employee, his or 
her access to the page is blocked. It is possible that an employee is allowed to access some of the 
pages, but not others, at a website. For instance, for an IT security employee, viewing general news 
at some website may be deemed “abuse” and hence should be blocked, but viewing a story (page) at 
the same site dealing with a major vulnerability in a new version of a software package may be 
considered appropriate and should be allowed. As new pages are added to many sites on a continual 
basis, the detection and prevention of potential access to abuse pages must be performed “on the fly” 
in real time, demanding efficient page classification to avoid unacceptable delays in user experience 
while browsing legitimate pages. The text mining approach we incorporate detects the likely “abuse” 
pages and prevents access to those pages by representing the problem as a binary classification 
problem. 
 
4.2. Data Collection and Preprocessing 
We collected a balanced sample of 10,000 web pages during a half-month period, with 5,000 abuse 
cases and 5,000 non-abuse cases, for the domain of programmers in the IT industry. We collected 
abuse pages from 16 popular news websites, including CNN (http://www.cnn.com), New York Times 
(http://www.nytimes.com), Reuters (http://www.reuters.com), and Washington Post 
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(http://www.washingtonpost.com), and the auction site eBay (http://www.ebay.com/). We collected 
non-abuse cases from web pages of official resources on programming languages, such as MSDN 
(http://msdn.microsoft.com/) and PHP (http://www.php.net). We used pairwise byte-by-byte 
comparison and filename comparison for all pages in the dataset to ensure that each page was 
unique. 
 
The web pages were preprocessed into a representation suitable for classification. We discarded all 
HTML tags, since they are mainly used for the layout of the pages and do not carry much additional 
meaning to the content of the pages. We then parsed the web pages and extracted the words, 
removing stop words. We applied the Porter stemming algorithm (Porter 1980) for suffix stripping. We 
then calculated the TF and TFIDF indices of the resulting word stems as the raw attributes. 
 
While we used the collected and classified dataset for our empirical evaluation purposes, we are not 
recommending the particular classification scheme we used as a practical guideline for all 
programmers. An organization may have a different definition of Internet abuse for each employee 
group (or even each individual employee) at a particular time and have to classify training examples 
according to its own policies. For example, a programmer working at a financial company may need 
to browse financial news, personal investment, and other related web pages to gain more domain 
knowledge. On the other hand, for another programmer working with COBOL program development, 
surfing the web to search for C++ information may actually be considered an abuse case.  Even non-
work-related Internet usage is not necessarily considered abusive. Some non-work-related Internet 
usage behaviors may be constructive (Anandarajan et al. 2004), or  may satisfy prolific employees 
(Stanton 2002). Certain categories of non-work-related Internet activities may also enhance the 
employees’ well-being (Anandarajan et al. 2004; Mahatanankoon and Igbaria 2004). An organization 
may also have its own policy on a level of control for each employee group. For example, an 
organization may simply focus on web pages that are considered abusive and offensive by social 
norms (e.g., pornography, profanity, hate-crimes, etc.), if defining other abuse types is controversial 
and overwhelming. An organization’s policies may also change over time, which means that training 
examples need to be reclassified and web page classifiers retrained. 
4.3. Performance Measure and Evaluation Method 
We used classification accuracy (the percentage of web pages correctly classified by a classifier) as 
the main performance measure. In addition to accuracy, we employed precision, recall, and F-
measure—used in the information retrieval field—as performance measures; these additional 
measures are defined as follows: 
 






















We also measured the computing time, including attribute selection time (the time spent on attribute 
selection), training time (the time spent on classifier training), and testing time (the time spent on 
classifier testing). We used 10-fold cross-validation to estimate the performance of each classifier. All 
accuracy measures reported below are cross-validated estimates. In addition, we conducted 10-fold 
cross-validation 20 times for each configuration to obtain a more reliable estimate. Each time, a 
different set of 10-folds was randomly generated, leading to a different estimation. We then averaged 
the results from the 20 runs. 
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4.4. Experimental Design 
We examined four factors: attribute selection approach, classification algorithm, attribute relevance 
measure, and term weighting scheme. The attribute selection approaches evaluated include the filter 
approach (Filter), the hybrid approach with greedy forward search in the wrapper step 
(HybridGreedy), and the hybrid approach with best-first search in the wrapper step (HybridBest). The 
attribute relevance measures used in the filter step of attribute selection include information gain (IG), 
gain ratio (GR), Chi-square (χ2), and minimum redundancy and maximum relevance (mRMR).1 The 
classification algorithms evaluated include naïve Bayes (NB), multinominal naïve Bayes (MNB), 
backpropagation neural network (NN), the C4.5 decision tree learner, and support vector machine 
(SVM). Finally, the term weighting schemes include TF and TFIDF.  
4.5. Implementation and Experimental Environment 
We developed a document indexing program based on the WekaIndex tool 
(http://www.ainetsolutions.com/eng/soluciones/aplicaciones/ir.html) and used the Weka data mining 
software (Witten and Frank 2005) for the experiment. The decision tree method was J4.8, Weka’s 
implementation of C4.5. We kept Weka’s default parameters for most algorithms. For NN, we used 
one hidden layer with two nodes and 50 training epochs. We used a small number of hidden nodes to 
prevent severe overfitting, as the ratio between the number of training examples and the number of 
input nodes was low. For the wrapper step in the hybrid attribute selection approach, we used five-
fold cross-validation for evaluating classifiers built for different attribute subsets. Note that this five-
fold cross-validation for attribute selection is different from the 10-fold cross-validation for the final 
performance estimation. 
 
We ran the experiment in a uniform environment. We used a personal computer with Intel Pentium 4 
3.0GHz CPU, HyperThreading technology, and 1 GB RAM, running Microsoft Windows XP 
Professional edition with service pack 2. Therefore, all time measures (attribute selection time, 
training time, and testing time) for different configurations are comparable. 
5. Experimental Results 
5.1. Pilot study 
We conducted a pilot study to determine the number of top-ranked attributes for the filter approach, 
as attribute relevance measures only rank the attributes and do not select the best subset of 
attributes. We obtained 42,144 unique attributes from the dataset after removing the HTML tags, stop-
words, and suffixes. In order to search for the potentially best subset of attributes, we examined the 
classification performance by selecting the top 20 to 1,000 attributes. Starting with 20, we increased 
the number of selected top-ranked attributes in increments of 20, up to 200. Above 200, we increased 
the number of selected top-ranked attributes in increments of 100, up to 1,000.  
 
The pilot study indicated that 200 attributes (with 50 training examples per attribute) appeared to be 
appropriate. This is somewhat consistent with Fuhr and Buckley (1991), who found that the 
performance peaked when 200 attributes were used in all classifiers except neural network. They 
also suggested that 50 to 100 training examples per attribute are needed. Therefore, we used the top 
200 attributes selected by the filter methods in subsequent experiments. 
5.2. Classification Performance 
In this section, we report the experimental results of all configurations on the datasets with attributes 
selected by different approaches, measuring the results by accuracy, precision, recall, and F-
measure. Table 3 lists the average accuracy from 20 runs of 10-fold cross-validation for the same 
configuration. For the attribute selection approach, “Full” refers to the use of the full set of attributes 
                                                     
1 We also tried the latent semantic analysis algorithm for dimensionality reduction. But even after increasing the 
heap size to 1GB to run the algorithm, memory overflow occurred.  
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without applying any selection method. We report the results using precision, recall, and F-measure in 
Tables 4, 5, and 6, respectively. 
 
We were not able to obtain the average accuracy of NN with the full set of attributes due to memory 
overflow problems in Weka. We examined the following eight configurations (two term weighting 
schemes and four attribute relevance measures) for each classification algorithm: (TF, IG), (TF, GR), 
(TF, χ2), (TF, mRMR), (TFIDF, IG), (TFIDF, GR), (TFIDF, χ2), and (TFIDF, mRMR). 
 
For every classification algorithm and every term weighting scheme, mRMR produced the least 
accurate results among the four attribute relevance measures (see Table 3). Because mRMR was 
dominated uniformly by the other three attribute relevance measures, we do not discuss the results 
using this measure any further in the paper. Our discussion will be limited to the six remaining 
configurations: (TF, IG), (TF, GR), (TF, χ2), (TFIDF, IG), (TFIDF, GR), and (TFIDF, χ2). 
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Note: The numbers in brackets are standard errors. 
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Note: The numbers in brackets are standard errors. 
 
The hybrid approach—both HybridBest and HybridGreedy—outperformed the filter approach for 
every configuration. Among the six configurations, using the hybrid approach, best-first search 
provided much better performance than greedy forward search in two configurations. In 
configurations (TF, IG), (TF, GR), (TF, χ2), and (TFIDF, GR), there was not much of a difference in 
accuracy between the two search methods.  
 
As described before, we used a balanced dataset (5,000 abuse cases and 5,000 non-abuse cases) to 
train the classifiers. Using a balanced dataset is common practice for training data/text mining 
classifiers because by giving equal importance to each class, it does not bias the accuracy results in 
favor of any class. But we also experimented with datasets using different class distributions. 
Specifically, we used two other distributions: one with a 30-70 split and the other with a 70-30 split. 
We found that all the results obtained on the balanced sample still held on the two additional sample 
distributions. The relative ranks of the classifiers remained the same in the new samples. 
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As the results demonstrate, SVM and J4.8 were much more accurate than NB, MNB, and NN for the 
text classification problem (see Tables 3-6). Not only that, their accuracy was very high even when 
they were applied to the full set of attributes. We also found that the accuracy levels of J4.8 and SVM 
using the hybrid approach were more or less the same as those using the filter approach for each 
configuration. That may be because J4.8 and SVM exhibited high performance (over 99 percent 
accuracy and precision) without using the hybrid approach, and there was not much room for 
improvement. Also, J4.8 employs the gain ratio relevance measure in selecting the attributes, one at 
a time, for building a decision tree (Quinlan 1993). This process is similar to the filter method, which 
uses a relevance measure in the first step of the hybrid approach to select the attributes. Therefore, 
the additional gain ratio-based attribute selection process in the hybrid approach turned out to be 
redundant in terms of improving classification performance for J4.8.  
 
Text classification typically involves a very high volume of attributes. Some machine learning 
classifiers such as Neural Network suffer from the overfitting problem when the number of attributes 
is large. Thus, attribute selection is necessary to reduce dimensionality and enhance performance. 
The proposed hybrid attribute selection approach addresses these issues; the experimental results 
show that our approach enhances the performance of most of the examined classifiers, but not SVM. 
This is not very surprising, given that it has been theoretically and empirically shown that SVM is 
robust to learning in high-dimensional spaces (Joachims 1998). Because it handles high-dimensional 



































































































(d) (e) (f) 
Figure 4. Accuracy Plots for Filter and Hybrid Approaches 
 
Figure 4 shows the accuracy plots for all three levels of attribute selection—Filter, Hybrid Best, and 
Hybrid Greedy. The plots show that, for J4.8 and SVM, the performance remained relatively flat 
across the three attribute selection approaches, while there was a substantial performance 
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improvement of the hybrid approach over the filter approach for the other three classification 
algorithms.  
 
J4.8 consistently outperformed the other classifiers in terms of accuracy on all possible configurations 
(see Figure 4). For the filter approach, SVM was always the second best, but for the hybrid approach, 
the results were mixed. In general, though, when the hybrid approach was adopted, SVM and NN 
exhibited similar accuracy levels on most configurations. While they were more accurate than MNB 
on some configurations—(e.g., TF-IG, TFIDF-IG), they were dominated by MNB on others (e.g., TF-
GR, TFIDF-GR). On the TF-χ2 and TFIDF-χ2 configurations, SVM was the second most accurate 
classifier after J4.8. The results on precision, recall, and F-measure (see Tables 4, 5, and 6) were 
more or less consistent with the accuracy results. The relative ranks of the classifiers remained 
similar for precision and F-measure, but MNB and NB performed the best with respect to recall on 
filter set. 
5.3. Computing Time 
The time complexity of the filter approach is O(m), where m is the number of original attributes, 
multiplied by the complexity of the method for measuring the relevance of an attribute. The time 
complexity of the second step in the hybrid approach equals the complexity of the search method 
multiplied by the complexity of the learning algorithm. The time complexity of the greedy search is 
O(m’2), where m’ is the number of remaining attributes after the first step, in the worst case. The best-
first search can be exhaustive and have a time complexity that is exponential in m’ in the worst case, 
although it usually terminates much earlier. 
 
We analyze the time spent on attribute selection, training, and testing separately. Table 7 lists the time 
spent by the attribute selection approaches. The time spent by all filter methods was quite close, 
ranging from 61.88 to 67.60 minutes. After the filter method was applied, the wrapper method was 
used in the second step in the hybrid approach. The time spent on the second step is denoted as “2nd 
Step-Best” and “2nd Step-Greedy” for best-first search and greedy forward search, respectively. The 
time spent by the hybrid approach varies depending on the classifier used, because wrapper is a 
classifier-dependent method. The results also show that greedy forward search was more efficient 
than best-first search in all configurations. 
 
Applying wrapper attribute selection directly on large attribute sets is often not feasible. In our pilot 
test, when the wrapper approach was applied on the full attribute set using MNB—the most efficient 
algorithm among the five algorithms used in this study—along with greedy forward search and TF 
weighting scheme, it took 18,211.10 minutes (12.65 days) to generate the best subset of attributes. 
Although the accuracy rate was very high (99.60 percent), applying the wrapper approach on the full 
attribute set for real-world applications such as Internet abuse detection is not viable. In contrast, 
when the wrapper method was used by MNB as the second step in the hybrid approach for the same 
configuration, the time spent on the second step varied between 16.63 minutes and 38.62 minutes, 
whereas the shortest attribute selection times for NN, SVM, and J4.8 across all configurations were 
around 24 hours, 10 hours, and 13 hours, respectively.  
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Tables 8 and 9 report the training time and testing time of four different settings—Full, Filter, 
HybridBest, and HybridGreedy. We saw earlier that, in terms of accuracy measures (e.g., accuracy, 
precision, etc.), J4.8 performed very well, even when the full set of attributes was used. However, as 
we can see from Table 8, training a decision tree on our web page classification task using the full set 
can take over 45 hours. This would clearly be unacceptable in a real-world setting.  
 
The training time for SVM on the full set was close to an hour, much better than the time for decision 
tree. Applying attribute selection as a preprocessing step radically reduced the training time without 
substantially lowering the accuracy. When the hybrid approach was used, the total training time—for 
filter plus wrapper—reduced drastically to between six and nine minutes for decision tree, and 
between one and two minutes for SVM. More importantly, attribute selection reduced testing time for 
SVM significantly, from more than 30 seconds to around one-tenth of a second (see Table 9). For an 
organization that is serious about addressing the Internet abuse problem, waiting longer than is 
absolutely needed while employees browse across sites may not be a viable option. 
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The hybrid approach does incur extra computing time over the filter approach alone. However, this 
time investment may well pay off in the subsequent constant application of the resulting classifier. The 
hybrid approach tends to lead to a more accurate and faster classifier. For example, in our 
experiment, the classification accuracy of the NB classifier increased from 87.22 percent (using the 
filter approach alone) to 95.29 percent (using the hybrid approach) for the TF-IG configuration (see 
Table 3). Using the filter approach alone, 62 minutes were spent on attribute selection and 88.09 
seconds on classifier training. Using the hybrid approach, an additional 298 minutes (beyond the 62 
minutes) were spent on attribute selection (see Table 7) and 3.73 seconds on classifier training (see 
Table 8). However, the extra investment in attribute selection would be required only when the 
classifier needs to be retrained, whereas the trained classifier would be repeatedly applied. The 
classifier resulting from the filter approach alone took 6.79 seconds to classify 10,000 web pages, 
whereas the classifier resulting from the hybrid approach took only 0.69 seconds (see Table 9). 
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The training time and testing time spent by a classifier are highly related to the number of attributes 
used for training and testing. Table 10 shows the final number of attributes used in each classifier. 
The full attribute set includes 42,144 attributes. In our experiments, we fixed the attribute set size to 
200 for the filter attribute selection approach. We obtained three sets of 200 attributes ranked by three 
attribute relevance measures. The three attribute sets were different, but largely overlapping. The 200 
top-ranked attributes—based on each of the three attribute relevance measures—were then used as 
inputs to the wrapper in the hybrid approach. The number of attributes finally selected by the wrapper 
was typically much smaller than 200. Greedy forward search (in the wrapper) resulted in the same, or 
a smaller, attribute set, compared to best-first search. 
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6. Conclusions and Future Directions 
We proposed a text mining approach for web page classification, applying it to the organizational 
problem of Internet abuse detection and prevention in the workplace. Specifically, we proposed a 
hybrid attribute selection approach for text classification and chose the domain of programmers’ 
workplace as the test bed for our experiments. The experimental results show that text mining is an 
attractive technique to use for Internet abuse detection. In our pilot study, we found that the wrapper 
attribute selection approach, using the most efficient classification method (MNB), took more than 12 
days to generate the best subset of attributes. This indicates that the wrapper approach is not suitable 
for text classification. The experimental results show that the hybrid approach is more efficient than 
the wrapper approach and is more effective than the filter attribute selection approach.  
 
The main objective of our study was to combine the filter and wrapper approaches. To that end, we 
proposed a hybrid approach that exploits the relative strengths of these two approaches. The findings 
of the study are summarized in Table 11. Building classifiers on the full set of attributes, however 
accurate, is an impractical proposition because of the computational costs involved. As we saw, 
training a J4.8 decision tree using the full set can take close to two days. Even for SVM, the training 
time using the full set took close to an hour. Applying the hybrid approach substantially reduced the 
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total training time to between six and nine minutes for decision tree, and between one and two 
minutes for SVM. More importantly, the testing time for SVM fell sharply from more than 30 seconds 
to around one-tenth of a second. This is a great benefit for real-time detection and prevention of 
Internet abuse without causing unacceptable delays in user experience while browsing legitimate 
content. 
 
As has been discussed in detail above, J4.8 and to a lesser extent, SVM, produced more accurate 
results overall. However, as emphasized in this paper, accuracy measures only provide one 
perspective of performance. For organizational problems such as Internet abuse, where 
computational efficiency is an important concern, attribute selection time, training time, and, more 
importantly, testing time could have a major bearing on the type of classifier that the organization 
would be willing to adopt. The results of the study strongly suggest that using the hybrid approach on 
MNB—a relatively lower performer accuracy-wise than J4.8 and SVM when using only the Filter 
approach—not only brought it closer to the other two by boosting its accuracy level, but also enabled 
it to outperform J4.8 and SVM with respect to attribute selection time and training time.  
 
In the second step of the hybrid approach, when the wrapper was applied for attribute selection, the 
time taken by MNB was the lowest (~17 minutes), followed by NB (~1hour 20 mins), SVM (~10 
hours), J4.8 (~13 hours), and NN (~24 hours).2 Using the hybrid approach, MNB, along with NB, took 
significantly less time to train than J4.8, SVM, and NN. As far as the time taken to classify a web page 
as abuse or non-abuse is concerned, MNB still performed the best, along with J4.8. Therefore, 
insofar as computing times are concerned, MNB dominated all other classifiers. 
 
The above findings have important implications. One of the important factors to consider is the 
frequency of retraining in response to changes in abuse policies or employee profiles. Note that 
retraining would also be needed when new websites enter the fray, allowing employees to access 
new content. Retraining would consume attribute selection times by both the filter and the wrapper, as 
well as the time needed to train the classifier on the attribute subset generated by the wrapper. As is 
apparent from the results above, if retraining happens frequently enough, SVM, J4.8, and NN would 
not remain competitive. 
 
Lower testing times imply that the classifier is quicker at detecting abuse pages at run time. If these 
times are relatively short, it implies that the organization could dynamically decide on whether the 
page that an employee attempts to visit falls under “abuse” or not. The advantage of dynamically 
classifying pages is that abuse detection and prevention could be made “on the fly” as employees 
visit those pages. From this perspective, MNB and SVM are the two top performers. If page 
classification is done a priori in a static fashion, the advantage is that the classifier would not incur 
any costs at the time of a visit, but the shortcoming is that it would not be able to respond adequately 
to changes in page content. 
   
Another important finding of this study is that use of the hybrid approach (HybridBest or 
HybridGreedy), as opposed to the filter approach, always resulted in much more accurate classifiers 
for NB, MNB, and NN. For J4.8 and SVM, the differences in accuracy between the two approaches 
were negligible.  
 
In a text classification task such as Internet abuse detection, there are tens of thousands of attributes, 
and applying text mining techniques to the full attribute set is not practically feasible. The filter 
approach, on the other hand, provides a viable option. However, the accuracy levels of NB, MNB, and 
NN classifiers built using the filter approach still cannot compete with those of J4.8 and SVM 
classifiers. Using the hybrid approach addresses the shortcomings of the filter approach by boosting 
the accuracies of NB, MNB, and NN classifiers close to the levels attained by J4.8 and SVM, and by 
lowering the training and testing times appreciably. The hybrid approach proposed in this paper 
makes a valuable contribution to the field by providing a more effective, efficient, and viable method 
for real-world text classification tasks than either the filter approach or the wrapper approach. 
                                                     
2 The times reported are the shortest attribute selection times across all six configurations. 
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The findings of this research would benefit both practitioners and researchers. From a practitioner’s 
perspective, our content-based Internet abuse detection can supplement current state-of-the-art 
Internet filtering software products using lists. It can be implemented as a real-time Internet abuse 
detector. From a research standpoint, our study provides a new perspective on text classification and 
opens up new avenues for research.  
 
There are several potential future research directions. While our evaluation was limited to one 
dataset, one may replicate our evaluation with more datasets to test the generalizability of our 
findings. The evaluation could also be extended to other domains and other text classification 
techniques. Although we limited the empirical experiments to one specific application, the proposed 
hybrid attribute selection approach is general and can be applied in any situation where selection of 
the best representative subset of attributes is necessary, especially on high dimensional datasets. 
One possible direction of future research is to empirically examine the proposed hybrid approach in 
other applications. Also, an examination of configurations suggested by this study can be conducted. 
Another direction is to apply the text mining approach for Internet abuse detection in the real-world 
workplace. 
 
Table 11: Summary of Research Findings 
Comparison Research Findings 
Full vs. Filter  Text classification using full attribute set is time consuming (extremely 
long training and testing times).  
 Text classification using full attribute set may not be feasible for some 
classifiers (e.g., out of memory problem for NN). 
Filter vs. Hybrid  Based on computation complexity, both filter and hybrid approaches 
are suitable for text classification. 
 Applying the hybrid approach boosted the accuracies of NB, MNB, 
and NN much closer to the levels of J4.8 and SVM.  
 Text classifiers built using the hybrid approach are much more cost-
efficient—with respect to training and testing—than the corresponding 
classifiers built using the filter approach. 
 Hybrid approach performed better on accuracy measures than filter 
approach for NB, MNB, NN, and J4.8 using all three relevance 
measures.  
Full vs. Hybrid  Text classification using full attribute set is time consuming (extremely 
long training and testing times). 
 Text classification using full attribute set may not be feasible for some 
classifiers (e.g., out of memory problem for NN). 
 Text classifiers built using the hybrid approach are much more cost-
efficient than the corresponding classifiers built using the full set. 
 NB and MNB classifiers built using the hybrid selected subset 
exhibited much higher accuracy rates than the corresponding 
classifiers built using the full set. 
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