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ABSTRACT
The Planck Early Release Compact Source Catalogue (ERCSC) has offered the first oppor-
tunity to accurately determine the luminosity function of dusty galaxies in the very local
Universe (i.e. distances 100 Mpc), at several (sub-)millimetre wavelengths, using blindly
selected samples of low-redshift sources, unaffected by cosmological evolution. This project,
however, requires careful consideration of a variety of issues including the choice of the appro-
priate flux density measurement, the separation of dusty galaxies from radio sources and from
Galactic sources, the correction for the CO emission, the effect of density inhomogeneities and
more. We present estimates of the local luminosity functions at 857 GHz (350 μm), 545 GHz
(550 μm) and 353 GHz (850 μm) extending across the characteristic luminosity L, and a pre-
liminary estimate over a limited luminosity range at 217 GHz (1382 μm). At 850 μm and for
luminosities L L our results agree with previous estimates, derived from the Submillimeter
Common-User Bolometer Array (SCUBA) Local Universe Galaxy Survey, but are higher than
the latter at L  L. We also find good agreement with estimates at 350 and 500 μm based on
preliminary Herschel survey data.
Key words: galaxies: luminosity function, mass function – galaxies: photometry – galaxies:
starburst – submillimetre: galaxies.
 E-mail: mattia.negrello@oapd.inaf.it
1 IN T RO D U C T I O N
Our knowledge of the (sub-)millimetre luminosity function of
galaxies has substantially improved in the past few years. Before
the launch of the Herschel Space Observatory (Pilbratt et al. 2010),
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no blind sub-mm surveys of sufficient area were available, and es-
timates of the local luminosity functions had to rely on follow-up
of samples selected at other wavelengths. The most notable ex-
ample is the local 850 μm luminosity function derived from the
SCUBA Local Universe Galaxy Survey (SLUGS; Dunne et al.
2000) that provided SCUBA photometry of 104 galaxies drawn
from the IRAS Bright Galaxy Survey (Soifer et al. 1989). Bet-
ter constraints, particularly on the faint end of the 850 μm lumi-
nosity function as well as estimates of the luminosity function at
many wavelengths in the range 60–850 μm, were obtained by Ser-
jeant & Harrison (2005) by modelling the spectral energy distri-
butions (SEDs) of all 15 411 IRAS PSCz galaxies (Saunders et al.
2000). The SEDs were constrained by all available far-infrared
and sub-mm colour–colour relations from the SLUGS and else-
where. The Herschel surveys have allowed the first determinations
of local luminosity functions at 250, 350 and 500 μm based on
complete samples of sub-mm selected galaxies (Dye et al. 2010;
Vaccari et al. 2010; Dunne et al. 2011). The results are in gen-
erally good agreement with the estimates by Serjeant & Harrison
(2005).
The Planck (Planck Collaboration I 2011) surveys have allowed
the construction of the first all-sky catalogues homogeneously se-
lected at several wavelengths from 350 μm to 1 cm, the Early Re-
lease Compact Source Catalogue (ERCSC; Planck Collaboration
VII 2011). At sub-mm wavelengths the dominant population of
extragalactic sources consists of nearby dusty galaxies, mostly at
distances100 Mpc, all with spectroscopic redshift measurements.
These are almost ideal characteristics for estimating local lumi-
nosity functions. In contrast, because of the much smaller covered
areas, to get sufficient statistics with Herschel surveys it is necessary
to select galaxies up to z = 0.1–0.2 where evolutionary effects may
be non-negligible, requiring model-dependent corrections. In addi-
tion, for many relatively distant galaxies only photometric redshifts
are available.
On the other hand, very low redshift galaxy samples (z 0.1),
like those provided by Planck surveys, have their own draw-
backs that must be dealt with carefully. First, proper motions can
give large contributions to the measured redshifts, hence making
them unreliable as distance indicators; redshift-independent dis-
tance indicators need then to be used as far as possible. Sec-
ondly, we live in the outskirts of the Virgo super-cluster imply-
ing that Planck samples contain strong density inhomogeneities,
while the standard method to estimate the luminosity function
(the 1/Vmax method; Schmidt 1968) assumes a uniform distribu-
tion of galaxies. Although the effect of inhomogeneities is substan-
tially mitigated by the (almost) full sky coverage, it must be taken
into account.
In this paper we exploit the Planck ERCSC to estimate the
local luminosity functions of star-forming galaxies at 217 GHz
(1382 μm), 353 GHz (850 μm), 545 GHz (550 μm) and 857 GHz
(350 μm). Our analysis provides a useful complement to the re-
cent paper by the Planck Collaboration (Planck Collaboration
VII 2012), in which the sub-millimetre to millimetre number
counts and spectral indices of dust-dominated galaxies, as well
as of extragalactic radio sources, selected in the ERCSC are
presented.
The paper is organized as follows. In Section 2 we describe the
selection of the samples, their completeness and the correction of
the Planck fluxes for CO-line emission. In Section 3 we deal with the
methodology used to measure the luminosity function and present
the results that, in Section 4, are compared with earlier estimates.
Our main conclusions are summarized in Section 5. Throughout
this paper we adopt a flat cosmology with 0,m = 0.27 and H0 =
70 km s−1 Mpc−1.
2 THE SAMPLES
2.1 The ERCSC
The Planck ERCSC lists all high-reliability sources, both Galac-
tic and extragalactic, based on mapping the entire sky once and
60 per cent of the sky a second time in nine frequency bands centred
at 30, 44, 70, 100, 143, 217, 353, 545 and 857 GHz. At the frequen-
cies of interest here, the Full Width at Half Maximum (FWHM) of
the Planck beam is 4.68 arcmin at 217 GHz (1382 μm), 4.43 arcmin
at 353 GHz (850 μm), 3.80 arcmin at 545 GHz (550 μm) and 3.67 ar-
cmin at 857 GHz (350 μm) (Planck Collaboration I 2011). Below
353 GHz the detected extragalactic sources are mostly radio loud
active galactic nuclei (AGNs), while at frequencies ≥353 GHz they
are mostly dusty galaxies (Planck Collaboration XIII 2011; Planck
Collaboration VII 2012). Since we are interested in the latter ob-
jects we focus our analysis on the three highest frequency Planck
channels although we could also derive an estimate, over a limited
luminosity range, of the luminosity function of dusty galaxies at
217 GHz.
The ERCSC offers, for each source, four different flux density
measurements (Planck Collaboration VII 2011). One is that deter-
mined by the source detection algorithm (FLUXDET); the others
are based on aperture photometry (FLUX), on fitting the source
with the Planck point spread function at the location of the source
(PSFFLUX), and on fitting the source with an elliptical Gaussian
model (GAUFLUX). As stated in the Explanatory Supplement to
the Planck ERCSC (Planck Collaboration 2011) the ERCSC flux
density values need to be corrected by factors depending on the
spectral shape of the sources. We have adopted the multiplicative
correction factors appropriate for a spectral index α = 3 (Fν ∝ να),
i.e. 0.896, 0.887, 0.903 and 0.965 at 217, 353, 545 and 857 GHz,
respectively, as given in the Explanatory Supplement.
It is important to remember that, in building the ERCSC, the em-
phasis was more on source reliability than on photometric accuracy
or completeness (Planck Collaboration VII 2011), and the absolute
calibration of flux density values was required to be accurate to
within about 30 per cent, although the signal-to-noise ratio of the
sources is much higher. To investigate the best Planck flux den-
sity measurements and their photometric quality we have exploited
Herschel flux density measurements from the Herschel Reference
Survey (HRS; Boselli et al. 2010), as given in Ciesla et al. (2012,
149 galaxies at 857 GHz and 86 at 545 GHz), from the Key Insights
on Nearby Galaxies Survey, KINGFISH (Dale et al. 2012, 33 galax-
ies at 857 GHz and 33 at 545 GHz), from the Herschel Virgo Cluster
Survey (HeViCS; Davies et al. 2012, 39 galaxies at 857 GHz and 19
at 545 GHz), and from the Herschel Astrophysical Terahertz Large
Area Survey (H-ATLAS; Eales et al. 2010a) as given in Herranz
et al. (2012, 11 galaxies at 857 GHz and six at 545 GHz). We have
applied to the Herschel flux density measurements colour correc-
tions by factors of 1.004 and 1.02 at 350 and 500 μm, respectively,
appropriate for extended sources with dust temperature of 20 K and
dust emissivity index β = 1.5 (table 2 of Ciesla et al. 2012).
The Planck 857 GHz and Herschel 350 μm bands have (by de-
sign) very similar central wavelengths and the colour-corrected flux
densities in these bands can be compared directly. The Planck 545
GHz (=550 μm) and Herschel 500 μm bands, on the other hand, are
slightly offset. In order to compare the measurements in these two
nearby bands a small colour correction is needed. In order to do this
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Figure 1. Comparison of the four Planck flux density estimations at 545 GHz (550µm) with Herschel measurements at 500 µm, colour corrected to 550 µm
using the spectral index determined from the Planck measurements for each individual galaxy at 545 and 857 GHz. The HRS flux densities (black) are from
Ciesla et al. (2012), Kingfish flux densities (red) are from Dale et al. (2012), the HeViCS flux densities are from Davies et al. (2012) and the H-ATLAS
flux densities (blue) are from Herranz et al. (2012). The four panels refer to the four estimates provided in the ERCSC: ‘FLUX’, ‘PSFFLUX’, ‘GAUFLUX’
and ‘FLUXDET’ (from left to right; see text). The black solid lines correspond to a Herschel/Planck flux density ratio of 1. The dotted curves are the linear
least-squares fit (equation 1) for the full sample (coefficients A and B in Table 1) and the vertical dashed lines correspond to the adopted 80 per cent completeness
limit (see Section 2.3).
Figure 2. Comparison of the four Planck flux density estimations at 857 GHz (350µm) with Herschel measurements at the same frequency. The symbols and
the lines have the same meaning as in Fig. 1.
we extrapolate the Herschel flux densities to 550 μm using the spec-
tral index for each source as determined by the measured Planck
flux densities at 857 and 545 GHz. For sources missing Planck
measurements at one of these two frequencies we have adopted the
average value found for the others, i.e. α = 2.7. The results of these
flux comparisons are shown in Figs 1 and 2.
In doing this exercise we need to take into account that Planck
measurements may suffer from blending of close-by sources, indi-
vidually detected by Herschel. Visually inspecting each HRS galaxy
associated with a Planck source, Ciesla et al. (2012) found poten-
tial contamination of 11 sources out of the 155 in common with
Planck at 350 μm. Two Planck sources in the HeViCS survey, out
of 60 observed, are found to be blends of galaxy pairs well resolved
by Herschel: NGC 4298 + NGC 4302 and NGC 4567/8 (Davies
et al. 2012). One additional blend of two comparably bright galax-
ies (NGC 3719 + NGC 3720) was found by Herranz et al. (2012)
out of 12 detected galaxies in the H-ATLAS equatorial fields. In
these cases, the Planck source has been split into its components
and we have adopted the Herschel flux densities of the individual
galaxies at 350 and 500 μm (the latter rescaled to 550 μm). At
longer wavelengths we have assigned to the two components flux
density values whose sum equals the measured Planck flux density
at that wavelength and whose ratio is equal to the one measured by
Herschel at 500 μm. A visual inspection of optical images of the
ERCSC sources without Herschel observations showed that only
few per cent of them are associated with galaxy pairs. Therefore we
conclude that source blending is not a major problem for estimates
of the luminosity functions using Planck data.
We have performed a linear fit to the data in Figs 1 and 2:
FHerschel = A + B × FPlanck. (1)
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Table 1. Coefficients of the linear least-square relation between Planck and
Herschel flux densities at 857 and 545 GHz for the whole sample shown
in Figs 1 and 2 (A, B) and for the sub-samples with flux density greater
than 3 Jy at 857 GHz and greater than 2 Jy at 545 GHz (A∗ and B∗). Also
shown are the rms fractional differences between Planck and Herschel flux
densities for the bright sub-samples (rms∗).
A B A B rms
(Jy) (Jy)
857 GHz (350µm)
FLUX −0.4197 1.0533 −0.7933 1.0805 0.1529
PSFFLUX −0.5847 1.1645 −1.1290 1.2115 0.2121
GAUFLUX −0.4073 0.9297 −0.5789 0.9326 0.1990
FLUXDET −0.0876 0.9241 −0.4118 0.9405 0.1665
545 GHz (550µm)
FLUX −0.4129 1.2904 −1.0541 1.3934 0.5927
PSFFLUX −0.4660 1.3499 −0.8308 1.4079 0.7690
GAUFLUX −0.2999 1.0503 −0.6107 1.0979 0.3880
FLUXDET −0.0991 1.0440 −0.3830 1.1020 0.4208
The derived coefficients are listed in Columns 2 and 3 of Ta-
ble 1. As the ERCSC is expected to suffer from the Edding-
ton (1913) bias at low flux densities, we have repeated the
calculation of the linear fits restricting ourselves to the sub-
samples of galaxies with FPlanck > 3 Jy at 857 GHz (350 μm),
and with FPlanck > 2 Jy at 545 GHz (550 μm); the correspond-
ing coefficients, A∗ and B∗, are also given in Table 1. The rms
fractional differences between Planck and Herschel flux densi-
ties, rms = (1/√N )[∑Ni=1(FPlanck,i − FHerschel,i)2/F 2Planck,i]1/2, for
the two bright sub-samples are given in the last column of the
table.
From this analysis we draw the following conclusions.
(i) As expected, all the four Planck measurements are system-
atically higher than the Herschel measurements for flux densities
below  1.5 Jy (the best-fitting values of the coefficient A are all
negatives). This is likely due to the Eddington (1913) bias.
(ii) At 857 GHz, FLUX is the Planck flux density measurement
most consistent with Herschel data, as it provides the lowest dis-
persion around the Herschel measurements. However, compared to
GAUFLUX, it seems to slightly underestimate the flux density of
the brightest fluxes, corresponding to resolved nearby galaxies. This
is probably due to the failure of the adopted point source model.
(iii) At 545 GHz the Planck flux density estimates most con-
sistent with Herschel results are GAUFLUX and FLUXDET, the
former showing a slightly lower dispersion of Planck to Herschel
flux density ratios for the bright sub-sample. Both FLUX and PSF-
FLUX underpredict the flux densities of the brightest (i.e. resolved)
galaxies, with derived values of the slope B significantly higher than
1.
In the light of these considerations, we took FLUX as our reference
Planck flux density measurement at 857 GHz and used equation (1)
with the values of A and B taken from Table 1 (first and second
columns) to bring it in statistical agreement with Herschel measure-
ments before deriving the rest-frame luminosities. At 545 GHz we
adopted the GAUFLUX values corrected again according to equa-
tion (1). At 353 and 217 GHz there are no Planck-independent
flux density measurements for a statistically significant number of
local galaxies in the Planck sample (in fact, only a few galaxies
in our 353 GHz Planck sample have SCUBA imaging data from
SLUGS). Since the luminosity function is derived for a sub-sample
of relatively bright galaxies (see Section 2.3), and given that GAU-
Table 2. Total number of ERCSC sources, ntot, outside the
adopted Galactic mask. Also shown are: the numbers of sources
with EXTENDED=0 (nEXT = 0) and EXTENDED=1 (nEXT = 1), the
number of identified galaxies at z < 0.1 with EXTENDED=0
(nEXT = 0, local) and with EXTENDED=1 (nEXT = 1, local). In paren-
thesis are the numbers of the galaxies with EXTENDED=1 and
z ≤ 0.1 that were kept for estimating the luminosity function (see text
for details).
νobs (GHz) 217 353 545 857
λobs (µm) 1382 850 550 350
ntot 964 1762 3781 6004
nEXT = 0 473 584 946 1887
nEXT = 1 491 1178 2835 4117
nEXT = 0, local 42 220 598 1463
nEXT = 1, local 11(9) 33(20) 55(21) 182(56)
FLUX seems to perform quite well at both 857 and 545 GHz for the
sub-mm brightest galaxies, we have decided to use that flux density
estimate at 353 and 217 GHz.
2.2 Selection of star-forming galaxies
The first step towards the selection of dusty galaxy samples is the
identification and removal of Galactic and AGN-dominated sources.
The contamination by Galactic sources was minimized by masking
regions heavily affected by Galactic emissions. Planck Collabo-
ration VII (2012) used still unpublished Planck maps to create
the mask. Here we rely instead on the 100 μm map of Schlegel,
Finkbeiner & Davis (1998) that we smoothed with a beam of
FWHM = 180 arcmin. Pixels in the upper intensity quartile (in the
unsmoothed map) are discarded as being contaminated by Galactic
emission. The masked region includes 29.1 per cent of the sky, thus
leaving an area of 29 250 deg2 for the measurement of the luminos-
ity function. The numbers of Planck detections within that area are
listed in Table 2.
In order to help identifying Galactic sources, the ERCSC includes
two flags for each source: ‘EXTENDED’ and ‘CIRRUS’. The flag
EXTENDED is set to 1 when the square root of the product of the
measured major and minor axes of the source is 1.5 times greater
than the square root of the product of the major and minor axes
of the estimated Planck point spread function at the location of
the source. Otherwise the flag is set to 0. Given the arcmin size of
the Planck beam in the frequency range 857 to 217 GHz (see Sec-
tion 2.1), detections with EXTENDED=1 are likely to be asso-
ciated with structure in the Galactic interstellar medium (Herranz
et al. 2012). The numbers of Planck detections with EXTENDED=0
within the selected area are reported in Table 2, together with that
of sources with EXTENDED=1 within the same area. The flag
‘CIRRUS’ quantifies how crowded the region around each Planck
detection is, by providing the number of sources within a 2◦ radius
from the source, in raw 857 GHz catalogues. The number is normal-
ized to a peak value of unity. The normalization factor is obtained
from the number density of sources in the Large Magellanic Cloud
region where the highest concentration of 857 GHz sources is ob-
served. High values of this flag, e.g. CIRRUS  0.125 (Herranz
et al. 2012), may indicate that the detection has a Galactic origin
or, if not, that the flux measurement is severely contaminated by
Galactic dust emission. There are exceptions. In fact, some nearby
galaxies have either EXTENDED=1 or CIRRUS>0.125 or both.
One example is M81, which has EXTENDED=1 (at 217 GHz)
and CIRRUS=0.434. Planck Collaboration XVI (2011) found that
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about 20 per cent of the objects in their sample of robustly identi-
fied nearby galaxies are classified as extended in the ERCSC. The
most effective way to separate local galaxies from Galactic sources
would be to visually inspect optical to infrared imaging data for all
the Planck detections. This is the kind of approach we have decided
to adopt here. However, as this method is time consuming, we have
carried it out on all the detections with EXTENDED=0 and only on
a sub-sample with EXTENDED=1 (as only a small fraction of local
galaxies are expected to be flagged as extended in the ERCSC). We
have decided to not exploit the flag CIRRUS for reasons explained
in Section 2.2.2 where we also describe the definition and the anal-
ysis of the sub-sample with EXTENDED=1. We first focus on the
catalogue with EXTENDED=0.
2.2.1 Sample with EXTENDED=0
In order to pick up radio-loud AGNs we have exploited the strong
difference of their spectral shape compared with that of dusty galax-
ies at mm and sub-mm wavelengths. In this wavelength range the
spectral index (α, with Fν ∝ να) of radio-loud AGNs is generally
 0 while that of dusty galaxies is 2.5. Since the former is increas-
ingly important with decreasing frequency, we have first focused on
the 217 GHz sample and cross-correlated it with the ERCSC at
100 GHz in order to estimate the 100-to-217 GHz spectral index.
We found 309 (out of 473) sources with F100/F217 > 1 and dropped
them from the sample as being dominated by radio emission. Note
that this approach is different from that adopted by Planck Collabo-
ration VII (2012), where the 857-to-545 GHz and 545-to-353 GHz
flux density ratios were used to separate radio sources from galaxies
whose SED is dominated by thermal dust emission.
As a counter-check, we cross-correlated our 217 GHz sample
with the CRATES catalogue (Healey et al. 2007) adopting a search
radius of 3 arcmin. This radius is somewhat larger, for these Planck
channels, than the 1/2 FWHM of the Planck beam found by Planck
Collaboration XIV (2011) to be sufficient to locate any related
source. CRATES provides a nearly uniform extragalactic (|b| >
10◦) coverage for flat-spectrum (α > −0.5) radio sources brighter
than 65 mJy at 4.8 GHz. As expected, since radio sources detected
by Planck are generally flat-spectrum, most of the sources dropped
as synchrotron dominated have a bright CRATES counterpart. The
cross-correlation with CRATES, however, misses a bunch of very
bright steep-spectrum sources (e.g. 3C 207, 3C 216, 3C 286, 3C 380)
and includes some sources whose (sub)-mm emission is clearly
dominated by dust (e.g. M82, M83, M104). On the whole, the cross-
correlation with CRATES confirmed our previous conclusions and
did not reveal any misclassified source.
The remaining 473 − 309 = 164 sources were inspected individ-
ually. We used the interactive software sky atlas ALADIN (Bonnarel
et al. 2000) to inspect the available optical to far-infrared imag-
ing data (e.g. IRAS maps) and to query the NASA/IPAC Extra-
galactic Database (NED)1 around the position of each source. We
removed all those objects that did not have a nearby (z < 0.1)
galaxy within the adopted search radius but, instead, satisfied one
(or more) of the following conditions: (i) association with an ex-
tended clumpy/filamentary structure in the IRAS maps (if available);
(ii) presence of a bright (i.e. F1.4GHz > 0.1 Jy) radio source; (iii) pres-
ence of a group/cluster of galaxies (examples are Abell 2218 and
the Bullet cluster); (iv) the Planck sources are un-detected in IRAS
maps. The last condition is meant to eventually identify and remove
1 http://ned.ipac.caltech.edu/
false Planck detections that may have been induced by background
fluctuations, which are expected to be significant in low-resolution
surveys (see e.g. Negrello et al. 2004, 2005). We identified 122
objects obeying at least one of the conditions listed above (we will
refer to them as ‘contaminants’). Removing those sources from the
catalogue left us with a final, cleaned, sample of 42 local galaxies
at 217 GHz with EXTENDED=0, all being either Messier objects
or galaxies listed in the New General Catalogue (NGC). We then
moved to the 353 GHz sample and cross-correlated it with the
217 GHz catalogue, using a 3 arcmin search radius. We removed
all the ‘contaminants’ in common with the 217 GHz sample and
kept all the sources that were identified as local galaxies at that
frequency. We then inspected each of the remaining unclassified
Planck detections individually, in ALADIN, and removed from the
sample all those objects satisfying at least one of the conditions
previously illustrated. We followed the same approach at 545 and
at 857 GHz after cross-correlating the catalogues with the lower
frequency samples in order to exploit all the information already in
hand.
The whole cleaning process, performed on the catalogue of
Planck detections with EXTENDED=0, produced a sample of 220
local galaxies at 353 GHz, 598 at 545 GHz and 1463 at 857 GHz
(see Table 2), the majority of which are either Messier or NGC ob-
jects. The visual inspection of multi-wavelength ancillary data for
each individual object minimized the risk of misidentifications and
automatically provided, through the NED, the information on the
redshift-independent measurements of distance, needed to derive
the local luminosity function.
2.2.2 Sample with EXTENDED=1
Table 2 shows that, particularly at 857 GHz and 545 GHz, the Planck
detections with EXTENDED=1 are a factor of 2 more abun-
dant than those with EXTENDED=0. Visually inspecting all those
sources would be a very inefficient method to identify local galaxies,
as the majority of the Planck detections with EXTENDED=1 are
expected to be Galactic. Therefore we have first reduced the sample
by performing an automatic cross-matching with the NED and by
retaining for inspection only the Planck detections that happen to
have at least one source with a measured redshift z < 0.1 within a
distance of 3 arcmin. A galaxy like the Milky Way, with a linear
size of ∼30 kpc, would be assigned EXTENDED=1 for distances
 20 Mpc or, equivalently, for redshifts z  0.005. Therefore our
choice of an upper limit of 0.1 in redshift is very conservative. The
numbers of objects left over after the cross-matching with the NED
are reported in Table 2. Upon visual inspection of each individual
source in ALADIN, to identify and remove radio sources and Galac-
tic objects, we flagged as ‘contaminated by cirrus’ those galaxies
that happened to lie behind a prominent filamentary structure in the
IRAS 100 μm map. These galaxies are likely to have their Planck
flux density measurements severely affected by Galactic emission
and therefore we have decided to drop them from the final sample.
The number of galaxies with EXTENDED=1 actually used for de-
riving the luminosity function is shown in parenthesis in Table 2.
One might have used the flag CIRRUS to identify local galaxies
falling behind prominent Galactic structures by imposing an upper
limit on the CIRRUS values, for example 0.125, as suggested by
Herranz et al. (2012). However Fig. 3 demonstrates that this ap-
proach is prone to misidentifications. In fact, the figure shows the
histogram of the flag CIRRUS values for the sample of local galax-
ies with EXTENDED=0 (in red) and that with EXTENDED=1
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Figure 3. Histogram of the flag CIRRUS values for the local galaxies in our sample with EXTENDED=0 (red histogram) and with EXTENDED=1 (blue
histogram). The sub-sample of galaxies with EXTENDED=1 that were flagged as ‘contaminated by cirrus’ is shown by the yellow histogram.
Figure 4. Postage stamp image of the galaxy UGCA-021 (z = 0.006622),
at 0.468µm (left-hand panel) and at 100µm (right-hand panel). This galaxy,
indicated by the red circle, is flagged as extended in the ERCSC at 545 GHz
and has CIRRUS=0.094. However the IRAS map shows that it lies behind
a prominent structure in the Galactic interstellar medium.
(in blue), while the yellow histogram refers to the sub-sample of
galaxies with EXTENDED=1 that were flagged as ‘contaminated
by cirrus’. While the latter objects are indeed those with the highest
CIRRUS values at 217 GHz and 353 GHz, the situation becomes
less well defined at shorter wavelengths where several of them turn
out to have CIRRUS 0.1. One example is shown in Fig. 4. On the
other hand there are some nearby galaxies that, upon inspection of
the IRAS 100 μm maps, do not seem to be contaminated by Galac-
tic cirrus but, nevertheless, have CIRRUS>0.2. Examples are M64,
M82, M90, NGC7392. As illustrated in Fig. 5 for M82, the high
CIRRUS value in these sources is probably due to the presence, in
the vicinity of the galaxy (i.e. within 2◦) but not directly on top of
it, of a prominent structure in the Galactic interstellar medium.
2.3 Number counts and completeness
The completeness of our samples of local dusty galaxies can be
tested by means of the differential source counts. Apart from the
effect of inhomogeneities in the spatial distribution of galaxies, the
counts must have an Euclidean slope (i.e. dN/dS ∝ S−2.5) and the
onset of incompleteness is indicated by a decline below the Eu-
clidean power law. The counts were estimated using a bootstrap
resampling method that allows us to account for the uncertainties
in the flux density measurements. In practice we have generated
1000 simulated catalogues by resampling, with repetitions, the in-
put catalogue. In each simulation we have assigned to each source
a flux density value randomly generated from a Gaussian proba-
bility distribution with a mean equal to the measured flux density
and dispersion σ equal to the associated error. The distribution of
Figure 5. Postage stamp image of the galaxy M82 (z = 0.00068) at 100µm.
The galaxy, indicated by the red circle, has EXTENDED=0 at 545 GHz and
CIRRUS=0.5. The dashed red circle marks the region of 2◦ radius centred on
the galaxy. The high value of the flag CIRRUS is likely due to the presence,
in the vicinity, of a prominent structure in the Galactic interstellar medium,
seen in the top-right corner of the image.
source flux densities derived from the simulations were binned into
a histogram and the mean value in each bin was taken as the mea-
surement of the number count in that bin, once divided by the bin
size and by the survey area. The errors on the number counts were
derived assuming a Poisson statistic, according to the prescriptions
of Gehrels (1986).
The results are shown in Fig. 6 and Table 4 in the form of Eu-
clidean normalized differential number counts and in Fig. 7 as in-
tegral number counts. As expected, the counts exhibit an Euclidean
slope at the brightest flux densities, followed by a downturn (or a
flattening in the cumulative counts), which is due to the onset of
incompleteness in the sample. The counts are compared with those
estimated for dust-dominated galaxies by Planck Collaboration VII
(2012), who used (i) a Galactic mask derived from Planck data, (ii)
an automatic procedure to identify dusty galaxies based on Planck
colours, (iii) completeness corrections obtained from extensive sim-
ulations, (iv) FLUX as the reference flux density measurement at
all frequencies. The agreement is generally good, particularly at
857 and 545 GHz. At 353 GHz and at 217 GHz the faintest counts
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Figure 6. Euclidean normalized number counts of local star-forming galaxies at 857 GHz (350µm), 545 GHz (550µm), 353 GHz (850µm) and 217 GHz
(1382µm) (red dots with error bars). Also shown, for comparison, are the counts estimated by Planck Collaboration VII (2012; blue squares, corrected for
incompleteness), as well as the predictions by Serjeant & Harrison (2005; dashed lines). The thick grey line is the result of the fit to the data points with flux
density above the value indicated by the vertical dotted line, assuming that the differential counts have an Euclidean slope.
Figure 7. Integral number counts of local star-forming galaxies at 857 GHz (350µm), 545 GHz (550µm), 353 GHz (850µm) and 217 GHz (1382µm) (red
dots with error bars). The dashed line is the prediction by Serjeant & Harrison (2005). The thick grey line represents the integral number counts derived from
the fit to the bright tail of the differential counts shown in Fig. 6.
produced by the Planck Collaboration lie above the extrapolation
of our measurements. This may be due to the appearance of a
strongly evolving population with a ‘super-Euclidean’ slope. How-
ever the possibility of either an overestimate of the correction for
incompleteness or of a contamination of the sample e.g. by Galactic
and/or radio sources can hardly be ruled out at this stage.
Fitting the brightest part of the Euclidean normalized counts (i.e.
above 5, 2, 0.8 and 0.5 Jy at 857, 545, 353 and 217 GHz, respectively;
these flux density limits are indicated by the vertical dotted lines in
Figs 6 and 7) with a straight horizontal line we get 486 ± 32, 103 ±
8, 14 ± 1 and 1.7 ± 0.4 Jy1.5 sr−1 at 857, 545, 353 and 217 GHz,
respectively. These values are fully consistent with those estimated
by Planck Collaboration VII (2012) for dusty galaxies: 627 ± 152,
125 ± 15 and 15 ± 6 at 857, 545 and 353 GHz, respectively (at
217 GHz the Planck Collaboration provides the Euclidean plateau
level for synchrotron-dominated galaxies only).
The completeness as a function of the flux density was estimated
as the ratio of the observed counts to those expected from the
best-fitting Euclidean counts. It is well approximated by an error
function
C(F ) = erf[(log F − log ¯F )2/σ 2log F ], (2)
where log ¯F and σ log F are free parameters whose best-fitting values
for each Planck channel are given in Table 3. For the estimation of
the luminosity functions we adopted the flux density limits corre-
sponding to an 80 per cent completeness. These limits are listed in
Table 3. Flux density limits (Flim) corresponding to 80 per cent com-
pleteness and numbers of local dusty galaxies brighter than these limits,
used for estimating the luminosity functions. The quantities log ¯F and
σ log F are the best-fitting values of the parameters that define the com-
pleteness function (equation 13), where the flux density is in mJy.
νobs λobs nobj Flim log ¯F σ log F
(GHz) (µm) (mJy)
857 350 328 4086 2.71 0.95
545 550 234 1814 2.63 0.66
353 850 108 809 2.39 0.55
217 1382 30 497 2.27 0.44
Table 3 and represent observed flux densities, i.e. no correction for
either CO-line emission (see next sub-section) or Eddington-bias
(i.e. equation 1) was applied when measuring the number counts.
In fact, those corrections are only introduced when calculating the
rest-frame luminosities. In the same table we also give the cor-
responding numbers of local dusty galaxies used to estimate the
luminosity functions. All of them have a spectroscopic redshift.
The completeness curves (equation 13) are also used to compute
the weight factor for each source, wi = 1/C(Fi), Fi being the flux of
the ith galaxy, to be used in the estimate of the luminosity function
(see equations 5 and 13).
By comparing our number counts with those predicted by Ser-
jeant & Harrison (2005, dashed lines in Figs 6 and 7), we find that the
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Table 4. Euclidean normalized number counts of local star-forming galaxies at 857 GHz (350µm), 545 GHz (550µm),
353 GHz (850µm) and 217 GHz (1382µm), for flux densities greater than the values indicated by the vertical dotted
lines in Figs 6 and 7.
log [S(mJy)] (S2.5dN/dS)857 (S2.5dN/dS)545 (S2.5dN/dS)353 (S2.5dN/dS)217
(Jy1.5 sr−1) (Jy1.5 sr−1) (Jy1.5 sr−1) (Jy1.5 sr−1)
2.8 – – – 1.6 ± 0.5
3.0 – – 13.0 ± 1.9 1.9 ± 0.7
3.2 – – 15.0 ± 2.9 2.6 ± 1.4
3.4 – 96 ± 10 14.0 ± 4.2 1.9 ± 1.8
3.6 – 109 ± 15 12.3 ± 6.0 0.7 ± 17.2
3.8 429 ± 41 121 ± 24 17 ± 10 2.8 ± 4.1
4.0 528 ± 67 109 ± 33 17 ± 16 –
4.2 652 ± 108 121 ± 50 10 ± 15 –
4.4 715 ± 164 126 ± 78 19 ± 29 –
4.6 582 ± 212 103 ± 97 – –
4.8 434 ± 268 57 ± 1336 – –
5.0 517 ± 486 184 ± 272 – –
5.2 630 ± 929 – – –
5.4 563 ± 830 – – –
5.6 – – – –
latter lie significantly below the former, particularly at the longest
wavelengths, implying that the Serjeant & Harrison local luminos-
ity functions were also underestimated. This is not surprising since
the Serjeant & Harrison estimates were obtained extrapolating the
IRAS 60 μm data to 850 μm using the sub-millimetre/far-infrared
colour relation derived from the SLUGS (Dunne et al. 2000). The
latter is known to be biased against galaxies with large cold dust
components (see Vlahakis, Loretta & Eales 2005, and the discus-
sion in Section 4), which are instead readily detected by Planck
(Planck Collaboration XVI 2011).
2.4 Correction of Planck fluxes for CO-line emission
All the Planck High-Frequency Instrument (HFI) bands, except
that at 143 GHz, include emission from the CO molecule in low-
redshift galaxies. This emission is a contaminant for our purposes
as we are concerned with the dust continuum emission from star-
forming galaxies. Since most of the sources in our samples lack
CO data and we are dealing with the properties of the population as
a whole, we apply to the Planck fluxes average correction factors
for contamination from the various CO lines before deriving the
corresponding rest-frame luminosities.
The correction factors are based on the correlation between
the total far-infrared luminosity (LFIR) and the CO-line emission,
LCO, and specifically on the correlation presented by Genzel et al.
(2010) who found a close to linear relation between LCO and
LFIR(50–300 μm) for normal star-forming galaxies with an av-
erage ratio LFIR/L′CO(1−0) = 27 L/(K km s−1 pc2). The units of
L′CO(1−0), (K km s−1 pc2) can be converted to solar luminosities with
the relation given by Solomon et al. (1997), LCO/L = 3.2 ×
10−11 (νrest/GHz)3 (L′CO/(K km s−1 pc2), to find LFIR/LCO(1-0) =
5.55 × 105 with both luminosities in solar units. Although there
is evidence that the correlation is different for merger systems with
high values of LFIR (see e.g. Daddi et al. 2010) we did not feel that
there were enough such systems in our sample to justify refinement
of the corrections.
In order to correct the Planck fluxes contaminated by CO(J =
2–1) (217 GHz band), CO(J = 3–2) (353 GHz band) and CO(J =
5–4) (545 GHz band),2 we assumed fixed line strength ratios. The
CO(J = 2–1)/(J = 1–0) ratio in antenna temperature units, r21,
was taken as 0.8, which is a value typical of nearby galaxies (Leroy
et al. 2009). The CO(J = 3–2)/(J = 1–0) ratio, r31, was taken as
0.66 based on the results of Yao et al. (2003). A similar median value,
r31,median  0.7, was found by Mao et al. (2010, their mean value
is however somewhat higher, r31,mean  0.81), while Papadopoulos
et al. (2011) find r31,mean  0.49. Finally, r51 = CO(J = 5–4)/(J =
1–0) was taken as 0.3 (Papadopoulos et al. 2011).
The procedure adopted was as follows. The IRAS 60 and 100 μm
fluxes (available for all our sources) were used to calculate the
FIR (50–300 μm) luminosity, LFIR, in the same way as done by
Genzel et al. (2010). This gives a prediction for the CO (J=1–0)
luminosity. This was then scaled by the line ratios specified above,
converted to flux units [FCO(J ,J−1)/FCO(1−0) = rJ1(νJ,J−1/ν1−0)2],
to give the luminosity in the various other CO transitions. The
measured Planck flux density was then used with the predicted CO
flux to calculate the equivalent width of the CO line. The ratio of this
width and the bandwidth of the Planck band (taken to be 30 per cent
of the centre frequency, as indicated in the ERCSC Explanatory
Supplement) were used as a measure of the fractional contribution
of the CO line to the Planck flux. The average correction factors
for CO contamination were 0.91, 0.97 and 0.99 at 217, 357 and
545 GHz, respectively. These values are consistent with the level of
contamination estimated by Planck Collaboration XVI (2011).
2.5 Distances and rest-frame luminosities
Although a spectroscopic redshift is available for all the galaxies in
our samples, this does not provide, in general, an accurate estimate
of the source distance, as in the local Universe peculiar motions
may introduce significant extra red- or blueshifts in galaxy spectra.
Redshift-independent distance estimates should therefore be used
as far as possible. Such estimates are available in the NED for
the majority of the galaxies in our samples: 65 per cent of them
at 857 GHz, 88 per cent at 545 GHz, 95 per cent at 353 GHz and
2 No correction was made for the CO(J = 7–6) and (J = 8–7) lines that
contaminate the 857 GHz band as their estimated contribution is negligible.
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Figure 8. Top panels: distributions of source distances at 857 GHz (350µm), 545 GHz (550µm), 353 GHz (850µm) and 217 GHz (1382µm) for the total
samples of local star-forming galaxies (red histograms), for the sub-sample without redshift-independent distance measurements (yellow histograms) and for
the sub-sample with completeness above 80 per cent and luminosity higher than the adopted minimum value (black line). The redshift corresponding to a given
distance as determined by the cosmic Hubble flow alone (i.e. the one derived by neglecting peculiar motion, that we refer to as effective redshift, zeff) is shown
in the upper x-axis. Bottom panels: monochromatic luminosity as a function of distance at 857, 545, 353 and 217 GHz. The colour code is the same as in the
top panels. The dashed line shows the luminosity that corresponds to the adopted flux density limit as a function of distance, while the horizontal dotted line
indicates the adopted minimum luminosity. Galaxies in the samples used to compute the luminosity functions have distances100 Mpc (a limit indicated by
the vertical dashed line).
98 per cent at 217 GHz. For the remaining galaxies, distances were
computed from the redshifts, previously corrected to the reference
frame defined by the cosmic microwave background radiation using
the NED online calculator.3 We assigned to the redshift-dependent
distances an arbitrary error of 30 per cent. The distribution of the
source distances at each frequency, shown in the top panels of Fig. 8,
illustrates that these are truly local samples: the distances for the
flux-limited sample used to estimate the luminosity functions are
all ≤100 Mpc (i.e. z  0.02).
The rest-frame luminosity of the ith galaxy at the frequency of
observation νobs is given by
Li = 4πd
2
i
(1 + zi)k(zi)Fi, (3)
where Fi is the source flux at ν = νobs, di is the source distance, zi is
its redshift and k(zi) = L(νobs(1 + zi))/L(νobs) is the k-correction.
The latter is estimated using the SED of an Sd galaxy taken from
the Spitzer Wide-area InfraRed Extragalactic (SWIRE) template
library4 (Polletta et al. 2007). Fig. 9 shows the distribution of flux
densities as a function of source luminosity. This is meant to il-
lustrate the luminosity range covered by the samples of sources
above the adopted flux density limit and how the luminosity bins
are populated. The distribution of luminosities as a function of the
source distance is shown in the lower panels of Fig. 8. In practice,
the luminosity function is estimated from galaxies within a distance
of 100 Mpc, as indicated by the vertical dashed line in Fig. 8.
3 http://ned.ipac.caltech.edu/help/velc_help.html
4 www.iasf-milano.inaf.it/~polletta/templates/swire_templates.html
3 L U M I N O S I T Y FU N C T I O N S
We have determined the luminosity functions using two different
methods: the 1/Vmax method and the parametric maximum likeli-
hood method. Below we provide a brief description of the two ap-
proaches. The luminosity function is denoted as φ(L) and is taken
to represent the comoving number density of objects per unit loga-
rithmic interval in luminosity, i.e.
φ(L) = dN
dV d logL
. (4)
3.1 The 1/Vmax method
The standard way of deriving the luminosity function is via the
1/Vmax estimator (Schmidt 1968; Avni & Bahcall 1980)
φj = φ(Lj ) = 1

logL
Nj∑
i
wi
Vmax,i
, (5)
where  is the solid angle of the survey, wi are the weight factors
taking into account the incompleteness of the samples (see Sect-
ion 2.3) and the sum is over all the Nj sources with luminosity in the
range [log Lj − 
 log L/2, log Lj + 
 log L/2]. The quantity Vmax, i
represents the (comoving) volume, per unit solid angle, enclosed by
the maximum (comoving) distance, rmax, i, at which the ith object is
detectable, given the survey flux limit, Flim, i.e. for the Euclidean
geometry that applies here
Vmax,i = 13 r
3
max,i , (6)
where
rmax,i = 11 + zi
[ (1 + zi)k(zi)Li
4πFlim
]1/2
. (7)
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Figure 9. Measured flux density as a function of the estimated monochromatic luminosity at 857 GHz (350µm), 545 GHz (550µm), 353 GHz (850µm) and
217 GHz (1382µm). The horizontal dashed line indicates the flux limit above which the sample is 80 per cent complete (see Section 2.3).
Figure 10. Local luminosity functions at 857 GHz (350µm), 545 GHz (550µm), 353 GHz (850µm) and 217 GHz (1382µm) estimated with the 1/Vmax
method. Also shown, for comparison, are the luminosity functions measured by Dunne et al. (2000) and Vlahakis et al. (2005) at 353 GHz ( 850 µm; blue
squares and green squares, respectively), and by Vaccari et al. (2010) at 350µm and at 500µm (blue triangles). The Herschel luminosities have been converted
from 500 to 550 µm by assuming a spectral index α = 2.7, the mean value found for local galaxies in the Planck sample. The dashed curves at 857, 545 and
353 GHz represent the predictions by Serjeant & Harrison (2005). The dashed curve at 217 GHz is the extrapolation of the Serjeant & Harrison prediction
from 353 GHz assuming again a spectral index α = 2.7. The vertical dotted lines correspond to the adopted minimum and maximum luminosities (see text).
As stated before, when no redshift-independent distance measure-
ments are available we used the distance computed from the redshift
of the source, i.e. di = czi/H0, where zi has been corrected to the
reference frame defined by the cosmic microwave background radi-
ation. However, as shown in Fig. 8, above the adopted completeness
limit almost all the sources have an estimate of the distance that is
independent of redshift. In order to account for uncertainties in
both flux densities and distances we adopted a bootstrap resam-
pling method to derive the luminosity function. We have generated
1000 simulated catalogues by resampling, with repetitions, the in-
put catalogue. In each simulation, a value of the flux density and
of the distance is randomly assigned to each galaxy by assuming
a Gaussian distribution with a mean equal to the measured values
and σ equal to the quoted errors. The rest-frame luminosities, the
completeness correction factors and the maximum volumes are re-
estimated from the simulated fluxes and distances. The luminosity
function is then derived using equation (5) considering only those
objects with simulated flux density brighter than the adopted flux
limit. Finally, the mean value of the simulated luminosity functions
in each bin is taken as the estimate of the luminosity function in that
bin and the rms of the distribution is taken as the uncertainty. The
luminosity function estimated with the 1/Vmax method is shown
in Fig. 10 and tabulated in Table 5. In a flux-limited survey the
faintest luminosities are undersampled and, as a consequence, the
luminosity function derived from the bootstrap method exhibits an
artificial turn-off at faint luminosities. Therefore we have adopted,
in our analysis, a minimum luminosity, Lmin, corresponding to that
of a source located 4 Mpc away from us and whose flux density is
equal to the adopted flux density limit. This choice avoids the ap-
pearance of the turn-off. For similar reasons we excluded from the
estimated luminosity function simulated luminosities higher than
the maximum observed luminosity in the flux-limited sample. The
adopted minimum and maximum luminosities are indicated by the
vertical dotted lines in Figs 10–12.
The 1/Vmax estimator assumes a uniform spatial distribution of
sources. In general this is not the case, and the effect of large-scale
structures may not average away, particularly when the sampled
volume is relatively small. In order to check if the distribution of
the sources within each luminosity bin is consistent with uniformity,
a V/Vmax test was performed. In practice for each object within a
given luminosity bin we computed the ratio between the comov-
ing volume up to the source position, Vi, and the corresponding
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Table 5. Local luminosity function at 857 GHz (350µm), 545 GHz (550µm), 353 GHz (850µm) and 217 GHz
(1382µm) measured via the 1/Vmax method, in units of Mpc−3dex−1. Luminosities are in units of W Hz−1.
log(L857) log(φ857) log(L545) log(φ545) log(L353) log(φ353) log(L217) log(φ217)
22.02 −1.32+0.18−0.32 21.63 −1.29+0.18−0.31 21.32 −1.37+0.19−0.33 21.09 −1.52+0.21−0.44
22.32 −1.55+0.14−0.21 21.93 −1.47+0.14−0.20 21.62 −1.62+0.15−0.24 21.39 −1.85+0.17−0.29
22.62 −1.75+0.12−0.17 22.23 −1.73+0.12−0.16 21.92 −1.89+0.13−0.19 21.69 −2.07+0.15−0.23
22.92 −1.94+0.08−0.10 22.53 −1.95+0.08−0.10 22.22 −2.03+0.09−0.11 21.99 −2.42+0.13−0.18
23.22 −1.99+0.06−0.06 22.83 −2.02+0.06−0.06 22.52 −2.25+0.07−0.08 22.29 −2.99+0.16−0.24
23.52 −2.24+0.04−0.05 23.13 −2.32+0.05−0.06 22.82 −2.75+0.08−0.09
23.82 −2.71+0.04−0.05 23.43 −2.86+0.06−0.06 22.12 −3.66+0.13−0.19
24.12 −3.37+0.06−0.07 23.73 −3.68+0.09−0.11 23.42 −4.76+0.24−0.58
24.42 −4.17+0.09−0.11 24.03 −4.60+0.14−0.20 23.72 −5.79+0.37−5.00
24.72 −5.22+0.18−0.31 24.33 −5.74+0.27−0.92
Figure 11. V/Vmax test at 857 GHz (350µm), 545 GHz (550µm), 353 GHz (850µm) and 217 GHz (1382µm) for the flux-limited samples used to measure
the luminosity function. The red dots, with error bars, are the mean V/Vmax values for various luminosity bins while the orange error bar, here arbitrarily placed
at a luminosity of 1026 W Hz−1, represents the ±1σ uncertainty on the V/Vmax value for the whole sample. The vertical dotted lines have the same meaning
as in Fig. 10.
maximum accessible volume Vmax, i. For a uniform distribution
〈V /Vmax〉 = 0.5 ± 1/
√
12 N , where N is the number of sources
in the bin. In order to account for the uncertainties in both flux
density and distance measurements, the V/Vmax values have been
computed for each of the simulated samples used to estimate the
luminosity function and then averaged for each luminosity bin. The
results are shown in Fig. 11. In each panel, the orange error bar, ar-
bitrarily placed at a luminosity of 1026 W Hz−1, represents the ±1σ
uncertainty on the 〈V/Vmax〉 value for the whole sample. The lat-
ter is consistent with 0.5 for all the four samples, although some
small deviations from 0.5 are observed in some luminosity bins at
857 GHz. We conclude that, within 2σ , the distribution of galax-
ies in our samples is consistent with being statistically uniform. In
fact, as Planck covers most of the sky, local inhomogeneities are
significantly diluted.
3.2 Parametric maximum likelihood method
A way to overcome the issue of large-scale structure is to use max-
imum likelihood techniques, which can be either parametric or
non-parametric (e.g. Sandage, Tammann & Yahil 1979; Efstathiou,
Ellis & Peterson 1988; Saunders et al. 1990). The main assump-
tion behind these methods is that the relative densities of galaxies
of different luminosities are everywhere the same, and the normal-
ization of the luminosity function is a local measure of density. In
practice this means that the observed luminosity function can be
expressed as the product of a universal luminosity function, inde-
pendent of position, and a position-dependent term that accounts
for local inhomogeneities (Yahil, Sandage & Tammann 1980; Yahil
et al. 1991).
In this work we only implemented the parametric method
(Sandage et al. 1979, STY method hereafter), which has the advan-
tage, compared with the non-parametric approach, that no binning
of the data is required. However an analytic form of the luminosity
function must be assumed. We adopt a double power-law functional
form:
φ(L|N ′, L, α, β) = N ′
[(
L
L
)α
+
(
L
L
)β]−1
, (8)
as it provides a good fit to the local luminosity function of IRAS-
selected galaxies (Serjeant & Harrison 2005). The double power
law has four free parameters in total: the normalization factor, N′,
the faint end slope, α, the bright end slope, β, and the characteristic
luminosity, L, at which the transition from the two slopes occurs.
For a given set of values of the free parameters, the probability
that a source is observed with rest-frame luminosity Li, and with an
effective redshift zeff, i (i.e. the redshift that the source would have
at the distance di if peculiar motions were negligible) is thus given
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Figure 12. Local luminosity functions at 857 GHz (350µm), 545 GHz (550µm) and 353 GHz (850µm) derived using the maximum likelihood parametric
method (orange curve) compared with that measured via the 1/Vmax method (red dots with error bars). The grey shaded regions correspond to the 68 per cent
confidence interval for the parametric estimate. The predictions by Serjeant & Harrison (2005) are also shown for comparison (dashed curve). The meaning of
the vertical dotted lines is the same as in Fig. 10.
by
pi = 1
˜N
φ(Li |N ′, L, α, β) dVcdz d (zeff,i)  (9)
where dVc is the comoving volume element and Lmin, i is the mini-
mum luminosity that can be observed at the distance and the redshift
of the ith source, given the flux limit of the sample, i.e.
Lmin,i = 4πd
2
i Flim
(1 + zi)k(zi) . (10)
˜N is the total number of objects with L ≥ Lmin, i and F ≥ Flim given
the model luminosity function
˜N = 
∫ zmax
zmin
dz
dVc
dz d
(z)
∫ ∞
Lmin
d logLφ(L|N ′, L, α, β), (11)
where Lmin = max[logLmin,i, logLlim(z)], and Llim(z) is the lumi-
nosity corresponding to the flux density limit at redshift z, while
zmin and zmax are the minimum and the maximum redshifts observed
in the flux-/luminosity-limited sample.
The probability defined by equation (9) is independent of the
normalization N′ as the latter cancels out in the ratio between
the differential and cumulative luminosity functions. This is what
makes the maximum likelihood approach independent of local in-
homogeneities under the assumption of a universal luminosity func-
tion. The probability of observing N objects with luminosities {L1,
L2, . . . , LN}, with redshifts {z1, z2, . . . , zN} and with physical dis-
tances {d1, d2, ..., dN} is
P =
˜NNe− ˜N
N !
N∏
i=1
pi (12)
where we have assumed that the number of detected sources follows
a Poisson distribution with expectation value equal to ˜N defined by
equation (11). In order to account for the incompleteness in our
samples we follow Patel et al. (2012) by replacing the total number
of objects (N) with∑wi and introducing a weighting term, wi/〈w〉
(〈w〉 being the average weight) as an exponent of the individual
source likelihoods, such that
P ∝ ˜N
∑
wi
e− ˜N
N∏
i=1
p
wi〈w〉
i . (13)
By maximizing the probability P (i.e. the likelihood of the sample)
one obtains the set of values of N′, L,α andβ that make the observed
data set the ‘most probable’ one. Following the same bootstrap
resampling method used to measure the luminosity function via
the 1/Vmax method, we have estimated the maximum likelihood
values of the free parameters for each of the simulated samples.
The derived luminosity functions and their uncertainties are shown
in Fig. 12. They are fully consistent with those derived from the
1/Vmax method. We have checked that the consistency with the
1/Vmax results is maintained even if we use a power-law/Gaussian
analytic model5 for the luminosity function, like the one suggested
by Saunders et al. (1990),
φ(L|N ′, L, α, σ ) = N ′
(
L
L
)α
exp
[
− 1
2σ 2
log2
(
1 + L
L
)]
.
(14)
The agreement between the two estimates further supports the con-
clusion that inhomogeneities associated with large-scale structure
in the local Universe are not an issue in our analysis. Besides,
overdensities associated with galaxy clusters in the local Uni-
verse are less pronounced in far-infrared/sub-mm surveys than in
optical/near-infrared surveys. In fact such regions, especially their
dense core, are dominated by ellipticals which have relatively low
dust emission. The maximum likelihood values of the parameters
and their 68 per cent confidence intervals, derived from the distri-
bution of values produced by the bootstrap, are given in Table 6
for the three higher frequencies (857, 545 and 353 GHz). As il-
lustrated by Fig. 12 the luminosity range covered by the 217 GHz
sample is too small to allow a reliable estimate of the slopes α
and β.
As a sanity check, we use equation (6) of Planck Collaboration
VII (2012) to derive the normalization of the Euclidean plateau
of the number counts from the estimated luminosity function and
compare it with the values quoted in Section 2.3. The results,
based on the best-fitting parameters listed in Table 6, are 509,
109 and 14 Jy1.5 sr−1 at 857, 545 and 353 GHz, respectively, in
excellent agreement with those derived from the observed number
counts.
5 In this model the luminosity function behaves as a power law for L L
and as a Gaussian in log L for L > >L.
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Table 6. Parameters of the maximum likelihood luminosity functions (equation 8) at 857 GHz (350µm), 545 GHz
(550µm), 353 GHz (850µm). At 217 GHz (1382µm) the very limited statistic does not allow us to derive any meaningful
constraint on the model parameters. The quoted errors correspond to the 68 per cent confidence intervals.
Band Band log [N′(Mpc−3)] log [L(W Hz−1)] α β
(GHz) (µm)
857 350 −2.28+0.16−0.20 23.76+0.13−0.11 0.54+0.13−0.17 3.03+0.33−0.23
545 550 −2.30+0.18−0.50 23.33+0.26−0.12 0.61+0.27−0.17 3.43+2.5−0.31
353 850 −2.54+0.38−0.56 22.88+0.25−0.20 0.80+0.38−0.33 4.76+2.40−1.29
4 C OMPARISON W ITH EARLIER ESTIMATES
4.1 Comparison with Dunne et al. (2000)
and Serjeant & Harrison (2005)
Dunne et al. (2000) have carried out a follow-up program at 850 μm
with SCUBA – the SLUGS – of a sample of galaxies selected from
the IRAS Bright Galaxy Sample (BGS; Soifer et al. 1989). The
BGS is complete to a 60 μm flux limit of 5.24 Jy at |b| > 30◦ and
δ >−30◦. The SLUGS sample includes all BGS galaxies with decli-
nation in the range −10◦ < δ < 50◦ and with velocities above vmin =
1900 km s−1 (corresponding to a minimum redshift zmin =wmin/c =
0.0063). The minimum velocity is chosen to exclude those galaxies
whose angular size exceeds the SCUBA field of view (∼2 arcmin).
In Fig. 13 we compare the distribution of source distances in the
SLUGS sample with that of the Planck flux-/luminosity-limited
sample from which the luminosity function has been measured.
The peak observed around 17 Mpc is partially due to the Virgo
cluster. However we have checked that the estimated luminosity
functions do not change significantly if the region associated with
the Virgo Cluster is masked off.
The overlap between the Planck and the SLUGS samples is poor
(only five galaxies are in common) mainly because of the low-z cut
adopted by Dunne et al. (2000). The luminosity function derived by
Figure 13. Distribution of source (physical) distances in the SLUGS sample
(blue histogram) and in the Planck flux-limited sample used to measure the
luminosity function (red histogram). The value of the redshift corresponding
to a given distance (effective redshift, see text) is shown in the upper x-axis.
the latter authors is shown by the blue squares in Fig. 10. It agrees
with the Planck measurements for L353 GHz  1023 W Hz−1 but lies
significantly below them at fainter luminosities. A likely explana-
tion of the difference is the bias against cold dusty galaxies implicit
in the SLUGS sample. In fact, the selection at 60 μm combined
with the imposed minimum redshift tends to favour galaxies with
relatively bright infrared luminosities which usually have warmer
SEDs (e.g. Smith et al. 2011). This bias has been demonstrated by
Vlahakis et al. (2005) and, more recently, by Planck Collaboration
XVI (2011) who have performed a detailed analysis of the SED
properties of a sample of low-redshift galaxies extracted from the
ERCSC. We confirm those results by comparing the sub-mm/far-
infrared colours of the SLUGS sample with those of the Planck
sources used to derive the luminosity function at 850 μm. The re-
sults are shown in Fig. 14 together with the track of a grey-body with
dust emissivity index β = 1.3 and temperatures ranging from 20 to
50 K (in steps of 5 K). The SLUGS sample has higher dust temper-
atures than the 850 μm Planck-selected sample, and the difference
is more pronounced for galaxies with lower 850 μm luminosities
(yellow dots).
Serjeant & Harrison (2005) have gone one step further and de-
rived the local luminosity function of galaxies at many wavelengths
from 70 μm to 850 μm by modelling the SEDs of all 15411 galaxies
Figure 14. Sub-mm/far-infrared colour–colour plane for the 353 GHz
(850µm) selected Planck sources with completeness above 80 per cent and
with luminosity <1022.8 W Hz−1 (red dots) or >1022.8 W Hz−1 (yellow
dots). The stars represent the mean values. The SLUGS sample (Dunne
et al. 2000; blue triangles) is shown for comparison. The solid line is the
track for a grey-body with dust emissivity index β = 1.3 and temperatures
ranging from 20 to 50 K in steps of 0.5 K.
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from the redshift survey of the IRAS Point Source Catalogue (PSCz;
Saunders et al. 2000). The PSCz survey covers 84 per cent of the
sky to a depth of 0.6 Jy at 60 μm and has a median redshift of
8400 km s−1 (i.e. z = 0.028). Starting from the IRAS measurements
at 60 and 100 μm, Serjeant & Harrison have exploited the strong
correlation observed in the SLUGS between the far-infrared lumi-
nosity and the sub-mm/far-infrared colour to predict the sub-mm
fluxes of each of the PSCz galaxies. As stated by the authors, these
predictions are sufficient to define the sub-mm fluxes to within a
factor of 2. The Serjeant & Harrison results at Planck wavelengths
are shown by the dashed curves in Figs 6 and 7 for the number
counts and in Figs 10 and 12 for the luminosity functions. Not
surprisingly, since again we are dealing with an IRAS-selected sam-
ple, the agreement is good at high luminosities but Planck-based
estimates are higher below the characteristic luminosity L.
4.2 Comparison with Vlahakis et al. (2005)
To check whether the IRAS selection misses populations of sub-
millimetre emitting galaxies Vlahakis et al. (2005) observed with
SCUBA a sample of 81 galaxies selected from the Center for As-
trophysics (CfA) optical redshift survey (Huchra et al. 1983). They
found that the ratios of the mass of cold dust to the mass of warm
dust for these galaxies is much higher than for the SLUGS galaxies,
thus demonstrating that the SLUGS was missing a significant pop-
ulation of galaxies characterized by large proportions of cold dust.
In fact, the 850 μm luminosity function derived by Vlahakis et al.
is higher than the one derived from the SLUGS.
The green dots in the 850 μm panel of Fig. 10 show the luminosity
function of Vlahakis et al. obtained with the method of Serjeant &
Harrison, but using sub-mm/far-IR colour relations re-calibrated on
the SLUGS and the optically selected samples together.6 The result
is in better agreement with the ERCSC luminosity function, and,
as expected, the sub-mm/far-infrared colours of the Vlahakis et al.
sample are consistent with those of the 850 μm Planck-selected
sample, as shown in Fig. 15.
4.3 Comparison with Vaccari et al. (2010)
Vaccari et al. (2010) have estimated the local luminosity functions
of galaxies selected at 250, 350 and 500 μm in the Lockman Hole
and Extragalactic First Look Survey (XFLS) fields (14.7 deg2) ob-
served during the Herschel Science Demonstration Phase (SDP) of
HerMES (the Herschel Multi-tiered Extragalactic Survey; Oliver
et al. 2012). Their samples cover the redshift range 0 < z < 0.2 and
comprise 210 sources at 350 μm and 45 sources at 500 μm; at both
wavelengths they have spectroscopic redshifts for 85 per cent of
their sources.
We have converted to 545 GHz (550 μm) their 500 μm luminosity
function by assuming α = 2.7, as this is the mean value of the
sub-mm spectral index found from the analysis of the SED of local
galaxies in the Planck sample (Clemens et al., in preparation). Their
results, shown by the blue triangles in Fig. 10, generally agree,
within the uncertainties, with ours, even though Vaccari et al. did
not take into account any evolutionary correction, while significant
6 The 850µm luminosity function derived by Vlahakis et al. using the
method of Serjeant & Harrison is in perfect agreement with that directly
measured from the optically selected sample alone. We decided to show the
former because it has a better statistic.
Figure 15. Sub-mm/far-infrared colour–colour plane for the 353 GHz
(850µm) selected Planck sources with completeness above 80 per cent (yel-
low dots) and for the sample of optically selected galaxies of Vlahakis et al.
(2005; blue triangles). The solid line is the same as in Fig. 14.
evolution between 0 < z < 0.1 and 0.1 < z < 0.2 was reported, at
250 μm, by Dye et al. (2010) and Dunne et al. (2011).
The estimates of the local (sub-)mm luminosity function pre-
sented here are the first derived from a complete all-sky (sub-)mm
selected sample of galaxies. Together with the estimates of the lumi-
nosity functions of higher redshifts galaxies produced by Herschel
(Eales et al. 2010b; Gruppioni et al. 2010; Lapi et al. 2011), they
will provide a critical constraint for any model of galaxy evolution.
5 C O N C L U S I O N S
The Planck ERCSC has provided the first samples of truly local
(distance  100 Mpc) galaxies blindly selected at (sub)-mm wave-
lengths, large enough to allow us to obtain accurate determinations
of the local luminosity function at 857, 545 and 353 GHz down to
luminosities one order of magnitude fainter than previous estimates
and well below the characteristic luminosity L. We have also ob-
tained the first estimate, albeit over a limited luminosity range, of
the local luminosity function of dusty galaxies at 217 GHz. To get
there several steps were necessary:
(i) identification of the ERCSC flux density measurement most
appropriate for our galaxies and application of suitable corrections,
(ii) separation of dusty sources from radio-loud AGNs,
(iii) removal of Galactic sources,
(iv) determination of the completeness limits at each frequency,
(v) correction of Planck fluxes for the contribution of CO lines.
Although spectroscopic redshifts are available for all galaxies in
our samples, they may not be good distance indicators because of
the potentially important contributions of peculiar motions. There-
fore we have used, as far as possible, redshift-independent distance
estimates that are available for most sources. The effect of local in-
homogeneities in the galaxy distribution was investigated by means
of the V/Vmax test in different luminosity bins. We also used, in
addition to the classical 1/Vmax estimator, a parametric maximum
likelihood estimator of the luminosity function, that is immune to
the effect of inhomogeneities.
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The derived luminosity functions are in good agreement, at high
luminosities, with those obtained using follow-up observations of
60 μm selected IRAS galaxies (Dunne et al. 2000; Serjeant &
Harrison 2005). Below the characteristic luminosity, L, however,
our estimates are significantly higher, due to the bias against cold,
generally low-luminosity galaxies, inherent in the SLUGS sample
and close the estimate by Vlahakis et al. (2005) based on SCUBA
follow-up of an optically selected sample. Our estimates are also
consistent with those by Vaccari et al. (2010) based on data from
the HerMES survey at 350 and 500 μm.
A detailed analysis of the astrophysical properties (such as star
formation rates, dust masses, dust temperatures, infrared luminosity
function, etc.) of the galaxies used here to derive the local sub-
mm luminosity function will be presented in a forthcoming paper
(Clemens et al., in preparation).
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