We describe a newly developed parallel three-dimensional semiconductor device simulator. The program utilizes the message passing architecture and has been developed on a network of workstations. Two iterative algorithms to solve the nonlinear semiconductor device equations are presented. The algorithms are tested by simulating a three-dimensional MOSFET structure. A near-ideal speedup for the distributed algorithms has been obtained for Poisson's equation.
INTRODUCTION
In device simulation, certain physical phenomena cannot be modeled accurately in a two-dimensional domain. However, a three-dimensional device simulation generally requires significant computation time and memory storage. Parallel processing makes it possible to tackle such large-scale problems. In [1] and [2] , stationary iterative method such as GaussSeidel and Successive Over Relaxation (SOR) were used to solve the linear equations. These methods are easy to understand and paralleize. However, they are computationally less effective in solving nonsymmetric linear systems when compared to nonstationary iterative methods such as Conjugate Gradient Squared (CGS) and Generalized Minimum Residual. In [3] and [4] , various massively parallel algorithms E-mail: ieong@"khushi.ecs.umass.edu # E-mail: ttang@ecs.umass.edu 123 using direct and nonstationary iterative methods have been developed. On the other hand, the coarse grain parallelism using a network of high performance workstations has attracted more and more attention recently because of its higher performance-to-cost ratio. Coughran et al. [5] have reported some preliminary results using the domain decomposition method on a network of workstations connected via a highspeed network interface. In this work, we study the performance of a similar coarse grained parallelism for three-dimensional device simulations but using an ordinary Ethernet cluster of DEC-stations. Because of differences in network latency, new parallelization strategy must be devised for the overall optimum performance. Two iterative algorithms based on domain decompositon have been studied and their performances are reported here.
GOVERNING EQUATIONS AND DISCRETIZATION
A commonly adopted set of scaled semiconductor equations, with the drift-diffusion approximation and in the steady state, takes the following form [6] )2V2 n p C.
(1) V',In= G, (2) J,, -npnVUg + DnVn, (3) where, 1/, n, p, C, Jn, G, btn and D n are the scaled electrostatic potential, electron concentration, hole concentration, total doping density, electron current density, total generation and recombination rate, electron mobility and electron diffusivity, respectively. The continuity equation is discretized on a threedimensional nonuniform rectangular (tensor product) grid using the control-volume and Scharfetter-Gummel [7] methods.
SOLUTION METHODS
Due to the memory constraint, the Gummel decoupled method [8] in which the Poisson and continuity equations are solved iteratively, is more appropriate for three-dimensional problems. The parallelization is based on the Domain Decomposition approach which partitions the domain of physical problem into a number of smaller subdomains. Since the subdomains can be handled independently, such methods are very attractive for coarse-grain parallel computers. Domain decomposition methods can be classified as either overlapping (also called Schwarz) or nonoverlapping methods [9] . The overlapping methods may be viewed as generalizations of block Jacobi (also called additive Schwarz) and block Gauss-Seidel (also_called multiplicative Schwarz) methods. The block Jacobi method provides a higher parallelism and has been implemented in our program. In each subdomain, we need to solve the Poisson and continuity equations. The homogeneous Dirichlet boundary conditions are imposed on the artificial boundaries and original boundary conditions are imposed on the true boundary. In general, these equations are nonlinear and a number of iterative techniques can be used to solve these nonlinear equations. The commonly used algorithm is the Newton-Raphson method [6] which linearlizes the system of nonlinear equations to obtain a Jacobian matrix. The associated Jacobian matrix is then solved by a linear solver to give a correction vector for the variables. This algorithm is quite effective but the main drawback is the extra memory requirement for the large Jacobian matrix.
An alternative way is to solve each of the nonlinear equations explicitly using a fixed point method 10], thereby avoiding the generation of a large Jacobian matrix. This algorithm also has an advantage of being easily parallelized.
Two iterative algorithms for the solution of nonlinear equations in each subdomain have been implemented. The first is the Newton-Raphson method and the linear system is solved by the Bi-CGSTAB [11] algorithm with ILU preconditioner. The global problem is solved by the block Jacobi method. We refer this algorithm as the Jacobi Bi-CGSTAB (JBi-CGSTAB) method. The second one solves the local problem by a nonlinear Gauss-Seidel with red-black ordering while the global problem is also solved by the block Jacobi algorithm. This scheme is refered to as the Jacobi nonlinear Gauss-Seidel (JNG-S) The bias condition is Vg 2.0 volts and all the other terminals are grounded. Table and Table 2 , respectively, show the performance of the JBi-CGSTAB and JNG-S algorithms. As mentioned earlier, the JBi-CGSTAB algorithm requires more memory to store the Jacobian matrix. Also, the size of problem that can be solved by a single workstation without extensive memory swapping is limited by the size of the main memory of the local machine. These are indicated by a "*" in Table 1 . The cluster is simultaneously shared by other users and some fluctuation in the performance has been observed. Yet, we have obtained a near ideal speedup when the network is only lightly loaded. [5] , [14] . This approach is currently being investigated. Another advantage of the networked computing is that very large problems that cannot be handled by a single workstation previously can now be solved in a relatively short time. Although the project is still in its preliminary stage, we see the distributed computing by worksation clusters, even with relatively slow network interface, as an attractive alternative for cost-effective multi-dimensional semiconductor device simulations.
