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PERMUTATION TESTS OF NON-EXCHANGEABLE NULL
MODELS
JEFFREY ROACH AND WILLIAM VALDAR
Abstract. Generalizations to the permutation test are introduced to allow
for situations in which the null model is not exchangeable. It is shown that the
generalized permutation tests are exact, and a partial converse: that any test
function that is exact on all probability densities coincides with a generalized
permutation test on a particular region, is established. A most powerful gener-
alized permutation test is derived in closed form. Approximations to the most
powerful generalized permutation test are proposed to reduce the computa-
tional burden required to compute the complete test. In particular, an explicit
form for the approximate test is derived in terms of a multinomial Bernstein
polynomial approximation, and its convergence to the most powerful general-
ized permutation test is demonstrated. In the case where the determination
of p-values is of greater interest than testing of hypotheses, two approaches to
estimation of significance are analyzed. Bounds on the deviation from signif-
icance of the exact most powerful test are given in terms of sample size. For
both estimators, as sample size approaches infinity, the estimator converges to
the significance of the most powerful generalized permutation test under mild
conditions. Applications of generalized permutation testing to linear mixed
models are provided.
1. Introduction and Preliminaries
1.1. Introduction. The permutation test is an intuitive and popular method for
estimating the level of significance of a statistic under an exchangeable null model.
The fact that exchangeability of the observations is the only constraint imposed
under the null is a key source of its persistent appeal. Parametric alternatives such
as the likelihood ratio test, by contrast, rely on specifying a sampling density that
may be conditionally exchangeable but that also imposes probabilistic constraints
on the conditional distribution of the observations. These distributional constraints
are not always reasonable. Under some data settings, for example, exchangeable
null densities that are analytically convenient may nonetheless imply an intolerance
to outliers that is felt to be unrealistic and likely to produce significance tests that
are anti-conservative.
The origins of the permutation methods are found in the work of Fisher, R. A.
(1935) and Pitman, E. J. G. (1937) in formulations of exact tests of significance
where the underlying model distribution is of unspecified form. It was demonstrated
by Scheffe´, H. (1943) that for a large class of problems, permutation methods of
Fisher and Pitman are necessary conditions in defining exact tests of significance.
At the time that permutation tests were introduced, the amount of computation
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required to perform these tests greatly limited their application, despite theoretical
results suggesting their power and effectiveness. Results of Welch, B. L. (1937) and
Hoeffding, W. (1952) show that permutation methods can achieve power approach-
ing that obtained in parametric approaches. Furthermore results of Wald, A. & Wolfowitz, J.
(1944) and Hoeffding, W. (1951) establish limiting distributions of statistics derived
from permutation methods.
With the advent and near ubiquity of high-speed digital computers, however, the
amount of computation required has become far less of a concern. Indeed, the in-
tuitive appeal of permutation tests, in particular the fact that only exchangeability
need be specified as opposed to a complete parametric form, has led to applications
of permutation methods when other methods may be more appropriate.
The specialization of permutation methods appropriate for specific conditions
where exchangeability under the null is not a reasonable assumption have been de-
veloped by a number of authors. In particular, Schmoyer, R. L. (1994) considers the
case where permutations are applied to the residuals of certain linear models where
it is shown that test statistics for these models are asymptotically normal. General-
ized linear mixed-models are considered in Fitzmaurice, G. M., Lisitz, S. R., & Ibrahim, J. G.
(2007) and Lee, O. E. & Braun, T. M. (2012). Anderson, M. J. & Robinson, J. (2001)
and Anderson, M. J. & Ter Braak, C. J. F. (2003) consider modifications to per-
mutation methods for partial tests in multiple linear regression and multi-factorial
ANOVA, respectively. These works investigate both the restriction of permutations
to exchangeable sub-groupings and application of permutations to units other than
the raw observations, such as the residuals.
In this communication the permutation test construction is generalized allowing
for non-exchangeability in the null model. The first section concludes with mathe-
matical preliminaries and a brief review of results in the case where the null model
is assumed to be exchangeable. The second section defines a generalized permuta-
tion test for a given non-exchangeable null model. These generalized permutation
tests reduce to the traditional permutation test in the specialized case where the
null model is exchangeable. It is shown that the generalized permutation tests are
exact and conversely that any test that is exact for all probability distributions co-
incides in large part to a generalized permutation test. The section continues with
a construction of the most powerful generalized permutation test by reducing to
a canonical problem in linear optimization. Connections with most powerful tests
characterized by the Neyman-Pearson lemma are discussed briefly. In the follow-
ing section generalized permutation test analysis applied to linear mixed models is
considered.
As in the case of the permutation test for exchangeable null models, the amount
of computation required to perform the test can be considerable. Therefore approx-
imate tests are of fundamental interest. The third section considers approximation
of the most powerful generalized permutation test, and relates multinomial general-
izations of Bernstein polynomial approximations to a Monte Carlo approximation.
It is shown that this approximation converges to the most powerful generalized per-
mutation test as the number of permutations sampled with replacement approaches
infinity when the permutations are sampled uniformly.
In practice, formal hypothesis testing may be of less interest than significance
testing, i.e. the estimation of p-values. In the final section, the most powerful
generalized permutation test is reformulated in terms of an estimate of p-values.
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Again, approximation approaches are central to practical application. Two schemes
are given: a direct approach and an indirect approach. In the direct approach
permutations are sampled with replacement such that each permutation is equally
likely to be selected. Its contribution to the estimator, however, differs based on
the relative likelihood of the null model for that permutation. Bounds in terms of
number of permutations sampled are given, and convergence to the p-value based
on the complete generalized permutation test is demonstrated.
The indirect approach introduces a more analytically tractable estimator than
that of the direct approach. Here permutations are sampled with replacement non-
uniformly. The contribution to the estimator, however, depends only on whether
the relative likelihood for that permutation is greater than that of the identify
permutation. Bounds in terms of the number of sampled permutations are estab-
lished and convergence as the number of sample permutations increases to infinity
is proven for the estimator derived from the indirect approach.
1.2. Preliminaries. To formalize the notion of applying a permutation to a vector
or a vector function, let pi be some permutation taken from the group of all permu-
tations Sn applied to the coordinate axes of R
n. The effect of pi on the vector x is
a reordering of the indices of the coordinates of x, i.e.:
pix = pi (x1, x2, . . . , xn) =
(
xpi(1), xpi(2), . . . , xpi(n)
)
for a particular x ∈ Rn.
The permutation of coordinates induces a natural decomposition of the space
R
n into a finite number of subsets. This decomposition is central to the analysis
of permutation tests. For a particular x ∈ Rn, consider the images of x under all
permutations of coordinates. If this set of images consists of n! distinct values, then
there exists exactly one permutation pi whose application will result in a vector
whose coordinates are in strictly ascending order. That is, there exists pi ∈ Sn
where pix is such that: xpi(1) < xpi(2) < . . . < xpi(n). Let T be the set of points in
R
n whose coordinates are in strictly ascending order, i.e.:
T = {x ∈ Rn : x1 < x2 < . . . < xn} .
Images of T under the action of distinct elements of Sn are disjoint; that is,
piiT ∩ pijT = ∅ for pii 6= pij .
Conversely let the set E be the set of points in Rn where two or more of the
coordinates are equal, i.e.:
E = {x ∈ Rn : xi = xj for some i 6= j} .
In terms of permutations, the set E consists of those points in Rn that are fixed by
two or more elements of Sn; that is,
E = {x ∈ Rn : x = piix for pii 6= 1} .
Geometrically, the points of E correspond to the edges between the images of T
under different permutations. Therefore, the space Rn is partitioned into a finite
number of subsets:
(1) Rn =
⋃
pi∈Sn
piT ∪ E
where piiT ∩ pijT = ∅ for pii 6= pij . Note that the set E has Lebesgue measure zero.
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An arbitrary subset Ω ⊆ Rn is said to be Sn-symmetric if it contains the image
under all permutations of every point in the subset; that is,
{pix : x ∈ Ω and pi ∈ Sn} ⊆ Ω.
Note that, from this definition, Rn is Sn-symmetric. Throughout this communica-
tion, we will assume the somewhat more general situation where the sample space,
Ω, is not necessarily Rn but someSn-symmetric and Lebesgue-measurable subset.
Let ΩT denote T ∩ Ω.
Permutation tests are defined to be test functions that satisfy a particular al-
gebraic relationship between points in the sample space and the images of those
points under permutation. In the case where a test function is not randomized and
therefore takes only the values 0 or 1, then a permutation test is a test function
where for a given point, the test function will take the value 1 for α of images of
that point under permutation and will take the value 0 for the remaining 1 − α
images under permutation. In the more general setting, allowing randomized test
functions, a permutation test is defined as follows:
Definition 1.1. For any α ∈ [0, 1], a function ϕ : Ω→ [0, 1] satisfying the property:
1
n!
∑
pi∈Sn
ϕ (pix) = α a.e.
is said to be a permutation test at significance level α.
Of particular interest in the study of permutation tests are functions that remain
unchanged by the application of all permutations. Such functions are said to be
exchangeable:
Definition 1.2. A function f : Ω→ R is said to be exchangeable if f (pix) = f (x)
for all pi ∈ Sn and all x ∈ Ω. That is, for all x ∈ Ω, f takes the same value for all
permutations of x.
Exchangeable functions enjoy a number of properties related to the invariance
under permutation of coordinate axes. In particular:
Lemma 1.3. For g0 : R
n → R exchangeable and Lebesgue-measurable:
a) For any Lebesgue-measurable set G ⊆ Rn and permutation pi ∈ Sn:∫
piG
g0 dµ =
∫
G
g0 dµ.
Additionally for Sn-symmetric and Lebesgue measurable Ω:
b) For g0 : Ω→ R: ∫
Ω
g0 dµ = n!
∫
ΩT
g0 dµ.
c) For ϕ a permutation test at significance level α:∫
Ω
g0ϕdµ = αn!
∫
ΩT
g0 dµ.
Proof. Statement a) follows from a change of variables applied to g0 exchangeable:∫
piG
g0 dµ =
∫
G
g0 (pix) dµ (x) =
∫
G
g0 dµ
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since the Jacobian of the linear operation corresponding to the permutation pi has
absolute value one.
Statement b) follows from the application of a) to the decomposition (1):∫
Ω
g0 dµ =
∑
pi∈Sn
∫
piΩT
g0 dµ = n!
∫
ΩT
g0 dµ.
Statement c) follows from b) and the exchangeability of g0:∫
Ω
g0ϕdµ =
∑
pi∈Sn
∫
piΩT
g0ϕdµ
=
∑
pi∈Sn
∫
ΩT
g0 (pix)ϕ (pix) dµ (x)
=
∫
ΩT
g0 (x)
∑
pi∈Sn
ϕ (pix) dµ (x)
= αn!
∫
ΩT
g0 dµ
as required. 
In the case where g0 represents a probability density, then part c) of the theorem
can be interpreted as the statement that the permutation test ϕ is exact:
Corollary 1.4 (Scheffe´). If ϕ is a permutation test at significance level α and g0
is an exchangeable probability density, then∫
Ω
g0ϕdµ = α
i.e. ϕ is exact (Lehmann, E. L. & Romano, J. P. (2010), Theorem 5.8.1), (Scheffe´, H.
(1943), Theorem 2).
2. Generalized Permutation Test Functions
2.1. Definition of Generalized Permutation Test Functions and Exact-
ness. The exactness of permutation tests on exchangeable probability distributions
provides the impetus for the definition of generalized permutation tests. Ultimately
it will be shown that a generalized permutation test is exact on arbitrary probabil-
ity densities. The definition of the generalized permutation test is given in terms
of a particular exchangeable function, hg0 . Let hg0 , or h where it is clear from
context, denote the exchangeable function:
hg0 (x) =
1
n!
∑
pi∈Sn
g0 (pix) .
for g0 an arbitrary real-valued function of Ω.
Note that on symmetric sets, g0 and h satisfy the following elementary properties:
Lemma 2.1. Let Ω be a symmetric, measurable set. Then for g0 : Ω→ R positive
and measurable:
a) ∫
Ω
g0 dµ =
∫
Ω
h dµ.
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b) If there exists a subset of Ω of non-zero measure where h > 0, then there
exists a subset of Ω of non-zero measure where g0 > 0.
The definition of a generalized permutation test function with respect to any
arbitrary positive real-valued function g0 is then:
Definition 2.2. For α ∈ [0, 1], g0 : Ω → R, and hg0 (x) =
1
n!
∑
pi∈Sn
g0 (pix)
non-zero; a function ϕ : Ω→ [0, 1] satisfying the property:
1
n!
∑
pi∈Sn
g0 (pix)
h (x)
ϕ (pix) = α a.e.
is said to be a generalized permutation test at significance level α with respect to
g0.
Lemma 1.3 for exchangeable, positive real-valued functions, has the following
generalization in the non-exchangeable case:
Lemma 2.3. For g0 : Ω→ R and ϕ a generalized permutation test of significance
α: ∫
Ω
g0ϕdµ = αn!
∫
ΩT
h dµ
where hg0 (x) =
1
n!
∑
pi∈Sn
g0 (pix) non-zero a.e.
Proof. Following the decomposition (1):∫
Ω
g0ϕdµ =
∑
pi∈Sn
∫
piΩT
g0ϕdµ
=
∑
pi∈Sn
∫
ΩT
g0 (pix)ϕ (pix) dµ (x) .
Introducing h: ∫
Ω
g0ϕdµ =
∑
pi∈Sn
∫
ΩT
h (x)
g0 (pix)
h (x)
ϕ (pix) dµ (x) .
By construction, h is exchangeable, therefore:∫
Ω
g0ϕdµ =
∫
ΩT
h (x)
∑
pi∈Sn
g0 (pix)
h (x)
ϕ (pix) dµ (x)
= αn!
∫
ΩT
h dµ
completing the proof. 
As in the exchangeable case, when the function g0 is taken to represent the prob-
ability density under the null hypothesis, the previous lemma can be interpreted in
terms of the statement that generalized permutation tests are exact.
Corollary 2.4. If ϕ is a generalized permutation test of significance α and g0 is a
probability density with non-zero hg0 a.e., then∫
Ω
g0ϕdµ = α;
i.e. ϕ is exact.
PERMUTATION TESTS OF NON-EXCHANGEABLE NULL MODELS 7
It is also interesting to note that in the case where the generalized permutation
test is defined with respect to a different density, the difference in bias is bounded
by the L1-distance between the two densities. In particular, where g is only known
approximately and the generalized permutation test is defined with respect to the
approximation g˜, then the difference in bias is bounded by the accuracy of the
approximation in terms of L1-distance.
Corollary 2.5. Let g and g˜ be probability densities where h˜ (x) = 1
n!
∑
pi∈Sn
g˜ (pix)
is non-zero a.e. If
1
n!
∑
pi∈Sn
g˜ (pix)
h˜ (x)
ϕ (pix) = α a.e.,
then: ∣∣∣∣
∫
Ω
gϕ dµ− α
∣∣∣∣ ≤
∫
Ω
|g − g˜| dµ;
i.e. the difference in bias is bounded by the L1-distance on g and g˜.
The next proposition shows that the definition of a generalized permutation test
is natural in the sense that any test that is exact for all absolutely continuous
probability distributions will be identical to a generalized permutation test on the
region where h is non-zero.
Proposition 2.6. Let ϕ : Ω→ [0, 1] be such that:
(2)
∫
Ω
gϕ dµ = α
for all probability densities g. Then, for h (x) = 1
n!
∑
pi∈Sn
g0 (pix):
1
n!
∑
pi∈Sn
g (pix)
h (x)
ϕ (pix) = α a.e.
where h (x) 6= 0.
Proof. For any given probability density g, let Ω′ be the subset of Ω where h (x) 6= 0,
i.e.:
Ω′ = {x ∈ Ω : h (x) 6= 0} .
Consider two symmetric subsets of Ω′:
Ω′+ =
{
x ∈ Ω′ :
∑
pi∈Sn
g (pix)
h (x)
ϕ (pix) > αn!
}
Ω′
−
=
{
x ∈ Ω′ :
∑
pi∈Sn
g (pix)
h (x)
ϕ (pix) < αn!
}
It will be shown that if a probability density g exists where µ
(
Ω′+
)
> 0 or µ
(
Ω′
−
)
>
0, then there exist probability densities g1 and g2 contradicting (2).
If µ
(
Ω′+
)
> 0, then ∫
Ω′
+
g dµ > 0
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by lemma 2.1. Therefore, where 1Ω′
+
is the indicator function of the set Ω′+, g1
defined by:
g1 =
1∫
Ω′
+
g dµ
1Ω′
+
g
is a probability density. Note that 1Ω′
+
is exchangeable due to the fact that Ω′+ is
symmetric. Consider
∫
Ω
g1ϕdµ:∫
Ω
g1ϕdµ =
∫
T
∑
pi∈Sn
g1 (pix)ϕ (pix) dµ (x)
=
∫
T
1Ω′
+
(x) h (x)∫
Ω′
+
g dµ
[ ∑
pi∈Sn
g (pix)
h (x)
ϕ (pix)
]
dµ (x)
> αn!
∫
Ω′
+
∩T
h dµ∫
Ω′
+
g dµ
.
Therefore, by lemma 1.3 and lemma 2.1, it follows from the observation that Ω′+ is
symmetric that ∫
Ω
g1ϕdµ > α
contradicting (2).
An analogous contradiction can be derived using the probability density g2 de-
fined:
g2 =
1∫
Ω′
−
g dµ
1Ω′
−
g
in the case where µ
(
Ω′
−
)
> 0. 
This result is a generalization to arbitrary probability densities of a result of
Scheffe´ (Scheffe´, H. (1943), Theorem 3) concerning permutation tests applied to
certain exchangeable probability distributions.
2.2. Power of Generalized Permutation Test Functions. The power of the
generalized permutation test can be maximized as follows. Following the decompo-
sition of Ω with respect to the symmetric group of permutations Sn, note that for
any positive function g : Ω→ R and ϕ : Ω→ [0, 1],∫
Ω
gϕ dµ =
∫
ΩT
( ∑
pi∈Sn
g (pix)ϕ (pix)
)
dµ (x) .
Therefore for ϕ1 and ϕ2 generalized permutation test functions:∑
pi∈Sn
g (pix)ϕ1 (pix) ≥
∑
pi∈Sn
g (pix)ϕ2 (pix) a.e.
implies ∫
Ω
gϕ1 dµ ≥
∫
Ω
gϕ2 dµ.
Consequently given null and alternative hypotheses represented by positive func-
tions g0 and g1 respectively, the most powerful generalized permutation test, ϕ, of
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significance α can be attained by selecting values for ϕ (x), x ∈ Ω, such that:∑
pi∈Sn
g1 (pix)ϕ (pix)
takes the maximum value subject to:∑
pi∈Sn
g0 (pix)
n!h (x)
ϕ (pix) ≤ α
for h (x) = 1
n!
∑
pi∈Sn
g0 (pix). This optimization is exactly the continuous knapsack
problem suggested by (Danzig, G. (1998), §26-1, p. 517; Martello, S & Toth, P.
(1990), §2.2, p. 16). In the continuous knapsack problem, for given two vectors of
dimension n, v ∈ Rn and w ∈ Rn, the goal is to maximize vTx subject to wTx ≤ α
for x ∈ [0, 1]n. A maximally powerful generalized permutation test is obtained by
solving the continuous knapsack problem for set of permutation images of x for all
x ∈ Ω.
Explicitly, given g0 and g1, define l (x) as follows:
l (x) =


g1(x)
g0(x)
if g0 (x) 6= 0
∞ if g0 (x) = 0 and g1 (x) 6= 0
0 if g0 (x) = 0 and g1 (x) = 0
for any x ∈ Ω. For any given ordering of Sn = {pi1, pi2, . . . , pin!}, let li (x) = l (piix).
In particular, for a given fixed x ∈ Ω, let {l1 (x) , l2 (x) , . . . , lD (x)} be the distinct
values of l (piix) for all pii ∈ Sn. Furthermore assume that Sn is ordered such that:
(3) l1 (x) > l2 (x) > l (x) = lr (x) > . . . > lD (x) .
Let Ci = {pi ∈ Sn : li (x)} be the classes of the partition of Sn with respect to the
ratio of g1 to g0 over all permutations of x ∈ Ω. Define:
(4) wi =
∑
pi∈Ci
g0 (pix)
n!h (x)
where h (x) = 1
n!
∑
pi∈Sn
g0 (pix). Note that unlike the likelihood ratios which are
decreasing by design, the sequence of wi is not necessarily monotonic.
Following the solution to the continuous knapsack problem, note that there exists
a unique integer d with 1 ≤ d ≤ D such that:
d−1∑
i=1
wi < α ≤
d∑
i=1
wi.
Therefore the most powerful generalized permutation test is defined on the permu-
tation images of x ∈ Ω by:
(5) ϕ (pix) =


1 if pi ∈ Ci for i < d
ϑ if pi ∈ Cd
0 if pi ∈ Ci for i > d
where ϑ =
(
α−
∑d−1
i=1 wi
)
/wd. Lee, O. E. & Braun, T. M. (2012) provide empir-
ical support for tests of this form.
Recalling that l (x) = lr (x) by assumption, (5) can be written in a more conve-
nient form. Denote by Ωr the subset of all x ∈ Ω that rank r-th in the set of all
permutation images with respect to the ratio of g1 to g0 i.e. satisfying (3). Then:
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Proposition 2.7. For x ∈ Ωr, the most powerful generalized permutation test is
given by:
ϕ (x) =


1 if
∑r
i=1 wi < α
ϑ if
∑r−1
i=1 wi < α ≤
∑r
i=1 wi
0 if
∑r−1
i=1 wi ≥ α
where ϑ =
(
α−
∑r−1
i=1 wi
)
/wr.
2.3. Most Powerful Generalized Permutation Tests and Most Powerful
Tests. In the case where g0 is exchangeable, the most powerful generalized permu-
tation test given by Proposition 2.7, specializes to the permutation test defined by
Lehmann, E. L. & Stein, C. (1949). It has been shown by Lehmann, E. L. & Stein, C.
(1949) that the permutation test is most powerful as a test of a non-exchangeable al-
ternative hypothesis g1 against a specific exchangeable null hypothesis constructed
from g1. Lehmann and Stein observe that for a non-exchangeable hypothesis g1,
the permutation test reduces to a likelihood ratio test of the hypothesis represented
by g1 against the composite hypothesis defined by a particular one-parameter fam-
ily of densities. Following from a generalization of the Neyman-Pearson lemma
proven in an earlier work of Lehmann, E. L. & Stein, C. (1948), a test is most
powerful as a test of a hypothesis corresponding to a density g1 against a hypoth-
esis corresponding to a one-parameter family of densities if it is most powerful as
a test of the hypothesis given by density g1 against the hypothesis given by the
density of the average over the parameter. In the case of the permutation test,
the average over the parameter in question, α, corresponds to hg1 . Therefore,
Lehmann, E. L. & Stein, C. (1949) show that the permutation test is most power-
ful at significance level α as a test of the non-exchangeable alternative hypothesis
g1 against the exchangeable null hypothesis constructed from hg1 .
Outside of the context considered in Lehmann and Stein, however, tests defined
by Proposition 2.7 are not necessarily most powerful against any null hypothesis,
even where the null hypothesis is exchangeable. Indeed, consider the following
example. Let f (x, y) denote the bivariate normal distribution with mean at the
origin and identity covariance. Let the null hypothesis g0 (x, y) be equal to f (x, y).
Let the alternative hypothesis g1 (x, y) be defined to be f (x, y − δ) for some δ > 0.
Clearly the null hypothesis is exchangeable, and, for δ > 0, the alternative hypothe-
sis is not. Following the Neyman-Pearson lemma Lehmann, E. L. & Romano, J. P.
(2010), Theorem 3.2.1, the most powerful test at significance level 12 rejects all
points with y > 0. Any permutation test at significance level 12 , however, must
satisfy Definition 1.1. Therefore the sum of the test function over all the permuta-
tion images must be one. In this simple case, the permutation images correspond
to pairs of points reflected through the x = y line. Therefore, the most powerful
test, where the sum of the test function over the permutation images is either zero
or two, cannot be achieved with a permutation test.
A criterion for when the most powerful generalized permutation test is, in fact,
most powerful is derived from the Neyman-Pearson lemma. Let D (x) denote the
number of distinct likelihood ratio g1 (pix) /g0 (pix) values in set of permutation
images of any given x ∈ Ω. Within each permutation image set there exists a d (x)
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with 1 ≤ d (x) ≤ D (x) such that:
d(x)−1∑
i=1
wi < α ≤
d(x)∑
i=1
wi
where the ordering of Sn follows (3) and wi is defined following (4) for any x ∈ Ω.
Let ld (x) be the value of the likelihood ratio associated to the d (x)-th permutation.
Then:
Proposition 2.8. The most powerful generalized permutation test is most powerful
if and only if ld (x) is constant for almost all x ∈ Ω.
3. Application of Generalized Permutation Tests to Linear Models
The results of the previous section provide the initial elements of a somewhat
more general theory of permutation testing; however, it is unrealistic to assume that
the densities of x under null and alternative hypotheses are fully specified. In fact,
if they were, then from the results of the previous section, a more direct course of
action would be through the application of the Neyman-Pearson theory. However,
the fundamental observation that only the order of the likelihood ratios obtained
from the permutations of the observed sample need be specified as opposed to their
exact values provides the basis for the next section. As such, the principle difficulty
in applying the generalized permutation test is determining the order by which the
likelihood ratios of the permutations of the observed samples should fall.
Consider the linear model:
(6) y = Xβ + ε
where y ∈ Rn, X ∈ Rn×1, β ∈ Rp, and e ∈ Rn. The vector of observations y
and the vector X are given, the value β is unknown and the random vector e is
assumed to be taken from a multivariate normal distribution with mean at the
origin and covariance given by a symmetric positive definite matrix. Initially we
will assume that this symmetric positive definite matrix is known under both the
null and alternative hypothesis.
Let the null hypothesis, H0, be that β = 0. Note that in this case, the density
of y is not necessarily exchangeable; however, with known Σ0, the relative weights
wi can be calculated. A particular form of the alternative hypothesis that β 6= 0
will be considered where y is multivariate normally distributed with mean Xβ and
known covarianceΣ1. Consider an alternative hypothesis where the unit vector u =
β/||β|| is specified, but the magnitude ||β|| is unknown. Note that this alternative
hypothesis is a modest generalization of either the p = 1 case where β ∈ R and
β > 0 or, in the case of p > 1, the alternative hypothesis that for some unique j,
βj > 0 and βi = 0 for all i 6= j.
The likelihood ratio at any given y is therefore:
l (y) =
f1 (y)
f0 (y)
=
√
|Σ0|
|Σ1|
exp
(
−
1
2
(y −Xβ)T Σ−11 (y −Xβ) + y
TΣ−10 y
)
Or equivalently:
l (y) = S (X,β,Σ0,Σ1) exp
(
βTXTΣ−11 y
)
exp
(
−
1
2
yT
(
Σ−11 −Σ
−1
0
)
y
)
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where S (X,β,Σ0,Σ1) is given by:
S (X,β,Σ0,Σ1) =
√
|Σ0|
|Σ1|
exp
(
−
1
2
βTXTΣ−11 Xβ
)
.
Introducing the generalized least squares estimate for β, βˆ (y,X,Σ1):
βˆ (y,X,Σ1) =
(
XTΣ−11 X
)−1
XTΣ−11 y
results in:
l (y) = S (X,β,Σ0,Σ1) exp (||β||V1 (y,X,Σ0,Σ1,u))V2 (y,Σ0,Σ1)
where:
V1 (y,X,Σ0,Σ1,u) = u
T
(
XTΣ−11 X
)
βˆ (y,X,Σ1) and
V2 (y,Σ0,Σ1) = exp
(
−
1
2
yT
[
Σ−11 −Σ
−1
0
]
y
)
.
Note that the function S (X,β,Σ0,Σ1) is not a function of y and is therefore
invariant of the action of pi ∈ Sn. Furthermore, both V1 (y,X,Σ0,Σ1,u) and
V2 (y,Σ0,Σ1) can be calculated from known or assumed values.
Two possible tests can be considered. If the covariance matrices under the null
and alternative hypotheses can be assumed to differ only slightly, or in fact be iden-
tical, then the order of the likelihood ratios over the permutations of the observed
sample will be determined by the order of the values of V1 (piy,X,Σ0,Σ1,u). Al-
ternatively, if the difference in covariance matrices can be assumed to dominate the
likelihood ratios over the permutations of the observed sample, then the order of
the values V2 (piy,Σ0,Σ1) can be assumed to determined the order of the likelihood
ratios.
Generalizing to the case where the covariance matrixΣ1 is completely unspecified
is limited by the observation that permutations can not used to distinguish between
likelihoods of different model specifications. That is to say, if y is distributed
following a multivariate normal distribution centered at Xβ with covariance Σ,
them piy will be distributed following a multivariate normal distribution centered
at ΠXβ with covariance ΠTΣΠ where Π is the usual matrix representation of the
permutation pi.
In the case where a reasonable (non-symmetric) priors for β and Σ are available,
then the marginal distributions of y, (O’Hagan, A. (1994), pages 188, 244):
mi (y) =
∫
gi (y|βi,Σi) gi (βi,Σi) dβi dΣi
where i = 0, 1 designates likelihood under null and alternative hypotheses respec-
tively, can be calculated for each permutation of the observed sample. The chain
of decreasing likelihood ratios (3) and weights (4) can be calculated and a permu-
tation test can be constructed according to Proposition 2.7. Note that in this case,
the chain of likelihood ratios (3) corresponds to the values of the Bayes factors.
In the case where no suitable priors are available, a reasonable approach is to
restrict the capacity of the linear model (6). Consider the case where Σ takes
the form σ2
(
A+ λ2I
)
for some know positive symmetric definite matrix A (c.f.
Visscher, P. M. & Goddard, M. E. (2015)). If σ20 and λ
2
0, the values of σ
2 and λ2
under the null hypothesis are assumed, then provided that some process exists to
approximate σ21 and λ
2
1, the values of σ
2 and λ2 under the alternative hypothesis,
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sufficiently closely that the ordering of the likelihood ratios over the permutations
of the observed sample (3) is preserved, then this approximation to σ21 and λ
2
1 can
be used in place of the unknown values of σ21 and λ
2
1 in the construction of the
generalized permutation test.
In the restricted context, for certain hypotheses, the generalized permutation
test can be constructed directly. Consider the case where X = 0 and Σ takes the
form σ2
(
A+ λ2I
)
as above. Assume that λ2 is known and identical under null
and alternative hypotheses. If σ20 and σ
2
1 denote the value of σ
2 under null and
alternative hypotheses respectively, then the likelihood ratio takes the form:
l (piy) =
(
σ0
σ1
)n
exp
(
σ21 − σ
2
0
2σ20σ
2
1
(piy)
T (
A+ λ2I
)−1
(piy)
)
.
Therefore, if the null hypothesis is the σ2 takes some nominal value σ20 and the
alternative hypothesis is that σ2 > σ20 , then the weights (4) can be calculated from
σ20 and the ordering of the likelihood ratios (3) under the permutations of the ob-
served samples can be determined from the ordering of (piy)
T (
A+ λ2I
)−1
(piy).
Conversely, the alternative hypothesis that σ2 < σ20 can be tested using the gener-
alized permutation test with the reverse ordering.
4. Approximate Generalized Permutation Tests
In the application of the generalized permutation test, the need to calculate n!
likelihood ratios poses a substantial practical obstacle. This section focuses on
the mathematical structure of approximate methods that sample with replacement
from the complete group of permutations Sn. The theory is developed with re-
spect to samples derived from an arbitrary discrete probability distribution on the
group of permutations. It is shown, in the case where each permutation, is equally
likely to be selected for the sample, that the approximation converges to the most
powerful generalized permutation test of the previous section. Since the group of
permutations is finite, albeit large, asymptotic results are of primarily of theoret-
ical interest. Nonetheless the bounds on the p-values estimated with respect to
finite samples in the subsequent section are based on the mathematical structure
developed in this section.
A direct Monte Carlo approximation approach to the generalized permutation
test is obtained by considering a sample with replacement from Sn instead of
the entire symmetric group. Let S be sample with replacement from Sn of size
s where the probability of selecting a particular permutation pi is given by ppi.
Analogous to (3), for a given fixed x ∈ Ω, let there be Dˆ distinct values of li (x) =
g1 (piix) /g0 (piix) for all pii ∈ S. Again assume that the permutations in S are
ordered such that:
(7) l1 (x) > l2 (x) > l (x) = lrˆ (x) > . . . > lDˆ (x) .
Let Cˆi = {pi ∈ S : g1 (piix) /g0 (piix) = li (x)} be the classes of the partition of S
with respect to the ratio of g1 to g0.
For fixed S, a suitable approximation to ϕ is obtained by redefining the null
hypothesis weights (4) with respect to S. Let the integer vector k =
(
k1, k2, . . . , kDˆ
)
represent the number of permutations, ki, from Cˆi in S. Note that no value ki is
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equal to zero. Define:
wˆi =
ki
∑
pi∈Cˆi
g0 (pix)∑Dˆ
j=1 kj
∑
pi∈Cˆj
g0 (pix)
.
Then ϕˆS is defined:
(8) ϕˆS (x) =


1 if
∑rˆ
i=1 wˆi < α
ϑˆ if
∑rˆ−1
i=1 wˆi < α ≤
∑rˆ
i=1 wˆi
0 if
∑rˆ−1
i=1 wˆi ≥ α
where ϑˆ =
(
α−
∑rˆ−1
i=1 wˆi
)
/wˆrˆ for each x satisfying (7).
Note that ϕˆS is defined for a specific sample with replacement S and therefore
does not take into account the stochastic aspect of sampling from the set of possi-
ble permutations. Following the approach of Dwass, M. (1957) in the exchangeable
case, define the randomized test function ϕˆ to be the probability that a sample
with replacement S is selected such that x is rejected by the test function, ϕˆS ,
defined according to (8). Therefore the test function ϕˆ corresponds to the Monte
Carlo process of selecting a sample of permutation from the set of all possible per-
mutations, constructing an appropriate ϕˆS from those permutations, and rejecting
based on the result of that test.
Let the vector p represent that probability pi of selecting a permutation in Ci
for each Ci = {pi ∈ Sn : g1 (piix) /g0 (piix) = li (x)} ⊆ Sn. For a sample S with
replacement from Sn of size s, let the integer vector k = (k1, k2, . . . , kD) represent
the number of permutations, ki, from Ci in S. Note that the value ki is equal to
zero if no permutation in the sample is taken from class Ci.
Consider the values obtained from x under permutation for x ∈ Ωr. Assume that
the permutations of Sn are ordered with respect to the Dx distinct values of the
likelihood ratio satisfying (3). Any given sample with replacement S, represented
by the vector k, determines values:
(9) wˆi,k =
ki
∑
pi∈Ci
g0 (pix)∑Dx
j=1 kj
∑
pi∈Cj
g0 (pix)
.
Let ∆S be given by:
∆s =
{
(k1, k2, . . . , kDx) ∈ Z
Dx : ki ≥ 0 and
Dx∑
i=1
ki = s
}
.
Within ∆s define two subsets each depending on r:
Hr =
{
k ∈ ∆s :
r∑
i=1
wˆi,k < α
}
and
Br =
{
k ∈ ∆s :
r−1∑
i=1
wˆi,k < α ≤
r∑
i=1
wˆi,k
}
for a given α.
For x ∈ Ωr, the value of ϕˆ (x), the approximate most powerful generalized permu-
tation test, is given by the probability that x will be rejected under a test function
of the form (8) corresponding to a randomly selected sample with replacement S.
Explicitly:
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Proposition 4.1. For x ∈ Ωr, sample size s, and probability of selecting each
permutation class denoted by the probability vector p, the approximate generalized
permutation test of significance α is given by:
ϕˆ (x;p) =
∑
k∈Hr
(
s
k1, k2, . . . kD
)
pk11 p
k2
2 . . . p
kD
D +
∑
k∈Br
ϑˆk
(
s
k1, k2, . . . kD
)
pk11 p
k2
2 . . . p
kD
D
where ϑˆk =
(
α−
∑r−1
i=1 wˆi,k
)
/wˆr,k.
Written in the above form, ϕˆ is seen to be a multinomial generalization of a
Bernstein polynomial approximation (Lorentz, G. G. (1953), §2.9, page 51). Fixing
x, let ∆∗ represent the (Dx − 1)-th dimensional simplex:
∆∗ =
{
(p1, p2, . . . , pDx) ∈ R
Dx | pi ≥ 0 and
Dx∑
i=1
pi = 1
}
.
For points in ∆∗, it is convenient to work in a modified L1-norm:
(10) ‖p‖x =
Dx∑
i=1
|pi|
∑
pi∈Ci
g0 (pix)
and the associated metric ‖p−q‖x for p,q ∈ ∆
∗. Weights analogous to (9) defined
based on the values of the function g0 for all the permutations of x:
w∗i =
pi
∑
pi∈Ci
g0 (pix)
‖p‖x
=
pi
∑
pi∈Ci
g0 (pix)∑D
j=1 pj
∑
pi∈Cj
g0 (pix)
.
With respect to these weights, two subsets, analogous toHr and Br, each depending
on r are defined within ∆∗:
H∗r =
{
p ∈ ∆∗ :
r∑
i=1
w∗i < α
}
and
B∗r =
{
p ∈ ∆∗ :
r−1∑
i=1
w∗i < α ≤
r∑
i=1
w∗i
}
for a given α. Note that 1
s
k ∈ H∗r if and only if k ∈ Hr and analogously
1
s
k ∈ B∗r
if and only if k ∈ Br.
For k ∈ ∆s and p ∈ ∆∗, define the multinomial kernel Mk (p) as follows:
Mk (p) =
(
s
k1, k2, . . . kDx
)
pk11 p
k2
2 . . . p
kDx
Dx
.
The following concentration of measure property of the multinomial kernel is a
variation on the Law of Large Numbers for multinomial distributions:
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Lemma 4.2. For arbitrary p ∈ ∆∗, define ∆+:
∆+ =
{
k ∈ ∆s :
∥∥∥∥p− 1sk
∥∥∥∥
x
≥ δ
}
=
{
k ∈ ∆s :
Dx∑
i=1
(
pi −
ki
s
)∑
Ci
g0 (x) ≥ δ
}
.
There exist constants c and σ such that:
∑
k∈∆+
Mk (p) ≤ 2 exp
(
−
1
2
sδ2
σ2 + cδ/3
)
and
∑
k∈∆+
Mk (p) ≤ 2 exp
(
−
sδ2
2c
)
for all δ > 0.
Proof. Let U be a discrete-valued random variable where:
P
[
U =
∑
pi∈Ci
g0 (pix)
]
= pi for j = 1, . . . , Dx
and zero for all other values. Consider Ui, s independent random variables dis-
tributed identically to U . The result follows from the application of the inequalities
of Bernstein Uspensky, J. V. (1937) and Hoeffding Hoeffding, W. (1963) respec-
tively to the random variable defined by the mean of the Ui. Therefore the constant
σ2 is equal to VarU and c is such that |U − EU | ≤ c. 
For any function f : ∆∗ → R, the multinomial generalization of the Bernstein
polynomial approximation is given by:
Bfs (p) =
∑
k∈∆s
f
(
k1
s
,
k2
s
, . . .
kDx
s
)(
s
k1, k2, . . . kDx
)
pk11 p
k2
2 . . . p
kDx
Dx
.
Therefore, ϕˆ (x;p), as a function of p, is the multinomial Bernstein polynomial
approximation to the function χ : ∆∗ → R defined:
χ (p) =


1 if p ∈ H∗r
ϑ if p ∈ B∗r
0 if p 6∈ H∗r ∪B
∗
r
where ϑ =
(
α−
∑r−1
i=1 w
∗
i
)
/w∗r . Analogous to traditional Bernstein polynomial
approximations, convergence at a point p ∈ ∆∗ as s approaches infinity depends
on the continuity of χ at p.
Lemma 4.3. For points x ∈ Ωr, the function χ, defined above, is continuous as
a function of ∆∗ in the modified L1-norm metric (10) at points p where pr is
non-zero.
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Proof. Note that for p, q ∈ ∆∗:∣∣∣∣∣∣
j2∑
i=j1
w∗i (p)−
j2∑
i=ji
w∗i (q)
∣∣∣∣∣∣
=
∣∣∣∣∣
∑j2
i=j1
pi
∑
pi∈Ci
g0 (x)
‖p‖
x
−
∑j2
i=j1
qi
∑
pi∈Ci
g0 (x)
‖p‖
x
+
∑j2
i=j1
qi
∑
pi∈Ci
g0 (x)
‖p‖
x
−
∑j2
i=j1
qi
∑
pi∈Ci
g0 (x)
‖q‖
x
∣∣∣∣∣
=
1
‖p‖
x
∣∣∣∣∣∣
j2∑
i=j1
(pi − qi)
∑
pi∈Ci
g0 (x) +
∑j2
i=j1
qi
∑
pi∈Ci
g0 (x)
‖q‖
x
‖p− q‖
x
∣∣∣∣∣∣
≤
2
‖p‖
x
‖p− q‖
x
.
Thus for arbitrary ε > 0, there exists δ1 > 0 such that for ‖p− q‖ < δ1,∣∣∣∣∣∣
j2∑
i=j1
w∗i (p)−
j2∑
j1
w∗i (q)
∣∣∣∣∣∣ < ε
for all 1 ≤ j1 ≤ j2 ≤ Dx.
Also there exists δ2 > 0 such that for q ∈ ∆∗ where ‖p− q‖x < δ2,
|χ (p)− χ (q)| < |ϑ (p)− ϑ (q)|
where qr > 0. Then,
|ϑ (p) − ϑ (q)| =∣∣∣∣∣α−
∑r−1
i=1 w
∗
i (p)
w∗r (p)
−
α−
∑r−1
i=1 w
∗
i (q)
w∗r (p)
+
α−
∑r−1
i=1 w
∗
i (q)
w∗r (p)
−
α−
∑r−1
i=1 w
∗
i (q)
w∗r (q)
∣∣∣∣∣
=
1
w∗r (p)
∣∣∣∣∣
r−1∑
i=1
(w∗i (p)− w
∗
i (q)) + ϑ (q) (w
∗
r (p)− w
∗
r (q))
∣∣∣∣∣
≤
1
w∗r (p)
[
r−1∑
i=1
|w∗i (p)− w
∗
i (q)|+ |w
∗
r (p)− w
∗
r (q)|
]
.
Therefore, if
‖p− q‖
x
<Min
{
prε
∑
pi∈Cr
g0 (x)
4
, δ2
}
then ∣∣∣∣∣∣
j2∑
i=j1
w∗i (p)−
j2∑
j1
w∗i (q)
∣∣∣∣∣∣ <
prε
∑
pi∈Cr
g0 (x)
2 ‖p‖
x
,
for all 1 ≤ j1 ≤ j2 ≤ Dx. Consequently,
|χ (p)− χ (q)| < ε
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and the χ is shown to be continuous in the modified L1-norm. 
Theorem 4.4. For x ∈ Ωr, if all permutations of Sn are equally likely to be
selected in S, a sample with replacement of size s, then:
lim
s→∞
ϕˆ (x;p) = ϕ (x) .
That is, the approximate generalized permutation test, ϕˆ, converges pointwise to
the most powerful generalized permutation test.
Proof. If each permutation is equally likely to be selected in S, then the values of
pi are identical and w
∗
i (p) = wi for all i = 1,. . .,Dx. Therefore ϕ (x) = χ (p). In
particular, pi is non-zero and therefore χ is continuous at p. For arbitrary ε > 0,
let δ be such that
|χ (p)− χ (q)| <
ε
2
whenever
∥∥p− 1
s
k
∥∥
x
< δ for k ∈ ∆s.
Note that:
|ϕˆ (x;p)− χ (p)| =
∣∣∣∣∣
∑
k∈∆s
χ
(
k
s
)
Mk (p)− χ (p)
∑
k∈∆s
Mk (p)
∣∣∣∣∣
≤
∑
k∈∆s
∣∣∣∣χ
(
k
s
)
− χ (p)
∣∣∣∣Mk (p) .
Therefore, breaking this summation into two parts, where:
∆+ =
{
k ∈ ∆s :
∥∥∥∥p− 1sk
∥∥∥∥
x
≥ δ
}
and
∆− =
{
k ∈ ∆s :
∥∥∥∥p− 1sk
∥∥∥∥
x
< δ
}
,
results in:
|ϕˆ (x;p)− χ (p)| ≤
∑
k∈∆−
∣∣∣∣χ
(
k
s
)
− χ (p)
∣∣∣∣Mk (p)+
∑
k∈∆+
∣∣∣∣χ
(
k
s
)
− χ (p)
∣∣∣∣Mk (p) .
By continuity, the first summand is less than ε2 . Furthermore the absolute difference
in values of χ is bounded by one: |χ (p)− χ (q)| ≤ 1, therefore:
|ϕˆ (x;p)− χ (p)| ≤
ε
2
+
∑
k∈∆+
Mk (p) .
Consequently, by the concentration of measures inequality for Mk (p), there exists
s sufficiently large that: ∑
k∈∆+
Mk (p) <
ε
2
and convergence follows. 
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5. Estimation of Significance
5.1. Direct Approach. Consider the case where the goal of the analysis is to esti-
mate a p-value for a particular sample within the context of a given null hypothesis,
deciding whether or not to reject that null hypothesis. In other words, the goal
of the analysis is to determine the maximum significance level α for which a given
null hypotheses would be rejected were the test performed, and thereby quantify
the “extremeness” of the sample under a given null model. For the generalized
permutation test, formally, these approaches differ in a number of subtle aspects,
most notably in the treatment of sample points that have the same likelihood ratio.
Given positive measurable functions g0 and g1 representing the probability densi-
ties of null and alternative hypotheses respectively, significance level is defined as
follows.
Definition 5.1. For x ∈ Ωr with non-zero h, the significance of the most powerful
generalized permutation test is defined to be:
α =
r−1∑
i=1
wi =
∑r−1
i=1
∑
pi∈Ci
g0 (pix)
n!h (x)
where Sn is ordered following (3).
Analogous to the case of hypothesis testing using the most powerful generalized
permutation test, calculating the significance requires computing the likelihood
ratio of g1 and g0 for all n! permutations of any sample point x. Given that this is,
in most practical case, not feasible, approximate approaches are required. The most
direct Monte Carlo approximation approach consists of considering a sample of the
full group of permutation and calculating likelihood ratios within that sample: the
resulting estimate of significance being the fraction of the total number of sample
permutations with likelihood ratios larger than the likelihood ratio of the original
sample point.
Theorem 5.2. For probability densities g0 and g1 representing null and alterna-
tive hypotheses respectively, let S be a sample with replacement from Sn of size s.
Assume h (x) is non-zero. Let ΣU denote the sum of the null hypothesis values over
the sample of permutations S with likelihood ratio less than l (x) = g1 (x) /g0 (x)
and let ΣV denote the sum of all of the null hypothesis values. If each permutation
in Sn is equally likely to be selected for S, then:
P
[∣∣∣∣ΣUΣV − α
∣∣∣∣ > ε
]
≤ exp
(
−
1
2
sε2v¯2
τ1 + cε/3
)
+ exp
(
−
1
2
sε2v¯2
τ ′1 + c
′ε/3
)
and
P
[∣∣∣∣ΣUΣV − α
∣∣∣∣ > ε
]
≤ exp
(
−2sε2τ22
)
+ exp
(
−2sε2τ ′2
2
)
where α is the significance of the most powerful generalized permutation test and
0 < ε < Min {α, 1 − α}. In particular, as the size of the sample increases towards
infinity, the significance of the approximate generalized permutation test approaches
the significance of the most powerful generalized permutation test.
Proof. Consider S, a sample with replacement from Sn of size s. Assume that each
permutation in Sn is equally likely to be selected for S. For x ∈ Ωr and Sn ordered
according to (3), consider the vector-valued, discrete random variable (U, V ) where
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P [(U, V ) = (u, v)] = 0 for all u, v except:
P
[
(U, V ) =
(∑
pi∈Ci
g0 (pix) ,
∑
pi∈Ci
g0 (pix)
)]
=
1
Dx
for i < r ≤ Dx
P
[
(U, V ) =
(
0,
∑
pi∈Ci
g0 (pix)
)]
=
1
n!
for r ≤ i ≤ Dx.
Letting:
u¯ =
1
Dx
r−1∑
i=1
∑
pi∈Ci
g0 (pix) and
v¯ =
1
Dx
n!h (x) ,
the expected value of (U, V ), E [(U, V )] = (u¯, v¯) and the significance of the general-
ized permutation test, α, is u¯/v¯.
Consider (Ui, Vi) for i = 1,. . .,s independent random variables distributed iden-
tically to (U, V ). Since:
0 ≤
s∑
i=1
Ui ≤
s∑
i=1
Vi and
s∑
i=1
Vi > 0,
it follows that:
P
[∑s
i=1 Ui∑s
i=1 Vi
− α > 1− α
]
= P
[∑s
i=1 Ui∑s
i=1 Vi
− α < −α
]
= 0.
However, for 0 < ε < 1− α, define:
Zi = Uiv¯ − (u¯+ εv¯)Vi
Z ′i = Uiv¯ − (u¯− εv¯)Vi,
then ∑s
i=1 Ui∑s
i=1 Vi
−
u¯
v¯
> ε
if and only if
∑s
i=1 Zi > 0. Similarly:∑s
i=1 Ui∑s
i=1 Vi
−
u¯
v¯
< −ε
if and only if
∑s
i=1 Z
′
i < 0.
Letting:
a = Min {piig0 (x) : i = 1, . . . , n!} and
b = Max {piig0 (x) : i = 1, . . . , n!} ,
then:
E [Zi] = −εv¯
2,
Min (Zi − E [Zi]) = − (u¯+ εv¯) b+ εv¯
2, and
Max (Zi − E [Zi]) = v¯b− (u¯+ εv¯) a+ εv¯
2.
PERMUTATION TESTS OF NON-EXCHANGEABLE NULL MODELS 21
If in addition 0 < ε < α, then:
E [Z ′i] = εv¯
2,
Min (Z ′i − E [Z
′
i]) = − (u¯− εv¯) b− εv¯
2, and
Max (Z ′i − E [Z
′
i]) = v¯b− (u¯− εv¯) a− εv¯
2.
By Berstein’s Inequality (Uspensky, J. V. (1937), p. 205):
P
[
s∑
i=0
(Zi − E [Zi]) > t
]
≤ exp
(
−
t2
2sVarZi + 2ct/3
)
and
P
[
s∑
i=0
(Z ′i − E [Z
′
i]) < −t
]
≤ exp
(
−
t2
2sVarZ ′i + 2c
′t/3
)
for t > 0 where:
c = Max
{
(u¯− εv¯) b− εv¯2, v¯b− (u¯+ εv¯) a+ εv¯2
}
and
c′ = Max
{
(u¯− εv¯) b+ εv¯2, v¯b− (u¯− εv¯) a− εv¯2
}
.
Setting t = −sE [Zi] = sεv¯2,
P
[
s∑
i=0
Zi > 0
]
≤ exp
(
−
s2ε2v¯4
2sVarZi + 2csv¯2/3
)
,
or equivalently:
P
[∑s
i=0 Ui∑s
i=0 Vi
− α > ε
]
≤ exp
(
−
1
2
sε2v¯2
τ1 + cε/3
)
for τ1 = VarZi/v¯
2. Similarly for t = sE [Z ′i] = sεv¯
2,
P
[
s∑
i=0
Z ′i < 0
]
≤ exp
(
−
s2ε2v¯4
2sVarZ ′i + 2c
′sv¯2/3
)
,
or equivalently:
P
[∑s
i=0 Ui∑s
i=0 Vi
− α < −ε
]
≤ exp
(
−
1
2
sε2v¯2
τ ′ + c′ε/3
)
for τ ′1 = VarZ
′
i/v¯
2.
The second inequality is obtained by applying Hoeffding’s inequality (Hoeffding, W.
(1963)) in place of Bernstein’s. Letting:
τ2 =
v¯2
u¯ (b− a) + v¯ ((1 + ε) b − εa)
and
τ ′2 =
v¯2
u¯ (b− a) + v¯ ((1− ε) b − εa)
,
results in the inequalities:
P
[
ΣU
ΣV
− α > ε
]
≤ exp
(
−2sε2τ22
)
and
P
[
ΣU
ΣV
− α < −ε
]
≤ exp
(
−2sε2τ ′2
2
)

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5.2. Indirect Approach. Although the estimator derived from direct approach
results in a bound on the absolute deviation from the significance level of the most
powerful generalized permutation test, a more analytically tractable approach can
be obtained by introducing unequal probability of selecting each permutation in
the sample. Consider S, a sample with replacement from Sn of size s. Let x ∈ Ωr
and Sn be ordered according to (3). Assume that each of the n!/Dx permutations
in each class Ci ⊆ Sn have the same probability; however, the overall probability
of selecting a permutation from class Ci is given by pi. That is, for pi ∈ Ci, the
probability of selecting pi for S is piDx/n!.
Theorem 5.3. For probability densities g0 and g1 representing null and alternative
hypotheses respectively, let S be a sample with replacement from Sn of size s. As-
sume h (x) is non-zero. Let ΣU denote the fraction of null hypothesis values in the
sample of permutations S with likelihood ratio greater than l (x) = g1 (x) /g0 (x). If
the probability of selecting a permutation in Ci ⊆ Sn is:
pi =
∑
pi∈Ci
g0 (pix)
n!h (x)
,
then ΣU is an unbiased estimator of the significance of the most powerful generalized
permutation test and:
P
[∣∣∣∣∣1s
s∑
i=1
Ui −
r∑
i=1
pi
∣∣∣∣∣ > ε
]
≤ 2 exp
(
−2sε2
)
and
P
[∣∣∣∣∣1s
s∑
i=1
Ui −
r∑
i=1
pi
∣∣∣∣∣ > ε
]
≤ 2 exp
(
−
1
2
sε2
σ2 + cε/3
)
where α is the significance of the most powerful generalized permutation test and
ε > 0.
Proof. Define the Bernoulli random variable U by:
P [U = 1] =
r−1∑
i=1
pi
P [U = 0] = 1−
r−1∑
i=1
pi =
Dx∑
i=r
pi.
Consider U1,U2,. . .,Us independent and distributed identically to U . By Hoeffding’s
(Hoeffding, W. (1963)) and Bernstein’s (Uspensky, J. V. (1937)) inequalities:
P
[∣∣∣∣∣1s
s∑
i=1
Ui −
r∑
i=1
pi
∣∣∣∣∣ > ε
]
≤ 2 exp
(
−2sε2
)
and
P
[∣∣∣∣∣1s
s∑
i=1
Ui −
r∑
i=1
pi
∣∣∣∣∣ > ε
]
≤ 2 exp
(
−
1
2
sε2
σ2 + cε/3
)
where c = Max
{
1−
∑r−1
i=1 pi,
∑r−1
i=1 pi
}
and σ2 =
(
1−
∑r−1
i=1 pi
)(∑r−1
i=1 pi
)
for all
ε > 0. 
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The difficulty in applying the theorem is that in order to construct the discrete
probability distribution on the permutations it is necessary to compute n! values of
g0. In order to avoid this excessive computation, consider the following approach
to specifying the probability distribution on Sn.
For x ∈ Ωr, let x ∈ pi0T for some pi0 ∈ Sn and let Sn be ordered according to:
(11) l1 (x) > l2 (x) > l (x) = lr (x) > . . . > lD (x) .
Let gˆ0 be an approximation, parametric or non-parametric, to g0 constructed from
the values in g0 (x). For any randomly selected vector x
∗, there exists some per-
mutation pi such that pix∗ ∈ pi0T . Explicitly, if x∗ ∈ pi′T , then for pi = pi0pi′
−1
,
pix∗ ∈ pi0T . That is, pi is the permutation that moves x∗ into the asymmetric unit
containing x. Therefore, each random selection x∗ induces a particular permuta-
tion.
The probability of selecting any particular permutation depends on the prob-
ability of selecting a point from any given asymmetric unit of Ω. For any pii in
(11), pii will be selected if pii = pi0pi
′−1 or equivalently pi′ = pii
−1pi0. Thus pii will
be selected if x∗ ∈ pii
−1pi0T . Consequently this selection process will result in the
following probability distribution on Sn where the probability, pi, of selecting a
given permutation pii is given by:
(12) pi =
∫
pi
−1
i pi0T
gˆ0 dµ.
for x ∈ Ωr and x ∈ pi0T .
The properties of ΣU as an estimator based on the probability density (12)
naturally depend on the specifics of the approximation gˆ0. In particular:
E [ΣU ] =
r−1∑
i=1
∫
pi−1
i
pi0T
gˆ0 dµ and
Var [ΣU ] =
(
r−1∑
i=1
∫
pi
−1
i
pi0T
gˆ0 dµ
)(
D∑
i=r
∫
pi
−1
i
pi0T
gˆ0 dµ
)
for x ∈ Ωr and x ∈ pi0T .
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