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Background: The computational resources needed to generate the ab initio solution of the nuclear many-body
problem for increasing mass number and/or accuracy necessitates innovative developments to improve upon (1) the
storage of many-body operators and (2) the scaling of many-body methods used to evaluate nuclear observables.
The storing and efficient handling of many-body operators with high particle ranks is currently one of the major
bottlenecks limiting the applicability range of ab initio studies with respect to mass number and accuracy. Recently,
the application of tensor decomposition techniques to many-body tensors has proven highly beneficial to reduce
the computational cost of ab initio calculations in quantum chemistry and solid-state physics.
Purpose: The impact of applying state-of-the-art tensor factorization techniques to modern nuclear Hamiltonians
derived from chiral effective field theory is investigated. Subsequently, the error induced by the tensor decomposition
of the input Hamiltonian on ground-state energies of closed-shell nuclei calculated via second-order many-body
perturbation theory is benchmarked.
Methods: The first proof-of-principle application of tensor-decomposition techniques to the nuclear Hamiltonian
is performed. Two different tensor formats are investigated by systematically benchmarking the approximation
error on matrix elements stored in various bases of interest. The analysis is achieved while including normal-
ordered three-nucleon interactions that are nowadays used as input to the most advanced ab initio calculations
in medium-mass nuclei. With the aid of the factorized Hamiltonian, the second-order perturbative correction to
ground-state energies is decomposed and the scaling properties of the underlying tensor network are discussed.
Results: The employed tensor formats are found to lead to an efficient data compression of two-body matrix
elements of the nuclear Hamiltonian. In particular, the sophisticated tensor hypercontraction (THC) scheme
yields low tensor ranks with respect to both harmonic-oscillator and Hartree-Fock single-particle bases. It is
found that the tensor rank depends on the two-body total angular momentum J for which one performs the
decomposition, which is itself directly related to the sparsity the corresponding tensor. Furthermore, including
normal-ordered two-body contributions originating from three-body interactions does not compromise the efficient
data compression. Ultimately, the use of factorized matrix elements authorizes controlled approximations of the
exact second-order ground-state energy corrections. In particular, a small enough error is obtained from low-rank
factorizations in 4He, 16O and 40Ca.
Conclusions: It is presently demonstrated that tensor-decomposition techniques can be efficiently applied to
systematically approximate the nuclear many-body Hamiltonian in terms of lower-rank tensors. Beyond the
input Hamiltonian, tensor-decomposition techniques can be envisioned to scale down the cost of state-of-the-art
non-perturbative many-body methods in order to extend ab initio studies to (i) higher precisions, (ii) larger masses
and (iii) nuclei of doubly open-shell character.
PACS: 21.60.De, 21.30.-x
I. INTRODUCTION
The processing of large data objects has become increas-
ingly important in various fields of scientific activities. In
particular, high-dimensional data arrays denoted as ten-
sors appear naturally in (nuclear) many-body theory, e.g.,
as matrix elements of the Hamiltonian. Dealing with
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larger and larger systems typically requires to increase
the dimension of the k-body basis used to represent the
k-body operators at play. Doing so, the required mem-
ory grows polynomially in basis size and exponentially
in k, making the storage of large tensors eventually com-
putationally demanding if not unfeasible. In order to
overcome the storage problem of such tensors, efficient
tensor-decomposition formats have been proposed and
implemented, thus, allowing for more economic represen-
tations while controlling the approximation error.
Numerous applications in quantum chemistry and solid-
state physics have shown that the electron repulsion tensor
governing the Coulomb interaction between electrons can
be efficiently decomposed using various tensor formats
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2such as polyadic decomposition, density fitting or tensor
hypercontraction [1–10]. While this leads to significant
savings from a storage point of view, another major ad-
vantage of decomposing the interaction tensor can be
obtained by reformulating many-body theories such that
they display lower computational scaling. For example
it was realized that tensor decompositions yield versions
of many-body perturbation theory (MBPT) [2, 11] and
coupled cluster (CC) theory [2, 6] that have lower compu-
tational complexity than their original counterparts. In
this way electronic correlations can be efficiently captured
even for large molecular systems up to chemical accuracy.
It is our objective to apply the same rationale to the
nuclear many-body problem.
The nuclear many-body problem differs in two main
aspects from its electronic counterpart. (1) The size of the
underlying one-body basis necessary to reach model-space
convergence is significantly larger. (2) The inclusion of (at
least) three-body operators in the Hamiltonian is manda-
tory for an accurate description of nuclear phenomena,
H = Tint + V +W + ... , (1)
where Tint is the two-body intrinsic kinetic energy opera-
tor whereas V and W denote two-nucleon (2N) and three-
nucleon (3N) interactions, respectively. In particular, the
storage of matrix elements of W is currently a limiting
factor to perform ab initio calculations of heavy nuclei.
It is worth noting that, while only allowing for proof-of-
principle nuclear calculations, tensors encountered in the
present publication have comparable dimension to those
used in the most advanced quantum chemistry applica-
tions.
In this context, four major components of a full-fledged
application of tensor-decomposition techniques can be
envisioned in nuclear theory
1. The memory requirement of mode-6 tensors associ-
ated with three-nucleon forces currently constitutes
a bottleneck for converged ab initio calculations of
nuclei with mass number A > 100. Factorizing the
initial tensor expressed in a large enough basis of
reference prior to porting it to high-performance
computing facilities used to perform many-body cal-
culations (with or without resorting to the so-called
normal-ordered two-body approximation) consti-
tutes a long-term challenge. Achieving this task
will require to develop and implement efficient fac-
torization formats for mode-6 tensors [12], which
is currently not as mature as for mode-4 tensors.
Having efficient tensor formats for mode-6 tensors
will be useful for other developments (see point 2.b
below).
2. In the meantime, the tensor factorization of two-
body operators can
(a) lower the memory requirements. In particu-
lar, there is strong interest in extending ab
initio nuclear calculations to (doubly) open-
shell nuclei far away from shell closures [13–21].
When resorting to a single-reference approach,
the treatment of such systems requires the
spontaneous breaking [13, 21, 22] (and restora-
tion [23–25]) of symmetries, most importantly
rotational (SU(2)) and global-gauge (U(1))
symmetries. From the practical viewpoint, the
breaking of symmetries requires to work with
a symmetry-broken basis. Using a m-scheme
(when breaking SU(2)) and/or a quasiparticle
(when breaking U(1)) formulation, the gain
from using efficient factorizations of mode-4
(or more) tensors is expected to be particularly
significant.
(b) decrease the computational scaling of state-
of-the art many-body calculations. This is
achieved by optimizing the contraction pattern
between the Hamiltonian tensor and many-
body tensors at play in the particular frame-
work of interest. In order to do so, many-body
formalisms must be reformulated from the out-
set in terms of decomposed tensors. In many-
body perturbation theory, the many-body ten-
sors are known a priori (and analytically) and
can be efficiently factorized as illustrated in
the present paper. In non-perturbative meth-
ods, the many-body tensors in question con-
stitute the unkowns to be solved for, e.g., the
cluster amplitudes in CC theory, the trans-
formed Hamiltonian generated through the
in-medium similarity renormalization group
(IMSRG) flow [26] or the coupling and interac-
tion matrices in the ADC(n) implementation
of self-consistent Green’s function (SCGF) the-
ory [27, 28]. By making an ansatz for the
individual tensors, one can reformulate the
many-body formalism to eventually solve for
the factors in a specific tensor format rather
than for the full tensor; see Ref. [6] for CC
theory. The versatility of the employed tensor
format allows for efficient tensor contractions,
thus yielding lower computational scaling than
the original (i.e. non-decomposed) framework.
In order to fully exploit this idea, decomposing
mode-6, e.g. CC triple amplitudes, tensors is
eventually necessary.
3. Ultimately, it is desirable to completely avoid the
construction of the full mode-n tensors entering the
nuclear Hamiltonian and rather produce a factorized
ansatz from the outset, i.e., instead of performing an
expensive decomposition of the nuclear Hamiltonian,
the direct construction of tensor-factorized chiral
matrix elements is envisioned. Correspondingly, a
reformulation of the renormalization group trans-
formation of the Hamiltonian can be anticipated in
terms of the tensor factors only, e.g., by deriving
3(free-space) similarity renormalization group flow
equations for the factors rather than for the full
tensor.
We believe that the development and extension of
tensor-decomposition techniques can significantly help
pushing back the curse of dimensionality of nuclear many-
body theories and its individual manifestation at each of
the aforementioned stages. While this first publication is
dedicated to initiating point (2), the development of the
various points elaborated on above requires steady formal
and numerical developments in the years to come.
The present paper is organized as follows. Section II
introduces the basic terminology of tensor calculus and
present the tensor formats employed in this work. Section
III presents the numerical calculations applied to a par-
ticular nuclear Hamiltonian. In Sec. IV, the second-order
correction to ground-state energies of selected doubly
closed-shell nuclei is derived in its tensor-decomposed
form and numerical results are displayed in Sec. IVD.
Finally, conclusions are provided along with an outlook
on future investigations in Sec. VI.
II. TENSOR DECOMPOSITIONS
A. Basic terminology
A mode-n tensor T is defined as a n-dimensional multi-
variate data array Ti1...in with corresponding index ranges
{I1, ..., In}1. Except if stated otherwise, all presently
studied tensors are such that Ik = N for all k = 1, . . . , n.
Special cases are vectors as mode-1 tensors and matrices
as mode-2 tensors. Therefore, high-order tensors can be
seen as high-dimensional extensions of matrices.
The Frobenius norm of a tensor T is conveniently de-
fined by
‖T‖ ≡
√∑
i1...in
Ti1...inT
?
i1...in
, (2)
where the superscript denotes elementwise complex con-
jugation. Furthermore, the relative error of the approxi-
mation Tˆ of a tensor T is defined as
∆T ≡
∥∥∥T − Tˆ∥∥∥
‖T‖ . (3)
In many cases the tensors under consideration are sparse,
i.e., a large part of their entries are exactly zero. This is
typically related to symmetries of the object, e.g., con-
straints on single-particle angular-momentum, parity or
isospin quantum numbers associated to the members of
an index tuple.
1 In the following one-body indices are denoted by lower-case letters
and their index ranges by upper-case letters. Contrary multi-body
indices and index ranges are denoted by lower- and upper-case
bold letters, respectively.
B. Tensor formats
In this work two different ways of decomposing a tensor
are investigated. A particular decomposition is referred
to as a tensor format. In the following the focus is entirely
on mode-4 tensors.
The simplest factorization consists in performing a
canonical polyadic decomposition (CPD) [1] under the
form
Ti1i2i3i4 =
∑
α
X1i1αX
2
i2αX
3
i3αX
4
i4α , (4)
which involves four factor matrices {Xi}1≤i≤4. Given a
tensor format, the size of the auxiliary summation2 index
is referred to as the tensor rank3
For matrices, classical matrix factorizations such as QR-
or LU-decompositions can be seen as CPD of matrices.
However, for n ≥ 3 no closed-form algorithm is known and
one relies on an iterative solution to determine the factors.
Numerically, the factor matrices can be conveniently cal-
culated using least-square minimization techniques, either
of alternating least-square (ALS) or nonlinear least-square
(NLS) type. The CPD is numerically challenging and the
calculation of an rCPD approximation of a mode-d tensor
scales as
O(Nd−1rCPDniter) , (5)
where niter denotes the number of iterations to obtain the
required accuracy and rCPD the required rank.
The CPD format was successfully applied in numerous
quantum chemistry applications, in particular to compress
the electron repulsion tensor. Empirically, it was found
that the CPD rank necessary to reach chemical accuracy
in many-body calculations, e.g., MBPT or CC, scales
as N2.5 [8, 9]. The required storage for CPD scales as
4NrCPD which is less than the N4 scaling of the initial
tensor provided the CPD rank rCPD scales less than ∼ N3.
A more sophisticated alternative is given by the so-
called tensor hypercontraction (THC) format [2, 3, 6],
Ti1i2i3i4 =
∑
αβ
X1i1αX
2
i2αWαβX
3
i3βX
4
i4β (6)
requiring five factor matrices, one of which is the core
tensor W that scales quadratically with the THC rank
rTHC. In principle the index ranges of α and β do not
need to coincide even though it is always taken to be the
case in our investigations.
In practice the THC decomposition is realized via a
multi-step approach: starting from a mode-4 tensor, the
2 In the remainder auxiliary summation indices are denoted by
greek indices.
3 It is worth noting that the notion of rank is in general not as
strictly defined as for matrices, i.e., the rank concept is not unique
for mode-n tensors with n ≥ 3.
4T SVD−−−−−−→ U S V CPD−−−−−−→ reshape−−−−−−−−→
FIG. 1. (Color online) Diagrammatic representation of the THC decomposition of a mode-4 tensor.
first and second pair of indices k = (i1, i2) and l = (i3, i4)
are reshaped to obtain a matrix Tkl of size K × L =
I1I2× I3I4. Subsequently, a singular value decomposition
(SVD) is performed
Tkl =
∑
p
UkpSpV
T
pl , (7)
where the (ordered) set of singular values is truncated,
thus introducing the SVD rank rSVD. Next the diagonal
matrix of singular values S is absorbed into U and V by
rewriting
U˜kp = Ukp
√
Sp , (8a)
V˜ Tpl =
√
SpV
T
pl . (8b)
Re-expanding the collective indices yields two mode-3
tensors U˜i1i2q, V˜i3i4q of size4 I1× I2× rSVD and I3× I4×
rSVD, respectively. The (rescaled) left and right factors
are then used as input for a mode-3 CPD decomposition,
U˜i1i2p =
∑
α
X1i1αX
2
i2αZ
1
pα , (9a)
V˜i3i4p =
∑
β
X3i3βX
4
i4βZ
2
pβ . (9b)
In the last step, computing the core tensor through
Wαβ ≡
∑
p
Z1αpZ
2
pβ (10)
finalizes the individual operations of the THC decompo-
sition in (6). For a graphical representation of the THC
process, see Fig. I. It is clear from Eq. (10) that the THC
ranks rTHC must not scale worse than ∼ N2. Otherwise,
the memory required to store the core tensor exceeds
the memory required for the initial tensor and the THC
decomposition becomes superfluous.
III. NUCLEAR HAMILTONIAN
The present section provides systematic decompositions
of the nuclear Hamiltonian. While the THC was imple-
mented in an in-house code suite, use was made of the
4 This is the one case in our present study where all the indices of
a given tensor do not have the same range.
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FIG. 2. (Color online) Histogram of the percentage of non-
zero entries of the two-body nuclear interaction tensor for
different (J, T ) channels in a emax = 4-truncated model space
corresponding to a one-body index size N = 15. The sparsity
for different values of MT in the T = 1 channel is the same
since only the values of entries of the tensors are affected but
not their non-zero character.
Tensorlab library [29] and, especially, of their high-level
routines for the calculation of the CPD factors.
As a benchmark, a chiral effective field theory (χEFT)
Hamiltonian containing 2N plus 3N interactions is em-
ployed after further softening it via a similarity renor-
malization group (SRG) transformation [30–34]. The
2N interaction is constructed at next-to-next-to-next-
to leading order in Weinberg’s power counting with a
cutoff Λ2N = 500MeV [35] while the 3N force is con-
structed at next-to-next-to leading order with a cutoff
Λ3N = 400MeV [36, 37]. Such a χEFT Hamiltonian
has been routinely used in state-of-the-art many-body
calculations [20, 21, 38–40].
A. JT -coupled matrix elements in the HO basis
The first test is dedicated to matrix elements of the
2N interaction represented in the JT -coupled two-body
basis built from a single-particle basis consisting of eigen-
functions of the three-dimensional spherical harmonic
oscillator (HO) hamiltonian. Therefore, the tensor is
5characterized by external block parameters (J, T,MT )5,
V JTMTı˘1 ı˘2 ı˘3 ı˘4 ≡ 〈˘ı1 ı˘2(JTMT )|V |˘ı3 ı˘4(JTMT )〉 , (11)
where J denotes the two-body total angular momentum,
T the two-body isospin and MT its third component. We
subsequently refer to the object defined in (11) as the
(JT -coupled) 2N interaction tensor. Correspondingly, the
indices of the tensor denote a reduced set of single-particle
quantum numbers6
ı˘ ≡ (ni, li, ji) , (12)
where n denotes the radial HO quantum number, l the
orbital angular-momentum quantum number and j the
total angular-momentum quantum number. The range
N of the interaction tensor indices is governed by the
value of the principal quantum number emax = 2n+ l that
characterizes the dimension of the one-body Hilbert space
used to represent the tensor. Accordingly, the maximum
value of the two-body angular-momentum is given by
Jmax = 2emax + 1. In the present paper, all calculations
are performed in a emax = 4 single-particle space.
For future reference Fig. 2 depicts the percentage of non-
zero matrix elements in the individual (J, T,MT ) blocks.
The significantly lower number of non-zero entries for
extremal values of J is linked to the triangular inequality
for Clebsch-Gordan coefficients
|jk1 − jk2 | ≤ J ≤ |jk1 + jk2 | , (13)
for the coupling of two single-particle angular momenta
to a two-body angular momentum J . For example, it
imposes jk1 = jk2 for J = 0 and jk1 = jk2 = lmax + 12
where lmax is the maximal orbital angular-momentum
quantum number, for J = Jmax.
1. Canonical polyadic decomposition
The CPD is applied by using NLS minimization to
solve for the factor matrices. The number of maximum
iterations used for the CPD algorithm is set to 600. For
data compression it is key to quantify the required CPD
rank rCPD needed to reach a given accuracy. Figure 3
provides an overview of the results for different (J, T,MT )
blocks.
5 Since V is independent of the projection MJ it is left out for
convenience. Since the employed 2N interaction includes electro-
magnetic forces isospin symmetry is broken, such that the blocks
do carry an explicit MT label.
6 Since the set (12) neither contains total angular-momentum pro-
jection mi nor isospin projection ti it does not correspond to
an actual single-particle state of the one-body Hilbert space H1.
However, since we are presently working within a JT -coupled
representation this set does fully specify the required information
in each block.
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FIG. 3. (Color online) Relative error of the CPD format
of V JTMT for different (J, T,MT ) blocks. Calculations are
performed in a emax = 4 single-particle space. In each panel,
increasing values of J correspond to decreasingly darker curves.
The CPD rank exhibits a dependence on J while being
almost independent of T and MT . The required rank is
maximal for intermediate values of J . This observation
is directly linked to the sparsity of the Hamiltonian (see
Fig. 2), i.e. the more non-zero entries7 in the original
tensor, the higher the required CPD rank. Reaching a
relative error8 of ∆V JTMT = 10−1 requires, in the worst-
case scenario, rCPD ≈ N2.5 for J = 2. For other values
of J the required ranks scale much more mildly with
the tensor range. In none of the cases the required rank
exceeds N3, which is the critical scaling for having an
efficient representation of the interaction tensor in the
CPD format.
7 Note that the electron repulsion tensor is less dense than the
JT -coupled nuclear interaction tensor.
8 A relative error ∆V JTMT = 10−1 typically corresponds to a
deviation of 10−1 at the level of individual tensor entries.
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FIG. 4. (Color online) Size of the singular values extracted
for V JTMT for different (J, T,MT ) blocks. Calculations were
performed in a emax = 4 single-particle space. Different data
sets correspond to the natural grouping (yellow color grading)
and to the ’1432’ grouping (blue color grading) of indices.
2. Tensor hypercontraction
The THC format is now employed to decompose the
2N interaction tensor. Since THC corresponds to a more
sophisticated decomposition, lower ranks are expected to
reach the same accuracy as with CPD. The numerical
specifications to perform CPD on the left and right com-
ponents defined in (8) are the same as for the bare CPD
on the full interaction tensor.
The first step consists of investigating the SVD achieved
in each (J, T,MT ) block. In this respect, there exists a
natural grouping of the first two and the last two indices
together, respectively, i.e. of the two-body bra and ket
indices in the JT -coupled matrix elements. However, an-
other grouping is presently considered by pairing the first
and fourth indices together as well as the third and second
indices together. It is denoted as the ’1432’ grouping.
Figure 4 displays singular values on a semi-logarithmic
plot in decreasing size. The four panels correspond to the
four possible (T,MT ) values. In each panel, a curve is
associated to given J value. One network of curves relates
to the natural grouping whereas another one relates to
the ’1432’ grouping.
Starting with the natural grouping, singular values
decrease exponentially up to a maximum index Kmax
that depends on J . For K > Kmax, singular values drop
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FIG. 5. (Color online) Same as Fig. 3 for the THC format.
to zero up to numerical accuracy. The value of Kmax is
again linked to the number of non-zero elements of the
interaction tensor in a given (J, T,MT ) block. For J = 4,
the largest values of Kmax are of the order of one third
of the matrix size whereas for other J values it drops to
one tenth of the matrix size. Truncating singular values
with K > Kmax, i.e., setting rSVD = Kmax, yields a very
efficient way of pre-processing the interaction tensor and
compressing the left and right singular matrices used
as input for the CPD step. It indeed minimizes the
range of the third index in Eq. 9 and thus reduces the
cost of the CPD step very significantly. Because rSVD
strongly correlates with the sparsity of the initial tensor,
one anticipates the pre-processing via the truncated SVD
to be even more efficient for larger values of emax employed
in realistic ab initio calculations.
It was observed in quantum chemistry that the ’1432’
grouping of indices yields singular values that do not decay
exponentially as a result of the long-range correlations
in the electron repulsion tensor. Analogous results hold
for the 2N interaction tensor as is visible from Fig. 4.
Singular values decrease only very slowly such that an
efficient truncation is not possible.
Finally, Fig. 5 provides the relative decomposition error
as a function of the THC rank in each block. The most
important observation is that THC provides the same
7accuracy as CPD for rTHC  rCPD. For rTHC = N1.8
the relative error drops below  ≈ 10−2 even in the worst-
case scenario. Again the THC rank for dense blocks is
higher than for sparse ones, e.g., for the highest J values
an accuracy of  = 10−2 is obtained for rTHC = N1.3. In
all cases the THC ranks corresponding to  = 10−2 are
below the critical value of N2, thus, yielding proper data
compression. Also the THC ranks are independent of MT
indicating again that the key variable is the sparsity of
the tensor and not the particular value of its individual
entries.
The precision of the tensor decomposition and, in par-
ticular, the scaling of the THC rank as a function of the
one-body basis size differs from observations in quantum
chemistry where, in the worst-case scenarios, rTHC ≈ N1.6
yields an accuracy of  = 10−4 [6]. This difference is not
surprising given that J-coupled matrix elements have
many less zero entries compared to their m-scheme coun-
terparts. Therefore, a clean comparison would require
to perform the THC on the m-scheme nuclear interac-
tion tensor. Since for emax = 4 the m-scheme dimension
is already dim(H1) = 140, it is computationally very
challenging at the moment.
Eventually, the THC format is considered to be su-
perior to the CPD format for decomposing the nuclear
interaction tensor. Therefore, the subsequent analysis is
restricted to the THC decomposition.
B. J-coupled matrix elements in the HF basis
In most many-body methods the one-body basis is
conveniently obtained from a prior optimization of a mean-
field reference state, e.g., by performing a Hartree-Fock
calculation9. In this section the tensor decomposition of
the intrinsic nuclear Hamiltonian restricted to 2N forces
H = Tint + V , (14)
is discussed. The HO matrix elements of H are trans-
formed according to
HHFk1k2k3k4 =
∑
l1l2l3l4
Ck1l1Ck2l2Ck3l3Ck4l4H
HO
l1l2l3l4 ,
(15)
where Ckl denotes the HF expansion coefficients, i.e.,
components of the eigenvectors of the Fock matrix. This
transformation is system dependent such that the tensor
decomposition of HF matrix elements has to be done for
each nucleus under consideration10. In order to ensure
the robustness of our conclusions, the analysis is presently
9 For single-reference MBPT applications in closed-shell systems
the use of a HF reference state is crucial to obtain a converging
perturbative series [40, 41].
10 In App. A, the alternative scheme in which the Hamiltonian
tensor is first decomposed in the HO basis and then transformed
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Calculations are performed in an emax = 4 single-particle space.
Different data sets correspond to the natural grouping (yellow
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indices.
performed for three closed-shell nuclei covering the regions
of light- and medium-mass systems, i.e. 4He, 16O and
40Ca.
The resulting HF matrix elements, however, cannot
be stored in JT -coupled scheme but require a decoupled
form with respect to isospin quantum numbers, i.e., the
use of a bare J-coupling scheme
HJı˜1 ı˜2 ı˜3 ı˜4 ≡ 〈˜ı1 ı˜2(J)|H |˜ı3 ı˜4(J)〉 , (16)
where indices denote now the collective set of quantum
numbers
ı˜ ≡ (ni, li, ji, ti) , (17)
where the isospin projection ti distinguishes protons and
neutrons. For a given single-particle basis dimension, the
index range within a J block HJ is doubled compared
to V JTMT . At the same time, the number of tensors to
consider is reduced by a factor of four since the different
(T,MT ) channels are not distinguished.
to the HF basis is briefly discussed. Given that this is only useful
if 3N interactions can be treated in full (see Sec. III C for details
of the current treatment), we do not proceed in this way and
simply provide the corresponding discussion as a reference for the
future.
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FIG. 7. (Color online) Relative error of the THC decompo-
sition of H with 2N interactions only expressed in the HF
basis for 4He, 16O and 40Ca. Calculations are performed in
an emax = 4 single-particle space. The same color convention
as before is used for the different J values.
As for the HO matrix elements, the efficiency of the
truncated SVD is discussed first. Figure 6 displays sin-
gular values for different nuclei and J values both with
respect to the natural grouping and the ’1432’ grouping.
The same behaviour is observed as for JT -coupled HO
matrix elements of the two-body interaction. For the nat-
ural grouping, singular values can be compressed down
to 30% for intermediate J values and to much less than
10% for extremal J . Contrarily, the ’1432’ grouping does
not allow for any efficient compression of the tensor. One
note that the results are qualitatively and quantitatively
similar for 4He, 16O and 40Ca.
Figure 7 provides an overview of the THC decomposi-
tion for the same benchmark systems. For high J values,
the required THC rank necessary to obtain a given accu-
racy is lower. For intermediate values 1 ≤ J ≤ 5 the THC
ranks are rather high and the relative error is between
∆HJ = 10−1 − 10−2 for rTHC ≈ N1.8.
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FIG. 8. (Color online) Same as Fig. 6 for the nuclear Hamil-
tonian containing the contribution from the 3N interaction in
the NO2B approximation. Note that only the results corre-
sponding to the natural grouping of indices are displayed with
a modified horizontal scale.
C. Normal-ordered three-nucleon interaction
It is a well-known feature that the restriction to 2N
interactions fails to reproduce basic aspects of the phe-
nomenology of nuclei and of extended nuclear matter.
By including 3N interactions this problem can be qual-
itatively overcome such that a quantitative description
can be achieved in light nuclei and envisioned for heavier
systems. However, in most many-body approaches the
handling of full three-body operators is computationally
too demanding at the moment such that one resorts to the
so-called normal-ordered two-body approximation (NO2B)
Θpqrs =
∑
kl
wpqkrslρkl , (18)
yielding an effective two-body interaction (i.e. a mode-4
tensor) via an in-medium contraction of the three-body
matrix elements wpqrsut (i.e. a mode-6 tensor) with the
one-body density ρkl of the quantum state under consid-
eration. In this way, dominant effects of 3N interactions
are included without explicitly resorting to three-body op-
erators. In no-core shell model (NCSM) calculations the
induced error was estimated to be 1−3% in medium-light
systems [42, 43].
Working in the NO2B approximation puts us in position
to apply tensor decomposition techniques in presence of
3N interactions without having to explicitly decompose a
mode-6 tensor. We thus repeat the analysis presented in
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FIG. 9. (Color online) Same as Fig. 7 for the nuclear Hamil-
tonian containing the contribution from the 3N interaction in
the NO2B approximation. Note that only the results corre-
sponding to the natural grouping of indices are displayed with
a modified horizontal scale.
Sec. III B in this context. The one-body density matrix
entering Eq. (18) is obtained from a prior HF optimization
performed in the presence of the full 3N interaction. As
visible from Fig. 8, singular values behave as in the 2N
interaction case, such that an efficient truncation can be
achieved for the natural grouping. While not shown in
Fig. 8, we indicate that the ’1432’ grouping offers again
no significant compression.
For the THC decomposition, the same pattern as for
2N interactions only is observed once again. In particular,
Figs. 7 and 9 are essentially identical. A relative error of
∆HJ = 10−1−10−2 is achieved for rTHC = N1.8 while for
sparse J blocks taking rTHC ≤ N1.5 is typically sufficient.
This ends to demonstrate that a systematically improvable
decomposition of state-of-the-art nuclear Hamiltonians
can be performed in presence of 3N forces.
D. Overview
An overview of the results is provided in Tab. III D. For
a decomposition error ∆V JTMT or ∆HJ set to  = 10−1,
basis tensor format coupling N rmin rmax
HO V JTMT CPD JT -coupled 15 N1.6 N2.4
HO V JTMT THC JT -coupled 15 N0.4 N1.7
HF HJ THC J-coupled 30 N0.7 N1.8
TABLE I. Results obtained from different tensor formats and
single-particle bases along with different angular-momentum
and isospin coupling schemes. The quantities rmin and rmax
correspond to the minimal and maximal THC decomposition
ranks selected for different J or (J, T,MT ) channels whenever
fixing the decomposition error ∆V JTMT or ∆HJ to be  = 0.1.
All results refer to a model space associated with emax = 4
and include 2N interactions only (including the 3N force in the
NO2B approximation does not modify the results associated
with the last row).
the minimal and maximal ranks obtained among all J
values are listed. The superiority of THC over CPD in
this respect is clearly visible. Including or not the 3N
interaction via the NO2B approximation does not modify
the results associated with the last row.
E. Data compression
To illustrate the memory gain obtained via the THC, a
data compression factor RC is now displayed in Fig. III E
for the Hamiltonian expressed in the HF basis and includ-
ing the 3N interaction via the NO2B approximation. The
factor RC is defined as the ratio of the number of entries
needed to store the initial interaction or Hamiltonian ten-
sor over the number needed to store its factorized version.
Given that the THC rank depends on the J value of a
given block, the approximation on the overall tensor is
set in two different ways. The right panel of Fig. III E
displays RC as a function of an error threshold  common
to all J channels. This corresponds to using J-dependent
THC ranks obtained by setting ∆HJ = . The left panel
of Fig. III E displays RC as a function of a THC rank
rTHC common to all J blocks. This corresponds to using
different errors ∆HJ in each J block.
One first observes that the compression factor decreases
with the increasing accuracy in both cases, i.e. for in-
creasing rTHC or decreasing . Of course, RC = 1 in the
limit where no approximation is made on the Hamiltonian
tensor. Next, one notices that the trend is monotonous,
independently of the way the approximation on the over-
all tensor is set. On the left panel, it appears clearly that
the compression factor is nucleus independent. Indeed,
setting a common rank for all J blocks fixes by construc-
tion the number of entries in the factorized form of the
tensor, which is system independent as long as one uses
the same emax as is presently done. Given that the error
 actually probes the values of the tensor entries, and
thus impacts the rank of the associated factorized tensor
in each J block, the curves on the right panel are not
identical. Still, the nucleus dependence is essentially non
existent.
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FIG. 10. (Color online) Data compression factor RC reached by the THC decomposition of the nuclear Hamiltonian. Calculations
are performed in a emax = 4 single-particle space with a chiral Hamiltonian expressed in the HF basis and including the 3N
interaction in the NO2B approximation. Left panel: the THC decomposition is performed using the same rank in all J blocks.
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FIG. 11. Tensor network of the second-order energy equation in its original (left) and factorized (right) forms. Objects in green
correspond to the THC factors of the intrinsic Hamiltonian whereas objects in blue correspond to the CPD factors generated
from the inverse Laplace transform of the energy denominators.
IV. GROUND-STATE ENERGIES
To benchmark the performance of tensor-decomposed
tensors in many-body calculations, second-order MBPT
calculations of closed-shell nuclei are performed as a sim-
ple testbed.
A. Second-order many-body perturbation theory
The central quantity of present interest is the second-
order (Rayleigh-Schrödinger) MBPT correction to the
ground-state energy obtained from the so-called Møller-
Plesset partitioning [44, 45]
E(2) = −14
∑
abij
HabijHijab
a + b − i − j , (19)
where roman labels a, b and i, j denote particle and hole
states, i.e., single-particle states that are unoccupied and
occupied in the HF reference Slater determinant, respec-
tively. Furthermore, k refers to HF single-particle ener-
gies. Equation (19) is the leading correction providing
the bulk part of dynamic correlation effects in closed-shell
nuclei when starting from SRG-evolved chiral Hamiltoni-
ans [7, 40].
Making use of angular-momentum coupling techniques,
Eq. (19) is rewritten under the working form
E(2) = −14
∑
J
Jˆ2
∑
a˜b˜ı˜˜
HJ
a˜b˜ı˜˜
HJ
ı˜˜a˜b˜
a˜ + b˜ − ı˜ − ˜
, (20)
where xˆ ≡ √2x+ 1 [46]. Working with a spherically-
restricted HF solution, single-particle energies are m-
independent, i.e., p˜ = p.
The computational complexity of a many-body frame-
work is related to the number of internal summations
required to evaluate the contractions between the tensors.
Second-order HF-MBPT involves two particle and two
hole summations, i.e.
E(2) ∼ n2p n2h , (21)
where np and nh denotes the number of particle and hole
states, respectively. Without distinguishing them, second-
11
order MBPT is thus loosely referred to as a N4 process.
More advanced state-of-the-art many-body approaches
typically involve a N6 scaling, e.g., third-order MBPT,
CC truncated at the singles and doubles level (CCSD),
IM-SRG truncated at the two-body level (IMSRG(2)) or
Green’s function at the ADC(3) level. For high-accuracy
calculations a final, e.g. N7, evaluation is performed
to approximately account for higher-order effects in a
non-iterative way11.
B. Many-body tensor factorization
As alluded to in the introduction, many-body calcula-
tions typically involve the contraction of the Hamiltonian
tensor with what can be denoted as many-body tensors
whose detailed form is characteristic of the many-body
formalism of interest. In order to exploit the factorized
form of the Hamiltonian tensor, the involved n-tuple sum
must be disentangled. In order to achieve this goal, the
many-body formalism must be reformulated in terms of
factorized many-body tensors.
In this respect, MBPT(2) provides the simplest and yet
illustrative example. As Eqs. (19) and (20) make clear,
computing E(2) involves the contraction of (twice) the
Hamiltonian tensor with
Dabij ≡
1
a + b − i − j . (22)
A decomposition of this mode-4 tensor is easily obtained
due to its known analytical structure. The situation is less
trivial in non-perturbative methods where the many-body
tensors at play constitute unknowns to be obtained along
the way. In the present case, D can rewritten exactly via
the inverse Laplace transform according to
1
a + b − i − j =
∫ ∞
0
e−t(a+b−i−j)dt , (23)
which leads, via a numerical quadrature scheme, to
Dabij ≈
+M∑
s=−M
ωse
−ts(a+b−i−j)
≡
+M∑
s=−M
pias pibs ωs pisi pisj , (24)
where by convention pisp = (pips)−1. The rank of Eq. (24)
is rD ≡ 2M + 1. Numerical values of ωs and ts are tabu-
lated in the literature [47] such that high precision can be
11 The present analysis explicitly excludes valence-space approaches
requiring the diagonalization of a dressed Hamiltonian in a trun-
cated valence space. In this case the exponential scaling of the
final diagonalization convolutes with the building of the valence-
space Hamiltonian that is performed at (low) polynomial cost.
reached with very few grid points. In particular the size of
the integration mesh was shown to be independent of the
system. Note that Eq. (24) is equivalent to performing a
CPD of D. Since in closed-shell systems the HF reference
Slater determinant displays a pronounced shell gap at the
Fermi energy, the entries of D are all non-vanishing and,
therefore, the quadrature is well-defined.
C. MBPT(2) tensor network
With the decomposed tensors at hand, the tensor net-
work associated with E(2) can be formulated. It is dis-
played graphically in Fig. III E in its original and in its
tensor-factorized forms. Although every {Xi,W} fac-
tor carries an additional angular-momentum label J , the
corresponding labels are left out in the figure since the
different J blocks do not mix in Eq. (20).
The second-order energy correction is now written as
E(2) = −14
∑
Jαβγδs
Jˆ2JWαβ
JW γδ
JA
αγ
s
JB
αγ
s
JC
βδ
s
JD
βδ
s ,
where the intermediates
JA
αγ
s ≡
∑
a
JX
1
aα
JX
1
aγpias , (25a)
JB
αγ
s ≡
∑
b
JX
2
bα
JX
2
bγpibs , (25b)
JC
βδ
s ≡
∑
i
JX
3
iβ
JX
3
iδpisi , (25c)
JD
βδ
s ≡
∑
j
JX
4
jβ
JX
4
jδpisj , (25d)
have been introduced. The evaluation costs of (A,B)
and (C,D) are O(r2THC · nh · rD) and O(r2THC · np · rD),
respectively. Defining new intermediates via
JM
αδ
s ≡
∑
γ
JA
αγ
s
JB
αγ
s
JW γδ , (26a)
JN
αδ
s ≡
∑
β
JC
βδ
s
JD
βδ
s
JWαβ , (26b)
one is eventually left with
E(2) = −14
∑
J
Jˆ2
∑
s
∑
αδ
JM
αδ
s
JN
αδ
s . (27)
While performing the contractions in Eq. 26 is car-
ried out in O(r3THC · rD), the summation over (s, α, δ)
in Eq. (27) requires O(r2THC · rD) operations. Obviously,
the computational scaling of E(2) depends on the THC
ranks rTHC in each J block, which themselves depend
on the chosen approximation error  on the Hamiltonian.
As the most expensive contraction in Eq. (26) is a cubic
polynomial in rTHC, E(2)THC scales as
E
(2)
THC ∼ O(N5.4) (28)
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FIG. 12. (Color online) Relative error ∆E(2) of the tensor-decomposed second-order ground-state energy correction for 4He,
16O and 40Ca. Calculations are performed in a emax = 4 single-particle space with a chiral Hamiltonian expressed in the HF
basis and including the 3N interaction in the NO2B approximation. Left panel: the THC decomposition is performed using the
same rank in all J blocks. Right channel: the THC decomposition is performed using the same error in all J blocks.
for an accuracy of  = 10−1 according to Tab. IIID.
This is worse than the naive O(N4) scaling of the orig-
inal second-order correction. However, the aim of the
present work is not to derive a low-scaling approximation
of an already low-cost many-body method but rather to
benchmark the propagation of the decomposition error of
many-body tensors on nuclear observables (see Sec. IVD
below). One has to move to more expensive methods
to begin with to generate a reduction of the numerical
scaling. In this context, it was of example claimed that
third-order MBPT can be carried out in O(N4) instead of
the usual O(N6) when using a THC-decomposed electron
repulsion tensor [2]12. This analysis is not presently car-
ried out since the J-coupled third-order formulas require
an angular-momentum recoupling of the particle-hole di-
agram that is incompatible with the standard coupling
order of J-coupled matrix elements. This will require an
analysis of the THC ansatz for Pandya-transformed [48],
i.e. particle-hole-recoupled, matrix elements.
D. Results
To measure the impact of the tensor factorization, the
relative error on the second-order energy correction is
introduced
∆E(2) ≡
∣∣E(2)THC − E(2)∣∣∣∣E(2)∣∣ , (29)
which goes to zero in the limit of an exact THC decom-
position. Because of the highly-accurate decomposition
of the analytically known tensor D in MBPT(2), the er-
ror presently propagates entirely from the approximation
12 In the cited paper there is no discussion on the scaling of the THC
rank as a function of single-particle basis size. We expect that
the authors assume a linear dependence rTHC ∼ N . Additionally,
it is to be noted that a different approach was used to obtain the
THC factors involving density-fitting techniques.
made on the Hamiltonian tensor. Figure IVC displays
∆E(2) as a function of the THC decomposition error
for doubly closed-shell nuclei 4He, 16O and 40Ca. The
Hamiltonian tensor is the same as the one employed in
Secs. III C and III E.
The right panel of Fig. IVC displays ∆E(2) as a func-
tion of the error  on the Hamiltonian tensor introduced
in Sec. III E. A global trend is visible such that lower
values of  yield lower ∆E(2). However, this behaviour is
non-monotonic since a better global approximation of the
Hamiltonian might still lead to larger deviations on the
level of individual tensor entries, which might eventually
affect the value of ∆E(2). One futher observes that 4He
displays 100% error all the way down to  = 0.3 before
dropping abruptely to catch up with the smoother curves
obtained for 16O and 40Ca. This peculiar behavior relates
to the anomalously low correlation energy per particle in
this very light and tightly bound system [40]. Because
our focus is on mid- and heavy-mass nuclei, the particular
behavior observed for 4He is ignored when drawing gen-
eral conclusions below. Eventually, a THC approximation
error of  ≈ 10−1 is sufficient to obtain ∆E(2) ≈ 10−2
for the three nuclei under consideration. Therefore, even
though the matrix elements are only approximated to
an accuracy of 10−1, the precision on the observable of
interest is one order of magnitude better. Even a quite
crude approximation on the matrix elements thus yields
an accuracy that is good enough to perform precision stud-
ies. Further decreasing the THC error to  ≈ 5 × 10−2,
accuracies of up ∆E(2) ≈ 10−3 can be reached.
The left panel of Fig. IVC displays ∆E(2) as a function
of the common rank rTHC defined in Sec. III E. While the
general behavior is similar to the right panel, the trend
is more monotonic. Eventually, a common THC rank
rTHC ≈ N1.8 is sufficient to obtain ∆E(2) ≈ 10−2 for the
three nuclei under consideration.
In order to combine the informations provided in
Figs. III E and IVC, the correlation between ∆E(2) and
RC is displayed in Fig. IVD for both 16O and 40Ca. A
clear correlation is observed, thus confirming the expecta-
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FIG. 13. (Color online) Relative error ∆E(2) of the tensor-decomposed second-order ground-state energy correction against
data compression factor RC for 16O and 40Ca. Calculations are performed in a emax = 4 single-particle space with a chiral
Hamiltonian expressed in the HF basis and including the 3N interaction in the NO2B approximation. Full (empty) symbols are
obtained by setting the THC approximation of the Hamiltonian tensor through  (rTHC). The grey area indicates the region of
sub-percent accuracy on the second-order ground-state correlation energy.
tion that a compromise must be made between the needed
accuracy and the data compression that can be reached.
Furthermore, the correlation does not depend decisively
on the variable used to set the approximation on the
Hamiltonian tensor. Eventually, a sub-percent accuracy
is typically reached while reducing the input data by one
order of magnitude. While this number is presently ob-
tained in a small single-particle model space, we expect
the data compression achieved for a given accuracy on
the observable to increase significantly with emax.
V. DISCUSSION
We conclude with a last set of comments
1. Applications presented in this work are restricted
to angular-momentum-coupled matrix elements in
a symmetry-adapted single-particle basis. Recently,
it was shown that the use of a Bogoliubov reference
state breaking U(1) symmetry in Gorkov SCGF [13],
Bogoliubov CC [16] and Bogoliubov MBPT [21, 22]
is highly beneficial to account for static correla-
tion effects in open-shell superfluid nuclei while still
resorting to single-reference methods. While it is
of strong interest to extend tensor factorizations
to such frameworks it remains yet to be seen how
the Hamiltonian matrix elements expressed in the
symmetry-broken quasi-particle basis authorize effi-
cient low-rank decompositions. In particular, while
an efficient THC was presently shown to heavily rely
on a natural grouping of indices, no such natural
grouping exists for matrix elements in the quasi-
particle basis. While the first tests in open-shell
oxygen isotopes do not reveal such issues [49], the
analysis needs to be performed systematically. This
work is under way.
2. Appendix A briefly discusses that the THC decom-
position of the HF matrix elements can be obtained
by either performing the THC decomposition on
the interaction tensor represented in the HF basis
or by convoluting the THC factors of the interac-
tion tensor generated in the HO basis with the HF
expansion coefficients. Of course, the second option
is highly preferable given that it is universal, i.e.,
it relies on a system-independent factorization of
the Hamiltonian that can be performed once for
a chosen emax and from which nucleus-dependent
quantities can be obtained via a basis transforma-
tion whenever necessary. However, the two steps of
(i) decomposing the tensor and (ii) basis transforma-
tion are non-commutative in principle given that the
approximation on the Hamiltonian tensor can influ-
ence the results of the HF calculation. Therefore,
it is not guaranteed that the same decomposition
error is achieved in both cases. The comparison of
both approaches needs to be investigated whenever
the factorization of the mode-6 tensor associated to
the 3N interaction becomes possible.
3. Results obtained in this paper reveals higher THC
ranks for the nuclear Hamiltonian tensor than for
the electron repulsion tensor in quantum chemistry.
While not necessarily surprising given the differ-
ent nature of the interactions under consideration,
the difference regarding the efficiency of the tensor
decomposition is believed to be mainly driven by
the coupling scheme employed. While the electron-
electron repulsion tensor is stored in an ’m-scheme
analogue’, the nuclear interaction is processed in
J-coupled or JT -coupled schemes. This prepro-
cessing of symmetry properties lowers the (relative)
number of non-zero entries in the tensor, which
eventually leaves less redundancies to exploit in the
factorization. Correspondingly, it is of interest to
benchmark the THC decomposition on m-scheme
matrix elements in the near future. This will any-
way be necessary to employ tensor-decomposition
techniques in many-body methods allowing for the
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breaking (and the restoration) of SU(2) symmetry
in doubly open-shell nuclei in the future.
4. A computational bottleneck of the THC decomposi-
tion is the large range spanned by two of the indices
of the left and right singular vectors used as an
input to the CPD decomposition. As an additional
step one may preprocess those mode-3 tensors via
a Tucker decomposition [1]
Tpqr =
∑
αβγ
R(1)pαR
(2)
qβ R
(3)
rγ Sαβγ , (30)
with factor matrices R(i) and a mode-3 core tensor
S. When the Tucker rank rTucker is equal to the
original index size N the decomposition becomes
exact. Therefore, the Tucker decomposition may
enable to perform the CPD on the smaller core
tensor S, and to subsequently absorb the Tucker
factors R(i) into the THC factors. The efficiency of
this approach, i.e., the size of the required Tucker
ranks needs to be investigated.
5. The present study is, for the sake of simplicity,
restricted to a simple second-order perturbative cor-
rection to ground-states energies of doubly closed-
shell nuclei. In this context, the error on the ob-
servable was shown to be one order of magnitude
smaller than the error on the input matrix elements.
However, no improvement is brought by tensor fac-
torization technique on the computational scaling
of such a low-cost many-body calculation. Still, it
is to be emphasized that, ultimately, tensor factor-
ization is meant to be applied to more expensive
truncation/non-perturbative schemes whose scal-
ings with system size can be convincingly and sig-
nificantly reduced via tensor factorization. In this
context, the tensor network at play in MBPT(2) is a
simple, yet representative, example. More involved
truncation schemes will yield similar contraction
patterns such that, while the size of the associated
network is expected to grow, the overall scaling
of the tensor-factorized network is not. Therefore,
more complicated tensor networks may yield the
same complexity as MBPT(2). This field of investi-
gation, which relies on a reformulation of many-body
theories in terms of factorized many-body tensors,
is expected to attract significant attention in the
future.
6. Antisymmetry of the interaction tensor is presently
not enforced during the minimization of the Frobe-
nius norm. Consequently, the reconstructed tensor
might not be properly anti-symmetric under permu-
tation of bra and ket indices. This feature relates
to a violation of Pauli’s exclusion principle. Even
though this did not pose apparent problems in the
calculation of the second-order energy correction,
it was realized in quantum chemistry that enforc-
ing permutation symmetry during the construction
of the THC factors is key to converge CC calcula-
tions with factorized amplitudes [6]. Constraining
the minimization problem to ensure permutation
symmetry is part of our ongoing effort in nuclear
theory.
VI. CONCLUSIONS
In this publication, we have performed the first proof-of-
principle applications of tensor-decomposition techniques
within the frame of ab initio nuclear structure theory.
We employ a nuclear Hamiltonian containing two- and
three-nucleon interactions derived from chiral effective
theory as a testbed for our calculations. In this context,
two tensor formats have been explored: the canonical
polyadic decomposition and the tensor hypercontraction.
In Table IIID, an overview of the features displayed by
the two tensor formats applied to different tensors is given.
While CPD provides a simple approach to compress the
tensor the required tensor ranks are quite high. Still
the CPD format requires less storage than the original
tensor and can be used in subsequent many-body calcu-
lations to achieve milder scaling in methods applicable
to medium-mass systems. On the other hand the THC
format consists of a multi-step procedure where the inter-
action tensor is pre-processed by compressing the data
via a truncated SVD. THC is shown to provide a more
adequate tensor format for the nuclear hamiltonian ten-
sor, requiring significantly lower ranks to reach the same
accuracy as CPD. This is achieved at the price of needing
five instead of four factors matrices, one of which scales
quadratically with the THC rank. Both tensor formats
are useful in obtaining efficiently compressed nuclear inter-
action tensors. It is an interesting task for future research
to design tensor formats with even better compression
properties.
The decomposed interaction tensor is meant to be used
in ab initio many-body calculations. Second-order MBPT
corrections to the ground-state energy of doubly closed-
shell nuclei presently provide a reasonable starting point
to gauge the error propagated from the tensor-decomposed
nuclear interactions to many-body observables. Approxi-
mating the matrix elements to an accuracy of 10−1, the
precision on the second-order energy correction is one or-
der of magnitude better. Such a sub-percent accuracy on
the correlation energy is typically reached while reducing
the input data by one order of magnitude. While this
number is presently obtained in a small single-particle
model space, we expect the data compression achieved for
a given accuracy on the observable to increase significantly
with emax.
Regarding the tensor decomposition, the next step con-
sists of improving the numerical algorithms in order to
allow for applications in larger model spaces. Further-
more, it is envisioned to pre-process left and right singular
vectors involved in the THC via a Tucker decomposition.
Since the CPD step currently constitutes the limiting
15
factor, this will enable more economical decompositions.
As a longer term goal, tensor-decomposition techniques
is meant to be extended to genuine three-body forces,
i.e., mode-6 tensors. This requires a generalization of
the currently employed tensor formats as well as of the
underlying numerical algorithms.
The present work is also meant to be extended to non-
perturbative many-body frameworks that, however, need
to be reformulated to fully gain from the computational
savings of the decompositions. In addition to a significant
gain in memory stage, it has the potential to lead to a
major reduction of the numerical scaling displayed by
high-level many-body methods. In this context, the wish
is also to extend the rationale to representations of the
nuclear Hamiltonian in bases appropiate to many-body
methods allowing for the breaking (and the restoration)
of U(1) and/or SU(2) symmetries; i.e. in quasi-particle
and/or m-scheme bases, respectively. This is necessary
to achieve an efficient ab initio description of singly- and
doubly-open shell nuclei on the basis of single-reference
many-body methods in the future.
Eventually, the long-term hope is that a systematic use
of tensor decomposition techniques can help (i) resolve the
storage-bottleneck of nuclear three-body matrix elements
that currently is one of the main limitations to perform
meaningful ab initio calculations of nuclei with A > 100,
and can help (ii) perform highly-accurate many-body
calculations at a reduced computational cost. In both
cases, the objective is to advance the description and
prediction of nuclear phenomena from first principles in
conjunction with state-of-the-art experimental studies.
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Appendix A: Hartree-Fock theory
When treating the 3NF in full in many-body calcula-
tions and having the capacity to decompose a mode-6
tensor, it will be of interest to perform the decomposition
of the nuclear Hamiltonian tensor in the HO basis. Work-
ing with a large enough basis to begin with, one may hope
in this way to perform the tensor decomposition only once
for a large set of nuclei. Of course, the achieved quality
will have to be shown to be maintained independently of
the nucleus and the computed observable.
Let us briefly illustrate this situation for the THC
decomposition of a mode-4 tensor, i.e., for the two-
body part of the Hamiltonian. Having at hand the fac-
tors {Y iliα, i ∈ {1, 2, 3, 4}} associated with the tensor-
decomposed HO matrix elements and the coefficients of
the HF transformation from a prior calculation13, Eq. (15)
can be rewritten with the help of new factor matrices
Xikiα ≡
∑
li
ClikiY
i
liα , (A1)
under the form
HHFk1k2k3k4 =
∑
αβ
X1k1αX
2
k2αWαβX
3
k3βX
4
k4β . (A2)
The THC factors of the HF matrix elements are simply
those obtained from the HO matrix elements contracted
with the HF coefficients. Obviously, the core tensor W is
untouched by the transformation. We note that this trans-
formation can be conveniently identified with a simple
matrix-matrix product.
In practice, the set of equations must be reformulated in
terms of J-coupled matrix elements. Given that the trans-
formation coefficients typically arise from a symmetry-
restricted, i.e. spherical, HF code, they display the re-
duced form
Ckl = δjkjlδpikpilδtktlC(jkpiktk)nknl . (A3)
Consequently, the HF transformation only mixes radial
excitations such that Eq. (A1) simplifies into
JX
i
kiα =
∑
nli
C
(jkipiki tki )
nlinki
JY
i
nliα
, (A4)
where JY i denotes the THC factors generated from J-
coupled matrix elements.
13 One may envision to perform the HF calculation without any
tensor factorization of the Hamiltonian and only build its tensor-
factorized form for post-HF calculations.
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