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The strong coupling between electronic transport in a single-level quantum dot and a capacitively
coupled nano-mechanical oscillator may lead to a transition towards a mechanically-bistable and
blocked-current state. Its observation is at reach in carbon-nanotube state-of-art experiments. In
a recent publication [Phys. Rev. Lett. 115, 206802 (2015)] we have shown that this transition is
characterized by pronounced signatures on the oscillator mechanical properties: the susceptibility,
the displacement fluctuation spectrum and the ring-down time. These properties are extracted
from transport measurements, however the relation between the mechanical quantities and the
electronic signal is not always straightforward. Moreover the dependence of the same quantities on
temperature, bias or gate voltage, and external dissipation has not been studied. The purpose of
this paper is to fill this gap and provide a detailed description of the transition. Specifically we
find: (i) The relation between the current-noise and the displacement spectrum. (ii) The peculiar
behavior of the gate-voltage dependence of these spectra at the transition. (iii) The robustness of
the transition towards the effect of external fluctuations and dissipation.
PACS numbers: 73.23.Hk, 73.63-b, 85.85.+j
I. INTRODUCTION
Detection and actuation of mechanical systems at the
nano-scale is a present-day challenge that has impor-
tant fundamental and application perspectives.1–8 Elec-
tronic transport allows for detection of the displacement
of extremely small mechanical oscillators, like carbon
nanotubes.9 Increasing the coupling between electronic
transport and mechanical displacement allows for a more
sensitive detection and more precise actuation of the me-
chanical motion. However, strong coupling can also lead
to an unexpected behavior of the system, as it was first
recognized in studying coherent electronic transport in
molecular junctions coupled to low-frequency (classical)
vibrations.10,11 In nano-mechanical systems the impor-
tance of the electron back-action on the mechanical de-
grees of freedom was recognized very early,12–17 and con-
cerned the case of oscillators coupled to single-electron
transistors in the orthodox incoherent Coulomb blockade
regime. In this regime it was found that for sufficiently
strong coupling the system presents a mechanical bista-
bility with a suppression of the current,18 analogous to
the coherent case of molecular junctions.19 In both cases
the transition to the bistable state is controlled by the in-
tensity of the electro-mechanical coupling, P , defined as
F 20 /k, where k is the spring constant of the oscillator and
F0 is the force acting on the oscillator when one electron
is added to the quantum dot or to the metallic island of
the single-electron transistor. The bistability and sup-
pression of the current is expected when both the tem-
perature T and the bias voltage V are smaller than P
(we work throughout the paper with the notation that
the electric charge e, the Boltzmann constant kB , and
the reduced Planck constant ~ are equal to 1). In the co-
herent transport case an additional condition has to be
satisfied: P larger than Γ, the typical width of the elec-
tron state. Observation of this effect is not easy, since in
general the value of P is very small. In order to increase
its value it has been proposed, for instance, to study a
mechanical system close to the Euler-buckling instabil-
ity, since there k vanishes, leading to an increase of two
orders of magnitude of P .20–22 However the transition
has not been observed yet, contrary to the related, but
different effect, known as Franck-Condon blockade.23–26
The latter concerns high-frequency phonons in the regime
Γ T  ω0, where ω0/2pi is the phonon frequency.
The experimental situation changed recently with the
impressive progress that has been achieved in the detec-
tion and manipulation of carbon-nanotubes mechanical
oscillators. After the first observation of the mechanical
resonance9 it has been possible to observe the back-action
of single-electron transport on the mechanical mode.27,28
This opened the way to an impressive series of appli-
cations for mass,3,29 force,7, magnetic30 and biological
sensors,31 high quality factors resonators,32,33 as well as
the observation of phenomena related to the non-linear
behavior of the oscillator.34,35 In particular, recently the
group of S. Ilani reported the observation of devices with
values of P of the order of 0.3 K.36,37 The system they
study is well modelled by a quantum dot coupled to a
mechanical oscillator. In a very recent publication we in-
vestigated some of the features expected when the tran-
sition is studied varying the coupling constant P at low
temperature (ω0  V, T  P ).38 Specifically we found
that the mechanical mode softens at the transition to the
bistable state, with a minimal value controlled by the
bias voltage, and that phase fluctuations dominate the
dynamics leading to a universal quality factor of 1.71.
This provided a first glance on the transition scenario,
but several points deserve to be investigated in order to
clarify the full picture.
In this paper we analyze the current-noise spectrum
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2and, in particular, we investigate its relation to the dis-
placement spectrum. The two spectra may be propor-
tional to each other, since the current is modulated by
the displacement, but in general more complex relations
exist.
One of the clearest proofs of the back-action of single-
electron transport on the mechanical degrees of freedom
is the observation of a weak softening of the mode as a
function of the gate voltage around the degenerate point.
Since at the transition the mode softens spectacularly, we
investigate how this reflects on the gate-voltage depen-
dence of the mechanical resonance.
In general the system is out of equilibrium and the
bias voltage plays the role of the temperature. Both the
bias voltage and the temperature influence the transition,
mainly smearing it. We thus investigate the region where
its observation is still possible.
Finally real systems are always coupled to other de-
grees of freedom, that induce dissipation. We consider
the effect of the presence of a finite dissipation. We find
that it can either have no effect on the main physical
quantities, or improve the visibility of the transition when
the temperature of the environment is lower than the bias
voltage.
The plan of the paper is the following. In Sec. II
we introduce the microscopic model describing a single-
level quantum dot coupled to a mechanical oscillator, we
present then a Langevin and Fokker-Planck description
of the system dynamics. In Sec. III we derive the aver-
age electric current through the device. In Sec. IV we
obtain and study the current-fluctuation spectrum relat-
ing it to the displacement spectrum. In Sec. V we study
the gate voltage dependence of the aforementioned spec-
tra. In Sec. VI the effect of thermal and off-equilibrium
fluctuations is discussed. In Sec. VII the influence of an
external damping is considered on the oscillator quality
factor. Finally Sec. VIII gives our conclusions and per-
spectives.
II. MODEL AND PREREQUISITES
A. The model
Following the literature on the subject11,38 we describe
the quantum dot by a spinless single electronic level cou-
pled to a mechanical oscillator. The Hamiltonian reads:
H = HL +HR +HT + (ε0−F0x)d†d + p
2
2m
+
kx2
2
, (1)
where d and ε0 are the destruction operator and the en-
ergy of the electronic level on the dot, respectively, x
is the displacement of the relevant mechanical mode, p
its conjugated momentum, m the mode effective mass,
k the spring constant (with ω0 =
√
k/m), and F0
the electrostatic force acting on the oscillator when the
electronic level is occupied. The first three terms de-
scribe the leads and their coupling to the electronic level:
Hα =
∑
k(αk − µα)c†αkcαk, HT =
∑
k tαc
†
αkd + h.c.,
with α = L(R) for the left (right) lead, c and αk the de-
struction operator and the energy of the electrons in the
leads, respectively, and µα the chemical potential. From
these quantities one can define the lead’s tunneling rate
Γα ≡ pit2αρα with ρα the density of states and the single-
level width Γ ≡ ΓL + ΓR. For simplicity in the following
we choose ΓL = ΓR = Γ/2 and µL = −µR = V/2, with
V the bias voltage. In the following we will always con-
sider the regime that is realized in current experiments
with carbon nanotubes. This corresponds to the limit
Γα  ω0 and ω0  max(T, V ) that allows one to solve
the problem within the Born-Oppenheimer approxima-
tion and to treat the mechanical mode classically.11 We
will not consider in this paper the case of strongly cou-
pled fast (quantum) oscillator, that is more relevant for
molecular transport.25,39–41
B. Classical stochastic description
With these assumptions the displacement dynamics of
the mechanical mode can be described by a Langevin
equation:
mx¨+A(x)x˙+mω20x = Fe(x) + ξ(t) , (2)
where the charge fluctuations on the dot are at the ori-
gin of the average force Fe(x), the dissipation A(x),
and the stochastic force ξ(t), that satisfies 〈ξ(t)ξ(t′)〉 =
D(x)δ(t − t′) (actually the time range of the correla-
tion function is Γ−1, but since Γ  ω0 we approximate
it by a Dirac delta function).11,18 The coefficients read
Fe(x) = F0n(x), D(x) = F 20 Snn(x, ω = 0), A(x) =
−F 20 (∂Snn/∂ω)(x, ω)|ω=0, with n = d†d, n(x) = 〈n〉
the average occupation of the dot, and Snn(x, ω) =
〈n(t)n(0)〉ω the charge fluctuation spectrum. The ex-
plicit expression for A, Fe, and D has been obtained in
Ref. 11 (we provide an alternative and more elementary
derivation in App. A):
〈n〉 =
∫ +∞
−∞
dω
2piΓ
(fL + fR) τ (3)
Snn|ω=0 =
∑
α,β
∫ +∞
−∞
dω
2piΓ2
fα(1− fβ)τ2 (4)
dSnn
dω
∣∣∣∣
ω=0
=
∑
α,β
∫ +∞
−∞
dω
2piΓ2
fατ
[
f ′βτ − (1− fβ)τ ′
]
,
(5)
where fα(T, ω) = fF (ω − µα), fF (ω) = (1 + eω/T )−1 is
the Fermi function, τ(ω, x) = 1/{1+[(ω−ε0 +F0x)/Γ]2}
is the energy-dependent electronic transmission factor
through the quantum dot, and the prime in Eq. (5) indi-
cates the derivative with respect to ω.
Since the stochastic force is short-ranged in time one
can derive a Fokker-Planck equation for the probability
3distribution P (x, p, t):13,42
∂tP =
p
m
∂xP − F∂pP + A
m
∂p(pP ) +
D
2
∂2pP , (6)
where F (x) = −kx+ Fe(x).
C. Effective potential determined by F (x)
The total deterministic force F (x) acting on the os-
cillator is given by the sum of the mechanical restoring
force −kx and of the electronic contribution F0〈n〉. For
vanishing temperature (the finite temperature case will
be discussed in Sec. VI) and arbitrary bias voltage one
finds:
F (x) = −kx+ F0
2
+
F0
2pi
∑
α=±
arctan
αV/2− ε0 + F0x
Γ
.
(7)
One can verify that for ε0 = εP /2 the force is anti-
symmetric with respect to the point x0 = F0/2k. This
value of the gating is special and corresponds to the new
electron-hole symmetry point for the system. We will fo-
cus mainly on this case in the remainder of the paper,
dedicating Sec. V to a discussion on the ε0-dependence
of different physical quantities. The force is more conve-
niently expressed in terms of the dimensionless variable
y = F0(x − x0)/Γ, for which one can write a Taylor ex-
pansion in y:
F (y) = F0
∞∑
n=0
a2n+1y
2n+1, (8)
with
a1 = −Γ/εP + arctan′(V/2Γ)/pi (9)
and an = arctan(n)(V/2Γ)/[pin!] for n > 1. From the
form of F it follows immediately the form of the effective
potential defined as
U(x) = −
∫ x
F (x′)dx′. (10)
As a function of y it reads U(y) =
−Γ∑∞n=0 a2n+1y2n+2/(2n + 1) The condition a1 < 0
determines the stability of the minimum in y = 0 and
gives the equation εP < εc(V ) with
εc(V ) = piΓ
(
1 +
V 2
4Γ2
)
(11)
defining the critical line. By graphical solution of the
equation F (y) = 0 one finds that there is always one solu-
tion at y = 0, and then there can be one or two additional
pairs of solutions at ±y1 and ±y2. Since the function is
regular, the stationary points corresponds either to max-
ima or minima of the potential, that alternate. Moreover
the system has always at least one stable solution, thus
FIG. 1. (Color online) Phase-diagram for the stability of
the effective potential in the V − εP plane for ε0 = εP /2 and
vanishing temperature. The thick line indicates the critical
line εc.
when the solution at y = 0 is unstable there can be only
two stable solutions at ±y1 (3 solutions). This proves
that in the region of the phase diagram εP > εc(V ) the
potential has two symmetric minima (see also Fig. 1).
The situation is more complex when the origin is stable
(a1 < 0), but a3 and a5 are not both negative. In this
case the origin can be either the only minimum or two
additional side minima may appear. By direct calcula-
tion one finds that a3 > 0 for V > 2Γ/
√
3. Thus along
the critical line this point (εc(2Γ/
√
3) = 4pi/3Γ) marks
the beginning of the multi-stability. The full behavior
is shown in Fig. 1, as obtained by numerically solving
F (y) = 0.
In the following we will limit to voltages smaller than
2Γ/
√
3, thus the two possible phases are the stable and
bistable one, separated by the line εc(V ). For vanishing
voltage and temperature the effective potential reads:
U(y) =
Γ
2εP
y2 − Γ
2pi
[
2y arctan y − log (1 + y2)] , (12)
that expanded around y = 0 gives:
U(y) =
Γ
2pi
piΓ
εP
[(
1− εP
piΓ
)
y2 +
1
6
εP
piΓ
y4 +O(y6)
]
. (13)
In this case the transition takes place at the value εP =
piΓ = εc(0) ≡ εc.
The first important consequence of the transition is the
softening of the mechanical mode. Let’s define
ω2m = −
1
m
dF
dx
(14)
for x at the minimum of the potential. This gives
ω2m = ω
2
0(1−
εP
εc
) (15)
4FIG. 2. (Color online) A pictorial view of the current blockade
mechanism. We show the position of the electronic level of the
dot for the two stable positions of the oscillators depending on
the state of the dot, empty (upper level) or full (lower level).
When εP > V both levels are out of the conducting window
and for thus Γ  V, εP the current cannot flow stabilizing
both states. For Γ of the order of V and εP the picture is
blurred by the finite width of the energy level, leading simply
to a reduction of the current.
for εP ≤ εc and
ω2m ≈ 2ω20(
εP
εc
− 1) (16)
for εP ≥ εc and (εP −εc)/εc  1. As discussed in Ref. 38
the softening of the mechanical mode has important con-
sequences that can be observed in the response functions.
The appearance of the bistability marks also the be-
ginning of the reduction of the current, as we will discuss
more in details in the following. In Fig. 2 we provide a
simple picture of the blockade: The presence of an elec-
tron changes also the stable position of the oscillator and
consequently the energy of its level (0). When the shift
in the energy (εP ) exceeds the bias voltage both the occu-
pied and empty state are out of the bias window, thus in
a blocked current state. This holds strictly when Γ εP ,
but in general a residual current is possible, due to the
finite width in energy of the single electronic level.
D. Stationary solution for V, T  Γ
In the regime V, T  Γ the stationary solution of the
Fokker-Planck equation (6) can be found analytically. As
a matter of fact the coefficients A and D depend weakly
on x. In general when their ratio is independent of the
position it is possible to define an effective temperature:
Teff =
D(x)
2A(x)
. (17)
One can verify by substitution that the function
Pst(x, p) = N−1e−E(x,p)/Teff , (18)
solves Eq. (6). Here E(x, p) = p2/2m + U(x) is the
oscillator energy, U is defined by Eq. (10), and N =
∫
dx dp exp
(
−E(x,p)Teff
)
a normalization factor. The ex-
plicit expressions for A and D in the limit V, T  Γ
can be calculated by exploiting the weak ω-dependence
of τ(ω, x) with respect to the fast variation of the Fermi
functions. Expanding the expression of τ(ω, x) around
ω = 0 and integrating in ω we obtains:
A(x) =
F 20
piΓ2
τ20 (x)
[
1 +
2pi2
3
[
5τ0(x)− 6τ20 (x)
](T
Γ
)2]
,
(19)
where τ0(x) = τ(0, x), with the remarkable relation
D(x)
2A(x)
=
T
2
(
1 +
V
2T
coth
V
2T
+ . . .
)
≡ Teff . (20)
We thus find that at lowest order in T/Γ and V/Γ the
ratio D/A does not depend on x. This is not surprising
for V  T , since in this case the system is essentially
in equilibrium and Teff ≈ T , but it is somewhat unex-
pected for (Γ )V  T , i.e. far from equilibrium. In
this limit we find Teff ≈ V/4 that agrees with what found
for a metallic single-electron transistor in Ref. 12. Most
numerical simulations presented in this paper are per-
formed for V/Γ = 5 · 10−3, thus in this regime.
From the form of the stationary solution it is clear
that the effective potential plays a crucial role. It is thus
convenient to introduce a parameterization of the phase
space (x-p) of the oscillator in terms of the energy E(x, p)
and of the time along a trajectory of given energy:
tE(x, p) =
1
(2m)1/2
∫ x dx′
(E(x′, p)− U(x′))1/2
. (21)
The Jacobian of the transformation is unitary. In terms
of the new variables the distribution is uniform along
the trajectory, thus leading to the following form for the
stationary distribution integrated over the trajectories
Pst(E) =
2pi
ω(E)
e−E/Teff/N (22)
with N = ∫ dE2pie−E/Teff/ω(E), and 2pi/ω(E) the pe-
riod of the trajectory of energy E.
Lets finally briefly discuss ω(E). This can be ob-
tained analytically for the potential containing only the
quadratic and quartic part.43,44 We give its expression in
the stable phase εP < εc.
ω(E)
ω0
=
pi
2
√
B(E)
K[−m(E)] , (23)
with
B(E) =
εc − εP
2εc
+
√
3(εc − εP )2εc + 4pi2ε2PE
12ε3c
,
m(E) =
√
(εc − εP )2 + 4pi2ε2PE/3εc − (εc − εP )√
(εc − εP )2 + 4pi2ε2PE/3εc + (εc − εP )
5and K[−m(E)] the complete elliptic integral of the first
kind with parameter −m(E). At the critical point εP =
εc the expression simplifies:
ω(E)
ω0
=
(
pi3
48
) 1
4 Γ[3/4]
Γ[5/4]
(E/Γ)
1
4 ≈ 1.212 (E/Γ) 14 . (24)
In the other limit, for εP  εc one can expand in E
obtaining
ω(E) = ωm + ω
′E (25)
with
ω′ ≡ dωm
dE
=
pi2ω0
4εc
(
εP
εc
)2(
1− εP
εc
)−3/2
. (26)
In the next sections we will consider in some details
how different physical quantities behave as a function of
the coupling strength εP , particularly at the transition
to the bistable phase.
III. ELECTRONIC CURRENT
We begin by considering the current flowing through
the quantum dot. In the classical regime considered in
this paper for given value of x one can write:
I(x) =
∫
dω
2pi
τ(ω, x) [fL(ω)− fR(ω)] . (27)
The current is the average of this quantity over the po-
sitions visited by the oscillator:
I(t) =
∫
dω
2pi
∫
dxdpP (x, p, t)I(x) . (28)
In the stationary regime I does not depend on t and one
can use the stationary distribution for the probability.
We define the low voltage conductance as G(V ) = I/V
for small V . For T = 0 and V  Γ it reads:
G(V ) = GQ
∫
dxdpPst(x, p)τ(0, x) +O(V/Γ) , (29)
where GQ = 1/2pi is the quantum of conductance in the
units ~ = e = 1. Fig. 3 shows the conductance evaluated
numerically from Eq. (29) for different values of V , T = 0,
and ε0 = εP /2. The extreme limit V → 0 shows very well
the presence of a transition for εP = εc, the conductance
is flat for εP < εc and decreases smoothly for εP > εc,
with a cusp at εP = εc. Already at this values it is clear
that the suppression of the current is relatively slow as
a function of the coupling. This is due to the Lorentzian
decay of the transparency τ as a function of the energy.
For higher values of the voltage the transition is smooth.
When the effective potential is truncated to fourth or-
der [cf. Eq. (13)] it is possible to obtain an analytic
FIG. 3. (Color online) Conductance as a function of the cou-
pling constant εP for T = 0 and different values of V as indi-
cated in the legend. The dotted (green) line is the asymptotic
behavior of the conductance obtained for εP  εc, when the
system is in the bistable phase.
expression of the conductance. The dot-transparency
can be expressed as a power series of y: τ(0, x) =∑+∞
n=0 (−1)n y2n. By expanding the y4 term in the ex-
ponential of the stationary distribution one can evaluate
all the Gaussian integrals for εP ≤ εc obtaining for the
conductance:
〈G〉 = GQ
+∞∑
n=0
(−1)n
(
12pi2Teff
εc
)n/2
Ξn [α] (30)
with
Ξn [α] =
∑+∞
p=0
(−α)p
p! Γ
[
1+2(n+p)
4
]
∑+∞
p=0
(−α)p
p! Γ
[
1+2p
4
] , (31)
α = (εc − εP )/εP
√
3εc/pi2Teff , and Γ [x] the Euler-
Gamma function.
The expression simplifies for εP  εc:
G = GQ
(
1− pi
2
4
εPV
ε2c
)
. (32)
Close to the transition (specifically for α 1) we find
G(V ) ≈ GQ
{
1−
(
3pi2V
εc
) 1
2 Γ[3/4]
Γ[1/4]
+
− 6εc − εP
εP
Γ[3/4]
Γ[1/4]
[
Γ[3/4]
Γ[1/4]
− Γ[5/4]
Γ[3/4]
]}
.
(33)
This indicates that G(V ) decreases rapidly with V at
criticality, as can be seen in the figure.
Finally we investigate the behavior deep in the bistable
regime. For εP  εc the two stable solutions are at y =
6±εP /2Γ. By simply taking the value of the transparency
for these values of y we have
G =
GQ
1 + (piεP /2εc)2
. (34)
The conductance vanishes as a power law for large cou-
pling. We show this curve dotted on Fig. 3. This value
can be corrected by taking into account the Gaussian
fluctuations around the two minima that add a correc-
tion 1 + 3εcV/2ε2P that increases a bit the conductance
by increasing the effective temperature.
In conclusion we have seen that the current is slowly
suppressed as a function of the coupling constant, but
in general there is not a spectacular effect at the transi-
tion. This is in contrast to what happens for large values
of the coupling and finite voltage V  Γ, for which the
current has quite a sharp dependence on the voltage.19 In
the following we will consider the current-noise spectrum.
We will see that it is directly related to the mechanical
dynamics and presents thus clear signatures of the tran-
sition.
IV. POWER SPECTRAL DENSITY OF
CURRENT FLUCTUATIONS
The interest in the measurement of the current-
fluctuation spectrum is that it allows one to detect the
motion of the mechanical oscillator without driving it.
The current is modulated by a variation of the displace-
ment, thus each fluctuation of the displacement will ap-
pear also as a fluctuation of the current. In Ref. 38
we have investigated in some details the behavior of the
displacement fluctuation spectrum [Sxx(ω)] at the tran-
sition. As it can be seen from Eqs. (15) and (16) the
mechanical mode becomes soft at the transition as pre-
dicted by the effective potential behavior. At the transi-
tion the fluctuations are very strong, and the meaning of
mechanical mode is not so clear anymore. That is why
it is necessary to consider measurable manifestations of
the mechanical dynamics. The study of the displacement
fluctuation spectrum allows to follow the evolution of the
mechanical mode and to see its behavior at the transi-
tion. We refer to Ref. 38 for a detailed discussion, but
it may be useful to recall the main features: The posi-
tion of the main peak of the spectrum has a minimum
as a function of the coupling constant at εP = εc, the
minimum value is not zero, but a finite value that is con-
trolled by the bias voltage (or the effective temperature).
It vanishes like (T/Γ)1/4 and the quality factor is univer-
sal with value 1.7. The displacement spectrum is related
to the response function to an external weak driving force
by a relation of the fluctuation-dissipation kind. A direct
measurement can be possible by detection of the current
noise. But the relation between the displacement fluc-
tuation spectrum and the current fluctuation spectrum
is not always straightforward, in particular close to the
transition. In this section, we discuss the behavior of
the current-correlation function and its relation to the
displacement fluctuation spectrum.
We begin with its definition:
SII(ω) =
1
2
+∞∫
−∞
dteiωt〈I˜(t)I˜(0) + I(0)I˜(t)〉 , (35)
where I˜(t) = I(t)− 〈I〉 is the quantum current operator
(note that we define the spectrum with a factor of 1/2
with respect to the usual convention for quantum noise).
The time-scale separation between the fast electronic de-
grees of freedom and the slow mechanical ones allows to
distinguish the purely electronic contribution to the cur-
rent noise, coming from the granularity of the charge, and
the one coming from the slow fluctuations of the position
of the oscillator.
Let’s first discuss briefly the electronic contribution.
For fixed and given x the electronic noise reads SeII(ω 
Γ) = τ(x)[1− τ(x)]〈I〉.45 The spectrum is flat for ω  Γ,
and to obtain the observed value it is sufficient to average
the above expression with P (x, p). In the following we
will neglect this contribution, since it has no frequency
dependence at the interesting mechanical frequencies.
We thus consider only the current fluctuations origi-
nating from the displacement fluctuation. We can then
write
SII(ω) =
+∞∫
−∞
dteiωt〈I˜[x(t)]I˜[x(0)]〉 , (36)
with I(x) given by Eq. (27). Starting from this expres-
sion one can compute numerically the average current
following the method presented in Ref. 19. It implies
the numerical solution of the Laplace transform of the
Fokker-Planck equation and it gives
SII(ω) = −2Tr
[
(Iˆ − 〈I〉) L0
ω2 + L20
(Iˆ − 〈I〉)Pst
]
, (37)
where Iˆ is the operator that at each point in the x–p
phase space associates the current Eq. (27), L0 is the
Fokker-Planck matrix that comes from writing Eq. (6) as
∂tP = L0P , and Pst is the steady-state solution satisfying
L0Pst = 0.
We will use this numerical method in the following, but
before it is instructive to study the explicit relation be-
tween the current spectral density and the displacement
spectrum defined as:
Sxx(ω) =
∫ +∞
−∞
eiωt 〈x˜(t)x˜(0)〉 dt, (38)
with x˜(t) = x(t) − 〈x〉. Since we are mainly concerned
with the case V, T  Γ we can linearize the current in
the voltage. The current correlation function can then
be written as:
SII(t) = G
2
QV
2 〈τ˜ [x(t)]τ˜ [x(0)]〉 , (39)
7where τ˜ = τ − 〈τ〉. This expression shows that the rela-
tion between SII and Sxx depends on the regime consid-
ered. When the relevant dependence of τ on x is linear
the result may be a direct proportionality, but in general
more complex relation exist.
Finally the current correlator can be calculated analyt-
ically in the regime of very small damping rate A/m 
∆ω, with ∆ω the width of the main peak in the spectral
density induced by the oscillator non-linearity.38 Follow-
ing the method introduced by Dykman et al.,44 and Ref.
38 the auto-correlation function for the current fluctua-
tions in this regime can be well approximated by
SII(t)
(GQV )
2 =
+∞∫
0
dE
2pi/ω(E)∫
0
dτPst(E, τ)τ˜ [xE(t+τ)]τ˜ [xE(τ)] ,
(40)
where xE(t) is the function with period 2pi/ω(E) that
satisfies the equation of motion mx¨ = F (x) for given
energy E = p2/2m + U(x). In the next subsections we
present the results for the current spectrum in different
regimes.
A. SII in the mono-stable phase εP ≤ εc
For εP ≤ εc (and V, T  Γ) the effective potential
has a single minimum at x = F0/2k, around which the
system oscillates. When the amplitude of these oscilla-
tions is sufficiently small (essentially for Teff  Γ, see also
the section on the finite temperature) we can expand the
transmission factor to second order in x:
τ [x(t)] ≈ 1− (F0x(t)/Γ)2 . (41)
This leads to the following expression for the current fluc-
tuations
SII(t) ≈ (GQV )2
(
F0
Γ
)4 〈
x˜2(t)x˜2(0)
〉
. (42)
This relation allows one to relate the current spectrum
to the displacement spectrum only in the weak coupling
regime where the position fluctuations are still Gaussian.
In this case using Wick theorem we obtain:
SII(t) ≈ 2 (GQV )2
(
F0
Γ
)4
S2xx(t) , (43)
or equivalently its Fourier transform
SII(ω) = 2(GQV )
2
(
F0
Γ
)4 +∞∫
−∞
dω′
2pi
Sxx(ω − ω′)Sxx(ω′) .
(44)
For extremely small εP  εc the displacement spec-
trum Sxx(ω) shows two Lorentzian peaks at frequen-
cies ±ωm whose width is dominated by the dissipation
A/m ∆ω. In this regime SII(ω) will thus shows three
Lorentzian peaks, centered at ω = 0 and ω = ±2ωm
with a width of 2A/m. As discussed in Ref. 38 the non-
linear terms in the potential generate a finite width in
the displacement spectrum ∆ω, and when ∆ω  A/m
(for εP  εc the condition reads (V/ω0)(εP /εc)  1)
the Gaussian approximation cannot be used anymore to
evaluate SII . We can nevertheless directly calculate the
current spectrum using Eq. (40). We restrict to the (dom-
inant) first harmonics (n = ±1) in the Fourier series
xE(t) =
∑+∞
n=−∞ e
−inω(E)txn(E). Expanding ω(E) in E
one finds that the spectral density has two contributions:
SII(ω) ≈ SregII (ω) + SsingII (ω) (45)
a regular (SregII (ω)) and a singular (S
sing
II (ω)) one. They
read
SregII (ω)
(GQV )2
=
pi
4
(εP
Γ
)2 ωmTeff
|ω′|Γ2ωf1
(
ω − 2ωm
2ω′Teff
)
(46)
SsingII (ω)
(GQV )2
=
7pi5
2
ε2P
ε4c
ω40
ω4m
T 2effδ(ω) (47)
with f1(u) = u2e−u. The singular contribution in reality
is broadened by the dissipative term that if included in
the calculation would give a width 2A/m. Note that
this sharp low frequency contribution is not related to
telegraph noise, as is the case in the bistable phase, since
there is a single minimum of the potential. The location
ωM of the maximum of the power spectral density and
the full width at half maximum ∆ω of the spectral line
read
ωM = 2 (ωm + 2ω
′Teff) (48)
with a width ∆ω ≈ 6.79 ω′Teff. We also notice that
the width is roughly twice the width found for the dis-
placement spectrum and the position of the maximum
is exactly at twice the position of the maximum of the
displacement spectrum. The numerical results obtained
from Eq. (37) in this regime are shown in Fig. 4 panel
(a). A comparison with the analytical calculation (dotted
line) shows that the agreement is very good. We observe
that the peak at vanishing frequency appears also in the
non-Gaussian limit and that its width is of the same or-
der of width dominated by the non-linear fluctuations of
the peak at ω ≈ 2ωm.
We cannot extend the expansion too close to the crit-
ical point εP = εc, but exactly at the critical point
the potential is purely quartic, U(y) = (Γ/12pi)y4, and
thus we can evaluate Eq. (40) analytically. The first
harmonics of the oscillator displacement reads x1(E) =
α1Γ/F0 (12piE/Γ)
1/4 with a numerical factor α1 ≈
−0.477 (see supplemental material of Ref. 38). The spec-
trum has the form given by Eq. (45) with
SregII (ω) ≈ B1
(GQV )
2
ω0
(
Teff
Γ
)3/4
f2
(
ω
ωM
)
(49)
SsingII (ω) ≈ B2(GQV )2
Teff
Γ
δ(ω) , (50)
8FIG. 4. (Color online) Power spectral density of current fluc-
tuations SII(ω) for different values of the coupling constant
εP /εc = 0.64, 1, 1.3 (as indicated in each panel) and for
Γ/ω0 = 10
3, V/Γ = 5 · 10−3, T = 0. Blue solid lines give the
result of the numerical evaluation of Eq. (37), while dotted
lines show analytical results: In panel (a) the (orange) dotted
line represents the convolution of the mechanical fluctuations
Sxx(ω), as given in Eq. (44). In panel (b) the (green) dotted
line gives the analytical result of current fluctuations com-
ing from Eq. (49). In panel (c) the (orange) dotted line is
proportional to Sxx, as written in Eq. (53).
with a universal line-shape of the resonance
given by f2(u) = u6e−3/2(u
4−1) and B1 =
α4196Γ(5/4)pi
5/437/4(2e)−3/2/Γ(3/4)2 ≈ 6.797,
B2 = α
4
124pi
2[4Γ(7/4)−Γ(5/4)2/Γ(3/4)]/Γ(3/4) ≈ 30.2.
From these expression we infer that the maximum po-
sition and its width are
ωM ≈ B3 ω0
(
Teff
Γ
)1/4
∆ω ≈ 0.479ωM , (51)
with B3 = pi3/4Γ(3/4)2−1/4/Γ(5/4) ≈ 2.68. In analogy
to what found in Ref. 38 for the width of the displacement
spectrum, we find that the peak in the noise spectrum has
a universal quality factor of Q = (ωM/∆ω) ≈ 2.09. We
note however that this differs from the one obtained for
the displacement spectrum that is 1.71. The difference is
a signature of the non-Gaussian fluctuations, that break
the simple relation (44). In Fig. 4-(b) we compare the
prediction of Eq. (49) (green-dotted line) with the full
numerical calculation obtained with Eq. (37) (full line).
The overall shape of the main peak is well reproduced.
We verified that the small over-estimation (the plot is in
logarithmic scale) of the peak width is due to the absence
in the analytical calculation of the six-order term of the
potential.
B. SII in the bistable phase εP > εc
An analytical description is difficult close to the tran-
sition, but as soon as the potential minima become suf-
ficiently deep, we can again describe the oscillator as a
harmonic oscillator around the new minima. For (εP 
εc) thus the probability distribution becomes Gaussian
around each minimum, related to the blocked current
state in the occupied and empty electronic state. As a
consequence, Wick theorem still holds if we expand dis-
placement fluctuations separately around each minimum
y = ±piεP /2εc. We can thus evaluate Eq. (39) obtaining:
SII(t) = 2 (GQV )
2
τ
[
(1− τ)F
2
0 Sxx(t)
Γ2
+
τ3(3− 4τ)2
(
F 20 Sxx(t)
Γ2
)2
+
12τ(1− τ)(1− 2τ)F
2
0
〈
x2
〉
Γ2
F 20 Sxx(t)
Γ2
]
.
(52)
(Note that we recover Eq. (43) for the weak-coupling
regime if we set τ = 1.) In the strong-coupling regime,
τ ≈ (2εc/piεP )2  1 and the dominating term in Eq. (52)
is
SII(ω) ≈ 2
(
GQV
F0
Γ
)2
τ(1− τ)Sxx(ω) . (53)
Deep in the bistable regime we thus find that a simple lin-
ear relation between SII(ω) and Sxx(ω) holds. In Fig. 4-
(c) we plot SII(ω) obtained from Eq. (53) in orange-
dotted line, compared to the full numerical calculation of
Eq. (37). We see that all the features are well reproduced
with a reasonably good quantitative agreement.
V. GATE VOLTAGE DEPENDENCE
One of the most spectacular and direct proof of the
back-action of the electronic transport on the mechanical
dynamics is the observation of a maximum in the soft-
ening of the mechanical mode as a function of the gate
voltage in coincidence with the maximum of the conduc-
tance of the quantum dot.27,28,37 As we have seen, the
softening of the mechanical mode is also a signature of
the transition to the bistable phase, but so far we have
discussed only its dependence on the coupling εP when
the gate voltage is adjusted so that ε0 = εP /2. In ex-
periments the values of both εP and ε0 are actually con-
trolled by the value of the gate voltage. The first corre-
sponds essentially to the number of excess electrons on
the gate lead, while the second is linearly related to the
gate voltage. Close to the symmetry point ε0 = εP /2
9one can neglect the weak gate voltage dependence of εP .
It is then very interesting to study the behavior of the
mechanical mode for small variation of the gate voltage
close to the symmetry point for given value of εP . As
for the previous case it is understood that the mode can-
not be characterized only by the value of its resonance,
since the spectrum has typically a complex behavior. For
this reason in this section we will study the displacement
and current spectrum as a function of the gate voltage,
or, as it appears in the present model, as a function of
∆ε0 = ε0 − εP /2.
A. Softening of the mechanical mode from the
effective potential
Let’s begin from the behavior of ωm as defined by
Eq. (14). For V = T = 0 we can write the force as a
function of y as follows:
F (y)
F0
= − Γ
εP
y +
1
pi
arctan (y − ε˜0) . (54)
where ε˜0 = ∆ε0/Γ. The presence of ε˜0 changes the posi-
tion of the solutions of F (y) = 0, but by graphical anal-
ysis one can verify that there can be only either 1 or 3
solutions. Applying the definition of ωm by calculating
the first derivative of F (y) at y0 one finds:
ω2m
ω20
= 1− τ(y0)εP
εc
(55)
where τ(y0) = [1 + (y0 − ε˜0)2]−1 is the transparency of
the junction at y0 solution of the equation F (y0) = 0.
The equation for y0 can be written as
y0 =
εP
εc
arctan(y0 − ε˜0) . (56)
Eq. (55) generalizes Eq. (15). It is exact, but finding
the value of y0 may require some approximations. We
consider thus three limiting cases.
(i ) In the weak coupling limit for εP  εc the value
of y0 is very small. Iterating Eq. (56) one can then write
y0 ≈ εPεc arctan( εPεc arctan(−ε˜0) − ε˜0) which has the cor-
rect small and large ε˜0 behavior. Keeping only the lead-
ing order one finds for the softening a Lorentzian behavior
ω2m
ω20
= 1− (εP /εc)
1 + ε˜20
, (57)
as observed in experiments.27,28,36,37
(ii) At criticality for εP = εc Eq. (56) can be solved
for ε˜0  1 by expanding the right hand side to third
order. This gives y0 = ε˜0 − (3ε˜0)1/3 and consequently
ωm = ω0(3|ε˜0|)1/3 that is singular at the transition.
Finally (iii) for εP > εc and ε˜0 = 0 there exists two
(stable) solutions of Eq. (56) y0(ε˜0 = 0) = ±z0, with
z0 > 0. For small value of ε˜0 > 0 one can find the
solution of Eq. (56) as:
y0 = −z0 + (ε˜0/4)
εP /εc − 1 (58)
that is valid for 0 < ε˜0  (εP /εc − 1)3/2. For ε˜0 < 0 the
stable solution is −y0 [y0(ε˜0) = −y(−ε˜0)], and sweeping
ε˜0 through 0 the system jumps from one solution to the
other. We can thus simply concentrate on the positive
values of ε˜0. The linear dependence of y0 leads to a linear
dependence of ω2m close to ε˜0 > 0. For 0 < εP − εc  εc
one finds:
ωm
ω0
= [2(εP /εc − 1)]1/2 + ε˜0εP
2(εP − εc)
(
3εc
2εP
)1/2
. (59)
The slope diverges at εP → εc, in agreement with the
results at criticality that gives ωmε˜
1/3
0 . Since the curve is
symmetric, the linear dependence leads to a cusp in the
softening dependence on the gate voltage. This can be
an indication of the bistability.
The results for εP < εc and εP > εc are shown in Figs.
5 and 6. The behavior discussed by simple analytical ar-
gument agrees with what is found by solving numerically
Eq. (56) and substituting the result into Eq. (55) (dotted
lines in both figures). As explained before the calculation
of the resonating frequency by this method gives only an
indication of the mechanical dynamics, that is actually
much more complex. In the next sub-section we thus dis-
cuss the form of the displacement and current spectrum
taking into account the effect of the fluctuations.
B. The displacement- and current-spectra as a
function of ε˜0
Using the numerical methods described above we ob-
tain the displacement and current spectrum. For εP ≤ εc
the displacement spectrum shows a clear peak at frequen-
cies that are very close to the results obtained by the
analytical method. The position of the peak is shown
by the continuous lines in Fig. 5. For weak coupling the
agreement is essentially perfect. For εP = εc one see in-
stead that the peak remains at a higher energy. As we
found for the case ε˜0 = 0 in Ref. 38 the strong non-linear
form (x4) of the potential at that point is at the origin
of this difference. There the spectrum has a form:
Sxx(ω) = Sxx(ωM )
(
ω
ωM
)4
e
−
[(
ω
ωM
)4−1]
, (60)
with ωM ≈ 1.2ω0(Teff/Γ)1/4. The width of the peak is
due to the phase fluctuation, and it is so wide since ω(E)
given by Eq. (24) vanishes for E = 0.
At finite value of ε˜0, the effective potential of the os-
cillator gets an asymmetric minimum (see lower panel of
Fig. 5) which is responsible for a non-vanishing ω(E) at
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FIG. 5. (Color online) Gate voltage dependence (ε˜0) of the
mechanical resonating frequency for different values of the
coupling εP ≤ εc, as indicated in the legend. The dotted
lines indicate the numerical solution of the mean field Eq. (56)
and Eq. (55). The continuous lines indicate the positions of
the maxima in the Sxx(ω) spectrum. The parameters are
Γ/ω0 = 10
3, V/Γ = 5 · 10−3, T = 0. Lower panel: Sketch
of the effective potential as a function of the oscillator’s po-
sition for various values of the dot’s detuning; n represents
the occupation of the dot, and the vertical axis has a range
of 4Teff.
E = 0, as given by Eq. (55). This reduces the range
over which the frequency can vary. As a consequence,
at sufficiently large detuning ε˜0 ≥ 0.1Γ, the peak quite
rapidly follows again the mean-field prediction shown by
the light-blue dashed curve in Fig. 7 (left panel). For
smaller dot-level detuning ε˜0 < 0.05Γ, the spectrum be-
comes more complex, with the emergence of a secondary
peak that is not described by the mean-field mode soften-
ing. This is due to the existence of a precise value of the
energy E0 > 0 (dependent on ε˜0) for which the disper-
sion relation ω(E) of the oscillator develops a minimum.
For ω ≈ ω(E0) there is a square-root divergence of the
spectrum Sxx(ω) ∝ E0
√
ω′′(E0)/2 [ω − ω(E0)]. This di-
vergence is further widened by dissipation and leads to a
narrow peak, as shown by the dark-blue dashed curve in
Fig. 7 (left panel). The double-peak feature rapidly dis-
appears close to criticality, where one recovers the spec-
trum described by Eq. (60).
Particularly interesting is the case εP > εc. As we
FIG. 6. (Color online) Same as Fig. 5 but for εP = 1.1εc,
corresponding to the bistable region. The orange dotted lines
indicate the numerical solution of the mean field Eq. (56) and
Eq. (55). The dots indicate the positions of the dominant
maxima in the Sxx(ω) spectrum, with a dot size proportional
to the peak height.
have seen analytically in Eq. (59), we expect a cusp in
the mean-field peak position close to ε˜0 = 0. This is also
found numerically, as it can be seen from Fig. 6, branch
(1), at least for ε˜0 not too small. When we look more in
details close to ε˜0 = 0, we find two minima in the effective
potential, one stable and one meta-stable. We assign the
peaks in branch (1) to oscillations around the stable min-
imum. The contribution of the meta-stable state rapidly
vanishes due to its population, exponentially small in the
regime Teff  Γ. It can still be seen close to its merg-
ing with the stable-minimum peak, arising at branch (2).
However, its presence is fundamental to generate branch
(3), that is associated to oscillations around both minima
and of which frequency is roughly half the frequency of
branch (1).
We can calculate also the current spectrum. We show
in Fig. 7 the result for εP = εc. In order to understand
the relation with the displacement spectrum one can gen-
eralize Eq. (39):
SII(t)
(F0/Γ)2
≈ (GQV )2 τ3
{
4(1− τ)Sxx(t)
+
Γ2
F 20
τ(3− 4τ)2 [〈y2(t)y2(0)〉− 〈y4(0)〉]
+
Γ2
F 20
16(1− τ)(1− 2τ) [〈y(t)y3(0)〉− 〈y4(0)〉]}
(61)
The first term in Eq. (61) is proportional to the me-
chanical noise Sxx(t). It dominates the spectral signal for
detuned dot-level position (∆ε0 6= 0 and τ 6= 1) and is at
the origin of the double V-shape seen in Fig. 7-(b). The
second and third terms in Eq. (61) are related to the
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FIG. 7. (Color online) Density plot of the displacement-spectrum Sxx (left panel) and current spectrum SII (right panel) as
a function of dot-level detuning ∆ε0 and frequency ω. The dashed light-blue line shows the position of ωm from the solution
of Eq. (56) and Eq. (55). The dashed dark-blue line shows the position of ω(E0) at which the dispersion relation has a
minimum. The maximum value in the density scale has been chosen according to the most important finite-frequency peak,
and the minimum value has been chosen 4 orders of magnitude below. The plot is presented in logarithmic scale. Note that a
zero-frequency noise peak is present and is typically several orders of magnitude above the max of the scale, especially in the
current plot. The parameters are the same of the previous two figures.
fourth-order correlation functions of the oscillator posi-
tion. The second term dominates the spectrum in the re-
gion close to the critical point (∆ε0 = 0 and τ = 1). The
line-shape in this regime is well reproduced by Eq. (49)
giving the regular part of the spectral density. Finally, we
remark the presence of a low-frequency noise due to the
singular part of the spectral density written in Eq. (50).
To conclude, we have seen that the transition to the
bistable phase can be detected by studying the displace-
ment or current spectrum as a function of the detuning
of the single-electron level. Specifically the shape of the
softening depends strongly on the value of the interac-
tion. A cusp should appear for coupling larger than the
critical value. Clearly, fluctuations smoothen the transi-
tion, but the characteristic dependence on the bias volt-
age of the structures should be also a valuable indication
of the true nature of the transition.
VI. THE TRANSITION AT FINITE
TEMPERATURE
In this section we discuss the behavior of the system
when the electronic leads are kept at finite temperature.
Two different manifestations of the finite temperature
are: (i) The distribution of the electronic population of
the metallic leads modifies the transport properties of
the quantum dot and in particular its average electronic
occupation [〈n(x)〉] that is responsible for the effective
force acting on the oscillator. (ii) Thermal electronic
fluctuations induce equilibrium fluctuations of n(x) thus
leading to a stochastic force that heats the oscillator even
for V = 0.
A. Temperature dependence of the effective
potential
Eq. (3) gives the expression of the average electronic
occupation of the dot. At finite temperature it can be
expressed in terms of the digamma function (Ψ):
n =
1
2
+
1
2pi
Im
∑
α=L,R
Ψ
(
1
2
+
Γ + i(µα − 0 + F0x)
2piT
)
.
(62)
We are interested in studying how the transition is modi-
fied by the temperature. For this we begin by considering
the behavior of ω2m as defined by Eq. (14). The change of
sign of ω2m indicates that the stationary point is no more
stable. For simplicity we focus on the V = 0 case. The
critical value of the coupling constant for which ω2m = 0
reads then:
εc(T ) = −
(
∂n
∂0
)−1
=
2pi2T
Ψ(1)(1/2 + Γ/2piT )
, (63)
with Ψ(n)(z) = dnΨ(z)/dzn the n-derivative of the
digamma function and we consider only the case 0 =
12
εP /2. Using known properties of the digamma function
[Ψ(1)(1/2) = pi2/2, Ψ(z) ≈ 1/z + 1/(2z2) + 1/(6z3) + . . .
for large z],46 one finds the asymptotic T  Γ behavior
εc(T  Γ) = 4T
1 + Ψ(2)(1/2)Γ/(Tpi3)
(64)
and the low temperature one
εc(T  Γ) = piΓ
(
1 +
pi2
3
T 2
Γ2
)
(65)
(the last expression can also be obtained by Sommerfeld
expansion). One thus finds that the transition can be in
principle observed also at high temperatures, provided a
coupling constant of the order of 4T . By a comparison
with the result (11) for the bias voltage dependence of εc,
one sees that the temperature (for T  Γ) is less effective
in the renormalization of the spring constant. Clearly the
same expressions allow one to study the evolution of ωm:
ω2m
ω20
= 1− εP
εc(T )
. (66)
At mean field level the temperature simply changes the
critical value of the coupling. The critical line (63) is
shown in Fig. 8 lower panel full line. The dotted (orange)
curve shows the low temperature approximation (65).
To conclude the discussion we remark that not only the
coefficient of the quadratic term in the effective poten-
tial is modified by the temperature, but also the higher
order ones. Using the fact that Ψ(z) = d logΓ(z)/dz we
can write an analytical expression also for the effective
potential:
U(y) =
Γ2
2εP
y2 + 2TRe logΓ
(
1
2
+
Γ
2piT
(1 + iy)
)
, (67)
were we have used the dimensionless position y intro-
duced above. One can verify using the asymptotic behav-
ior for large z of logΓ = z log z−z− log(z/2pi)/2+ . . . ,46
that Eq. (67) reduces to Eq. (12) for T  Γ. The generic
n-term of the expansion of U(y) =
∑∞
n=2 Uny
n reads:
Un = δn,2
Γ2
2εP
+
Γ
pin!
Ψ(n−1)
(
1
2
+
Γ
2piT
)(
Γ
2piT
)n−1
,
(68)
with Un non vanishing only for n even. This gives im-
mediately that the quartic term U4 is always positive
and vanishes for large T as 1/T 4. In general the ef-
fective potential induced by the electrons vanishes for
large temperature, since in this limit the average occu-
pation of the dot, n, depends very weakly on the po-
sition of the level. In the opposite limit, for T  Γ,
one finds for the quartic term of the expansion of U(y)
U4 = (Γ/12pi)
[
1− 2pi2(T/Γ)2] y4.
B. Effect of thermal fluctuations on mechanical
noise
In thermal equilibrium (V = 0) the distribution func-
tion is always given by Eq. (18) with Teff = T . One can
FIG. 8. (Color online) Top panels: displacement spectrum
Sxx(ω) for (a) T/Γ = 4 ·10−3 and (b) T/Γ = 0.1. Solid (blue)
lines indicate the numerical results from Eq. (37), while dot-
ted (orange) lines stand for the analytical low-temperature
approximation of Eq. (60) with renormalized parameters.
The dashed (red) lines correspond to evaluating numerically
Eq. (40) for the mechanical noise, using the exact expression
for the effective potential. Bottom panel: Phase diagram of
the system in the plane T -εP . The bistability is present only
in the area to the right of the transition, as is illustrated by
the potential energy (see the insets). The analytical transi-
tion line for T  Γ is shown in dotted (orange) line following
Eq. (65). The two stars indicate the values at which the top
panels are calculated. The parameters are the same of previ-
ous figures.
thus obtain the spectrum of both I and x from expres-
sions like Eq. (40). The only difference with the previous
case is the form of the effective potential U that leads to
a different expression for ω(E) and xE(t).
Specifically at the critical line the quadratic term van-
ishes and as far as the quartic term dominates over the
higher order terms the universal line-shape for Sxx(ω)
given in Eq. (60) holds. The only difference is the value
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of the maximum of the peak ωM
ωM (T ) ≈ 1.212ω0
(
T
Γ
) 1
4
[
1− pi
2
2
(
T
Γ
)2]
(69)
Hence with increasing temperature, the maximum of
the spectral line Sxx(ω) moves toward higher frequencies
while its width increases.
In Fig. 8 upper panels we plot the displacement spec-
trum Sxx(ω) obtained at two different temperatures
T/Γ = 4 ·10−4 [panel (a)] and T/Γ = 0.1 [panel (b)]: The
(orange) dotted line presents the analytical results given
by Eq. (60) and the (blue) solid line presents the full nu-
meric calculations given by Eq. (37). We observe that
the analytical results are qualitatively consistent with
the numerics: Namely, we find a shift of the peak to-
ward higher frequencies and an enlarged broadening of
the resonance upon increasing temperature. However a
quantitative discrepancy is evident, especially at higher
temperature [panel (b)]. This is due to the fact that by
increasing the temperature the fluctuations increase and
at some point the sixth and higher order terms cannot
be neglected anymore. Let’s assume that the distribu-
tion function is P ∼ e−U4x4/T . We can then evaluate the
contribution of any term in the expansion of U(y):
Un〈xn〉 = Γ(1/4 + n/4)
(
T
U4
)n/4
. (70)
We thus find that Un〈xn〉/(U4〈x4〉) ∼
(Un/U4)(T/U4)
(n−4)/4. From expression (68) one
finds that for T → 0 the coefficients Un ∼ Γ. This gives
the condition (T/Γ)(n−4)/4  1 in order to neglect the
term of order n with respect to the term of order 4.
For the case in panel (b) the condition for the sixth
terms reads ∼√T/Γ ≈ 0.3. We verified that evaluating
numerically the expression equivalent to Eq. (40) for Sxx
taking into account the exact form of the potential (see
dashed lines in the figure) we recover the results of the
full numerical solution.
VII. THE EFFECTS OF A DISSIPATIVE
COUPLING
Up to this moment, we considered the coupling with
the electrons to be the only source of dissipation of the
system. In this section we consider the effect of a cou-
pling to a bath at the same temperature of the electronic
degrees of freedom, but with an independent coupling
constant modeled by the damping rate γe. The fluctu-
ations induced by this coupling satisfy the fluctuation-
dissipation theorem, leading to a modification of the
Fokker-Planck Eq. (6) as follows:
A
m
→ A
m
+ γe, D → D + 2γemT . (71)
FIG. 9. (Color online) We plot as a function of the damp-
ing constant γe the position and the width of the max-
imum of Sxx(ω) (upper panel) , the quality factor (mid-
dle panel), and the effective temperature Teff (lower panel).
Solid lines represent the numerical results obtained by solv-
ing the Fokker-Planck equation. The dashed lines in the up-
per and central panel indicate the evolution of ωm and ∆ω
given by the analytical expression ωM = 1.2ω0(Teff/Γ)1/4 and
Q = ωM/∆ω = 1.71 valid at criticality. The dot-dashed line
in the upper panel is given by Eq. (75) and Eq. (74). The pa-
rameters are Γ = 1000ω0, εP = εc, T = 0, and V/Γ = 5·10−3.
In the limit T, V  Γ the stationary solution is still of
the Gibbs form (18) with effective temperature:
Teff(γe) =
D + 2mγeT
2A+ 2mγe
=
Teff(0) + Tmγe/A
1 +mγe/A
. (72)
From this expression one can conclude that for mγe/A
1 and Tmγe/A  Teff(0) the effect of an additional dis-
sipative channel can be neglected. Since Teff(0) ≥ T as
given by Eq. (20), the first condition is sufficient to ne-
glect the effect of fluctuations.
When mγe/A is not small there are two possibilities.
If T  V , then one simply finds Teff(γe) = Teff(0) = T ,
independently of γe. More interesting is the opposite
limit, of T  V , in this case Teff(0) = V/4 and we find:
Teff(γe) =
Teff(0)
1 +mγe/A
. (73)
The effect of the dissipation is then to cool down the os-
cillator. This is not surprising: the presence of a voltage
bias induces heating and by coupling the mechanical os-
cillator to the cold environment one can reduce the effec-
tive temperature. Thus we find that for the observation
of the transition the presence of an additional (and in
general unavoidable) dissipation, is either uninfluential
or an advantage (in the case T  V ).
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In order to see this we solve numerically the problem
and show in Fig. 9 as a function of γe for T = 0 the de-
pendence of the main peak position of Sxx(ω), its width,
its quality factor Q, and the effective temperature of the
system Teff. One clearly sees that increasing the dissipa-
tion reduces the position of the main peak and its width,
but the ratio remains perfectly constant, as shown by
the evolution of the quality factor. All the dependence
can be explained by the renormalization of the effective
temperature predicted by Eq. (73).
The only point that requires some additional expla-
nation is the way the peak becomes overdamped when
γe ≈ ωM . We found that this can be understood in
terms of a simple model. Let’s consider the displace-
ment spectrum for a damped harmonic oscillator of fre-
quency ωt and damping γ driven by a force noise ξ(t):
Sxx(ω) = (|ξ(ω)|2/m2)[(ω2 − ω2t )2 + ω2γ2]−1. Assuming
a white noise ξ(ω) ≈ ξ(0) we find that Sxx(ω) has two
maxima at ω = ±ω1 with
ω1 = (ω
2
t − γ2/2)1/2 (74)
for γ <
√
2ωt and a single maximum at ω = 0 for
γ ≥ √2ωt. Assuming that ωM plays the role of ωt we plot
as a dot-dashed line in the upper panel of Fig. 9 the ex-
pected behavior of the maximum on Sxx(ω) as predicted
by Eq. (74) . This agrees remarkably well with the full
numerics, even if the origin of the peak is due to quartic
fluctuations. We think that the reason is that the dissi-
pation dominates, thus it is not very important the origin
of the peak. Pushing even further the model in the over-
damped regime we looked at the evolution of the peak by
calculating the value of ω for which Sxx(ω2) = Sxx(0)/2.
We find
ω2 =
ω2t − γ22 +
√(
ω2t −
γ2
2
)2
+ ω4t
1/2 (75)
We compare then 2ω2 with the full width half maximum
found numerically. Note that numerically when the peak
has only one side that allows to find the half-value we
simply double the distance from the maximum to this
frequency. Again a comparison of the linear model and
the full numerics works remarkably well.
VIII. CONCLUSIONS
In this paper we have studied the transition to a me-
chanical bistability induced by the strong coupling be-
tween a mechanical degree of freedom and the charge in
a quantum dot. We have considered the experimentally
relevant regime of Γ  ω0. We have studied the phase
diagram of the problem as a function of the bias volt-
age (cf. Fig. 1), the temperature (cf. Fig. 8), and the
gate voltage (cf. Figs. 5 and 6). The critical value of
the coupling εc to observe the transition depends on the
voltage quadratically (cf. Eq. (11)) and on the tempera-
ture linearly (cf. Eq. (63)). Since reaching large coupling
is a difficult experimental problem, the ideal situation
for the observation of the transition is the low temper-
ature and low bias voltage case for which εc = piΓ. We
investigated this limit in a previous publication38. One
of the main message was that the mechanical degrees of
freedom had a much stronger response at the transition
than the electronic ones. To clarify better this point in
the present paper we considered in details the behav-
ior of the conductance (cf. Fig. 3). We find that it has
a discontinuous behavior at exactly vanishing tempera-
ture and bias voltage, but in practice it becomes smooth
very rapidly when V > 0 and it has a slow power low
decrease for large coupling. Thus for sufficiently large
coupling this leads to a well defined blockade,19 but in
the range relevant for the present experiments the con-
ductance does not provide an unambiguous proof of the
bistability. For this reason we investigate in details the
quantities that are directly related to the mechanical de-
grees of freedom. The main effect at the transition is the
softening of the mechanical mode as predicted by the be-
havior of the electronic effective potential. This reflects
in the response function to an external driving force, in
the ring-down time, and in particular in the displace-
ment fluctuation spectrum Sxx(ω).38 Here we have in-
vestigated in details the behavior of the current-spectral
density SII(ω). This quantity has been measured for sus-
pended carbon nanotubes.33 We found that measurement
of SII(ω) can give a direct access to Sxx(ω), but in a sim-
ple way only deep in the bistable phase. Actually in the
most interesting case of resonant tunnelling (∆0 = 0)
the transparency of the junction depends quadratically
on the displacement, leading to a relation 44 between
SII and Sxx, that breaks down at the transition due to
the strong non-linearity. One can nevertheless obtain the
behavior of the current noise, that has similar remarkable
features of Sxx at the transition [cf. Eq. (49) and (50)].
The behavior of the peak position (ωM ) and of its width
constitutes robust fingerprints of the transition.
We investigated the role of a detuning of the dot level
∆ε0 and of a finite temperature T on this critical behav-
ior. We showed that the dependence of the mode soft-
ening with ∆ε0 is extremely sharp close Fto criticality,
scaling with (3|∆ε0|/Γ)1/3. This in striking contrast with
the Lorentzian behavior expected in the weak-coupling
limit and actually observed in all current experiments.
We found that the main effect of the temperature is to
change the value of the critical coupling needed to ob-
serve the transition and, of course, to increase the fluc-
tuations by changing the effective temperature. Finally
we showed that the effect of a dissipation not due to the
electrons is actually in general useful to keep the oscil-
lator cold in the case the voltage bias is larger than the
electronic temperature.
We gave thus a global picture of the transition, inves-
tigating the main physical quantities, and showing that
several features can be used to characterize without am-
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biguity the transition to the bistable state. These results
give clear indications opening the way to the observation
of this phenomenon with state-of-the-art experiments.
The experimental observation of the transition would
indicate that one has entered a completely new regime,
where the interaction due to a single electron has a dra-
matic effect on transport and mechanical behavior. In
molecular devices this kind of effects might have been
observed,47–50 but in these systems is nearly impossible
to tune the electron-phonon coupling. Observation of
the transition in nano-electro mechanical systems, like
the suspended carbon nanotubes, would then open the
way to controlled investigations of the strong coupling
regime. The increase in the coupling leads naturally to
an increase in the sensitivity of the detection, with im-
provement in the sensitivity of the device (for instance for
mass or force detection). From the fundamental point of
view, a better understanding of the behavior of mechan-
ical resonators in the ultra-strong coupling regime could
pave the way for testing decoherence51 as well as reaching
the ultimate limits in the control of mechanical motion
at the nano-scale.52
From the theoretical point of view there are still open
questions. At the moment it is difficult to perform exper-
iment in the quantum regime (ω0 ∼ T ), but the obser-
vation of very high frequency mechanical resonators,32
leaves open the possibility of reaching at some point
this limit and thus should motivate theoretical studies.
An even more stringent question is opened by a recent
publication,53 where by mapping the quantum problem
to an effective Kondo problem it was shown that the
bistability in the quantum regime may be washed out.
The study was performed in equilibrium and focussed
only on the probability distribution. An investigation of
the response functions Sxx in that regime would be ex-
tremely interesting in order to clarify the expected evo-
lution of measurable quantities at the transition for low
temperatures.
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Appendix A: Derivation of 〈n〉 and 〈n(t)n(0)〉
In this appendix we present a derivation of the 〈n〉
and 〈n(t)n(0)〉 based on the method known as input-
output theory widely used in quantum optics (see for
instance Ref. 54) for bosonic fields, but much less used to
describe fermions. We consider the Hamiltonian (1) for
given d = 0 − F0x, x here is a constant c-number. The
Hamiltonian is quadratic in the fermionic operators. One
can then calculate exactly all correlation functions. We
begin by writing the equation of motions for the fermionic
operators in the Heisenberg representation:{
d˙(t) = −id d(t)− i
∑
αk t
∗
α cαk(t)
c˙αk(t) = −iαk cαk(t)− itα d(t) . (A1)
It is convenient to introduce new operators: d˜(t) =
exp(idt)d(t) and c˜αk(t) = exp(idt)cαk(t). In terms of
these operators we can solve the second of the two equa-
tions (A1):
c˜αk(t) = −itα
∫ t
0
e−i∆αk(t−t
′)d˜(t′)dt′ + e−i∆αktc˜αk(0) ,
(A2)
where we have defined the energy difference ∆αk = αk−
d and c˜αk(0) is the initial condition for the equation.
Substituting the form (A2) into Eq. (A1) we have:
˙˜
d(t) = −
∑
αk
[
|tα|2
∫ t
0
e−i∆αk(t−t
′)d˜(t′)dt′ + it∗αe
−i∆αktc˜αk(0)
]
.
(A3)
Since the leads are metallic the summation over k can
be replaced by an integration over the energy by defin-
ing the density of states of the system: ρα(να) =∑
k δ (να −∆αk). In the wide-band approximation we
neglect the energy dependence of the density of states
and we obtain:∑
k
|tα|2
∫ t
0
dt′e−i∆αk(t−t
′) = 2Γα δ(t− t′).
where we have introduced Γα as defined in section II.
It is convenient to define an incoming field:
c˜α,in(t) =
∑
k
e−i∆αktcαk(0). (A4)
Defining tα = |tα| exp(−iφα) we have:
˜˙
d(t) = −Γd˜(t)−
∑
α
i e−iφα(Γα/pi ρα)1/2c˜α,in(t) (A5)
that can be solved by Fourier transform:
d˜(ω) = −iχ(ω)
∑
α
eiφα(Γα/pi ρα)
1/2 c˜α,in(ω); (A6)
where we have defined χ(ω) = (iω + Γ)−1.
In order to be able to compute the correlation functions
we need to specify the averages of the c-operators for
t = 0. We assume that the Fermions are in thermal
equilibrium for t = 0:
〈c†α,k(t)cβ,k′(0)〉 = δα,βδk,k′eiαktfF (αk − µα) (A7)
〈cα,k(t)c†β,k′(0)〉 = δα,βδk,k′e−iαkt[1− fF (αk − µα)](A8)
with vanishing 〈cc〉 and 〈c†c† and where we have defined
the Fermi distribution function fF () = 1/(1+e/T ). One
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can then obtain the form of the correlation function for
d: 〈
d†(τ) d(0)
〉
ω
= 2 |χ(ω − d)|2
∑
α
Γα fα(ω) (A9)
where fα(ω) = fF (ω − µα).
At equal time (t = 0) Eq. (A9) gives the average charge
on the dot:
〈n〉 = 2
∫ +∞
−∞
dω
2pi
ΓLfL(ω) + ΓRfR(ω)
Γ2 + (ω − d)2 , (A10)
that leads to Eq. (3) in the main text.
We consider now Snn(t). By using Wick theorem we
can write it as a product of two correlation functions
of the form (A9): Snn(t) = 〈d†(t)d(0)〉〈d(t)d†(0)〉. The
Fourier transform gives then:
Snn(ω) =
∑
α,β
∫ +∞
−∞
dω′
2pi
2Γαfα(ω
′)
Γ2 + (ω′ − d)2 ·
2Γβ [1− fβ(ω′ − ω)]
Γ2 + (ω′ − ω − d)2
(A11)
from which the expressions Eq. (4) and Eq. (5) can be
derived.
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