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Abstract
The paper deals with curvilinear boundary crossing probabilities for time-homogeneous diffusion
processes. First we establish a relationship between the asymptotic form of conditional boundary crossing
probabilities and the first passage time density. Namely, let τ be the first crossing time of a given boundary
g(·) by our diffusion process (Xs , s ≥ 0). Then, given that, for some a ≥ 0, one has an asymptotic
behaviour of the form P(τ > t | X t = z) = (a + o(1))(g(t) − z) as z ↑ g(t), there exists an expression
for the density of τ at time t in terms of the coefficient a and the transition density of the diffusion process
(Xs). This assumption on the asymptotically linear behaviour of the conditional probability of not crossing
the boundary g(·) by the pinned diffusion is then shown to hold true under mild conditions. We also derive a
relationship between first passage time densities for diffusions and for their corresponding diffusion bridges.
Finally, we prove that the probability of not crossing the boundary g(·) on the fixed time interval [0, T ] is a
Gaˆteaux differentiable function of g(·) and give an explicit representation of the derivative.
c© 2009 Elsevier B.V. All rights reserved.
MSC: primary 60J60; secondary 60J70; 60J65; 60G40
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1. Introduction
Consider a diffusion process (Us, s ≥ 0) and a measurable upper boundary g(s) (so that
g(0) > U0) and, for a fixed t > 0, denote by (U zs ) the process (Us) conditioned on Ut = z. The
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first main result of this paper is an explicit relationship between the asymptotic behaviour of the
boundary crossing probabilities for this bridge diffusion process (U zs ) as z ↑ g(t) and the first
passage density of the boundary at t by the unconstrained process. To the best of our knowledge,
this relationship has not been observed and described in the literature.
Assume that our time-homogeneous diffusion process (Us) satisfies the stochastic differential
equation
dUs = ν(Us)ds + σ(Us)dWs, s ≥ 0, (1)
where (Ws) is the standard Brownian motion and σ(y) is continuously differentiable and non-
zero inside the diffusion interval (that is, the smallest interval I ⊆ R such that, for all s ≥ 0,
Us ∈ I almost surely). This can be extended to some time-inhomogeneous processes (see
Remark 9). We will mostly deal with the transformed process Xs := F(Us), where
F(y) :=
∫ y
y0
du
σ(u)
(2)
for some y0 inside the diffusion interval of (Us). This process satisfies the stochastic differential
equation
dXs = µ(Xs)ds + dWs (3)
with µ(y) given by the composition
µ(y) =
(
ν
σ
− σ
′
2
)
◦ F−1(y),
see e.g. [13], p. 161. Conditions mentioned throughout the present paper refer to the transformed
process (Xs) and its drift coefficient µ; see Remark 4 for further details on the relationship
between results for (Xs) and (Us).
In order to establish the desired relationship between the first passage time density and the
asymptotic conditional crossing probabilities, we rely in our Theorem 1 on assumption (6)
describing the asymptotic form of the boundary crossing probability for the bridge process. We
then show in Theorem 2 that the assumption actually holds under rather mild conditions.
These results immediately extend to first passage time densities for diffusion bridge processes.
We show that if, for a given boundary, we know the first passage time density for the
unconstrained process, then we immediately have the corresponding density for the bridge
process as well (Theorem 3). For the Brownian motion case, the results of Theorems 1 and 3
are closely related to those in [7] and [8], respectively (see Remarks 1 and 6).
Finally, using the methods developed when proving Theorem 2, we show that the boundary
crossing probability is Gaˆteaux differentiable as a function of the boundary (Theorem 5) and give
an explicit representation for the derivative.
The paper is structured as follows. In Section 2 we present the main results. Sections 3–5
contain the proofs of the results, Section 4 presenting a weak convergence result which may be
of independent interest. Section 6 gives a few examples illustrating our results in the Brownian
motion case.
2. Main results
Our basic assumptions in this section are that µ(x) is a locally bounded measurable function
such that (3) has a unique non-explosive solution for any initial value Xo of the process, the
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transition probabilities of the process having a density
p(s, x, z) := ∂
∂z
Px (Xs ≤ z)
which is continuous in s, z for s > 0. For a boundary g(s) with g(0) > X0, define the first
passage time
τ := inf{s > 0 : Xs > g(s)}. (4)
Further, denote by Px and Ex probabilities and expectations conditional on the process (Xs)
starting at X0 = x . Where no subscript is present, either conditioning is mentioned explicitly
or the process is assumed to start at zero; also, for simplicity, we omit x in the notation pτ for
the density of τ under Px (none of this should lead to any confusion). We use IA to denote the
indicator of the event A.
The following theorem establishes a relationship between the asymptotic form of the
conditional crossing probability and the density of τ .
Theorem 1. Assume that, for some 0 ≤ a < b < ∞ and K < ∞, the boundary g(s) satisfies
g(0) > x,
|g(t + h)− g(t)| ≤ K h, a < t < t + h < b, (5)
and there exists a function f (t, x) continuous in t such that, for t ∈ (a, b),
Px
(
sup
0≤s≤t
(Xs − g(s)) < 0 | X t = z
)
= ( f (t, x)+ o(1))(g(t)− z) (6)
as z ↑ g(t). Then τ has a density in the interval (a, b) which is given by
pτ (t) = 12 f (t, x)p(t, x, g(t)), a < t < b. (7)
Remark 1. In [7] it was shown that, for the standard Brownian motion (Wt ) (so that x = W0 =
0) and a boundary g(s)which is continuous in [0, t] and is left differentiable at t , the first passage
time density at t is given by
pτ (t) = b(t)p(t, 0, g(t)),
where
b(t) := lim
s↑t
1
t − sE
[
I{τ≥s}(g(s)−Ws) | Wt = g(t)
]
. (8)
As is shown in Theorem 2, a sufficient condition for (6) to hold is that g(s) is twice continuously
differentiable and bounded for s ∈ (0, a) for some a > t . Thus with our Theorem 1 we have that
in these conditions, for the Brownian motion,
b(t) = 1
2
lim
z↑g(t)
1
g(t)− zP
(
sup
0≤s≤t
(Ws − g(s)) < 0 | Wt = z
)
.
Our Theorem 1 may be viewed as an alternative expression of the results of [7] for Brownian
motion and an extension thereof to general diffusion processes.
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Remark 2. After the publication of the preprint [5] of this paper, it came to our attention that,
under more restrictive conditions (basically, µ and g should be C2 functions, both µ and µ′ being
bounded), a representation formula for the hazard rate of τ that can be shown to be equivalent
to our (7) had been stated in Lemma 1 of [12]. The authors of [12] did not give a proof of
the result but rather referred the reader to an unpublished manuscript on “Some inequalities for
one-dimensional conditioned diffusions and boundary hitting times” by G.O. Roberts (1993).
Unfortunately, the manuscript is still unpublished. Please see also Remark 8 at the end of our
Section 3.
Remark 3. Representation (7) can also be viewed as an extension (to the case of general
diffusion processes and curvilinear boundaries) of the well-known Kendall’s identity for
spectrally-negative Le´vy processes (Xs): if g(s) ≡ y = const, X0 = x < y and (Xs) has a
transition density, then (see e.g. [4,10] and references therein)
pτ (t) = y − xt p(t, x, y), t > 0. (9)
Remark 4. Assume that, for the original diffusion (Us) given in (1) and an upper boundary g(s)
satisfying the conditions of Theorem 1, one has the asymptotic expression
Pu
(
sup
0≤s≤t
(Us − g(s)) < 0 | Ut = z
)
= ( f (t, u)+ o(1))(g(t)− z).
Then one can easily check using the theorem that the density of the first passage time of g(s) by
(Us) will exist in (a, b) and satisfy the relation
pτ (t) = 12 f (t, u)σ
2(g(t))pU (t, u, g(t)),
where pU (s, x, z) denotes the transition density for the process (Us).
Remark 5. We can extend the above to a class of diffusion processes with time-dependent drift
satisfying (6), see Remark 9.
Our next result shows that the naturally looking assumption (6) does hold under rather broad
conditions.
Theorem 2. Let (Xs) be a non-explosive diffusion satisfying (3) with diffusion interval R and
with µ ∈ C1 such that (3) has a unique strong solution and such that there exists a function
Q(y) satisfying
µ′(y)+ µ2(y) ≥ −Q(y), y ∈ R, (10)
and, for some b > 0,
lim sup
y→−∞
Q(y)
y2
<
4
b2
. (11)
Further, let g(s) be twice continuously differentiable and bounded in (0, b). Then there exists a
function f (t, x) continuous in t ∈ (0, b) and such that, for any t from that interval, relation (6)
holds as z ↑ g(t).
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At this point it is worth noting that, for a linear g(s) with g(0) > x and for z ≤ g(t),
Px
(
sup
0≤s≤t
(Ws − g(s)) < 0 | Wt = z
)
= 1− exp
{
−2
t
(g(0)− x)(g(t)− z)
}
= 2
t
(g(0)− x + o(1))(g(t)− z) (12)
as z ↑ g(t) (see e.g. [3], pp. 64–67). This relation actually serves as a motivation for the proof of
Theorem 2 in Section 4. See Section 6 for further discussion of this example.
These results extend to bridge processes, or pinned diffusions. Consider the first crossing time
density of the processes (X ys ), defined as the process (Xs) driven by (3) and conditioned to be
at y at time T . Notice that, due to the Markov property, if we restrict our attention to the time
interval [0, t] with t < T , then there will be no difference between the distribution of the process
(X ys , 0 ≤ s ≤ t) conditioned on X yt = z and that of the process (Xs, 0 ≤ s ≤ t) conditioned on
X t = z. That is, for any Borel set B ⊂ C[0, t],
Px
(
X y· ∈ B | X yt = z
) = Px (X· | X t = z) .
In particular, this implies that for the pinned processes the function f (t, x) is the same as for
the unconstrained process. So, under the conditions of Theorem 2,
Px
(
sup
0≤s≤t
(X ys − g(s)) < 0 | X yt = z
)
= Px
(
sup
0≤s≤t
(Xs − g(s)) < 0 | X t = z
)
= ( f (t, x)+ o(1))(g(t)− z).
Using this observation and that of Remark 9 at the end of Section 3, we immediately have the
following result. Fix y ∈ R and denote by pyτ the density of the first hitting time (4) with (Xs)
replaced with (X ys ) and by py(v,w, s, z) the transition density of (X
y
s ):
py(v,w, s, z) := ∂
∂z
Px
(
X ys ≤ z | X yv = w
)
, 0 ≤ v < s < T .
Theorem 3. Under the conditions of Theorem 1, for (a, b) ∈ (0, T ), the first crossing time of
g(s) by the bridge process (X yt ) will have a density p
y
τ (t) in (a, b) satisfying
pyτ (t) =
1
2
f (t, x)py(0, x, t, g(t)), a < t < b.
Remark 6. In [8], the authors prove an extension of the results in [7] (see Remark 1) to Brownian
bridges. Denote by q y(v,w, s, z) the transition density of the Brownian bridge that finishes at y
at time 1. Then, for (X yt ) a pinned Brownian motion and a continuously differentiable boundary
g(s), [8] gives
pyτ (t) = b(t)q y(0, x, t, g(t)), 0 < t < 1,
with b(t) defined in (8). Thus the result of Theorem 3 may be regarded as an alternative
expression of the results in [8] for the Brownian motion and an extension to more general
diffusion processes.
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From Theorem 3 and the representation
py(0, x, t, g(t)) = p(t, x, g(t))p(T − t, g(t), y)
p(T, x, y)
we have the following relationship between the first crossing density of (Xs) and that of the
corresponding bridge process.
Corollary 4. Assume that, for t ∈ (a, b), (6) holds as z ↑ g(t). Then the first crossing time
densities pτ (t) and p
y
τ (t) satisfy
pyτ (t) =
p(T − t, g(t), y)
p(T, x, y)
pτ (t), a < t < b.
Remark 7. A result of the form (6) holds for Bessel processes and the constant boundary
g(s) = c > 0 as well (see e.g. (1.1.8) in [3], p. 429). Therefore it is natural to expect that
Theorems 1–3 and Corollary 4 will also hold for diffusions with diffusion interval (0,∞).
Using the approach employed to prove the above theorems, we can also obtain an interesting
result on the sensitivity of the boundary non-crossing probability to changes in the boundary.
Denote by
P(g) := Px
(
sup
0≤s≤T
(Xs − g(s)) < 0
)
the probability that our diffusion (Xs) does not cross the boundary during the time interval [0, T ].
It was shown in [6] that, under broad conditions on (Xs) and g, the function P(g) is locally
Lipschitz in the uniform norm:
|P(g + h)− P(g)| ≤ C(g) sup
0≤t≤T
|h(t)|.
One can expect that the function P(g) will actually be Gaˆteaux differentiable. The next theorem
proves this conjecture. For simplicity, we state and prove the assertion assuming T = 1 (which
clearly leads to losing no generality).
Theorem 5. Let (Xs) be a non-explosive diffusion satisfying (3) with diffusion interval R and
with µ ∈ C1 such that (3) has a unique strong solution and such that there exists a function
Q(y) satisfying
µ′(y)+ µ2(y) ≥ −Q(y), y ∈ R, (13)
and
lim sup
y→−∞
Q(y)
y2
< 1. (14)
Assume that g(t) and h(t), 0 ≤ t ≤ 1, are twice continuously differentiable. Then there exists
the limit
lim
ε→0 ε
−1[P(g + εh)− P(g)] = ∫ 1
0
h(v)ψ(v)pτ (v)dv, (15)
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where
ψ(v) =
(
2
pi(1− v)
)1/2
E exp
{
G
(
−√1− vW+1 + g(1)
)
−G(g(v))+√1− vW+1 g′(1)+ N 1−v(1− v)
}
,
(W+s , 0 ≤ s ≤ 1) is the Brownian meander,
G(y) :=
∫ y
y0
µ(z)dz (16)
for some y0 ∈ R, g0,u(s) := g(1− u + s), 0 ≤ s + u ≤ 1, and we set
N u(t) := −12
∫ t
0
[
µ′(−√tW+s/t + g0,u(s))+ µ2(−
√
tW+s/t + g0,u(s))
]
ds
−√t
∫ t
0
g′′0,u(s)W
+
s/t ds −
1
2
∫ t
0
(g′0,u(s))2ds.
3. Proof of Theorem 1
Conditioning on the position of the process at time t ∈ (a, b), we have, as h ↓ 0,
Px (τ ∈ (t, t + h)) =
∫ g(t)
−∞
Px (τ ∈ (t, t + h) | X t = z)p(t, x, z)dz
=
∫ g(t)
g(t)−h1/4
+
∫ g(t)−h1/4
−∞
=
∫ g(t)
g(t)−h1/4
+o(h),
where the last equality follows from the proof of Theorem 3.1 in [6]. Using the Markov property
and setting A := {supt<s<t+h(Xs − g(s)) ≥ 0}, we have from (6) that, for z < g(t),
Px (τ ∈ (t, t + h) | X t = z)
= Px
(
sup
0≤s≤t
(Xs − g(s)) < 0 | X t = z
)
Px
(
sup
t<s<t+h
(Xs − g(s)) ≥ 0 | X t = z
)
=
(
f (t, x)(g(t)− z)+ o(g(t)− z)
)
Px (A | X t = z).
Introduce the functions
g±t (s) := g(t)± K (s − t).
From condition (5) we have
g−t (s) ≤ g(s) ≤ g+t (s), t ≤ s < b,
and hence, assuming without loss of generality that 0 < h < b − t , one obtains
Px
(
sup
t<s<t+h
(Xs − g+t (s)) ≥ 0 | X t = z
)
≤ Px (A | X t = z)
≤ Px
(
sup
t<s<t+h
(Xs − g−t (s)) ≥ 0 | X t = z
)
.
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Next define
µˆ := sup
g(t)−h1/4≤y≤g(t)
µ(y), µˇ := inf
g(t)−h1/4≤y≤g(t)
µ(y),
and put
χ±(z) := (g(t)− z)h−1/2 ± (µˆ+ K )h1/2,
γ±(z) := (g(t)− z)h−1/2 ± (µˇ− K )h1/2.
Again using the argument from the proof of Theorem 3.1 in [6] gives
Px
(
sup
t<s<t+h
(Xs − g−t (s)) ≥ 0 | X t = z
)
≤ Φ(χ−(z))+ e2(µˆ+K )(g(t)−z)Φ(χ+(z))+ o(h)
and
Px
(
sup
t<s<t+h
(Xs − g+t (s)) ≥ 0 | X t = z
)
≥ Φ(γ−(z))+ e2(µˇ−K )(g(t)−z)Φ(γ+(z))+ o(h),
where Φ denotes the standard normal distribution function, Φ(u) = 1 − Φ(u). Combining the
above results we have the bounds
Px (τ ∈ (t, t + h)) ≤
∫ g(t)
g(t)−h1/4
p(t, x, z)
(
f (t, x)(g(t)− z)+ o(g(t)− z))
×
(
Φ(χ−(z))+ e2(µˆ+K )(g(t)−z)Φ(χ+(z))
)
dz + o(h), (17)
Px (τ ∈ (t, t + h)) ≥
∫ g(t)
g(t)−h1/4
p(t, x, z)
(
f (t, x)(g(t)− z)+ o(g(t)− z))
×
(
Φ(γ−(z))+ e2(µˇ−K )(g(t)−z)Φ(γ+(z))
)
dz + o(h). (18)
Next we will show that∫ g(t)
g(t)−h1/4
p(t, x, z)
(
f (t, x)(g(t)− z)+ o(g(t)− z))Φ(χ−(z))dz
≤ h
4
f (t, x) sup
g(t)−h1/4≤w≤g(t)
p(t, x, w)+ o(h). (19)
Observing that the second Φ term from the bound (17) admits the same upper bound as (19),
since the exponential factor is 1+ o(1), we conclude that the bounds (17) and (19) will yield
Px (τ ∈ (t, t + h)) ≤ h2 f (t, x) supg(t)−h1/4≤w≤g(t)
p(t, x, w)+ o(h). (20)
Using the same approach, one can show that the bound (18) implies that
Px (τ ∈ (t, t + h)) ≥ h2 f (t, x) infg(t)−h1/4≤w≤g(t) p(t, x, w)+ o(h). (21)
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So now we proceed to demonstrate (19). Initially ignoring the o(g(t)− z) term, we have
J :=
∫ g(t)
g(t)−h1/4
p(t, x, z) f (t, x)(g(t)− z)Φ(χ−(z))dz
≤ f (t, x) sup
g(t)−h1/4≤w≤g(t)
p(t, x, w)
∫ g(t)
g(t)−h1/4
(g(t)− z)Φ(χ−(z))dz
= D
∫ g(t)
g(t)−h1/4
(g(t)− z)Φ(χ−(z))dz,
where we set D := f (t, x) supg(t)−h1/4≤w≤g(t) p(t, x, w). Let y := (g(t) − z)h−1/2 and
K := µˆ+ K . Then
J ≤ D√
2pi
h
∫ h−1/4
0
y
(∫ ∞
y−K h1/2
e−
1
2 u
2
du
)
dy
= D√
2pi
h
(
1
2
h−1/2
∫ ∞
h−1/4−K h1/2
e−
1
2 u
2
du + 1
2
∫ h−1/4−K h1/2
−K h1/2
e−
1
2 u
2
(u + K h1/2)2du
)
= D
2
√
2pi
h
(
h−1/2
∫ ∞
0
e−
1
2 (w+h−1/4−K h1/2)2dw +
∫ h−1/4
0
w2e−
1
2 (w−K h1/2)2dw
)
.
The first integral in the last line is clearly o(h) due to the term − 12 h−1/2 in the exponential. This
gives
J ≤ D
2
√
2pi
h (1+ o(1))
∫ h−1/4
0
w2e−
1
2w
2
dw + o(h)
= D
2
√
2pi
h
(∫ ∞
0
w2e−
1
2w
2
dw −
∫ ∞
h−1/4
w2e−
1
2w
2
dw
)
+ o(h).
Again, the last integral is clearly o(h), resulting in
J ≤ 1
4
h f (t, x) sup
g(t)−h1/4≤w≤g(t)
p(t, x, w)+ o(h). (22)
Now consider the contribution of the o(g(t)− z) term to the left-hand side of (19):
I :=
∫ g(t)
g(t)−h1/4
o(g(t)− z)Φ(χ−(z))dz.
For any ε > 0, we can take h small enough such that
|I | ≤ ε
∫ g(t)
g(t)−h1/4
(g(t)− z)Φ(χ−(z))dz = ε
(
1
4
h + o(h)
)
,
using the same approach as to derive (22), so that clearly I = o(h). This proves (19) and hence
(20) and (21) as well, as we noted earlier. Now the assertion of Theorem 1 follows due to the
continuity of f (t, x) in t and that of p(t, x, w) in t , w. 
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Remark 8. The unpublished manuscript mentioned in Remark 2 contains an argument that,
under additional regularity conditions, would give a much shorter proof of (7) and which is
reproduced below (with its author’s permission).
The additional conditions must, in particular, ensure that the transition tabu density
pi(t, x, z) := Px (τ > t, X t ∈ dz)/dz
satisfies in {(t, z) : t > 0, z < g(t)} the forward Kolmogorov equation
∂
∂t
pi(t, x, z) = − ∂
∂z
µ(z)pi(t, x, z)+ 1
2
∂2
∂z2
pi(t, x, z).
Then one can write (assuming, of course, that all the manipulations used in the calculation below
are justified and using the relations limz↑g(t) pi(t, x, z) = limz→−∞ pi(t, x, z) = 0)
pτ (t) = − ∂
∂t
Px (τ > t) = − ∂
∂t
∫ g(t)
−∞
pi(t, x, z)dz = −
∫ g(t)
−∞
∂
∂t
pi(t, x, z)dz
=
∫ g(t)
−∞
[
∂
∂z
µ(z)pi(t, x, z)− 1
2
∂2
∂z2
pi(t, x, z)
]
dz = −1
2
lim
z↑g(t)
∂
∂z
pi(t, x, z).
Now assuming that the last limit exists and observing that the left-hand side of our condition
(6) coincides with pi(t, x, z)/p(t, x, z), we see from (6) that one should have ∂
∂z pi(t, x, z) →− f (t, x)p(t, x, g(t)) as z ↑ g(t), which leads to (7).
Remark 9. If we consider a diffusion satisfying the stochastic differential equation
dUt = ν(t,Ut )dt + σ(Ut )dWt ,
then the transformed process X t = F(Ut ) with F defined in (2) will again have a unit diffusion
coefficient. However, in this case the drift coefficient µ = µ(t, x) will depend on time. The
proof of an analog of Theorem 1 in this case follows as for the homogeneous case, with µˆ and µˇ
replaced with
µˆt := sup
t≤s≤t+h,g(t)−h1/4≤y≤g(t)
µ(s, y), µˇt := inf
t≤s≤t+h,g(t)−h1/4≤y≤g(t)
µ(s, y),
respectively.
4. Proof of Theorem 2
To prove Theorem 2, we first need to establish a convergence result which is similar to those
derived in [9] and which may be of independent interest.
For simplicity, we consider in what follows processes on the time interval [0, 1] that are
sometimes pinned by their value at time 1. This can easily be changed to the interval [0, T ]
and processes pinned at time T , T > 0.
For a > 0 we denote by (W at ) = (W at , 0 ≤ t ≤ 1) the standard Brownian motion (W a0 = 0)
conditioned to arrive at a at time 1. For ε > 0, set
lε(t) := ε(t − 1), 0 ≤ t ≤ 1, (23)
and for 0 ≤ s ≤ t ≤ 1 define the event
Aε(s, t) :=
{
inf
s≤u≤t(W
a
u − lε(u)) > 0
}
. (24)
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Let Aε := Aε(0, 1) and define the conditional process (W a,εt ) as (W at ) conditioned on the event
Aε. This will be a Markov process with transition density
pa,ε(s, y, t, z) := ∂
∂z
P(W a,εt ≤ z | W a,εs = y), 0 ≤ s < t < 1.
Theorem 6. As ε → 0, the process (W a,εt ) converges weakly in the space C[0, 1] to a process
with transition density
pa(0, 0, t, z) := z
ta
(
1− exp
{
− 2za
1− t
})
∂
∂z
P(W at ≤ z), (25)
pa(s, y, t, z) :=
(
1− exp
{
− 2zyt−s
}) (
1− exp
{
− 2za1−t
})
1− exp
{
− 2ay1−s
} ∂
∂z
P(W at ≤ z | W as = y) (26)
for z, y > 0 and 0 < s < t < 1.
Of course, the transition densities for (W as ) that appear on the right-hand sides of (25) and
(26) admit well-known closed form expressions (see e.g. [3], pp. 64–65).
Remark 10. Note that the limiting process from Theorem 6 is nothing else but the Brownian
meander on [0, 1] (see e.g. [9]) conditioned to be at a at time t = 1. This can be seen
from comparing the transition densities for the two processes (for the transition density of the
Brownian meander, see e.g. (1.1) in [9]).
Proof of Theorem 6. The proof follows the standard scheme based on Prokhorov’s theorem.
First we prove convergence of the finite-dimensional distributions. Since the process is
Markovian, it is sufficient to prove that transition densities converge. Note that if we take the
limit as a→ 0, these transition densities agree with those given in Theorem 5.2 of [9] where the
process is conditioned on W1 = 0. More precisely, the following result holds true.
Lemma 7. For 0 ≤ s < t < 1 and y, z > 0,
lim
ε→0 p
a,ε(0, 0, t, z) = pa(0, 0, t, z)
and
lim
ε→0 p
a,ε(s, y, t, z) = pa(s, y, t, z).
Proof. First consider pa,ε(0, 0, t, z). Using the form of the linear boundary crossing probability
for the Brownian bridge (see (12)) as well as the Markov property of the process, we have for
z > 0, as ε→ 0,
pa,ε(0, 0, t, z)dz = P(W a,εt ∈ dz) = P(W at ∈ dz | Aε) = P(W at ∈ dz, Aε)/P(Aε)
= P(Aε | W at = z)P(W at ∈ dz)/P(Aε)
= P(Aε(0, t) | W at = z)P(Aε(t, 1) | W at = z)P(W at ∈ dz)/P(Aε)
=
(
1− exp
{
− 2t ε(z + ε(1− t))
}) (
1− exp
{
− 21−t (z + ε(1− t))a
})
1− exp {−2εa} P(W
a
t ∈ dz)
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=
2
t ε(z + ε(1− t))
(
1− exp
{
− 21−t (z + ε(1− t))a
})
2εa
(
1+ o(1))P(W at ∈ dz)
= z
ta
(
1− exp
{
− 2za
1− t
})
(1+ o(1))P(W at ∈ dz).
Similarly for pa,ε(s, y, t, z):
pa,ε(s, y, t, z)dz = P(W a,εt ∈ dz | W a,εs = y)
= P(W at ∈ dz,W as ∈ dy, Aε)/P(W as ∈ dy, Aε)
= P(Aε | W at = z,W as = y)P(W at ∈ dz,W as ∈ dy)/P(W as ∈ dy, Aε)
= P(Aε(s, t) | W
a
s = y,W at = z)P(Aε(t, 1) | W at = z)P(W at ∈ dz | W as = y)
P(Aε(s, 1) | W as = y)
=
(
1− exp
{
− 2t−s (y + ε(1− s))(z + ε(1− t))
}) (
1− exp
{
− 21−t (z + ε(1− t))a
})
1− exp
{
− 21−s a(y + ε(1− s))
}
×P(W at ∈ dz | W as = y)
=
(
1− exp
{
− 2zyt−s
}) (
1− exp
{
− 2za1−t
})
1− exp
{
− 2ay1−s
} (1+ o(1))P(W at ∈ dz | W as = y). 
Now we will prove the tightness of the family of distributions of (W a,εt ). First we state without
proof an obvious extension of Theorem 3.5 in [9] which we will use. As usual, denote by C[a, b]
the space of continuous functions on [a, b]. For s ∈ (0, 1/2) and a function f ∈ C[0, 1], denote
by s f the restriction of the latter to [s, 1− s]: s f ∈ C[s, 1− s], s f (t) = f (t) for t ∈ [s, 1− s].
Lemma 8. Let (Zk, k = 1, 2, . . .) be a sequence of random elements of C[0, 1]. Define the
random elements (s Zk) of C[s, 1− s] as the restrictions of (Zk) to [s, 1− s], 0 < s < 1/2. Then
if, for any s ∈ (0, 1/2), the sequence (s Zk, k = 1, 2, . . .) induces a tight family of distributions
on C[s, 1− s] and, for all η > 0,
lim
s→0 limk→∞P
(
sup
0≤t≤s
|Zk(t)| ≤ η
)
= 1
and
lim
s→0 limk→∞P
(
sup
1−s≤t≤1
|Zk(t)− Zk(1)| ≤ η
)
= 1,
then the sequence of the distributions of (Zk, k = 1, 2, . . .) in C[0, 1] is tight.
Next we show that the conditions of Lemma 8 hold for our processes.
Lemma 9. For any fixed a > 0 and s ∈ (0, 1/2), the family of measures induced on C[s, 1− s]
by (s W a,ε, ε > 0) is tight.
Proof. Denote by (W+) the Brownian meander on [0, 1] (see e.g. [9] for details). For sets
B, D ⊂ C[s, 1 − s] and a function f ∈ C[s, 1 − s] we use B − D and B − f to denote
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the Minkowski differences:
B − D = {g − h : g ∈ B, h ∈ D}
and
B − f = {g − f : g ∈ B} . (27)
Define the random element (s W+,a) of C[s, 1−s] as the Brownian meander (W+) conditional
on W+1 = a and restricted to [s, 1 − s]. Note that, for all y, z > 0 and 0 < s < 1/2, the joint
distribution of (s W+,as, s W+,a1−s) has density pa(0, 0, s, y)pa(s, y, 1 − s, z). For a Borel set
B ⊂ C[s, 1− s] we also have, due to the Markov property of the process,
P(s W+,a ∈ B | s W+,as = y, s W+,a1−s = z)
= P(s W+ ∈ B | s W+s = y, s W+1−s = z). (28)
Further, by comparing the transition densities for the processes and recalling definition (23), we
observe that
P
(
s W
a,ε ∈ B + slε | W a,εs = y − ε(1− s),W a,ε1−s = z − εs
)
= P
(
s W
+ ∈ B | W+s = y,W+1−s = z
)
. (29)
As in [9], we proceed by noting that, for a fixed η > 0, there exists a compact set
D ⊂ C[s, 1− s] such that
P(s W+,a ∈ D) ≥ 1− η.
The set E := (slδ, δ ∈ [0, 1]) ⊂ C[s, 1 − s] is obviously also compact and so D′ := D + E is
compact, too. Clearly, for any ε ∈ (0, 1), Dε := D + slε ⊂ D′. Then we have, as ε ↓ 0, setting
Iε := (−ε(1− s),∞)× (−εs,∞), I := (0,∞)× (0,∞) and using (29),
P
(
s W
a,ε ∈ D′) ≥ P(s W a,ε ∈ Dε)
=
∫
Iε
P
(
s W
a,ε ∈ Dε | W a,εs = y,W a,ε1−s = z
)
P
(
W a,εs ∈ dy,W a,ε1−s ∈ dz
)
=
∫
Iε
P
(
s W
+ ∈ Dε − slε | W+s = y + ε(1− s),W+1−s = z + εs
)
×P(W a,εs ∈ dy,W a,ε1−s ∈ dz)
=
∫
I
P
(
s W
+ ∈ D | W+s = y′,W+1−s = z′
)
×P(W a,εs ∈ dy′ − ε(1− s),W a,ε1−s ∈ dz′ − εs)
→
∫
I
P
(
s W
+ ∈ D | W+s = y′,W+1−s = z′
)
P
(
W+,as ∈ dy′,W+,a1−s ∈ dz′
)
=
∫
I
P
(
s W
+,a ∈ D | W+,as = y′,W+,a1−s = z′
)
P
(
W+,as ∈ dy′,W+,a1−s ∈ dz′
)
= P(s W+,a ∈ D) > 1− η,
where the convergence is justified by Scheffe’s theorem (see e.g. Theorem 16.12 in [2]) and the
second last equality uses (28). Thus there exists an εη > 0 such that P(s W a,ε ∈ D′) > 1−2η for
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ε < εη. That there is a compact D′′ such that P(s W a,ε ∈ D′′) > 1− η for all ε ≥ εη is obvious.
This completes the proof of the lemma. 
Lemma 10. For any η > 0,
lim
s→0 limε→0P
(
sup
0≤t≤s
|W a,εt | ≤ η
)
= 1 (30)
and
lim
s→0 limε→0P
(
sup
1−s≤t≤1
|W a,εt − a| ≤ η
)
= 1. (31)
Proof. The proof uses an argument similar to the one demonstrating Lemma 5.4 in [9]. To
establish (30), first note that
P
(
inf
0≤t≤s W
a,ε
t ≥ −ε
)
= 1,
and so we just need to consider
P
(
sup
0≤t≤s
W a,εt ≤ η
)
= P
(
sup
0≤t≤s
W at ≤ η | Aε
)
= P
(
sup
0≤t≤s
W at ≤ η; Aε
)/
P(Aε).
Denote by q(t, y, z) = ∂
∂zPy(Wt ≤ z) the transition density for the Brownian motion process.
By conditioning on the value of the process at time s, using the Markov property and the known
closed form expressions for both the joint distribution of the maximum and minimum of the
Brownian bridge (see e.g. (1.15.8) of [3]) and the distribution of the maximum of the Brownian
bridge given in (12), we obtain
P
(
sup
0≤t≤s
W at ≤ η; Aε
)
=
∫ η
−ε(1−s)
P
(
sup
0≤t≤s
W at ≤ η; Aε(0, s) | W as = z
)
P
(
Aε(s, 1) | W as = z
)
P(W as ∈ dz)
≥
∫ η
−ε(1−s)
P
(
sup
0≤t≤s
W at ≤ η, inf0≤t≤s W
a
t > −ε(1− s) | W as = z
)
×P(Aε(s, 1) | W as = z)P(W as ∈ dz)
=
∫ η
−ε(1−s)
∞∑
k=−∞
[
q
(
s, 0, z + 2k[η + ε(1− s)]
)
− q
(
s, 0, z + 2k(η + ε(1− s))+ 2ε(1− s)
)]
×
(
1− exp
{
− 2a
1− s (z + ε(1− s))
}) (
q(s, 0, z)
)−1P(W as ∈ dz).
Now dividing both sides by
P(Aε) = 1− exp{−2εa}
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(cf. (12)) and using L’Hoˆpital’s rule, the dominated convergence theorem and the fact that
W as ∼ N (as, s(1− s)), we obtain
lim
ε→0P
(
sup
0≤t≤s
W a,εt ≤ η
)
≥
∫ η
0
∞∑
k=−∞
1− s
as
(2ηk + z)e−2ηk(ηk+z)/s
×
(
1− exp
{
− 2za
1− s
})
q(s(1− s), as, z)dz.
As in the proof of Lemma 5.4 in [9], the integral of the term with k = 0 approaches 1 as
s → 0. The contribution of the terms for k ≥ 1 is clearly positive, so to complete the proof it
is sufficient to show that the absolute value of the contribution from the terms with k < 0 tends
to 0 as s → 0. Setting m = −k, the absolute value for these terms is bounded above by the
expression
2η(1− s)
as
∫ η
0
(
1− exp
{
− 2za
1− s
})
q(s(1− s), as, z)
∞∑
m=1
me−2ηm(ηm−z)/sdz. (32)
The contribution of the term with m = 1 is bounded above by
2η(1− s)
as
∫ η
0
q(s(1− s), as, z)e−2η(η−z)/sdz
= 2η(1− s)
as
e−2η(η−a)
(
Φ
(
−η(1− 2s)+ as√
s(1− s)
)
− Φ
(
−2η(1− s)+ as√
s(1− s)
))
= o(1)
as s → 0. The same approach shows that the m = 2 term also gives a contribution which is o(1)
as s → 0. For the remaining terms, observe that
∞∑
m=3
me−2ηm(ηm−z)/s ≤
∞∑
m=3
me−2η2(m−1)2/s, 0 ≤ z ≤ η.
We may assume without loss of generality that s is small enough to ensure that the summand in
the above expression is a strictly decreasing function of m ≥ 2. We then have that
∞∑
m=3
me−2η2(m−1)2/s ≤
∫ ∞
2
we−2η2(w−1)2/sdw
= 1
4η2
(
se−2η2/s + 2η√2pisΦ
(−2η√
s
))
≤ 1
2η2
se−2η2/s,
where the last relation uses Mill’s inequality. Thus the absolute value of the sum of all terms for
m ≥ 3 in (32) is bounded above by
(1− s)
ηa
e−2η2/s
∫ η
0
(
1− e−2za/(1−s)
)
q(s(1− s), as, z)dz ≤ (1− s)
ηa
e−2η2/s = o(1)
as s → 0. This completes the proof of (30).
Now consider (31). We have
P
(
sup
1−s≤t≤1
|W a,εt − a| ≤ η
)
= P
(
inf
1−s≤t≤1 W
a,ε
t − a ≥ −η, sup
1−s≤t≤1
W a,εt − a ≤ η
)
= P
(
inf
1−s≤t≤1 W
a
t ≥ −η + a, sup
1−s≤t≤1
W at ≤ η + a; Aε
)/
P(Aε) =: J1J2 . (33)
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For the probability J1, conditioning on the value of W a1−s gives (without loss of generality, we
take a − η > 0; if this were not the case, we would replace the lower limit of integration with 0)
J1 =
∫ a+η
a−η
P
(
inf
1−s≤t≤1 Wt ≥ −η + a, sup1−s≤t≤1 Wt ≤ η + a; Aε | W1−s = y,W1 = a
)
×P(W1−s ∈ dy | W1 = a)
=
∫ a+η
a−η
P
(
inf
1−s≤t≤1 Wt ≥ −η + a, sup1−s≤t≤1 Wt ≤ η + a | W1−s = y,W1 = a
)
×P (Aε(0, 1− s) | W1−s = y)P(W1−s ∈ dy | W1 = a).
Since P (Aε(0, 1− s) | W1−s = y) = 1− exp {−2ε(y + ε(1− s))/(1− s)} and J2 = 1− e−2εa
(see (12)), using the dominated convergence theorem in (33) gives
lim
ε→0P
(
sup
1−s≤t≤1
|W a,εt − a| ≤ η
)
=
∫ a+η
a−η
P(W1−s ∈ dy | W1 = a) ya(1− s)
×P
(
inf
1−s≤t≤1 Wt ≥ −η + a, sup1−s≤t≤1 Wt ≤ η + a | W1−s = y,W1 = a
)
.
This clearly tends to 1 as s → 0, completing the proof of Lemma 10. 
Combining Lemmata 8–10 completes the proof of Theorem 6. 
Now we will prove Theorem 2.
Proof of Theorem 2. The proof can be split into three steps. In the first one, we change the
measure to express the conditional probability of the event on the left-hand side of (6),
A :=
{
sup
0≤s≤t
(Xs − g(s)) < 0
}
, (34)
in terms of the expectation of a (nice) functional of the Brownian bridge process (the Brownian
motion starting at x at time 0 and pinned at z at time t), using the approach employed in [1]
and later in [6]. Now the underlying “pre-conditional” process (the Brownian motion) is space-
homogeneous, and therefore we can “straighten” the boundary g(s) by switching from the
original canonical process (Xs) to the process (X˜s := Xs − g(s)) (the second step). In the
transformed space, the original set A becomes
A˜ :=
{
sup
0≤s≤t
X˜s < 0
}
, (35)
and the conditional process can be thought of as obtained from the diffusion (X˜s) with
dX˜s = −g′(s)ds + dW˜s (36)
((W˜s) being a Brownian motion), X˜0 = x˜ := x−g(0) < 0, conditioned on X˜ t = z˜ := z−g(t) <
0. We again change measure (now in the transformed space) to express the desired expectation
in terms of another one, again for a Brownian bridge process – now starting at x˜ at time 0 and
finishing at z˜ at time t – over the event A˜. In the third step, we re-write the latter expectation as
the product of the (known) probability of the Brownian bridge to stay below zero (this factor will
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have the desired behaviour (a + o(1))z˜ as z˜ → 0) and the conditional expectation, where the
conditioning now includes the event A˜ as well. It remains to observe that the Brownian bridge
is “time-reversible” (if (Ys, 0 ≤ s ≤ t) is a Brownian bridge “pinned” at times s = 0 and
s = t , then (Yt−s, 0 ≤ s ≤ t) is also a Brownian bridge pinned at these same times), and so the
behaviour of the last conditional expectation as z˜ ↑ 0 can be found using our Theorem 6.
Now we will make the above-outlined argument more precise.
Step 1. Let Qx denote the law of the Brownian motion (Ws) in C[0, t] with W0 = x and Qzx the
law of the process (Ws) starting at W0 = x and conditioned on Wt = z. We begin by recalling
the following result from [1].
Lemma 11. Let Pzx denote the law of the process (Xs) governed by (3), X0 = x, and pinned by
X t = z. Then, for any B ∈ σ (Xu, u ≤ t),
Pzx (B) =
q(t, x, z)
p(t, x, z)
eG(z)−G(x)Eˆzx
[
eN (t)IB
]
,
where q(t, x, z) is the transition density for the Brownian motion and Eˆzx denotes expectation
with respect to the probability Qzx , G(y) is defined in (16) and
N (t) := −1
2
∫ t
0
(
µ′(Xu)+ µ2(Xu)
)
du. (37)
Note that the notation of the above lemma tacitly assumes that (Xs) is a canonical process
on the sample space C[0, t], and we continue with this assumption throughout the proof of
Theorem 2.
Hence, for the event A defined in (34), we have
Px
(
sup
0≤s≤t
(Xs − g(s)) < 0 | X t = z
)
= Pzx (A) =
q(t, x, z)
p(t, x, z)
eG(z)−G(x)Eˆzx
[
eN (t)IA
]
.(38)
Note that the changes of measure used here and in the sequel using Girsanov’s theorem are
justified since under these measures (Xs) is non-explosive and µ(y) (and g(s)) is locally
bounded, implying that the conditions of Theorem 7.19 and Assumptions (I) and (II) of Theorem
7.18 of [11] (with our assumption of the existence of a unique strong solution to (3)), hold.
Step 2. Next we will transform the space using the mapping ψ : C[0, t] 7→ C[0, t] defined
by ψ( f ) = f − g. This mapping induces a new measure Q˜x˜ on the space: for a Borel set
B ⊂ C[0, t],
Q˜x˜ (B) = Qx (B + g),
again using the Minkowski difference notation from (27) and x˜ = x − g(0). In the same way ψ
also induces the measure Q˜z˜x˜ (with expectation E˜
z˜
x˜ ) from Q
z
x . This gives
Eˆzx
[
eN (t)IA
]
= E˜z˜x˜
[
eN˜ (t)I A˜
]
,
where
N˜ (t) := −1
2
∫ t
0
[
µ′(Xs + g(s))+ µ2(Xs + g(s))
]
ds
and A˜ is given in (35). Note that, under the measure Q˜z˜x˜ , the canonical process (Xs) is no longer
a conditional Brownian motion. However, as stated previously, we can think of the conditional
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process as being obtained from the diffusion (X˜s) defined in (36). We change measure again
such that under this new measure, Qx˜ , the process (Xs) is again a Brownian motion starting at
X0 = x˜ . By Girsanov’s theorem,
ζ˜t := dQ˜x˜
dQx˜
= exp
{
−
∫ t
0
g′(s)dXs − 12
∫ t
0
(g′(s))2ds
}
.
Using Itoˆ’s formula we have∫ t
0
g′(s)dXs = X t g′(t)−
∫ t
0
g′′(s)Xsds.
This gives
ζ˜t = exp
{
−X t g′(t)+
∫ t
0
g′′(s)Xsds − 12
∫ t
0
(g′(s))2ds
}
.
Let Qz˜x˜ (with the corresponding expectation E
z˜
x˜ ) denote the law Qx˜ conditioned on X t = z˜; this
is clearly the distribution of the Brownian bridge on [0, t] pinned at x˜ at time s = 0 and at z˜ at
time s = t . Applying the same reasoning that leads to the assertion of Lemma 11 (see [1]) then
gives
Eˆzx
[
eN˜ (t)IA
]
= p˜(0, x˜, t, z˜)
q(t, x˜, z˜)
Ez˜x˜
[
ζ˜t eN (t)I A˜
]
= p˜(0, x˜, t, z˜)
q(t, x˜, z˜)
e−z˜g′(t)Ez˜x˜
[
eN (t)I A˜
]
, (39)
where p˜(0, x˜, t, z˜) is the transition density of the (time-inhomogeneous) process (Xs) under Q˜x˜ ,
and we set
N (t) := −1
2
∫ t
0
[
µ′ (Xs + g(s))+ µ2 (Xs + g(s))
]
ds
+
∫ t
0
g′′(s)Xsds − 12
∫ t
0
(g′(s))2ds.
Combining (38) and (39) then gives
Px
(
sup
0≤s≤t
(Xs − g(s)) < 0 | X t = z
)
= q(t, x, z)
p(t, x, z)
p˜(0, x˜, t, z˜)
q(t, x˜, z˜)
eG(z)−G(x)−z˜g′(t)Ez˜x˜
[
eN (t)I A˜
]
.
Step 3. Now condition on the event A˜. From (12), we have Qz˜x˜ ( A˜) = 1 − exp{−2x˜ z˜/t}, which
gives
Px
(
sup
0≤s≤t
(Xs − g(s)) < 0 | X t = z
)
= q(t, x, z)
p(t, x, z)
p˜(0, x˜, t, z˜)
q(t, x˜, z˜)
eG(z)−G(x)−z˜g′(t)
(
1− exp
{
−2
t
x˜ z˜
})
Ez˜x˜
[
eN (t) | A˜
]
= q(t, x, z)
p(t, x, z)
p˜(0, x˜, t, z˜)
q(t, x˜, z˜)
eG(z)−G(x)−z˜g′(t) 2
t
x˜ z˜Ez˜x˜
[
eN (t) | A˜
] (
1+ o(1)) (40)
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as z ↑ g(t) (i.e. z˜ ↑ 0). Due to the above-mentioned time-reversal and symmetry properties of
the Brownian bridge, we obtain
Ez˜x˜
[
eN (t) | A˜
]
= Ex˜z˜
[
eN (t) | A˜
]
, (41)
where
N (t) = −1
2
∫ t
0
[
µ′(Xs + g(t − s))+ µ2(Xs + g(t − s))
]
ds
+
∫ t
0
g′′(t − s)Xsds − 12
∫ t
0
(g′(t − s))2ds. (42)
Thus we are now in the situation of Theorem 6 (modulo the change of the time interval (0, 1)
to (0, t) and the corresponding change of scale in the state space of the process, and switching
from (Wt ) to the equivalent in distribution process (−Wt )), conditioning on our event A˜ being
equivalent to conditioning on the event Aε(0, 1) (see (24)) in the theorem (note that the initial
value is now z˜ ↑ 0). To complete the proof, it remains to show that the expectation (41) converges
to a finite limit as z˜ ↑ 0.
For a fixed large H > 0, let D := {inf0≤s≤t Xs ≤ −H} and, as usual, Dc denote the
complement event. We have
Ex˜z˜
[
eN (t) | A˜
]
= Ex˜z˜
[
eN (t)ID | A˜
]
+ Ex˜z˜
[
eN (t)IDc | A˜
]
. (43)
In the integrand in the second term on the right-hand side of (43), N (t) is clearly a bounded
continuous function of X· (in the uniform topology) on A˜. Since D has zero boundary under
the limiting distribution, we see, using the weak convergence result of Theorem 6, that this term
converges to a finite limit as z˜ ↑ 0. We will complete the proof of Theorem 2 by showing that,
as H → ∞, the first term on the right-hand side of (43) converges to 0 (which is basically
equivalent to uniform integrability of eN (t) under the distributions Qx˜z˜
(· | A˜), z˜ ∈ (−1, 0)).
Begin by considering the distribution of the minimum of (Xs) for s ∈ [0, t], under the measure
Qx˜z˜ and conditional on A˜. Set γ := inf{s > 0 : Xs = x˜}. Under Qx˜z˜ , we clearly have γ ≤ t a.s.
Next observe that, for y < x˜ ,
Qx˜z˜
(
inf
0≤s≤t Xs ≤ y | A˜
)
=
∫ t
0
Qx˜z˜ (γ ∈ du | A˜)Qx˜z˜
(
inf
0≤s≤t Xs ≤ y | A˜; γ = u
)
. (44)
Using the strong Markov property of (Xs) and (12) (recalling that, under Q
x˜
z˜ , the process (Xs) is
a pinned Brownian motion), we have
Qx˜z˜
(
inf
0≤s≤t Xs ≤ y | A˜; γ = u
)
= Qx˜z˜
(
inf
u≤s≤t Xs ≤ y | A˜; γ = u
)
= Qx˜z˜
(
inf
u≤s≤t Xs ≤ y, supu≤s≤t Xs < 0 | Xu = x˜
)/
Qx˜z˜
(
sup
u≤s≤t
Xs < 0 | Xu = x˜
)
≤ Qx˜z˜
(
inf
u≤s≤t Xs ≤ y | Xu = x˜
)/
Qx˜z˜
(
sup
u≤s≤t
Xs < 0 | Xu = x˜
)
=
exp
{
− 2t−u (y − x˜)2
}
1− exp
{
− 2t−u x˜2
} ≤ e−2(y−x˜)2/t
1− e−2x˜2/t .
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Thus we obtained the following upper bound for (44):
Qx˜z˜
(
inf
0≤s≤t Xs ≤ y | A˜
)
≤ e
−2(y−x˜)2/t
1− e−2x˜2/t
∫ t
0
Qx˜z˜ (γ ∈ du | A˜) =
e−2(y−x˜)2/t
1− e−2x˜2/t . (45)
Now consider N (t) in the first term on the right-hand side of (43). Set g(t) := max0≤s≤t g(s)
and g(t) := min0≤s≤t g(s). Using (42), assumption (10) and the assumption that g(s) is twice
continuously differentiable, we see that, on the event A˜,
N (t) ≤ −c inf
0≤s≤t Xs −
t
2
inf
inf
0≤s≤t Xs+g(t)<y≤g(t)
[
µ′(y)+ µ2(y)]
≤ −c inf
0≤s≤t Xs +
t
2
Q
(
inf
0≤s≤t Xs + g(t)
)
for some c > 0, where we have assumed, without loss of generality, that Q(y) is a decreasing
function for y < 0. Thus, using (11), for large enough H and some r < 2/t , we have
N (t) ≤ r
(
inf
0≤s≤t Xs
)2
on D.
Hence, using (45),
Ex˜z˜
[
eN (t)ID | A˜
]
≤
∫ −H
−∞
er y
2
dQx˜z˜
(
inf
0≤s≤t Xs ≤ y
)
=
[
er y
2
Qx˜z˜
(
inf
0≤s≤t Xs ≤ y
)]−H
−∞
−
∫ −H
−∞
2r yer y
2
Qx˜z˜
(
inf
0≤s≤t Xs ≤ y
)
dy
≤ 1
1− e−2x˜2/t
(
er H
2−2(H+x˜)2/t − 2r
∫ −H
−∞
yer y
2−2(y−x˜)2/t dy
)
, (46)
which clearly vanishes as H →−∞. Thus the expectation in (40) converges to a finite limit and
hence we have
Px
(
sup
0≤s≤t
(Xs − g(s)) < 0 | X t = z
)
= ( f (t, x)+ o(1))z˜ = ( f (t, x)+ o(1))(g(t)− z),
completing the proof of Theorem 2. 
5. Proof of Theorem 5
The proof of this theorem can be divided into four steps. For the first three steps, we assume
h(t) ≥ 0, 0 ≤ t ≤ 1. In the first step, we observe that the difference P(g + εh) − P(g) can
be written as an integral by conditioning on the first crossing time τ of g. In the second step we
follow a similar scheme to the proof of Theorem 2, transforming the integrand so it is written
as the product of an expectation of a functional of the Brownian meander and a well-known
boundary non-crossing probability for the Brownian motion. In the third step, we calculate the
limit of the ratio of the thus obtained expression to ε as ε → 0. This involves careful treatment
near the right end point of the integration interval. Finally, in the fourth step, we show how to
extend the result to general h which are twice continuously differentiable.
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Step 1. Assume that ε ↓ 0 (it will be obvious from what follows that this does not restrict
generality). Clearly, the difference P(g + εh) − P(g) is the probability of (Xs) crossing g at
some time prior to time 1 without ever crossing g+ εh on [0, 1] (as we said, we assume here that
h ≥ 0). We condition on the time remaining until time 1 after the first crossing time of g and use
the strong Markov property to obtain that, for ε ∈ (0, 1),
P(g + εh)− P(g)
=
∫ 1
0
Px (1− τ ∈ dt)Px
(
sup
1−t≤s≤1
(Xs − g(s)− εh(s)) < 0 | X1−t = g(1− t)
)
=
∫ 1
0
Px (1− τ ∈ dt)Pg(1−t)
(
sup
0≤v≤t
(Xv − g(1− t + v)− εh(1− t + v)) < 0
)
=
∫ ε3/2
0
+
∫ 1
ε3/2
=: J1 + J2. (47)
Step 2. We will show that J1 = o(ε) in Step 3. For J2, we continue in a similar manner to the
proof of Theorem 2. Note, however, that in this case we do not condition on the end point of the
process. Introduce
gε,t (v) := g(1− t + v)+ εh(1− t + v), 0 ≤ v ≤ t,
and set
A(t) :=
{
sup
0≤v≤t
(Xv − gε,t (v)) < 0
}
.
Using Girsanov’s theorem to change to the Brownian motion measure, we have
Pg(1−t) (A(t)) = Eˆg(1−t)
[
eG(X t )−G(g(1−t))+N (t)IA(t)
]
,
where Eˆg(1−t) denotes expectation with respect to the measure Qg(1−t) defined in the proof of
Theorem 2 and N (t) is given by (37) (see the proof of Theorem 2 for the justification of the
use of Girsanov’s theorem and Itoˆ’s lemma). Again we transform the space using the mapping
ψε,t : C[0, t] 7→ C[0, t] defined by ψε,t ( f ) = f − gε,t . This induces the measure Q˜δ(t) with
expectation E˜δ(t), where δ(t) := −εh(1− t), such that
Eˆg(1−t)
[
eG(X t )−G(g(1−t))+N (t)IA(t)
]
= E˜δ(t)
[
eG(X t+gε,t (t))−G(g(1−t))+N˜ε,t (0,t)I A˜(t)
]
,
where
N˜ε,u(s, t) := −12
∫ t
s
[
µ′(Xv + gε,u(v))+ µ2(Xv + gε,u(v))
]
dv
and
A˜(t) :=
{
sup
0≤s≤t
Xs < 0
}
.
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Again we can think of (Xv) under this new measure as driven by the stochastic differential
equation
dXv = −g′ε,t (v)dv + dW˜v,
for a Brownian motion (W˜v). Changing to the measure Qδ(t) (with corresponding expectation
Eδ(t)) such that (Xv) is again the Brownian motion gives
Pg(1−t) (A(t)) = Eδ(t)
[
eG(X t+gε,t (t))−G(g(1−t))−X t g′ε,t (t)+N ε,t (0,t)I A˜(t)
]
,
where
N ε,u(s, t) := N˜ε,u(s, t)+
∫ t
s
g′′ε,u(v)Xvdv −
1
2
∫ t
s
(g′ε,u(v))2dv.
We then condition on A˜(t), which yields
Pg(1−t) (A(t)) = Eδ(t)
[
eG(X t+gε,t (t))−G(g(1−t))−X t g′ε,t (t)+N ε,t (0,t) | A˜(t)
]
×Qδ(t)
(
A˜(t)
)
. (48)
The last factor is now the probability for the Brownian motion to stay below a fixed level on
[0, t]. Hence, uniformly in t ∈ (ε3/2, 1), we have
Qδ(t)( A˜(t)) = 2Φ
(
εh(1− t)√
t
)
− 1 =
√
2
pi t
εh(1− t)+ o
(
ε√
t
)
(49)
as ε ↓ 0, see e.g. (1.1.4) in [3], p. 153.
Step 3. We now divide the right-hand side of (47) by ε and take the limit as ε ↓ 0. Let c denote
an upper bound for the density Px (1− τ ∈ dt)/dt on [0, 1] (which can be obtained, for example,
using Theorem 3.1 of [6]). Then we clearly have
J1 ≤ c
∫ ε3/2
0
dt = cε3/2 = o(ε).
Using (48) and (49), we see that
J2
ε
=
√
2
pi
∫ 1
ε3/2
h(1− t)Eδ(t)
[
eG(X t+gε,t (t))−G(g(1−t))−X t g′ε,t (t)+N ε,t (0,t) | A˜(t)
]
× Px (1− τ ∈ dt)√
t
(1+ o(1)). (50)
Using the weak convergence result of Theorem 2.1 in [9], together with assumption (13) and a
similar uniform integrability argument to the one used in the proof of Theorem 2 (see (43)–(46);
that the right-hand side in condition (14) differs from that in (11) is due to our dealing here with
the maximum of the Brownian motion, while in Theorem 2 we dealt with that of the Brownian
bridge — which has a thinner distribution tail), we have that, as ε ↓ 0, the expectation in (50)
converges to the expectation under which the process (−Xs) is the Brownian meander on [0, t]
(that is, the Brownian motion (Ws, 0 ≤ s ≤ t) conditioned to remain positive on [0, t]). If we
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denote this process by
(
W+,(t)s
)
, then, by the Brownian scaling, we have
W+,(t)s
d= √t W+s/t .
Thus the expectation on the right-hand side of (50) converges to the expectation in the statement
of Theorem 5, which completes the proof of Theorem 5 for h ≥ 0, ε ↓ 0.
Step 4. Now consider a general h(t) satisfying the conditions of the theorem. Using the standard
notation y− = −min{y, 0} for the negative part of y, we have
P(g + εh)− P(g) = (P(g + εh)− P(g − εh−))− (P(g)− P(g − εh−)).
Each of the two terms on the right-hand side can then be evaluated as per Steps 1–3, the “lower”
of the two boundaries (originally it was g due to the assumption h ≥ 0) now being g−εh−. Next
we observe that the main terms in the respective expressions for J2/ε are continuous functions
of ε, the limits of them having the form of the right-hand side of (15) with h(t) replaced
with max{h(t), 0} and max{−h(t), 0}. It is also obvious that the above argument removes our
restriction that ε > 0. This completes the proof of Theorem 5. 
6. An example: The Brownian motion and a linear boundary
As is well known, no closed form solution is known for the problem of calculating boundary
crossing probability except for a few special cases (mostly for the Brownian process or for
diffusions that can be transformed to the former in some relatively simple way). So one could
hardly expect that it would be possible to calculate the Gaˆteaux derivative presented in our
Theorem 5, even in the simplest situation (especially taking into account the form of the function
ψ that appears in representation (15)).
Surprisingly enough, it turns out that we can do that for the Brownian motion process in the
important special case when both g and h are linear functions. In this section, we will use a
direct calculation to find the limit on the left-hand side of (15) in this case, and then evaluate
the expression on the right-hand side of that formula. This will result in curious identity (55),
which may be new, any direct derivation/verification of it appearing to be quite tedious. That the
identity does hold, can be verified by the numerical evaluation of its left- and right-hand sides,
which, in turn, confirms the validity of the assertion of our Theorem 5.
First of all we note that this special case can be used to illustrate Theorem 1 as well. Indeed,
observe that, when g(s) is linear with g(0) > x , relation (12) shows that the conditions of
Theorem 1 are satisfied with f (t, x) = 2t (g(0)− x). Thus the theorem implies that
pτ (t) = 12
2
t
(g(0)− x)p(t, x, g(t)) = 1
t
(g(0)− x) 1√
2pi t
e−(g(t)−x)2/(2t),
which is a well-known result, being a special case of Kendall’s formula (9), see e.g. (1.1.4) of [3],
p. 250.
Next assume that g(t) = a1 + b1t and h(t) = a2 + b2t , 0 ≤ t ≤ 1, where a1 > 0 and
b1, a2, b2 ∈ R. Then the assertion of Theorem 5 reduces to
lim
ε→0 ε
−1[P(g + εh)− P(g)]
=
√
2
pi
∫ 1
0
a2 + b2(1− t)√
t
Px (1− τ ∈ dt)E
[
e
√
tb1W
+
1 − 12 b21 t
]
. (51)
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On the other hand, we know (see e.g. (1.1.4) on p. 250 in [3]) that, for the boundary a + bt ,
a, b > 0,
P(a + bt) = Φ (−a − b)− e−2baΦ (−a + b) ,
pτ (t) = a√
2pi t3/2
exp
{
− (a + bt)
2
2t
}
,
(52)
while, from e.g. (1.1) in [9], we have
P(W+1 ∈ dy) = ye−y
2/2dy, y > 0. (53)
In the special case b1 = b2 = 0, we can evaluate both sides of (51) and confirm they each give
(2/pi)1/2a2e−a
2
1/2.
In the general case, we use (53) to evaluate the required Laplace transform:
E[eλW+1 ] = 1+√2piλeλ2/2Φ(−λ), λ ∈ R. (54)
Using (52) and (54), in this case (51) is equivalent to the relation
a2
√
2
pi
e−(a1+b1)2/2 + 2(a2b1 + a1b2)e−2a1b1Φ(b1 − a1)
= a1
pi
∫ 1
0
a2 + b2(1− t)√
t(1− t)3/2 exp
{
− (a1 + b1(1− t))
2
2(1− t) −
b21t
2
}
×
(
1+√2pi tb1etb21/2Φ(−
√
tb1)
)
dt. (55)
It is not immediately clear that this identity holds true. However, for given values of a1, a2, b1
and b2, we can numerically integrate the right-hand side of (55) to confirm that (51) holds for
these values. For example, using the values a1 = a2 = b1 = b2 = 1, both sides of (55) give
0.379. Alternatively, for the values a1 = 1, a2 = −0.5, b1 = −1, b2 = 2 (in which case the
“increment” h(t) assumes values of both signs on [0, 1]), both sides of (55) give 0.442.
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