A solution based on a Kalman filter to trace the evolution of the atmospheric boundary layer (ABL) sensed by an elastic backscatter lidar is presented. An erf-like profile is used to model the mixing layer top and the entrainment zone thickness. The extended Kalman filter (EKF) enables to retrieve and track the ABL parameters based on simplified statistics of the ABL dynamics and of the observation noise present in the lidar signal. This adaptive feature permits to analyze atmospheric scenes with low signal-to-noise ratios without need to resort to long time averages or rangesmoothing techniques, as well as to pave the way for an automated detection method. First EKF results based on synthetic lidar profiles are presented and compared with a typical least-squares inversion for different SNR scenarios.
INTRODUCTION
Elastic lidar techniques use the backscattered power from the atmospheric aerosols to profile the atmospheric structure in the troposphere. In the low troposphere, the atmospheric boundary layer (ABL) is marked by a transition interface known as the entrainment zone (EZ), where two different air masses, the mixing layer (ML) and the free troposphere (FT), merge and interact. Measurements in this transition region provide useful parameters such as the atmospheric boundary layer height or the entrainment-zone thickness. These parameters are highly valuable inputs to environmental models since they describe the extension and evolution of the transport of atmospheric constituents.
Despite the standard and well-known definition of the ABL as the part of the troposphere directly influenced by the ground for time scales of less than one hour 1 , there is no common definition among the numerous instruments that are able to measure its height. For example, radio-sounding measurements are based on its thermal properties looking for a temperature inversion height. In contrast, lidar measurements are based on the mixing and turbulent phenomena in the ABL. Though both thermal and mixing processes are related they are not one-to-one connected.
Among the ABL lidar-based methods there are different approaches in order to interpret and model the interface-mixing processes seen in the lidar signals. The statistical approach uses the high variability in the return signal caused by the mixing processes in the EZ between cells in the EZ and cells in the free troposphere above or in the mixing layer below. Another approach is the geometrical one which uses the fact that the EZ interfacial region usually appears in the individual lidar signal profiles as a sharp decrease between the two air masses (this is due to the lack of aerosols and moisture in the free troposphere), all of which causes a strong signature in the range-corrected backscatter lidar return.
Statistical methods such as the centroid -or variance-method 2 and the cumulative probability density function (cdf) method 3 require the analysis of a significant set of profiles to produce a statistically significant estimate of the mixinglayer depth, taken as the ABL height in average sense. While the centroid method is intended to give just a mean estimate for a certain period of time or over a certain sounding area without analyzing individual high-resolved profiles, the cdf method requires short-term structural parameters retrieved applying any of the methods explained below.
Geometrical methods are based on the detection of a meaningful transition be it by means of a threshold criterium 4 or by gradient detection 5, 6 . They are applied with time-averaged profiles. As a further step, wavelet methods are multi-scale and feature local detection of transitions, which is intended to deal with small-scale features and noise fluctuations Furthermore, another group of geometrical methods rely on a curve-fitting approach by applying some mathematical model to optimize the location of the ABL height. This is the case of the erf-function method, which fits the bulk of the range-corrected power curve transition 8 . When high temporal resolution is available, geometrical methods retrieve the individual profile parameters for a second step where some average is applied to obtain the mixing layer depth and the entrainment zone thickness 9 .
As a common trait, the nearly totality of the methods lack in some degree the requirements to operate in an automated, real-time basis to monitor the ABL. Thus, the centroid method does not benefit from the time resolution of the profiles obtained with a lidar instrument to trace the time evolution of the ABL while methods based on range-analysis do not assimilate in any way the estimates from previous lidar measurements in order to track the ABL. Complementarily, the ABL evolution can be traced in a second step by combining the individually processed profiles using some additional criteria 10 .
In practice, in scenarios with a well-mixed layer without stratifications and under high signal-to-noise ratios (SNRs) all the methods above perform reasonably well without ambiguous results. However, instrumental noise hampers to trace the ABL evolution with the high resolution capability in both range and time provided by the lidar instrument. The methods used to get a sufficient SNR generally require both range smoothing and time averaging, which often gives biased results and requires combined approaches and criteria 11 and definitely a reduced resolution.
In this work, an Extended Kalman Filter (EKF) is used to adaptively fit an erf-like function modeling the EZ to the range-corrected (and noise-corrupted) lidar returns acquired with a backscatter lidar. The EKF is cross-examined with the classic least-squares (LSQ) solution, which suffers from the basic fault that a new estimation is carried out at each successive lidar return. In other words, neither the model parameters vary with time (non-memory estimation) nor LSQ parameter statistics are assimilated. As a result, the Kalman filter technique provides a convenient and generalized model with time-adaptive coefficients that is able to combine previous estimations in order to improve the actual one. It is expected that its future application to the ABL detection can provide real-time, automated tracking of the ABL parameters, chiefly its instantaneous height. This would permit to work with low signal-to-noise ratio (SNR) atmospheric scenes without excessively losing the temporal resolution of the lidar instrument.
THE ESTIMATION PROBLEM

Problem formulation
The erf-like transition model discussed in Sect. 1 is formally defined over the total (aerosol plus molecular) atmospheric backscatter profile following a similar formulation as that proposed by Steyn et al. 8 . Formally,
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where R is the range, that is equivalent to height z by means of the scaling factor of the elevation angleθ of the lidar lineof-sight as sin z R θ = ; R bl is the range that marks the height position of the interface, defined as the inflection point where the function h changes from convex to concave (equivalently, the point where h has minimum gradient), a is a scaling factor related to the transition thickness, A is the backscatter transition amplitude (equivalently, the difference between the upper and lower asymptotical level of h , or between the ML and FT backscatter values), and b is an offset term modeling the free-troposphere molecular backscatter level (Fig. 1 ). Eq. (1) At this point is it worth mentioning that in clear atmospheres the range-corrected backscatter lidar return is proportional to the total backscatter profile except for a proportionality factor being the product of the instrument constant and the two-way path transmissivity (approximately unity) 12 so that range-corrected profiles can also be assimilated to Eq.(1) in
In the model of Eq.(1) the parameters of interest are bl R and a for they are related to the measurement of the ML depth and to the EZ thickness 9 . The instantaneous ML top is identified as the minimum-gradient model parameter R bl as seen in Flamant et al. 5 . For a Gaussian-based ABL transition, its derivative is a Gaussian curve whose full-width half maximum, bl σ , is related to a as (See Fig.1 ). Likewise, the transition thickness is also defined 8 as 2.77 1 a − covering the interval that goes from the 95% to the 5% of the level in ( ) h R . In the adaptive approach proposed, the EKF filter considers the four characteristic parameters of the backscatter profile of Eq. (1) 
where subindex k is a reminder of the discrete time k t . The observation vector, k z is related to the state vector, k x , via the measurement model ( )
where h is the backscatter model of Eq. (1) and k v is the observation noise at time k t (including modeling errors) with covariance matrix k R (see ref. 13 for details).
In Eq. (3) the observation vector k z is the noise-corrupted backscatter power profile which can be obtained after Klett's (one component atmosphere) 14 or Klett-Fernald-Sasano's (two-component atmosphere) elastic inversion 15 of the measured (i.e., noisy) lidar profiles. As mentioned before, for clear atmospheres, the observation vector can directly assimilated to the measured range-corrected lidar profiles in the interval of interest. Obviously, for data sufficiency the number of observation samples in the ABL transition must be 4 ≥ N (4 being the order of the state vector to estimate). In practice, a much larger number of samples -as if always the case-conveys the extra benefit of enhanced robustness to noise for it is equivalent to an over-determined system of equations in classic algebra theory.
The Extended Kalman Filter (EKF) approach
The discrete Kalman filter is an adaptive linear estimator inherited from control system theory that operates recursively using a state-space model formulation. The filter is based on two models: The measurement model, which relates the state vector unknowns to the observation measurement (i.e., the backscatter or the range-corrected lidar measurements, Eq.(3)) and the state-vector model, which describes the temporal projection of the state vector and its associated statistics. However poor this a priori information about the atmospheric state vector and its statistics may be, this information is of advantage to the filter in order to improve its estimates by combining the actual estimation with an statistical reference from the past estimates. When as is the case in Eq.(1) the measurement model is not linear, a linearization is made around the state-vector trajectory, which is updated at each successive iteration once a new measurement k z is assimilated. Likewise, at each filter iteration, the state vector, k x , the estimated a priori and a posteriori error covariance matrices, k − P and k P , respectively, and the Kalman gain, k K are recursively updated 16 . By this updating the filter corrects its projection trajectory and improves its estimation of the ABL parameters via a new state vector ˆk x estimated. By means of this convenient adaptive behaviour tracking the state-vector components appears as a natural and desirable feature of the filter. 
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respectively define the measurement-model "fitting" ranges inside and outside the transition (see Fig.1 
In Eq.(6) above, 2 ( ) R σ is computed from an estimate of the SNR in the lidar receiving channel.
State-vector atmospheric model.-
The Kalman filter state-vector model is described by means of the recursive discrete model In atmospheric sciences and specifically for the ABL physical variables composing the state vector, the macroscopic fluctuations of these parameters are slowly varying with time and nearly constant over relatively large time scales (e.g., minutes or hours). A convenient model representing this situation is the random walk 17 , which is characterized by a 4×4 transition matrix k = Φ I in Eq.(10) above. This enables , , , 
where the principal diagonal terms are the user-proposed variances for each state-vector parameter (which are random processes).
Finally, the initialization of the filter is given as an initial guess of the state vector 0 − x and a initial a priori error covariance matrix 0 − P determining the user uncertainty on initial estimation with respect to the actual (unknown) atmospheric initial state vector, 0
x .
The non-linear least-squares approach
In Sect. 3 next, the adaptive EKF performance is compared with that of a classic least-squares (LSQ) estimator (i.e., non time adaptive). The curve fitting method presented in Sect. is obtained from just the present measurement k z and by disregarding any past observations/estimates. The least-square procedure is therefore based on minimising at each successive lidar return the quadratic norm of the error function
Formally, it can be shown 16 
SIMULATION RESULTS
Simulation conditions
Both EKF and LSQ estimators have been tested with a set of synthetic ABL total-backscatter profiles generated according to the erf-model parameters in Eq. (1) and observation noise of a typical tropospheric UPC lidar. For simplicity, the lidar instrument is assumed to be pointing at the vertical direction so that the range R represents "height" in what follows. The simulation parameters are 532-nm wavelength, range defined by R min =0.2 km and R max =4 km, aerosol backscatter component, aer β =7.2·10 and it is animated following a Gauss-Markov model 16, 17 with characteristic correlation length is five times the number of simulated observations to present a smooth variation of the state vector components. The simulated atmosphere scene consists of a sequence of 200 range-corrected lidar power returns. The observation noise is simulated following a rangedependent SNR ranging from SNR=100 at R min to SNR=1 at R max .
When processing these observation profiles, they are truncated from R 1 = 1.5 km to R 2 = 2.5 km. (see Fig.1 
EKF versus LSQ performance
Fig . 3 shows the EKF and LSQ ABL parameter estimates as a function of time. The superior performance of the EKF in front of the LSQ estimator is evident by a smooth tracking of the ABL parameters following the time evolution of the atmospheric parameters. This behaviour is due to the convenient way the EKF estimates by combining past estimates to predict the new ones along with assimilating the incoming information from the actual measurements. In the case of the LSQ estimator, the estimated ABL parameters are biased and randomly fluctuate with a large error span around the true atmospheric value for there is not a priori statistical information to resort to, just the incoming noisy measurements at each successive time k t . It is also noticeable that both the EKF and LSQ performance is better for the boundary layer height-related parameter R bl and for the ABL transition-amplitude parameter A (Eq.(1)) than for the ABL width scaling parameter a and the molecular-background parameter b, the latter two being more sensitive parameters than the former ones. Fig. 4 compares the atmospheric range-corrected power profiles ( k z ) with the EKF estimates (
, which are nicely de-noised. The above comparative behaviour between the EKF and the LSQ estimators is also reencountered in Fig. 5 , where the time evolution of both EKF and the LSQ measurement estimates (ˆk z and ˆL SQ k z ) are compared with the atmospheric ones ( k z ) in two different range-observation cells. While for the observation cell no 20 (R=1.78 km, mixing layer, high SNR) both estimators match fairly well the time signature of atmospheric observables this is not the case for the observation cell no. 67 (R=2.475 m, low SNR comparatively). In the latter case, the LSQ estimator continues to best match the atmospheric observables with time while the EKF does not that -"in purpose"-for these atmospheric observables are noisy and therefore, convey worthless information. In this case, the EKF decision is a best balance of the estimation by taking advantage of the ABL measurement model (Sect. 2.2.1) and its statistics as well as the past ABL estimates.
CONCLUSIONS
An Extended Kalman Filter estimator has been proposed as an alternative to the ABL height retrieval method of Steyn, Baldi and Hoff 8 based on curve fitting the elastic-lidar range-corrected returns with an erf-shaped transition profile. It has been shown that the EKF stochastic approach using the erf-function model with four adaptive shaping parameters to fit the instantaneous transition in the EZ interface of the ABL (Eq.(1)) enables to retrieve and track the ABL related parameters, namely the instantaneous ML top height and the instantaneous transition thickness.
The superior EKF performance has also been corroborated in front of the usual deterministic approach of a least-squares estimator (lacking any adaptive capability) for the same ABL shape parameters by using an idealized Gauss-Markov process that simulates a random drift in these ABL parameters.
It has been shown that under high SNRs both EKF and LSQ solutions are similar. Nonetheless, for medium-to-low SNRs, the performance of the Kalman filter is much better than the rambling and biased estimation of the LSQ. In this respect, the most sensitive parameters for both estimators are the transition scaling width a and the free-troposphere offset term, b. On the contrary, the location of the minimum gradient range, often identified with the ABL instantaneous height is always well estimated and time tracked.
It is expected that future EKF implementations enable to deal with multilayer aerosol profiles rather than with singletransition ABL profiles as presented here along with a more accurate model for the two-component (aerosol + molecular) atmosphere. Run-time updating of the state-vector covariance matrix will also enable to follow non-stationary conditions in the ABL temporal evolution, such as the characteristic ones on a daily cycle. 
