Abstract. We introduce a new class of quasi-hereditary algebras, containing in particular the Auslander-Dlab-Ringel (ADR) algebras. We show that this new class of algebras is preserved under Ringel duality, which determines in particular explicitly the Ringel dual of any ADR algebra. As a special case of our theory, it follows that, under very restrictive conditions, an ADR algebra is Ringel dual to another one. The latter provides an alternative proof for a recent result of Conde and Erdmann, and places it in a more general setting.
Introduction
In [CPS1] , Cline, Parshall and Scott introduced quasi-hereditary algebras in order to study in a unified framework the homological properties of the Schur algebra of the symmetric group and the algebras describing BGG category O. Shortly after, Dlab and Ringel demonstrated in [DR] that certain algebras introduced by Auslander in [Au] are also quasi-hereditary. These algebras, known as Auslander-Dlab-Ringel (ADR) algebras, provided the largest known class of examples of quasi-hereditary algebras, since they associate a quasi-hereditary algebra A(R) to any (finite dimensional unital) algebra R. Furthermore, the ADR construction shows that, in some sense, quasi-hereditary algebras determine all finite dimensional algebras.
In [Ri] , the Ringel dual of a quasi-hereditary algebra was introduced, indicating that quasi-hereditary algebras naturally form pairs. Donkin proved in [Do] that the Schur algebra is Ringel self-dual. In [So] , Soergel demonstrated that also the algebras describing category O are Ringel self-dual and, more generally, that the class of algebras describing parabolic category O is closed under Ringel duality, see [CM, MS] for more details. Until recently, almost nothing was known about the Ringel duals of ADR algebras.
In [CE] , Conde and Erdmann showed that A(R) is Ringel dual to A(R op ) op if all projective and injective R-modules have the same Loewy length and are all rigid. We can summarise these conditions as requesting that the left and right regular R-module, R R and R R , are rigid (which clearly implies that all indecomposable summands have identical Loewy length). Furthermore, they show that Ringel duality between A(R) and A(R op ) op generally fails without these conditions.
In the current paper we substantially generalise the ADR procedure to construct a much larger class of quasi-hereditary algebras. The input is an algebra R along with a collection of ideals I in R satisfying certain compatibility conditions, and the resulting output is a quasi-hereditary algebra A(R, I). We prove that we recover the algebra A(R) for a special choice of I, which thus yields an alternative proof of the main theorem in [DR] . There exists a natural duality I →I between the sets of systems of ideals for R and R op . This duality 'preserves' the ADR-choice if and only if R R and R R are rigid. We prove that the Ringel dual of A(R, I) is always given by A(R op ,I) op . By the above, this recovers the main result of [CE] as a special case, and provides an alternative proof.
Our construction actually also naturally includes a much wider class of algebras which are standardly stratified, a relaxation of the notion of quasi-heredity introduced in [CPS2] . Even our results on Ringel duality extend to this much more general picture.
We summarise our main results in more technical detail. For the sake of simplicity, we return to the special case of quasi-hereditary algebras to do this.
Definition A. For an algebra R and d ∈ Z ≥1 , a semisimple d-system of ideals is a collection
To this data, we can associate a natural algebra structure on the vector space
Furthermore, for such a system I in R, we have a semisimple d-system of ideals in R op given byI
Theorem B. The algebra A(R, I) is quasi-hereditary and its Ringel dual is A(R op ,I) op .
Let J be the Jacobson radical of R and d its nilpotency index. We define the 'Jacobson system' I J of R as
Theorem C. Consider an algebra R.
(i) The Jacobson system is a semisimple system of ideals in R.
(ii) The ADR algebra A(R) is isomorphic to A(R, I J ).
(iii) The systemI J is the Jacobson system of R op if and only if R R and R R are rigid.
The combination of Theorems B and C(iii) implies that A(R) is Ringel dual to A(R op ) op when R R and R R are rigid.
The remainder of the paper is organised as follows. In Section 1, we recall some ring theoretic definitions. In Section 2, we investigate the new notion of systems of ideals in arbitrary rings. In Section 3, we construct the ring A(R, I) out of a system of ideals I in a ring R, and show that one specific choice of I recovers the ADR construction. We also prove that A(R, I) always has an interesting stratification, recovering as a special case the main result in [DR] . In Section 4, we introduce an A(R, I)-A(R op ,I) op bimodule T, yielding a double centraliser property, and investigate some of its homological properties. In Section 5, we restrict to semisimple systems of ideals and the case where R, and hence A(R, I), is actually an algebra over a field. All the above results then immediately imply that A(R, I) is quasi-hereditary, T its tilting module and A(R op ,I) op the Ringel dual. Finally, in Section 6, we calculate the explicit form of all algebras A(R, I), for I ranging over all semisimple systems of ideals in one 2-dimensional hereditary algebra R. This demonstrates that our construction is a substantial generalisation of the ADR construction.
Preliminaries
We take the convention that 'ring' means unital ring. We also fix an arbitrary field k for the entire paper. By 'algebra' we will always mean finite dimensional, associative, unital algebra over k.
1.1. Loewy filtrations. Fix a ring R.
A Loewy filtration of a module M is a finite semisimple filtration of minimal length. That minimal length, if it exists, is the Loewy length of M , ℓℓ(M ). If there are no finite semisimple filtrations, we set ℓℓ(M ) = ∞. A module of finite length is rigid if it only has one Loewy filtration.
1.1.2. There are two extremal Loewy filtrations for an R-module M of finite length. The socle filtration,
is the filtration where soc k M is the submodule of M such that soc k M/soc k−1 M is the socle of M/soc k−1 M . The radical filtration,
is the filtration where rad i M is the radical of rad i−1 M . Clearly a module M of finite length is rigid if and only if rad
1.2. Semiprimary rings. The Jacobson radical J := rad(R) of a ring R, is the ideal of elements which annihilate all simple (left, or equivalently, right) R-modules, see [La, §4] . A ring R is semiprimary if the Jacobson radical J is nilpotent and R/J is semisimple. Any finite dimensional algebra over k is semiprimary, see [La, Corollary 4.19] .
In this subsection, we assume that R is semiprimary.
1.2.1. It follows easily that for any right R-module M , we have
The corresponding observation for left modules shows that R R and R R have the same finite Loewy length ℓℓ(R), which we call the Loewy length of R. 
1.3. Quasi-hereditary algebras. In this subsection we recall some results from [CPS1, Ri] . Consider a (finite dimensional unital associative) algebra A over k. We assume the isoclasses of simple left A-modules are labelled by the (finite) set Λ = Λ A . When we consider a partial order ≤ on Λ A , we will write (A, ≤). We denote by A-mod the category of finite dimensional left A-modules. The simple modules are denoted by {L(λ) | λ ∈ Λ} and their respective projective covers in A-mod by P (λ).
where the kernel has a filtration with each quotient of the form ∆(ν), with ν ≥ λ.
By the above definition, being quasi-hereditary is a property of the Morita equivalence class of an algebra.
We denote by F ∆ A the full subcategory of A-modules which have a filtration with each quotient of the form ∆(ν), for some ν ∈ Λ. The number of times ∆(ν) appears in the filtration of M ∈ F ∆ A is denoted by (M : ∆(ν)). This is clearly independent of the chosen filtration. By [Ri, Theorem 4] , a module M ⊕ N is in F ∆ A if and only if both M and N are in F ∆ A . 1.3.2. Ringel duality. We can reformulate some of the results in [Ri, Sections 4 and 5] as follows. For a quasi-hereditary algebra (A, ≤) and any λ ∈ Λ there exists precisely one (up to isomorphism) indecomposable module T (λ) such that (a) Ext
(b) there exists a monomorphism ∆(λ) ֒→ T (λ) with cokernel in F ∆ A . We refer to the modules T (λ) as tilting modules and set T := λ∈Λ T (λ).
The simple modules of the algebra
are naturally labelled by Λ, where the projective cover of the module corresponding to λ is given by Hom A (T, T (λ)). Denote by ≤ −1 the partial order on Λ defined by µ ≤ −1 λ if and only if λ ≤ µ. By [Ri, Theorem 6] , the algebra (R(A, ≤), ≤ −1 ) is quasi-hereditary and by [Ri, Theorem 7] , R(R(A, ≤), ≤ −1 ) is Morita equivalent to A. The algebra (R(A, ≤), ≤ −1 ) is known as the Ringel dual of (A, ≤). Ringel duality can clearly be interpreted as a duality between Morita equivalence classes of quasihereditary algebras. By 'the' Ringel dual algebra we will refer to any algebra (B, ≤) Morita equivalent to R(A, ≤).
1.3.3. Assume that, for some d ∈ Z ≥1 , we have mutually orthogonal idempotents {e i | 1 ≤ i ≤ d} in A which sum up to 1. Then we have a chain of two-sided idempotent ideals in A
This defines a map l : Λ → {1, 2, . . . , d}, where for each λ ∈ Λ, we have
This generates a partial order on Λ, by setting µ < λ if l (µ) < l (λ).
Lemma 1.3.4. Assume that, for each 1 ≤ j ≤ d, the left A/J j -module J j−1 /J j is projective and e j A/J j e j is a semisimple algebra, then (A, ≤) is quasi-hereditary with standard modules
Furthermore, {λ ∈ Λ | l (λ) = i} is in bijection with the isoclasses of simple e i A/J i e imodules.
Proof. That (A, ≤) is quasi-hereditary is [CPS1, Lemma 3.4] . Now take λ ∈ Λ with i = l (λ). It then follows that e i L(λ) is non-zero and thus a simple e i Ae i -module with trivial e i J i e i -action. If we have an isomorphism
embeds into the set of isoclasses of simple e i (A/J i )e i -modules. Furthermore, starting from a simple e i (A/J i )e i -module M , we can induce an A-module
which satisfies J i N = 0 and e i N ≃ M . Therefore, M must have a simple constituent L such that the above procedure yields the simple e i A/J i e i -module M . In conclusion, the embedding is actually a bijection. 
Proof. By [CPS1, Lemma 3.2(d) ], for the given data there exists a short exact sequence
and furthermore, that the A-module M ′ is generated by vectors in the image of morphisms
Systems of ideals in rings
We fix an arbitrary ring R.
2.1. Definitions.
2.1.2. Example. We consider d = 1. The ideals in R are in bijection with the 1-systems. For any ideal I, we have the 1-system I given by I 11 = R = I 21 = I 22 and I 12 = I.
2.1.3. Example. We consider d = 2. The 2-systems are in bijection with triples {I, K, L} of ideals in R satisfying
Any 2-system of ideals is determined by such a tripe {I, K, L} as
Then I L forms a d-system of ideals in R.
Lemma 2.1.5. For the d-system of Example 2.1.4 and 1 ≤ i ≤ d + 1, we have inclusions
2.1.6. We are particularly interested in the case where the nilpotent ideal L is the Jacobson radical. If R is semiprimary with Jacobson radical J, we call the system of ideals I J the Jacobson system. Note that I J is an ℓ-system, for ℓ := ℓℓ(R R ) = ℓℓ( R R).
and thusI J = I J .
3. A generalisation of the ADR procedure 3.1. Definition. Fix an arbitrary ring R for this subsection.
3.1.1. Consider a d-system I of ideals in R. By Lemma 2.2.1(i), we have I i,d+1 ⊂ I ij , for all i, j. We define abelian groups
Then we have group homomorphisms
for x ∈ I ij and y ∈ I kl . To argue this is well-defined we can assume j = k. We have xy ∈ I il by Definition 2.1.1(a). Furthermore, for any z ∈ I j,d+1 , we have xz ∈ I i,d+1 by Definition 2.1.1(a), so the right-hand side does not depend on the representative of y + I k,d+1 . The right-hand side does not depend on the representative of x+ I i,d+1 since I i,d+1 is an ideal.
Definition 3.1.2. For a d-system I of ideals in R, the abelian group
is equipped with product ab = ϕ ijkl (a, b) for a ∈ X ij and b ∈ X kl .
It follows easily that this product makes A(R, I) into a monoid and consequently that A(R, I) is a ring. Note that distributivity follows automatically since ϕ ijkl is a group homomorphism.
A special case of the above construction also appears, although for d = ∞, in [MM] . 
3.2. Example: the ADR procedure. Let R be a semiprimary ring of Loewy length d = ℓℓ(R), with Jacobson radical J. We view R/J i as a right R-module. The ADR ring A(R) of [Au, DR] is defined as
Proposition 3.2.1. For R a semiprimary ring, we have a ring isomorphism
Proof. Consider the exact sequence
It follows that we have group isomorphisms
given by α → α(1 + J d+1−j ). By Lemma 2.1.5, we have I
By the definition of I J in Example 2.1.4, we thus find isomorphisms
and thus a group isomorphism between A(R) and A(R, I J ).
Since the product in A(R) corresponds to
it follows that the isomorphism intertwines the product on A(R) and the product on A(R, I J ) defined in Section 3.1.
Chain of ideals.
Consider A(R, I) as in Section 3.1, for a d-system of ideals in R.
3.3.1. For all 1 ≤ k ≤ d, we define
Then we have
We set f j := k>j e k , for 0 ≤ j < d, and f d = 0. In particular, we have f 0 = 1. We define the corresponding idempotent ideals J j := A(R, I)f j A(R, I).
A, is such that the left A/J i -module J i−1 /J i is projective and we have a ring isomorphism
By Proposition 3.2.1, the restriction of Theorem 3.3.2 to semisimple systems of ideals, generalises (and provides an alternative proof for) the main theorem in [DR] . We start by proving the following proposition. Proof. For arbitrary 1 ≤ i, j ≤ d, we have group isomorphisms
which follow by definition of A(R, I) and the fact that I dj = R by Definition 2.1.1(b). We thus find a group isomorphism 
That this yields a ring isomorphism follows again by construction. 
Lemma 3.4.2. We have a short exact sequence of A-modules
where ψ : Ae k+1 → Ae k restricts to the canonical inclusion of
Proof. By definition of ∆ k , we have a short exact sequence
It follows from Lemma 3.4.3 below that Af k Ae k = Ae k+1 Ae k . We also have an A-linear morphism
It follows from the definitions that this module morphism restricts to group isomorphisms of the form e i Ae k+1 → e i Ae k+1 Ae k , for all 1 ≤ i ≤ d, where both sides correspond to I i,k+1 /I i,d+1 . This shows the morphism is an isomorphism and composes with the inclusion of Ae k+1 Ae k into Ae k to give ψ in the lemma.
Proof. By definition, Af l Ae k is equal to ∪ j>l Ae j A e k. It thus suffices to prove that
The above follows easily from Definition 2.1.1(b) and Lemma 2.2.1(i)
The tilting bimodule T
We fix a d-system I of ideals in an arbitrary ring R.
Definition.
4.1.1. We define abelian groups
These groups are R-bimodules for left and right multiplication. We also introduce the notation
4.1.2. With X ij as introduced in 3.1.1, we have group homomorphisms
That the above homomorphism is well-defined follows from the inclusions
see Definition 2.1.1(a) and Lemma 2.2.1(i). Clearly, these morphisms induce a ring morphism A(R, I) → End(T * l ), making T * l into a left A(R, I)-module, for all 1 ≤ l ≤ d.
4.1.3. Now we observe that, similarly, each group T k * is a left A(R op ,I)-module. For this we introduce group homomorphisms
by observing that e i A(R op ,I)e j = I d+2−j,d+2−i /I 1,d+2−i and taking group homomorphisms
Note that this yields indeed a left module, since I d+2−j,d+2−i is considered as an ideal in R op .
4.1.4. The above gives T the structure of an A(R, I)-module and an A(R op ,I)-module, where both actions clearly commute. It is again natural to represent T in matrix form. For d = 2, using the notation of Example 2.1.3, we have
4.2.
A double centraliser property.
Lemma 4.2.1. The group T is faithful as an A(R, I)-module and as an A(R op ,I)-module.
Proof. We prove that the submodule T * 1 is already a faithful A(R, I)-module. Take an arbitrary a ∈ A(R, I) and set a ij := e i ae j . Furthermore, define x k ∈ T k1 as 1 + I k,d+1 . Then ax k = 0 if and only if a ik = 0, for all 1 ≤ i ≤ d. The claim for A(R op ,I) follows similarly.
By the lemma, we can identify the algebras A(R, I) and A(R op ,I) with their images in End(T).
Proposition 4.2.2. We have
Proof. It is clear from construction that the actions of A := A(R, I) and B := A(R op ,I) on T commute. A general φ ∈ End(T) is determined by its restrictions
We now assume that φ commutes with A and proceed in 5 steps to prove that φ ∈ B.
(1) We claim that φ ij kl = 0 unless i = k. The action of the element a := 1 + I i,d+1 ∈ R/I i,d+1 = X ii ⊂ A acts as identity on T ij , for all j and annihilates T lj if l = i. Take an arbitrary v ∈ T ij . The condition φ(av) = aφ(v) implies the claim.
(2) We have φ ij il ∈ Hom R (T ij , T il ), when considering the left R-module structure on T. This follows by observing that φ commutes with arbitrary elements of X ii = R/I i,d+1 ⊂ A.
(3) We claim that, for all n ≤ i and arbitrary j, l, we have a commuting diagram of abelian group homomorphisms
where the horizontal arrows correspond to the canonical epimorphisms induced by the inclusions of ideals in Lemma 2.2.1(ii). Indeed, this follows by observing that φ commutes with 1 + I i,d+1 ∈ R/I i,d+1 = X in ⊂ A, and that the action of this element on T induces precisely these epimorphisms.
(4) We claim that
is given by right multiplication with an element in I d+2−j,d+2−l , which means we can identify φ 1j 1l with the left action of an element of e l Be j = I d+2−j,d+2−l /I 1,d+2−l .
Indeed, consider the commuting diagram in (3) for n = 1 and i = d + 2 − j. Since we have T d+2−j,j = R/R = 0, the composition of φ 1j 1l with T 1l ։ T d+2−j,l = R/I d+2−j,d+2−l must be zero, which means imφ
(5) By (1) and (3) we find that φ is completely determined by (φ 1k 1l ) kl , meaning its restriction to the direct summand T 1 * . By (4), this restriction corresponds to the action of an element of B on T 1 * . Hence, we find indeed End A (T) = B.
The other direction of the double centraliser property is proved similarly.
4.3. The structure of the A(R, I)-module T. In this section, we set A := A(R, I) and T j := T * j , for all 1 ≤ j ≤ d.
Lemma 4.3.1. We have an isomorphism of A-modules
Proof. By Lemma 3.4.3 it suffices to prove that T j is isomorphic to Ae 1 /(Ae d+2−j Ae 1 ). Consider the A-module morphism
Restriction of this morphism to e i Ae 1 → e i T j = T ij , for 1 ≤ i ≤ d, leads to the group epimorphism R/I i,d+1 ։ R/I i,d+2−j . The kernel of the latter is I i,d+2−j /I i,d+1 = e i Ae d+2−j Ae 1 . These two observation imply a short exact sequence
which concludes the proof.
Recall the left A-modules ∆ k from 3.4.1. 
is surjective. For M = T j , this homomorphism is precisely the canonical epimorphism T ij ։ T i+1,j corresponding to the inclusion I i,d+2−j ⊂ I i+1,d+2−j . This concludes the proof.
Proof. Consider the A-module morphism
By construction, it has as image Ae k T d+1−k . It is clear that f k Ae k is in the kernel of this morphism since T j,d+1−k = R/R = 0 for j > k, by definition. The above morphism thus factors through ∆ k = (A/J k )e k and we obtain a morphism
That this morphism is injective follows from considering the restrictions to group homomorphisms between e i ∆ k ≃ I ik /I i,k+1 and T i,d+1−k = R/I i,k+1 , for all 1 ≤ i ≤ d.
Main results
From now on, we will work over the field k. It is clear that, for a k-algebra R, the ring A(R, I) of Section 3.1 is again a k-algebra.
Statement of results.
5.1.1. Consider a semisimple d-system I of ideals in a k-algebra R, as in Definition 2.1.7. We denote by Λ i the labelling set of isoclasses of simple modules over the semisimple algebra R/I i,i+1 , for 1 ≤ i ≤ d. Then we consider the poset
with λ < µ if and only if λ ∈ Λ i and µ ∈ Λ j with i < j. Remark 5.1.3. In concrete situations, it is advantageous to write the elements of Λ i as pairs (i, κ), where κ ranges over the elements of the labelling set Λ R of simple R-modules which are not annihilated by I i,i+1 ⊃ J. We follow this convention in Section 6.
Remark 5.1.4. The partial order in 5.1.1 shows that for an ADR algebra, the poset will be generally be far from symmetric (under ≤ ↔ ≤ −1 ). Concretely, we will have Λ d = Λ R , whereas Λ 1 labels the simple R-modules whose projective cover has maximal Loewy length. By the definition in 1.3.2, this is a combinatorial obstruction towards having Ringel duality between ADR algebras. A module theoretic realisation of this obstruction is that Λ d labels projective standard modules and Λ 1 simple standard modules. An imbalance between Λ 1 and Λ d therefore prevents Ringel selfduality. Note that for category O (Weyl group with Bruhat order), or the Schur algebra (the set of partitions with dominance order), the poset Λ is symmetric.
Theorem 5.1.2 essentially remains true when we omit the condition that I be semisimple. For this we have to work in the more general realm of 'stratified algebras', see [CPS2, Fr] .
Proposition 5.1.5. For any d-system I of ideals in a k-algebra R, the algebra A(R, I) is (left) standardly stratified in the sense of [CPS2, Chapter 2] . Its Ringel dual, in the sense of [Fr, Section 5] , is given by A(R op ,I) op .
Remark 5.1.6. Note that the convention in [Fr] would call A(R op ,I) the Ringel dual of A(R, I). The advantage of that convention is that the Ringel dual is again standardly stratified. The algebra A(R op ,I) op has of course a right standard stratification.
Proofs of results.
Proof of Theorem 5.1.2. Consider the chain of idempotent ideals in Theorem 3.3.2. By assumption, e i A/J i e i ≃ R/I i,i+1 is semisimple. Parts (i) and (ii) then follow immediately from Lemma 1.3.4 and Theorem 3.3.2. Note that we have l (λ) = i for λ ∈ Λ i , in the notation of 1.3.3.
For each 1 ≤ i ≤ d, it then follows that Ae i is a direct sum of modules P (ν) with ν ∈ ∐ j≥i Λ j , such that each module P (λ) for λ ∈ Λ i appears at least once. By Lemma 1.3.4, the left A-module ∆ i , as in 3.4.1, is then a direct sum of modules isomorphic to modules in {∆(λ) | λ ∈ Λ i }, such that each one appears at least once. Now we prove part (iii). Consider the left A-module T ≃ T ≃ ⊕ j T j of Section 4. By Lemma 4.3.2 and the previous paragraph, we have Ext 1 A (T, ∆(ν)) = 0, for all ν ∈ Λ. Since A is quasi-hereditary, we have Ae 1 ∈ F ∆ A . By Lemmata 1.3.5 and 4.3.1, we then also have T ∈ F ∆ A , which thus means that T is a direct sum of tilting modules. By Lemmata 1.3.5 and 4.3.3 and the above paragraph it follows that T d+1−i contains each module T (λ), for λ ∈ Λ i at least once as a direct summand. Proposition 4.2.2 implies that
Hence, A(R op ,I) op is the Ringel dual of A, concluding the proof of part (iii). Part (iv) follows from the above and Lemma 3.4.2.
Proof of Proposition 5.1.5. This is proved using the exact same arguments as in the proof of Theorem 5.1.2. Theorem 3.3.2 shows that A(R, I) has a (left) standard stratification as defined in [CPS2, Section 2.1]. The results in Section 4.3 then show that T is a tilting module in the sense of [Fr, Section 4.2] , by [Fr, Lemma 14] . Ringel duality is then precisely Proposition 4.2.2.
Example
We consider the hereditary k-algebra R, defined as the path algebra of the quiver
We thus have R = ε α , ε β , f , with f = ε β f = f ε α and J = f . Since the two indecomposable projective covers have different Loewy length, 1 and 2, this gives an example where the Ringel dual of A(R)
was not yet described in [CE] . Note that we have R ≃ R op .
6.1. The ADR algebra. We take the 2-system given by the Jacobson system. This means K = I 12 = ε α , f , I 13 = 0, L = I 23 = J, and I ij = R otherwise. In this case, A(R, I) is Morita equivalent to the path algebra of the quiver ,β) with relation h • g = 0.
