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We treat a class of equations given by ε2u′′(x) = u(x)(q(x, ε) −
u(x)), u(−1) = α−, u(1) = α+, and obtain rigorous uniform
asymptotic expansions of the solutions as ε → 0. A key tool is a
new formula of variation of constants that works for such quadratic
equations. Included are solutions with one or more spikes. One
example of this class of problems is a famous problem studied by
Carrier and discussed formally by Bender and Orszag in the book
“Advanced Mathematical Methods for Scientists and Engineers”. In
this paper we give the ﬁrst rigorous derivation for the well-known
asymptotics for that problem. Another more applied example is
also covered by our theory.
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1. Introduction
In this paper, we will consider equations of the form
ε2u′′(x) = u(x)(q(x, ε) − u(x)), (1.1)
x ∈ [−1,1] with q(x, ε) being a smooth function satisfying the following:
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0< q = inf
ε∈(0,ε0]
min
x∈I q(x, ε) supε∈(0,ε0]
max
x∈I q(x, ε) = q
 < ∞,
q1 = sup
ε∈(0,ε0]
max
x∈I
∣∣q′(x, ε)∣∣< ∞, q2 = sup
ε∈(0,ε0]
max
x∈I
∣∣q′′(x, ε)∣∣< ∞ (1.2)
for some ε0 > 0. We obtain rigorous uniform asymptotic expansions of the solutions as ε → 0. The
main interest is in solutions which have “layered” behavior, meaning a narrow region of rapid change.
One example that can be transformed to our setting is the well-known equation introduced by
Carrier, namely
ε2 y′′ + 2b(1− x2)y + y2 = 1, (1.3)
y(−1) = y(1) = 0. (1.4)
We will discuss this example in more detail. While the asymptotics for this problem were established
formally about 40 years ago in a survey paper by Carrier [4] and have been re-considered by Bender
and Orszag in their book [3, pp. 464–475], there has been no rigorous proof of these results as far as
we know. Our primary interest in this paper is in rigorous results for Eq. (1.1), however, in particular,
these conﬁrm the known results for Eq. (1.3).
Another more applied problem that will be covered by our theory is the phenomenon modeled by
the “shallow water sloshing”, which refers to the irrotational motion of water in a rectangular tank
which is forced to oscillate horizontally in a periodic fashion. The equation
ε2 y′′(x) = y2 − 1− c − cos x, c > 0 (1.5)
with boundary conditions
y′(0) = y′(2π) = 0 (1.6)
was derived in [7] as a model of the essential features of this phenomenon. Hastings and McLeod [6]
proved the existence of periodic solutions to (1.5)–(1.6) and also discussed the asymptotic behavior of
some of those solutions, though not uniformly on the entire interval.
We will show that both Eqs. (1.3) and (1.5) can be transformed to Eq. (1.1). Moreover, our theory
can be extended to study nonlinear equations of the type
ε2u′′(x) = f (x,u), (1.7)
where
f (x,u) = p(x)u2(x) + q(x)u(x) + r(x), p(x),q(x), r(x) ∈ C∞[a,b]
p(x) > 0 and q2(x) − 4p(x)r(x) > 0, but we will not discuss this here (see [5]).
We will deal with b > 0 in (1.3). Suppose that y solves (1.3)–(1.4) and yg solves (1.3), then a
change of variable u = y − yg transforms (1.3)–(1.4) into (1.1) with q(x, ε) = −2b(1 − x2) − 2yg , and
with boundary conditions u(±1) = −yg(±1). Among many choices, we choose a particular solution
yg which is O (ε2) close to the smaller root φ0 of the equation 2b(1− x2)y+ y2 = 1, i.e., the function
φ0(x) = b
(
x2 − 1)−√1+ b2(1− x2)2.
Indeed, one can check that when ε is small, φ0 + ε2φ1 ± κε4 is a super/subsolution if we take
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′′
0 (x)
2
√
1+ b2(1− x2)2 , κ = 1+ maxx∈[−2,2]
∣∣∣∣ φ21(x) + φ′′1 (x)
2
√
1+ b2(1− x2)2
∣∣∣∣.
Thus, by a standard theory (e.g. [8, p. 264]), there are solutions yg satisfying the differential equation
in (1.3) with |yg − φ0 − ε2φ1|  κε4. If we let yg take the boundary values yg(±1) = φ0(±1) +
ε2φ1(±1), then yg is even. Hence, the problem (1.3)–(1.4) can be written as (1.1) with
q(x, ε) = 2
√
1+ b2(1− x2)2 − 2ε2φ1(x) + O (ε4), u(±1) = 1+ ε2. (1.8)
Here although we can expand yg to arbitrary high orders of ε, the above expansion is suﬃcient, since
q(·,0) is not degenerate in the sense that |q′(·,0)| + |q′′(·,0)| > 0.
Note that for ε > 0 suﬃciently small, q satisﬁes (1.2) with q = 2 and is symmetric around x = 0.
The results that we obtain by analyzing (1.1) conﬁrm the results that have been obtained formally
by Bender and Orszag in [3] for b = 1. Also note that Carrier’s autonomous case b = 0 relates to the
constant function q = 2.
In a similar way, by the method of sub/supersolution (see, for example, [8, p. 264]), we can show
that (1.5)–(1.6) has a solution ys which is O (ε2) close to the upper root of y2 − 1 − c − cos x = 0. If
we deﬁne u = y − ys , where y satisﬁes the problem (1.5)–(1.6), then u satisﬁes
ε2u′′ = u(2ys + u), u′(0) = 0, u′(2π) = 0.
Setting v = −u, we obtain an equation of the form (1.1) given by
ε2v ′′ = v(2ys − v), v ′(0) = 0, v ′(2π) = 0. (1.9)
Below we will brieﬂy discuss what our result has to say about one important solution to this equation.
In [6], it was shown that (1.5)–(1.6) has a solution y that has a “spike” at x = π , which refers to the
section of its graph that lies below the x-axis and attains its minimum at x = π . Using our analysis
we can derive the asymptotic expansion of that solution. In fact, from (1.12), (3.3) and (3.8) (see later),
it follows that if v satisﬁes (1.9) then
v(x) = 3√c sech2
(√
c(x−π)
πε
)
+ O (ε), x ∈ [0,2π ]
uniformly as ε → 0. Hence the asymptotic expansion of y is given by
y(x) = −3√c sech2
(√
c(x−π)
πε
)
+ √1+ c + cos x+ O (ε), x ∈ [0,2π ].
This formula is new and it conﬁrms the results obtained by Hastings and McLeod in [6], namely
lim
ε→0 y(x) =
√
1+ c + cos x, x ∈ [0,π − δ] ∪ [π + δ,2π ],
lim
ε→0 y(π) = −2
√
π,
for any δ ∈ (0,π) uniformly as ε → 0.
In this paper, the main tool that we will employ to rigorously derive asymptotic expansions of
the solutions of (1.1) is a new technique of variation of constants formula. With this tool, we will
derive asymptotic expansions of solutions on any interval in [−1,1], where they are monotonic, with
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Throughout this paper, O (1) will represent a function of x and ε that is bounded by a constant K ,
which depends only on q , q , q1 and q2. We deﬁne O (β) = O (1)β for every β ∈ (0,∞), and hence
O (β) will represent a function of β , x and ε that is bounded by Kβ . Often we will denote q by q(x)
bearing in mind that q depends on ε as well.
The main result that we prove in this paper is the following:
Theorem 1. Suppose that u is a solution of (1.1) and that q satisﬁes (1.2). Let m ∈ (0,q/2] and M > m be
positive constants. Consider an interval (xm, xM) ⊆ I such that
u(xm) =m, u′(xm) = 0, u′ > 0 in (xm, xM), u′(xM) = 0 and u(xM) = M. (1.10)
Then
M = 3q(xM)
2
− m
2
M +m −
[2+ O (m)]εq′(xM)√
q(xM)
+ O (ε2) (1.11)
and for every x ∈ [xm, xM ],
ln
1+ √1− u(x)/M
1− √1− u(x)/M + ln
2
1+√1−m2/u2(x)
= ln 8M
m
−
x∫
xm
(√
q(y)
ε
− q
′(y)
4q(y)
)
dy + O (ε +m). (1.12)
The expression (1.12) represents the asymptotic expansion of u on an interval where it is mono-
tonic. This is the key formula that helps us in ﬁnding out the location of a minimum value of u,
say xm , on any interval (a,b), such that u′ < 0 on (a, xm) and u′ > 0 on (xm,b). We can also prove
that the minimum is exponentially small if 1/(b − a) = O (1). Further, we can ﬁnd the relation be-
tween two successive minima of u, even if both the minima are of the exponentially small order. We
will discuss the details later.
The paper is organized as follows. The ﬁrst part of the paper will be devoted to the proof of The-
orem 1 and studying some applications of this theorem. In the second part we will specify boundary
conditions and derive asymptotic formulas rigorously for solutions with three or fewer critical points.
2. Proof of Theorem 1
Before we proceed to the proof of Theorem 1, let us recall a few basic facts about hyperbolic
functions:
tanh x = e
x − e−x
ex + e−x , arctanh x =
1
2
ln
1+ x
1− x , sech
2 arctanh
√
1− x = x.
The rest of this section is devoted to the proof of Theorem 1.
2.1. A new technique of variation of constants
First we derive a key identity which essentially transfers (1.1) into a ﬁrst order separable ordi-
nary differential equation. We obtain a new type of variation of constants formula that works for such
nonlinear quadratic equations, but unfortunately it doesn’t apply to cubic equations, as in [2].
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εu′(x)
ρ(u(x),m,M)
=√q(x) − δ1(x) − δ2(x), (2.1)
where
ρ(v,m,M) :=
√
(v −m)(M − v)(Mv +mv + Mm)
M2 + Mm+m2 ,
δ1(x) := M
2 + Mu(x) + u2(x)
[u(x) −m][u(x) + MmM+m ]
x∫
xm
u2(y) −m2
M2 −m2 q
′(y)dy
and
δ2(x) := m
2 +mu(x) + u2(x)
[M − u(x)][u(x) + MmM+m ]
xM∫
x
M2 − u2(y)
M2 −m2 q
′(y)dy.
Remark 2.1. When q is a constant, δ1 = δ2 ≡ 0, so (2.1) is indeed a ﬁrst integral of the autonomous
ode (1.1), where M and m are related by the algebraic equation (M3 −m3) = 3q(M2 −m2)/2.
Proof of Lemma 2.1. Integrating 2ε2u′u′′ = 2uu′(q − u) over [xm, x] for each x ∈ (xm, xM ] we obtain
ε2u′(x)2 = 2
x∫
xm
u(y)u′(y)
(
q(y) − u(y))dy
= 2
3
(
m3 − u3)+ (u2 −m2)q −
x∫
xm
(
u2 −m2)q′ dy
=
{(
u2 −m2)− (u3 −m3)M2 −m2
M3 −m3
}
q + J , (2.2)
where u = u(x), q = q(x) and
J = J (x) := (u3 −m3){M2 −m2
M3 −m3 q −
2
3
}
−
x∫
xm
[
u2 −m2]q′ dy.
Evaluating (2.2) at x = xM we obtain J (xM) = 0 which implies that
M2 −m2
M3 −m3 q(xM) −
1
M3 −m3
xM∫
xm
[
u2 −m2]q′ = 2
3
. (2.3)
Substituting the left-hand side of (2.3) for the constant 2/3 in the deﬁnition of J we obtain
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{
M2 −m2
M3 −m3
[
q − q(xM)
]+ 1
M3 −m3
xM∫
xm
[
u2 −m2]q′
}
−
x∫
xm
[
u2 −m2]q′
= u
3 − M3
M3 −m3
x∫
xm
[
u2 −m2]q′ + u3 −m3
M3 −m3
xM∫
x
[
u2 − M2]q′ (2.4)
by the identity q(x) − q(xM) = −
∫ xM
x q
′(y)dy. The assertion (2.1) then follows from (2.2), (2.4), and
the identity
(
u2 −m2)− (u3 −m3)M2 −m2
M3 −m3 =
(u −m)(M − u)(Mu +mu + Mm)
M2 + Mm+m2 =: ρ
2(u,m,M). 
2.2. The size of δ1 and δ2
In this subsection we prove the following:
Lemma 2.2.With δ1 and δ2 deﬁned as in Lemma 2.1, we have
∣∣δ1(x)∣∣+ ∣∣δ2(x)∣∣= O (ε) (2.5)
for all x ∈ (xm, xM). Consequently (2.1) can be written as
ε
du
dx
= [1+ O (ε)]√qρ(u,m,M). (2.6)
Proof. We will ﬁrst establish an upper bound on M and εu′ . For each x ∈ (xm, xM), integrating
2ε2u′u′′ = 2uu′(q − u) over [xm, x] and applying the mean value theorem gives
ε2u′(x)2 =
x∫
xm
2uu′(q − u) = q(xˆ)(u2 −m2)− 2
3
(
u3 −m3)= (u2 −m2){q(xˆ) − 2
3
u − 2
3
m2
u +m
}
for some xˆ ∈ (xm, x). We could apply the mean value theorem because uu′ does not change sign in
(xm, xM). Thus, for all x ∈ (xm, xM), we have
M = 3
2
q(xˆ) − m
2
M +m <
3q
2
, ε2u′2(x)max
s>0
s2
{(
q − 2
3
s
)}
= q
3
3
.
We also note from the above expression that M > q . Next we deﬁne
x1 =min
{
x ∈ [xm, XM ]
∣∣ u(x) q/2}.
Note that u′′(xM)  0, which implies that u(xM)(q(xM) − u(xM))  0, so that u(xM)  q(xM)  q .
Hence, x1 is well-deﬁned, u(x1) = q/2 and m u  q/2 in [xm, x1]. Consequently, for x ∈ [xm, x1],
ε2u′(x)2 = (u2 −m2){q(xˆ) − 2u
3
− 2m
3
m
u +m
}
 q
3
(
u2 −m2).
It then follows that εu′ 
√
q
3
√
u2 −m2 and
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xm
(
u2 −m2)
√
3
q
x∫
xm
(
u2 −m2) εu′√
u2 −m2 
√
3
q
ε
u∫
m
v dv =
√
3ε
2
√
q
(
u2 −m2).
Since m q/2 and M > q , we must have δ1(x) = O (1)ε for x ∈ (xm, x1]. For the interval [x1, xM ], we
consider the function U (X) = u(x1 + εX)
U¨ = U(q(x1) − U)+ O (εX), U (0) = q/2, 0 U˙ (0) q3
3
,
where ˙ represents ddX . Since q(x1)  q , it follows from a regular perturbation that xM − x1 = O (ε).
Hence, for x ∈ [x1, xM ],
x∫
xm
(
u2 −m2)
x1∫
xm
(
u2 −m2)+
x∫
x1
(
u2 −m2)

√
3ε
2
√
q
(
u2(x1) −m2
)+ (u2(x) −m2)(xM − x1) = O (1)ε(u2 −m2),
and so δ1(x) = O (1)ε for all x ∈ [x1, xM ]. Thus for all x ∈ (xm, xM), δ1(x) = O (1)ε.
Now we shall estimate δ2. If x ∈ [x1, xM ], then
xM∫
x
(
M2 − u2(y))dy  (M2 − u2(x))(xM − x1) = O (1)ε(M2 − u2(x)),
and so δ2(x) = O (1)ε. When x ∈ [xm, x1], we have M − u(x) M − q/2> q/2, and hence
δ2(x) 3
(
M + u(x))u(x)
xM∫
x
1dy  6M
xM∫
x
u(y)dy
 6M
{
M(xM − x1) +
√
3
q
x1∫
xm
uεu′√
u2 −m2
}
= O (1)
{
ε + ε
q/2∫
m
v dv√
v2 −m2
}
= O (1)ε.
Thus, (2.5) holds. Finally (2.6) follows from (2.1) since q  q . This completes the proof of the
lemma. 
2.3. An integral representation
Integrating (2.1) over [z, x] ⊆ [xm, xM ] and using
√
q − δ1 − δ2 = √q
{
1− δ1 + δ2
2q
+ O (1) (δ1 + δ2)
2
q2
}
= √q − δ1 + δ2
2
√
q
+ O (ε2)
we obtain
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u(z)
ds
ρ(s,m,M)
= 1
ε
x∫
z
{√
q(y) − δ1(y) + δ2(y)
2
√
q(y)
+ O (ε2)}dy. (2.7)
We shall use (2.6) to estimate the integral in (2.7) that is related to the functions δ1 and δ2. The
expansion to be derived is aimed at situations where (xM −xm)/ε is very large, i.e., to the cases where
m is very small.
1. First we investigate the integral in the deﬁnition of δ1. For this, we introduce the function
R(v,m,M) :=
v∫
m
(s2 −m2)ds
ρ(s,m,M)
= O (1)(v2 −m2), (2.8)
since 1/ρ(s,m,M) is integrable on [m,M]. Using (2.6) we ﬁnd that
x∫
xm
(
u2 −m2)= O (1)
x∫
xm
(u2 −m2)εu′
ρ(u,m,M)
= O (1)εR(u(x),m,M)= O (ε)(u2(x) −m2).
Consequently, writing (2.6) as 1= εu′/(√qρ) + O (ε) we have
x∫
xm
(
u2 −m2)q′ dy =
x∫
xm
q′
(
u2 −m2){ εu′√
qρ(u,m,M)
+ O (ε)
}
dy
=
x∫
xm
{
εq′√
q
(
R
(
u(y),u,M
))′ + O (ε)(u2 −m2)q′ dy}
= εq
′(x)√
q(x)
(
R
(
u(x),m,M
))−
x∫
xm
(
ε
(
q′√
q
)′
R + O (ε)(u2 −m2)q′)dy (2.9)
= εq
′(x)√
q(x)
R
(
u(x),m,M
)+ O (ε2)(u2(x) −m2) (2.10)
where in the third equation, we have used integration by parts.
2. Next we consider the integral in (2.7) that involves δ1. Notice that
xM∫
xm
(
u + m
u
)
= O (ε)
M∫
m
[v + mv ]dv
ρ(v,m,M)
= O (ε).
We can write
R(u,m,M) =
(
1+ O
(
m2
s
)) u∫
m
(s2 −m2)√
(s2 −m2)(1− s/M) ds
= (u2 −m2){1
2
+ O (u) + O
(
m
u
)}
,
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δ1(x) = εq
′(x)√
q(x)
(M2 +mu + u2)R(u,m,M)
(u −m)(u + Mmm+M )(M2 −m2)
+ O (ε2)
= εq
′(x)√
q(x)
(M2 +mu + u2)R(u,m,M)
(u2 −m2)(1− m2
(u+m)(m+M) )(M2 −m2)
+ O (ε2)
= εq
′(x)√
q(x)
{
1
2
+ O
(
u + m
u
)}
+ O (ε2).
Thus, for [z, x] ⊆ [xm, xM ] ⊆ [−1,1], we have
x∫
z
δ1
2
√
q
= ε
4
x∫
z
q′
q
+ O (ε)
xM∫
xm
(
u + m
u
+ ε
)
= ε
4
x∫
z
q′
q
dq + O (ε2).
3. Finally, we estimate the integral of δ2. From the deﬁnition of δ2 we observe that
|δ2| 3u
2
(M − u)u
xM∫
x
q1(M2 − u2(y))
M2 −m2 dy = O (1)u
xM∫
x
1dy.
Thus,
xM∫
xm
|δ2|dx = O (1)
xM∫
xm
xM∫
x
u(x)dy dx
= O (1)
xM∫
xm
dy
y∫
xm
u(x)dx = O (ε)
xm∫
xM
dy
u∫
m
s
ρ(s,m,M)
ds
= O (ε)
xm∫
xM
√
u2(y) −m2 dy = O (ε2)
where in the third equation, we have used the technique to bound u(x)dx by O (ε)u du/ρ(u,m,M).
Substituting the above estimate in (2.7), we have the following:
Lemma 2.3. For every [z, x] ⊆ [xm, xM ],
L
(
u(z),m,M
)− L(u(x),m,M)=
x∫
z
{√
q(y)
ε
− q
′(y)
4q(y)
}
dy + O (ε) (2.11)
where
L(v,m,M) :=
M∫
v
ds
ρ(s,m,M)
, (2.12)
for all v ∈ [m,M].
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The function L deﬁned in (2.12) is an elliptic function which is not so easy to use. Here we derive
asymptotic expansions of L for small m. When m = 0, it is easy to ﬁnd that
L(v,0,M) =
M∫
v
ds
s
√
1− s/M = ln
1+ √1− v/M
1− √1− v/M = 2arctanh
√
1− v
M
.
Thus, L(u,0,M) = A if and only if u = M(1− tanh2 A2 ) = M sech2 A2 .
Next we estimate the difference between L(u,m,M) and L(u,0,M). For s ∈ (m,M), we have
1
ρ(s,m,M)
− 1
ρ(s,0,M)
= 1+
O (m2)
s√
(1− s/M)(s2 −m2) −
1
s
√
(1− s/M)
=
(
1√
s2 −m2 −
1
s
)
+
(
1√
1− s/M − 1
)(
1√
s2 −m2 −
1
s
)
+ O (m
2)
s
√
1− s/M√s2 −m2
=
(
1√
s2 −m2 −
1
s
)
+ O (m
2)
s
√
1− s/M√s2 −m2
by using 1/
√
a−1/√b = (b−a)/(√a√b[√a+√b]) for the second term on the right-hand side of the
second equation. Integrating the last equation over [v,M] we then obtain
L(v,m,M) = L(v,0,M) + ln
(
1+√1−m2/M2
1+√1−m2/v2
)
+ O
(
m2
v
)
= ln 1+
√
1− v/M
1− √1− v/M + ln
(
2
1+√1−m2/v2
)
+ O
(
m2
v
)
= ln (1+
√
1− v/M )2
4
+ ln
(
8M
v + √v2 −m2
)
+ O
(
m2
v
)
, (2.13)
L(m,m,M) = ln 8M
m
+ O (m). (2.14)
2.5. Completion of the proof of Theorem 1
Evaluating (2.11) at z = xm and substituting (2.13) and (2.14) for L(v,m,M) and L(m,m,M) re-
spectively, we obtain
ln
1+ √1− v/M
1− √1− v/M + ln
(
2
1+√1−m2/v2
)
= ln 8M
m
−
x∫
z
{√
q(y)
ε
− q
′(y)
4q(y)
}
dy + O (ε) + O
(
m2
v
)
.
Replacing O (m2/u(x)) by O (m) we obtain (1.12).
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(2.10) to derive
M + m
2
M +m −
3q(xM)
2
= − 3
2(M2 −m2)
xM∫
xm
[
u2 −m2]q′ = −3εq′(xM)
2
√
q(xM)
R(M,m,M)
(M2 −m2) + O
(
ε2
)
.
The exact value of R(M,m,M) deﬁned in (2.8) involves an elliptic integral and we do not want to use
it here, nevertheless we can derive that R(M,m,M) = 4M2/3 + O (m), from which, we obtain (1.11).
This completes the proof of Theorem 1. 
3. Some remarks and applications
3.1. Remarks and applications of Theorem 1
Remark 3.1. (1) The condition m ∈ (0,q/2] in Theorem 1 can be replaced by m ∈ (0,q(xm)−η] for any
ﬁxed small positive constant η. Indeed, if m ∈ [η,q(xm) − η], then we can use a regular perturbation
for the function U (X) := u(xm + εX) to obtain estimates that are more accurate than those stated in
Theorem 1, see [9]. However, it is more interesting to study Theorem 1 for small ε and m = O (ε)
where the estimates given by (1.11) and (1.12) give more useful information.
(2) If xM > 1 then we can extend our equation to a slightly larger interval till u attains its ﬁrst
maximum and therefore (1.12) would hold for every x ∈ [xm,1].
(3) If u attains its maximum at xM and its minimum at xm with u′ < 0 in (xM , xm) ⊆ I , then by
setting y = 2xM − x and extending our equation outside I if necessary, we can apply (1.11) to the
functions u˜(y) = u(x), q˜(y) = q(x) on the interval [2xM − xm, xM ] to obtain
M = 3
2
q(xM) − m
2
M +m +
[2+ O (m)]εq′(xM)√
q(xM)
+ O (ε2). (3.1)
Also by setting y = 2xm − x and extending our equation if necessary, we apply (1.12) to the functions
u˜(y) = u(x), q˜(y) = q(x) on the interval [xm,2xm − xM ] to obtain
ln
1+ √1− u(x)/M
1− √1− u(x)/M + ln
2
1+√1−m2/u2(x)
= ln 8M
m
−
xm∫
x
(√
q(y)
ε
+ q
′(y)
4q(y)
)
dy + O (ε +m). (3.2)
(4) Using the technique in the next subsection, one can derive from (1.12) that
u(x) = m
1+ O (u(x))
(
q(xm)
q(x)
)1/4
cosh
(
1
ε
x∫
xm
√
q(y)dy + O (ε)
)
∀x ∈ [xm, xM ].
This estimate can be regarded as an extension of the WKB (Wentzel–Kramers–Brillouin) approxima-
tion method applied to the linear equation ε2w ′′ = qw with initial value w(xm) =m, w ′(xm) = 0.
As mentioned in the ﬁrst section, we will now discuss the applications of Theorem 1. We derive
an important corollary which will later help us to analyze the solutions of (1.1) with certain speciﬁed
boundary conditions.
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(1) Asymptotic formula. If u(xm) =m ∈ (0,q/2], u′(xm) = 0 and u′ > 0 in (xm, z) ⊂ I , then
u(x) = 3q(z)
2
sech2
(√
q(z)
2ε
(z − x) + arctanh
√
1− 2u(z)
3q(z)
)
+ O (ε +m) (3.3)
for all x ∈ [xm, z].
(2) Neighboring local minima. Suppose that xmL , xM , xmR are points in I satisfying
u′(xmL ) = 0, u′ > 0 in (xmL , xM), u′ < 0 in (xM , xmR ), u′(xmR ) = 0,
u(xmL ) =mL  q/2, u(xM) = M, u(xmR ) =mR ,
then
m2R =m2L + εq′(xM)
√
q(xM)
(
6+ O (mL +mR)
)+ O (ε2) (3.4)
and at least one of the following holds:
(i) xM = xmR + O
(
ε|lnε|), (ii) xM = xmL + O (ε|lnε|), (iii) q′(xM) = O (ε). (3.5)
(3) Local valley. Suppose that a, xm, b are points in I satisfying
u′ < 0 in (a, xm), u′ > 0 in (xm,b), u(xm) =m < q/2min
{
u(a),u(b)
}
.
Then
xm = X0(a,b) + εX1
(
a,b,u(a),u(b)
)+ O (ε2 + εm), (3.6)
m = m0(a,b,u(a),u(b))
1+ O (ε) exp
(
− 1
2ε
b∫
a
√
q(y)dy
)
, (3.7)
where X0(a,b) is the middle point of a and b weighted by
√
q, in the sense that
X0(a,b)∫
a
√
q(y)dy = 1
2
b∫
a
√
q(y)dy,
and
X1(a,b,α,β) :=
(
arctanh
√
1− 2β3q(b) − arctanh
√
1− 2α3q(a) + 58 ln q(a)q(b)
)
√
q(X0(a,b))
,
m0(a,b,α,β) := 12(q(a)q(b))
5
8
(q(X0(a,b)))
1
4
√√√√√√
(
1−
√
1− 2α3q(a)
)(
1−
√
1− 2β3q(b)
)
(
1+
√
1− 2α3q(a)
)(
1+
√
1− 2β3q(b)
) .
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(2) If m is exponentially small as given by (3.7), then (3.3) approximates u up to O (ε). If z ∈
[xm + 2√ε,1], then (3.3) is very precise for every x such that z − x = O (ε), however if x lies in the
interval (xm, z − √ε ), then (3.3) does not give us much information.
(3) If q′(z) = O (ε), then O (ε +m) in (3.3) can be replaced by O (ε2 +m).
(4) If u(xm) = m, u′(xm) = 0 and u′ < 0 in (z, xm), then as in (1) of Corollary 3.1, we can derive
an analogous formula for u by setting y = 2xm − x and deﬁning u˜(y) = u(x), q˜(y) = q(x). Note that
y ∈ (xm,2xm − z) and u˜ > 0 on this interval and that u˜′(xm) = 0. Deﬁne z˜ = 2xm − z. Then on applying
(3.3) to u˜ and q˜ on (xm, z˜) we obtain
u(x) = 3q(z)
2
sech2
(√
q(z)
2ε
(x− z) + arctanh
√
1− 2u(z)
3q(z)
)
+ O (ε +m) (3.8)
for all x ∈ [z, xm].
(5) We can relax the assumptions of (3) of Corollary 3.1 by taking min{u(a),u(b)}  η, for some
ﬁxed η > 0 as long as m < η. Moreover, u′(a) = 0 or u′(b) = 0 are also allowed in the assumptions of
(3) of Corollary 3.1.
3.2. Proof of Corollary 3.1 using Theorem 1
Without loss of generality, we assume that q is deﬁned on R and satisﬁes (1.2) with I replaced
by R.
1. First we prove (3.3), assuming that u(xm) =m ∈ (0,1],u′(xm) = 0 and u′ > 0 in (xm, z) ⊂ I .
If u(z) ε, then u = O (ε) on [xm, z] and so (3.3) is trivially true. Hence, we only need to consider
the case when u(z) > ε. By extending q to be constant outside I , if necessary, we notice that if u
satisﬁes (1.1) then there exist xM and M such that u′(xM) = 0, u′ > 0 in (xm, xM) and u(xM) = M . In
the proof of Theorem 1, we have shown that M ∈ (q, 3q2 ) and that εu′ 
√
q/3
√
u2 −m2 if u < q/2.
Let x1 be the point such that u(x1) = q/2. It then follows that x1 = xm + O (ε|lnm|). Moreover by a
regular perturbation around xM , we can show that xM = x1 + O (ε). Hence xM − xm = O (ε|lnm|). Since
M > u(z) > ε, we note from (1.12) that m > Kε(exp(−1/ε)) and hence xM − xm = O (1). Theorem 1
can be applied here since the length of the location of the maximum and the minimum is bounded.
Now for each z ∈ (xm, xM ], taking the difference of (1.12) evaluated at x ∈ [xm, z] and the same
equation with x replaced by z we obtain
ln
1+ √1− u(x)/M
1− √1− u(x)/M = 2arctanh
√
1− u(x)
M
= A + B, (3.9)
where
A :=
z∫
x
(√
q(y)
ε
− q
′(y)
4q(y)
)
dy + ln 1+
√
1− u(z)/M
1− √1− u(z)/M + O (ε +m),
B := ln 1+
√
1−m2/u2(x)
1+√1−m2/u2(z) = ln
1−m2/4u2(x) + O (m4/u4(x))
1−m2/4u2(z) + O (m4/u4(z))
= O
(
m2
u2(x)
+ m
2
u2(z)
)
= O
(
m2
u2(x)
)
.
Thus we have,
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2
= M[1+ O (B)] sech2 A
2
= M sech2 A
2
+ O (B)M sech2 A
2
= M sech2 A
2
+ O (B)u(x) M sech
2 A
2
M sech2 A+B2
= M sech2 A
2
+ O (B)u(x) = M sech2 A
2
+ O
(
m2
u(x)
)
= M sech2 A
2
+ O (m).
We will simplify the last expression to obtain an O (ε +m) approximation. Evaluating A at z = xM ,
we ﬁrst note that
u(x) = O (1) sech2
( xM∫
x
√
q(y)
2ε
dy
)
= O (1)exp
(
− (xM − x)
ε
)
,
so that
sup
x∈[xm,xM ]
(
(xM − x)2
ε
+ (xM − x)
)(
m+ u(x))= O (ε). (3.10)
If xM −x√ε, then u(x), m = O (e−1/
√
ε) and (3.3) is trivially true. On the other hand, if xM −x√ε,
then substituting
M = 3q(xM)
2
+ O (m2 + ε)= 3q(z)
2
+ O (m2 + ε + |xM − z|),
A =
√
q(z)(z − x)
ε
+ 2arctanh
√
1− 2u(z)
3q(z)
+ O
(
ε +m+ |xM − x|
2
ε
+ |xM − x|
)
into u(x) = M sech2 A+B2 we obtain
u(x) = M sech2 C
(
1+ O
(
ε +m+ |xM − x|
2
ε
+ |xM − x|
))
+ O (m), (3.11)
where
C :=
√
q(z)(z − x)
ε
+ 2arctanh
√
1− 2u(z)
3q(z)
.
Then from (3.10) and (3.11) we have
u(x) = M sech2
(
C
2
)
+ O
(
ε +m+ |xM − x|
2
ε
+ |xM − x|
)
Mu(x)
sech2( C2 )
M sech2( A+B2 )
+ O (m)
= M sech2
(
C
2
)
+ O
(
ε +m+ |xM − x|
2
ε
+ |xM − x|
)
O (1)u(x) + O (m)
= M sech2
(
C
2
)
+ O (ε) + O (m)
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2
sech2
(
C
2
)
+ O (m2 + ε + |xM − z|) sech2
(
C
2
)
+ O (ε +m)
= 3q(z)
2
sech2
(
C
2
)
+ O (m2 + ε + |xM − z|)O (1)exp
(
−
√
q(z)(z − x)
ε
)
+ O (ε +m)
= 3q(z)
2
sech2
(
C
2
)
+ O (ε +m).
This proves the ﬁrst assertion of the corollary.
2. Next we prove the second assertion of the corollary. Applying (1.11) to the function u(x) on
[xmL , xM ] and (3.1) to the function u(x) on [xM , xmR ], we obtain
M = 3
2
q(xM) − m
2
L
M +mL −
[2+ O (mL)]εq′(xM)√
q(xM)
+ O (ε2)
= 3
2
q(xM) − m
2
R
M +mR +
[2+ O (mR)]εq′(xM)√
q(xM)
+ O (ε2).
Setting them equal, we obtain
m2R
M +mR −
m2L
M +mL =
εq′(xM)√
q(xM)
(
4+ O (mL + m˜R)
)+ O (ε2),
which implies (3.4) since the left-hand side can be written as
(
m2R −m2L
) M + mRmLmR+mL
(M +mR)(M +mL) =
m2R −m2L
M + O (mR +mL) =
m2R −m2L
3
2q(xM) + O (mR +mL + ε)
.
Note that (3.4) implies that (i) mR  ε, or (ii) mL  ε, or (iii) q′(xM) = O (ε). Suppose mL  ε. Then
evaluating (1.12) at x = xM , we obtain
ln
2
1+
√
1−m2L/M2
= ln 8M
mL
− 1
ε
xM∫
xmL
√
q(y)dy + 1
4
ln
q(xM)
q(xmL )
+ O (ε +mL).
Hence
1
ε
xM∫
xmL
√
q(y)dy = O (1) ln
(
1+
√
1−m2L/M2
)
mL
= O (1) ln 1
mL
= O (|lnε|),
and thus
xM − xmL = O
(
ε|lnε|).
Similarly, if mR  ε, then one can prove that xmR − xM = O (ε|lnε|) and thus we proved that at least
one of (i), (ii), and (iii) in (3.5) holds. This proves the second assertion of the corollary.
3. Finally we prove the third assertion of the corollary. As before, we extend our equation to a
slightly larger interval till u attains it maxima at xML and xMR , where xML < xm < xMR with val-
ues ML and MR respectively. Since u(a), u(b)  q/2, by a regular perturbation, we can prove that
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(3.2) at x = a with ML = 3q(a)/2+ O (ε +m) respectively, we obtain
1
ε
b∫
xm
√
q(y)dy + 2arctanh
√
1− 2u(b)
3q(b)
+ 1
4
lnq(xm) − 5
4
lnq(b) + O (ε +m)
= ln 12
m
= 1
ε
xm∫
a
√
q(y)dy + 2arctanh
√
1− 2u(a)
3q(a)
+ 1
4
lnq(xm) − 5
4
lnq(a)
+ O (ε +m). (3.12)
Multiplying the second equation by ε and adding
∫ xm
a
√
q(y)dy to both the equations, we then obtain
xm∫
a
√
q(y)dy = 1
2
b∫
a
√
q(y)dy + ε
(
arctanh
√
1− 2u(b)
3q(b)
− arctanh
√
1− 2u(a)
3q(a)
+ 5
8
ln
q(a)
q(b)
)
+ O (ε2 + εm).
This equation, together with the deﬁnition of X0(a,b) and
xm∫
a
√
q(y)dy =
X0(a,b)∫
a
√
q(y)dy +
√
q
(
X0(a,b)
)(
xm − X0(a,b)
)+ O ((xm − X0(a,b))2),
gives
√
q
(
X0(a,b)
)(
xm − X0(a,b)
)= ε(arctanh
√
1− 2u(b)
3q(b)
− arctanh
√
1− 2u(a)
3q(a)
+ 5
8
ln
q(a)
q(b)
)
+ O (ε2 + εm)
which gives us (3.6). Finally, adding the two equations in (3.12), we obtain
ln
12
m
= 1
2ε
b∫
a
√
q(y)dy + arctanh
√
1− 2u(b)
3q(b)
+ arctanh
√
1− 2u(a)
3q(a)
+ 1
4
lnq(xm) − 5
8
lnq(a)q(b) + O (ε +m),
which implies
ln
mq(xm)1/4
12(q(a)q(b))5/8
+ arctanh
√
1− 2u(b)
3q(b)
+ arctanh
√
1− 2u(a)
3q(a)
= − 1
2ε
b∫
a
√
q(y)dy.
Using (3.6) and one of the properties of hyperbolic functions, we have
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mq(X0)1/4
12(q(a)q(b))5/8
+ 1
2
ln
(
1+
√
1− 2u(b)3q(b)
)(
1+
√
1− 2u(a)3q(a)
)
(
1−
√
1− 2u(b)3q(b)
)(
1−
√
1− 2u(a)3q(a)
) = − 12ε
b∫
a
√
q(y)dy + O (ε)
and thus
m = 12(q(a)q(b))
5/8
q(X0)1/4
√
(1− √1− 2u(a)/3q(a) )(1−√1− 2u(b)/3q(b) )
(1+ √1+ 2u(a)/3q(a) )(1+√1− 2u(b)/3q(b) ) exp
(
− 1
2ε
b∫
a
√
q(y)dy
)
which is (3.7). This completes the proof of Corollary 3.1. 
4. Asymptotic expansions for a few special solutions
Here we investigate asymptotic expansion of solutions of the boundary value problem
ε2u′′ = u(q − u) in (−1,1), u(−1) = α−, u(1) = α+, (4.1)
where q(x, ε) is a C2 function satisfying (1.2) and α± ∈ [η,q), for some ﬁxed η such that 0< η < q .
(1.3) has solutions which satisfy such a boundary condition. For (1.5) the interest has been in solutions
satisfying Neumann boundary conditions, u′(0) = u′(1) = 0. One such solution (see [6]) has a single
spike at x = 1/2. In Section 1, we mentioned its asymptotic expansion using our formulas, but we
would not have space for discussing it in more details.
A critical point is a root of the equation u′(·) = 0.
4.1. Existence
The boundary value problem (4.1) has many solutions for suﬃciently small ε. In this section, we
will only outline a general existence proof using a shooting argument. More speciﬁcally, suppose that
u satisﬁes
ε2u′′ = u(q − u) in (−1,1), u(−1) = α−, u′(−1) = c.
We will show that as c varies, u(1) takes all values between η and q , and in particular, attains
the value α+ , giving us a solution of (4.1). Moreover, by choosing ε suﬃciently small, we can obtain
any pre-determined number of oscillations. We will also present a different existence proof using the
method of lower and upper solutions to show that (4.1) has a solution with exactly one critical point.
1. Outline of an existence proof. We ﬁrst deﬁne v(t) = u(x) and q˜(t) = q(x), where t = (1 + x)/ε. Then
(4.1) transforms to
v¨ = v(q˜ − v), v(0) = α−, v(2/ε) = α+. (4.2)
We will consider an initial value problem
v¨ = v(q˜ − v), v(0) = α−, v˙(0) = β, (4.3)
where β will be speciﬁed later. Without loss of generality, assume that β > 0. A similar argument
holds when β < 0. We will show that for a given N , (4.2) has a solution with exactly N oscillations
for suﬃciently small ε.
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V¨ = V (q˜(0) − V ), V (0) = α−, V˙ (0) = β, (4.4)
where
β < β = α−
√
q˜(0) − 2
3
α−.
Fix β = β0 < β , where β0 will be chosen later. Since α− < q , (4.4) has a solution V with at least
(N + 1) oscillations on [0,2/ε] for suﬃciently small ε. Hence, by continuity (4.3) also has a solution
vβ0 with at least (N + 1) oscillations on [0,2/ε], for small enough ε. Moreover, the ﬁrst (N + 1)
oscillations of vβ0 will be close to the oscillations of V , and hence they will have amplitudes bounded
below by some constant K independent of ε.
We will show that there exists β1, such that if β = β1, then (4.3) has a solution vβ1 with exactly
N oscillations, and in the process as β sweeps over from β0 to β1, vβ(1) takes all values between
q and η, where vβ satisﬁes (4.3) and 0 < η < q is a ﬁxed number as deﬁned before. Hence we can
conclude that there exists a β ∈ (β0, β1) such that vβ(1) = α+ .
Choose β0 such that the ﬁrst minimum of V is less than η/4. This is possible, because as β gets
closer to β , the periodic solutions of (4.4) get closer to the homoclinic orbit of the autonomous
system given by (4.4), based at (0,0). Hence the minima of the solutions of (4.4) get closer to 0 as
we raise β . By continuity, we can say that the ﬁrst two minima of vβ0 are close to the minima of V
and hence are less than equal to η/4. Let us denote the ith minimum of vβ0 by mi and let mN denote
the minimum of the (N + 1)st oscillation of vβ0 . Then by (3.4), we note that for 1 i  N
m2i m2i−1 + Kε, (4.5)
where K > 0 is independent of ε. Thus,
mi 
√
m21 + K (i − 1)ε < η/2
for suﬃciently small ε. Hence the ﬁrst N minima of vβ0 lie below η/2. Clearly, every maximum of
vβ lies above q and hence above q , and so, the ﬁrst N maxima and minima do not merge as ε → 0.
Note that the location of all the minima of vβ are continuous functions of β . Hence for a ﬁxed ε, as
we increase β from β0, they move across t = 2/ε. By a similar reasoning as above and using (4.5), we
can show that the ﬁrst N minima of vβ still stay below η/2 as we raise β from β0. In particular, the
Nth minimum always stays below η/2.
Let β1 > β0 be such that the location of the Nth minimum of vβ1 has crossed t = 2/ε. The
(N + 1)st maximum of vβ is always above q and the Nth minimum of vβ is below η/2. Hence
as β varies between β0 and β1, vβ(1) takes all values between η and q . Moreover, we have lost an
oscillation as β increases from β0 to β1. Thus, we have a β˜ ∈ (β0, β1) such that if β = β˜ , (4.2) has a
solution with exactly N oscillations.
2. Existence of a solution with exactly one critical point. We will show that there exists at least one
solution of (4.1) that has only one critical point. We will use the method of upper and lower solutions
to prove this. Let us ﬁrst consider the boundary value problem
y′′ = y
ε2
(q − y), y(−1) = α−, y(1) = α+. (4.6)
We will show that (4.6) has a solution with exactly one critical point. Let
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cosh
√
q
ε (x− β)
cosh
√
q
ε (1− β)
,
where β is chosen such that y1(−1) = α− . Note that y1 has exactly one critical point, the point of
local minimum and we can check that y1 is a lower solution of (4.6). Let
y2 = α− + (α+ − α−)
2
(x+ 1).
Then y2 is an upper solution of (4.6) and clearly y2 < q by our choices of α+ and α− . We can easily
check that y1  y2. By a well-known existence theorem (see [8, p. 264]), there exists a solution y of
(4.6) such that y1  y  y2. Moreover, y has exactly one critical point, the point of minimum, since
0< y < q . Now, we consider our boundary value problem (4.1). Suppose that
z = α+
cosh
√
q
ε (x− γ )
cosh
√
q
ε (1− γ )
,
where γ is chosen, so that z(−1) = α− . We can check that z is lower solution of (4.1) Also if y
satisﬁes (4.6), then by the deﬁnition of q , we can show that y is an upper solution of (4.1). Hence by
the existence theorem in [8], there exists a solution u of (4.1) such that z u  y. Also, u has exactly
one critical point since u < q .
4.2. Solutions with one critical point. Asymptotic expansion
Let u be a solution of (4.1) that has only one critical point. Then the critical point must be a point
of local minimum. Denoting the critical value by m and the point by xm , we have
u(xm) =m, u′(xm) = 0, u′(x) > 0 in (xm,1), u′(x) < 0 in (−1, xm).
Applying (3) of Corollary 3.1 we obtain,
m = m0(−1,1,α−,α+)
1+ O (ε) exp
(
− 1
2ε
1∫
−1
√
q(y)dy
)
and
xm = X0(−1,1) + εX1(−1,1,α−,α+) + O
(
ε2
)
.
Also by (3.8) and (3.3) respectively, we have an asymptotic expansion for u given below:
u(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
3
2
q(−1) sech2
(√
q(−1)
2ε
(1+ x) + arctanh
√
1− 2α−
3q(−1)
)
+ O (ε) if x ∈ [−1,0],
3
2
q(1) sech2
(√
q(1)
2ε
(1− x) + arctanh
√
1− 2α+
3q(1)
)
+ O (ε) if x ∈ [0,1].
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Fig. 1 represents an asymptotic solution of the transformed Carrier’s equation (b = 1) with one critical
point and with boundary values α− = α+ = 1 + ε2 for suﬃciently small ε. Here xm = O (ε2) since
X0(−1,1) = X1(−1,1,α−,α+) = 0.
Remark 4.1. In [2], Morse index was studied for solutions with ﬁnite number of oscillations. Analysis
in [2] implies that solutions with one critical point have index one, and are therefore locally unique.
We omit the details.
4.3. Solutions with two critical points
Such a solution will have a global maximum, say, M and a global minimum, say, m attained at
points xM and xm ∈ (−1,1) respectively. There are two possibilities, (i) xm < xM and (ii) xm > xM .
Suppose xm > xM . To obtain an asymptotic expansion of u on the interval [xm,1], we apply (3.3)
to obtain
u(x) = 3
2
q(1) sech2
(√
q(1)
2ε
(1− x) + arctanh
√
1− 2α+
3q(1)
)
+ O (ε +m). (4.7)
On the interval [xM , xm], we apply (3.8) with z = xM and use (3.1) to obtain
u(x) = 3
2
q(xM) sech
2
(√
q(xM)
2ε
(−xM + x)
)
+ O (ε +m). (4.8)
To obtain an expansion on the interval [−1, xM ], we will do a regular perturbation around x = xM .
Deﬁne U (z) = u(xM + εz). Then U satisﬁes
U¨ = U(q(xM) − U)+ O (εz), U (0) = M, U˙ (0) = 0.
If U ((−1− xM)/ε) = α− then
U (z) = M sech2
(√
q(xM)
(
z
2
+ 1+ xM
2ε
)
− arctanh
√
1− α−
M
)
+ O (ε)
and hence
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(√
q(xM)
2ε
(1+ x) − arctanh
√
1− α−
M
)
+ O (ε), x ∈ [−1, xM ]. (4.9)
Substituting x = xM in (4.9) we observe that
1+ xM = 2ε√
q(xM)
arctanh
√
1− α−
M
+ O (ε2),
and hence we can write xM = −1+ ε− + O (ε2) where
l± := 2d±√
q(±1) , d± := arctanh
√
1− α±
M±
, M± := 3
2
q(±1).
To obtain the value of the local minimum, we apply the proof of the third part of Corollary 3.1 to
a = −1 + 2ε− + O (ε2) and b = 1. Note that u(−1 + 2ε− + O (ε2)) = α− + O (ε). Just as in (3.12),
and obtain
ln
12
m
= 1
ε
1∫
xm
√
q(y)dy + 2arctanh
√
1− 2α+
3q(1)
+ 1
4
lnq(xm) − 5
4
lnq(1) + O (ε +m)
= 1
ε
xm∫
−1
√
q(y)dy + 2arctanh
√
1− 2α−
3q(−1) +
1
4
lnq(xm) − 5
4
lnq(−1)
− 1
ε
−1+2ε−∫
−1
√
q(y)dy + O (ε +m). (4.10)
Using the deﬁnition of − , the second equation can be written as
ln
12
m
= 1
ε
xm∫
−1
√
q(y)dy − 2d− + 1
4
lnq(xm) − 5
4
lnq(−1) + O (ε +m). (4.11)
Adding up (4.10) and (4.11) and using the deﬁnition of m0, we obtain
m =m0(−1,1,α−,α+)exp
(
− 1
2ε
1∫
−1
√
q(y)dy + 2arctanh
√
1− α−
M−
+ O (ε)
)
.
Setting the ﬁrst equation of (4.10) equal to (4.11) and using the deﬁnition of X0 and X1 and the fact
that m is exponentially small, we obtain
xm = X0 + ε√
q(X0)
(
d+ + d− + 5
8
ln
q(−1)
q(1)
)
+ O (ε2)
= X0 + εX1 + ε
2arctanh
√
1− 2α−3q(−1)√ + O (ε2).q(X0)
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Thus on combining (4.7), (4.9) and substituting the value of xM in (4.8), we obtain that the solution
has the expansion
u(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
3
2
q(−1) sech2
(√
q(−1)
2ε
(1+ x) − arctanh
√
1− 2α−
3q(−1)
)
+ O (ε) if x ∈ [−1,0],
3
2
q(1) sech2
(√
q(1)
2ε
(1− x) + arctanh
√
1− 2α+
3q(1)
)
+ O (ε) if x ∈ [0,1].
If xM > xm , then xM = 1− ε+ + O (ε2), and we have the analogous expansion.
Fig. 2 represents two asymmetric solutions of the transformed Carrier’s equation with α− = α+ =
1 + ε2 for suﬃciently small ε. Since X0 and X1 are zero, hence in the ﬁrst situation we have xm =
ε√
2
arctanh
√
2
3 + O (ε2) and in the second situation, xm = − ε√2 arctanh
√
2
3 + O (ε2).
4.4. Solutions with three critical points
There are two cases to consider:
(i) Two interior local maxima and one interior local minimum.
(ii) Two local minima and one local maximum.
Case (i). Two interior local maxima and one interior local minimum. Similar to the previous anal-
ysis, it can be shown that the solution has the expansion
u(x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
3
2
q(−1) sech2
(√
q(−1)
2ε
(1+ x) − arctanh
√
1− 2α−
3q(−1)
)
+ O (ε) if x ∈ [−1,0],
3
2
q(1) sech2
(√
q(1)
2ε
(1− x) − arctanh
√
1− 2α+
3q(1)
)
+ O (ε) if x ∈ [0,1].
Also, the two local maxima are attained at xM− = −1 + ε− + O (ε2) and xM+ = 1 − ε+ + O (ε2)
respectively. Again applying the proof of (3) of Corollary 3.1 to a = −1 + 2ε− + O (ε2) and b =
1− 2ε+ + O (ε2), we can check that the interior minimum is attained at
xm = X0 + εX1 + ε
2arctanh
√
1− 2α−3q(−1) − 2arctanh
√
1− 2α+3q(1)√ + O (ε2),q(X0)
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with critical value
u(xm) =m0(−1,1,α−,α+)
× exp
( 1∫
−1
−
√
q(y)
2ε
dy + 2arctanh
√
1− 2α−
3q(−1) + 2arctanh
√
1− 2α+
3q(1)
+ O (ε)
)
.
Fig. 3 represents this case where we have an asymptotic symmetric solution of the transformed Car-
rier’s equation for suﬃciently small ε. Here xm = O (ε2) and α− = α+ = 1+ ε2.
Case (ii). Two interior local minima and one interior local maximum. Denote the locations of the
interior minima by xm , xm˜ , where xm < xm˜ , and the location of the maximum by xM with values
m, m˜ and M respectively. Without loss of generality, we assume that xM  0. Then applying (3) of
Corollary 3.1 with a = −1 and b = xM , we must have m = O (e−1/(2ε)). Consequently from (3.4) we
can write
m˜2 = 6εq′(xM)
[
1+ O (m˜)]+ O (ε2). (4.12)
Again applying (3) of Corollary 3.1 with a = xM and b = 1, we obtain
m˜ = O (1)exp
(
− 1
2ε
1∫
xM
√
q(y)dy
)
. (4.13)
For a further detailed discussion, we consider a special case where q satisﬁes (1.2) and is given by
{
q(x, ε) = q0(x) + ε2q1(x) + O
(
ε4
)
,{
z ∈ [−1,1] ∣∣ q0′(z) = 0}= {−1,0,1}, q′′0(±1) > 0, q′′0(0) < 0. (4.14)
Note that the q in Carrier’s equation satisﬁes these properties for suﬃciently small ε.
Consider the two situations:
(1) xM is bounded away from 1 for all ε ∈ (0, ε0). Then m˜ = O (e−(1−xM )/ε) and m˜ < ε for suﬃ-
ciently small ε. Hence, it follows from (4.12) that q′(xM) = O (ε). Thus, the only possible location of
xM is near the point t where q′(t) = 0. Since xM  0 and is bounded away from 1, we conclude that
the only possible location of xM is near 0. Additional analysis shows us that q′(t) = 0 and q′′(t)  0
are suﬃcient conditions for this case to occur. Indeed, when q′(xM) = O (ε), the next order expansion
is
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m˜2 = 6εq′(xM) − c2ε2q′′(xM) + O
(
ε3
)
, (4.15)
where c2 is a positive constant (see Appendix A for a proof).
(2) xM is close to 1. Since q′(1) = O (ε2), we have q′(xM) = −(1 + o(1))q′′(1)(1 − xM) + O (ε2).
Hence (4.12) can be written as
m˜2 = −6εq′′(1)(1− xM)
(
1+ o(1))[1+ O (m˜)]+ O (ε2). (4.16)
Note that since q′′(1) > 0 and 1/q′′(1) = O (1), (4.16) will give us a contradiction if 1 − xM >
2Kε/6q′′(1), where K > 0 has been deﬁned at the end of Section 1. However if 1− xM  2Kε/6q′′(1),
then 1/m˜ = O (1) (follows from (4.13)) which would imply that our solution has many oscillations for
small ε, contradicting the existence of only three critical points. Thus, such a solution does not exist.
In Fig. 4 we have an asymptotic solution of the transformed Carrier’s equation with the same
boundary conditions as mentioned earlier. The only possibility is that xM = O (ε2), xm = −1+ ε− +
O (ε2) and xm˜ = 1− ε− + O (ε2), where ± have been deﬁned before.
4.5. Solutions with four critical points
Suppose that q is given by (4.14). Then one of the interior local maximum must exist near xM =
O (ε3). The solution has two pulses, one centered near the origin, the other centered either at −1 +
ε− + O (ε2) or at 1− ε+ + O (ε2). The two local minima are in an O (ε) neighborhood of zL and zR ,
where zL and zR are weighted averages of
√
q. In other words, zL and zR satisfy
zL∫
−1
√
q(y) = 1
2
0∫
−1
√
q(y)
and
zR∫
0
√
q(y)dy = 1
2
1∫
0
√
q(y)
respectively. The two possibilities that can occur in the transformed Carrier’s equation for ε small in
this situation are shown in Fig. 5.
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4.6. Solutions with u possessing N spikes for a given N independent of ε
Let q satisfy (4.14). Ai studies this case in [1] for Carrier’s equation. He proved that the solutions
can have at most one oscillation near x = ±1 and the others are clustered near x = 0. We will not
deal with this case here.
Appendix A
The proof of (4.15) will follow from this appendix. Eq. (3.4) gives us a relation between the two
successive local minima. We will ﬁnd the next order term in (3.4) if q′(xM) = O (ε). First note that
writing 1= εu′/(√qρ) + O (ε), we have
xM∫
xm
(xM − x)
(
u2 −m2)= ε
xM∫
xm
[
1+ O (ε)] (xM − x)√
q
(u2 −m2)u′ dx
ρ(u,m,M)
= ε[1+ O (ε)]
xM∫
xm
xM − x√
q(x)
(
R
(
u(x),m,M
))′
dx
= −ε(1+ O (ε))
xM∫
xm
(
xM − x√
q
)′
R(u,m,M)dx = O (ε2).
Here in the second equation, the quantity [1 + O (ε)] can be taken outside the integral since the
integrand is nonnegative. Thus, if q′(xM) = O (ε), then
∣∣q′(x)∣∣ ∣∣q′(xM)∣∣+ q2(xM − x) = O (ε) + q2(xM − x).
Consequently,
∣∣∣∣∣
xM∫
xm
O (ε)q′
(
u2 −m2)
∣∣∣∣∣
xM∫
xm
O (ε)
{
O (ε) + q2(xM − x)
}(
u2 −m2)= O (ε3).
Thus, from (2.9), we have
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xm
q′
[
u2 −m2]
= εq
′(xM)R(M,m,M)√
q(xM)
− ε
xM∫
xm
(
q′√
q
)′
R(u,m,M)
{
εu′√
qρ(u,m,M)
+ O (ε)
}
+ O (ε3)
= εq
′(xM)R(M,m,M)√
q(xM)
− ε2
((
q′√
q
)′ 1√
q
)′∣∣∣∣
x=xM
R1(M,m,M) + O
(
ε2
) xM∫
xm
R1 dx+ O
(
ε3
)
= εq
′(xM)R(M,m,M)√
q(xM)
− ε2
((
q′√
q
)′ 1√
q
)′∣∣∣∣
x=xM
R1(M,m,M) + O
(
ε3
)
,
where
R1(v,m,M) :=
v∫
m
R(s,m,M)ds
ρ(s,m,M)
= O (v2 −m2), R1(M,m,M) = 2
3
M2(ln16− 1) + O (m).
Noting that
((
q′√
q
)′ 1√
q
)′∣∣∣∣
x=xM
= 2q
′′(xM)
q(xM)
− q
′(xM)2
q2(xM)
= 2q
′′(xM)
q(xM)
+ O (ε2)
and R(M,m,M) = 4M2/3+ O (m), we then obtain
1
M2 −m2
xM∫
xm
q′
[
u2 −m2]= 4+ O (m)
3
εq′(xM)√
q(xM)
− 4ε
2
3
(
ln16− 1+ O (m))q′′(xM)
q(xM)
+ O (ε3).
Thus, when q′(xM) = O (ε), Eq. (1.11) can be reﬁned as
M = 3
2
q(xM) − m
2
M +m −
2ε[1+ O (m)]q′(xM)√
q(xM)
+ 2ε2(ln16− 1+ O (m))q′′(xM)
q(xM)
+ O (ε3),
and then Eq. (3.4) will be reﬁned as
m˜2 −m2 = 6ε√q(xM)q′(xM)[1+ O (m+ m˜)]− 6ε2(ln16− 1+ O (m))q′′(xM) + O (ε3).
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