I. INTRODUCTION For designing communication systems, the electromagnetic characteristics of communication channel must be trustworthily known [1] . With computational simulations [2] , it is possible, for example, to determine the optimal position of the transmitting antenna to maximize the coverage area and to identify multipath phenomena calculating the power delay profile (PDP). This parameter can be calculated using the procedure given in [1, 3] , which avoids the use of deconvolution algorithms to obtain impulsive responses of the channel.
Based on the discone antenna in [4] which is electrically small, a new antenna was designed, built and used in the measurements presented in [3, 5] . Its straightforward numerical representation in such electrically large indoor environments is limited by computational restrictions when the standard 3D finite-difference time-domain (3D-FDTD) method [2] is used, even when a powerful computer cluster is used. It means that an extremely high number of Yee cells [2, 6] would be required for modeling the entire environment containing the antenna if a globally uniform grid is used. Alternative solutions would be using locally non-orthogonal or locally refined orthogonal grids [2, 6] , which can be, respectively, mathematically intricate [7] or numerically demanding because stability is usually achieved using considerably small time steps [2] .
In this paper we introduce an equivalent FDTD representation of the discone antenna, which is used as transmitter and receiver, in such a way that most of its characteristics (polarization, operating frequency band and radiation patterns) are approximated using a globally coarse grid, thus preserving
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Profile Using Equivalent Antenna Representation in Uniform FDTD Lattices the simplicity, elegance and the original efficiency of Yee method. In addition, the introduced procedure significantly simplifies computer implementation because complications inherent to nonuniform or non-orthogonal grids are circumvented [2, 6] . With the proposed approach, the obtained numerical results characterizing the indoor environment become much closer to the experimental data than the numerical results presented earlier in [3] .
II. MEASUREMENT ENVIRONMENT A. Indoor environment
In Fig. 1 , we show the indoor environment used for performing experimental and numerical analyses of time spread parameters of electromagnetic signals. It is a corridor on the second floor of the building Cardeal LEME at PUC-Rio university. During experiments, a vector network analyzer was used as a transceiver exciting 1601 sinusoidal carriers uniformly separated by approximately 0.53 MHz in the frequency band ranging from 950 MHz to 1800 MHz, as presented in [3, 5] . A descriptive list of the parameters of the measurements is given in Table I . 
B. Numerical modeling of environment
In our computer representation of the environment defined by the floor plan in Fig. 2 , most objects were modelled for signal prediction. Electrically small objects, as the fire extinguisher and the coffee machine, are also considered in our numerical FDTD model. In Table II , the dimensions and electromagnetic characteristics (relative permittivity and conductivity σ) of each object considered in the simulation can be seen. The FDTD representation of the environment was developed using the software SAGS [8] . The polyhedral beam-tracing model follows [3, 9] . For the FDTD model, the parameters in Table II were set individually for each field component in Yee's cells to properly define each dielectric or conducting block forming the indoor scenario. The discretization is uniform throughout the environment and it is based on cubic Yee cells with 3 cm-long edges (=3cm). The total FDTD mesh size is 3120×520×175 and the time step was set to 99% of Courant's limit [2] .
FDTD and PBT models were applied to the environment shown in Fig. 2 with the parameters of Table   II . As previously discussed, there are issues for representing computationally the discone antenna geometry of Fig.3 (a) using the standard 3D-FDTD method for the electrically large problem. Thus, an equivalent representation of the antenna is suggested for modeling the device in uniform FDTD lattices (Fig. 3c ). . The Gain of the discone antenna used in PBT model of [9] , calculated for several frequencies using method of moments (MoM). representing the small features of the device, but this would force substantial reduction of the time step t (which must be avoided) [2] . Although the minor geometric details are not extremely important (for the considered electric lengths), larger details must be geometrically approximated in order to produce properly approximated radiation patterns. That is why the proposed model has the shape shown in Fig.3 (c). However, because =3cm, this representation is larger than the original antenna. Thus, in order to reduce its electric length, capacitors have been used for compensating for the reactive impedance, which is inductive. Clearly, the antenna polarization is preserved in the equivalent model.
To compare the equivalent representation and the real discone antenna, we have calculated the return loss RL given by
In (1), Z S is the load impedance (50 Ω) and Z is the impedance of the simulated antenna obtained through point-by-point division of the Fourier transforms of voltage ( ) and current ( ) in a discrete frequency spectrum. Mathematically, one has
The voltage V(t) is the excitation pulse, which is a function of time t ( Fig. 6(a) ). The voltage is imposed by exciting the z-component of electric field between the terminals (in the gap) of the antenna ( Fig. 3(c) ). The source is implemented by setting E z source = V(t)/, where  is the FDTD spatial increment (cubic Yee cell edge length). The pulse V(t) is a Gaussian monocycle function (time derivative of a Gaussian pulse) given by
where = 1 and = 6.53846 × 10 −10 s are the pulse amplitude and width, respectively. As it can be seen in Fig. 6 (a), the pulse has duration of approximately 0.85 ns. The frequency range of the excitation signal in Fig. 6 (b) contains significant power in appropriate frequency band between 950
MHz and 1800 MHz. The current is calculated in one of the antenna rods, in the cell neighboring the electric field excitation cell (antenna's gap), by evaluating the curl of magnetic field around the cylindrical rod, which is multiplied by the area of the face of secondary Yee's cell [2] orthogonal to the referred rod.
With this data, it is possible to determine the return loss of the preliminary dipole antenna. The antenna return loss is below -2 dB (black solid line) in the desired frequency range, as shown by Fig.   7 (a). This value is above the value produced and measured for the real antenna. Thus, adjustments for this preliminary antenna are important for providing a return loss profile similar to those shown by It is known, from physics, that reducing the length of the antenna would displace the return loss point of minimum to a higher frequency, as required. However, this adjustment would also lead to very small Yee cells in classic FDTD method, increasing computational demands. Furthermore, local grid refinements (around the antennas) would impose the use of exceedingly small time steps [2] .
Numerous tests were conducted considering adjustments to the model proposed. The goals are to make the simulated antenna to provide a return loss profile under ̶ 4 dB or ̶ 6 dB (as it is expected for indoor applications [10] [11] [12] [13] and to approximate the gain of the equivalent antenna to the gain of the antenna used in experiments. For this purpose, the model shown in Fig. 3(c) is proposed. For representing the metallic parts indicated in Figs. 3(a) and 3(b), we have included cubic metallic blocks in the equivalent model illustrated by Fig. 3(c) . Two syntonizing capacitors, modelled using the technique described in [14] , are incorporated between the rods and the metallic blocks, as shown by Fig. 7(a) ). The highest value used for the radius of the rod, which provides precision of the simulations and minimizes the return loss, is 12.65 mm.
The antenna used in the experiments is 15.6 mm in length ( Fig. 3 (a) ). However, the spatial step of the FDTD lattice was set to 3 cm due to computational restrictions imposed by the indoor environment. Thus, the equivalent model has a length of 21 cm as shown by Fig. 3 (c) and, for this reason, the capacitors are also necessary for reducing the electrical length of the model, as it is illustrated in Fig. 7(a) .
The solid lines in Fig.7(a) The modeled antenna provides return losses of less than -10 dB, for approximately 35% of the frequency range of interest, as it can be seen in Fig. 7(a) . For broadband antennas, it is suggested in [9] to consider the value of -6 dB as a threshold in the study of return loss in the frequency range considered. The suggested antenna has 83% return loss below -6 dB. In addition, the entire return loss profile is under -4 dB for the band of interest [12] [13].
Finally, by comparing Figs. 4 and 7(b), it can be seen that the gain obtained using syntonizing capacitors of 0.5 µF for the proposed antennas agree well with those obtained for the discone antenna in [3] . We see that for 1 GHz and 1.1 GHz, the approximately omnidirectional profile is preserved by the equivalent model. Also, for 1.5, 1.7 and 1.8 GHz, the oscillations seen in gain profiles of Fig. 4 are represented reasonably well by the equivalent model, as shown by Fig.7 (b) .
IV. SIMULATION AND EXPERIMENTAL RESULTS
For simulations of the environment depicted by Fig. 2 with the 3D-FDTD method, more than 32 GB of RAM were necessary. The used computer system is a Beowulf cluster [15] However, the use of non-uniform FDTD lattices with very small cells would require a much larger simulation time than the processing time necessary to conclude the FDTD simulation with the equivalent antenna representation proposed in this work. This is mainly due to the mandatory significant reduction of time step [2] .
In order to validate the proposed FDTD equivalent antenna representation, and because it is not possible to resolve problems modeled with 3D-FDTD without using a radiator as well as it is not feasible to model an isotropic source [2] , we used the polyhedral beam-tracing method (PBT), which was previously validated in [3] with excitation by an isotropic radiator. PBT is a frequency domain method, which is described in [3, 9] . The PBT model ran on a notebook equipped with a 2.0 GHz
Intel Core 2 Duo processor with 1.0 GB of RAM. The Windows 7.0 operating system was employed.
The processing time was 44.2 and 42.1 minutes for simulations with non-isotropic and isotropic antennas, respectively. The higher FDTD processing time compared to PBT is expected since in FDTD one needs to discretize the entire environment using electrically small Yee cells. In addition, all the six field components are calculated in each Yee cell for every discrete advance in time.
A. Analysis of the measured data
According to the configuration of the measurement campaign described in Section II, amplitudes and phases of the signals were obtained for several points in the frequency band of interest (950-1800MHz). These values are used to calculate the power delay profile [1] at the transceiver positions (Fig. 2) . The power delay profile measured at the first position (receiver Rx positioned one meter away from the transmitter Tx) is shown in Fig. 8 and displays several reflection peaks. These peaks can provide locations of specific objects in scenario. Locations can be determined by estimating the time that the signal needs to propagate from the transmitter to a reflecting object and finally arrive at the receiving antenna. Therefore, one can relate the time at which a peak is observed to walls and other objects in the environment shown in Fig. 2 . In Fig. 8 , the first peak is due to direct wave incidence (the signal propagates directly from the transmitter to the receiver). The second peak arrival time at the receiver was observed to be 40 ns. This time defines a total propagating distance of 11.96 m. This distance is likely to be associated with signal reflected in the stairs which are on the left side of the receiver (Fig.2) . Finally, in Table III we have estimated associations of the other peaks of the signal shown in Fig. 8 with the scattering objects in the environment. 
B. Simulation results
In order to obtain the time domain power delay profile from transient FDTD signals, it is necessary to implement a frequency-domain deconvolution algorithm to process the received signal.
Specifically, calculations are partially performed in frequency domain (using Fourier transforms) for determining the channel transfer function ( ) from the time domain voltages obtained between the terminals of the transmitter (Fig.3) and between the terminals of the receiving antenna. The voltages were calculated across the respective antennas' gaps. Since the return loss is a measure of the quantity of power returning to the source, we can say that, with an adequate interpretation, it can indicate the amount of the power radiated by the antenna in a given frequency (considering Joule effect negligible). In addition, because the indoor environment can be considered as a linear system, from the physical point of view, it is easy to see that the amount of power radiated by the antenna for a given frequency is, in fact, not important for obtaining H(f) and consequently not important to define PDP. However, from the numerical point of view, if the amplitudes of the fields at a given frequency are too low at the receiver, rounding errors on numerical evaluations can produce incorrect values for H(f). For this reason, the return loss of the equivalent transmitting antenna must be under -4 dB for the entire band of interest for ensuring that the signal reaches the receiver with appreciable amplitudes in order to avoid rounding problems. This also means that obtaining a specific profile of the return loss is not essential because H(f) is a relative quantity.
For the point Tx 1 in Fig. 2 , the results obtained using the 3D-FDTD and PBT methods are compared with the experimental curve for power delay profile in Fig. 9 . It can be seen in this figure that when the proposed antenna model is used in the receiver at Rx 1 , the FDTD method can reproduce most of the peaks shown in Fig. 8 . The layout of the environment directly affects the amplitude and position of the peaks obtained in the simulation. When the receiving antenna was removed, certain peaks were inappropriately amplified (e.g. between 50 and 100 ns) and other were also improperly attenuated (e.g. in the interval between 275 and 300 ns). This is strongly related to the radiation pattern of the modeled receiving antenna, which is similar to the radiation profile of the discone antenna, as one can see in Figs. 4 and 7(b) . For the PBT results without antenna (Fig. 9b) , we see that some peaks are reproduced properly. However, for t > 50 ns, power delay profile is below the experimental and FDTD curves. The average amplitude displacement is approximately -10 dB. This is explained by the fact that the transmitting and receiving antennas were not considered in the present PBT model simulation, differently from that performed in [3] . Consequently, each ray that goes out from the transmitter in different directions (or arriving at the receiver) endures a 0dbi gain for all frequencies and directions. When the transmitting antenna is absent, PBT results are equivalent to those produced by using an isotropic radiator. However, when the antennas gain is considered in PBT (Figs. 9b and 9c) , the PDP amplitudes behave as if they were the moving average values of the measured PDP amplitudes. Notice that the numerical results in Fig. 9 that best fit the experimental curve is obtained with 3D-FDTD models in which the transmitter and receiver antennas are simultaneously included. Observe that performing 3D-FDTD simulations without antennas is not possible [2] . It is worth to notice that for Therefore, multipath amplitudes were not detected due to the limited rays interaction with the environment's objects.
The simulated and measured parameters of the temporal fading are shown in Table IV PBT results in Figs. 9 and 10 lead to interesting conclusions regarding the impacts of the shape of the equivalent antenna used in FDTD method. With PBT, we can model an isotropic source [9] . Of course, radiation level is considered to be identical in every direction and for every frequency considered (specifically, electric field is considered to always have unitary amplitude). The transmitter is transparent: when electromagnetic field reflects in an object and returns to the source, the field unimpededly goes through it. For the case in which a more realistic antenna is considered in PBT, radiation levels are corrected for each direction and for each frequency. However, the antenna itself is also considered to be transparent [9] . In these PBT cases, even when the transparent antenna model is employed (which is evidently not the case of experiments), we see in Figs (Fig. 7) . As previously discussed and predicted, radiation characteristics are more important than representing in details the shape of the antenna for this kind of problem. The equivalent antenna model cannot be electrically very large, otherwise reflections can be appreciable and substantially modify the results and radiation characteristics can be drastically affected. 
V. CONCLUSIONS
In this paper, indoor power delay profile is calculated using the classic FDTD method. In order to minimize processing time and the computational requirements for simulating the electrically large indoor environment analyzed, a coarse uniform FDTD grid is employed. Experiments were performed using a discone antenna. This antenna has electrically small geometric features, which cannot be represented with the coarse FDTD lattice. It is shown that, for this kind of numerical analysis, representing these features it is not required. The most important aspect is to replicate the radiation
