A trainable recurrent neural network, Simultaneous Recurrent Neural network, is proposed to address the scaling problem faced by neural network algorithms in static optimization. The proposed algorithm derives its computational power to address the scaling problem through its ability to "learn" compared to existing recurrent neural algorithms, which are not trainable. Recurrent backpropagation algorithm is employed to train the recurrent, relaxation-based neural network in order to associate fixed points of the network dynamics with locally optimal solutions of the static optimization problems. Performance of the algorithm is tested on the NP-hard Traveling Salesman Problem in the range of 100 to 600 cities. Simulation results indicate that the proposed algorithm is able to consistently locate high-quality solutions for all problem sizes tested. In other words, the proposed algorithm scales demonstrably well with the problem size with respect to quality of solutions and at the expense of increased computational cost for large problem sizes.
Introduction
Higher-level intelligent systems typically possess ability for dynamic optimization. Another very significant element of a higher-level intelligent system is the ability to "learn".
Intelligent systems that can effectively learn and, through which, acquire higher levels of intellectual capacities are more likely to successfully address the challenges inherent in stochastic real-world environments. Currently, Genetic Algorithms and heuristic-based search algorithms, neither of which is learning-based, offer the most promising approaches to address large-scale static optimization problems within reasonable computational cost limits [Chellapilla and Fogel, 1997; Grotschel and Holland, 1991] . However, their inability to adapt through learning seriously diminishes their utility for deployment as a building block in static optimization, to which a dynamic optimization problem leads.
Artificial neural networks (ANN), as static optimizers for large-scale problems and as systems that can be trained, are real contenders against existing non-learning search algorithms since ANNs possess the potential to contribute towards solving challenging dynamic optimization problems. However, a survey of literature indicates that among significant studies reported, practically all artificial neural network algorithms, which were applied to static optimization problems, were preprogrammed [Smith et al., 1998; Cichocki, 1993] : no training procedure was applied to adapt weights of the networks.
The Hopfield network (HN) and its derivatives are perhaps the most widely used ANN algorithms that address static optimization problems; they topologically belong to the class of single-layer, relaxation-type recurrent ANNs. The HN derivatives rely on gain scheduling as in simulated annealing, network with nodes modeled by lossless integrators, network of nodes with unipolar activation functions, network with additive uncorrelated noise with zero mean and a variance gradually decreasing in time, mean-field theory network, and mean-field annealing network, among others.
Studies for particularly large-scale static optimization problems using artificial neural networks, especially the HN and its derivatives, are scarce in the literature [Smith et. al., 1998; Matsuda et. al., 1998; Gall et. al., 1999] . In the case of the TSP, most reported studies consider the 100-city problem as the norm to demonstrate the validity of the research findings. This creates a reasonable degree of uncertainty if the proposed algorithms, which deliver good performance for 100 or 200 cities, will be able to scale well for much larger problem sizes. Specifically, maintaining the quality of solutions consistent as the problem size increases is of primary interest and concern when assessing the scalability property of a given neural optimizer algorithm.
A typical search session for the HN and its derivatives is likely to include numerous relaxations. A relaxation starts with initialization of the parameters associated with network dynamics, continues with updates of dynamic system states/outputs, and concludes upon convergence of network states/outputs to a stable equilibrium point, assuming at least one exists. After each unsuccessful relaxation, the network is simply reinitialized for the next relaxation, ignoring the experience associated with the already completed relaxation. The HN and its derivatives lack a mechanism to incorporate the experience gained following the previous relaxation cycles. In other words, they do not employ any learning that allows the neural search algorithm to benefit from the results of prior relaxations, since weights are preprogrammed and not modified afterwards.
A learning-based recurrent neural search algorithm is expected to offer significant performance improvements over a non-learning based algorithm. One such neural paradigm, the Simultaneous Recurrent Neural network (SRN) [Werbos, 1992 and 1994; Pang and Werbos, 1997] incorporates powerful features: it is a recurrent algorithm with relaxation search capability, while also being trainable. The Simultaneous Recurrent Neural network has the potential to develop, through "learning", the ability to address the computationally challenging task of large-scale static optimization. This forms a very important first step towards eventually addressing dynamic optimization problems through algorithms that can formulate learning-based solutions.
This study proposes using a learning-based artificial neural network algorithm, the Simultaneous Recurrent Neural network, to address large-scale static optimization problems.
Existing neural optimizer algorithms are either trainable feedforward architectures or recurrent architectures with preprogrammed weight structures. The novel contribution of this study is using a neural network that is both trainable, and at the same time recurrent, to address large-scale static optimization problems.
Simultaneous Recurrent Network
A Simultaneous Recurrent Network (SRN) is an artificial neural network [Werbos, 1994; Pang and Werbos, 1997] with the graphical representation as in Figure 1 . The system has external inputs in the form of a vector x, a feed-forward vector function F, (any feed-forward network, including the multi-layer perceptron, is appropriate), outputs in the form of a vector z, and a feedback path which copies the outputs to inputs without a time delay.
The feed-forward network F will also induce a weight matrix W, which represents the interconnection topology of the network. The network, starting from an initial state as indicated by the initial value of the output vector, will iterate until the output vector z stabilizes and converges to a stable point given that one exists. In other terms, an SRN is based on a feed-forward network with simultaneous feedback from outputs of the network to its inputs. An SRN exhibits complex temporal behavior: it follows a trajectory in the state space to relax to a fixed point. One "relaxation" of the network consists of one or more iterations of output computation and propagation along the feed-forward and feedback paths until the outputs converge to a stable equilibrium value.
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where x and W are the external inputs and weights, respectively and ẑ is the equilibrium value of z e.g.:
which can be computed by the following iteration
where F is a feedforward network and n is the iteration index with very fast computation cycles compared to feedback delays found in time-lagged recurrent networks.
The network is provided with the external inputs and initial outputs, which are typically assumed randomly in the absence of a priori information. The output of previous iteration is fed back to the network along with the external inputs to compute the output of next iteration.
The network is allowed to iterate until it reaches a stable equilibrium point, assuming at least one exists. External inputs are applied throughout the complete relaxation cycle. When a stable equilibrium point is reached, the outputs stop changing (i.e. the output value of ) 1 ( + n z is almost equal to or very close to ) (n z ). It is important to note that the feedback from the output layer to the input layer in SRN is not delayed: the feedback is, theoretically speaking, simultaneous.
SRN As A Static Optimizer for the TSP
The Traveling Salesman Problem (TSP) was chosen as the benchmark for the performance evaluation of the SRN because it is representative of NP-hard optimization problems. In the TSP, a salesman spends his time visiting N cities (or nodes) cyclically. In one tour, he visits each city just once, and concludes where he starts. The goal is to find the order he should visit the cities to minimize the total distance traveled. Selection of the TSP as the benchmark is appropriate because almost all non-learning neural search algorithms fail to deliver acceptable quality solutions with reasonable computational cost and time for large-scale variants of this problem.
SRN Topology for the TSP
An N-city TSP is represented by an N×N array, where each row represents a different city and each column represents the possible positions of the cities in the path. In order to represent an N-city TSP using the SRN, the feedforward network F in the SRN consists of two layers. The output layer is an N×N matrix of nodes, with each row representing a city and each column representing a possible position in the path. Additionally, there is a single layer of hidden nodes. In the TSP, the inputs to the problem are the distances between the cities, represented by the cost matrix. As presented in the next section, the cost matrix is used in the calculation of the error function of the training algorithm. Since the cost matrix is used as an input to the error function, it does not need to also be included as an external input to the SRN. Therefore, in the case of the TSP the external inputs x in Figure 1 are not applied to the network.
The SRN for the TSP consists of a two-layer network with a relatively small number of hidden nodes and an N×N array of output nodes, with a recurrent connection between the nodes in the output layer and the hidden layer. Since no external inputs exist, the network is simply initialized with small random values for the weights and the outputs z and allowed to relax. Once the network converges to a fixed point, the solution computed by the network is considered to have materialized. It is of no relevance the trajectories the neural network dynamics follow in the phase space. The fixed points/stable equilibrium points the trajectories lead to are the computationally useful entities for the TSP. After the outputs of the network converge to a fixed point, the outputs can be compared against problem-specific error function and the weights modified using a suitable learning algorithm. 
where j y is the output of j-th neuron in hidden layer, J is the node count in hidden layer, ij p is the forward weight from j-th neuron in hidden layer to i-th neuron in output layer, N×N is the dimensions of the output array, and f is continuous, differentiable function typically a sigmoid with a steep slope (for combinatorial optimization problems). Similarly, for a neuron j y in the hidden layer, the dynamics is defined by
where i z is the output of i-th neuron in output layer, J is the node count in hidden layer, ji v is the backward weight from i-th neuron in output layer to j-th neuron hidden layer, N×N is the dimensions of the output array, and f is a continuous and differentiable function, typically a sigmoid with a steep slope. 
where i and j are the indices for rows and columns, respectively, m is the index for rows of the network,
is the stable value of mj-th neuron output upon convergence to a fixed point, and g col is a positive real weight parameter. When each column of the output matrix has exactly one active neuron, this error term will be zero. The first summation over the indexing variable i is included because the error function needs to be defined for each neuron in the output layer.
Similarly, the error term for the row constraint is given by
where, i and j are the indices for rows and columns, respectively, of the network, n is the index for columns and g row is a positive real weight parameter. This error term will have a value of zero when each row of the output matrix has exactly one active neuron. Again, the second summation over the index variable j is included since the error function needs to be defined for every ij-th neuron in the output layer.
An error term is also introduced that forces the neuron outputs to limiting values of 0.0 or 1.0 as
where α and β are constants and The error term associated with the distance between the cities can be formulated as
where d im is the cost associated with the path from city i to city m and g dis is the positive real weight parameter for this constraint. For each neuron z ij , the index m searches each neuron in the (j+1)st column, indicated by the z m(j+1) term. If both neurons are active, the distance from city i to city m, d im , will be included in this error term, where the minimum value is achieved if the total distance of the path is minimum.
The total error function E is the sum of each individual error terms defined by
In order to converge on a valid and good (with minimum total distance) solution for the TSP, the state space portrait of the SRN must be changed by moving the fixed points towards preferably good solutions of the TSP. This is accomplished by altering the weights of the network using a training algorithm. To train the SRN, recurrent backpropagation (RBP), a variant of the traditional backpropagation algorithm, is used. This is a gradient descent learning method for recurrent neural networks, which reshapes the state space portrait of the network based on a defined error measure.
The full derivation of the RBP algorithm can be found in [Pineda, 1987; Werbos, 1988] . The RBP training algorithm requires an adjoint network, which is topologically identical to the SRN except all signal directions reversed, to be set up and relaxed to compute updates for the weights of the SRN. The adjoint network accepts the error, which is computed using the stable values of neurons in the output layer of the SRN upon convergence to a fixed point, as external inputs to neurons in the input layer, which is the output layer for the SRN.
The RBP training algorithm for the SRN is implemented as follows. Upon convergence of the SRN dynamics to a fixed point, error values for output nodes need to be computed. The error for an output node is computed by the following formula:
where ( ) ∞ i z is the stable output value of i-th neuron in the output layer upon convergence to a fixed point with
and i is the desirable value of the i-th neuron output.
Next, an adjoint network, the topology of which is identical to that of SRN with all signal directions reversed, i.e., ij-th element of the forward/backward weight matrix for the adjoint network is equal to ji-th element of the forward/backward weight matrix of the SRN, respectively, and output/input layers relabeled as input/output, i.e., z y ← Noting that local stability of the SRN dynamics is a sufficient condition for the convergence of the adjoint network dynamics [Pineda, 1987; Almeida, 1987] , once the adjoint network converges, weight updates can be computed as
for the forward and backward weight matrix entries, respectively, where η is the learning rate and f ′ is the derivative of the function f.
Parameter Definitions for SRN and RBP
Many different variables exist in the SRN and the RBP training algorithm that can affect the ability of the network to converge, the speed of finding a solution, the ability to find a solution, and the quality of the solution to the TSP, among others. Within the architecture of the SRN itself, several choices have to be made. The structure of the network F can be any feedforward network. In this case, a multi-layer perceptron (MLP) with one hidden layer and output layer, which corresponds to a minimal topology, was chosen. For both layers of the SRN, neuron activation functions were modeled with unipolar continuous sigmoid in the range of [0.0,1.0] with a relatively large steepness value of 100.
Another empirically determined parameter is the number of nodes in the hidden layer, which can have a drastic effect on the speed of convergence of the network. A twofold increase in the number of hidden nodes will double the number of weights from the hidden layer to output layer and from the output layer to hidden layer as well, which also doubles the memory requirements. This in turn increases the number of calculations required as well as leading to longer relaxation times along with larger number of relaxation counts to locate a solution. The choice of five hidden layer nodes provided reasonable relaxation times and counts to compute a solution while keeping the memory requirements manageable.
The weights and outputs of the SRN also need to be initialized. Small random numbers, uniformly distributed in the interval [-0.2,0.2], were used to initialize the two weight matrices, P and V. The outputs of the SRN were initialized to uniformly distributed random values in the interval [0.0,1.0]. Once the training began, the outputs were not re-initialized subsequent to each relaxation during the training: simply the previous outputs were used.
The error function includes several weight parameters that affect the scaling of each individual error term. It was empirically determined that the precise values of these parameters had little effect on the network, but the ratio between the parameters did. For example, the normalized row and column error terms were roughly 10 to 50 times larger than the distance error term at the start of training. In order to keep the row and column terms from monopolizing the total error, the distance weight parameter was initialized to be 10 times larger than other weight parameters.
Additionally, the weight parameters need to be incremented during the training process. If the parameters are not incremented, it was found that the training algorithm fails to find a solution. After a number of iterations, the training fails to provide improved results. By incrementing the weight parameters every so many iterations, the algorithm does eventually converge on a solution. Incrementing the weight parameters introduces two additional variables to the problem: the amount of the increment, and the frequency of increment.
Incrementing the parameters by small values, on the order of 0.004, provided good results.
Incrementing the parameters every five relaxations provided the quickest convergence towards a solution. Incrementing the parameters more frequently sped up the algorithm, but five relaxations was found to be the lower limit on this variable before the algorithm again failed to converge.
The values of the parameters can have a drastic effect on the quality of solution and the time it takes to converge. If too much emphasis is placed on the row and column error terms, a solution will be found quickly, but the path length will only be average. If too much emphasis is placed on the distance term, the path distance may become very small, but a valid path that satisfy the row and column constraints will not be found after very many iterations. The values in Table 1 may not be the best or even a good solution. This is the only criterion available to use, however. It is important to keep in mind that further training past this point could achieve a better solution, especially depending on the weight parameter values.
Simulation Study Results
Simulations were performed for problems sizes of 100 to 600 cities in increments of 100 cities. The distances between the cities, or the cost matrix, were initialized with uniformly random numbers in the interval [0.0,1.0]. It is noted that a random choice of a path should result in an average distance of 0.5 between any two neighboring cities. The diagonal elements of the cost matrix were set to 1.0, which represents the maximum distance, to prevent looping from one city to back to itself. The simulations were performed on a Sun Ultra 10 Workstation with dual 300MHz CPUs and 1.2 GB RAM, running SunOS 5.7.
Table 2 below shows the simulation results. To determine the computational time, the UNIX command timex was used. From this, the total user time and the total system time were added together. The sum of these values gives the total CPU time used by the process, which is invariant to other processes running in the background. There are two important observations that can be made based on the data in Table 2 : the quality of solutions found for any problem size is comparably much better than that of expected value of a randomly chosen solution, and the quality of solutions does not deteriorate as the problem size is increased from 100 to 600 cities. The significant implication is that the SRN is a "good" neural optimizer for its ability to compute highquality solutions and that the SRN also offers ability to scale up with the increases in the problem size in terms of its ability to deliver consistently high quality solutions.
Comparative Performance Assessment
The TSP was extensively studied in the combinatorial optimization field as a benchmark problem. Non-neural search algorithms employing heuristics report success for large-scale problems for both the quality of solutions and computational efficiency [Shutler, 2001; Grotschel and Holland, 1991] . Genetic Algorithms (GA) are among the most computationally efficient and effective (computational promise to locate nearly global optima) solution algorithms for the TSP [Chellapilla and Fogel, 1997] . Concurrent efforts to solve the TSP using neural algorithms employed Hopfield recurrent networks and its stochastic derivatives, i.e. Mean-Field Annealing, and Boltzmann Machine, as well as derivatives of self-organizing neural networks [Gee and Prager, 1995] . One important common feature, or shortcoming, of all these algorithms is the fact that they are all nonlearning: they do not have the ability to improve their performance based on the experience.
Furthermore, in the case of heuristics-based search algorithms, these algorithms are not generalized search algorithms since heuristics are often problem-specific for maximum utility. Similar observations apply to self-organizing neural networks since these algorithms are highly specialized for a given problem without much potential for general applicability to a class of problems.
The Hopfield network and its derivatives are frequently used to address optimization problems. The Hopfield network is a single layer, fully connected relaxation-type network.
In previous studies [Serpen et. al., 2000; Gee & Prager, 1995; Smith et. al., 1998 ], its application to even small-scale TSPs produced mostly average-quality solutions. As the problem size increased to even 100 cities, the solution quality tended to average more markedly indicating the inability of the Hopfield network to scale to even moderately large problems.
The Boltzman Machine is a version of the Hopfield network with a stochastic search component. The Boltzman Machine suffers from the excessive memory requirement for large-scale problems. For an N-city problem, the network will require N 2 neurons and N 4 weights since each neuron is connected to every other neuron. For a 1,000-city problem, this is 1,000,000 neurons and 10 12 weights. This number of weights requires prohibitively large memory storage, in addition to tremendous computational power to allow this network to relax following a sequential annealing schedule and calculate the weight updates in a reasonable amount of time unless hardware realization of the algorithm becomes feasible.
Given the memory and computational time requirements of the Boltzmann Machine, simulation of the algorithm is not practical to empirically assess its true computational promise for large-scale problems as also the scarcity of such simulations reported in the published literature indicates [Gee and Prager, 1995, Smith et al., 1998 ].
Evolutionary computing is most likely the foremost field for computing the global optimum of a function [Werbos, 1999] . In order to facilitate a performance comparison between the SRN and the Genetic Algorithm, the GA was applied to the same TSP set [Geib, 2000] . The software used was the GAlib Genetic Algorithm package version 2.4.5 [Wall, 2001] , which was instantiated to implement a steady-state genetic algorithm, with 1% of the population replaced each generation. An ordered list of cities was used as the genome, and the genetic operator was an edge recombination crossover operator. Partial match crossover was also tried, but performed poorly. The population size was specified as 100. The population was allowed to evolve until the best solution from two consecutive populations was within a specified error tolerance of 0.01. Overall, the GA was able to compute better quality solutions than the SRN/RBP algorithm at a much less computational cost for up to 600 cities for the TSP [Geib, 2000] : the GA was able to locate solutions with normalized total distance in the range [0.7,0.15] for the same TSP instances.
Although the GA performed well for the relatively large-scale TSPs, a recent conjecture [Werbos, 1999] suggests that the GA is not likely to handle problems with a very large number of variables due to its lack of ability to adapt through learning.
Conclusions
The Simultaneous Recurrent Neural network with Recurrent Backpropagation training algorithm was able to find "good quality" solutions for large-scale Traveling Salesman Problem in the range of 100 to 600 cities. These "good quality" solutions for large-scale variants of the problem were obtained through increased computational effort. It is significant to note that SRN was able to locate a good quality solution after every attempt.
The computational cost required to employ the SRN as static optimizer algorithm appears to be relatively high. The initial and incremental values of the constraint weight parameters need to be determined heuristically and play very important role for properly guiding the training of the network. However, it was not very difficult to find initial values and the values for increments of these constraint weight parameters. The average normalized distance between cities of the travel path computed by the SRN was typically in the range of 0.25 to 0.35, which had an expected value of 0.50, and remained in the same interval as the problem size was varied from 100 to 600 cities. The Simultaneous Recurrent Neural network scaled well with the increase in the problem size at the expense of increased computational cost, which can potentially be overcome, if and when, the hardware realization of the algorithm becomes feasible.
This simulation-based study further indicated that the SRN trained with RBP as a static optimizer is a robust algorithm with respect to stability. For randomly specified initial weight matrix values and node outputs, the neural network dynamics converged to a stable point after every attempt for a large variation in constraint weight parameter values and problem size. The neural network algorithm demonstrated that the stability, in the sense of convergence to a fixed point following a relaxation, exists for the scope of experiments performed. This empirically observed feature might be a precursor to the existence of a Liapunov function for the SRN/RBP in a large subspace of the high-dimensional parameter/weight space. It is also reasonable to expect that incorporation of a stochastic element into the search process implemented by the SRN is highly likely to improve the quality of solutions possibly at the expense of increased computational cost.
Further research efforts will concentrate on developing mathematical insight into dynamic system properties of the SRN, which includes initialization of parameters and weights, the conditions for existence of stable equilibrium points, limitations and bounds on weight update formulae. More computationally efficient implementation of the training algorithm and testing the proposed algorithm on larger problem sizes (over 1000 cities) will also be pursued.
APPENDIX COMPUTATION OF ERROR FUNCTION FOR RECURRENT BACKPROPAGATION
The error function E is defined in terms of the error value for each individual neuron, e i , in the output layer by The derivative of the error term due to the distance/cost constraint in Equation 3d with respect to the w kl is given by ( ) 
