In the debate on acceptable levels of climate change, and for planning adaptation 39 measures, stakeholders need regional-scale climate projections including the range of 40 plausible warming rates. To assess the benefits of mitigation, it is important to 41 understand whether some locations may see disproportionately high or low warming 42 from additional forcing above targets such as 2 K 1 . There is an urgent need to narrow 43 uncertainty 2 in this nonlinear warming, which requires understanding how climate 44 changes as forcings increase from medium to high levels. However, quantifying and 45 understanding regional nonlinear processes is challenging. Here we show that 46 regional-scale warming can be strongly super-linear to successive CO 2 doublings, 47 using five different climate models. Ensemble-mean warming is super-linear over 48 most land locations. Further, the inter-model spread tends to be amplified at higher 49 forcing levels, as nonlinearities grow -especially when considering changes per K of 50 global warming. Regional nonlinearities in surface warming arise from nonlinearities 51 in global-mean radiative balance, the Atlantic Meridional Overturning Circulation, 52 surface snow/ice cover and evapotranspiration. In quantifying and understanding the 53 benefits of mitigation, potentially-avoidable climate change (the difference between 54 business-as-usual and mitigation scenarios) and unavoidable climate change (change 55 under strong mitigation scenarios) may need different treatments. 56 57 Linear assumptions affect stakeholder advice in various ways 1,[3][4][5][6][7] . Fast simplified 58 models 1,5,7 (especially integrated assessment models), for quantifying climate change 59 under many policy scenarios, often assume climate change is the same for each CO 2 60 doubling. Some studies make a less strong assumption: that regional climate is linear 61 in global warming 3,4,6 . Also, studies of physical mechanisms often explore just one 62 is like a local linear approximation to a curve). The importance of nonlinearity is 94 revealed in the relatively poor performance when the abrupt2xCO 2 response is used 95 instead ( Figure 1a) ; while for the middle of 1pctCO 2 (near 2xCO 2 ), the reconstruction 96 using abrupt4xCO 2 is much worse than that using abrupt2xCO 2 (compare Figures We compare temperature responses to a first and second CO 2 doubling. Current 114 linear methods that parameterise forcing (most integrated assessment and energy 115 balance models) assume that radiative forcing is exactly linear in log(CO2) -and 116 equivalently, that each CO2 doubling produces the same forcing change 1,5 . In 117
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66
To quantify nonlinearities, the linear response must first be carefully defined. Even in 67 a linear system the spatial patterns of climate change (per CO 2 doubling or per K of 68 global warming) can be different in different forcing scenarios or evolve during a 69
given scenario. This is because of different timescales of response within a system where CO 2 is increased by 1% per year, is also used. We start with results from the 83
HadGEM2-ES climate model. 84
85
The abruptCO 2 experiments are highly idealised. Therefore, we first show that their 86 behaviour is comparable to the more policy-relevant 1pctCO 2 experiment, and detect 87 nonlinearities in the 1pctCO 2 response. It is possible to use a simple linear 88 combination of abruptCO 2 responses to estimate climate change under a transient 89 forcing experiment 12, 13 . This linear method performs well when the end of the 90 1pctCO 2 experiment (near 4xCO 2 ) is reconstructed from the abrupt4xCO 2 response 91 (Figure 1b) . This shows that the abrupt4xCO 2 experiment features realistic physical 92 mechanisms. It does not mean that temperature responses are linear (conceptually, it 93 is like a local linear approximation to a curve). The importance of nonlinearity is 94 revealed in the relatively poor performance when the abrupt2xCO 2 response is used 95 instead ( Figure 1a) ; while for the middle of 1pctCO 2 (near 2xCO 2 ), the reconstruction 96 using abrupt4xCO 2 is much worse than that using abrupt2xCO 2 to the first doubling is given by abrupt2xCO 2 minus the pre-industrial control; that for 119 the second doubling by abrupt4xCO 2 minus abrupt2xCO 2 (both are averaged over 120 years 50-149). We quantify nonlinearities by the 'doubling difference': the response 121 to the second doubling minus that for the first ( Figure 2a) ; and the 'doubling ratio': the 122 second doubling divided by the first (Figure 2b ). Current linear models would have 123 zero doubling difference everywhere. 124
125
The doubling ratio in global-mean warming is 1.18 (the second CO 2 doubling 126 produces more warming than the first). Global-scale nonlinearity has been attributed, 127 in other models, to changes in water-vapor and cloud feedbacks, opposed by changes 128 in albedo and lapse-rate feedbacks [15] [16] [17] . In some climate models, variation in forcing 129 per CO 2 doubling would also affect the global doubling ratio [15] [16] [17] . Regional variation 130 in doubling ratio is broad, however: 5% of the land surface has a doubling ratio 131 outside the range 0.9-1.65 (Supplementary Figure 5a) . Gradients of the doubling ratio 132 across continents are strong (Figure 2b The final mechanism we study involves land evapotranspiration. Soil moisture-167 temperature feedbacks can be nonlinear 22 : feedback is small when soil moisture is 168 saturated, or so low that moisture is tightly bound to the soil (in both regimes, 169 evaporation is insensitive to change in soil moisture) 23 . Nonlinear behaviour could 170 also occur through the response of plant stomata (and hence transpiration) to 171 increased CO 2
24
, or through nonlinear precipitation change 25, 26 . To investigate this 172 type of effect, we calculate the ratio of mean surface sensible heat and mean surface 173 latent heat fluxes (the Bowen ratio) in the two abruptCO 2 experiments. Much of the 174 temperature nonlinearity over mid/low latitude land (Figure 2g ) is associated with 175 change in the Bowen ratio (see Figure 2h) . Regions where the Bowen ratio is 176 substantially larger at 4xCO 2 than at 2xCO 2 (red in Figure 2h ) have more restricted 177 evaporation: more incident heat is lost as sensible heat, causing further warming. This 178 does not occur where the Bowen ratio is already larger than 1 at 2xCO 2 (e.g. the 179 Sahara, where most turbulent heat is sensible even at 2xCO 2 ). These regions are 180 masked in Figure 2h warming under a business-as-usual scenario (over and above that in a mitigation 211 scenario) may be more uncertain than the warming under a mitigation scenario -a fact 212 missed by previous linear impacts assessments 1, 3, 4 . Secondly, different techniques 213 may be needed to reduce model uncertainty in these two aspects of climate change: 214 uncertainty from nonlinear mechanisms being relatively more important at higher than 215 at lower forcing levels. 216
217
The mechanisms of nonlinear warming identified in HadGEM2-ES also operate in the 218 other four models studied. All have a positive global-mean temperature nonlinearity 219 (Supplementary Table 1 All models ran a fixed-forcings pre-industrial control, and both abruptCO 2 259 experiments. Each abruptCO 2 experiment was initialised from the same point in the 260 control run, and CO 2 was abruptly changed (to twice pre-industrial levels for 261 abrupt2xCO 2 and four times for abrupt4xCO 2 ), and then held constant for 150 years. ) is described below. The small 274 global-mean nonlinearity associated with the AMOC is not scaled out here. This is 275 because the global-mean AMOC effect is included in Figure 2d approximately constant rate of forcing increase during the ramp-up period. As this 73 experiment takes 100 years to double CO2, the annual change in forcing is equal to 74 the abrupt2xCO2 forcing divided by 100. Therefore, the ratio
to 1/100 for the first 100 years (i.e. for i-j <= 99 in supplementary equation 1); and 76 equal to zero for the last 50 years (i.e. for i-j > 99). To obtain the warming at the end 77 of the scenario, we set i=149 (the scenario is 150 years long). Therefore,
is equal to 1/100 for j >= 50; and equal to zero for j < 50. 
Sea-ice non-linearity in HadGEM2-ES

95
The patterns of temperature nonlinearities over high latitude oceans (Figure 2e ) 96 correspond closely to nonlinearities in sea-ice cover (Figure 2f ). The scale in Figure  97 2f is reversed, because reductions in sea-ice cover tend to drive increases in warming. 98
Here we provide support for the nonlinear albedo feedback being a prominent driver 99 of high-latitude temperature non-linearity.. The main paper reports that, over about 30% of the land area, the model spread in 215 warming per K of global warming is more than 1.4 times larger for the second 216 doubling than for the first. In this section, we will address the possibility of the 217 inflation of model spread being an artifact of internal variability. 218
219
A difference in the standard deviation between two datasets can arise simply from 220 internal variability. This is because the climate state for each model is estimated from 221 the mean over a finite period. Even though 100-year means are used in this study, 222 internal variability may still play a role. Figures 6,7) . We also give doubling ratios for global-mean warming 264 (Supplementary Table 1 ). The spread in the AMOC nonlinearity is illustrated in 265 Figure 4a of the main paper. 266
267
As reported in the main paper, the patterns in albedo and evapotranspiration drivers 268 show significant spread across the models. Therefore, their contribution to the overall 269 uncertainty in warming for the second doubling may be substantial in the relevant 270 regions (see discussion on how nonlinearity influences uncertainty in the main paper). 271
The spread in the albedo driver (Supplementary Figure 6) may partly be associated 272 with errors in simulated pre-industrial sea-ice cover (we show above that the sign of 273 the nonlinearity is linked with the control sea-ice cover), so there may be potential for 274 reducing uncertainty using observations. Similarly, the spread in the 275 evapotranspiration driver (Supplementary Figure 7) 
