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Abstract 
Visible light communications (VLC) based on light-emitting diodes 
(LED) are receiving growing interest in academia and in industry due to its 
many desirable advantages: high data rate over unregulated broad spectrum, 
cost-effectiveness (data transmission achieved with little additional cost to 
illumination), security (no eavesdropping or jamming from outside 
intruders), and little electro-magnetic (EM) pollution. A vast variety of 
applications are being seriously explored for VLC, including vehicle-to-
vehicle communication using headlights and smart transport systems, 
indoor position detection and tracking, image sensor communication, and 
indoor video streaming. A big technical challenge for VLC is the need to 
suppress severe inter-symbol interference (ISI) and to avoid flicker during 
the data transmission. For this, researchers are seriously evaluating various 
communication technologies including orthogonal frequency division 
multiplexing (OFDM) mechanism and forward error correction (FEC) and 
run-length limit (RLL) coding strategies. This is also the primary purpose 
of this study. 
Our biggest contribution presented here is the construction of a new and 
innovative coding framework that provides a convenient way to construct 
highly efficient nonlinear trellis-based codes. The resultant code serves the 
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dual purpose of FEC and RLL control and can be efficiently decoded using 
a single soft-in soft-out (SISO) decoding algorithm.  
Our first development is a new trellis-based coding structure that is 
nonlinear, capable of RLL control and FEC capability, optimally decodable 
using linear-complexity trellis-based decoding algorithms and showing 
high flexibility in code lengths and cod rate. Even more exciting is that this 
framework allows us to control the reclusiveness of the nonlinear trellis 
codes. Since recursive codes are the necessary and unique building blocks 
for capacity-approaching (linear) turbo codes, we adopt the same parallel 
concatenation structure with random interleaving. With this, we further 
extend our nonlinear trellis coding framework to the even more powerful 
nonlinear turbo coding framework. Soft-iterative decoding algorithm 
based on BCJR algorithms is exploited, and extensive simulations are 
conducted. Evaluation of the proposed coding system on OFDM VLC 
channels demonstrate significant BER performance over the existing 
schemes. It should also be noted that in addition to powerful error 
correction, this code simultaneously provides the much needed RLL 
control without any rate degradation. The last feature is particularly 
desirable as conventional RLL codes are known to noticeably undermine 
the data throughput. 
Index Terms--- Visible light communication (VLC), Run-length limited code 
(RLL), Turbo code, OFDM 
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Chapter 1  
Introduction 
 
  1.1 Introduction to VLC Systems 
  Visible light communication (VLC) systems based on light emitting diodes (LED) 
are seeing very rapid development as a new broadband communication technology. [1-
10] For the past decade, LED lights have gradually become the dominant light source 
in the illumination market, due to its many advantages such as lower consumption, 
longer service life and less pollution. One key feature for LED lights that enables VLC 
is its capability to be turned on and off (or brighter and darker) at a frequency high 
enough to achieve meaningful data rate without jeopardizing the primary illumination 
functionality. The primary illumination functionality is unaffected because human eyes 
cannot perceive the amplitude change of light as long as the frequency of change is 
above the so-called flicker fusion threshold [1]. Hence, data transmission can be 
achieved as a free ride to illumination, which makes it a particularly cost-effective 
means for indoor communication.  
  A visible light communication system possesses several advantages compared to the 
traditional radio frequency (RF) communication and is therefore particularly useful for 
certain application scenarios. First, a VLC system provides a more secure means of 
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communication especially in an indoor environment. Since lights cannot penetrate 
through solid walls, the message-bearing signals are therefore kept indoors, completely 
eliminating the chance for eavesdrop from outside the room. For the same reason, VLS 
is also superior in anti-jamming and anti-inception as light signals cannot be jammed 
or blocked by exterior jammers sitting outside the room. Further, VLC is also fairly 
strong in anti-interference since two light sources will not interfere with each other if 
the messages they carry are different. Another desirable feature that is noteworthy is 
that the most of the visible light spectrum is unused and unregulated in communication 
applications. Last but not least, LED lights have reached such a high level of popularity 
that it is now being used in almost every electronic device including smart phones, 
televisions, pads and watches, electronic boards and banners, thus providing a 
ubiquitous and convenient communication environment.  
  These highly plausible features of VLC have opened opportunities in a variety of 
application markets. For instance, VLC can be exploited to help customers with visual 
impairment or robots to achieve indoor positioning and localization. The customer will 
follow the guidance provided by LEDs which send position identification (ID) to all 
nearby devices and find his way around. Since LED lights do not emit electromagnetic 
(EM) waves, they do not cause EM interfere to nearby equipment and are therefore 
particularly desirable in hospitals where medical devices may be highly sensitive to EM 
pollution. Similarly, VLC is also highly suitable for in-flight communication. Since 
VLC has no electromagnetic interference, all the passengers can utilize the reading light 
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near their seats as the passenger service unit to transmit data, without interfering with 
or interrupting the air-borne RF communication between the aircraft and the ground 
control tower. 
On the other hand, however, to fully explore the potential of VLC requires several 
technical challenges to be properly addressed. One noteworthy challenge is that in a 
limited indoor environment, the inter-symbol-interference (ISI) of LED light is rather 
severe since there are numerous reflecting and refracting light signals caused by the 
walls and furniture. Another challenge is the communication range and the supportive 
data rate. Because light attenuates sharply with the distance, high-data-rate 
communication is limited to fairly short distances such as a couple of meters. As the 
communication distance increases, the effective data rate may drop rather significantly.  
1.2 Previous Research Results   
1.2.1 VLC Channel Model 
A good number of experiments and studies have been devoted to the modeling of the 
VLC communication channel, in order to enable reliable and efficient VLC simulations. 
A popular communication channel for short-distance VLC transmission is the additive 
white Gaussian noise (AWGN) channel. For example, Barry developed and verified the 
basic channel model for VLC system with the AWGN. Kwonhyung Lee and Hyuncheol 
Park performed extensive computer simulations using the AWGN VLC channel model 
with On-Off keying (OOK) modulation scheme [3]. In 2000, Tanaka Yuichi and 
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Haruyama pointed out that ISI and Multipath effect are in fact the main channel 
impairments for a typical indoor VLC system. Following the same line of research, 
Toshihiko Komine discussed light reflection and ISI by analyzing a white LED based 
data transmission system. The result of that analysis shows that despite the severe ISI, 
VLC systems can still achieve high data rates provided ISI is properly handled [2]. In 
[4][5], Toshihiko Komine performed and compared a good variety of VLC simulation 
using different modulation methods. They observed that performing OOK modulation 
only (without explicit equalization techniques) in general cases the system to suffer in 
the effective data rate and/or achievable BER. Instead, orthogonal frequency division 
multiplexing (OFDM) which effectively reduce the negative impact of ISI could 
significantly improve the performance far beyond that of OOK [4][5]. Their work has 
since established OFDM as one highly desirable option for VLC systems.  
 
1.2.2 Ideas for Channel coding  
Error correction coding (ECC) or channel coding is arguably the indispensible 
building block for any modern-day communication systems. Researches in this 
direction have primarily focused on the exploitation of the existing codes, namely, 
linear codes which were initially developed for RF wireless systems and which exhibit 
strong error correction capabilities. For VLC systems, since communication is 
implemented as an over-lay on top of illumination, run length limit (RLL) control also 
becomes a topic of interest. In particularly, one must avoid very large runs of “0”s and 
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“1”s because they may case the LEDs to exhibit flicker phenomenon, negatively 
affecting the illumination functionality.  
However, the majority of the studies so far have either completely ignored the RLL 
issue or treat error correction and RLL control as two separate function blocks. For 
example, Sai-Weng Lei and Vincent K. N. Lau proposed a coding mechanism that 
combines a convolutional code with an interleaver for OFDM VLC schemes [6]. They 
provided simulation performance which appeared to have improved over the previous 
models, but they did not explicitly consider any RLL control. Tian-chong Wen and his 
group later conducted a simulation study for OFDM VLC system employing Reed 
Solomon (RS) codes. They employed RS codes together with quadratic phase shift 
keying (QPSK) modulation and simulated BER down to 10E-5.  
In 2012, Sang Hyun Lee presented a turbo code-based error correction scheme for 
OOK-modulated VLC [8]. They applied the puncturing technique on turbo codes to 
achieve a family of rate-compatible turbo codes (RCTC) to provide flexibility and rate 
adaptation. Exploiting the soft-iterative decoding for turbo codes, they were able to 
demonstrated performance that noticeably exceeds many existing RS and BCH codes. 
Again, their study largely ignored the RLL issue.  
In 2018, Xuanxuan Lu and Jing Li proposed a modified Miller code for run-length 
control for VLC [9]. Miller codes were known as a good RLL control solution that 
provides a good balancing strike between RLL control and spectral efficiency. However, 
Miller codes do not generally possess error control capability. By redesigning the trellis 
9 
 
structure of Miller codes, [9] was able to demonstrate a modified Miller code that can 
be efficiently decoded with the legacy Viterbi algorithm and, at the same time, provide 
error correction capability, RLL control capability and spectral efficiency. 
 
1.3 Summary of Proposed Work  
Our primary goal of this study is to develop a new coding mechanism for VLC to 
simultaneously achieve three important functions: error correction, run-length limit 
control, and adaptive lengths and rates. The last function is also desirable because 
today’s systems are expected to work in a wide diverse spectrum of application 
scenarios and rate adaptivity is important to ensure a consistently efficient performance 
across different scenarios.  
It should be noted that RLL codes are inevitably non-linear codes. This is because 
the all-zero sequence cannot be a valid codeword or it completely defects the purpose 
of run-length control. On the other hand, however, the vast majority of error correction 
codes, including the classic convolutional codes, algebraic codes and the more recent 
capacity-approaching turbo codes and low-density parity-check (LDPC) codes, are all 
linear codes. There are very few nonlinear error codes and even fewer guidelines and 
tools about designing good nonlinear codes – here, by “good” we mean providing 
strong error correction capability and having a good decoding algorithm with 
manageable complexity.  
The conventional linear convolutional codes are implemented using linear shift 
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registers. Here we generalize the coding structure by including a nonlinear mapping 
(instead of linear addition) after the original linear shift registers. This nonlinear 
mapping may take various forms and be realized using various ways, but the most 
convenient of all is to employ a lookup table. It should be noted that for practical 
consideration of complexity, any mapping implemented via a lookup table is usually 
quite limited in size, and a small size would in turn restrict the performance of the 
resultant code. The beauty of the proposed structure is the separation of the design 
process in two steps – a (long) conventional convolutional code (which provides much 
of the error correction capability) followed by a (short) LUT-based nonlinear mapping 
(which provides the RLL functionality). Such an arrangement allows us to (1) 
conveniently design the overall nonlinear code (i.e. we can borrow many of the results 
and tools from existing linear convolutional codes), (2) minimize the negative impact 
of the short look-up table (i.e. although the nonlinear mapping deals with only short 
sequences and hence only local “correlation” among neighboring bits, the long block 
size of the convolutional code preceding it will be able to connect the bits in a much 
wider range), and (3) lends its self to effective and low-complexity soft-in soft-out 
(SISO) trellis-based decoding algorithms (i.e. the combination of the linear 
convolutional code and the look-up table can be combined and described in a single 
trellis structure on which trellis-based decoding can be directly applied). 
The remainder of the thesis is organized as follows. The system model will first be 
introduced, followed by a very detailed discussion of the proposed coding scheme in 
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Chapter 2. Extensive simulations are presented in Chapter 3 together with comparison 
study and discussion. Summary and conclusion are also presented in Chapter 3. 
 
 
Chapter 2 
System Model and Proposed Nonlinear Coding Framework  
2.1 Introduction of OFDM  
Orthogonal frequency division multiplexing (OFDM) is a multicarrier digital 
communication scheme particularly suitable for solving both inter-symbol interference 
and inter-carrier interference (ICI) [20-23]. Unlike traditional time domain equalizers, 
OFDM systems combat ISI by transforming time-domain signals to the frequency 
domain via fast Fourier transform (FFT). Data signals are presented and modulated in 
the frequency domain. The frequency-domain symbols are divided into frames and 
modulated frame by frame, so that the received signal will be in sync with the receivers. 
To avoid error due to carrier frequency mis-alignment, a cyclic extension is added to 
each symbol period. Usually a 25% copy of the cycle fraction that are taken from the 
end are added back to the front. Such a cyclic bandwidth prefix allows the demodulator 
to obtain the correct information for the whole period even with non-perfect frequency 
synchronization. At the receiver side, by utilizing the inverse FFT (iFFT) frequency-
12 
 
domain information can be retrieved back in the time domain. 
Figure 2.1 provides a rather complete system diagram for the implementation of a 
basic OFDM system. As we can see, OFDM is a multi-carrier transmission system 
where all the carriers are orthogonal to each other. Two sinusoidal signals are said to be 
orthogonal if their correlation is zero (or if their inner product is zero): 
∫ cos(2𝜋𝑛𝑓0𝑡) cos(2𝜋𝑚𝑓0𝑡)𝑑𝑡 = 0
𝑇
0
                     (2-1) 
where n and m are two unequal integers (which represent the n-th sub-carrier and the 
m-th sub-carrier), T is the symbol interval, and 𝑓0= 
1
𝑇
. 
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2.2 Fundamentals of Turbo Codes  
  2.2.1 Turbo Codes and Encoding Mechanism 
Turbo codes [24-27] are a class of concatenated and compound codes that use 
convolutional codes as their constituent codes. Specifically, a turbo codes consists of 
two recursive systematic convolutional (RSC) codes with a (random) interleaver in 
between. The interleaver will re-shuffle the input symbols 𝑑𝑘 to break up the low-
weight error events from the first branch. In other works, a low-weight error event 
coming from the first component code will, with a high probability, match to a high-
weight sequence coming from the second component code, thus improving the overall 
weight-spectrum (and equivalence the distance spectrum) of the entire code. The 
encoder of a typical turbo code is shown below: 
 
Figure 2.2: Turbo Code Encoder 
 
RSC  
Encoder 1 
RSC 
Encoder 2 
Interleaver 
𝑑𝑘 
𝑑𝑘 
𝑥1𝑘 
𝑥2𝑘 
𝑑𝑘
′  
𝑦𝑘  
 
 
 
Combination
(puncture) 
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The generator matrix for the two RSC encoders can be either the same or different 
but is usually the same for simplicity purpose. In Figure 2.2, dk represents the sequence 
of the input symbols, which comes in three replicas. The first replica stream goes 
directly to the output, i.e., it becomes the systematic part of the turbo codeword. The 
second replica stream enter the first RSC encoder produces a coded sequence, denoted 
as X1k. At the same time, the third replica stream will go into the interleaver and be 
reshuffled to dk’. The “interleaved” stream then goes to the second RSC encoder and 
generates coded sequence X2k. The entire codeword for the turbo code consists of the 
systematic part and the outputs from both RSC codes, and the three parts are usually 
multiplexed together. In general, each RSC is a rate-1/2 code, such as (1, 1/(1+D)), but 
in the above system diagram, we take out the systematic part and leave only the parity 
part (1/(1+D)) in the RSC encoder. The resultant code rate, as shown in Figure 2.1, is 
1/3.   
For example: dk = [1 0 1 0 1], 
 generator matrix is g= [1 1 1; 1 0 1]; 
           Then X1k= [1 1 0 1 1],  
X2k= [0 1 1 0 0], 
           The final output yk= [110 011 101 010 110] 
               Code rate R=1/3. 
Just like punctured convolutional codes, we can also apply a puncture pattern to 
turbo codes to achieve various code rates. In the example shown above, if we apply a 
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puncture matrix [
1 1
1 0
0 1
], which means no puncturing of the systematic bits, puncturing 
every even bit from RSC1 output and every odd bit from RSC2 output. Thus, the 
punctured Xk will be [1 1 0 0 1], and yk’= [11 01 10 00 11]. The code rate R’=1/2.  
    
   2.2.2 Interleaver for Turbo codes 
Interleaving is the process of resetting the position of an element in a data sequence 
to obtain an interleaved sequence; the inverse process is to restore the interleaved 
sequence elements to the original order, also known as de-interleaving. The interleaver 
in the turbo code system reshuffles the input sequence, such that the bit pattern that 
produces a low-weight error event from RSC1 will, after shuffling the bits, hopefully 
not producing a low-weight error event any more. For the turbo code to perform well, 
the interleaver should shuffles the input sequence as random as possible.  
To show how interleavers work, we can look at one class of classic interleavers. 
known as the block interleaver. The block interleavers may be implemented via an array 
of registers. The incoming bit sequence is written into the registers row-wise and later 
read out column-wise. 
 
Figure 2.3: Block Interleaver 
൦
1 2 ⋯ 𝑛
𝑛 + 1 𝑛 + 2 ⋯ 2𝑛
⋮ ⋮ ⋱ ⋮
(𝑚 − 1)𝑛 + 1 (𝑚 − 1)𝑛 + 2 … 𝑚𝑛
൪ 
input 
output 
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For this reason, a block interleaver is also known as row-column interleaver. The 
mapping function expression can be expressed as 
𝐼(𝑖) = [(𝑖 − 1)𝑚𝑜𝑑 𝑛] + [
𝑖−1
𝑛
] + 1, 𝑖 = 1,2,3, … , 𝑁       (2-2) 
where N is the interleaving length 
The biggest advantage of block interleavers is its ease of implementation. However, 
it does not perform as well as a random interleaver in the case of (linear) turbo codes. 
Although the turbo-like codes we developed later is nonlinear, it still presents much of 
the same coding philosophy as a linear code. Hence, in our proposal we will use a 
random interleaver to systematically avoid the same undesirable error pattern to occur 
in both component codes.  
 
2.2.3 Decoding Algorithm for Turbo Codes 
The key advantage for a turbo coding system is the decoding method. A turbo code 
uses an iterative algorithm and a soft-input-soft-output (SISO) decoding model. This 
soft-iterative paradigm has proven to be extremely effective. It provides near-optimal 
decoding capability with a manageable complexity.  
Since hard decoding presents only two-level quantized decision without supplying 
the reliability information, SISO sub-decoders are necessary in order for the iterative 
decoder to maximally extract the gains from both sub-decoders and to refine and 
improve the decoding result one iteration after another. Like any iterative system, we 
expect to see diminishing returns of the decoding gain after several decoding iterations. 
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The basic decoding structure can be shown as following: 
 
Figure 2.4: Turbo Code Decoder 
As shown in figure 2.4, the decoding system consists of 2 sub-decoders 
corresponding to the two component RSC codes, 2 de-interleavers and 1 interleaver. Zk 
and Y1k and Y2k refer to the received sequence from the channel. Specifically, Zk is the 
noise-corrupted version of the systematic subsequence. Y1k and Y2k correspond, 
respectively, to the noisy version of the parity subsequence from RSC1 and RSC2. 
Decoder 1 and 2 are the SISO sub-decoders corresponding respectively to RSC1 and 
RSC2.  
In each decoding iteration, each sub-decoder will output three parts of soft messages: 
system message, a priori message and extrinsic message. These soft messages take the 
form of log-likelihood ratio (LLR). Extrinsic message will be passed through the 
interleaver/de-interleaver 1, to the other sub=decoder as the a priori message. If the 
system is well designed, then one expects to see noticeably improved perform through 
iterations. After a few iterations, usually 4 to 5t iterations, the performance will reach 
Decoder 1 Interleaver Decoder 2 
Deinterleaver 1 
Deinterleaver 2 
 
zk 
Y1k 
Y
2k
 
d
F
 
External Message 
External Message 
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the point of diminishing return, and this is where the turbo decode can stop. Please note 
that the total soft-output information (in the form of LLR) must combine the extrinsic 
information from both sub-decoders. 
If the component code is a trellis-based code, then the SISO sub-decoder can 
potentially implement the BCJR algorithm, also known as the maximum a posteriori 
(MAP) decoder or soft output Viterbi algorithm (SOVA) [28]. SOVA is an improved 
Viterbi decoding algorithm that can produce soft output information (i.e. LLR), but the 
LLRs it calculates are only approximations rather than the true LLRs. In comparison, 
the BCJR algorithm can produce the true LLR information for each systematic bit (as 
well as for its parity bits), at the cost of about 3 times as complex as the SOVA. 
We now briefly present the decoding steps of the MAP algorithm (for AWGN 
channels).  
Figure 2.5 illustrates how a trellis may look like for a particular RSC component code 
with 8 states. Let St be the trellis state at time t. Hence, St=m refer to the situation where 
the state at time t gets to State m. Let X be the encoder’s output sequence and let y1
τ
 be 
the received sequence from t=1 to t=τ. Further define the edge set {e}={m’,m}, where 
m’ and m belong to the state set {0,1,2,3,4,5,6,7}. 
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Figure 2.5: RSC Trellis Example 
 
The boundary condition for S0 is Pr(S0=0) =1, which means the trellis alwasys start 
from the all-zero (pre-set) state. If the trellis is terminated (which can usually be 
achieved for the first component RSC code), then Pr(S τ=0)=1. If the trellis is not 
terminated (such as the case in the second component RSC code), then towards the very 
end, the system may end up with any state with equal probability:  
Pr(Sτ=m)=1/M, where M is the total number of state (M=8 in the above example), and 
m represents an arbitrary state. 
Let u be the user date sequence. After feeding u to the turbo encoder, we get a valid 
codeword c, which is being transmitted through the channel to the receiver. The a 
posteriori probability is given by 
𝑃𝑟 = {𝑆𝑡−1 = 𝑚
′; 𝑆𝑡 = 𝑚|𝑦1
𝜏} = 𝑃𝑟{𝑆𝑡−1 = 𝑚
,; 𝑆𝑡 = 𝑚; 𝑦1
𝑡−1; 𝑦𝑡 ; 𝑦𝑡+1
𝜏 }/𝑃𝑟{𝑦1
𝜏}   
(2-3) 
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where St refers to the state at time t.  
It is shown that the expression (2.3) can be factorized as following: 
𝑃𝑟 = {𝑆𝑡−1 = 𝑚
′; 𝑆𝑡 = 𝑚|𝑦1
𝜏} =
𝑃𝑟{𝑆𝑡−1=𝑚
,;𝑦1
𝑡−1}
𝑃𝑟{𝑦1
𝑡−1}
∗
𝑃𝑟{𝑆𝑡 = 𝑚; 𝑦𝑡 |𝑆𝑡−1 = 𝑚
,}
𝑃𝑟{𝑦𝑡 |𝑦1
𝑡−1
}
∗
𝑃𝑟{𝑦𝑡+1
𝜏
|𝑆𝑡 = 𝑚}
𝑃𝑟{𝑦𝑡+1
𝜏
|𝑦1
𝑡
}
        (2-4) 
The first part of (2-4) is the probability of St-1=m’ at time (t-1), given the received 
sequence from time 1 to time (t-1) is y1t-1. The second part refers to the probability that 
from time (t-1) to time t, the decoder receives yt and goes from state m to state m’. The 
third part part refers to the probability of St=m and receiving receive sequence 𝑦𝑡+1
𝜏 . 
Then we can define the transition metric or the branch metric as follows: 
                 𝛾𝑡(𝑚
′, 𝑚) ≜
𝑃𝑟{𝑆𝑡 = 𝑚; 𝑦𝑡 |𝑆𝑡−1 = 𝑚
,}
𝑃𝑟{𝑦𝑡 |𝑦1
𝑡−1
}
           (2-5) 
We can easily get: 
𝛾𝑡(𝑚
′, 𝑚) = 𝑃𝑟{𝑦𝑡 |𝑐𝑡 = 𝑐} ∗ 𝑃𝑟{𝑢𝑡 = 𝑢}/𝑃𝑟{𝑦𝑡 |𝑦1
𝑡−1}     (2-6) 
For equal-probable transmission, the initial a priori probability is the same for bit 0 
and bit 1, that is, 𝑃𝑟{𝑢𝑡 = 𝑢} =
1
2
𝑃𝑟{𝑦𝑡 |𝑐𝑡 = 𝑐}. The conditional probability can be 
calculated by the probability density function (pdf) of the additive Gaussian noise 
channel.  
We can then define the forward path metric:  
𝛼𝑡(𝑚) ≜ 𝑃𝑟{𝑆𝑡 = 𝑚; 𝑦𝑡 }/𝑃𝑟{𝑦1
𝑡}    (2-7) 
which leads to 
𝛼𝑡(𝑚) ≜ ∑ 𝛼𝑡−1(𝑚
′)𝛾𝑡(𝑚
′, 𝑚)𝑚′     (2-8) 
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Similarly, the backward path metric is given by: 
𝛽𝑡(𝑚) ≜
𝑃𝑟{𝑦𝑡+1
𝜏
|𝑆𝑡 = 𝑚}
𝑃𝑟{𝑦𝑡+1
𝜏
|𝑦1
𝑡
}
= ∑ 𝛽𝑡+1(𝑚
′)𝛾𝑡+1(𝑚, 𝑚
′)𝑚′     (2-9) 
  Finally, the a posteriori probability for the codeword c and message bit u can be 
expressed as: 
                    𝑃𝑟{𝑢𝑡 = 𝑡|𝑦1
𝜏} = ∑ 𝛼𝑡−1(𝑆
𝑠(𝑒))𝛾𝑡(𝑒)𝑒|𝑢(𝑒)=𝑢 𝛽𝑡(𝑆
𝑒(𝑒))   (2-10) 
                      𝑃𝑟{𝑐𝑡 = 𝑐|𝑦1
𝜏} = ∑ 𝛼𝑡−1(𝑆
𝑠(𝑒))𝛾𝑡(𝑒)𝑒|𝑐(𝑒)=𝑐 𝛽𝑡(𝑆
𝑒(𝑒))    (2-11) 
The above BCJR algorithm may be too complexity too achieve by computer, since it 
is easy to encounter numerical overflow or down-flow. Instead we can perform the 
BCJR algorithm in the logarithm domain, where the transition metric, the forward path 
metric, and the backward path metric become: 
                   𝐺𝑎𝑚𝑚𝑎𝑡(𝑚
′, 𝑚) = ln 𝛾𝑡(𝑚
′, 𝑚)  (2-12) 
𝐴𝑙𝑝ℎ𝑎𝑡(𝑚) = ln 𝛼𝑡(𝑚) = 𝑚𝑎𝑥𝑚[𝛾𝑡(𝑚
′, 𝑚) + 𝛼𝑡−1(𝑚
′)]  (2-13) 
𝐵𝑒𝑙𝑡𝑎𝑡(𝑚) = ln 𝛽𝑡(𝑚) = 𝑚𝑎𝑥𝑚[𝛾𝑡+1(𝑚, 𝑚
′) + 𝛽𝑡+1(𝑚)]  (2-14) 
and the “max-star” operation is defined as 𝑚𝑎𝑥[𝑥, 𝑦] = ln(𝑒𝑥 + 𝑒𝑦). 
In the log-domain, the final result, i.e. the A posteriori probability, can be expressed 
as: 
𝑃𝑟{𝑢𝑡 = 𝑡|𝑦1
𝜏} = 𝑚𝑎𝑥(𝑚′,𝑚)∈∑𝑢𝑡 [𝐴𝑙𝑝ℎ𝑎𝑡−1(𝑚
′) + 𝐺𝑎𝑚𝑚𝑎𝑡(𝑚
′, 𝑚) + 𝐵𝑒𝑙𝑡𝑎𝑡(𝑚)]  
(2-15) 
The log-domain implementation of the BCJR algorithm promises more numerical 
stability compared to the original BCJR algorithm. It is possible to further reduce the 
complexity at the cost of performance degradation, which leads to the so-called max-
log-MAP algorithm.  
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2.3 Introduction to Run-Length Limited Codes 
Run-length limited (RLL) codes are a class of widely used codes in magnetic data 
storage systems [29-33]. The basic expression for an RLL code is (d,k), where d refers 
to the minimum number of ‘0’ bits between two ‘1’ bits, and k refers to the maximum 
number of ‘0’ bits between two ‘1’ bits. From the definition, it’s obvious that d and k 
set the limit on the highest and lowest flipping frequency for a data signal. By using an 
RLL code, system will store more information since data had being compressed. The 
reliability for system will also be improved because the RLL code’s error correction 
ability is higher.  
A normal (d,k) RLL sequence status transmission diagram can be shown: 
 
Figure 2.6: (d, k) Status Diagram 
As Figure 2.6 shows, the entire (d,k) sequence will follow this status diagram to 
transmit data. For status 1 to status d-1, the output bits are all ‘0’s. For status d to k+1, 
once a ‘1’ has been transmitted, the status will go back to original. This repeated process 
1 2 d d+1 K+1 
0 0 0 0 
1 1 1 
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guarantees the run length of any encoder output will conform to the restriction.  
The encoding process of an RLL code may be implemented in several ways. The 
most useful and widely adopted method is using a coding table. By checking the look 
up table (LUT), the encoder can easily produce the codeword corresponding to the input. 
At the receiver end, the decoder usually explores the the previous bits and the next bits 
to decide what current bits is. 
Let use the classic RLL code, the 3PM code [34], as an illustrating example. For 3PM, 
we know d=2, k=11 and code rate R=1/2. 
The coding table for the 3PM code is: 
data codeword 
000 000010 
001 000100 
010 010000 
011 010010 
100 001000 
101 100000 
110 100010 
111 100100 
Table 2.1: LUT for 3PM 
An interesting feature that should be mentioned about 3PM is that when a codeword 
has the 5th bit being ‘1’ and the subsequent codeword whose 1st bit is ‘1’, it will break 
the rule of “d=2”. In this situation, a special combination rule should apply. The idea is 
to set the 6th bit in the first codeword to ‘1’ and the two neighboring bits that should 
haven been ‘1’s previously to ‘0’s instead. For instance, if the user data blocks getting 
into the 3PM encoder are ‘011’ followed by ’101’, then the normal encoded results 
(from the look-up table) will be ‘010010’ and ‘100000’ which will break the RLL rule. 
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By twisting two bits at the end of the first codeword and the one bit at the beginning of 
the second codeword, we shall instead get codewords ‘010001’ and ‘000000’.  
In VLC systems, very long runs of ‘0’s and ‘1’s will apparently slow down the “on-
off” frequency of the LED lights, potentially causing annoying flickering phenomenon. 
This is where the nonlinear RLL codes must be employed to ensure the primary 
functionality of illumination is not undermined. It would also be desirable if RLL codes 
can be effectively combined with error correction codes and/or dimming control codes 
to achieve a better overall performance.  
 
2.4 System Model 
Since the ISI channel is a more realistic channel model than pure AWGN channel for 
most of the indoor VLC cases, and since time-domain equalizers are rather expensive 
to implement, we consider OFDM with multiple carriers. OFDM is highly desirable for 
VLC systems, not only because OFDM can effectively combat the time-domain ISI, 
but also because it can effectively exploit the broad bandwidth naturally provisioned by 
the LED lights. In our study, although AWGN channel model will be tested first, our 
focus is on the OFDM VLC channel model. 
The entire system diagram is shown as follows: 
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Figure 2.7: System Transmission Diagram 
2.5 The Proposal Coding Framework 
Our goal is to design a single code that can simultaneously and effectively achieve 
the goal of error correction and run-length limit control. Additionally, we wish this 
coding strategy can naturally lend itself a maximum-likelihood (ML) or near-ML 
decoding algorithm with linear complexity, and can provide sufficient flexibility in the 
code lengths and code rates.  
RLL code is desirable for VLC systems because it effectively prevents the flicker 
issue that may be caused by very long runs of ‘0’s and ‘1’s. The widely used model for 
VLC is to concatenate two separate codes: a forward error-correction (FEC) code 
followed by an RLL code. To provide different degree of run-length limit control and 
different throughput, there is also proposal of devising a set of RLL codes at both the 
transmitter and the receiver [35]. This legacy coding model is straight-forward in 
concept and in implementation, but the addition of RLL code tends to significant impair 
Input Data 
Turbo/RLL 
encoding 
OFDM 
channel 
Demodulation  Decoding 
Final 
Output 
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the overall system BER performance. This is because, first and foremost, the decoding 
of RLL code is usually performed via (hard-input hard-output) lookup table, and is 
extremely vulnerable to errors, making the “effective channel” as seen by the outer FEC 
code to be worse than what original is. Further, after the decoding of RLL code, the 
soft-reliability information coming from the communication channel tends to be 
completely lost, making the subsequent FEC decoder unable to exploit this highly 
valuable information, thus further undermines its performance. For this reason, we 
discard such a model, and instead work towards a unified coding structure that can 
simultaneously perform FEC and RLL and that can hopefully be soft decodable. 
Since a combined FEC-RLL coding scheme will inevitable be nonlinear, which tend 
to be more complicated than linear codes, and since decoding algorithm is in general a 
major challenge in the design of new codes, we seek existing linear coding systems that 
may potentially be modified and extended to accommodate nonlinear mapping. We are 
particularly interested in the class of convolutional codes or, more generally, trellis-
based codes. A code described by a finite-state trellis structure may be linear or 
nonlinear and may be time-invariant or time-varying. Either way, a trellis-based 
decoding algorithm, such as the Viterbi algorithm, SOVA, the BCJR algorithm and the 
log-MAP algorithm, can be applied to the code to provide ML-optimal decoding 
performance with linear decoding complexity.  
While a single trellis/RLL code is desirable, the true excitement comes when we 
combine it to generate an even more powerful coding structure, namely, the interleaved 
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parallel concatenation of two trellis codes, or, the turbo structure. The superb 
performance of a turbo code or a turbo-like code has been verified many times in 
various application scenarios, but this is the first time that a (nonlinear) turbo-like 
structure is proposed to simultaneously achieve the goal of FEC and RLL! 
To make the turbo structure effective, it is known that the component trellis codes 
must present an element of “recursiveness”. For linear trellis codes (such as 
conventional convolutional codes), it is easy to arrange the generator polynomials to 
make it recursive. Nonlinear mapping, on the other hand, becomes much less intuitive. 
Rather than blindly working on the trellis structure and using tedious simulation to 
verify its performance, we propose to construct the nonlinear recursive trellis/RLL code 
in two steps: the first step is to construct a linear recursive trellis code (by leveraging 
the existing good results from the literature), and the second is to employ a nonlinear 
function (a nonlinear mapping) to the output of the linear trellis code. Since the second 
step is just a one-to-one mapping, the combined results of these two steps can still be 
completely described using a single trellis, whose number of states remain the same as 
the original linear trellis code.  
Using nonlinear recursive trellis/RLL codes as the component codes, we can then 
conveniently construct a nonlinear turbo/RLL code. The decoding algorithm can adopt 
the same soft-iterative algorithm for conventional linear turbo codes. For numerical 
stability, we employ the log-MAP algorithm, tailored to the specific nonlinear trellis 
structure, to decode each component code. 
29 
 
For the modulation choice, although there are studies on phase shift keying (PSK) 
modulation, the need to track phase is extremely complicated and expensive in VLC 
systems. Instead, we consider on-off keying modulation that requires only cheap 
intensity-based light detector.  
The aforementioned design strategy is depicted in the following figures. The key 
building block of the proposed coding framework is a combined Turbo/RLL code. The 
encoder and the decoder of the “nonlinear turbo code” have the following structures: 
 
Figure 2.8: New Turbo Encoder with LUT  
 
Figure 2.9: RSC Structure for System Model 
 
RSC/LUT 
Encoder 1 
RSC/LUT 
Encoder 2 
Interleaver 
𝑑𝑘 𝑑𝑘 
𝑥1𝑘 
𝑥2𝑘 𝑑𝑘
′  
𝑦𝑘  
 
 
Combi
nation 
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Figure 2.10: State Diagram 
Specifically, the generator polynomial for the turbo is [(1+D+D3) / (1+D2+D3)]. The 
nonlinear mapping is implemented using the following look-up table: 
Input Output 
System bit D D2 D3 C0 C1 
0 0 0 0 0 0 
0 0 0 1 0 0 
0 0 1 0 0 0 
0 0 1 1 0 0 
0 1 0 0 0 0 
0 1 0 1 0 0 
0 1 1 0 0 0 
0 1 1 1 0 0 
1 0 0 0 1 1 
1 0 0 1 1 1 
1 0 1 0 1 1 
1 0 1 1 1 1 
1 1 0 0 1 0 
1 1 0 1 1 0 
1 1 1 0 1 0 
1 1 1 1 1 0 
Table 2.2: Look-up Table for Coding 
The D, D2 and D3 refers to the three registers in the preceding convolutional code. 
From the table, it is obvious that this run-length limit d=1, k=∞. 
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As mentioned previously, a pure AWGN channel does not account for the severe 
inter-symbol interference of an indoor VLC channel and tends to be optimistic. Here 
we use the OFDM model, combined with on-off keying to simulate and evaluate our 
VLC systems. The overall system diagram of the entire VLC system is the same as 
shown in Fig. 2.1. 
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Chapter 3 
Simulations and Conclusions 
 
In this chapter, we perform extensive Monte Carlo simulations to verify the 
effectiveness of the proposed new coding scheme. We consider two types of channel 
modes: minimal ISI environment which is modeled as an AWGN channel, and indoor 
ISI environment which is modeled as an OFDM channel. We consider 64 sub-carriers 
for OFDM. Unless otherwise stated, the modulation scheme is OOK modulation, and 
the coded frame size is set to be 20000 bits, or, 2500 bytes. The default code rate for 
the combined turbo/RLL code is rate 1/2. The decoder uses the renowned soft-iterative 
turbo decoding algorithm based on log-MAP decoding for component (trellis/RLL) 
codes.  
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3.1 Performance of Original Linear Turbo codes 
 
Figure 3.1: BER Performance of Turbo Codes on AWGN Channels 
To start, we first evaluate the simulation performance for the original (linear) turbo 
code with rate ½ and component RSC code (1, (1+D+D3)/(1+D2+D3)). We apply binary 
phase shift keying (BPSK) with the AWGN channel. No ISI is accounted for in the 
channel model, and no RLL control is performed. Figure 3.1 provides the BER 
performance. As the decoding iterations increase from 1 to 5, we see a significant 
performance improvement, until it hits an error floor. This code clearly provides a 
superb performance as the code can achieve a BER of 10E-1 at normalized signal-to-
noise ratio (SNR) of Eb/N0 =1.75 dB.  
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3.2 Performance of Linear Turbo Codes Over OFDM Channels 
 
Figure 3.2: BER Performance of Turbo Codes on OOK-OFDM Channels 
 
Figure 3.2 demonstrates the SNR-BER performance of the same linear turbo code on 
64-OFDM channels. To be relevant with VLC, OOK modulation is applied. We see that 
the turbo code continues to provide excellent performance especially with 4 to 5 
decoding iterations. It should be noted that although RLL control is considered here, 
this turbo code performs better than many of the existing FEC solutions reported in 
literature (at the cost of a higher complexity). 
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3.3 Performance of Nonlinear Turbo/RLL Codes on AWGN Channels 
 
Figure 3.3: BER Performance of the Proposed Nonlinear Turbo/RLL Code on AWGN 
Channels 
 
Figure 3.3 demonstrates the SNR-BER performance of the proposed nonlinear 
turbo/RLL code. The overall rate for the FEC/RLL code is ½, and we considered 
AWGN channel with BPSK. As expected, the inclusion of the RLL control in the 
original turbo code has somewhat degraded the error correlation capability, but the 
performance appears to be far better than many of the existing schemes. 
For example, Fig. 3.4 shows many of the RLL-only VLC system performance 
demonstrated in [19]. Four existing systems were evaluated therein, the Manchester 
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coding, the FM0/FM1 code, a conventional Miller code and a newly developed eMiller 
code. All of them have a code rate of ½, and the channel model thereof is AWGN with 
OOK modulation. The best-performing code thereof is the eMiller code, which achieve 
a BER of 4*10E-5 at 9 dB.  
In comparison, our proposed turbo/RLL code (Fig. 3.4) can achieve a BER of 4*10E-
5 at 2.7 dB (with BPSK modulation). This is equivalent to achieving BER of 4*10E-5 
at 5.7 dB with OOK modulation, which is about 3.3 dB more power efficient than all 
of those RLL coding schemes presented in [9] (Fig. 3.5). We acknowledge that the 
coding schemes in [9] were purely RLL codes with little emphasis on error correction, 
and if an FEC code is employed as an outer code to those RLL codes, the performance 
can expect to improve. Nevertheless, it should also be pointed out that those RLL codes 
from [9] (Fig. 3.5) already have a code rate of ½, which is the same as our combined 
turbo/RLL code. Additional FEC codes applied their systems will further reduce the 
code rate and therefore reduce the data throughput of the VLC system. 
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Figure 3.4: BER Performance of RLL Codes on AWGN VLC Channels 
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3.4 Performance of Nonlinear Turbo/RLL Codes on OFDM Channels 
 
Figure 3.5: BER Performance of the Proposed Turbo/RLL Codes on OFDM VLC Channels 
 
Figure 3.5 shows the SNR-BER performance of the proposed nonlinear turbo/RLL 
codes on OFDM channels with 64 sub-carriers. The majority of the iterative gain can 
be attained with 4 to 5 decoding iterations. We are very encouraged to see consistently 
good performance with BER of 10E-5 at less than 2.5 dB.  
In Figure 3.6, we compare the original linear turbo code with our proposed nonlinear 
turbo/RLL code on OFDM channels. Both codes have rate ½ and codeword length 2500 
bytes. Both codes are based on component recursive trellis codes with 8 states, so the 
decoding complexity is identical. We see that the proposed nonlinear code performance 
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about 0.5 dB worse compared to the original linear code. This is very minor 
performance degradation considering the inclusion of the RLL functionality in the 
nonlinear code and this inclusion is achieved without complexity increase and without 
code rate loss. The last feature i.e. maintaining the same high code rate, is particularly 
noteworthy, because RLL codes are known to cause fairly rate reduction and hence 
throughput loss. 
 
 
Figure 3.6: Comparison for RLL & Turbo code in OFDM 
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3.5 Conclusion 
Visible light communication systems based on LED light is receiving increasing 
popularity in in-room communication. In the study, we proposed a new and effective 
nonlinear coding framework that can simultaneously achieve the functionality of 
forward error correction and run-length limit control. Our design is rather general, 
allowing for very flexible code length, code rate (via puncturing), and decoding 
complexity. It also lends itself to near-optimal decoding algorithm with linear 
complexity, and preserves the overall code rate very well. 
We evaluate the SNR-BER performance of the proposed coding scheme on both 
AWGN channels (little ISI) as well as on OFDM channels (severe ISI). Specifically we 
compared our schemes with those presented in the literature, and demonstrated 
significant performance improvement. This clearly speaks for the effectiveness of the 
proposed structure.  
For future work, we may consider evaluating various non-linear mappings and how 
they affect the code performance. Look-up table is certainly the most convenient way 
of implementing (short-size) non-linear mappings, but other methods (such as those 
from the nonlinear dynamical functions) also exist and may worth exploring.   
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