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Lyapunov方程 (LE)： AX +XA∗ +BB∗ = 0
连续时间代数 Riccati方程(CARE)： A∗X +XA+ C∗C −XBB∗X = 0
其中 A ∈ Cn×n, B ∈ Cn×q, C ∈ Cp×n. 本论文中讨论的是这两类方程在大规模情














代 (SI)算法。它的特殊情况恰好就是求解 Lyapunov方程的 ADI算法。于是，我们
就对照着 ADI算法的发展历程 (ADI → LRADI → CFADI)进行研究，得到了求解大






























In this thesis, we explore solvers on these two kinds of matrix equations:
Lyapunov Equation (LE)： AX +XA∗ +BB∗ = 0,
and Continuous-time Algebraic Riccati Equation (CARE)：
A∗X +XA+ C∗C −XBB∗X = 0,
where A ∈ Cn×n, B ∈ Cn×q, C ∈ Cp×n. We focus our research on large-scale problems.
This means n is quite large, A is sparse, and p, q ≪ n.
The content consists of three parts. In the first part, we introduce the basic notations,
relevant theories and some applications of these two kinds of equations.
In the second part, we consider transplanting GMRES idea from linear equation to ma-
trix Lyapunov equation. Then, a projection method, minimal residual method, is naturally
obtained. Our contribution is the derivation of several methods for solving its projected
reduced problem, which is a least square problem. To compete with Galerkin projection
method, we devise a new direct method, and an iterative method, which is based on PCGLS.
Numerical experiments with benchmark problems show the effectiveness of the MR ap-
proaches over the Galerkin procedure using the same approximation space.
In the third part, we discuss a new algorithm for solving CARE. Its initial version is a
variant of orthogonal iteration on a Symplectic matrix, which is transformed from CARE’s
associated Hamiltonian matrix. It is found this new method coincides with ADI method in
Lyapunov equation case. Therefore, we begin our research, according to the development
of ADI methods ( ADI→ LRADI → CFADI). At the end, we obtain a low rank updating
version algorithm which coincides with CFADI in Lyapunov equation case. Moreover, we
establish the relations between the new methods and Galerkin projection methods. Most of
properties is actually inherited form linear Lyapunov equation case. And these theories also
provide a new approach on exploring the Galerkin projection methods.
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