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EISENSTEIN-KRONECKER CLASSES, INTEGRALITY OF CRITICAL
VALUES OF HECKE L-FUNCTIONS AND p-ADIC INTERPOLATION
GUIDO KINGS AND JOHANNES SPRANG
Abstract. We show that for an arbitrary totally complex number field L the (regular-
ized) critical L-values of algebraic Hecke characters of L divided by certain periods are
algebraic integers. This relies on a new construction of an equivariant coherent cohomol-
ogy class with values in the completion of the Poincare´ bundle on an abelian scheme A.
From this we obtain a cohomology class for the automorphism group of a CM abelian
scheme A with values in some canonical bundles, which can be explicitly calculated in
terms of Eisenstein-Kronecker series. As a further consequence, using an infinitesimal
trivialization of the Poincare´ bundle, we construct a p-adic measure interpolating the
critical L-values in the ordinary case. This generalizes previous results for CM fields by
Damerell, Shimura and Katz and settles the algebraicity and p-adic interpolation in the
remaining open cases of critical values of Hecke L-functions.
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Introduction
Critical values of Hecke L-functions. Let χ be an algebraic Hecke character of a
number field L and L(χ, s) =
∑
a
χ(a)
N(a)s
its L-function as defined by Hecke, where the sum
runs over all integral ideals of L coprime to the conductor of χ. It is a classical problem
to investigate the special values of L(χ, s) at integers s = k. As L(χ, k) = L(χ ·N−kL/Q, 0)
one can concentrate on the case s = 0.
Assume now that s = 0 is critical for χ, which means that the Γ-factors occurring in
the functional equation of L(χ, s) have a finite value at s = 0. It is known that this can
happen only if L is totally real or if L contains a CM field K (recall that a CM field is a
totally imaginary quadratic extension of a totally real field).
In the totally real case one knows, thanks to work of Euler, Klingen and Siegel [Sie70],
that the L(χ, 0) are algebraic numbers. This result was later refined by Barsky, Cassou-
Nogues, Deligne and Ribet who showed that certain regularized values L(χ, 0) are alge-
braic integers and they could construct a p-adic L-function.
This research was supported by the DFG grant: SFB 1085 “Higher invariants”.
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In the case where L = K is a CM field, work of Damerell [Dam70] (for K/Q imaginary
quadratic) and of Shimura [Shi75] in general, showed that L(χ, 0) divided by certain
periods are algebraic numbers. Later Katz [Kat78] showed that a certain regularization of
these values are algebraic integers and he constructed a p-adic L-function in the ordinary
case. Blasius [Bla86] finally proved Deligne’s conjecture about critical L-values for CM
fields K. For extensions of CM fields, i.e. L 6= K, Colmez [Col89] could show algebraicity
of special L-values for certain extensions L of imaginary quadratic fields K.
The general case where L is an arbitrary extension of degree n := [L : K] of an
arbitrary CM field K was still open. Here an algebraic Hecke character has the form
χ = ̺(χ0◦NL/K) where χ0 is an algebraic Hecke character ofK and ̺ is a Hecke character
of L of finite order. Harder and Schappacher announced in [HS85] (see also [Har90]) that,
if χ has values in the number field E, the number ∆(L/K)L(̺(χ0 ◦NL/K), 0) divided by
L(̺|A×Kχn0 , 0) is in E, where ∆(L/K) is the quotient of two periods and ̺|A×K is ̺ considered
as a character of K. This together with Blasius’ theorem would then give a generalization
of Shimura’s theorem. Unfortunately, no full details ever appeared on this result. We
point out that even if one would have a full proof of this statement, the construction
proposed by Harder needs multiplicity one theorems as an input and is therefore not
capable of giving good integrality results or even p-adic L-functions directly.
The main results. In this paper we show for algebraic Hecke characters χ of arbitrary
finite extension L of an arbitrary CM field K the integrality of the (regularized) L-values
L(χ, 0) divided by some periods and construct a p-adic L-function interpolating these
values in the ordinary case. This generalizes the results of Katz [Kat78] from CM fields
to arbitrary totally complex fields. Our first main result can be formulated in the case of
a non-trivial conductor as follows (see 4.8 for the case of a trivial conductor):
Theorem (Integrality of critical values, see 4.8). Let χ be an algebraic Hecke character
of L of conductor f and of critical infinity type β − α with respect to some CM type Σ of
L (see Section 1.1). Let c be an integral ideal in L coprime to f. Then if f 6= OL there
exists a number field k such that
(α− 1)!(2πi)|β|
ΩαΩ∨β
(χ(c)Nc− 1)L(χ, 0) ∈ Ok[ 1
dLfN(c)
]
where Ok are the integers of k, dL the discriminant of L, Ok[
1
dLfN(c)
] means that one
removed all primes dividing dLfN(c), and Ω, Ω
∨ are carefully chosen periods of an abelian
variety A/k and its dual.
We would like to point out, that our approach is different from Katz even in the case
of a CM field L = K. Furthermore, we get all critical values of the L-functions at the
same time whereas Katz has to use the functional equation.
The above result was anticipated by Katz in the introduction of [Kat78]. For Hecke
characters of certain extensions of imaginary quadratic fields, already Colmez has shown
rationality statements for L(χ, 0) [Col89].
We understand that Bergeron-Charollois-Garcia can also prove the integrality of these
L-values with a completely different method, by reducing to the results of Katz, but also
relying on equivariant cohomology classes (personal communication, see also [BCG] for
indications in the case of quadratic imaginary fields).
From the above theorem one easily gets (we thank Blasius for pointing this out):
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Corollary (Weak Deligne conjecture, see 4.13). Let χ : I(f)→ C× be as before a critical
Hecke character of type β − α. Then
Lf(χ, 0)
c+τ RL/QM(χ)
∈ Q×,
where c+τ RL/QM(χ) is the period of the motive RL/QM(χ) defined by Deligne.
It is a natural question to try to prove the full Deligne conjecture on critical values of
Hecke L-functions starting from the above theorem and relying on the period relations
shown by Blasius [Bla86]. Indeed, the functoriality of our construction makes it very
easy to study the Galois action on the critical values. More difficult is to get the exact
comparison of the periods occurring here and the ones used by Deligne in his conjecture.
We hope to treat this in a future paper.
The main point of getting at integrality results for special values of L-functions is
to prove their p-adic interpolation as a consequence. Our method gives a geometric
construction of p-adic measures in the ordinary case using the Poincare´ bundle. We
obtain the following generalization of the p-adic L-function constructed by Katz [Kat78]:
Theorem (p-adic interpolation, see 5.24). Suppose that the CM type Σ is ordinary for
the prime number p (see 5.1). For every fractional ideal f there exists a p-adic measure µf
on Gal(L(p∞f)/L) with the following interpolation property: For every Hecke character
χ of critical infinity type β − α and conductor dividing p∞f, we have:
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞f)/L)
χ(g)dµf(g) =
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ]
∏
p∈Σp
(
1− χ(p
−1)
Np
) ∏
p∈Σp
(1− χ(p))Lf(χ, 0)
Note that for certain extensions of imaginary quadratic fields, such an interpolation
was proved by Colmez-Schneps [CS92] for the L-values of Hecke characters treated in
[Col89].
The main ingredient in the proofs of these theorems above is an equivariant coherent
cohomology class on an abelian scheme with values in P̂, the completion of the Poincare´
bundle P alongA×Se∨(S) ⊂ A×SA∨. Let d be the relative dimension and Γ ⊂ AutS(A)
a subgroup of automorphisms of A over S. Then for a finite subscheme D ⊂ A consisting
of torsion points and a Γ-invariant function f on D we construct a class
EKΓ(f) ∈ Hd−1(A \ D,Γ; P̂⊗ΩdA/S),
which we call the equivariant coherent Eisenstein-Kronecker class. It is absolutely essen-
tial for our applications to special values of Hecke L-functions to have classes in equivari-
ant cohomology. We use the case of an abelian scheme with CM by the ring of integers
OL in the number field L and where Γ ⊂ O×L is a subgroup of finite index, but there are
many other interesting cases. For example, for an abelian scheme A/S one can consider
the n-fold product An of A over S, which has an action of GLn(Z), or if A has already
CM by OL, by GLn(OL). We point out that for these groups no arithmetic moduli space
exists, but the following theorem contains a construction of group cohomology classes
with values in sections of certain algebraic bundles associated to A.
Theorem (Eisenstein-Kronecker class, see 2.4). Let A be an abelian scheme over R :=
SpecR of relative dimension d and Γ ⊂ AutR(A). Then for any integers a, b ≥ 0 there
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is an Eisenstein-Kronecker class
EKb,aΓ (f, x) ∈ Hd−1(Γ, H0(R,TSyma(ωA/R)⊗ TSymb(H )⊗ ωdA/R)),
depending on a Γ-invariant function f on D and a torsion point x ∈ (A \ D)(R). Here
ωA/R := e∗ΩA/R, H ∼= H1dR(A∨/R) and TSym denote the tensor symmetric power
algebra.
Equivariant cohomology classes in connection with Eisenstein series receive a lot of
attention lately, not only in the work of Bergeron-Charollois-Garcia [BCG] already men-
tioned, but also for example in the work of Graf [Gra16], of Sharifi-Venkatesh (in a
different context), in the work of Bannai-Hagihara-Yamada-Yamamoto [BHYY19], in
the work of Flo´rez-Karabulut-Wong [FKW19], and in the work [BKL18]. The related
Shintani-cocycles where studied in the work of Charollois-Dasgupta [CD14].
Besides constructing such a group cohomology class, it is also important to be able
to compute an explicit representative. This is accomplished in Section 3 of the paper.
Using computations of Levin [Lev00] adapted to our equivariant case one can show that
EKb,aΓ (f, x) can be represented in terms of generalized Eisenstein-Kronecker series, which
was the reason for its name. Integrating theses series over the classifying space of Γ then
leads to partial L-values of L(χ, 0) by a standard computation.
Overview of the approach to the theorems. We would like now to discuss our
approach to the critical values of Hecke L-functions and why the strategy of Shimura or
Katz has no straightforward generalization. Both, Shimura’s and Katz’ method relies on
the existence of algebraic Eisenstein series on the Hilbert modular variety associated to
the totally real subfield F inside the CM field K. To get at the real-analytic Eisenstein
series they use the Maaß-Shimura differential operators which are defined on the base.
The evaluation of these Eisenstein series at a CM point is then essentially the L-value
of the Hecke character in question. The algebraicity of the values is guaranteed by the
algebraicity of the Eisenstein series on the Hilbert modular variety.
This approach of Shimura and Katz brakes down for arbitrary extensions L of K as the
Eisenstein series in question no longer live in algebraic families. Their natural habitat is
the locally symmetric space associated to the arithmetic group GLn(OK), which is not
algebraic.
To handle this difficulty, we introduce several new viewpoints and concepts. First, it
turns out that one should not work on the base space of an abelian scheme, but on the
abelian scheme with CM itself. That such an approach is possible was the pioneering
insight by Bannai and Kobayashi [BK10] who showed that the results of Damerell and
the p-adic interpolation by Katz for elliptic curves E with CM can be already achieved
on E ×E∨. In fact, our work started by trying to understand their approach conceptually
and to generalize it to higher dimensional abelian varieties. Working on a single abelian
variety means that q-expansions to check algebraicity of Eisenstein series are no longer
available. It is an important feature of our work that the algebraicity is build into our
construction of the Eisenstein classes. A second problem is that abelian schemes with CM
by L where L is a proper extension of a CM fieldK admit no longer L-linear polarizations.
We solve this by working systematically with the abelian scheme and its dual, which gives
new insights into the periods occurring in the formulas for the special values of Hecke
L-functions.
Another main insight of this paper however, is that one should no longer work with
sections of algebraic bundles as in the work of Shimura and Katz or of Bannai-Kobayashi,
but with equivariant coherent cohomology classes. The equivariant approach in our paper
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has its source in the papers [BKL18] and [Gra16]. An equivariant motivic version of the
polylog was advertised earlier by the first named author. Graf showed in fact, that one
can recover the (algebraic) Eisenstein series used by Shimura and Katz with this method.
This was for us the first indication that such an equivariant cohomological approach to
the L-values should work.
For the p-adic interpolation we rely on the ideas in [Spr19], which demonstrate that
the differential operators used by Shimura and Katz can be realized using the canonical
connection on the Poincare´ bundle on the abelian variety times the universal vector
extension of its dual. This is gives a conceptual explanation of the ideas of Bannai-
Kobayashi [BK10]. Underlying the approach in [Spr19], is the fact that the completion of
the Poincare´ bundle with connection is an incarnation of the de Rham logarithm sheaf,
which was first shown in the thesis of Scheider [Sch14]. With this insight the paper
[Spr19] gives a geometric construction of the p-adic Eisenstein measures of Katz in the
elliptic case.
Outline of the paper. In the first section we study the action of the units O×L of L
on the co-Lie-algebra and the algebraic de Rham cohomology of an abelian scheme with
CM by OL.
In the second section we construct the equivariant coherent Eisenstein-Kronecker class,
which has values in the completion of the Poincare´ bundle. We first develop the neces-
sary properties of the completion of the Poincare´ bundle. This Eisenstein-Kronecker class
is still insufficient for our purposes as it would lead only to holomorphic Eisenstein se-
ries. To remedy this and to get real-analytic Eisenstein series, we extend the class to
the completion of the Poincare´ bundle on the universal vector extension, where it ac-
quires an integrable connection. This connection allows us to construct derivatives of the
Eisenstein-Kronecker class.
The third section is the technical heart of the paper. Here the equivariant Eisenstein-
Kronecker class is explicitly computed in terms of generalized Eisenstein-Kronecker series.
The computation of this class is facilitated by the relation of our class with polylogarithm
on abelian schemes, which allows to follow the strategy developed by Levin [Lev00] to
compute this class.
The fourth section contains a proof of the integrality statement of the Hecke L-function
cited above. Here we also fix our complex periods. It turns out that one should use the
periods of A and of A∨ at the same time. The relation with the work of Katz and others
in the CM case is also explained there.
The final section is devoted to the p-adic interpolation of the critical L-values by a
p-adic measure. The method used here relies on [Spr19], with some streamlining from
[Kat81] and is also inspired by and follows partly [Kat78].
Acknowledgements. The attentive reader easily realizes our debt to the work of Katz
[Kat78], Bannai-Kobayashi [BK10] and Beilinson-Levin [BL94]. We thank Blasius for
pointing out an inaccuracy in an earlier version of this paper and for very useful remarks,
which led to several improvements. We gratefully acknowledge the support of the SFB
Higher Invariants in Regensburg.
After the results of this work were completed, we were kindly informed by Bergeron
that he together with Charollois and Garcia obtained also integrality results for critical
L-values of Hecke L-functions, but with a completely different method. The first named
author thanks Bergeron for an invitation to Paris and interesting discussions with him
and Charollois about the different approaches used.
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1. Abelian schemes with CM
In this section we fix our notation concerning number fields and CM types, discuss
abelian schemes with CM, prove some decomposition results and describe our set up.
1.1. CM types. We fix some notations concerning number fields and CM types. Let
L be an algebraic number field. We denote by OL its ring of integers and by dL its
discriminant. We fix the algebraic closure Q ⊂ C of Q in C and let JL := HomQ(L,Q)
the set of embeddings of L into Q.
For each subset Ξ ⊂ JL we denote by IΞ the free abelian group Z[Ξ] generated by Ξ.
For µ =
∑
ξ∈Ξ µ(ξ)ξ ∈ IΞ we let
|µ| :=
∑
ξ∈Ξ
µ(ξ) ∈ Z
and we denote by I+Ξ the µ =
∑
ξ∈Ξ µ(ξ)ξ ∈ IΞ with all µ(ξ) ≥ 0. In the case Ξ = JL, we
write
IL := IJL = Z[JL]
for the free abelian group generated by JL. We denote by
TL := ResOL/ZGm
the restriction of Gm to SpecZ. Let LGal be a Galois closure of L with ring of integers
OLGal . For each OLGal [1/dL]-algebra R, where dL is the discriminant of L, the base change
of TL to R := SpecR
(1.1.1) TL,R := TL ×SpecZ R
is a split torus with TL,R(R) = (OL ⊗Z R)× and character group IL. More precisely, for
such R, OL ⊗Z R is a semi-simple algebra and one has an isomorphism
OL ⊗Z R ∼=
⊕
σ∈JL
R 1⊗ ℓ 7→ (σ(ℓ))σ∈JL.
Let L/K be an extension of number fields. Then the norm defines a homomorphism
NL/K : TL,R → TK,R
which induces a map N∗L/K : IK → IL by N∗L/K(µ)(σ) = µ(σ|K). We say that a character
µ ∈ IL is lifted from IK , if it is of the form µ = N∗L/K(µ0) with µ0 ∈ IK .
Recall that a CM field K is a totally imaginary quadratic extension of a totally real
field F . Suppose now that L contains a CM field K, hence L is totally complex. In this
case we let
n := [L : K] 2g := [K : Q] and 2d := 2gn = [L : Q].
Complex conjugation on Q ⊂ C induces an involution σ 7→ σ on JL and hence on IL.
Recall that a CM type ΣK ⊂ JK for a CM field K is a subset of the embeddings of K
into Q such that for ΣK := {σ | σ ∈ ΣK} one has
ΣK ∪ ΣK = JK and ΣK ∩ ΣK = ∅.
Given a CM type ΣK of K one defines the CM type Σ of L lifted from ΣK to be
Σ := N∗L/K(ΣK) and Σ := N
∗
L/K(ΣK).(1.1.2)
Complex conjugation defines bijections ΣK ∼= ΣK and Σ ∼= Σ. If we write Σ is a CM type
of L we always mean that it is lifted from some CM type of a sub CM field K ⊂ L.
6
Notation 1.1. The above decompositions allow to write
IK = IΣK ⊕ IΣK and IL = IΣ ⊕ IΣ
(note the order of Σ and Σ). We write accordingly µ0 = β0+α0 for µ0 ∈ IK and α0 ∈ IΣK ,
β0 ∈ IΣK and similarly, µ = β + α for µ ∈ IL. We let 1 ∈ IΣ be the element defined by
1(σ) = 1 for all σ ∈ Σ.
An algebraic action of O×L on a R-module M is the same as an action of TL,R on the
quasi-coherent sheaf M˜ on R = SpecR, which amounts to a comodule structure under
the group ring R[IL]. The following is well-known and easy to check:
Theorem 1.2 (Decomposition [GP11, Expose´ I, Prop. 4.7.3]). Let M be an algebraic
TL,R-module as above, then there is an isomorphism
M ∼=
⊕
µ∈IL
M(µ)
where TL,R acts on M(µ) via the character µ : TL,R → Gm. The set of µ ∈ IL such that
M(µ) 6= 0 will be called the type of M .
Suppose that R is contained in a number field k (torsion free suffices). Then one has
O
×
L ⊂ (OL ⊗Z R)× = TL,R(R). We are interested in the characters of TL,R which are
trivial on a subgroup of finite index Γ ⊂ O×L . These are the possible infinity types of
algebraic Hecke characters and were determined by Weil (see [Ser68] for an elaboration).
There are two cases:
1) L does not contain a CM field. Then the only characters µ : TL,R → Gm trivial on
some Γ are the powers of the NL/Q : TL,R → Gm,R, i.e. µ is of the form
µ = w
∑
σ∈JL
σ.
2) L does contain a CM field. Let K be the maximal one. Then a character µ which
is trivial on Γ has to be lifted µ = N∗L/K(µ0), from a character µ0 ∈ IK , which satisfies
the following condition: There exists a CM type ΣK , elements α0 ∈ IΣK , β0 ∈ IΣK and
w ∈ Z, such that µ0 = β0 − α0 and
(1.1.3) β0(σ
′)− α0(σ′) = w for all σ′ ∈ ΣK .
In particular, µ = β−α with α = N∗L/K(α0) and β = N∗L/K(β0). The following definition
is crucial for the whole paper.
Definition 1.3. Let L be a number field, which contains the (maximal) CM field K,
ΣK a CM type for K and Σ the CM type of L lifted from ΣK . A µ = β − α ∈ IL with
β ∈ IΣ and α ∈ IΣ is said to be of (algebraic) Hecke character type, if there are elements
β0 ∈ IΣK , α0 ∈ IΣK and w ∈ Z such that
α = N∗L/K(α0) β = N
∗
L/K(β0)
and such that β0(σ
′) − α0(σ′) = w for all σ′ ∈ ΣK . Let Γ ⊂ O×L be a subgroup of finite
index. We write
HCharL(Γ) := {µ = β − α ∈ IL | µ of Hecke character type such that µ(Γ) = 1}
for the characters of (algebraic) Hecke character type, which are trivial on Γ. Then all
characters of (algebraic) Hecke character type are
⋃
ΓHCharL(Γ), where Γ runs over all
subgroups of finite index in O×L . We call a µ = β − α ∈ HCharL(Γ) critical, if
β(σ) ≥ 0 and α(σ)− 1 ≥ 0 for all σ ∈ Σ.
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We write
CritL(Γ) := {µ = β − α ∈ HCharL(Γ) | µ of critical type}
Remark 1.4. The µ of (algebraic) Hecke character type are the possible infinity types
of algebraic Hecke characters and the critical ones have a critical L-value at 0 (see 4.4
below). Of course, the set HCharL(Γ) can also described by the Serre group Sm, but for
our purposes the above description is sufficient.
We can now determine the Γ ⊂ O×L invariants of an algebraic TL,R-module M .
Proposition 1.5. Let M be an algebraic TL,R-module and suppose that R is contained
in an algebraic number field k. Let Γ ⊂ O×L be a subgroup of finite index. Then the
Γ-invariants of M are
MΓ =
⊕
µ∈HCharL(Γ)
M(µ).
Proof. On M(µ) the group Γ ⊂ O×L acts via the character µ : O×L → R×. This is trivial
if and only if µ ∈ HCharL(Γ) is of Hecke character type and µ(Γ) = 1. 
We end this section introducing a convenient notation, which will be used throughout
the text.
Definition 1.6. Let M be an algebraic TL,R-module and Ξ ⊂ JL. Then we write
M(Ξ) :=
⊕
σ∈Ξ
M(σ)
and for α =
∑
σ∈Ξ α(σ)σ ∈ I+Ξ a positive element we define
TSymαR(M(Ξ)) :=
⊗
σ∈Ξ
TSym
α(σ)
R (M(σ)).
Further, for an element m ∈M(Ξ), we denote by m[α] ∈ TSymαR(M(Ξ)) the element
m[α] =
⊗
σ∈Ξ
m(σ)[α(σ)]
where m(σ)[α(σ)] = m(σ)⊗ · · · ⊗m(σ) α(σ)-times.
Here m(σ) 7→ m(σ)[k] is the divided power structure in TSymR(M(σ)) and one has
m(σ)k = k!m(σ)[k], where the left hand side is the k-th power calculated in TSymRM(σ).
With the above convention one has the formula
TSymkR(M(Ξ))
∼=
⊗
α∈I+
Ξ
|α|=k
TSymαR(M(Ξ))
1.2. Abelian schemes with CM. We fix some notations concerning abelian schemes.
Let S be a scheme and π : A → S an abelian scheme of relative dimension d. We write
e : S → A for its unit section. We denote by Lie(A/S) the relative Lie algebra and let
ωA/S := e
∗Ω1A/S ∼= π∗Ω1A/S
be the sheaf of translation invariant differential forms. We define
ωiA/S := Λ
iωA/S ω
−i
A/S := HomOS (ω
i
A/S ,OS) = Λ
i Lie(A/S).
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Let π∨ : A∨ → S be the dual abelian scheme and write e∨ : S → A∨ for its unit section.
Then we have also the objects Lie(A∨/S) and ωiA∨/S . Denote by H1dR(A/S) the first
relative de Rham cohomology of A/S. We notice that there is a canonical pairing
H1dR(A/S)×H1dR(A∨/S)→ OS .
Definition 1.7. We let
H := HA := HomOS(H
1
dR(A/S),OS) ∼= H1dR(A∨/S),
which sits in the short exact sequence
0→ ωA∨/S → H → Lie(A/S)→ 0.
The isomorphism R1π∗OA ∼= Lie(A∨/S) induces Rdπ∗OA ∼= Λd Lie(A∨/S), which by
Grothendieck duality gives rise to an isomorphism
(1.2.1) ωdA∨/S ∼= π∗ΩdA/S ∼= ωdA/S .
Definition 1.8. Let L be a totally complex number field with [L : Q] = 2d. An abelian
scheme A/S of relative dimension d has complex multiplication (CM) by OL, if there
exists an injection
ι : OL → EndS(A)
and such that locally on R, Lie(A/S) is a free OL ⊗Z R-module. In particular, A/S has
an action of O×L and Lie(A/S), ωA∨/S and H are all algebraic TL,R-modules.
We recall the Serre construction. Let T be a ring (not necessarily commutative) finite
free over Z and A/S an abelian scheme with an injection T → EndS(A) and a be a
projective finitely presented right T -module. Then we define as usual the abelian scheme
A(a) := a⊗T A (Serre construction), which for every S-scheme S ′ satisfies
(1.2.2) A(a)(S ′) = (a⊗T A)(S ′) = a⊗T A(S).
Notice that Lie(A(a)/S) ∼= a⊗T Lie(A/S). If A has CM by OL and a ⊂ b are fractional
ideals, then the homomorphism A(a)→ A(b) is an isogeny of degree [b : a].
Definition 1.9. Let c ⊂ L be an integral ideal, then the isogeny induced by OL ⊂ c−1 is
denoted by
[c] : A → A(c−1) = c−1 ⊗OL A
and we write A[c] for the kernel of [c]. In particular, deg[c] = Nc.
Remark 1.10. In this paper we consider abelian schemes A with CM by OL together with
the action of a subgroup Γ ⊂ O×L of finite index. Let K ⊂ L be a CM subfield and A0
be an abelian scheme with CM by OK . Then one can form
OL ⊗OK A0
which has an action GLOK (OL). The Eisenstein-Kronecker class which we construct in
this paper actually lives on this bigger group, but will not use this fact for our main
results.
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1.3. Decomposition results and set up. Let us write LGal for the Galois closure of L.
Let R be a OLGal [1/dL]-algebra and R := SpecR. We study for an abelian scheme A/R
with CM by OL the decomposition of the sheaves Lie(A/R), ωA∨/R and H ∼= H1dR(A/R)
under the TL,R-action.
We start with a general remark. For a OL ⊗Z R-module M one has a canonical iso-
morphism
HomR(M,R) ∼= HomOL⊗ZR(M,HomZ(OL,Z)⊗R),
which induces a OL ⊗Z R-linear pairing
(1.3.1) M × HomR(M,R)→ HomZ(OL,Z)⊗ R ∼= d−1L ⊗R
where d−1L is the inverse different. If the discriminant dL of L is invertible in R, the trace
map induces an isomorphism HomZ(OL,Z) ⊗ R ∼= OL ⊗ R, which idenfies HomR(M,R)
with the OL ⊗ R-dual of M . We will use this identification without further comment.
Proposition 1.11. Assume that R ⊂ C and that A/R has CM by OL. Then there exists
a (lifted) CM type Σ of L, called the CM type of A, such that
Lie(A/R) ∼=
⊕
σ∈Σ
Lie(A/R)(σ) and ωA∨/R ∼=
⊕
σ∈Σ
ωA∨/R(σ).
One has a decomposition of TL,R-modules
H ∼= H (Σ)⊕H (Σ)
using the convention in 1.6. In particular, one has a splitting of the Hodge filtration
0→ ωA∨/R → H → Lie(A/R)→ 0.
The L⊗ C-module H1(A(C),C) splits into
H1(A(C),C) ∼= ωA∨/C ⊕ ωA∨/C.
Further, one has H (Σ) ⊗R C ∼= ωA∨/C and H (Σ) ⊗R C ∼= Lie(A/C) so that ωA∨/C ∼=
Lie(A/C).
Proof. By the decomposition Theorem 1.2 it remains to determine the types of Lie(A/R),
ωA∨/R and H . This can be checked after base change to C. For H ⊗R C we get
H ⊗R C ∼= H1(A(C),C) ∼= L⊗Q C ∼=
⊕
σ∈HomQ(L,C)
C,
so every embedding appears exactly once in the rational representation. This determines
the type of H . By the Hodge decomposition one has H1(A(C),C) ∼= ωA∨/C ⊕ ωA∨/C.
This decomposition determines a CM type Σ on L, defined such that ωA∨/C has type Σ.
The sequence of TL,R-modules
0→ ωA∨/R → HA → Lie(A/R)→ 0,
determines the type of Lie(A/R). 
We deduce from this proposition the decomposition of ωA/R which is the R-dual of
Lie(A/R) and where TL,R acts via the inverse. Thus one obtains:
Corollary 1.12. The TL,R-module ωA/R splits into
ωA/R ∼=
⊕
σ∈Σ
ωA/R(−σ),
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where γ ∈ Γ = O×L acts on ωA/R(σ) by multiplication with σ(γ)−1. Moreover, the Hodge
filtration gives rise to a canonical isomorphism of TL,R-modules
ωdA∨/R ∼= ωdA/R ⊗ Λ2dH
where TL,R acts via the norm on Λ2dH . With the canonical isomorphism Λ2dH ∼= OR
this induces an isomorphism ωdA∨/R
∼= ωdA/R of Γ-modules.
Proof. By the Proposition 1.11 the Hodge filtration is an exact sequence of TL,R-modules
and the Γ-action on Λ2dH is via the norm N : O×L → Z×, which is trivial as L is totally
complex. 
Corollary 1.13. The period pairing of L⊗ C-modules
<,>A: H 1dR(A/C)×H1(A(C),C)→ L⊗ C
induces
<,>A: ωA/C ×H1(A(C),Z)→ CΣ
and, using the isomorphism ωA/C ∼= Lie(A∨/C), a non-degenerate paring
<,>A: ωA/C × ωA∨/C → CΣ.
The next decomposition will come up in our construction of coherent Eisenstein classes.
Corollary 1.14. Let Γ ⊆ O×L be a subgroup of finite index and 1 ∈ IΣ the element defined
in 1.1, then(
TSymα(ωA/R)⊗R TSymβ(ωA∨/R)⊗R ωdA/R
)Γ
={
TSymα(ωA/R)⊗R TSymβ(ωA∨/R)⊗R ωdA/R β − α− 1 ∈ CritL(Γ),
0 otherwise.
Proof. The action of γ on TSymα(ωA/R)⊗RTSymβ(ωA∨/R))⊗RωdA/R is by multiplication
with ∏
σ∈Σ
σ(γ)−α(σ)−1
∏
σ∈Σ
σ(γ)β(σ)
which is equal to 1 if and only if µ = β − α− 1 ∈ HCharL(Γ) is of Hecke character type
with respect to Γ. As α(σ) ≥ 0 and β(σ) ≥ 0 for all σ ∈ Σ, one sees that µ = β − α− 1
has to be critical. 
We want to consider abelian schemes A/R with CM by OL and with fixed R ⊗Z OL-
bases of ωA/R and of ωA∨/R.
Definition 1.15. Let A/R be an abelian scheme with CM by OL of type Σ. A basis
ω(A) of ωA/R (resp. ω(A∨) of ωA∨/R) is a collection of global sections
ω(A)(−σ) ∈ H0(R, ωA/R(−σ)) (resp. ω(A∨)(σ) ∈ H0(R, ωA∨/R(σ)))
for σ ∈ Σ, which generate ωA/R (resp. ωA∨/R) as R⊗Z OL-module.
We note that a basis ω(A) of ωA/R is the same as an isomorphism
(1.3.2) ω(A) : Lie(A/R) ∼= (OL ⊗ R)(Σ)
using the convention in 1.6. The same remark applies, of course, to ω(A∨).
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Remark 1.16. The ωA/R(−σ) and the ωA∨/R(σ) are locally free R-modules of rank one.
Hence in general there exists a basis only if one either shrinks R = SpecR or one performs
a base change to a bigger ring. Both possibilities influence the main integrality result of
this paper.
As H ∼= ωA∨/R ⊕ Lie(A/R), to specify a pair of bases (ω(A), ω(A∨)) is equivalent to
specify a basis of H . Consider the exact sequence
0→ H1(A(C),Z)→ Lie(A/C)→ A(C)→ 0.
Then ω(A) induces an isomorphism
(1.3.3) ω(A) : Lie(A/C) ∼= (L⊗ C)(Σ) =: CΣ :=
∏
σ∈Σ
C
and the image of H1(A(C),Z) in CΣ is the period lattice Λ of A and one gets
(1.3.4) A(C) ∼= CΣ/Λ.
Definition 1.17. Let A/S be an abelian scheme and ψ : A → B be an isogeny. A section
x : S → kerψ is called a ψ-torsion section.
Notation 1.18. Let R be a OLGal[1/dL]-algebra with a fixed embedding ι∞ : R ⊂ C. Let
R := SpecR and A/R be an abelian scheme with CM by OL. We will write
(A/R, ω(A), ω(A∨), x)
to denote that we have fixed bases of ωA/R and ωA∨/R and that x : R → A[f] is a f-torsion
point for an integral ideal f ⊂ OL and the isogeny [f] : A → A(f−1). We write
R[1/f] :=
⋂
{m|m∩OL∤f}
Rm
where the intersection is taken over all localizations at maximal ideals of R, such that
m ∩OL does not divide f.
Note that OL[1/f] are the f-integers. If we write any subset of (A/R, ω(A), ω(A∨), x)
it means that only the conditions to define the mentioned objects are in force, e.g.
(A/R, ω(A)) is an abelian scheme with CM by OL, the ring R satisfies the above condi-
tions and ω(A) is a basis of ωA/R etc.
Note that A/R has an action by O×L and that the subgroup O×f of units congruent to
1 modulo f fixes x.
Remark 1.19. The theory of complex multiplication shows that one can choose the ring
R above to be a subring of an algebraic number field.
2. Equivariant coherent Eisenstein classes
In this section we present our construction of an equivariant coherent Eisenstein class.
This construction uses the completion of the Poincare´ bundle as main input and is mod-
elled after the construction of the (de Rham) polylogarithm on abelian schemes.
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2.1. Preliminaries on the completed Poincare´ bundle. In this section we work
with a general abelian scheme π : A → S over a noetherian base S together with an
action of a discrete group Γ.
Consider the universal vector extension A♮ of A∨, which sits in an exact sequence of
commutative group schemes over S
0→ ωA/S → A♮ p−→ A∨ → 0
and classifies isomorphism classes (L ,∇) of line bundles with integrable connection rel-
ative to S which satisfy the theorem of the square, see [Lau96] for further details.
We denote by π♮ : A♮ → S the structure map and by e♮ : S → A♮ the zero section.
The relative Lie algebra of A♮ identifies with the first de Rham cohomology Lie(A♮/S) ∼=
H1dR(A/S) and the exact sequence of relative Lie algebras
0→ ωA/S → H1dR(A/S)→ Lie(A∨/S)→ 0
is just the Hodge filtration of H1dR(A/S). Recall that
(2.1.1) H := HomOS (H
1
dR(A/S),OS)
which is equipped with the dual of the Gauß-Manin connection.
Definition 2.1. Let P be the Poincare´ bundle on A×S A∨. The universal line bundle
with connection on A×S A♮ is denoted by (P♮,∇P♮).
The Poincare´ bundle P is rigidified along e(S)×A∨ and A× e∨(S). As a line bundle
P♮ is just the pull-back of P via id×p : A×SA♮ → A×SA∨ and hence is still rigidified.
We now discuss the completions of P and P♮ with respect to A×S e∨(S) resp. A×S
e♮(S). Let K ⊂ OA×SA∨ resp. K ♮ ⊂ OA×SA♮ be the ideal sheaves defining A×S e∨(S)
resp. A×S e♮(S). As e∨ and e♮ are regular immersions one has
K /K 2 ∼= (id× e∨)∗Ω1A×SA∨/A×Se∨(S) ∼= π∗ωA∨/S
and
K
♮/K ♮,2 ∼= (id× e♮)∗Ω1A×SA♮/A×Se♮(S) ∼= π∗ωA♮/S .
Moreover
K
n/K n+1 ∼= π∗ Symn(ωA∨/S) and K ♮,n/K ♮,n+1 ∼= π∗ Symn(ωA♮/S).(2.1.2)
Note that one has an isomorphism ωA♮/S ∼= H .
To treat P and P♮ at the same time, it is convenient to introduce the following
notation:
Notation 2.2. We write P(♮) in all statements which hold for P and P♮. Further let
O := OA×SA∨ and O
♮ := OA×SA♮ and let
O
(n) := O/K n+1 O ♮(n) := O ♮/K ♮,n+1.
We consider these as OA-algebras on A and write
Ô := lim←−
n
O
(n)
Ô ♮ := lim←−
n
O
♮,(n)
for the completions. The same notation will also be used for the co-Lie algebras
ω := ωA∨/S ω
♮ := ωA♮/S ∼= H .
In particular, we write O (♮) or ω(♮) in statements which are true for both O and O ♮ or ω
and ω♮.
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We remark that O (♮)(1) being anOA-algebra has a natural splitting O (♮)(1) ∼= OA⊕π∗ω(♮).
The group structures on A∨ and A♮ induce a co-commutative comultiplication on Ô and
Ô ♮ and hence maps
O
(♮)(n+m) → O (♮)(n) ⊗ O (♮)(m).
Definition 2.3. The map induced by the comultiplication
mom : O (♮)(n) → TSymn(O (♮)(1)) ∼=
n⊕
b=0
π∗TSymb(ω(♮)).
is called the moment map. We denote by mome : e
∗O (♮)(n) → ⊕nb=0TSymb(ω(♮)) the
pull-back along e∗. Let ̂π∗TSym(ω(♮)) be the completion of π∗TSym(ω(♮)) with respect
to the augmentation ideal. Then in the limit one gets
mom : Ô (♮) → ̂π∗TSym(ω(♮)) and mome : e∗Ô (♮) → T̂Sym(ω(♮)).
Remark 2.4. This map is the analogue of the moment map for completed group rings
defined in [BKL18, 3.13]. Notice that in the case where S is a scheme of characteristic
zero mom is an isomorphism. This can be seen on the associated graded which is the
canonical homomorphism Sym(ω(♮))→ TSym(ω(♮)).
Definition 2.5. Let P̂ denote the completion of P along A×S e∨(S) ⊂ A ×S A∨ and
denote by P̂♮ the completion of P♮ along A ×S e♮(S) ⊂ A ×S A♮. We let ∇
P̂♮
be the
induced connection. We further define
P
(n) := P ⊗OA×SA∨ O
(n) and P♮(n) := P ⊗O
A×SA
♮
O
♮(n).
considered as O (n) and O ♮(n)-modules on A respectively. The sheaves P♮(n) also inherit
a relative connection ∇P♮(n) .
Note that P♮(n) ∼= P(n) ⊗O(n) O ♮(n) and similarly for P̂ and P̂♮. Moreover, we have
P̂(♮) = lim←−n P
(♮)(n). The rigidification OA∨ ∼= (e × id)∗P and similarly for P♮ induce
sections
1 : OS → e∗ P̂ ∼= e∗Ô and 1 : OS → e∗P̂♮ ∼= e∗Ô ♮(2.1.3)
and the inclusion Ô ⊂ Ô ♮ induces an injection
(2.1.4) P̂ ⊂ P̂♮ ∼= P̂ ⊗
Ô
Ô ♮
compatible with the sections 1.
2.2. Properties of the completed Poincare´ bundle. In this section we discuss the
properties of the completed Poincare´ bundle that are important for the construction of
our equivariant coherent Eisenstein-Kronecker classes. The properties are similar to the
one of the logarithm sheaf (see for example [HK18]). In fact, one can show that P̂♮
is isomorphic to the logarithm sheaf if the base scheme S is of characteristic zero (see
2.15 below). We advise the reader to skip the (technical) proofs in this section in a first
reading.
Let ϕ : A → B be an isogeny and ϕ∨ : B∨ → A∨ its dual. The universal property of
the Poincare´ bundles gives rise to an isomorphism.
(2.2.1) (ϕ× id)∗PB ∼= (id× ϕ∨)∗PA.
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Theorem 2.6 (Functoriality). Let ϕ : A → B be an isogeny. Then one has a canonical
map
ϕ
(n)
# : P
(♮)(n)
A → ϕ∗P(♮)(n)B .
If ϕ∨ is e´tale (for example if degϕ is invertible on S) ϕ(n)# is an isomorphism. The maps
ϕ
(n)
# are compatible for different n and one obtains
ϕ# : P̂
(♮)
A → ϕ∗P̂(♮)B .
Proof. We prove the statement for P(n). For P♮(n) it then follows by taking the tensor
product with O ♮(n).
Denote by A∨(n) and B∨(n) the n-th infinitesimal neighbourhood of eA(S) resp. eB(S).
Let ϕ∨(n) : B∨(n) → A∨(n) be the map induced by ϕ∨ and denote by π∨(n)A : A∨(n) → S and
π
∨(n)
B : B∨(n) → S the structure maps. Then by definition P(n)A ∼= (id×π∨(n)A )∗PA|A×A∨(n)
and similarly for P
(n)
B . From (2.2.1) one has
(idA × ϕ∨(n))∗PA|A×A∨(n) ∼= (ϕ× idB∨(n))∗PB|B×B∨(n).
The desired map ϕ
(n)
# : P
(n)
A → ϕ∗P(n)B is now the composition
P
(n)
A = (idA × π∨(n)A )∗PA|A×At(n) → (idA × π∨(n)A )∗(idA × ϕ∨(n))∗(ϕ× idB∨(n))∗PB|B×B∨(n)
∼= (idA × π∨(n)B )∗(ϕ× idB∨(n))∗PB|B×B∨(n)
∼= ϕ∗(idB × π∨(n)B )∗PB|B×B∨(n) = ϕ∗P(n)B
(2.2.2)
where the isomorphism between the last two lines comes from the base change
A×S B∨(n)
ϕ×id∨(n)
B //
idA×π∨(n)B

B ×S B∨(n)
idB×π∨(n)B

A ϕ // B.
If ϕ∨ is e´tale the map ϕ∨(n) : B∨(n) → A∨(n) is an isomorphism and hence the adjunction
in (2.2.2) is an isomorphism. 
The functoriality for isogenies leads to the important splitting principle.
Corollary 2.7 (Splitting principle). Let ψ : A → B be an isogeny and x : S → kerψ a
ψ-torsion section. Then ψ# induces a map
ψ#x : x
∗
P̂
(♮)
A → x∗ψ∗P̂(♮)B ∼= e∗P̂(♮)B ∼= e∗Ô (♮)B .
If ψ∨ is e´tale one has an isomorphism P̂(♮)|kerψ ∼= Ô (♮)|kerψ of the restrictions to kerψ
and a canonical isomorphism
̺x : x
∗
P̂(♮) ∼= e∗Ô (♮).
Proof. The first two statements are clear. The isomorphism ̺x is the composition
̺x : x
∗̂
P
(♮)
A
ψ#−→∼= x
∗ψ∗̂P(♮)B = e
∗̂
P
(♮)
B
ψ#←−∼= e
∗̂
P
(♮)
A ∼= e∗Ô (♮)A .

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Definition 2.8. Let ψ : A → B be an isogeny with e´tale dual ψ∨ and x a ψ-torsion
point. Let
̺momx := mome ◦̺x : x∗̂P(♮)A ∼= e∗Ô (♮)A → T̂Sym(ω(♮)A )
be the composition of ̺x from 2.7 with the moment map 2.3 and write
̺mom
b
x : x
∗
P̂
(♮)
A → TSymb(ω(♮)A )
for the projection onto the b-component.
The functoriality implies immediately that P̂ and P̂♮ are Γ-equivariant sheaves:
Corollary 2.9 (Γ-equivariance). Let Γ be a discrete group acting (from the left) via
automorphism on A/S. For each γ ∈ Γ one has an isomorphism
(γ#)
−1 : γ∗P̂(♮) ∼= P̂(♮).
Proposition 2.10 (Comultiplication). For all m,n there are canonical homomorphisms
P
(♮)(n+m) → P(♮)(n) ⊗OA P(♮)(m)
and hence a homomorphism P̂(♮) → P̂(♮)⊗̂OAP̂(♮) (completed tensor product) whose
associated graded
π∗ Sym·OS(ω
(♮))→ π∗ Sym·OS (ω(♮))⊗OA π∗ Sym·OS(ω(♮))
is the homomorphism induced by the diagonal ω(♮) → ω(♮) ⊕ ω(♮). In particular, the
comultiplication is co-commutative.
Proof. It is again enough to check this for P(n) as the assertion then follows for P♮(n)
by taking the tensor product with O ♮(n).
Let µ∨(n,m) : A∨(n) ×S A∨(m) → A∨(n+m) be induced by the group law. As P satisfies
the theorem of the square one gets
(idA × µ∨(n,m))∗P|A×A∨(n+m) ∼= (idA × pr1)∗P|A×A∨(n) ⊗ (idA × pr2)∗P|A×A∨(m) .
Using adjunction for (idA × µ∨(n,m))∗ and then push-forward with (idA × π∨(n+m))∗ one
gets a homomorphism (using π∨(n+m) ◦ µ∨(n,m) = π∨(n) × π∨(m))
P
(n+m) → (idA × π∨(n) × π∨(m))∗ ((idA × pr1)∗P|A×A∨(n) ⊗ (idA × pr2)∗P|A×A∨(m))
∼= (idA × π∨(n))∗P|A×A∨(n) ⊗ (idA × π∨(m))∗P|A×A∨(m)
= P(n) ⊗OA P(m).
The associated graded of P̂ is π∗ SymOS(ω) which is the associated graded of e
∗ P̂ ∼= e∗Ô .
Hence the associated graded of the map P̂ → P̂ ⊗̂ P̂ coincides with the associated
graded of the comultiplication Ô → Ô⊗̂OAÔ of the formal group lim−→nA
∨(n), which is
π∗ Sym·OS (ω)→ π∗ Sym·OS (ω)⊗OA π∗ Sym·OS (ω)
This map is induced from the dual of the addition Lie(A∨/S)⊕Lie(A∨/S)→ Lie(A∨/S)
which is the diagonal ω → ω ⊕ ω. 
Remark 2.11. The comultiplication structure for P̂(♮) in the proposition just reflects the
fact that the torsor associated to P(♮) has a partial group law.
Corollary 2.12. One has a homomorphism
P
(♮)(n) → TSymn(P(♮)(1))
which is an isomorphism, if n! is invertible on S.
16
Proof. The mapP(♮)(n) → P(♮)(1)⊗· · ·⊗P(♮)(1) (n-factors) factors through TSymnOA(P(♮)(1))
as the comultiplication is co-commutative and the map on the associated graded in degree
k ≤ n is the canonical map
SymkOS(ω
(♮))→ TSymkOS (ω(♮)),
which is an isomorphism if k! is invertible. 
The known higher direct images of the Poincare´ bundle under the projection pr∨ :
A×S A∨ → A∨ allow to compute the cohomology of P̂:
Theorem 2.13 (Vanishing of cohomology). There is a canonical isomorphism
Riπ∗(P̂ ⊗π∗ωdA∨/S) ∼=
{
OS if i = d
0 if i 6= d.
Let S be a scheme over a field of characteristic zero. Then
Riπ∗Ω•A/S(P̂♮) =
{
OS i = 2d
0 i 6= 2d,
where Ω•A/S(P̂
♮) is the de Rham complex of (P̂♮,∇
P̂♮
).
Proof. We only prove the first statement. The second statement will not be used in this
paper. A proof can be found in [Sch14, Theorem 1.2.1]. The projection formula gives
Riπ∗(P̂ ⊗π∗ωdA∨/S) ∼= (Riπ∗ P̂)⊗ ωdA∨/S .
Let π̂∨ : Â∨ → S be the structure map of the formal completion Â∨ at e∨(S). Then one
has
Riπ∗ P̂ = Riπ∗(id× π̂∨)∗P|A×Â∨ ∼= π̂∨∗Rip̂r∨∗P|A×Â∨ .
where p̂r∨ : A×SA∨(∧) → A∨(∧) is the formal completion of pr∨. By [Gro61, Thm. 4.1.5]
the cohomology of the formal completion is computed as
Rip̂r∨∗P|A×Â∨ ∼= (Ri pr∨∗ P)⊗OA∨ OA×Â∨
Using the the computation of the cohomology of the Poincare´ bundle
R pr∨∗ P ∼= e∨∗ω−dA∨/S [−d]
(see [Lau96, Lemme 1.2.5]) one obtains the theorem. 
Corollary 2.14. For the equivariant coherent cohomology (see Appendix A.1) one has
H i(A,Γ; P̂ ⊗π∗ωdA∨/S) ∼=
{
H0(S,OS) i = d
0 i < d.
Proof. From Theorem 2.13 and with the Leray spectral sequence one gets
H i(A, P̂ ⊗π∗ωdA∨/S) ∼= H i(S, Rπ∗(P̂ ⊗π∗ωdA∨/S)) ∼= H i−d(S,OS).
Hence, the spectral sequence for equivariant cohomology (A.1.1) implies
H i(A,Γ; P̂⊗π∗ωdA∨/S) = 0 for i < d
and in degree d one gets H0(S,OS)Γ = H0(S,OS). 
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In characteristic zero the bundle P♮ is nothing but the de Rham logarithm sheaf, a
fact which was first shown in [Sch14]. We recall the definition of the de Rham logarithm
sheaf. For any scheme X in characteristic zero we denote by DX the ring of differential
operators. Recall that
H := HomOS (H
1
dR(A/S),OS)
is equipped with the dual of the Gauß-Manin connection. There is an exact sequence
[Sch14, (1.1.1)] comming from the local to global spectral sequence for Ext
0→ Ext1D(OS ,H ) π
∗−→ Ext1DA(OA, π∗H )→ HomDS (H ,H )→ 0
which is split by e∗. Then the first logarithm sheaf is an extension of DA-modules
0→ π∗H → L og(1) → OA → 0
which maps to id ∈ HomDS (H ,H ) and with a fixed splitting 1(1) : e∗L og(1) ∼= OS⊕H .
The pair (L og(1), 1(1)) is unique up to unique isomorphism. One then defines
L og(n) := Symn L og(1)
and L og := lim←−n L og(n). Recall that in characteristic zero there is also an isomorphism
P♮(n) ∼= TSymn P♮(1) and that we have a section 1(1) : OS → P♮(1).
Theorem 2.15 (Scheider, Thm. 2.3.1 [Sch14]). There is a canonical isomorphism
(L og(1), 1(1)) ∼= (P♮(1), 1(1)). In particular, one has an isomorphism L og ∼= P̂♮ re-
specting the sections 1 along e : S → A.
2.3. The equivariant coherent Eisenstein-Kronecker class. We consider the abelian
scheme A over a noetherian base S with an action of Γ.
Definition 2.16. For D ⊂ A a closed subscheme which is finite e´tale over S and stable
under Γ, we let
OS [D] := H0(D,OD).
Further, we write OS [D]0 := ker(H0(D,OD)→ H0(S,OS)) where the map is induced by
the trace map and let
OS [D]0,Γ := ker(H0(D,OD)→ H0(S,OS))Γ
be the Γ-invariants.
Note that for an e´tale isogeny δ, the scheme ker δ/S is unramified. Hence the section
e is an open immersion, so that ker δ \ {e(S)} ⊂ A is still a closed subscheme finite e´tale
over S. In particular, one has OS [D] ∼= OS [D \ {e(S)}]⊕ OS [e(S)].
We want to consider closed subschemes D ⊂ A e´tale over S with special properties.
Notation 2.17. Let δ : A → A˜ be an e´tale isogeny with e´tale dual δ∨. We denote by D
one of the two closed subschemes
D := ker δ or D := ker δ \ {e(S)}.
Let ι : D → A be the closed immersion and πD : D → S the finite e´tale structure map.
We let UD := A \ D be the complement of D and j : UD → A the open immersion.
18
Note that D and UD are Γ-stable subschemes and that ι : D → A is a locally complete
intersection (see [Har66, III. Prop. 1.2]). Summarizing, one obtains the following Γ-
equivariant diagram
(2.3.1) D ι //
πD ❄
❄
❄❄
❄❄
❄❄
A
π

UD := A \ Djoo
πU
yyrrr
rr
rr
rr
rr
S.
Moreover, for such D one has (as δ and δ∨ are e´tale) by Corollary 2.7 an isomorphism
δ# : P̂
(♮) |D ∼= Ô (♮) |D .
With the vanishing result in Corollary 2.14 the localization sequence for the closed sub-
scheme D ⊂ A gives rise to a short exact sequence
(2.3.2) 0→ Hd−1(UD,Γ; P̂⊗π∗ωdA∨/S)→ HdD(A,Γ; P̂⊗π∗ωdA∨/S)→ H0(S,OS).
The next theorem associates to functions in OS [D]0,Γ cohomology classes.
Theorem 2.18. Assume S noetherian and D be as in Notation 2.17. Then, using the
isomorphism ωdA/S
∼= ωdA∨/S from (1.2.1), there is a canonical inclusion
OS [D]0,Γ →֒ ker
(
HdD(A,Γ; P̂⊗ΩdA/S)→ H0(S,OS)
) ∼= Hd−1(UD,Γ; P̂ ⊗ΩdA/S)
The proof will be given in Section 2.6.
Definition 2.19. The map arising from the theorem and the localization sequence (2.3.2)
is denoted by
EKΓ,A : OS [D]0,Γ → Hd−1(UD,Γ; P̂ ⊗π∗ωdA∨/S)
For f ∈ OS [D]0,Γ we call
EKΓ,A(f) ∈ Hd−1(UD,Γ; P̂ ⊗π∗ωdA∨/S)
the equivariant coherent Eisenstein-Kronecker class associated to f . Using the map
P̂ → P̂♮ we denote by
EK♮Γ,A(f) ∈ Hd−1(UD,Γ; P̂♮ ⊗ π∗ωdA∨/S)
the image of EKΓ,A(f) under the homomorphism
Hd−1(UD,Γ; P̂ ⊗π∗ωdA∨/S)→ Hd−1(UD,Γ; P̂♮ ⊗ π∗ωdA∨/S).
If A is clear from the context, we write EKΓ(f) and EK♮Γ(f).
Remark 2.20. Recall the canonical isomorphism ωdA∨/S
∼= ωdA/S from 1.12, which gives by
pull-back π∗ωdA∨/S
∼= ΩdA/S . Then the de Rham complex for the connection ∇ on P̂♮
P̂♮ → P̂♮ ⊗ Ω1A/S → · · · → P̂♮ ⊗ ΩdA/S
gives via the Hodge spectral sequence rise to a map
Hd−1(UD,Γ; P̂♮ ⊗ π∗ωdA∨/S)→ H2d−1dR (UD,Γ; P̂♮)
which is an inclusion if the base has characteristic zero. It can be shown that the image
of EK♮Γ(f) under this map is the de Rham realization of the polylogarithm defined in
[HK18].
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The equivariant coherent Eisenstein-Kronecker class EK♮Γ(f) is not yet sufficient to
construct all cohomology classes we need for the critical L-values. Using the connection
on P̂♮
∇ := ∇
P̂♮
: P̂♮ → Ω1A/S ⊗ P̂♮
we construct further cohomology classes out of EK♮Γ(f) as follows: Iterating this connec-
tion a-times gives a map
∇a : P̂♮ → TSyma(Ω1A/S)⊗ P̂♮.
Definition 2.21. Let f ∈ OS [D]0,Γ. The image of EK♮Γ(f) under ∇a
∇aEK♮Γ(f) ∈ Hd−1(UD,Γ;TSyma(Ω1A/S)⊗ P̂♮ ⊗ ΩdA/S).
(where we have used ωdA∨/S
∼= ωdA/S) is called the a-th derivative of the equivariant coherent
Eisenstein-Kronecker class.
Let x : S → UD be a ψ-torsion section fixed by Γ. We assume that the dual ψ∨ is e´tale.
The class ∇aEK♮Γ(f) can be pulled-back by x to give
x∗∇aEK♮Γ(f) ∈ Hd−1(S,Γ;TSyma(ωA/S)⊗ x∗P̂♮ ⊗ ωdA/S).
Composing with the moment map from Definition 2.8
̺mom
b
x : x
∗
P̂♮ → TSymb(HA)
gives a class
(2.3.3) ̺mom
b
x(∇aEK♮Γ(f)) ∈ Hd−1(S,Γ;TSyma(ωA/S)⊗ TSymb(HA)⊗ ωdA/S).
If S = R is affine, the spectral sequence for equivariant cohomology A.1.1 collapses so
that
(2.3.4) Hd−1(R,Γ;TSyma(ωA/R)⊗ TSymb(HA)⊗ ωdA/R)
∼= Hd−1(Γ,TSyma(ωA/R)⊗ TSymb(HA)⊗ ωdA/R),
where we consider TSyma(ωA/R)⊗ TSymb(HA)⊗ ωdA/R as R-module.
Definition 2.22. Let S = R affine and x : R → UD a ψ-torsion section fixed by
Γ ⊂ AutR(A) and assume that ψ∨ is e´tale. For f ∈ R[D]0,Γ the Eisenstein-Kronecker
class at x
EKb,aΓ (f, x) ∈ Hd−1(Γ,TSyma(ωA/R)⊗ TSymb(HA)⊗ ωdA/R)
is the image of the class ̺mom
b
x(∇aEK♮Γ(f)) in (2.3.3) under the map in (2.3.4).
Remark 2.23. Let A0 be an abelian scheme with CM by OK the ring of integers in a CM
field K and let L be a finite extension of K. Then Γ = GLOK(OL) is the automorphism
group of OL ⊗OK A0 and one gets a group cohomology class
EKb,aGLOK (OL)
(f, x) ∈ Hd−1(GLOK (OL),TSyma(ωA/R)⊗ TSymb(H )⊗ ωdA/R).
For our purposes it is enough to consider only the restriction of this class to Γ ⊂ O×L ⊂
GLOK (OL).
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2.4. The Eisenstein-Kronecker class for CM abelian varieties. In this section we
refine the Eisenstein-Kronecker classes further in the case of CM abelian varieties.
Consider (A/R, ω(A), ω(A∨), x) as in Notation 1.18 so that Γ ⊂ O×L acts on A. We
use this action to further decompose the class EKb,aΓ (f, x) in Definition 2.22. Recall that
x is a f-torsion section. We assume in this section that N f ∈ R×, so that [f] and [f]∨ are
e´tale. This restriction will be removed in Section 2.5.
Recall the decomposition results from 1.11. The splitting of the Hodge filtration H ∼=
H (Σ)⊕H (Σ) and the isomorphism H (Σ) ∼= ωA∨/R induces a projection
TSymb(H )→ TSymb(ωA∨/R)
and by Corollary 1.14 the Γ-invariants of TSyma(ωA/R)⊗TSymb(ωA∨/R)⊗ωdA/R are given
by ⊕
β−α−1
∈CritL(Γ)
TSymα(ωA/R)⊗ TSymβ(ωA∨/R)⊗ ωdA/R
which is a direct summand and a trivial Γ-module. This allows to project EKb,aΓ (f, x) to
(2.4.1) prΓ(EK
b,a
Γ (f, x)) ∈
⊕
β−α−1
∈CritL(Γ)
Hd−1(Γ,TSymα(ωA/R)⊗ TSymβ(ωA∨/R)⊗ ωdA/R).
We would like to get rid of the group cohomology, which means to evaluate on some
fundamental cycle. In our case this can be done canonically.
Proposition 2.24. Let Γ ⊂ O×L be of finite index and 1 ∈ IΣ the element defined in 1.1.
Then there is a canonical homomorphism
Hd−1(Γ,TSymα(ωA/R)⊗R TSymβ(ωA∨/R)⊗R ωdA/R)→
TSymα+1(ωA/R)⊗R TSymβ(ωA∨/R).
Proof. It is sufficient to define a canonical homomorphismHd−1(Γ, ωdA/R)→ TSym1(ωA/R).
Let Γ′ ⊂ Γ be free of finite index. Then Hd−1(Γ′,Z) is non-canonically isomorphic to Z
and for any generator ξ′ ∈ Hd−1(Γ′,Z) we get an isomorphism
Hd−1(Γ′, ωdA/R)
∩ξ′−−→ ωdA/R.
Choosing an ordering of Σ allows to choose an orientation on R⊗L and hence one on L1R :=
ker((R⊗L)× NL/Q−−−→ R×). This orientation induces an isomorphism Z ∼= Hd−1(Γ′\L1R,Z) ∼=
Hd−1(Γ′,Z). Using the same ordering we get at the same time an isomorphism ωdA/R
∼=
TSym1 ωA/R and hence an isomorphism
Hd−1(Γ′, ωdA/R) ∼= TSym1 ωA/R
independent of the choice of the generator ξ′ and independent of the choice of the ordering.
Let ξ ∈ Hd−1(Γ,Z) be an element with resξ = ξ′ ∈ Hd−1(Γ′,Z) (note that the restriction
is surjective) and define using the same ordering of Σ
Hd−1(Γ, ωdA/R)
∩ξ−→ ωdA/R ∼= TSym1 ωA/R.
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To see that this is independent of the choice of ξ and the ordering, we note that the
diagram
(2.4.2) Hd−1(Γ, ωdA/R)
∩ξ //
res

TSym1 ωA/R
[Γ:Γ′]

Hd−1(Γ, ωdA/R)
∩resξ // TSym1 ωA/R
commutes, because for any η ∈ Hd−1(Γ, ωdA/R) one has
resη ∩ resξ = cor(η ∩ cor ◦ resξ) = [Γ : Γ′]η ∩ ξ.
As R ⊂ C is torsion free, the multiplication with [Γ : Γ′] is injective. This gives the
claim. 
Definition 2.25. Let (A/R, ω(A), ω(A∨)) be as in 1.18 and c, f ⊂ OL coprime integral
ideals such that Nc, N f ∈ R×. Let D ⊂ A[c] be as in 2.17 and let x be an f-torsion section
with x ∈ UD. Let Γ ⊂ O×L be of finite index fixing x, f ∈ R[D]0,Γ, and β−α−1 ∈ CritL(Γ)
be critical. We define the class
EKβ,αΓ (f, x) ∈ TSymα+1(ωA/R)⊗R TSymβ(ωA∨/R)
to be the α, β-component of prΓ EK
b,a
Γ (f, x) in (2.4.1) using the map in 2.24. The bases
ω(A)[α+1], ω(A∨)[β] give a trivialization
TSymα+1(ωA/R)⊗R TSymβ(ωA∨/R) ∼= R
and the resulting element of R is denoted by
EKβ,αΓ (f, x)(ω(A)[α+1], ω(A∨)[β]) ∈ R.
We note for later use the behaviour of EKβ,αΓ (f, x) under change of Γ.
Corollary 2.26. Let Γ′ ⊂ Γ ⊂ O×L be two groups of finite index and β−α−1 ∈ CritL(Γ),
then
EKβ,αΓ′ (f, x) = [Γ : Γ
′]EKβ,αΓ (f, x).
Proof. This follows immediately from the commutative diagram (2.4.2). 
2.5. An refinement of the Eisenstein-Kronecker class. As before we consider the
situation (A/R, ω(A), ω(A∨)) as in 1.18. For better integrality results we construct
a refinement of the Eisenstein-Kronecker class defined in 2.25, which is inspired by a
construction in [BKL18]. This depends on the isogeny [f] : A → B := A(f−1). We do not
assume in this section that N f is invertible in R, so that [f] and [f]∨ are not necessarily
e´tale.
Theorem 2.27. Let f and c 6= OL be two coprime ideals of OL with Nc invertible in
R and write D := A[c]. Let [f] : A → B := A(f−1) and x ∈ A[f](R). Then for each
f ∈ R[D]0,Γ there is a class
[f]EK
β,α
Γ,B(f, x) ∈ TSymα+1(ωB/R)⊗R TSymβ(ωB∨/R)
depending on f called the refined Eisenstein-Kronecker class. Using the bases ω(B), ω(B∨)
one gets as in 2.25
[f]EK
β,α
Γ,B(f, x)(ω(B)[α+1], ω(B∨)[β]) ∈ R.
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Proof. Consider the class
EK♮Γ(f) ∈ Hd−1(UD,Γ; P̂♮A ⊗ π∗ωdA∨/R)
from 2.19. Applying the maps [f]# : P̂
♮
A → [f]∗P̂♮B and [f]∨∗ : ωA∨/R → ωB∨/R gives a
class
EK♮Γ(f) ∈ Hd−1(UD,Γ; [f]∗P̂♮B ⊗ π∗ωdB∨/R),
which can be derived with the connection
[f]∗(∇a) : [f]∗P̂♮B → [f]∗TSyma(Ω1B/R)⊗ [f]∗P̂♮B.
This gives
[f]∗(∇a)(EK♮Γ(f)) ∈ Hd−1(UD,Γ; π∗TSyma(ωB/R)⊗ [f]∗P̂♮B ⊗ π∗ωdB∨/R).
Pulling-back by x, using the moment map mombeB : x
∗[f]∗P̂♮B ∼= e∗BP̂♮B → TSymb(HB),
and observing that R is affine gives
mombeB x
∗[f]∗(∇a)(EK♮Γ(f)) ∈ Hd−1(Γ,TSyma(ωB/R)⊗ Symb(HB)⊗ π∗ωdB∨/R).
Applying the projection TSymb(HB) → TSymb(ωB∨/R), the evaluation 2.24, and the
decomposition into α, β, yields the desired class
[f]EK
β,α
Γ,B(f, x) ∈ TSymα+1(ωB/R)⊗ TSymβ(ωB∨/R).

We want to compare this refined class with the one defined in 2.25. For this consider
the map [f]∗Ω1B/R → Ω1A/R, which induces
TSymα+1([f]∗) : TSymα(ωB/R)→ TSymα+1(ωA/R)
and the image of [f]EK
β,α
Γ,B(f, x) under this map
TSymα+1([f]∗)([f]EK
β,α
Γ,B(f, x)) ∈ TSymα+1(ωA/R)⊗ TSymβ(ωB∨/R).
On the other hand one has by the covariant functoriality [f]# : HA → HB a map
TSymβ([f]#) : TSym
β(ωA∨/R)→ TSymβ(ωB∨/R),
which applied to EKβ,αΓ,A(f, x) gives, if the base is R[
1
N f
],
TSymβ([f]#)(EK
β,α
Γ,A(f, x)) ∈ TSymα+1(ωA/R[ 1Nf ])⊗ TSym
β(ωB∨/R[ 1
Nf
]).
The natural comparison map induced by the flat map R→ R[ 1
N f
]
(2.5.1) TSymα+1(ωA/R)⊗ TSymβ(ωB∨/R)→ TSymα+1(ωA/R[ 1
Nf
])⊗ TSymβ(ωB∨/R[ 1
Nf
])
(which is injective as R is torsion free) allows to compare the two classes and one gets:
Proposition 2.28. Let x ∈ A[f](R) be a [f]-torsion section and f ∈ R[D]0,Γ. Then under
the map in (2.5.1) one has
TSymα+1([f]∗)([f]EK
β,α
Γ,B(f, x)) = TSym
β([f]#)(EK
β,α
Γ,A(f, x))
in
TSymα+1(ωA/R)⊗R TSymβ(ωB∨/R)⊗R R[ 1
N f
].
In particular,
TSymβ([f]#)(EK
β,α
Γ,A(f, x))(ω(A)[α+1], ω(B∨)[β]) ∈ R.
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Proof. We may assume R = R[ 1
N f
]. As [f]# : P̂
♮
A → [f]∗P̂♮B is a morphism of sheaves with
connection, one has a commutative diagram (using x∗[f]∗ = e∗B)
x∗P̂♮A
x∗∇α
A //
[f]#,x

TSymα(ωA/R)⊗ x∗P̂♮A
id⊗[f]#

e∗BP̂
♮
B
e∗
B
∇α

TSymα(ωB/R)⊗ e∗BP̂♮B
TSymα([f]∗)
// TSymα(ωA/R)⊗ e∗BP̂♮B.
Further we claim that the diagram
x∗P̂♮A
̺mom
β
x //
[f]#,x

TSymβ(HA)
TSymβ([f]#)

e∗BP̂
♮
B
momβeB // TSymβ(HB)
commutes. Recall that ̺mom
β
x = mom
β
eA
◦̺x and that ̺x is the composition
x∗P̂♮A
[f]#,x−−−→∼= e
∗
BP̂
♮
B
[f]−1#,eA−−−−→∼= e
∗
AP̂
♮
A.
(see Corollary 2.7). With this the commutativity of the diagram follows from the func-
toriality of the moment map, which gives
TSymβ ◦momβeA = momβeB ◦[f]#,eA

2.6. Proof of Theorem 2.18. We start with the computation of an Ext-group.
Proposition 2.29. Let I ⊂ OA be the ideal sheaf defining D and write OAn := OA/I n+1.
Then
Extq
OA
(I n/I n+1, P̂ ⊗ΩdA/S) ∼=
{
0 q < d
Hq−d(D,HomOD(I n/I n+1, ι∗ P̂)) q ≥ d.
Proof. The local to global spectral sequence for Ext gives
Hp(A,Extq
OA
(I n/I n+1, P̂ ⊗ΩdA/S))⇒ Extp+qOA (I n/I n+1, P̂ ⊗ΩdA/S).
Recall the notations in 2.17. As ι : D → A is locally a complete intersection, the local
Ext can be computed by [Har66, III. prop. 7.2]. For this we need to determine the
dualizing sheaf ωD/A. Let δ : A → B be the e´tale isogeny such that D ⊂ ker δ is a closed
subscheme. Then by loc. cit. p. 174 Remark 2 one has
ωD/A ∼= ι∗δ∗ωS/B ∼= ι∗δ∗ω−dB/S ∼= ι∗π∗ω−dA/S .
Further I n/I n+1 is locally free and if one writes
(I n/I n+1)∨ := HomOD(I
n/I n+1,OD)
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one gets
Extq
OA
(I n/I n+1, P̂ ⊗ΩdA/S) ∼= ExtqOA(OD, P̂ ⊗ΩdA/S)⊗ (I n/I n+1)∨
∼=
{
0 q 6= d
ι∗HomOD(I
n/I n+1, ι∗ P̂) q = d.
Inserting this result into the local to global spectral sequence gives the desired result. 
Corollary 2.30. For all n ≥ 1 one has injections
ExtdOA(OAn−1 , P̂ ⊗ΩdA/S) ⊂ ExtdOA(OAn, P̂ ⊗ΩdA/S).
In particular, one has
H0(D, ι∗ P̂) ∼= ExtdOA(OA0 , P̂ ⊗ΩdA/S) ⊂ lim−→
n
ExtiOA(OAn , P̂ ⊗ΩdA/S).
Proof. This follows from the proposition and the long Ext-sequence associated to
0→ I n/I n+1 → OAn → OAn−1 → 0.

Proof of Theorem 2.18. If S is noetherian, then also A is noetherian. By [Gro68] one has
then the following description of the cohomology with support
(2.6.1) H iD(A, P̂⊗ΩdA/S) ∼= lim−→
n
ExtiOA(OA/I
n+1, P̂ ⊗ΩdA/S).
Combining this with the corollary and using the splitting principle P̂ |D∼= Ô |D of 2.7
gives
H0(D,OD) ⊂ H0(D, ι∗ P̂) ⊂ HdD(A, P̂ ⊗ΩdA/S)
which is the statement of Theorem 2.18. 
3. Explicit computation of the equivariant coherent
Eisenstein–Kronecker classes
3.1. Notation. The aim of this chapter is to construct a suitable model to perform the
explicit computation of the equivariant Eisenstein–Kronecker classes. The set up of this
chapter is as in 1.18, i.e. (A/R, ω(A), ω(A∨), x).
We will choose an ordering of our CM type Σ = {σ1, . . . , σd}. For a family of objects
a = (aσ)σ∈Σ parametrized by Σ we will write
a = (ai)
d
i=1, with ai = aσi .
In particular, this gives the coordinates on CΣ =
∏
σ∈ΣC
z = (z1, . . . , zd) := (z(σi))
d
i=1,
and I+L = I
+
Σ
⊕I+Σ becomes identified with Nd×Nd. For the explicit analytic computation,
we may assume that A is defined over Spec(C). The basis of differential forms and the
resulting identification ω(A) : Lie(A/C) ∼= CΣ gives a period lattice Λ ⊆ CΣ and an
induced complex uniformization
(3.1.1) θ : A(C) ∼= CΣ/Λ
(see (1.3.3) and (1.3.4)). The action of a subgroup Γ ⊆ O×L of finite index is given by the
formula
γ.z := ΦL(γ
−1)z, γ ∈ O×L , z ∈ CΣ.
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For an integral ideal c, let D = ker[c] or D = ker[c] \ {e(R)}. Recall, that the definition
of the Eisenstein–Kronecker class EKβ,αΓ (f, x) depends on a Γ-invariant function f ∈
R[D]0,Γ. Using the above complex uniformization allows us to view f as a Γ-invariant
function
f : c−1Λ/Λ→ R
satisfying
∑
t∈c−1Λ/Λ f(t) = 0. The chosen torsion point x corresponds to x ∈ Q⊗Λ\c−1Λ
such that x+ Λ is Γ-stable. In the following we will compute the Eisenstein classes
EKβ,αΓ (f, x)
for a critical infinity type β−α− 1 ∈ CritL(Γ). The computations use the ideas of Levin
[Lev00], Nori [Nor95] and Graf [Gra16].
3.2. Generalized Eisenstein-Kronecker series. In the following, we introduce the
generalized Eisenstein–Kronecker series which appears in the explicit description of the
equivariant coherent Eisenstein–Kronecker class.
Definition 3.1. Let µ ∈ Nd, Λ ⊆ CΣ, z, w ∈ CΣ andH(z, w) :=∑di=1 hiziwi be a Hermit-
ian form which is in diagonal form in the standard basis of CΣ with h = (h1, . . . , hd) ∈ RΣ+
and 〈·, ·〉 := ImH(·, ·) the associated alternating form. Then we define the Eisenstein-
Kronecker series
Kµ(H, z, w, s,Λ) :=
∑′
λ∈Λ
(z + λ)µ
|z + λ|2sH
e2πi〈λ,w〉.
Here ‖z‖2H = H(z, z) :=
∑d
i=1 hi|zi|2 is the associated absolute value and
∑′
means that
we only sum over λ ∈ Λ \ {−z}.
Remark 3.2. These series are also a special case of the (generalization) of Epstein zeta
functions considered by Siegel in [Sie80].
The series Kµ(H, z, w, s,Λ) converges absolutely and uniformly for Re s > d+ |µ|
2
and
for z, w in a compact subset of CΣ.
Definition 3.3. For µ ∈ Nd, t ∈ R>0 and z, w ∈ CΣ define the theta function
ϑµt (H, z, w,Λ) :=
∑
λ∈Λ
(z + λ)µe−πt|z+λ|
2
He2πi〈λ,w〉.
The function ϑµt (H, z, w,Λ) is uniformly and absolutely convergent on each compact
set in R>0 × CΣ × CΣ.
Proposition 3.4. The function ϑµt (H, z, w,Λ) satisfies the functional equation
ϑµt (H, z, w,Λ) = t
−d−|µ| 1
volH(Λ)
e2πi〈w,z〉ϑµt−1(H,w, z,Λ
∗)
where
Λ∗ =
{
l ∈ CΣ : 〈l,Λ〉 ⊆ Z}
is the dual of Λ with respect to 〈−,−〉 and volH(Λ) is the volume of CΣ/Λ with respect
to the metric induced by the Hermitian form H.
Proof. The proof of the functional equation follows the usual lines (see [Sie80, Prop. 8]
or [Neu92, Chapter VII,(3.6)]). 
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Proposition 3.5. For µ ∈ Nd and Re s > 0 one has the formula
π−sΓ(s)Kµ(H, z, w, s,Λ) =
∫ ∞
0
(ϑµt (H, z, w,Λ)− δµ,ze2πi〈−z,w〉)ts
dt
t
.
where δµ,z is 1 if both z ∈ Λ and |µ| = 0, and zero in all other cases.
Proof. This follows immediately from the formula
∫∞
0
e−tats−1dt = Γ(s)a−s. 
As a corollary we get the analytic continuation and functional equation ofKµ(H, z, w, s,Λ).
Corollary 3.6. The Eisenstein-Kronecker series Kµ(H, z, w, s,Λ) has an analytic contin-
uation to C with possible poles in s = 0 and s = d of order one and residues −δµ,ze2πi〈−z,w〉
in s = 0 and residue δµ,w
volH (Λ)
in s = d. Moreover, it satisfies the functional equation
Γ(s)Kµ(H, z, w, s,Λ)
πs
=
e2πi〈z,w〉
volH(Λ)
Γ(d+ |µ| − s)Kµ(H,w, z, d+ |µ| − s,Λ∗)
πd+|µ|−s
.
Proof. The proof follows in a standard way from the functional equation of the theta
function, see for example [Sie80, Theorem 3]. 
3.3. The completed Poincare´ bundle. In this section we explain how to compute the
equivariant Eisenstein-Kronecker classes with differential forms.
We start describing the smooth connection on the completion of the Poincare´ bundle.
The splitting
H ∼= H (Σ)⊕H (Σ)
is compatible with the dual of the splitting of the Hodge filtration
H ∼= H (Σ)⊕H (Σ) ∼= Lie(A/C)⊕ Lie(A/C).
Definition 3.7. Let us define ν = ν1,0 + ν0,1 ∈ H ⊗C (ωA/C ⊕ ωA/C) with
ν1,0 ∈ H (Σ)⊗C ωA/C, ν0,1 ∈ H (Σ)⊗C ωA/C
corresponding to the identity morphisms in
H (Σ)⊗C ωA/C ∼= Lie(A/C)⊗C ωA/C = HomC(ωA/C, ωA/C)
respectively
H (Σ)⊗C ωA/C ∼= Lie(A/C)⊗C ωA/C = HomC(ωA/C, ωA/C).
Definition 3.8. We write (u1, . . . , ud, u1, . . . , ud) for the basis of H corresponding to the
basis
∂
∂z¯1
, . . . ,
∂
∂z¯d
,
∂
∂z1
, . . . ,
∂
∂zd
∈ Lie(A/C)⊕ Lie(A/C)
under the isomorphism H ∼= Lie(A/C)⊕ Lie(A/C).
In this basis, we may write
(3.3.1) ν0,1 =
d∑
i=1
uidzi, ν
1,0 =
d∑
i=1
uidzi.
For a smooth manifold X , we will write E ·X for the differential graded algebra of sheaves
of smooth differential forms and C∞X for the sheaf of smooth functions on X . Let us
furthermore write
P̂ := lim←−
n
P
(n),an ⊗Oan
A(C)
C∞A(C), P̂♮ := lim←−
n
P
♮(n),an ⊗Oan
A(C)
C∞A(C)
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for the sheaves of smooth sections of the completed Poincare´ bundles P̂ and P̂♮ consid-
ered as pro-bundles. It will be convenient to introduce the sheaf of smooth sections of
the trivial vector bundle on A(C) associated with the complex vector space H :
H = H ⊗C C∞A(C).
We will write H = H(Σ)⊕H(Σ) for the decomposition induced by H = H (Σ)⊕H (Σ).
We define a smooth connection ∇C∞ on P̂♮ as follows. We have P̂♮ = (P̂♮,an)∇ ⊗C C∞A(C),
where (P̂♮,an)∇ is the pro-local system of C vector spaces given by horizontal sections of
P♮(n),an. Then ∇C∞ is defined as:
∇C∞ := id⊗ d : (P̂♮)∇ ⊗C C∞A(C) → (P̂♮)∇ ⊗C E1A(C).
The connection ∇C∞ decomposes into a holomorphic and an anti-holomorphic connection
∇C∞ = ∇′ +∇′′ where
∇′ : P̂♮ → P̂♮ ⊗ E1,0A(C), ∇′′ : P̂♮ → P̂♮ ⊗ E0,1A(C).
We will sometimes simplify the notation and write ⊗ if the base of the tensor product is
clear from the context. In the above case, the tensor product is over the sheaf of smooth
functions on A(C). Let us observe, that the connection ∇′′ induces a Dolbeault resolution
of the holomorphic sheaf P̂♮:
(P̂♮)[0] ∼−→
(
P̂♮ ⊗ E0,•A(C),∇′′
)
.
Our next aim is to describe P̂♮ explicitly. Recall the forms ν, ν1,0 and ν0,1 defined in
(3.7). By abuse of notation, we will also write for the corresponding sections
ν = ν1,0 + ν0,1 ∈ Γ(A(C),H⊗ E1A(C))
with
ν1,0 ∈ Γ(A(C),H⊗ E1,0A(C)) and ν0,1 ∈ Γ(A(C),H⊗ E0,1A(C)).
With this notation, we have the following result:
Theorem 3.9. There is a horizontal isomorphism
(P̂♮,∇C∞) ∼=
(
T̂Sym(H), d+ ν
)
.
fitting into a commutative diagram
P̂♮ ∼= // T̂Sym(H)
P̂
OO
∼= // T̂Sym(H(Σ))
OO
where the vertical maps are the canonical inclusions. The pullback of the above isomor-
phism along e is furthermore compatible with the moment maps on the formal group Â♮:
momÂ♮ : e
∗P̂♮ = OÂ♮
∼−→ T̂Sym(H )
where one uses e∗H = H .
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Proof. Let us first show that it is enough to prove that there is a horizontal isomorphism
(3.3.2) (P̂♮,(1),∇C∞) ∼=
(
(C⊕H )⊗C C∞A(C), d+ ν
)
.
such that the pullback of the above isomorphism along e is the identity:
e∗P̂♮,(1) = C⊕H ∼−→ C⊕H .
Indeed, the co-multiplication maps
P♮,(n) → TSymn(P♮,(1))
are isomorphisms and we can define
P̂(1) ∼= (C⊕H (Σ))⊗C C∞A(C),
as the restriction of (3.3.2) to P̂(1) ⊆ P̂♮,(1). The desired horizontal morphism
(P̂♮,∇C∞) ∼=
(
T̂Sym(H), d+ ν
)
comes now by taking the limit over n of:
P̂♮,(n) ∼= TSymn(P̂♮,(1)) ∼= TSymn(C⊕H )⊗C C∞A(C) ∼=
n∏
b=0
TSym(H).
So it remains to construct the horizontal isomorphism (3.3.2). According to Scheider’s
theorem 2.15 there is a unique horizontal isomorphism
P
♮,(1) ∼−→ L og(1)
which is compatible with the trivialization
C⊕H ∼= e∗P♮,(1) ∼−→ e∗L og(1) = C⊕H .
It has been shown by Levin in [Lev00, Proposition 2.4.5] that there is a horizontal iso-
morphism
(L og
(1)
C∞ ,∇) ∼−→ ((C⊕H )⊗ C∞A(C), d+ ν)
compatible with the splitting along e∗ and the claim follows. 
The anti-holomorphic part ν0,1 of ν is an anti-holomorphic differential form with values
in H (Σ) ⊆ H :
ν0,1 ∈ H0(A(C),H(Σ)⊗ E0,1A(C)) ⊆ H0(A(C),H⊗ E0,1A(C)).
Thus, it follows from the above theorem that the anti-holomorphic part ∇′′ of ∇C∞
restricts to a connection on P̂ and we obtain a Dolbeault resolution for P̂ :
(3.3.3) P̂[0] ∼−→
(
P̂ ⊗ E0,•A(C),∇′′
)
.
Tensoring the left hand side with the sheaf of holomorphic p-forms gives the quasi-
isomorphism
(3.3.4) (P̂ ⊗ ΩpA(C))[0]
∼−→
(
P̂ ⊗ Ep,•,∇′′
)
.
Recall that the ultimate goal of this section is to compute the equivariant coherent poly-
logarithm class and the associated Eisenstein classes explicitly. In order to compute the
equivariant cohomology explicitly, we use the well-known fact (see Appendix (A.2.1))
that the equivariant sheaf cohomology
H i(X,Γ,F)
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of a equivariant sheaf F on a Γ-manifold X can be computed by the sheaf cohomology
H i(EΓ ×Γ X, F˜). Here F˜ is the sheaf on EΓ ×Γ X induced by the Γ-equivariant sheaf
pr−1F on EΓ×X via pullback along pr : EΓ×X → X .
In order to make BΓ more explicit let us assume that Γ is torsion free. Then, we have
the following explicit model for the classifying space BΓ. Let us define
L1R :=
{
(r1, . . . , rd) ∈ Rd>0 |
d∏
i=1
ri = 1
}
.
with an action of Γ given by
Γ× L1R → L1R, (γ, r) 7→ (|σ1(γ)|2r1, . . . , |σd(γ)|2rd).
This serves as an explicit model for the universal bundle EΓ over BΓ:
EΓ := L1R → BΓ := Γ\EΓ.
The inclusion of L1R into R
d gives a function
r = (r1, . . . , rd) : EΓ = L
1
R ⊆ Rd
and we will consider (r1, . . . , rd−1) as coordinates on EΓ. In particular, we get the fol-
lowing explicit model for A(C)×Γ EΓ:
A(C)×Γ EΓ = Γ\(A(C)× L1R)
where γ ∈ Γ acts on (z, r) ∈ A(C)× L1R by
γ.(z, r) = (ΦL(γ
−1)z, (|σ1(γ)|2r1, . . . , |σd(γ)|2rd)).
Here, the topological space EΓ carries the structure of a real manifold and the pullback
of abelian sheaves pr−1 C∞A(C) along
pr : A(C)× EΓ→ A(C)
can be resolved by the complex of smooth relative differentials:
(3.3.5) (pr−1 C∞A(C))[0] ∼−→ E•EΓ×A(C)/A(C).
It will be convenient to define
E1,0A(C)×EΓ := pr∗ E1,0A(C), E0,1A(C)×EΓ := pr∗ E0,1A(C) ⊕ pr∗EΓ E1EΓ.
By summarizing the above discussion, we obtain:
Lemma 3.10. We have a quasi-isomorphism
pr−1(P̂ ⊗ ΩdA(C)) ∼−→
(
pr∗ P̂ ⊗ Ed,•A(C)×EΓ,∇′′
)
.
In particular, the cohomology
H i(UD(C),Γ, P̂ ⊗ ΩdA(C))
can be described in terms of smooth Γ-invariant ∇′′-closed (d, d− 1)-forms with values in
pr∗ P̂.
Proof. In (3.3.4) we have shown that there is the resolution
(P̂ ⊗ ΩpA(C))[0]
∼−→
(
P̂ ⊗ Ep,•A(C),∇′′
)
.
The pullback of this along pr : A(C) × EΓ → A(C) tensored with (3.3.5) over C gives
after passing to the associated double complex the desired resolution:
pr−1(P̂ ⊗ ΩdA(C)) ∼−→
(
pr∗ P̂ ⊗ Ed,•A(C)×EΓ,∇′′
)
.
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The equivariant cohomology H i(UD(C),Γ, P̂ ⊗ ΩdA(C)) coincides with
H i(EΓ×Γ UD(C), (P̂ ⊗ ΩdA(C))∼).
Since P̂ ⊗ ΩdA(C) is the sheaf on EΓ ×Γ UD(C) = (EΓ × UD(C))/Γ induced by the Γ-
equivariant sheaf pr−1(P̂ ⊗ ΩdA(C)) this cohomology group coincides with the i-th coho-
mology of the complex(
H0
(
A(C)× EΓ, pr∗ P̂ ⊗ Ed,•A(C)×EΓ
)Γ
,∇′′
)
.

We define the sheaf of (p, q)-currents Dp,qA(C)×EΓ :=
(
Ed−p,2d−1−qA(C)×EΓ,c
)∗
as the dual of smooth
(d − p, 2d − 1 − q)-forms with compact support. The map ω 7→ (η 7→ ∫ η ∧ ω) gives a
quasi-isomorphism of complexes
Ed,•A(C)×EΓ → Dd,•A(C)×EΓ.
In particular, we get:
Corollary 3.11. We have a quasi-isomorphism
pr−1(P̂ ⊗ ΩdA(C)) ∼−→
(
pr∗ P̂ ⊗ Dd,•A(C)×EΓ,∇′′
)
.
In particular, the cohomology
H i(UD(C),Γ, P̂ ⊗ ΩdA(C))
can be described in terms of smooth ∇′′-closed (d, d− 1)-currents with values in pr∗ P̂.
3.4. The Eisenstein–Kronecker current. In this section, we will introduce the Eisenstein–
Kronecker current, discuss its basic properties and relate it to the Eisenstein–Kronecker
series introduced in section 3.2. In the next section, we will use the Eisenstein–Kronecker
current to represent the Eisenstein–Kronecker classes in equivariant coherent cohomology.
For r ∈ Rd>0 we write Hr for the scaled Hermitian form Hr(z, w) =
∑d
i=1 riziwi on C
Σ
with the associated alternating form
〈·, ·〉Hr : CΣ × CΣ → R
and the dual lattice
ΛHr,∗ := {l ∈ CΣ | 〈l,Λ〉Hr ⊆ Z}.
For r = 1 this gives the standard Hermitian form H(z, w) =
∑d
i=1 ziwi with the alternat-
ing form 〈·, ·〉 := 〈·, ·〉H and dual lattice Λ∗ := ΛH,∗.
We assume in this subsection that Γ is torsion-free. Let us define the volume form
vol := (2πi)
d
vol(A)
∧d
i=1 dzi ∧ dz¯i with vol(A) =
∫
A
∧d
i=1 dzi ∧ dz¯. Every element l ∈ Λ∗ of the
dual lattice gives us a character
χl : C
Σ/Λ→ C×, w 7→ exp(2πi〈l, w〉).
Recall, that we write r : L1R → Rd for the inclusion and u = (u1, . . . , ud) for the basis of
H (Σ). For l ∈ Λ∗ we let
l˜ :=
l¯u
r
=
d∑
i=1
l¯iu¯i
ri
∈ H0(A(C)×EΓ, pr∗(H(Σ)).
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By identifying ωA∨ with Lie(A/C) we may view l˜ as an anti-holomorphic vector field
l˜ =
d∑
i=1
l¯i
ri
∂
∂z¯i
on A(C)×EΓ. We will write ιl˜ for the contraction along l˜. For non-negative integers j, b
and s ∈ C, let us define the following (d, d− 1)-current with values in TSymb(pr∗H(Σ))
on A(C)× EΓ:
(3.4.1) φ(b,j)s :=
(−1)jΓ(s)
j!
∑
t∈c−1Λ/Λ
f(t)
∑
06=l∈Λ∗
l˜[b](
π‖ l√
r
‖2H
)sχl (z − t) ιl˜(dιl˜)j vol .
Note, that locally in (r, s) ∈ Rd>0 × C the coefficients of χl have at most polynomial
growth in ‖l‖. Hence, the convergence of the current follows from [Sch66, VII,§1]. In the
following, we will show that the current can be represented by a smooth differential form
on the open subset UD. Let us start with a more explicit expression for ιl˜(dιl˜)j vol:
Lemma 3.12. Let j be a non-negative integer:
(1) We have ιl˜(dιl˜)
j vol = 0 for j ≥ d.
(2) For 1 ≤ j ≤ d− 1 we have
ιl˜(dιl˜)
j vol =
(−1)jj!(2πi)d
vol(A)
∑
ǫ∈{0,1}d
|ǫ|=j+1
(
l¯
r
)ǫ
ωǫ
with
ωǫ = ι∑d
i=1 ri
∂
∂ri
(
d∧
i=1
ωiǫ
)
, ωiǫ =
{
dzi ∧ driri ǫi = 1
dzi ∧ dz¯i ǫi = 0.
(3) For j = d− 1 we get:
ιl˜(dιl˜)
d−1 vol =
(−1)d−1d!(2πi)d
vol(A)
(
l¯
r
)1
·
d−1∧
i=1
dri
ri
∧
d∧
i=1
dzi.
Here, we use the notation 1 = (1, . . . , 1) ∈ Nd.
Proof. (1): This is clear since the degree of the anti-holomorphic differential in vol is d,
so contracting more then d times along l˜ gives 0.
(2): Recall that we have
vol =
(2πi)d
vol(A)
d∧
i=1
dzi ∧ dzi.
Now the formula follows from
dιl˜(dzi ∧ dzi) = dzi ∧ d
(
lu
r
)
i
= −(l˜)idzi ∧ dri
ri
and
ιl˜(dzi ∧ dz¯i) = ι∑di=1 ri ∂∂ri (dιl˜(dzi ∧ dz¯i)) .
(3): This is a straight-forward computation. 
In a next step, let us prove that φ
(b,j)
s is represented by smooth differential forms:
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Proposition 3.13. The current φ
(b,j)
s |UD(C)×EΓ is represented by the smooth (d, d − 1)-
form
φ(b,j)s |UD(C)×EΓ ∈ Γ(UD × EΓ, pr∗ P̂ ⊗ Ed,d−1A(C)×EΓ).
More precisely, we have the following explicit formula in terms of Eisenstein–Kronecker
series:
φ(b,j)s |UD(C)×EΓ =
=
(2πi)d
vol(A)
∑
β∈Nd
|β|=b
∑
t∈c−1Λ/Λ
f(t)
∑
ǫ∈{0,1}d
|ǫ|=j+1
Γ(s)Kβ+ǫ(Hr, 0, w − t, s,ΛHr,∗)
πs
ωǫ ⊗ u¯[β](3.4.2)
with
ωǫ = ι∑d
i=1 ri
∂
∂ri
(
d∧
i=1
ωiǫ
)
, ωiǫ =
{
dzi ∧ driri ǫi = 1
dzi ∧ dz¯i ǫi = 0.
In particular, s 7→ φ(b,j)s admits an analytic continuation to C.
Proof. Both sides of (3.4.2) vary holomorphically in s, so it is enough to prove the formula
in the region where the defining series of the Eisenstein–Kronecker series converge, i.e.
for Re(s) > 2d+ b. By Lemma 3.12 (2) and the equation
l˜b =
∑
β∈Nd
|β|=b
(
l¯
r
)β
u[β]
it is enough to show∑
l∈Λ∗\{0}
(
l¯
r
)β+ǫ
1(
π
∥∥∥ l√r∥∥∥2
H
)sχl(w − t) = Kβ+ǫ(Hr, 0, w − t, s,ΛHr,∗)
πs
.(3.4.3)
Using
∥∥∥ rl√r∥∥∥2
H
= ‖l‖2Hr, rΛHr,∗ = ΛH,∗ this follows from the definition of the Eisenstein–
Kronecker series. Finally, let us note that the possible simple poles of the Eisenstein–
Kronecker series at s = 0 and s = d cancel by the assumption
∑
t∈c−1Λ/Λ f(t) = 0. 
Using the explicit description of P̂ from Theorem 3.9 we may define the Eisenstein–
Kronecker current:
Definition 3.14. The Eisenstein–Kronecker current is the (d, d− 1)-current
φ :=
∑
b≥0
2d∑
j=0
φ
(b,j)
b+j+1 ∈ H0
(
A(C)× EΓ,Dd,d−1A(C)×EΓ(pr∗ P̂)
)
with values in pr∗ P̂.
3.5. The equivariant coherent Eisenstein–Kronecker class. For t ∈ A(C) = CΣ/Λ
let us write δt for the δ-distribution concentrated in t and δf :=
∑
t∈c−1Λ/Λ f(t)δt.
Theorem 3.15. The (d, d − 1)-current φ is Γ-equivariant and solves the differential
equation
∇′′(φ) = δf vol .(3.5.1)
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Proof. The Γ-invariance of φ will follow from the more general formula γ∗φ(b,j)s = φ
(b,j)
s .
For γ ∈ Γ the function γ∗〈l, ·〉 is Z-valued on Λ ⊆ CΣ, we deduce that ΦL(γ−1)l ∈ Λ∗ ⊆
CΣ. Thus the formula
Γ× Λ∗ → Λ∗, (γ, l) 7→ γ.l := ΦL(γ−1)l
is a well-defined action on Λ∗, We have
γ∗
∥∥∥∥ l√r
∥∥∥∥2
H
= γ∗
(
d∑
i=1
|li|2
ri
)
=
d∑
i=1
|li|2
σi(γ)σi(γ)ri
=
∥∥∥∥ γ.l√r
∥∥∥∥2
H
γ∗〈l, ·〉 = 〈γ.l, ·〉 and γ∗ ◦ ιl˜ = ιγ˜.l ◦ γ∗.
Since f is Γ-invariant, we deduce γ∗φ(b,j)s = φ
(b,j)
s as desired. It remains to show that φ
satisfies the differential equation
∇′′(φ) = δf vol .
Let us assume that there is a (d, d− 1)-current φ solving the above differential equation
and consider its Fourier expansion
φ =
∑
l∈Λ∗
φlχl.
The above differential equation (3.5.1) can be restated as the following differential equa-
tion for the Fourier coefficients
dφl + (2πid〈l, ·〉+ ν) ∧ φl =
∑
t∈c−1Λ/Λ
f(t)χl(−t).
Our aim is to solve this equation coefficient-wise. This strategy goes back to Nori [Nor95].
For l = 0 it is solved by φ0 = 0. For l ∈ Λ∗ define Al := 2πid〈l, ·〉 + ν ∈ E1A(C)×EΓ ⊗
T̂Sym
·
(H ). We get an operator
Cl := d+ Al : E•A(C)×EΓ ⊗ T̂Sym
·
(H )→ E•+1A(C)×EΓ ⊗ T̂Sym
·
(H ).
Claim: For l 6= 0 the operator Cl ◦ ιl˜ + ιl˜ ◦ Cl is invertible and
φl,t := ιl˜ ◦ (Cl ◦ ιl˜ + ιl˜ ◦ Cl)(exp(2πi〈l,−t〉) vol)
solves the equation
dφl,t + Al ∧ φl,t = χl(−t) vol .
Proof of the Claim: Let us first observe Cl ◦ Cl = 0 and ιl˜ ◦ ιl˜ = 0. Our next aim is to
prove that the operator
Cl ◦ ιl˜ + ιl˜ ◦ Cl = dιl˜ + ιl˜d+ Alιl˜ + ιl˜Al
is invertible. The first term Ll˜ := dιl˜ + ιl˜d is the Lie-derivative along the vector field l˜.
It is nilpotent, more precisely L2d+1
l˜
= 0. Let us compute the second term evaluated on
a form ω:
(Alιl˜ + ιl˜Al)(ω) = Al ∧ ιl˜(ω) + ιl˜(Al ∧ ω) = ιl˜(Al) ∧ ω.
Thus the operator Alιl˜ + ιl˜Al is just multiplication by
ιl˜(Al) = 2πiιl˜d(〈l, ·〉) + l˜ = π
∥∥∥∥ l√r
∥∥∥∥2
H
+ l˜.
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Since π
∥∥∥ l√r∥∥∥2
H
∈ C× and l˜ ∈ TSym1(pr∗H) we conclude that Alιl˜ + ιl˜Al is invertible in
T̂Sym
·
(pr∗H). We have already seen that Ll˜ is nilpotent and deduce that Cl ◦ ιl˜ + ιl˜ ◦Cl
is invertible.
Next, let us prove that φl,t solves the equation
dφl,t + Al ∧ φl,t = exp(2πi〈l,−t〉) vol .
Let us define ωl,t := exp(2πi〈l,−t〉) vol. We have Cl(ωl,t) = dωl,t+Al ∧ωl,t = 0 and since
Cl commutes with (Clιl˜ + ιl˜Cl)
−1 we deduce
ωl,t = (Clιl˜ + ιl˜Cl)(Clιl˜ + ιl˜Cl)
−1(ωl,t) = Clιl˜(Clιl˜ + ιl˜Cl)
−1ωl,t.
Let us recall the definitions Cl := d + Al∧ and ωl,t := exp(2πi〈l,−t〉) vol. Thus φl,t =
ιl˜(Clιl˜ + ιl˜Cl)
−1ωl,t solves the equation
dφl,t + Al ∧ φl,t = χl(−t) vol
as desired. This finishes the proof of the Claim.
In a next step, we compute φl,t explicitly.
φl,t = ιl˜(Clιl˜ + ιl˜Cl)
−1ωl,t = ιl˜(Ll˜ + ιl˜(Al))−1ωl,t =
2d∑
j=0
(−1)jιl˜(Al)−(j+1)ιl˜(Ll˜)jωl,t
=
2d∑
j=0
(−1)j 1(
π
∥∥∥ l√r∥∥∥2
H
+ l˜
)j+1 ιl˜(dιl˜)jωl,t
After expanding the last sum using the binomial series
1(
π
∥∥∥ l√r∥∥∥2
H
+ l˜
)j+1 =∑
b≥0
(j + b)!
j!
(
π
∥∥∥∥ l√r
∥∥∥∥2
H
)−(b+j+1)
l˜[b]
we see that
∑
t∈c−1Λ/Λ f(t)φl,t are the Fourier coefficients of φ and the result follows. 
Remark 3.16. Using the inclusion P̂ ⊆ P̂♮ we may view φ as a (2d − 1) current in P̂♮
satisfying
∇′′(φ) = δf vol .
Furthermore, we have ∇′(φ) = 0 for trivial reasons: φ is already of top degree in the
holomorphic differential forms. Thus, φ is an equivariant current satisfiying
∇(φ) = δf vol .
The sheaf P̂♮ is canonically isomorphic to the de Rham logarithm sheaf:
lim←−
n
L og
(n)
dR
∼= P̂♮.
Thus [φ] is a representative of the equivariant de Rham polylogarithm.
In Lemma 3.10 we have seen that
pr−1(P̂ ⊗ ΩdA(C)) ∼−→
(
pr∗ P̂ ⊗ Ed,•A(C)×EΓ,∇′′
)
.
In particular, the cohomology
H i(UD(C),Γ, P̂ ⊗ ΩdA(C))
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can be described in terms of smooth Γ-invariant ∇′′-closed (d, d − 1)-forms with values
in pr∗ P̂. As a corollary of the above Proposition and Theorem 3.15 we obtain:
Corollary 3.17. The (d, d − 1)-form φ|UD(C)×EΓ represents the equivariant coherent
Eisenstein–Kronecker class
[φ]coh = EKΓ(f) ∈ Hd−1(UD(C),Γ, P̂ ⊗ ΩdA(C)).
Proof. The smooth (d, d− 1)-form φ|UD(C)×EΓ satisfies the differential equation
∇′′(φ|UD(C)) = 0,
so it is a Γ-equivariant ∇′′-closed (d, d− 1)-form and gives a cohomology class in
Hd−1(UD(C),Γ, P̂ ⊗ ΩdA(C)).
It remains to compute the residue map
Hd−1(UD(C),Γ, P̂ ⊗ ΩdA(C))→ HdA[D](A(C),Γ, P̂ ⊗ ΩdA(C)).
The residue map in Dolbeault cohomology is computed by extending φ|UD(C)×EΓ to a cur-
rent and applying ∂¯. By definition, the current φ extends the differential form φ|UD(C)×EΓ.
It follows from the Dolbeault resolution (3.3.3) that the diagram
P̂ ∂¯ //

P̂ ⊗ E0,1

P̂ ∇′′ // P̂ ⊗ E0,1
commutes. Thus [∇′′(φ)] represents the class res([φ|UD(C)×EΓ]). According to Theo-
rem 3.15 we have ∇′′(φ) = δf vol, so the class δf vol represents the cohomology class∑
t∈c−1Λ/Λ f(t)[t] and the result follows. 
For (β, α) ∈ Nd × Nd such that β − α− 1 ∈ CritL(Γ), we have an isomorphism
Hd−1(Γ,TSymα(ωA)⊗ TSymβ(H )⊗ ωdA/C) ∼=
∼= Hd−1(BΓ,C)⊗C TSymα(ωA)⊗ TSymβ(H )⊗ ωdA/C.
which allows us to compute EKβ,αΓ (f, x) ∈ Hd−1(Γ,TSymα(ωA)⊗TSymβ(H (Σ))⊗ωdA/C)
in terms of differential forms on EΓ:
Proposition 3.18. Let (β, α) ∈ Nd × Nd such that β − α − 1 ∈ CritL(Γ) is a critical
infinity type and write a := |α| and b := |β|. The Γ-invariant differential form
ψ(β,α)(f, x) ∈ Γ(EΓ,TSymα(ωA/C)⊗C TSymβ(H (Σ))⊗C ωdA/C ⊗C Ed−1EΓ )
with
ψ(β,α)(f, x) := d
∑
t∈c−1Λ/Λ
f(t)
Γ(a+ d)Kβ+α+1(Hr, x− t, 0, a+ d,Λ)
πa+d
× (πr)a+d
d−1∧
i=1
dri
ri
⊗ dz[α+1] ⊗ u¯[β] ⊗
d∧
i=1
dzi
represents the cohomology class
EKβ,αΓ (f, x) = [ψ
(β,α)(f, x)] ∈ Hd−1(Γ,TSymα(ωA)⊗ TSymβ(H (Σ))⊗ ωdA/C).
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Proof. Let us use the embedding P̂ ⊆ P̂♮ to view φ as a smooth (d, d− 1)-form in pr∗ P̂♮.
Then EKβ,αΓ is represented by the projection of
̺x(x
∗(∇′)αφ) ∈ H0
(
EΓ,TSymα(ωA/C)⊗C T̂Sym(H (Σ))⊗C ωdA/C ⊗C Ed−1EΓ
)
to the direct summand TSymα(ωA/C) ⊗C TSymβ(H (Σ)) ⊗ ωdA/C. The β-component
TSymβ(H (Σ)) is contained in the subspace of TSymb(H (Σ)) spanned by powers of
u¯1, . . . , u¯d. Thus the holomorphic connection
∇′ = d1,0 + ν1,0 = d1,0 +
d∑
i=1
dzi ⊗ ui
acts just by the holomorphic exterior derivation d1,0 after projection to TSymβ(H (Σ)).
Furthermore, we have e∗ωǫ = 0 if ǫ 6= (1, . . . , 1). We deduce from Corollary 3.17, Propo-
sition 3.13 and Lemma 3.12 (3) that the coherent equivariant Eisenstein–Kronecker class
on BΓ is represented by the differential form:
d(2πi)d
vol(A)
∑
t∈c−1Λ/Λ
f(t)∂αz
Γ(b+ d)Kβ+1(Hr, 0, z − t, b+ d,ΛHr,∗)
πb+d
∣∣∣∣
z=x
×
d−1∧
i=1
dri
ri
⊗ dz[α+1] ⊗ u¯[β] ⊗
d∧
i=1
dzi
Combining this with
∂αzK
β+1(Hr, 0, z − t, b+ d,ΛHr,∗)|z=x = (πr)aKβ+α+1(Hr, 0, z − t, b+ d,ΛHr,∗)|z=x
gives the representative
d(2πi)d
vol(A)
∑
t∈c−1Λ/Λ
f(t)
Γ(b+ d)Kβ+α+1(Hr, 0, x− t, b+ d,ΛHr,∗)
πb+d
× (πr)α
d−1∧
i=1
dri
ri
⊗ dz[α+1] ⊗ u¯[β] ⊗
d∧
i=1
dzi
for EKβ,αΓ (f, x). Recall the formula vol(A) =
∫
A/C
∧d
i=1 dzi ∧ dz¯i. The measure
∧d
i=1 dzi ∧
dz¯i differs from the measure µst induced from the metric given by the standard scalar
product by a factor (2i)d, so
(2πi)d
vol(A) =
πd
volH(Λ)
=
(πr)d
volHr(Λ)
.
Now, the desired result follows from the functional equation
Γ(b+ d)Kβ+α+1(Hr, 0, x− t, b+ d,ΛHr,∗)
πb+d volHr(Λ)
=
Γ(a+ d)Kβ+α+1(Hr, x− t, 0, a+ d,Λ)
πa+d
.

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3.6. Eisenstein classes and fiber integration. In the following Γ ⊆ O×L is an arbitrary
subgroup of finite index. The aim of this section is to compute the Eisenstein–Kronecker
classes
EKβ,αΓ (f, x) ∈ TSymα+1(ωA)⊗ TSymβ(H (Σ))
for a critical infinity type β−α− 1 ∈ CritL(Γ). Recall that these classes are obtained by
capping the classes EKβ,αΓ (f, x) with ξ ∈ Hd−1(Γ,Z), cf. Proposition 2.24:
Hd−1(Γ,TSymα(ωA)⊗ TSymβ(H (Σ))⊗ ωdA/C)→ TSymα+1(ωA)⊗ TSymβ(H (Σ)).
Definition 3.19. Let (β, α) ∈ Nd×Nd with β−α ∈ CritL(Γ), s ∈ C with Re(s) > b−a2 +d
and O ⊆ Q⊗ Λ a union of finitely many Γ-orbits then
Eβ,α(O, s; Λ,Γ) :=
∑′
l+t′∈Γ\(Λ+O)
(l + t′)
β
(l + t′)αN(l + t′)s
.
For later reference, let us observe the following:
Lemma 3.20. For a subgroup of finite index Γ′ ⊂ Γ and β − α ∈ CritL(Γ), s and O as
above, we have:
Eβ,α(O, s; Λ,Γ′) = [Γ : Γ′]Eβ,α(O, s; Λ,Γ).
Proof. This is a straight-forward computation. 
Lemma 3.21. Let (β, α) ∈ Nd × Nd with β − α ∈ CritL(Γ) and t ∈ Q ⊗ Λ, then
Γ(α + s)Eβ,α(O, s; Λ,Γ) admits an analytic continuation to C. More precisely, we have
Γ(α+ s)Eβ,α(O, s; Λ,Γ) =
=d
∑
t′∈(O+Λ)/Λ
∫
r∈BΓ
Γ(a+ ds)Kβ+α(Hr, t′, 0, a+ ds; Λ)
πa+ds
(πr)a+ds
d−1∧
i=1
dri
ri
.
Here, we write s = (s, . . . , s) and Γ(α + s) :=
∏d
i=1 Γ(ai + s).
Proof. The right hand side of the above equation is defined for s ∈ C, so it remains to
compare it to the left hand side for Re(s) > b−a
2
+ d:
d
∑
t′∈(O+Λ)/Λ
∫
r∈BΓ
Γ(a+ ds)Kβ+α(Hr, t′, 0, a+ ds; Λ)
πa+ds
(πr)a+ds
d−1∧
i=1
dri
ri
=
=d
∫
r∈BΓ
∑
l+t′∈Λ+O
∫
u∈R>0
(l + t′)
β+α
exp
(−π‖l + t′‖2Hru)ua+dsduu (πr)a+ds
d−1∧
i=1
dri
ri
=
Let us now make the substitution r˜i := uri corresponding to the bijection
BΓ× R>0 = (Γ\L1R)× R>0 ∼−→ Γ\(R>0)d, ((r1, ..., rd), u) 7→ (ur1, . . . , urd).
Applying the Melin transform and the above substitution gives
=
∑
l+t′∈Γ\(Λ+O)
Γ(α + s)
(l + t′)
β+α
(π(l + t′)(l + t′))α+s
πa+ds = Γ(α + s)Eβ,α(Γt, s; Λ,Γ)

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3.7. The main formula for the Eisenstein-Kronecker class. In the following we
will compute EKβ,αΓ (f, x) explicitly:
Theorem 3.22 (Explicit form of the Eisenstein-Kronecker class). For (β, α) ∈ Nd × Nd
such that β − α − 1 ∈ CritL(Γ) is a critical infinity type and Λ the period lattice from
(3.1.1), we have the following equality in TSymα+1(ωA/C)⊗ TSymβ(ωA∨/C):
EKβ,αΓ (f, x) = α!
∑
Γt∈Γ\(c−1Λ/Λ)
f(−Γt)Eβ,α+1(Γ(t+ x), 0; Λ,Γ) · dz[α+1] ⊗ u¯[β].
Here, we use the canonical isomorphism ωA∨/C ∼= H (Σ) to view u as a basis of ωA∨/C.
Proof. By Lemma 3.20 and Corollary 2.26 it suffices to prove the statement for a torsion
free Γ. The cap product
Hd−1(BΓ,Z)⊗Z Hd−1(BΓ,TSymα(ωA/C)⊗ TSymβ(ωA∨/C)⊗ ωdA/C) ∩−→
H0(BΓ,TSym
α(ωA/C)⊗ TSymβ(ωA∨/C)⊗ ωdA/C))
is given by ([Z], [ω]) 7→ ∫
Z
ω if Z is a cycle in singular homology and ω a (d − 1)-form
representing a cohomology class in degree d − 1. Using Proposition 3.18, Lemma 3.21
and Proposition 2.24 we see that the image of EKβ,αΓ (f, x) under
Hd−1(BΓ,TSymα(ωA/C)⊗ TSymβ(ωA∨/C)⊗ ωdA/C) ∼= TSymα+1(ωA/C)⊗ TSymβ(ωA∨/C)
is given by the following fiber integral:∫
r∈BΓ
ψ(β,α)(f, x) = Γ(α+ 1)
∑
Γt∈Γ\(c−1Λ/Λ)
f(−Γt)Eβ,α+1(Γ(x+ t), 0; Λ,Γ)dz⊗(α+1)u¯⊗(β).

We have chosen our basis (dz1, . . . , dzd) in such a way that it is the given basis
ω(A) = (ω(A)(σ))σ∈Σ. On the other hand, recall from 3.8 that (u1, . . . , u1) corresponds
to ( ∂
∂z¯1
, . . . , ∂
∂z¯d
), i.e. under the isomorphism
Lie(A/C) ∼= ωA∨/C
to the complex conjugates of the dual basis (ω(A)(σ)∨)σ∈Σ of Lie(A/C), and hence is not
an algebraic basis of ωA∨/C. Each u¯(σ) is a complex multiple of ω(A∨)(σ). Recall the
pairing
<,>A: ωA/C × ωA∨/C → CΣ
from Corollary 1.13. This allows us to state the explicit computation of the Eisenstein–
Kronecker class in terms of our algebraic bases ω(A) and ω(A∨):
Corollary 3.23. For (β, α) ∈ Nd × Nd such that β − α − 1 ∈ CritL(Γ) is a criti-
cal infinity type and Λ the period lattice from (3.1.1), we have the following equality in
TSymα+1(ωA/C)⊗ TSymβ(ωA∨/C):
EKβ,αΓ (f, x) =
α!
< ω(A), ω(A∨) >βA
∑
Γt∈Γ\(c−1Λ/Λ)
f(−Γt)Eβ,α+1(Γ(t+ x), 0; Λ,Γ) · ω(A)[α+1] ⊗ ω(A∨)[β].
Remark 3.24. Note that < ω(A), ω(A∨) >A is an invariant of the tuple (A, ω(A), ω(A∨)),
which does not depend on auxiliary choices like a polarization. In Section 4.1, we will
explain the relation of this invariant to classical periods of A and A∨.
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4. Application to special values of L-functions for Hecke characters
In this section we discuss the consequences of the computation 3.22 for the special
values of L-functions of algebraic Hecke characters. We start with a discussion of the
relevant periods.
4.1. Periods. Consider (A/R, ω(A), ω(A∨)) as in 1.18. For the integrality results on
special values of L-functions it is necessary to chose the periods very carefully. For this
one needs to fix a OL-basis of H1(A(C),Z). This is not always possible:
Definition 4.1. Let A/R be an abelian scheme with CM by OL and R ⊂ C. Let a be a
fractional ideal of L. An a- resp. L-structure of A is an isomorphism of OL-modules
ξa : a ∼= H1(A(C),Z) resp. ξL : L ∼= H1(A(C),Q).
Notice that if A has an a-structure ξa, then b⊗A has a ab-structure because
H1(b⊗A(C),Z) ∼= b⊗H1(A(C),Z).
An a-structure induces a L-structure by tensoring with Q
ξa : L ∼= a⊗Z Q
∼=−→ H1(A(C),Q),
which we again denote by ξa by abuse of notation. Further, the dual abelian scheme A∨
has a natural a−1d−1-structure. This follows from the OL-linear pairing (see (1.3.1))
H1(A(C),Z)×H1(A∨(C),Z)→ 2πid−1.
In particular, an L-structure ξL on A induces an L-structure ξ∨L on A∨, as H1(A∨(C),Q)
is the L-dual of H1(A(C),Q).
Remark 4.2. CM abelian varieties with an a-structure always exist, as a CM type Σ
induces an isomorphism ΦΣ : L ⊗ R ∼= CΣ, which allows to view fractional ideals a ⊂ L
as lattices in CΣ. It is well-known (see [Lan83]) that CΣ/a is an abelian variety with CM
by OL, which can be defined over an algebraic number field k and hence there is an affine
open R = SpecR ⊂ SpecOk over which it can be defined. On the other hand, for each
abelian variety A/R with CM by OL the H1(A(C),Z) is isomorphic to some fractional
ideal.
Recall the period pairing from Corollary 1.13
<,>A: ωA/C ×H1(A(C),Z)→ CΣ.
Similarly, one has the pairing
<,>A∨ : ωA∨/C ×H1(A∨(C),Z)→ CΣ.
for the dual abelian scheme A∨.
Definition 4.3. Let (A/R, ω(A), ω(A∨)) be as in 1.18 equipped with a OL-structure
ξOL : OL
∼= H1(A(C),Z). Denote by ξ∨L the induced L-structure on A∨. Then we define
periods
Ω :=< ω(A), ξOL(1) >A∈ CΣ and Ω∨ :=< ω(A∨), ξ∨L(1) >A∨∈ CΣ.
For later use and for the comparison with more classical formulations, we express Ω∨
differently.
Proposition 4.4. Let (A/R, ω(A), ω(A∨)) be equipped with a OL-structure ξOL : OL ∼=
H1(A(C),Z). Then
Ω∨ =
2πi < ω(A), ω(A∨) >A
Ω
.
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Proof. The pairing <,>A comes from the isomorphism
H1(A(C),C) ∼= HA ⊗R C ∼= Lie(A/C)⊕ Lie(A),
which maps ξOL(1) 7→ (Ωω(A)∨,Ωω(A)∨). The dual of this isomorphism induces the
pairing <,>A∨ and maps the dual basis to the dual basis, hence
(
1
Ω
ω(A), 1
Ω
ω(A)) 7→ 1
2πi
ξ∨L(1).
Taking the pairing with ω(A∨) gives the desired result. 
We now consider (A/R, ω(A), ω(A∨)) equipped with a OL-structure ξOL : OL ∼=
H1(A(C),Z) as our reference variety. For a fractional ideal a of L we write
A(a) := a⊗A
with its induced a-structure ξa. Note that Lie(A(a)/R) ∼= a⊗Lie(A/R). The basis ω(A)
can be viewed as an isomorphism (cf. (1.3.2))
ω(A) : Lie(A/R) ∼= (OL ⊗ R)(Σ)
which induces an isomorphism
(4.1.1) a⊗ ω(A) : Lie(A(a)/R) ∼= (a⊗ R)(Σ)
and hence an isomorphism Lie(A(a)/C) ∼= CΣ.
Proposition 4.5. With the above notation one has
< a⊗ ω(A), ξa(1) >A(a)=< ω(A), ξOL(1) >A= Ω
and the image of
H1(A(a)(C),Z)→ Lie(A(a)/C) a⊗ω(A)−−−−→∼= C
Σ
is equal to aΩ, so that A(a) = CΣ/aΩ. Suppose further that a = fb−1 with integral ideals
f, b and that [f] : A(f)→ A and [b] : A(f)→ A(fb−1) are e´tale. Then
a⊗ ω(A) = [f]∗([b]∗)−1ω(A)
is a basis of ωA(a)/R.
Proof. The map
H1(A(a)(C),Q)→ Lie(A(a)/C) a⊗ω(A)−−−−→∼= C
Σ
is induced from
H1(A(C),Q)→ Lie(A/C) ω(A)−−−→∼= C
Σ
by tensoring over Z with a. Thus, by definition of the induced a-structure, the image of
ξa(1) in CΣ is the same as the image of ξOL(1). This shows
< a⊗ ω(A), ξa(1) >A(a)= Ω.
The image of H1(A(C),Z) in CΣ is the OL-module generated by
ω(A)(ξOL(1)) =< ω(A), ξOL(1) >A= Ω.
and again from the definitions one gets that the image of H1(A(a)(C),Z) in CΣ is aΩ.
In the case a = fb−1 one gets as period lattice fb−1Ω and hence Ω is a [f]-torsion point.
If [f] and [b] are e´tale, one has isomorphisms
ωA/R
[f]∗−→∼= ωA(f)/R
[b]∗←−−∼= ωA(fb−1)/R.
This implies that a⊗ ω(A) = [f]∗([b]∗)−1ω(A) is a basis of ωA(a)/R. 
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4.2. Integrality of special values of Eisenstein series. We can now formulate our
fundamental integrality result.
We use the notations from Section 4.1. Let f, b and c be pairwise coprime integral
ideals in OL. Consider (A/R, ω(A), ω(A∨), x), where x : R → A is a [f]-torsion point
together with a OL-structure ξOL : OL
∼= H1(A(C),Z). Then choosing the differential
fb−1 ⊗ ω(A) from (4.1.1) the [f]- and [c]-torsion points in A(fb−1) are given by
A(fb−1)(C)[f] = b−1Ω/fb−1Ω and A(fb−1)(C)[c] = fb−1c−1Ω/fb−1Ω
We let D := ker[c] \ {x(R)}. Thus if x 6= e one has D = ker[c] and D = ker[c] \ {e(R)} if
x = e. If Nc is invertible in R, the conditions of 2.17 are satisfied. Finally, we let Γ = O×f
be the units which are congruent to 1 modulo f. This group fixes all f-torsion points.
Theorem 4.6. With the above notations write x = zΩ. Let f ∈ R[ 1
Nc
][D]0,O×f . Then for
critical β − α
(α− 1)!(2πi)|β|
ΩαΩ∨β
∑
O
×
f
t∈O×
f
\(f(bc)−1/fb−1)
f(−O×f t)Eβ,α(O×f t+ z, 0; fb−1,O×f ) ∈ R[
1
fN(bc)
].
Proof. Write a = fb−1. Because the maps Lie(A(f)/R)→ Lie(A/R) and Lie(A(f)/R)→
Lie(A(a)/R) are isomorphisms over R[ 1
fN(bc)
], the isogenies [f] and [b] are e´tale. Hence
the form a⊗ω(A) = [f]∗([b]∗)−1ω(A) is a basis of ωA(a)/R. By Proposition 4.5 the period
lattice of A(a) with respect to a ⊗ ω(A) is aΩ. Further, [b]∨ : A(b−1)∨ → A∨ is e´tale,
so that [b]#ω(A∨) = [b]∨∗ω(A∨) is a basis of ωA(b−1)∨/R. Choose any basis ω(A(a)∨) of
ωA(a)∨/R and consider
(4.2.1) (A(a)/R, [f]∗([b]∗)−1ω(A), ω(A(a)∨), x).
From Proposition 2.28 we know that
TSymβ([f]#)
(
EK
β,α−1
Γ,A(a)(f, x)
)
(([f]∗([b]∗)−1ω(A))[α], ([b]#ω(A∨))[β]) ∈ R[ 1
N(bc)
].
By Corollary 3.23 TSymβ([f]#)
(
EKβ,α−1Γ,A(a)(f, x)
)
is equal to
(α− 1)!
< [f]∗([b]∗)−1ω(A), ω(A(a)∨) >βA(a)
·∑
O
×
f tΩ
f(−O×f t)Eβ,α(O×f (t+ z)Ω, 0; aΩ,O×f ) · ([f]∗([b]∗)−1ω(A))[α] ⊗ ([f]#ω(A(a)∨))[β].
Observe that the period pairing 1.13 behaves as follows under isogenies
< [f]∗([b]∗)−1ω(A), ω(A(a)∨) >A(a)=< ([b]∗)−1ω(A), [f]#ω(A(a)∨) >A(b−1)
and that for the basis ([b]#ω(A∨))∨ of Lie(A(b−1)∨/R) one has
< ([b]#ω(A∨))∨, [f]#ω(A(a)∨) >A(b−1) ([b]#ω(A∨)) = [f]#ω(A(a)∨).
This implies
TSymβ([f]#)
(
EKβ,α−1Γ,A(a)(f, x)
)
(([f]∗([b]∗)−1ω(A))[α], ([b]#ω(A∨))[β]) =
(α−1)!< ([b]#ω(A
∨))∨, [f]#ω(A(a)∨) >A(b−1)
< ([b]∗)−1ω(A), [f]#ω(A(a)∨) >A(b−1)
∑
O
×
f
tΩ
f(−O×f t)Eβ,α(O×f (t+z)Ω, 0; aΩ,O×f ).
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In the quotient in front of the sum, one can substitute [f]#ω(A(a)∨) by [b]#ω(A∨) without
changing the value. This gives
< ([b]#ω(A∨))∨, [b]#ω(A∨) >A(b−1)
< ([b]∗)−1ω(A), [b]#ω(A∨) >A(b−1)
=
1
< ω(A), ω(A∨) >A
.
From the equality
Eβ,α(O×f (t+ z)Ω, 0; aΩ,O
×
f ) =
(
Ω
β
Ωα
)
Eβ,α(O×f (t+ z, 0; a,O
×
f )
one concludes with Proposition 4.4. 
4.3. Hecke L-functions. Let L be a number field and f ⊂ OL an integral ideal, I(f) the
group of fractional ideals prime to f. We let Pf ⊂ I(f) be the subgroup of the principal
ideals generated by λ ∈ L× with λ ≡ 1 mod ×f and totally positive at the real places.
Definition 4.7. An algebraic Hecke character χ with values in a number field E ⊂ C,
of conductor dividing f and infinity type µ ∈ IL is a homomorphism
χ : I(f)→ E× ⊂ C×
such that for all λ ∈ Pf one has
χ((λ)) =
∏
σ∈JL
σ(λ)µ(σ).
If f | f′ one has I(f′) ⊂ I(f) and one identifies the Hecke character of conductor dividing
f with the ones of conductor dividing f′ obtained by restriction. The smallest f where χ
can be defined, is called the conductor of χ.
In the case where L contains a maximal CM field K ⊂ L, it follows from the discussion
after Theorem 1.2 that an algebraic Hecke character is of the form
χ = ̺ · (χ0 ◦NL/K)
where χ0 is an algebraic Hecke character of K and ̺ a Dirichlet character of L.
For a Hecke character χ of L of conductor f, one defines the L-function for Re s >> 0
by
Lf(χ, s) :=
∑
a∈I(f)
a⊂OL
χ(a)
Nas
,
where the sum is extended over all integral ideals a coprime to f. For an integral ideal b
of OL with ideal class [b] ∈ I(f)/Pf we introduce the partial L-function
Lf(χ, s, [b]) :=
∑
a∈[b]
a⊂OL
χ(a)
Nas
so that Lf(χ, s) =
∑
[b]∈I(f)/Pf
Lf(χ, s, [b]).
The L-series has an analytic continuation to C and satisfies a functional equation. The
value at s = 0 of Lf(χ, s) is called critical, if none of the Γ-factors occurring on each side
of the functional equation have a pole at s = 0. It is known that critical values can occur
only if either L is totally real or if L contains a CM field (see [Del79]). In the latter case,
one has that s = 0 is critical for Lf(χ, s) if and only if the infinity type µ of χ is critical
in the sense of Definition 1.3. Thus χ with infinity type µ is critical at s = 0 if there is a
CM type Σ ⊂ JL of L such that
µ = β − α
with β ∈ I+
Σ
and α− 1 ∈ I+Σ .
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Let O×f be the subgroup of units of OL, which are congruent to 1 mod f. The partial
L-functions Lf(χ, s, [b]) can be expressed through the series E
β,α(1, s; fb−1,O×f ) defined
in 3.19 as follows: There is a bijection
O
×
f \(1 + fb−1) ∼= {a ∈ [b] | a integral} λ 7→ λb
if the conductor f is not trivial and for each λ ∈ 1 + fb−1 one has χ((λ)) = ∏σ∈Σ σ(λ)βσ(λ)α .
For the trivial conductor f = OL the integral ideals in the class [b] are parametrized by
O
×
L \(b−1 \ {0}) and then 1 ∈ b−1. Thus, one gets for arbitrary conductor f
(4.3.1) Lf(χ, s, [b]) = χ(b)Nb
−s ∑′
λ∈O×f \(1+fb−1)
χ((λ))
Nλs
= χ(b)Nb−sEβ,α(1, s, fb−1,O×f ).
If χ is critical at 0, i.e. β − α is critical in the sense of Definition 1.3, one can evaluate
both sides at s = 0 and gets
(4.3.2) Lf(χ, 0, [b]) = χ(b)E
β,α(1, 0; fb−1,O×f ).
4.4. Special values of L-series for algebraic Hecke characters. We use the nota-
tions from Section 4.1. The next theorem is one of the main results in this paper and
generalizes (and strengthens) the work of Katz [Kat78] in the case of CM fields.
Theorem 4.8 (Special values of Hecke L-functions). Let f be an integral ideal in OL
and consider (A/R, ω(A), ω(A∨), x) as in 1.18, equipped with a OL-structure ξOL : OL ∼=
H1(A(C),Z). Let χ be a Hecke character with values in E ⊂ C, of conductor f and critical
infinity type β − α ∈ CritL(O×f ). Then if f 6= OL one has for any integral c coprime to f
(α− 1)!(2πi)|β|
ΩαΩ∨β
(χ(c)Nc− 1)Lf(χ, 0) ∈ OER[ 1
fNc
],
where OER ⊂ C is the ring generated by R and the integers OE of E. If f = OL one has
for any c, c′ coprime to each other
(α− 1)!(2πi)|β|
ΩαΩ∨β
(1− χ(c′)) (χ(c)Nc − 1)LOL(χ, 0) ∈ OER[
1
N(cc′)
].
Moreover, one can choose SpecR = SpecOk[
1
dLfNc
] for the integers Ok of an algebraic
number field k. In particular, the value
(α− 1)!(2πi)|β|
ΩαΩ∨β
Lf(χ, 0) ∈ k
is an algebraic number in k.
The proof is given below.
Remark 4.9. We understand that Bergeron-Charollois-Garcia can also prove integrality
results about these L-values with a completely different method and reducing to Katz’
results, but also relying on equivariant cohomology classes (personal communication, see
also [BCG] for some indications in the quadratic imaginary case).
Let D := ker[c] \ {x(R)} as in 4.6. In the case where x 6= e, D = ker[c] and we would
like to use the special function
(4.4.1) f[c] = Nc1e(R) − 1ker[c] ∈ R[D]0,O
×
f .
For the evaluation of the sum over the c-torsion points occurring in this theorem we use
a distribution relation.
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Proposition 4.10. One has the distribution relation∑
O
×
f
t∈O×
f
\f(bc)−1/fb−1
Eβ,α(O×f t+ 1, 0; fb
−1,O×f ) = E
β,α(1, 0; fb−1c−1,O×f ).
In particular, for the function defined in (4.4.1)∑
O
×
f t∈O×f \f(bc)−1/fb−1
f[c](−O×f t)Eβ,α(O×f t+ 1, 0; fb−1,O×f ) =
= NcEβ,α(1, 0; fb−1,O×f )−Eβ,α(1, 0; fb−1c−1,O×f ).
Proof. One has a disjoint decomposition
fb−1c−1 + 1 =
⋃
O
×
f t∈O×f \A[c](C)
(fb−1 + O×f t + 1),
which implies
O
×
f \(fb−1c−1 + 1) =
⋃
O
×
f t∈O×f \f(bc)−1/fb−1
O
×
f \(fb−1 + O×f t+ 1).
Using the definition of Eβ,α(O×f t + 1, 0; fb
−1,O×f ) in 3.19 and of the function f[c] the result
follows. 
With this we get from Theorem 4.6 the following corollary:
Corollary 4.11. With the notations and assumptions of Theorem 4.8 and for f 6= OL
one has
(α− 1)!(2πi)|β|
ΩαΩ∨β
(χ(c)NcLf(χ, 0, [b])− Lf(χ, 0, [bc])) ∈ OER[ 1
fN(bc)
].
Proof. From Theorem 4.8 and using the distribution relation for the function f[c] from
(4.4.1) one gets
(α− 1)!(2πi)|β|
ΩαΩ∨β
(
NcEβ,α(1, 0; fb−1,O×f )− Eβ,α(1, 0; fb−1c−1,O×f )
) ∈ R[ 1
fN(bc)
].
To conclude, observe that for integral b the value χ(b) ∈ OE, because there is a power m
such that bm = (λ) is a principal ideal with λ ∈ OL, so that
χ(b)m =
∏
σ∈Σ
σ(λ)β(σ)
σ(λ)α(σ)
∈ OE[ 1
Nb
].
Using (4.3.2) gives the desired result. 
Proof of Theorem 4.8. Let us first assume that f 6= OL. Choose representatives b1, . . . , bm
for the ideal classes in I(f)/Pf. Then we get from 4.11 by summing over all classes in
I(f)/Pf
(α− 1)!(2πi)|β|
ΩαΩ∨β
(χ(c)Nc− 1)Lf(χ, 0) ∈ OER[ 1
fN(b1 · · · bmc)].
Choosing other representatives b˜1, . . . , b˜m which are coprime to fb1 · · · bmc one gets
(α− 1)!(2πi)|β|
ΩαΩ∨β
(χ(c)Nc− 1)Lf(χ, 0) ∈ OER[ 1
fN(b˜1 · · · b˜mc)
].
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The result follows, because the intersection of both rings is R[ 1
fN(c)
]. In the case where
f = OL, choose on (A[c′] \ {e(R)})×A[c] ⊂ D = ker[cc′] \ {e(R)} the function f˜[c] which
is the pull-back of the function f[c] under the projection to the second factor. Then the
distribution relation gives∑
O×t∈O×L \A[cc′](C)
f˜[c](−O×L t)Eβ,α(O×L t+ 1, 0; b−1,O×L ) =
= NcEβ,α(1, 0; (bc′)−1,O×L )−NcEβ,α(1, 0; b−1,O×L )
+ Eβ,α(1, 0; (bc)−1,O×L )− Eβ,α(1, 0; (bcc′)−1,O×L ).
The rest of the argument is as in the case f 6= OL.
By the theory of complex multiplication one can assume that R is contained in an
algebraic number field. In fact one choose k so big that it contains OE , that the locally free
modules ωA/Ok and ωA∨/Ok become free, and so thatA has everywhere good reduction. 
4.5. A weak form of the Deligne conjecture and a conjecture of Katz. In the
introduction of [Kat78] Katz conjectured a version of the algebraicity statement in The-
orem 4.8 with different periods. In this section we show how one gets Katz’ form of the
statement from our result. Moreover, one can deduce from Theorem 4.8 a weak form of
the Deligne conjecture on the critical values L(χ, 0) (we thank Blasius for pointing this
out).
Let us start with a discussion on periods. Let L be an algebraic number field which
contains a CM field K ⊂ L and a fixed CM type Σ lifted from the CM type Σ0 of
K. Let (A0, ω(A0), ω(A∨0 )) be an abelian variety with CM by K with a OK-structure
ξ0 : OK ∼= H1(A0(C),Z). We may without loss of generality assume that our base ring is
Q, i.e. R = Q. The datum of ξ, ω(A0) and ω(A∨0 ) specifies periods
Ω0 :=< ω(A0), ξ0(1) >A0 , Ω∨0 :=< ω(A∨0 ), ξ∨0 (1) >A∨0
Let us recall that the datum of (ω(A0), ω(A∨0 )) is equivalent to the datum of a basis of
the OK ⊗Z R-module H0 := H1dR(A0/R)∨ and hence gives a trivialization:
(4.5.1) H0 ∼= OK ⊗Z Q, (recall R = Q).
The abelian variety A := OL ⊗OK A0 has CM by OL. The isomorphism (4.5.1) induces
an isomorphism
H = OL ⊗OK H0 ∼= OL ⊗Q
and thus gives a pair of bases (ω(A), ω(A∨)) for ωA respectively ωA∨ . The OK-structure
on A0 induces a OL-structure ξ = OL ⊗OK ξ0 on A. With this choice, we get
Ω : =< ω(A), ξ(1) >A=< ω(A0), ξ0(1) >A0 ⊗K1 ∈ L⊗K CΣ0 ∼= CΣ,
Ω∨ : =< ω(A∨), ξ∨(1) >A=< ω(A∨0 ), ξ∨0 (1) >A0 ⊗K1 ∈ L⊗K CΣ0 ∼= CΣ
and thus
Ω(σ) = Ω0(σ|K), Ω∨(σ) = Ω∨0 (σ|K), σ ∈ Σ, σ ∈ Σ.
Finally, let us observe that the choice of a OK-linear polarization A0 → A∨0 shows
Ω∨0 (σ)Q
×
= Ω0(σ)Q
×
.
With this identification our main result implies the following formula which has been
conjectured by Katz in the introduction of [Kat78, p. 203]:
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Corollary 4.12. Let χ be a critical Hecke character of conductor f ⊆ OL of the totally
imaginary field L and of infinity type α− β = N∗L/Kα0 −N∗L/Kβ0. Then(
(2πi)|β0|
Ω
α0+β0
0
)[L:K]
Lf(χ, 0)
is algebraic. Here, we write β0 for the image of β0 under the canonical map C
Σ0 → CΣ0
induced by the complex conjugation (·) : Σ0 ∼= Σ0, σ 7→ σ.
We deduce a weak version of the Deligne conjecture for critical Hecke L-values from
Theorem 4.8. Recall that one can attach to a critical Hecke character χ of our totally
imaginary field L a motive M(χ) (say of absolute Hodge cycles, to fix ideas) over L with
coefficients in E. Let RL/QM(χ) be the restriction of scalars from L to Q and suppose
that RL/QM(χ) is critical. Deligne [Del79] has attached periods to the motive RL/QM(χ)
c+RL/QM(χ) ∈ (E ⊗ C)×
which are well-defined up to elements in E×. Using our fixed embedding τ : E → C, we
get c+τ RL/QM(χ) ∈ C×.
Corollary 4.13 (Deligne conjecture up to Q
×
). Let χ : I(f)→ C× be as before a critical
Hecke character of type β − α ∈ CritL(O×f ). Then in C× one has
c+τ RL/QM(χ) ∼
(
(2πi)−|β0|Ωα0+β00
)[L:K]
,
where a ∼ b if there is a q ∈ Q× with a = qb. In particular, one has
Lf(χ, 0)
c+τ RL/QM(χ)
∈ Q×.
Remark 4.14. Blasius [Bla86] in the case of a CM field K has shown Deligne’s conjecture,
which claims in the case of algebraic Hecke characters of K that
Lf(χ, 0)
c+τ RL/QM(χ)
∈ E×.
if χ has values in E.
Proof. We use the notations and results from [Del79]. Let µ be the infinity type of
χ considered as a homomorphism µ : L× → E× and denote by µ∗ : E× → L× the
homomorphism defined by Deligne in [Del79, 8.19] (the reflex of χ [Bla86]). If µ∗ is the
infinity type of a Hecke character χ∗, then the associated motive M(χ∗) is the H1 of an
abelian variety defined over E with complex multiplication by L. Deligne [Del79, 8.21]
shows that
c+τ RL/QM(χ) ∼
∏
σ∈Σ
p(µ∗; τ, σ)α(σ)
p(µ∗; τ, σ)β(σ)
,
where p(µ∗; τ, σ) is the period defined by Deligne in [Del79, 8.18]. This is a period
modulo Q
×
and is invariant under extension of the ground field and coefficients. Consider
A = OL⊗OK A0 as above. We can consider µ∗ also as a homomorphism µ∗ : (Ek)× → L×
without changing the periods p(µ∗; τ, σ) and then µ∗ is the infinity type of the Hecke
character defined by the motive H1(A). As the dual of H1(A) is H1(A) and the periods
Ω defined above are the periods of H1(A), one gets
p(µ∗; τ, σ) ∼ Ω(σ)−1 ∼ Ω0(σ |K)−1.
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Further, using a polarization ofA0 gives a semi-linear isomorphismH1(A0) ∼= H1(A∨0 )(−1),
which implies that
p(µ∗; τ, σ) ∼ Ω0(σ |K)
2πi
.
From this one gets the desired result. 
5. p-adic interpolation
Let L be as before a totally imaginary field and p a prime which is co-prime to the
discriminant dL. In this section we will construct a p-adic measure interpolating p-adically
all critical Hecke L-values of conductor dividing p∞f, where f ⊆ OL is a prime-to-p ideal.
This section profited from valuable comments by Blasius, which helped to eliminate some
unnecessary choices in our construction in an earlier version.
5.1. The geometric setup. In the following Cp denotes the completion of a fixed alge-
braic closure of Qp and ιp denotes a fixed embedding ιp : Q→ Cp. Let us denote by Γ a
torsion-free subgroup of the units O×L . Following Katz, we will say that the CM type Σ
of L is ordinary at ιp or p-ordinary if the following condition holds:
(ORD-p) For all (σ, σ) ∈ Σ× Σ the p-adic valuations ιp ◦ σ and ιp ◦ σ are inequivalent.
If Σ is lifted from a CM field K with maximal totally real subfield F , then the condition
(ORD-p) means that all primes in F over p split completely in K. A p-ordinary CM type
induces a disjoint union
{p ⊆ OL : p | p} = Σp ∪ Σp
of the primes dividing p with
Σp := {p induced by the p-adic embeddings ιp ◦ σ with σ ∈ Σ}
Σp := {p induced by the p-adic embeddings ιp ◦ σ with σ ∈ Σ}.
In particular, a p-ordinary CM type Σ induces the decomposition
OL ⊗Z Zp ∼= OL(Σp)⊕OL(Σp), OL(Σp) =
⊕
p∈Σp
OLp , OL(Σp) =
⊕
p∈Σp
OLp .
Notation 5.1. For a prime p let (A/R, ω(A), ω(A∨), x) be a datum as in Notation 1.18
with the following extra hypotheses:
• R = SpecR with Quot(R) = k a number field, p /∈ R×, dL ∈ R× and LGal ⊆ k,
• The CM type Σ of A satisfies (ORD-p) with respect to the embedding ιp.
Definition 5.2. Let (A/R,Σ, ω(A), ω(A∨), x) be a tuple as in Notation 5.1.
(1) A Γ00(p
∞)-structure on A is an OL-equivariant isomorphism
θp : µp∞ ⊗Zp OL(Σp) ∼−→ Â[p∞].
A Γ00(p
∞)-structure on (A,A∨) is a pair (θp, θ∨p ) of Γ00(p∞)-structures on A and
A∨. Note, that A∨ is of CM type Σ, so θ∨p is an OL-equivariant isomorphism
θ∨p : µp∞ ⊗Zp OL(Σp) ∼−→ Â∨[p∞].
(2) A Γarith(p
∞)-structure on A is a OL-equivariant isomorphism of p-divisible groups
µp∞ ⊗Zp OL(Σp)×Qp/Zp ⊗Zp OL(Σp) ∼−→ A[p∞].
Proposition 5.3. Let (A/R,Σ, ω(A), ω(A∨), x) be a tuple as in Notation 5.1. The fol-
lowing are equivalent:
(1) A Γ00(p
∞)-structure on (A,A∨).
48
(2) A Γarith(p
∞)-structure on A.
(3) A compatible system of OL-equivariant isomorphisms
ker[pnΣ]
∼= OL(Σp)/pnOL(Σp), ker[pnΣ]∨ ∼= OL(Σp)/pnOL(Σp),
where pΣ :=
∏
p∈Σp p and pΣ :=
∏
p∈Σp p.
(4) A compatible system of OL-equivariant isomorphisms
ker[pnΣ]
∼= µpn ⊗Zp OL(Σp), ker[pnΣ]∨ ∼= µpn ⊗Zp OL(Σp).
Proof. Since we assumed p ∤ dL, the trace induces isomorphisms
OL(Σp) ∼= HomZp(OL(Σ),Zp), OL(Σp) ∼= HomZp(OL(Σp),Zp)
and the equivalence of the statements follows from the perfectness of Oda’s pairing:
A[pnΣ]×A∨[pnΣ]→ µpn, A[pnΣ]×A∨[pnΣ]→ µpn.

From now on let (A/R,Σ, ω(A), ω(A∨), x) be a tuple as in Notation 5.1.
Lemma 5.4. For each prime-to-p ideal a and every a-structure ξ : a ∼= H1(A(C),Z) on
A we have isomorphisms:
A[pnΣ](C) ∼= a/pnΣa ∼= OL(Σ)/pnOL(Σ)
A[pnΣ](C) ∼= a/pnΣa ∼= OL(Σ)/pnOL(Σ).
In particular, using Z/pnZ ∼= µp(C), 1 7→ exp(2πipn ) we get a unique Γarith(p∞)-structure
on A satisfying
A[pnΣ](C) ∼= OL(Σ)/pnOL(Σ), A[pnΣ](C) ∼= µpn ⊗Z OL(Σ).
Proof. Since the group scheme A[pnΣ] is e´tale while A[pnΣ] is infinitessimal, the above
formulas on C-valued points induce isomorphisms of the underlying p-divisible groups. 
Later, we will choose a reference abelian variety A with OL-structure and use the above
Lemma to get a induced Γ00(p
∞)-structure.
By abuse of notation, we will denote the base change of A to S = SpecOCp again by
A. If we want to emphasize that we consider A over R respectively OCp, we will write
A/R respectively A/S.
Proposition 5.5. Let A be an abelian variety over S = SpecOCp with a fixed Γ00(p∞)-
structure (θp, θ
∨
p ) on (A,A∨). There are canonical OL-equivariant isomorphisms
TpÂt ∼= OL(Σp)∨ ∼= OL(Σp), Tp(Â∨)t ∼= OL(Σp)∨ ∼= OL(Σp).
Here, TpÂt denotes the p-adic Tate module of the Cartier dual Ât of the p-divisible group
Â. In particular, we obtain isomorphisms:
Â ∼−→ Ĝm ⊗Zp OL(Σp), Â∨ ∼−→ Ĝm ⊗Zp OL(Σp).
Proof. By Cartier theory we have an isomorphism
(5.1.1) TpÂt ∼= HomfGr,OCp (Â, Ĝm),
where the right hand side denotes the Zp-module of homomorphisms of formal group
from Â to Ĝm over OCp. All isomorphisms in the statement are deduced easily from
(5.1.1). 
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In the following, let us consider a tuple (A/R,Σ, ω(A)) as in Notation 5.1 with a fixed
Γ00(p
∞)-structure θp. The O×L -action on Â induces a decomposition
ωÂ
∼=
⊕
σ∈Σ
ωÂ(σ).
The isomorphism Â ∼= Ĝm ⊗ OL(Σp) over S allows us to be more concrete. We have
Lie(Â) ∼= Lie(Ĝm)⊗Zp OL(Σp) ∼= OCp ⊗Zp OL(Σp) ∼=
∏
σ∈Σ
OCp.
Here, we have used the canonical isomorphism Lie(Ĝm) ∼= OCp coming from the canonical
invariant derivation (1+T ) ∂
∂T
on Ĝm. Passing to the dual gives us a canonical generator
ωcan(A)(σ) ∈ ωÂ(σ) = ωA.
The comparison of ωcan(A) to the algebraic basis ω(A) gives us the p-adic periods:
Definition 5.6. The p-adic periods Ωp = (Ωp(σ))σ∈Σ with Ωp(σ) ∈ OCp of A are defined
by the equation:
ω(A) = Ωpωcan(A).
Of course, the p-adic periods depend on the triple (A, θp, ω(A)). If we want to stress
this dependence we will write Ωp(A, θp, ω(A)). Usually, the dependence will be clear from
the context. Applying this construction to (A∨, θ∨p , ω(A∨)) gives p-adic periods
Ω∨p = (Ω
∨
p (σ))σ∈Σ.
The p-adic periods are independent under prime-to-p isogenies in the following sense:
Lemma 5.7. Let A → A′ be an isogeny of prime-to-p degree and let ω(A′)(σ) be the
basis of ωA′(σ) induced from the isomorphism:
ωA(σ) ∼= ωA′(σ).
The Γ00(p
∞)-structure on A induces a Γ00(p∞)-structure θ′p on A′ and we have the com-
parison
Ωp(A, θp, ω(A)) = Ωp(A′, θ′p, ω(A′)).
Proof. Indeed, we have the equation ω(A′)(σ) = Ωp(A, θp, ω(A))(σ)ωcan(A′)(σ) since
ω(A′)(σ) and ωcan(A′)(σ) are pullbacks of the corresponding differentials on A. 
5.2. Infinitesimal trivialization of the Poincare´ bundle. Let us keep the notation
of the previous section, i.e. we fix a tuple (A/R,Σ, ω(A), ω(A∨), x) as in Notation 5.1.
We denote by P̂ the OA-module obtained from the completion of the Poincare´ bundle
along A× e(R), see 2.1. In this section, we will always consider A as an abelian variety
over S = SpecOCp. Motivated by Norman’s construction of p-adic theta functions, we
obtain:
Proposition 5.8. There is a canonical isomorphism
P̂|Â
∼−→ OÂ×A∨ .
Proof. The construction is the same as in the case of elliptic curves, see [Spr19, II, §6].
For the convenience of the reader, let us sketch the argument. Recall that pΣ :=
∏
p∈Σp p
and pnΣ :=
∏
p∈Σp p. The infinitesimal part of the p
n-torsion is given by the subgroup
scheme
Cn := A [pnΣ] = ker[pnΣ].
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After the base change A×S Cn → Cn of A to Cn we have a canonical Cn-valued section
∆: Cn → A×S Cn
given by the diagonal. The completed Poincare´ bundle on A ×S Cn is given by pr∗A P̂,
where prA : A×SCn → A is the projection to the first component. Since the dual isogeny
[pnΣ]
∨ is e´tale we can apply Corollary 2.7 and obtain an isomorphism
∆∗ pr∗A P̂ ∼= e∗ pr∗A P̂.
This gives an OCn-linear isomorphism
P̂|Cn ∼= ∆∗ pr∗A P̂ ∼= e∗ pr∗A P̂ ∼= OCn ⊗OS OÂ∨
Passing to the limit over n and observing lim←− Ĉn = Â proves the claim.

In particular, there is an isomorphism of OÂ-modules
(5.2.1) P(1)|Â ∼= OÂ ⊗OS (OS ⊕ ωA∨).
Since P♮,(1) is the pushout of
0→ π∗ωA∨ → P(1) → OA → 0
along π∗ωA ∨ → π∗H we also get a splitting
(5.2.2) P♮,(1)|Â ∼= OÂ ⊗OS (OS ⊕H ).
Applying TSymn to (5.2.1) and (5.2.2), using the co-multiplication maps and passing to
the limit over n gives
P̂♮|Â →֒ OÂ ⊗OS T̂Sym
·
(H )(5.2.3)
P̂|Â →֒ OÂ ⊗OS T̂Sym
·
(ωA∨).(5.2.4)
These maps are injective since n! is a non-zero divisor on S = SpecOCp for all n ∈ N.
Recall, that the OL-action allows us to split the Hodge filtration ωA∨ ⊆ H :
H ։ ωA∨ .
Lemma 5.9. (1) There is a unique OÂ-linear retraction p : P̂
♮|Â ։ P̂|Â of the
canonical injection i : P̂|Â →֒ P̂♮|Â making the diagram
P̂♮|Â //
(5.2.3)

P̂|Â
(5.2.4)

OÂ ⊗OS T̂Sym
·
(H ) // OÂ ⊗OS T̂Sym
·
(ωA∨)
commutative. Here, the right vertical map is the canonical map splitting the Hodge
filtration.
(2) The diagram
(5.2.5) OÂ×A∨
d⊗id

∼= // P̂|Â i // P̂♮|Â
∇

OÂ×A∨ ⊗ Ω1Â/S P̂|Â ⊗ Ω1Â/S
∼=oo P̂♮|Â ⊗ Ω1Â/S
poo
commutes.
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Proof. (1) : The inclusion i : P̂|Â →֒ P̂♮|Â sits in a Cartesian diagram:
(5.2.6) P̂|Â
(5.2.4)

i // P̂♮|Â
(5.2.3)

OÂ ⊗OS T̂Sym
·
(ωA∨) // OÂ ⊗OS T̂Sym
·
(H )
where the right vertical map is induced by the inclusion ωA∨ ⊆ H . The splitting of the
Hodge filtration induces a retraction
T̂Sym
·
(H )։ T̂Sym
·
(ωA∨)
of the right vertical map in (5.2.6). Since (5.2.6) is Cartesian, we obtain the desired
splitting.
(2) : By applying T̂Sym it suffices to prove the commutativity of diagram (5.2.5) for
P♮,(1)|Â instead of P̂♮. Let us recall that P♮,(1)|Â sits in a short exact sequence
0→ π∗H → P♮,(1) → OA → 0
which is horizontal if we equip π∗H and OA with the canonical OS-linear derivation.
Since this sequence splits over Â, the connection ∇P♮,(1) is uniquely determined by
∇P♮,(1)(e(1)) ∈ π∗H ⊗ Ω1Â/S , where e(1) is the image of 1⊗ (1, 0) under
P
♮,(1)|Â ∼= OÂ ⊗OS (OS ⊕H ).
The commutativity of the above diagram is now equivalent to the formula
(5.2.7) ∇P♮,(1)(e(1)) ∈ π∗H (Σ)⊗ Ω1Â/S = ker(π∗H ⊗ Ω1Â/S ։ π∗ωA∨/S ⊗ Ω1Â/S).
Before we verify this formula, let us recall that the canonical map
[p]∗H → H
acts by multiplication by p on H (Σ) and is invertible on the ’unit root’ space H (Σ).
Let us write ηΣ for the component of
∇P♮,(1)(e(1))
in π∗H (Σ)⊗Ω1Â/S . Our aim is to show ηΣ = 0. The horizontality of the invariance under
isogenies map
[p]∗P♮,(1) → P♮,(1)
and the fact that [p]∗ : Γ(A,Ω1A/S) → Γ(A,Ω1A/S) and [p]∗H (Σ) → H (Σ) are both
multiplication by p implies the formula
p2ηΣ = pηΣ.
Since S = SpecOCp is p-torsion free this is implies ηΣ = 0. 
5.3. Construction of p-adic theta functions. Let us remind the reader that we have
fixed a tuple (A/R,Σ, ω(A), ω(A∨), x) as in Notation 5.1. Additionally, let c ⊆ OL be a
fractional ideal which is co-prime to p and
f : A[c](OCp)→ OCp
a Γ-invariant function with support disjoint to x ∈ A(OCp). Let us recall, that the
translation isomorphism
T ∗xP̂ ∼= P̂
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is only defined if x is contained in the kernel of an isogeny whose dual is e´tale. Later,
we will have to deal with torsion sections which do not satisfy this condition. For such
torsion sections, the translation isomorphism is still defined on the generic fiber of A.
Let us introduce the following notation for the generic fiber of our abelian variety:
Notation 5.10. We will write
A := A×SpecOCp SpecCp, A∨ := A∨ ×SpecOCp SpecCp
for the generic fiber of A. The Poincare´ bundle on A× A∨ will be denoted by P and its
completion by P̂.
In the following, we will associate a p-adic theta function
ϑΓ(f, x) ∈ H0(Â× A∨,OÂ×A∨)Γ
to the coherent Eisenstein–Kronecker class EKΓ(f) ∈ Hd−1(A \ A[c],Γ, P̂ ⊗ π∗ωdA). Let
us write Âx for the completion of A at x. The restriction of the equivariant coherent
Eisenstein–Kronecker class EKΓ(f) to Âx gives:
EKΓ(f)|Âx ∈ Hd−1(Âx,Γ, P̂ ⊗ π∗ωdA|Âx).
We will use the basis ωcan(A) to trivialize ωdA ∼= Cp. Since Âx is an affine formal scheme,
we have
Hd−1(Âx,Γ, P̂ ⊗ π∗ωdA|Âx) = Hd−1(Γ, H0(Âx, P̂ ⊗ π∗ωdA|Âx)).
Let us write Tx for the translation by x and let ϕ an isogeny with x ∈ kerϕ. Pullback
along Tx gives an isomorphism
T ∗x : H
0(Âx, P̂ ⊗ π∗ωdA|Âx) ∼= H0(Â, (T ∗x P̂)⊗ π∗ωdA|Â)
By the splitting principle 2.7 we get
(5.3.1) T ∗x P̂ ∼= T ∗xϕ∗P̂ = ϕ∗P̂ ∼= P̂ .
By Proposition (5.8) we have an isomorphism of OÂ-modules:
(5.3.2) P̂|Â ∼= OÂ×A∨
and combining (5.3.1) and (5.3.2) gives:
(5.3.3) ˆ̺x : T
∗
x P̂|Â ∼= P̂|Â ∼= OÂ×A∨.
Let us recall that the moment map momF̂ of a formal group F̂ is the map
Γ(F̂ ,OF̂ )→ T̂Sym
·
(ωF̂ )
induced by the co-multiplication. For later reference, let us observe the following basic
properties of ˆ̺x:
Lemma 5.11. We have the following identifications of maps:
(1) mom
Â∨
◦(e∗ ˆ̺x) = ̺x as maps x∗P̂ → ̂TSym•(ωA∨).
(2) ˆ̺x ◦ ∇ ◦ i = dAˆ ◦ ˆ̺x as maps T ∗x P̂|Â → OÂ×A∨ ⊗Cp ωÂ. Here, i : P̂ ⊆ P̂♮ is the
canonical inclusion into the completed Poincare´ bundle with connection (P̂♮,∇).
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(3) For s ∈ Â[pn] we have a commutative diagram
H0(A, P̂) (·)|Â◦T
∗
x//
T ∗s

H0(Â, T ∗x P̂)
ˆ̺x // H0(Â× A∨,O
Â×A∨)
T ∗s

H0(A, T ∗s P̂)
(·)|
Â
◦T ∗x// H0(Â, T ∗x+sP̂)
ˆ̺x+s // H0(Â×A∨,O
Â×A∨).
Proof. The first claim follows immediately from the definitions of ̺x and ˆ̺x. The second
claim follows from Lemma 5.9 using that the invariance under isogenies map
ϕ∗P̂♮ ∼= P̂♮
is horizontal with respect to ∇. The last claim reduces to the commutativity of the
translation isomorphisms
T ∗x+sP //

T ∗xP

T ∗s P // P.

Lemma 5.12. The inclusion H0(Â×A∨,O
Â×A∨)
Γ ⊆ H0(Â×A∨,O
Â×A∨) induces an
isomorphism
Hd−1(Γ, H0(Â×A∨,O
Â×A∨)
Γ) = Hd−1(Γ, H0(Â× A∨,O
Â×A∨)).
In particular, we have by cap-product with a generator of Hd−1(Γ,Z) a canonical isomor-
phism
Hd−1(Γ, H0(Â×A∨,O
Â×A∨ ⊗Cp ωdA)) ∼= H0(Â× A∨,OÂ×A∨)Γ.
Proof. On finite level each of the Cp[Γ]-modules
H0(A(n) × A∨,(m),OA(n)×A∨,(m)).
decomposes into a product of one-dimensional representations and it follows that the
induced map
Hd−1(Γ,Cp)⊗CpH0(Γ, H0(A(n)×A∨,(m),OA(n)×A∨,(m))) ∪−→ Hd−1(Γ, H0(A(n)×A∨,(m),OA(n)×A∨,(m)))
is an isomorphism, see [Gra16]. We deduce that the inclusion is an isomorphism:
Hd−1(Γ, H0(A(n) ×A∨,(m),OA(n)×A∨,(m))Γ) = Hd−1(Γ, H0A(n) × A∨,(m),OA(n)×A∨,(m))).
Since all transition maps are surjective, we obtain the claimed isomorphism in the state-
ment by passing to the limit over n and m. The canonical isomorphism
Hd−1(Γ, H0(Â×A∨,O
Â×A∨ ⊗Cp ωdA)) ∼= H0(Â× A∨,OÂ×A∨)Γ.
is constructed as in 2.24. 
Definition 5.13. The p-adic theta function ϑΓ(f, x) ∈ H0(Â× A∨,OÂ×A∨)Γ associated
with EKΓ(f) at x is defined as
ϑΓ(f, x) := ˆ̺xT
∗
x (EKΓ(f)|Âx).
For later reference, let us observe that ϑΓ(f, x) can be defined integrally as long as
x ∈ kerϕ with ϕ∨ e´tale:
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Lemma 5.14. If x ∈ kerϕ for an isogeny ϕ : A → A′ with ϕ∨ e´tale then ϑΓ(f, x) is
contained in the integral subring
ϑΓ(f, x) ∈ H0(Â × A∨,OÂ×A∨)Γ ⊆ H0(Â× A∨,OÂ×A∨)Γ.
Proof. If x ∈ kerϕ for an isogeny ϕ : A → A′ with ϕ∨ e´tale then
ϕ∗P ∼= P
and the above construction works integrally as well. 
Finally, let us observe the behaviour of ϑΓ(f, x) under varying the subgroup Γ ⊆ O×L :
Lemma 5.15. If Γ′ ⊆ Γ is a subgroup of finite index then
ϑΓ′(f, x) = [Γ : Γ
′]ϑΓ(f, x).
Proof. This follows exactly as in the proof of Proposition 2.24 from the fact that the
restriction map
Cp ∼= Hd−1(Γ,Cp)⊗Hd−1(Γ,Cp)→ Hd−1(Γ′,Cp)⊗Hd−1(Γ′,Cp) ∼= Cp
is multiplication with [Γ : Γ′]. 
5.4. Construction of the p-adic Eisenstein measure. Let (A/R,Σ, ω(A), ω(A∨), x)
be as in Notation 5.1. Furthermore, we assume that (A,A∨) is equipped with a Γ00(p∞)-
structure (θp, θ
∨
p ) and that the torsion section x is contained in the kernel of an e´tale
isogeny ϕ : A → A′.
Definition 5.16. For α ∈ I+Σ , β ∈ I+Σ let us define differential operators
∂(A)α∂(A∨)β : OÂ×A∨ → OCp
by the formula
momÂ×A∨(f) =
(
(∂(A)α∂(A∨)βf) · ωcan(A)[α]ωcan(A)[β]
)
α,β
.
Here momÂ×A∨ denotes the moment map of the formal group Â × A∨.
The inclusion Zp ⊆ OCp gives a map
OL ⊗Z Zp ⊆ OL ⊗Z OCp ∼= OJLCp .
Since Σ is assumed to be p-ordinary, we have OL⊗ZZp = OL(Σp)⊕OL(Σp) and the above
map decomposes into
t : OL(Σp)→ OΣCp, s : OL(Σp)→ OΣCp.(5.4.1)
For α ∈ IΣ, β ∈ IΣ we will write tαsβ for the map
OL ⊗Z Zp → OCp, (z ⊗ x) 7→
∏
σ∈Σ
(xσ(z))ασ ·
∏
σ∈Σ
(xσ(z))βσ .
According to Katz [Kat81], we have the following isomorphism between functions on
formal toroidal groups and p-adic measures:
Proposition 5.17. There is a Γ-equivariant isomorphism of rings
H0(Â × A∨,OÂ×A∨)
∼−→ Meas(OL ⊗Z Zp,OCp), g 7→ µg
which is uniquely determined by the integration formula∫
OL⊗ZZp
tαsβdµg = ∂(A)α∂(A∨)βg.
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Proof. According to Proposition 5.5 we have
Â × A∨ = HomZp(OL ⊗ Zp, Ĝm).
Now we can apply [Kat81, Theorem 1]. The Γ-equivariance follows from the functoriality
of Katz’ construction of p-adic measures. 
Definition 5.18. The unique Γ-invariant p-adic measure corresponding to ˆ̺x(EKΓ(f)|Âx)
under
H0(Â × A∨,OÂ×A∨)Γ ∼= Meas(OL ⊗Z Zp,OCp)Γ
is denoted by µEis(f, x) and is called the p-adic Eisenstein measure associated to the
tuple (A/R,Σ, ω(A), ω(A∨), x).
Theorem 5.19 (p-adic Eisenstein measure). The p-adic Eisenstein measure has the fol-
lowing interpolation property: For α ∈ I+Σ and β ∈ I+Σ we have
1
Ωα+1p Ω
∨β
p
∫
OL⊗ZZp
tαsβdµEis(f, x) = EK
β,α
Γ (f, x)(ω(A)[α+1], ω(A∨)[β]).
Proof. Let us write momα,βÂ×A∨ respectively mom
β
Â∨ for the (α, β) resp. β-component of
the moment map. With this notation, we have by the defining property of µEis(f, x) the
integration formula∫
OL⊗ZZp
tαsβdµEis(f, x)ωcan(A)[α+1]ωcan(A)[β] = momα,βÂ×A∨(ˆ̺x(EKΓ(f)|Âx)).
Using Lemma 5.11 and the definition of EKβ,αΓ (f, x) we get:
momα,βÂ×A∨(ˆ̺x(EKΓ(f)|Âx)) = mom
β
Â∨
(
∂(A)α ˆ̺x(EKΓ(f)|Âx)
) · ωcan(A)[α] =
= momβÂ∨
(
̺x(∇[α]EKΓ(f)|Âx)
)
= EKβ,αΓ (f, x).
The formulas
ω(A)[α] = Ωαpωcan(A)[α], ω(A∨)[β] = Ω∨,βp ωcan(A∨)[β]
allow us to re-write EKβ,αΓ (f, x) in terms of the basis ωcan(A), ωcan(A∨)
EKβ,αΓ (f, x) = EK
β,α
Γ (f, x)(ω(A)[α], ω(A∨)[β]) · ω(A)[α] ⊗ ω(A∨)[β] =
=EKβ,αΓ (f, x)(ω(A)[α], ω(A∨)[β]) · ΩαpΩ∨βp ωcan(A)[α] ⊗ ω(A∨)[β].
Combining the above computations shows the Theorem. 
5.5. Translation operators. We continue with the notation of the previous section. In
particular, we will keep the notation A for the generic fiber of A introduced in Notation
5.10. The aim of this section is to compute the value of certain translations of ϑf,x
by infinitesimal torsion sections. It will be convenient to write s ∈ A[p] instead of
s ∈ A[p](OCp) for OCp-valued torsion sections.
Theorem 5.20 (Translation). Let (s, t) ∈ Â[pn]×Â∨[pn] infinitesimal Γ-invariant torsion
sections and assume that the order of x is co-prime to p, then
(5.5.1) (Ts × Tt)∗ϑΓ(f, x) =
∑
s∈A[pnΣ]
〈s, t〉[pn] · ϑΓ(f, x+ s+ s).
Here,
〈·, ·, 〉[pn] : A[pn]×A∨[pn]→ µpn
denotes Oda’s pairing.
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Before giving the proof, let us make the following remark regarding the integrality of
the above construction: A priori the right hand side of the equation in the above Theorem
can only be defined rationally. Indeed, the dual of [pnΣ] is not e´tale, hence ϑΓ(f, x+ s + s)
is not defined integrally for s ∈ ker[pnΣ]. Nevertheless, [pnΣ]∨ becomes e´tale over the generic
fiber Cp of OCp. Let us now assume that x ∈ kerϕ with ϕ∨ e´tale. Then (Ts×Tt)∗ϑΓ(f, x)
is defined integrally, i.e.
(Ts × Tt)∗ϑΓ(f, x) ∈ H0(Â × A∨,OÂ×A∨).
In particular, the equation
(Ts × Tt)∗ϑΓ(f, x) =
∑
s∈A[pnΣ]
〈s, t〉[pn] · ϑΓ(f, x+ s+ s)
shows a posteriori the integrality of the right hand side.
Proof of Theorem 5.20. It suffices to prove the statement for (Ts × id)∗ and (id × Tt)∗
separately. The translation by s is much easier, indeed this is just the statement of
Lemma 5.11 (3):
(Ts × id)∗ϑΓ(f, x) Def.= T ∗s ˆ̺xT ∗x (EKΓ(f)|Âx) = ˆ̺x+sT ∗x+s(EKΓ(f)|Âx+s) = ϑΓ(f, x+ s).
Let us turn our attention to the translation along t ∈ Â∨[pn]. First, we have to define
translation operators on P̂ corresponding to (id× Tt)∗ on the formal group. This works
completely analogue to the construction of T ∗s P̂ ∼= P̂ : The translation Tt : A∨ → A∨
restricts to the formal group Tt : Â∨ → Â∨. The adjunction between (id × Tt)∗ and
(id× Tt)∗ induces a map
(5.5.2) P̂ → prA,∗(id× Tt)∗
(P|A×Â∨) .
Let us define A′ := A/A[pnΣ] and consider the isogeny [p
n
Σ] : A
′ → A and its dual
[pnΣ]
∨ : A∨ → A′∨. The universal property of the Poincare´ bundle gives us a chain of
isomorphisms
pr∗(([p
n
Σ]× Tt)∗P|A′×Â∨) ∼= pr∗((idA′ × [pnΣ]∨)∗PA′ |A′×Â∨) ∼=
∼= pr∗(([pnΣ]× idÂ∨)∗P|A′×Â∨) = [pnΣ]∗P̂ .(5.5.3)
Since c is prime-to-p there is a unique c-torsion point x′ ∈ A′[c](Cp) mapping to x.
Restricting this isomorphism to Â′x′ and observing that [p
n
Σ] induces an isomorphism
Â′x′ ∼= Âx gives the following translation map on the completed Poincare´ bundle:
Uˆnt : H
0(Âx, P̂) (5.5.2)−−−→ H0(Âx, prA,∗(id× Tt)∗
(P|A×Â∨)) (5.5.3)−−−→ H0(Âx, P̂).
Unwinding of definitions shows that this isomorphism is compatible with translation on
Â∨, i.e. the following diagram commutes:
H0(Âx, P̂)
Uˆnt //
ˆ̺x

H0(Âx, P̂)
ˆ̺x

H0(Â×A∨,O
Â×A∨)
(id×Tt)∗// H0(Â×A∨,O
Â×A∨).
Thus, by the definition of ϑΓ(f, x) it suffices to prove, under the identification Âx ∼= Â′x′ ,
the formula
(5.5.4) Uˆnt (EKΓ(f)|Âx) = EKΓ,A′(fˆ)|Â′x′ .
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with
fˆ : A′[cpnΣ] ∼= A′[c]× A′[pnΣ]→ Cp, fˆ(c, s′) := f([pnΣ]c) · 〈s′, t〉[pnΣ].
Here, observe that the isogeny [pnΣ] : A→ A′ induces an isomorphism A[pnΣ] ∼= A′[pnΣ] and
we have
〈[pnΣ]s, t〉[pnΣ] = 〈s, t〉[pn].
The proof of equation (5.5.4) is not as formal as the proof for translations along s. Our
strategy is to extend the translation operators Uˆnt to globally (on A) defined transla-
tion operators and prove the equality by a residue computation: The global translation
operators are defined as follows:
Unt : H
d−1(A \ A[c],Γ, P̂) (5.5.3)◦[p
n
Σ]
∗◦(5.5.2)−−−−−−−−−−−→ Hd−1(A′ \ A′[cpnΣ],Γ, [pnΣ]∗P̂).
By construction, Unt is compatible with Uˆ
n
t ,
Hd−1(A \ A[c],Γ, P̂) U
n
t //

Hd−1(A′ \ A′[cpnΣ],Γ, [pnΣ]∗P̂)

Hd−1(Γ, H0(Â, P̂)) Uˆ
n
t // Hd−1(Γ, H0(Â, P̂))
where the vertical maps come from restriction to Aˆx under the usual identifications. Thus,
it remains to show
Unt (EKΓ(f)) = EKΓ,A′(fˆ).
The translation morphisms Unt fit into a commutative diagram
Hd−1(A \ A[c],Γ, P̂) U
n
t //
res

Hd−1(A′ \ A′[cpnΣ],Γ, [pnΣ]∗P̂)
res

HdA[c](A,Γ, P̂) // HdA′[cpnΣ](A′,Γ, [p
n
Σ]
∗P̂)
H0(A[c], P̂|A[c])Γ
Urest //
incl
OO
H0(A′[cpnΣ], [p
n
Σ]
∗(P̂|A[c]))Γ
incl
OO
where all horizontal maps are induced by (5.5.3) ◦ [pnΣ]∗ ◦ (5.5.2) and the vertical maps
are the residue maps, respectively the inclusions defined in Section 2.6. Since EKΓ,A′(fˆ)
is uniquely determined by its image under the residue map, it suffices to show
U rest (i(f)) = i
′(fˆ).
where i resp. i′ denotes the inclusion H0(A[c],OA[c]) → H0(A[c], P̂|A[c]) respectively
H0(A′[cpnΣ],OA[cpnΣ]) → H0(A[cpnΣ], P̂|A[cpnΣ]). The inclusions i and i′ have canonical
retractions r and r′ induced by
r : H0(A[c], P̂|A[c]) = H0(A[c]× Â∨,P|A[c]×Â∨)
(id×e)∗−−−−→ H0(A[c],OA[c])
respectively
r′ : H0(A′[cpnΣ], [p
n
Σ]
∗(P̂|A[c])) (id×e)
∗
−−−−→ H0(A′[cpnΣ],OA′[cpnΣ])
and it suffices to show
r′(U rest (i(f))) = fˆ .
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The commutative diagram
H0(A[c], P̂|A[c])Γ
(·)|A′[c]◦Urest // H0(A′[c], [pnΣ]
∗P̂|A′[c])Γ
H0(A[c],OA[c])
Γ
[pnΣ]
∗
//
i
OO
H0(A′[c],OA′[c])Γ
i′
OO
shows the formula
(5.5.5) r′(U rest (i(f)))(c, 0) = f([p
n
Σ]c) = fˆ(c, 0).
The general formula will follow from the following claim:
Claim: For s ∈ A′[pnΣ] we have T ∗s r′(U rest (i(f))) = 〈s, t〉[pnΣ]r′(U rest (i(f))).
Proof of the Claim: Let us first recall the definition of Oda’s pairing: Let ϕ : A′ → A be
an isogeny and L a line bundle defining a torsion point [L] ∈ kerϕ∨ in A∨. In particular
there is an isomorphism α : OA′ ∼= ϕ∗L. For given s ∈ kerϕ let us consider the OA′-linear
isomorphism
OA′
α−→ ϕ∗L = T ∗s ϕ∗L
T ∗s α
−1
−−−−→ OA′.
It’s deg ϕ-th power is the identity, so it is given by a degϕ-th root of unity. This root of
unity is 〈s, [L]〉ϕ. If we apply this to L = (id× τ)∗P we get a commutative diagram
(5.5.6) ([pnΣ]× τ)∗(P|A[c]×A∨)
id

// OA′[cpnΣ]
〈t,t〉[pn
Σ
]

T ∗t ([pnΣ]× τ)∗(P|A[c]×A∨) // OA′[cpnΣ].
Unwinding the definitions, we see that r′(U rest (i(f))) is the image of ([p
n
Σ] × τ)∗(i(f))
under
H0(A′[cpnΣ], ([pnΣ]× τ)∗(P|A[c]×A∨))→ H0(A′[cpnΣ],OA′[cpnΣ])
while T ∗s r
′(U rest (i(f))) is the image of T
∗
s ([p
n
Σ]× τ)∗(i(f)) under
H0(A′[cpnΣ], T
∗
s ([p
n
Σ]× τ)∗(P|A[c]×A∨))→ H0(A′[cpnΣ],OA′[cpnΣ]).
The Claim follows now from the commutativity of (5.5.6).
We conclude the proof by deriving the desired formula r′(U rest (i(f))) = fˆ from the
above claim:
r′(U rest (i(f)))(c, s) = T
∗
s r
′(U rest (i(f)))(c, 0) = 〈s, t〉[pnΣ]r′(U rest (i(f)))(c, 0) =
= 〈s, t〉[pnΣ]f([pnΣ]c) = fˆ(c, s).

Definition 5.21. For ρ : OL/p
mOL → Q let us define the partial Fourier transform
Pρ : A[pm]→ Q by
(Pρ)(s, s) :=
1
pdm
∑
t∈A∨[pmΣ ]
〈t, s〉−1[pm]ρ(t, s).
Here, we write ρ(t, s) with (t, s) ∈ ker[pmΣ ]∨ × ker[pmΣ ] and use the identification
OL/p
m
OL
∼= ker[pmΣ ]∨ × ker[pmΣ ]
induced by the Γ00(p
∞)-structure.
As an immediate Corollary of the above Proposition, we deduce the following formula
for integration of locally constant functions on the Tate module:
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Corollary 5.22. Assume that x ∈ kerϕ with ϕ∨ e´tale. For a function ρ : ker[pmΣ ]∨ ×
ker[pmΣ ]→ OCp we have the integration formula
1
Ωα+1p Ω
∨β
p
∫
OL⊗Zp
tαsβρ(t, s)dµEis(f, x) =
∑
s′∈A[pm]
(Pρ)(s′)EKβ,αΓ (f, x+s
′)(ω(A)[α+1], ω(A∨)[β]).
Proof. This follows immediately by combining Proposition 5.20 and Theorem 5.19. 
5.6. p-adic Hecke characters and the local factor. Let f be a fractional ideal which
is prime to p. Let us recall that we denote by I(f) the group of all prime to f fractional
ideals and by Pf all principal fractional ideals congruent to 1 modulo f. Let χ : I(f)→ Q×
be an algebraic Hecke character of conductor dividing f and of infinity type µ = β−α ∈ IL
with α ∈ I+Σ and β ∈ I+Σ , i.e.
(5.6.1) χ((λ)) =
∏
σ∈JL
σ(λ)µ(λ), λ ∈ Pf.
The fixed embedding Q → Cp allows us to view χ as a Cp-valued character. We deduce
from (5.6.1) that χ(I(pf)) ⊆ OCp and χ(Ppnf) ⊆ 1 + pnOCp. Passing to the inverse limit
allows us to view χ as a character
χ : lim←−
n
I(pf)/Ppnf → O×Cp.
By class field theory, we may view χ as a character of the Galois group
χ : Gal(L(p∞f)/L)→ O×Cp.
Similar as in [Kat78] we will associate a local term Local(χ; Σp) ∈ Q to the Hecke char-
acter χ and the CM type Σ. Let (A/R, ω(A)) be an abelian variety as in Notation 5.1
with a fixed OL-structure ξ. By Lemma 5.4 we have an induced isomorphism
(5.6.2) OL/p
m ∼−→ A[pm](Q)
and we get
P˜ : Hom(OL/p
m
OL,Q)→ Hom(OL/pmOL,Q), ρ 7→ P˜ ρ := (Pρ) ◦ (5.6.2).
Let us now construct the local factors of the Hecke character χ and the CM type Σ.
We have where α = N∗L/Kα0, β = N
∗
L/Kβ0 for α0 ∈ IΣK and β0 ∈ IΣK . Let us denote by
χfin the unique locally constant character χfin : (OL ⊗ Zp)× → Q× which satisfies
χ((λ)) =
χfin(λ)NL/K(λ)
β0
NL/K(λ)α0
,
for λ co prime to pf. Let us write
F : (OL ⊗ Zp)× = (OL(Σ)⊕ OL(Σ))× → Q×
for the locally constant function given by F (x, y) := χfin(x
−1, y). For p ∈ Σp and p ∈ Σp
let us write ap and bp for the exact power of p respectively p in Cond(χ). Let us write∏
p∈Σp
pap
∏
p∈Σp
pbp = (c)b
with b a prime-to-p fractional ideal and c ∈ Pf.
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Definition 5.23. The local factor of χ and Σ is defined as
Local(χ,Σ) :=
(NL/K(c))
α0(P˜F )(c−1)
NL/K(c)
β0
χ(b)
.
Let us note that the local factor does not depend on the decomposition b(c) of the
conductor, see [Kat78, §5.2].
5.7. p-adic interpolation of Hecke L-values. In the following, we would like to con-
struct a p-adic measure on Gal(L(p∞f)/L) interpolating all critical Hecke L-values for
Hecke characters of conductor dividing p∞f where f is a prime-to-p fractional ideal of L.
Let us fix an abelian variety (A/R,Σ, ω(A), ω(A∨)) with a fixed OL-structure ξ : OL ∼=
H1(A(C),Z) satisfying the conditions of Notation 5.1. By Proposition 5.3 and Lemma
5.4 we get an induced Γ00(p
∞)-level structure (θp, θ∨p ) and we denote the corresponding
p-adic periods of A by Ωp and Ω∨p . The associated complex periods Ω and Ω∨ are defined
as in Definition 4.3.
The following Theorem provides a p-adic measure µf on Gal(L(p
∞f)/L) which interpo-
lates p-adically the critical L-values for Hecke characters of conductor dividing p∞f. This
is a generalization of results of Katz in case of a CM field [Kat78].
Theorem 5.24. Let Σ be a p-ordinary CM type of a totally imaginary field L, see 5.1. For
every fractional ideal f co-prime to p there exists a p-adic measure µf on Gal(L(p
∞f)/L)
with the following interpolation property: For every Hecke character χ of critical infinity
type β − α and conductor dividing p∞f, we have:
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞f)/L)
χ(g)dµf(g) =
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ]
∏
p∈Σp
(
1− χ(p
−1)
Np
) ∏
p∈Σp
(1− χ(p))Lf(χ, 0)
Note that in the case of L an extension of an imaginary quadratic field, such an
interpolation was obtained by Colmez-Schneps [CS92] for the L-values of Hecke characters
treated in [Col89].
Proof. Using ∏
p∈Σp
(1− χ(p))Lf(χ, 0) = LpΣf(χ, 0)
it will often be more convenient to write LpΣf(χ, 0) instead of
∏
p∈Σp (1− χ(p))Lf(χ, 0).
Let us first construct a regularized measure µf,c for f non-trivial.
Step 1: For f 6= OL and for every auxiliary fractional ideal c co-prime to pf there exists
a p-adic measure µf,c with the interpolation property:
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞f)/L)
χ(g)dµf,c(g) =
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ](Nc− χ(c−1))
∏
p∈Σp
(
1− χ(p
−1)
Np
)
LfpΣ(χ, 0)
By class field theory, we have a short exact sequence
0→ G→ Gal(L(p∞f)/L)→ Gal(L(f)/L)→ 0.
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with G = (OL ⊗ Zp)×/E(O×L ) where E(Γ) denotes the closure of a subgroup Γ ⊆ O×L in
(OL ⊗ Zp)×. By abuse of notation, let us write a ∈ Gal(L(p∞f)/L) for the image of a
fractional ideal under the Artin map. Thus, if we choose prime-to-p fractional ideals ai
which are representatives of Gal(L(f)/L) we get an explicit co-set decomposition
Gal(L(p∞f)/L) =
hf⋃
i=1
aiG.
By means of this decomposition it is equivalent to give hf distinct measures µ(ai) on
G ∼= aiG: ∫
Gal(L(p∞f)/L)
ρdµf,c =
hf∑
i=1
∫
G
f(aig)dµ(ai)(g).
Let us now define the measures µ(ai): The Serre construction Ai := a−1i f⊗OL A gives for
every 1 ≤ i ≤ hf a new tuple
(Ai, ω(Ai), ω(Ai))
with
ω(Ai) 7→ ω(A), ω(A∨i ) 7→ ω(A∨)
under the canonical isomorphisms ωAi ∼= ωA and ωA∨i ∼= ωA∨ . Furthermore, we get on Ai
by Lemma 5.7 a Γ00(p
∞)-level structure θp,a, θ∨p,a. The complex uniformization induced
by ω(Ai) is given by θi : Ai(C) ∼= CΣ/Ωa−1i f. For each fractional ideal ai let xi ∈ Ai(Q)
be a torsion point corresponding to Ω ∈ CΣ under θi. Let us write f[c] for the function
introduced in (4.4.1). Define
µ′(ai) := µEis(f[c], xi)|(OL⊗Zp)× ∈ Meas((OL⊗Zp)×,OCp)Γ = Meas((OL⊗Zp)×/E(Γ),OCp)
as the restriction of the p-adic Eisenstein measure associated with
(Ai, ω(Ai), ω(A∨i ),Σ, xi)
for the group Γ := O×f . Note that the measures µ
′(ai) are measures on (OL⊗Zp)×/E(Γ).
Let us write
q : (OL ⊗ Zp)×/E(Γ)→ (OL ⊗ Zp)×/E(O×L )
for the projection. The desired measure µ(ai) is obtained as follows:
(5.7.1)
∫
(OL⊗Zp)×/E(O×L )
ρdµ(ai) :=
∫
(OL⊗Zp)×/E(Γ)
(q ◦ ρ)(t−1, s)t−1dµ′(ai)(t, s).
We define the measure µf,c using the formula
(5.7.2)
∫
Gal(L(p∞f)/L)
ρdµf,c =
hf∑
i=1
∫
G
f(aig)dµ(ai)(g).
It remains to check that this measure satisfies the desired interpolation property. From
here on, we can follow Katz’ argument quite closely. Let χ be a Hecke character of critical
infinity type β − α. Without loss of generality, we may assume that f is the prime-to-p
part of the conductor of χ. As in section 5.6 let us denote by χfin the unique locally
constant character
χfin : (OL ⊗ Zp)× → Q×
associated to χ. Let us write
F : (OL ⊗ Zp)× = (OL(Σ)⊕ OL(Σ))× → Q×
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for the locally constant function given by
F (x, y) := χfin(x
−1, y).
The partial Fourier transform PF on Ai is supported in Ai[papb], where a and b are the
multi-indices of exact orders of p and p in the conductor of χ. By Corollary 5.22 we get
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞f)/L)
χ(g)dµ(g) = [O×L : Γ]×(5.7.3)
×
hf∑
i=1
χ(ai)
∑
s′∈Ai[papb]
(PF )(s′)EKβ,α−1Γ (f[c], xi + s
′)(ω(Ai)[α], ω(A∨i )[β]).
Here, the factor [O×L : Γ] appears since µ(ai) is defined as the pullback along q, c.f. (5.7.1).
Let us first assume that ap ≥ 1 for all p ∈ Σp. The isomorphism θi : Ai(C) ∼= CΣ/Ωfa−1i
allows us to write
Ai[papb] ∼= p−ap−bfa−1i /fa−1i .
As in Section 5.6, let us write papb = cb with c ∈ 1+ f and b an ideal satisfying (b, p) = 1.
With this choice, we get
1 + fa−1i p
−ap−b = c−1(c+ cfa−1i p
−ap−b) = c−1(1 + fa−1i b
−1).
For λ ∈ 1 + fa−1i b−1 a direct computation shows
(PF )(c−1λ mod a−1i ) = (P˜F )(c
−1) · χfin(λ)
and together with Theorem 3.22 we obtain the formula:(
(α− 1)!(2πi)|β|
ΩαΩ∨β
)−1 ∑
s′∈Ai[papb]
(PF )(s′)EKβ,α−1Γ (f[c], xi + s
′)(ω(Ai)[α], ω(A∨i )β) =
=
NL/K(c)
α0(P˜F )(c−1)
NL/K(c)
β0
Nc ∑
λ∈Γ\(1+fa−1i b−1)
χfin(λ)λ
β
λαN(λ)s
−
∑
λ∈Γ\(1+c−1fa−1i b−1)
χfin(λ)λ
β
λαN(λ)s
∣∣∣∣∣∣
s=0
=
=
NL/K(c)
α0(P˜F )(c−1)
NL/K(c)
β0
χ(a−1i b
−1)
(
NcLpf(χ, 0, [aib])− χ(c−1)Lpf(χ, 0, [caib])
)
=
= Local(χ,Σ)χ(a−1i )
(
NcLpf(χ, 0, [ai])− χ(c−1)Lpf(χ, 0, [cai])
)
.
Summing over ai gives
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞f)/L)
χ(g)dµf,c(g) =
=
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ](Nc− χ(c−1))Lpf(χ, 0).
Since χ(p) = 0, we have Lpf(χ, 0) = LpΣf(χ, 0) the claim follows in the case ap ≥ 1.
Let us now consider the case of general ap, we follow essentially the computations in
[Kat78]. Let us define I := {p | ap = 0} and write pI :=
∏
p∈I p. In this case, the partial
Fourier transform PF is supported in
Ai
(∏
ap≥1
p−ap)p−1I p
−b
 ∼= (c−1)b−1p−1I fa−1i /fa−1i .
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A straightforward computation shows for λ ∈ b−1p−1I fa−1i the formula
(5.7.4) (PF )(c−1λ) = (P˜F )(c−1)χfin(λ)Ĉhar(λ)
where
Ĉhar(λ) =
∏
ap=0
Ĉharp(λ), Ĉharp(λ) :=

1− 1
Np
ordp(λ) = 0
− 1
Np
ordp(λ) = −1
0 else.
Now essentially the same computation as above allows us to compute
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞f)/L)
χ(g)dµf,c(g) =
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ](Nc − χ(c−1))
∏
p∈Σp
(
1− χ(p
−1)
Np
)
LpΣf(χ, 0).
In a next step, let us complete the proof in the case that f is non-trivial:
Step 2: For f 6= OL there exists a p-adic measure µf with the interpolation property:
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞f)/L)
χ(g)dµf(g) =
=
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ]
∏
p∈Σp
(
1− χ(p
−1)
Np
)
LfpΣ(χ, 0).
Getting rid of the auxiliary ideal c is a standard argument. We follows de Shalit’s
book [dS87] closely. Let us first observe, that for a given ideal c the map χ 7→ Nc −
χ(c−1) defines a p-adic measure on Gal(L(p∞f)/L). More precisely, we may view c ∈
Gal(L(p∞f)/L) as a Galois automorphism via the Artin map. The p-adic measure χ 7→ c−
χ(c−1) corresponds to δc := Nc− c−1 ∈ ZpJGal(L(p∞f)/L)K under ZpJGal(L(p∞f)/L)K ∼=
Meas(Gal(L(p∞f)/L),Zp). For two ideals c, b ⊆ OL with (bc, pf) = 1 the measures
δcµf,b = δbµf,c
coincide, since they coincide on all Hecke characters and the Hecke characters are dense
in the continuous functions on Gal(L(p∞f)/L). The quotient µf,c/δc is a priori only a
pseudo-measure and the above equation shows that it is independent of c and one can
proceed as in [dS87, Proof of 4.12]. The main point is, roughly speaking, that the greatest
common divisor of the δc is 1.
It remains to construct the p-adic measure in the case f = OL. We proceed in two steps
as in the construction for non-trivial conductor. The only difference is that the torsion
point x = Ω+Ωa−1i f corresponds to zero if f = OL. So the choice f = f[c] does not allow
to specialize along x = 0. This problem can be addressed by adapting the function f[c]
with an additional auxiliary ideal c′ as in the proof of Theorem 4.8:
Step 3: For auxiliary ideals c and c′ co-prime to each other and co-prime to p there
exists a p-adic measure µOL,c,c′ with the interpolation property:
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞)/L)
χ(g)dµOL,c,c′(g) =
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ](1−χ(c′))(Nc−χ(c−1))
∏
p∈Σp
(
1− χ(p
−1)
Np
)
Lp(χ, 0).
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Let us choose prime-to-p fractional ideals ai which are representatives of Gal(L(1)/L):
Gal(L(p∞f)/L) =
h⋃
i=1
aiG.
By means of this decomposition it is equivalent to give h distinct measures µ(ai) on
G ∼= aiG: ∫
Gal(L(p∞)/L)
ρdµf,c =
h∑
i=1
∫
G
f(aig)dµ(ai)(g).
Let us now define the measures µ(ai): As above, the Serre construction Ai := a−1i ⊗OL A
gives for every 1 ≤ i ≤ h a new tuple
(Ai, ω(Ai), ω(Ai))
with
ω(Ai) 7→ ω(A), ω(A∨i ) 7→ ω(A∨)
under the canonical isomorphisms ωAi ∼= ωA and ωA∨i ∼= ωA∨ . In this case, we choose the
function f˜[c] on (A[c′]\{e})×A[c] as the pullback of f[c] along the projection to the second
factor. With this choice, the torsion section xi = e is a valid choice for the construction
of the Eisenstein measure. Define
µ′OL,c,c′(ai) := µEis(f˜[c], e)|(OL⊗Zp)× ∈ Meas((OL⊗Zp)×,OCp)Γ = Meas((OL⊗Zp)×/E(Γ),OCp)
as the restriction of the p-adic Eisenstein measure associated with
(Ai, ω(Ai), ω(A∨i ),Σ, xi)
for the group Γ := O×f . The desired measure µOL,c,c′(ai) is obtained as follows:∫
(OL⊗Zp)×/E(O×L )
ρdµOL,c,c′(ai) :=
∫
(OL⊗Zp)×/E(Γ)
(q ◦ ρ)(t−1, s)t−1dµ′OL,c,c′(ai)(t, s).
We define the measure µOL,c,c′ using the formula∫
Gal(L(p∞)/L)
ρdµOL,c,c′ =
h∑
i=1
∫
G
f(aig)dµOL,c,c′(ai)(g).
From here on, the proof of Step 3 follows exactly the same lines as in Step 1.
Finally, we have to get rid of the regularization in the case f = OL.
Step 4: In the case f = OL there exists a p-adic measure µOL with the interpolation
property:
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞)/L)
χ(g)dµOL(g) =
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ]
∏
p∈Σp
(
1− χ(p
−1)
Np
)
LpΣ(χ, 0).
Let us first get rid of c′: Let us define δ′c′ := 1 − c′ seen as a p-adic measure on
Gal(L(p∞)/L). We claim that the pseudo-measure µc,c′/δ′c′ is an actual measure. The
value of the pseudo-measure µc,c′/δ
′
c′ on χ is given by the formula
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ](Nc − χ(c−1))
∏
p∈Σp
(
1− χ(p
−1)
Np
)
LpΣ(χ, 0).
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Applying Theorem 4.8 with f = pΣ shows that (µc,c′/δ
′
c′)(χ) ∈ OCp is integral at p.
Since every OCp-valued continuous functions on OCp can be approximated by a linear
combination of Hecke characters, we conclude that µOL,c := µc,c′/δ
′
c′ is a p-adic measure.
Finally, the same argument as in Step 2 shows the existence of the measure µOL with the
interpolation property:
1
ΩαpΩ
∨β
p
∫
Gal(L(p∞)/L)
χ(g)dµOL(g) =
(α− 1)!(2πi)|β|
ΩαΩ∨β
Local(χ,Σ)[O×L : Γ]
∏
p∈Σp
(
1− χ(p
−1)
Np
)
LpΣ(χ, 0).

Appendix A. Equivariant cohomology
A.1. Equivariant coherent cohomology. Consider pairs (X,F ) consisting of a scheme
X and a sheaf F on it. A morphism (f, f#) : (X,F ) → (Y,G ) consists of a map
of schemes f : X → Y and a sheaf homomorphism f# : G → f∗F (or equivalently
f ∗G → F ).
Definition A.1. Let Γ be a group acting on X (from the left). A Γ-equivariant sheaf F
on X is a group homomorphism
Γ→ Aut(X,F )
such that the induced action on X coincides with the given one.
Let π : X → S be morphism of schemes and Γ be a group acting on X/S, i.e., each
γ ∈ G gives an automorphism γ : X → X over S. The higher direct images π∗F of a
Γ-equivariant sheaf F inherit a Γ-action and one can consider the subsheaf of Γ-invariant
sections πΓ∗F .
Definition A.2. The derived functors of F 7→ H0(X,F )Γ are the equivariant coherent
cohomology groups which we denote by
H i(X,Γ;F ).
Immediate from this definition is the spectral sequence
(A.1.1) Ep,q2 = H
p(Γ, Hq(X,F ))⇒ Hp+q(X,Γ;F ).
A.2. Borel-Equivariant sheaf cohomology. We explain how coherent equivariant co-
homology can be computed from a topological model.
We will only concentrate on the case of finitely generated free abelian group Γ. We use
E = Γ⊗Z R→ B = (Γ⊗Z R)/Γ
as a model for the universal Γ-bundle E over the classifying space B. Let X be a
topological Γ-space with a Γ-equivariant sheaf F (for example X a scheme or a manifold).
By the Γ-equivariance of F the pullback pr−1X F of F along E × X → X descends to a
sheaf F˜ on the topological space E ×Γ X . Let us define
H iΓ(X,F) := H i(E ×Γ X, F˜).
Let us quickly recall the proof that
(A.2.1) H iΓ(X,F) ∼= RiΓ(X,F)Γ.
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We have H0Γ(X,F) = Γ(X,F)Γ, so let us show that H0Γ(X, I) = 0 for an injective sheaf
I. More precisely, we show that I˜ is a flabby sheaf on E ×Γ X : Since I is injective in
the category of Γ-equivariant sheaves on X , the restriction homomorphism
Γ(X, I)Γ = HomΓ−ShvX(Z, I)→ Γ(U, I)Γ = HomΓ−ShvU (j!Z, I)
is surjective for an open Γ-subspace j : U ⊆ X . On the other hand, we have
Γ(X, I)Γ = Γ(E ×Γ X, F˜) and Γ(U, I)Γ = Γ(E ×Γ U, F˜)
which finishes the proof of the comparison between RiΓ(X,F)G and H iΓ(X,F).
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