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ABSTRACT
This paper presents a domain adaptation model for sound event
detection. A common challenge for sound event detection is how
to deal with the mismatch among different datasets. Typically, the
performance of a model will decrease if it is tested on a dataset
which is different from the one that the model is trained on. To ad-
dress this problem, based on convolutional recurrent neural networks
(CRNNs), we propose an adapted CRNN (A-CRNN) as an unsuper-
vised adversarial domain adaptation model for sound event detec-
tion. We have collected and annotated a dataset in Singapore with
two types of recording devices to complement existing datasets in the
research community, especially with respect to domain adaptation.
We perform experiments on recordings from different datasets and
from different recordings devices. Our experimental results show
that the proposed A-CRNN model can achieve a better performance
on an unseen dataset in comparison with the baseline non-adapted
CRNN model.
Index Terms— sound event detection, domain adaptation, com-
putational sound scene analysis, CRNNs.
1. INTRODUCTION
Sound event detection (SED) is the task which aims at detecting and
classifying all sound events in an audio file, such as door slam and
keyboard click. For each detected sound event, the system will give
an onset time, an offset time and a label for the corresponding sound
event class. It has a wide range of applications, including smart
homes [1], audio surveillance systems [2], and biodiversity analy-
sis [3]. Currently, SED is still an open research task, especially for
polyphonic SED, where events from different classes may overlap
with each other. Recently, several methods for SED have been pro-
posed based on deep neural networks [4]. Amongst different neural
network architectures, convolutional neural networks (CNNs) are the
most commonly used ones [5]. Recurrent neural networks (RNNs)
are also used in some works [6] to capture the temporal informa-
tion in the audio signal. Recent research shows the effectiveness of
combining CNNs with RNNs for SED [7].
In real-world scenarios, an SED model could be tested on au-
dio data which have a different distribution from the dataset that
the model is trained on. The datasets could be different in sev-
eral aspects, in terms of recording conditions, acoustic environment,
and sound sources amongst other factors. Such mismatch amongst
datasets causes a domain shift [8] and typically results in a degrada-
tion of model performance. The domain where the training dataset
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comes from is referred to as the source domain, and the domain
where the test dataset comes from is referred to as the target domain.
In many scenarios such as SED, labelling the target domain samples
might not be possible or practical. In this case, a domain adapta-
tion model is needed to address the domain shift problem. When
the target domain samples are fully unlabeled, this is an instance of
unsupervised domain adaptation – see e.g. [9] for an unsupervised
domain adaptation model for image classification.
Recently, inspired by generative adversarial networks (GANs)
[10], several adversarial-based domain adaptation methods have
been proposed to address the domain shift problem [11, 12, 13].
In [14], a general framework for adversarial domain adaptation
models is proposed. Based on this framework, an unsupervised
domain adaptation model was proposed in [15] for acoustic scene
classification.
In this paper, we propose a domain adaptation model for SED.
Prior work on domain adaptation mainly focuses on other research
fields, such as text sentiment classification [16], speech recognition
[17] and image object detection [18]. The model proposed in this
paper is based on the work originally proposed in [15] for domain
adaptation in acoustic scene classification. Here, we apply and adapt
the model to SED, which to the authors’ knowledge is the first at-
tempt to construct a domain adaptation model for this task.
The model we propose is trained using labeled data from the
source domain and unlabeled data from the target domain. Thus,
our model is an unsupervised domain adaptation model [9]. We also
propose a new dataset of audio recordings with corresponding sound
event annotations collected in Singapore. We consider recordings
recorded by different devices as different domains. The main contri-
butions of this paper are as follows:
• We propose the first domain adaptation model for (multi-
label) polyphonic SED.
• A new dataset is collected containing recordings recorded by
different devices. This is the first real-world dataset for SED
suitable for domain adaptation.
2. DATA COLLECTION
2.1. Background and Motivation
DCASE1, standing for Detection and Classification of Acoustic
Scenes and Events, is a community focusing on different compu-
tational sound scene analysis tasks. We aim to make the proposed
SED dataset as an extension of the dataset for DCASE 2017 Task 3
(‘Sound event detection in real life audio’) [19], so that the perfor-
mance of a model on our dataset will be comparable to the results
1http://dcase.community/
on the DCASE dataset, whilst being able to carry out research on
domain adaptation for this task. Therefore, we follow a similar data
collection procedure as the one proposed in [20].
The motivation to propose this dataset is that although there
are several publicly available datasets on SED, none of them have
addressed the problem of domain adaptation. Also, most existing
datasets have been compiled in Europe, where the acoustic environ-
ments and sound source characteristics could be different from Asian
countries. Therefore, we propose our own dataset recorded in Sin-
gapore, targeting the domain adaptation task for SED.
2.2. Audio Recording
To make sure that the dataset can be useful for evaluating domain
adaptation across recording devices, two different devices are used
to perform simultaneous audio recording. The devices used for high-
quality audio recording are a Roland CS-10EM binaural microphone
and a Zoom H5 portable recorder, which are similar to the record-
ing devices for collecting the DCASE 2017 Task 3 dataset [19]. The
device used for low-quality audio recording is an iPhone XS smart-
phone. At the same time, a Valore MAXIMAL action camera is used
for video recording in order to facilitate the annotation work. Each
recording is around 5 minutes long. In total, the dataset contains 100
recordings, at approximately 9 hours total duration.
2.3. Annotation and Post-Processing
Five classes of sound events are annotated for this dataset: car, chil-
dren, large vehicle, people speaking and people walking. These are
the same classes as DCASE 2017 Task 3 [19], except for the breaks
squeaking event which is not included in this dataset, considering
that it is not commonly seen compared with other five sound event
classes. Weather conditions (in our case, whether it is raining or
not) under which each recording is recorded are also collected and
annotated in the metadata file to address the problem of mismatch
between domains in terms of different types of background noise.
The high-quality recordings are recorded using 44.1kHz sam-
pling rate in WAV format and the low-quality recordings are auto-
matically resampled to 48kHz by the recording device (iPhone XS)
in M4A format. During post-processing, we convert the low-quality
recordings to WAV format and resample them to 44.1kHz sampling
rate. Aside from this, high-quality and low-quality recordings are
temporally aligned so that two recordings recorded simultaneously
will share the same annotation file.
2.4. Domain Adaptation
By proposing this dataset, the domain adaptation problem for SED
can be addressed in the following three aspects:
• Mismatch of the recording conditions, which is addressed by
using different types of recording equipment.
• Mismatch of sound event characteristics and acoustic envi-
ronments, which can be addressed by comparing our dataset
recorded in Singapore with datasets which are recorded in
other countries, such as the DCASE 2017 Task 3 dataset [19].
• Mismatch of the background noise, which is addressed by
recording under different weather conditions.
In this paper, we carry out domain adaptation experiments for
the first two aspects. The mismatch of the recording conditions is
addressed by performing experiments over our dataset with high-
quality recordings and low-quality recordings. The mismatch of the
sound event characteristics is addressed by performing experiments
over our dataset, which is recorded in Singapore, and the DCASE
2017 Task 3 dataset [19], which is recorded in Finland.
3. DOMAIN ADAPTATION MODEL
In this section, we propose an adversarial domain adaptation model
for SED. Our model is an unsupervised model which means no la-
beled data from the target domain will be used to train the model.
We follow the general framework proposed in [14] and the weights
for source and target models are not tied.
3.1. Overview
We use (Xs, Ys) = {(X1s , Y 1s ), . . . , (XNss , Y Nss )} to denote la-
beled data from the source domain, where Ns is the number of
source domain samples. Suppose that there are K classes of sound
events in total, then Ys ∈ {1, 2, . . . ,K}. Similarly, unlabeled data
from the target domain is denoted as Xt = {X1t , . . . , XNtt }, where
Nt is the number of target domain samples. Our goal is to train a
representation mapping Ms for the source domain and another rep-
resentation mapping Mt for the target domain. We want to train
Ms and Mt so that the distance between the source domain repre-
sentation Ms(Xs) and the target domain representation Mt(Xt) is
minimized. After that, the classifier C which is trained only using
the source domain data (Xs, Ys) can be applied to the target domain
data Xt as well.
3.2. Detailed Steps
There are three steps to build and test this domain adaptation model:
pre-training, adversarial training and testing.
In the first step, we train a source domain representation map-
ping Ms and a classifier C, using labeled data (Xs, Ys) from the
source domain. The goal of the step is to obtain a representation
mapping Ms and a classifier C which can work on source domain
data. If C(Ms(Xs)) denotes the output of applying the classifier C
on the source domain representation Ms(Xs), the loss function for
training Ms and C is then defined as follows:
min
Ms,C
Ls = − 1
Ns
Ns∑
n=1
K∑
k=1
1[k=Y ns ]
logC(Ms(X
n
s )), (1)
where 1[k=Y ns ] = 1 if k = Y
n
s and 0 otherwise.
The second step is the adversarial training step. Since we are
dealing with the source and target domains which have the same
label space, the classifier remains fixed in this step. Only the tar-
get domain representation mapping Mt is trained in an adversarial
way (similar with GANs [10]) to map the target domain data to the
same feature space as the source domain representation. A domain
discriminator D is introduced in this step to perform domain clas-
sification on Ms(Xs) and Mt(Xt), i.e. the output of D is binary,
indicating whether the input is from the source or the target domain.
We perform alternating optimization to train the discriminatorD and
the target domain representation mapping Mt. To train the discrimi-
nator D, we use the following loss:
min
D
Ld = − 1
Ns
Ns∑
n=1
logD(Ms(X
n
s ))
− 1
Nt
Nt∑
n=1
log(1−D(Mt(Xnt ))). (2)
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Fig. 1: Detailed steps of the domain adaptation model. Models in
dashed boxes are not trained in the respective step.
When training Mt, we use the following loss:
min
Mt
Lt = − 1
Nt
Nt∑
n=1
logD(Mt(X
n
t ))
− 1
Ns
Ns∑
n=1
K∑
k=1
1[k=Y ns ]
logC(Mt(X
n
s )). (3)
Eq. (3) does not follow the framework proposed in [14]. The
first term in Eq. (3) maximizes the domain confusion while the sec-
ond term minimizes the classification error on the source domain
data Xs using the target mapping Mt. This is because we observe
that by only maximizing the domain confusion, the training process
is not stable and the model gives a worse detection accuracy on both
the source and target domain. Therefore, we adopt the method pro-
posed in [15] which adds an extra classification error term to the loss
function. This gives a more stable adversarial training process and a
better detection accuracy on both the source and target domains.
In the final testing step, sound event detection for both the source
and target domain data is performed using the target domain repre-
sentation mapping Mt and the classifier C.
Fig. 1 illustrates how these three steps work. Models with
dashed lines (e.g. source mapping and classifier in step 2) are fixed
during that step.
3.3. Model Architecture
The architecture of our model is as follows. Since our domain adap-
tation framework does not depend on a certain model architecture,
we use a convolutional recurrent neural network (CRNN) [21] as a
base model, which is currently the state-of-the-art for SED [22]. The
input of the model is 40 Mel-band energies calculated by applying a
2048 samples Hamming window with 50% overlap. The Mel-band
energies are then divided into several sequences with a length of
256. Samples with multiple channels are averaged to a single chan-
nel. Therefore, the shape of the input is 256 × 40. For source and
target mappings, the models share the same architecture, consisting
of three convolutional layers, all of which have 128 filters with the
size of (3, 3). Each convolutional layer is followed by a max pool-
ing layer. The size of the kernels for the three max pooling layers is
{(1, 5), (1, 2), (1, 2)}. We only apply max pooling to the frequency
dimension because we do not want any information in the time di-
mension to be lost. The classifier is an RNN classifier which has two
recurrent layers with a size of 32. The recurrent layers are followed
by two fully connected layers with a size of {16, 5}. We use ReLU
as the activation function for the output of all layers, except for the
output layer which uses sigmoid as the activation function. We also
apply a 50% dropout rate for all the layers. For the discriminator,
it has three RNN layers with a size of 32, followed by three hidden
fully connected layers with 64, 64 and 16 nodes. The output layer of
the discriminator has one node with a sigmoid activation function.
4. EXPERIMENTS
In this section, we present the experimental results of our pro-
posed domain adaptation model on different datasets as the source
and target domains. Our proposed dataset (referred to as the ‘SG’
dataset) has two subsets, one with high-quality recordings (‘SG-
high’ dataset), the other one with low-quality recordings (‘SG-low’
dataset). The dataset for DCASE 2017 Task 3 will be referred to as
the DCASE dataset. Our proposed domain adaptation model will be
referred to as A-CRNN, standing for adapted CRNN.
The SG dataset (both SG-high and SG-low) is manually split
into training, validation and test subsets and each of them contains
60%, 20% and 20% of the recordings respectively. For the DCASE
dataset, we use the original splits proposed in [20]. Hyperparameters
are determined using the validation set and the model with the best
performance on the validation set is applied on the test set to report
the results.
4.1. Evaluation Metrics
We use the segment-based F-score (segment size: 1 second) and er-
ror rate for evaluation [23]. An ideal SED system should have an
F-score of 1 and an error rate of 0.
4.2. Experiment Results
4.2.1. Overall Performance
In this section, we report the performance of A-CRNN. All results
are presented in Tables 1-4. In each table, the first row presents
the results of the pre-trained non-adapted model, CRNN, which is
trained only using the labeled data from the source domain. The
second row presents results of the adapted model, A-CRNN, which
is trained based on the pre-trained non-adapted CRNN model, using
labeled source domain data and unlabeled target domain data.
Tables 1 and 2 present the results of the experiments where the
source domain is the SG-high dataset, and the target domain is the
SG-low dataset (Table 1) and the DCASE dataset (Table 2). Tables 3
and 4 present the results of the experiments where the source domain
is the DCASE dataset, and the target domain is the SG-high dataset
(Table 3) and the SG-low dataset (Table 4). Note a different train-
validation-test split is used for the Table 1 experiment to avoid using
aligned recordings for the source and target domains.
From Table 1 to Table 4, we can see that on the source domain,
compared with the non-adapted CRNN model, the performance of
A-CRNN only drops marginally, and there is a small improvement
of the performance on the source domain in Table 1. On the target
domain, the performance of A-CRNN clearly improves after adapta-
tion.
Table 1: Results (Source: SG-high; Target: SG-low)
Model Source domain Target domain
F-score Error rate F-score Error rate
CRNN 0.583 0.620 0.442 0.743
A-CRNN 0.590 0.609 0.480 0.688
Table 2: Results (Source: SG-high; Target: DCASE)
Model Source domain Target domain
F-score Error rate F-score Error rate
CRNN 0.470 0.793 0.256 0.947
A-CRNN 0.427 0.869 0.458 0.826
Among the four experiments, the first one (SG-high to SG-low)
is the easiest one, because the only difference between the source and
target domains is the recording quality. That is why the performance
on the source domain increases for this experiment only.
For the remaining experiments, in the second (SG-high to
DCASE) and the third experiments (DCASE to SG-high), the source
and target domain recordings have different sound event character-
istics and acoustic environments which is harder for domain adap-
tation compared to the first experiment. The last one (DCASE to
SG-low) would be the most difficult experiment for domain adapta-
tion, for the reason that it covers all the domain adaptation aspects
in the first three experiments. That would also explain why the
experimental results in Table 4 show the smallest improvement on
the target domain, compared with Tables 2 and 3.
4.2.2. Class-wise Performance
Tables 5 and 6 present results in terms of the class-wise F-score on
the various target domains. From the tables we can see that after
adaptation, the improvement is most significant for the car class, for
all the experiments. We assume that it is because among all five event
classes, the car class is a relatively simple one, especially compared
with children and people speaking classes - car sounds mostly cor-
respond to low-frequency sound events without complex temporal
structures.
It can also be noticed that, for the large vehicle class, the F-
score for the non-adapted model (CRNN) is better than the adapted
model (A-CRNN) for three of the experiments. For other classes, the
results are not consistent among the four experiments. For example,
for the people speaking class the F-score improves after adaptation
for the first two experiments (in Table 5) but drops for the last two
experiments (in Table 6).
5. CONCLUSIONS
In this paper, we propose the first real-world dataset for SED which
addresses the problem of domain adaptation. The recordings are
collected by different devices which can be considered as different
domains. We also propose A-CRNN, an unsupervised adversarial
domain adaptation model based on a CRNN baseline model. Re-
sults show that the proposed A-CRNN model reports improved tar-
get domain performance when using a different dataset or a different
recording device, with a small decrease in source domain perfor-
mance.
Table 3: Results (Source: DCASE; Target: SG-high)
Model Source domain Target domain
F-score Error rate F-score Error rate
CRNN 0.528 0.705 0.163 1.072
A-CRNN 0.514 0.716 0.301 0.960
Table 4: Results (Source: DCASE; Target: SG-low)
Model Source domain Target domain
F-score Error rate F-score Error rate
CRNN 0.528 0.705 0.223 1.097
A-CRNN 0.511 0.757 0.295 0.936
Table 5: Class-wise F-score on the target domain
Class name SG-high to SG-low SG-high to DCASE
CRNN A-CRNN CRNN A-CRNN
car 0.448 0.498 0.289 0.638
children 0.406 0.490 0.226 0.250
large vehicle 0.502 0.534 0.397 0.197
people speaking 0.467 0.514 0.087 0.118
people walking 0.008 0.103 0.000 0.000
Table 6: Class-wise F-score on the target domain
Class name DCASE to SG-high DCASE to SG-low
CRNN A-CRNN CRNN A-CRNN
car 0.256 0.473 0.357 0.479
children 0.072 0.005 0.235 0.005
large vehicle 0.119 0.004 0.109 0.024
people speaking 0.297 0.056 0.334 0.149
people walking 0.081 0.096 0.082 0.104
Although the A-CRNN has shown improved detection accuracy
on the target domain compared with the CRNN baseline, there still
exist many future research directions. First, further experiments can
be done using different non-adapted model architectures for pre-
training. Theoretically, our method should work regardless of the
baseline model architecture. Besides, as shown in Section 4.2.2, per-
formance on some of the classes is not improving after adaptation.
This is because the model proposed in this paper is quite a general
domain adaptation model and more work could be done to focus on
specific sound event characters, such as temporal structures, to im-
prove performance on these classes.
There are also some other domain shift aspects that have not
been addressed in this paper. For example, the source and target
domains might have different label spaces. Besides, our model is
an unsupervised domain adaptation model while sometimes a few
labeled target domain samples are available, in which case a semi-
supervised domain adaptation model is needed.
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