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Abstract— Segmentation of surface EMG signal often involve 
in many scenarios including motion classification in robotic 
prostheses and motion segment identification. Many of them 
require a threshold that is predefined or a training data set. The 
objective of this paper is to find a way to perform segmentation 
without a threshold or training data set. Dot plot analysis has 
been widely used in bioinformatics to identify similar segments 
between proteins or DNA. The philosophy behind dot plot 
analysis can be applied to perform surface EMG signal 
segmentation. The properties of the new algorithm is examined. 
The major advantage of the dot-plot segmentation algorithm is 
that threshold is no long need to be estimated, instead the 
minimal length of a segment in a time series signal need to be 
declared. 
Keywords—dot-plot analysis; segmentation; time series analysis; 
surface EMG;   
I.  INTRODUCTION  
Surface EMG segmentation procedure has been studied 
with great amount of effort as it is one of the most critical steps 
that determine the accuracy of surface EMG analysis [1, 2]. 
The objective of this study is to develop a robust algorithm that 
can perform surface EMG segmentation without a threshold 
and don’t need to leaning from training data.  
II. BACKGROUND 
A. Time series analysis segmentation 
There are many types of segmentation algorithm, in 
particular, this research focus on segmentation that the 
segments in a time series are caused by events in the real world 
which translated to the magnitude of the signal. There are three 
major ways to define a segmentation problem [3]: Assume 
there are K segments in the time series T, find K [3]. Assume a 
threshold is known between different segments and based on 
this assumption, break the time series T into segments with 
tolerance defined segmentally [3]. Assume a threshold is 
known between different segments and based on this 
assumption, break the time series T into segments with 
tolerance defined globally [3]. In this particular case, we 
assume the threshold is not given and K is unknown. 
Segmentation can be perform in batch process or online using 
supervised and unsupervised algorithm. In this paper, a novel 
segmentation methodology is proposed to segmentation 
problem where the segment scale is known such that low pass 
filter can be applied and training data set is not available or 
time-consuming to obtain.    
III. METHOD 
Dot plot analysis has been widely used in bioinformatics to 
identify similar segments between two proteins or DNA [4]. 
The philosophy behind dot plot analysis can be applied to 
perform surface EMG segmentation to enhance stableness of 
the segmentation algorithm. Due to the nature of dot plot 
analysis is not design for numerical comparison (instead, it is 
for protein or DNA data which is categorical data), 
modification of the original analysis is necessary. Furthermore, 
since dot plot analysis also requires prior knowledge between 
the relationships between residues to filter out noise, a low pass 
filer is used for noise filtering in surface EMG segmentation 
problem. Dot-plot analysis can be generalized as follows: 
Firstly, filter out the high-frequency components (where the 
minimum segment length need to declare). Secondly, 
conversion of the signal into its “self-covariance” (the 
covariance between the left and right of the sliding window). 
Finally, applied the modified dot-plot analysis. To illustrate the 
flow of the algorithm, surface EMG is collected from 
paraspinal muscles at L3-5 levels of a subject. The subject then 
perform a trunk flexion-extension motion task shown in Fig. 1. 
Surface EMG is collected during the motion task. The surface 
EMG data would be segmented by the proposed method 
corresponds to each phase of the motion.   
 
 
Fig. 1: Phases of the motion task: flexion, pause and extension phase. 
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A. Flow of the algorithm: 
In this particular case, the objective is to perform motion 
segmentation. Hence, all channels (C) can be considered as 
“one” signal shown in (1). In this particular case, the signal 
fluctuates around zero which centering of the signal in (2) is 
not needed.  
  (1) 
  (2) 
A running mean low pass filter with window size W 
applied to Sall to filter out the high-frequency components 
shown in (3). W would need to be shorter than maximum 
expected length of a segment such that a low-pass filter can be 
safely applied without filter out the segment.  
  (3) 
 
Fig. 2: Preprocess for motion segmentation. A low pass filter is applied 
and covert to self-covariance. 
After applying a low pass filter, “self-covariance” is 
computed to extract the trend of the signal. If the signal varies 
rapidly, the process will preserve such information. “Self-
covariance” x(n) is define in in (4) and (5).  
  (4) 
  (5) 
Where the sliding window size W would need to be even 
for v to be an integer for discrete signal processing in this case. 
The main reason for this step in this case is to highlight global 
segment as well as small fluctuations segments (local segment). 
The self-covariance would have a larger value whenever the 
fluctuations within Lm and Rm is similar or Lm and Rm have the 
same trend. Preprocess for motion segmentation is shown in 
Fig. 2. 
The original method used in dot plot analysis for 
comparison is based on how strong two categories are linked 
together. This is where the dot plot analysis provide a frame 
work for segmentation analysis – so call “self-referencing” 
show in (6). 
 (6) 
Where the x is the signal vector from the previous step, FP 
is the modified dot plot map and the η is the contrast factor 
which determine by the format of the image and details of the 
signal want to be displayed. Artifact value is set to zero. 
 
Fig. 3: The FP matrix. Where the x is the signal after step 2, in this case, 
taking a sampling interval of 500 data points per sampling. 
Where the diagonal line in the middle shown in Fig. 3 is the 
artifact and the η is the contrast factor which is determine by 
the format of the image and the details of the signal wanted to 
be displayed. For example: BMP file (which accept 0 to 255), 
the display data varies between 0 to 10000 and the contrast 
factor is 20 which calculate as follows: 255/ Log2(10000) = 
19.1907~=20. 
We can use (7) to see that as the signal stay flat with small 
fluctuation (self-covariance approaching zero), (7) would have 
the ability to detect those local segments with box 1 shown in 
Fig. 4. Box 2 in Fig. 4 also suggest that when C and x are close 
together (similar), (7) would highlight it. In general, a flat trend 
with non-similar fluctuation would drive the self-covariance 
towards zero for (7) to detect using box 1 in Fig. 4.  
   (7) 
 
 
Fig. 4: (7) would “detect” whenever C close to x (box 2) and whenever C 
is close to zero (box 1). If the signal converted into it self-covariance, local 
segments (small fluctuation close to zero) would be reveal from box 1.  
Finally, summarize the dot plot using vertical summation 
and horizontal summation for segmentation purposes in to Vs 
and Hs vector defined in (8). 
       (8) 
Where segmentation positions can be obtained whenever 
Vs intercept with Hs illustrate in Fig 5.  
 
Fig. 5: FP matrix convert to vector Hs and Vs. 
B. Computation efficiency 
In order to enhance computation efficiency, one of the ways 
is to present the signal as histogram. Values are sorted into 
groups before computing the Vs and Hs. For each group, a 
weight is associated with the group according to the frequency 
of values that fall in to that group.  
 
Fig. 6: A and B represent different segment. MinD represents the minimal 
distance between the two segments and MinL represents the minimal time or 
signal length that contain all classes.  
The group size are uniformly distributed such that only the 
total number of group P would need to be initialized. An ideal 
group size would need to be smaller than the minimal distance 
between two ideal segments (MinD) shown in Fig. 6.  In case 
of online segmentation, the maximum value (M) define as the 
largest value ever seen. The relationships between P, M and 
MinD are shown in (9). 
  (9) 
 
Either P or MinD have to be initialized, in this particular 
case, P initialized to 10. Note that during online segmentation, 
if MinD is initialized instead of P, P will change whenever the 
signal reach a new maximum. The mean value of group i 
(gmean(i)) and the frequency of values that fall in to that 
group – Weight(i) are shown in Fig. 7 and (10) express how 
gmean(i) and Weight(i) are related in computing Hs and Vs. 
 
 
 
Fig. 7: The graph on the left side shows the gmean and left graph shows the 
Weight vector.  
 (10) 
 
Where l is the total length and P is total number of groups. 
Dot-plot algorithm preserve not only global segments but also 
locally. Hence, a low pass filter (same as (3)) with window 
size W is applied to both Vs and Hs shown in Fig. 8. Since P 
is defined by an estimation based on an ideal segment, how 
the variation of P would affect the segmentation is presented 
in the result section. 
  
Fig. 8: As each point can be sample, very small segment that considered to 
be a local segment can be identified, hence a low pass filter same as (3) with 
the window size W is applied. 
C. Segmentation bias 
It is worth to note that segmentation bias can be adjust 
using bhs, chs, bvs and cvs shown in (11). 
 (11) 
For example, increment of chs would increase the length of 
the stationary segment shown in Fig. 9. 
 
Fig. 9: The effect on the segmentation length by setting chs to 6 from 0. 
Note that if chs is set to be 4 in this particular case, smaller segments would be 
identify caused by a local peak in the Hs vector which suggested that bhs, chs, bvs 
and cvs are very difficult to adjust and training data set may be required to 
optimize all 4 parameters. 
However, optimizing bhs, chs, bvs and cvs would require a 
training data set and since we assume that the training data set 
is not available, the general dot-plot algorithm remains to be 
(10). 
IV. RESULTS 
In order to evaluate the performance and limitations of the 
dot-plot algorithm, 16 channels of surface EMG electrodes 
were applied to the low back of a subject to perform a trunk 
flexion-extension motion task. The sampling frequency is 
2000Hz for 10 seconds (20000 sampling points are collected in 
total). There are three phases of the motion: flexion phase, 
pause phase and extension phase. The algorithm objective is to 
identify the corresponding segments shown in Fig. 10. Since 
the algorithm depends on the only the window size W and total 
number of groups P, the two variable are evaluated.  
 
Fig. 10: Flow diagram of the evaluation protocol of the algorithm with P 
and W varies (P is the length of the Fuzz vector and W is the window size of 
the running mean low pass filter and the window size of the self-covariance). 
Where segmentation occurs at the intersection between vector Vs and Hs.  
Firstly, Fig. 11 shows how the changes of P values would 
affect the Vs and Hs as P increase from 1 to 100. 
 
 
Fig. 11: Relation between Hs and Vs changes as P value increase from 1 to 
100.  
 
Fig. 12: Effects on both Hs and Vs when P value changes.  
As P increase, Vs and Hs tend to separate shown in Fig. 12. 
Moreover, as W increase, Vs and Hs intercepts less often. In 
this particular sample, Fig. 13 shows that when W reached 
1000, three segments are produced correctly. Since the motion 
task occurs in the order of seconds, It is reasonable to taking a 
low pass filter that is about 0.5 second (W = 1000, as the 
sampling frequency is 2000Hz). 
 
Fig. 13: The windows size W has a major impact on the number of 
segments that is produced. Whereas the P seems only have a minor contribution 
in comparison to W (Unit of W is number of sampling points). 
 However, one sample far from sufficient to evaluate P and 
W parameters. 15 more sets of sEMG data are being used to 
evaluate the segmentation algorithm. 
In this set of data, the trunk flexion and extension last for 
about 1-2 seconds and the pause phase last for about 4-6 
seconds. The objective is to identify global segments which 
corresponds to the motion phases. Therefore, P is set to 50 and 
W is set to 1 second (W = 2000) to ensure the stability of the 
global segmentation. The results are shown in Fig. 14. 
 
 
Fig. 14: In order to perform global segmentation P is set to 50 and W is set 
to 1 second (W = 2000) for motion segmentation. 3 out of 15 set of data miss 
the first segmentation line highlighted in orange boxes (under-segment) and 1 
out of 15 set of data produce a small segment at the end highlighted with purple 
boxes (over-segment).  
The dot plot segmentation algorithm perform as expected in 
11 data sets out of 15. The criteria for correct segmentation is 
based on visual inspection with the knowledge of flexion-
pause-extension motion task (i.e. produce three segment at 
least). The dot-plot algorithm fails to perform segmentation in 
4 data sets in which sample 10 reveals the main problem shown 
in Fig.15.  
This unexpected segmentation revealed that padding both 
ends of the self-covariance signal with zero may not be a good 
idea (offset of v in both ends due to the sliding window in (4)). 
This would make (10) to produce small segment shown in Fig. 
17 and a missing segment shown in sample 8, 12 and 14.  
 
Fig. 15: Sample 10 segmentation points. Since the objectives is to identify 
motion segments, in other words, global segmentation, identification of a “local 
segment” is consider as unusual. (X-axis scale is in number of data points). 
Through setting the both ends (offset of v in (4)) be the 
nearest value of the self-covariance (i.e. from the beginning of 
the signal to position v would be assigned the value of the self-
covariance at position v+1 and values from l-v to the end would 
be set to value at l-v-1), the small segment near the end shown 
in Fig. 15 would be resolved shown in Fig. 16. 
 
Fig. 16: Sample 10 segmentation points. The small segment shown in Fig. 
17 has been eliminated. (X-axis scale is in number of data points). 
Through the slight modification stated above, all 15 sets of 
data, has been successfully segmented shown in Fig. 17. 
 
Fig. 17: Sample 10 segmentation points. The small segment shown in Fig. 
17 has been eliminated. (X-axis scale is in number of data points). 
Fig. 17 shows that all 15 data sets have been successfully 
segmented (100%) with respect to visual inspection based on 
the flexion-pause-extension motion task protocol.  
 
 
Fig. 18: Sample 8 is shown. The black strips are visual segmentation for 
the flexion, pause and extension phase. The arrows review how the 
segmentation line are being “pushed” by a low pass filter. (X-axis scale is in 
number of data points). 
Although the dot-plot segmentation algorithm successfully 
perform motion segmentation in all 15 data sets, the algorithm 
suffer the “push” effect inherit from (3), (4) and (5) shown in 
Fig. 18 due to the effect of the sliding window. One of the 
solutions, is to fine tune the 4 extra parameters introduce in (11) 
which training data sets would be required and criteria of 
segmentation need to be specified. 
Conventionally, Di Fabio’s algorithm is used to detect 
muscle onset time and used as a reference for new technique [5, 
6]. The algorithm used a threshold to perform the segmentation 
shown in (12) [6].   
 (12) 
Which the emgrest define as first 1000 sampling points 
shown in green in Fig. 19. SD is the standard deviation of the 
sEMG resting period.  
 
Fig. 19: The green area is sample 1 emgrest.  
In order to boost up the performance of (12), low pass filter 
(same as (3)) is applied as a low pass filter to prepare the data 
for Di Fabio’s algorithm (W is set to 2000 for a fair test). The 
results are shown in Fig. 20. 
 
Fig. 20: Di Fabio’s algorithm performance. Orange boxes represent under-
segment. Purple boxes represent over-segmentation. 
 
Fig. 21: Di Fabio’s algorithm produce “narrow” segment in comparison to 
Dot-plot algorithm. 
Di Fabio’s algorithm performance summarized as follows: 
2 out of 15 are over segment and 7 out of 15 are under segment. 
The pushing effect shown in Fig. 18 are not observe in here 
due to relatively high threshold (3 standard deviation) shown in 
Fig. 21. However, this would “promote” under-segment effect 
shown in orange boxes in Fig. 20. 
V. CONCLUSION 
The dot-plot segmentation algorithm demonstrates a 
reliable method to segment time series signals where segments 
are related to the difference in magnitude. Instead of a 
threshold, only minimal duration of a segment need to be 
declared for segmentation (i.e. to set the W value). In general, 
the higher the P value (shown in Fig. 15), the less local 
segment would be detected. W value is suggested to set to 
around half of the maximum segment duration to avoid filter 
out the segment.  
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