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OPERATOR ALGEBRAS OF MONOMIAL IDEALS IN
NONCOMMUTING VARIABLES
EVGENIOS T.A. KAKARIADIS AND ORR MOSHE SHALIT
Abstract. We study operator algebras arising from monomial ideals in the ring of poly-
nomials in noncommuting variables, through the apparatus of subproduct systems and C*-
correspondences. We provide a full comparison amongst the related operator algebras. For
our analysis we isolate a partially defined dynamical system, to which we refer as the quan-
tised dynamics of the monomial ideal.
In addition we revisit several previously considered constructions. These include Mat-
sumoto’s subshift C*-algebras, as well as the tensor and the Pimsner algebras associated
with dynamical systems or graphs. We sort out the various relations by giving concrete
conditions and counterexamples that orientate the operator algebras of our context.
It appears that the boundary C*-algebras do not arise as the quotient with the compact
operators unconditionally. We establish a dichotomy to this effect by examining the resulting
tensor algebras. We identify their boundary representations, we analyse their C*-envelopes,
and we give criteria for hyperrigidity. Moreover we completely classify them in terms of
the data provided by the monomial ideals. For tensor algebras of C*-correspondences and
bounded isomorphisms this is achieved up to the level of local conjugacy (in the sense
of Davidson and Roydor) for the quantised dynamics. For tensor algebras of subproduct
systems and algebraic isomorphisms this is achieved up to the level of equality of monomial
ideals modulo permutations of the variables.
In the process we accomplish more in different directions. Most notably we show that
tensor algebras form a complete invariant for isomorphic (resp. similar) subproduct systems
of homogeneous ideals up to isometric (resp. bounded) isomorphisms.
The results on local conjugacy are obtained via an alternative proof of the breakthrough
result of Davidson and Katsoulis on piecewise conjugate systems. For our purposes we use
appropriate compressions of the Fock representation. We then apply this alternative proof
locally for the partially defined quantised dynamics. In this way we avoid the topological
graphs machinery and pave the way for further applications. These include operator algebras
of dynamical systems over commuting contractions or over row commuting contractions.
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1. Introduction
A contemporary trend in noncommutative geometry is to encode geometrical and topo-
logical objects in terms of operator algebras. This program is developed around two main
objectives:
(a) Use C*-algebras and nonselfadjoint operator algebras as an invariant (resp. a com-
plete invariant) for classifying (resp. encoding) the objects.
(b) Explore the passage from intrinsic properties of the object into properties of the
associated operator algebras.
In turn the invariants of the related operator algebras may be used to classify the objects.
In this course of study one has to answer two interrelated problems that specify the context:
Problem 1. Which are the (desirable) features of the object that determine the asso-
ciated operator algebra?
Problem 2. What is the (desirable) level of equivalence for classifying objects in the
“same” family?
The enumeration is in fact redundant; an answer to any of the above problems initiates
a new program in finding an answer to the other. There is an extensive literature on the
subject and we cannot list all papers. We will only elaborate on the direct connections with
results concerning: graphs [46, 82], dynamical systems [21, 22, 23, 44], topological graphs
[27], homogeneous ideals [25], complex analytic varieties [26], stochastic matrices [31, 32],
and C*-correspondences [1, 43, 62, 64].
The structure under consideration in the current paper is monomial ideals in the ring of
polynomials in noncommuting variables. This links to an ongoing effort to develop operator-
algebraic geometry in the unit ball [25, 75]. The goal is to study a number of C*- and
nonselfadjoint algebras related to one monomial ideal, and study those in conjunction with
Questions (a)-(b) and Problems (1)-(2) described above.
Motivation. Our approach relies on the interplay between C*-algebras and nonselfadjoint
operator algebras related to three classes: C*-correspondences, subshifts, and subproduct
systems. All three form active research areas with a rich literature in their own merits. We
provide a short presentation on key elements that we use in the current paper.
The theory of operator algebras of C*-correspondences has been under considerable de-
velopment since their initiation by Pimsner [72]. They have become a central part in the
theory of C*-algebras covering a broad number of constructions that generalise the Toeplitz
algebra and the Cuntz algebra. Notable examples of Pimsner algebras are C*-algebras as-
sociated with topological graphs (hence Cuntz-Krieger algebras, graph algebras, dynamical
systems etc.), Hilbert bimodules, and bimodules of unital completely positive maps (see [48]
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and [15, Examples 4.6.10–4.6.12]). In addition the class of tensor algebras arising from C*-
correspondences includes Peters’ semicrossed product [71] and Popescu’s noncommutative
disc algebras [74].
A subshift is the dynamical system obtained by restricting the left shift σ on {1, . . . , d}Z
to a closed invariant subspace Λ ⊆ {1, . . . , d}Z. The study of subshifts is a significant
branch of topological dynamics, e.g. [55]. Motivated by the Cuntz-Krieger algebras [19],
Matsumoto [58] introduced a way to construct a C*-algebra out of a subshift and initiated
an in-depth study of these so-called subshift C*-algebras. In [58] Matsumoto constructs
C∗(T ) and then concentrates on its quotient by the compacts. In a series of papers (e.g.
[59, 60]) he shows how the C*-algebraic structure of this quotient is determined by the
topological and combinatorial properties of Λ. Later Carlsen and Matsumoto [18] proposed
another construction that differs in general from the one in [58]. The reason for doing
so was the discovery of a flaw in one of the earlier papers. They found that many of the
theorems in the earlier papers which relied on the flawed one are true if one replaces the
original algebra by their new construction, see [18, Introduction]. In turn the construction
of [18] did not satisfy a desirable universal property, and around the same time Carlsen [17]
proposed a third subshift C*-algebra by using an associated C*-correspondence. In addition
the object in [17] is shown to be an invariant for conjugacy of subshifts. Matsumoto [61]
introduced later C*-algebras associated with symbolic matrix systems and λ-graph systems
that generalise the previous constructions.
Subshift algebras form an example of operator algebras related to subproduct systems [80,
Section 12]. A subproduct system is a collection of Hilbert (C*- or W*-) correspondences X =
{X(s)}s∈S indexed by a semigroup S, which carries an associative family of multiplication
operators Us,t : X(s) ⊗ X(t) → X(s + t). They were formally introduced in [80] and [11]
as a generalisation of product systems [6], and now they form a basic technical tool in the
analysis of noncommutative dynamics, e.g. semigroups of CP-maps and ∗-endomorphisms.
In fact they were present in the literature in various guises prior to their formal introduction,
see [6, 12, 57, 65]. Simple cases like S = N are still exploitable with numerous successful
applications [11, 67, 78, 79, 80, 85].
The operator algebras of a subproduct system are defined concretely by an appropriate
compression on the Fock representation of X(1) and quotients by the compacts. The mo-
tivation was to approach the unstudied subproduct systems from the well trodden path of
C*-correspondences. Soon it was realised that there are substantial differences, yet there is
enough structure to be tractable to analysis. Several subsequent works have thus consid-
ered operator algebras of subproduct systems per se [25, 31, 38, 52, 86, 87]. There are
also works without regard to quantum dynamics or operator algebras, e.g. [37, 83, 84].
Examples include the continuous functions on the unit sphere C(∂Bd), operator algebras
of polynomial relations, algebras of analytic functions on homogeneous varieties of the unit
ball, as well as algebras of noncommutative analytic functions on homogeneous subvarieties
of the noncommutative unit ball.
A main obstacle so far in the category of subproduct systems is the lack of a universal
property for the concretely defined Toeplitz and Cuntz algebras, that could act in analogy to
the theory of C*-correspondences. For example Katsoulis and Kribs [47] use such results of
Katsura [50] to obtain that the C*-envelope (in the sense of Arveson [3]) of the tensor algebra
of a C*-correspondence is its Cuntz-Pimsner algebra. Such a result is known only in some
3
cases for product systems, e.g. [20], and does not hold for subproduct systems. In fact, until
recently all examples indicated that the C*-envelope of the tensor algebra of a subproduct
system could be either its Toeplitz algebra or its Cuntz algebra. In the course of writing this
paper we were informed by Dor-On and Markiewicz that they discovered a subclass for which
there may be several possibilities between the Toeplitz and the Cuntz algebras [32]. The
on-going program asks for properties that control such behaviour and includes a number
of further questions about: (a) nuclearity, exactness, ideal structure, KMS structure for
the C*-algebras, and (b) boundary representations, hyperrigidity, (hyper)reflexivity for the
tensor algebras. A unified treatment for all the aforementioned objects cannot be proposed
at this moment. Our study on monomial ideals should be seen as one more step in this larger
program.
Main results. We fix an orthonormal basis {e1, . . . , ed} for Cd and we write eµ = eµ1 ⊗
· · · ⊗ eµn for every word µ = µ1 . . . µn ∈ Fd+. Given a monomial ideal I in C 〈x1, . . . , xd〉 let
X = (X(n)) such that
X(n) = (Cd)⊗n 	 {eµ | xµ ∈ I},
and let the multiplication Un,m be concatenation of words followed by the projection on
X(n + m). We fix the set Λ∗ = {µ ∈ Fd+ | xµ /∈ I} of allowable words. Let us write
FX = ⊕n≥0X(n) and let the shift operators {Ti}di=1 defined by
Tieν =
{
eiν if iν ∈ Λ∗,
0 otherwise.
The C*-algebras
C∗(T ) := C∗(I, Ti | i = 1, . . . , d) and C∗(T )/K(FX)
are the Toeplitz and the Cuntz algebra of X. The nonselfadjoint subalgebra
AX := alg{I, Ti | i = 1, . . . , d}
of C∗(T ) is the tensor algebra ofX. It may happen that C∗(T )/K(FX) remembers remarkably
less than the original data. For example, if I = 〈xx, xy〉C C 〈x, y〉 then C∗(T ) = C∗(Tx, Ty)
is highly not commutative whereas C∗(T )/K(FX) ' C(T) (Example 6.9).
The family {Ti}di=1 satisfies a number of properties; for example it is orthogonal and
T ∗µTµTi = TiT
∗
µiTµi. Hence the linear space
E = span{Tia | a ∈ A, i = 1, . . . , d},
becomes a C*-correspondence over the commutative unital C*-algebra
A = C∗(T ∗µTµ | µ ∈ Λ∗).
Consequently we obtain the Toeplitz-Pimsner algebra TE, the Cuntz-Pimsner algebra OE,
and the tensor algebra T +E in the sense of Muhly and Solel [63]. We give a list of equivalent
conditions for the left action to be injective (Proposition 5.8). For the discussion let us
mention that the left action is injective if and only if there exists an i0 ∈ {1, . . . , d} such
that Λ∗i0 ⊆ Λ∗. Notice that the left action is not injective for the example of I = 〈xx, xy〉C
C 〈x, y〉.
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In the first part of the paper we settle the relation between the appearing operator algebras
(Theorem 6.1). We show that C∗(T ) is the J-relative Cuntz-Pimsner algebra of E for the
ideal J of A generated by
{I − T ∗µTµ | µ ∈ Λ∗},
whereas C∗(T )/K(FX) is the A-relative Cuntz-Pimsner algebra of E. In particular there are
canonical ∗-epimorphisms
TE φ1−→ C∗(T ) φ2−→ OE φ3−→ C∗(T )/K(FX)
where:
(a) φ1 is injective if and only if I = (0);
(b) exactly one of the φ2 and φ3 is injective; and
(c) φ3 is injective if and only if the left action is injective.
Thus we get that AX ⊆ T +E (Corollary 7.1). Item (c) above explains why we may lose data
(even as much as one generator) when passing to the quotient.
There are two immediate remarks following these first results. First we get an example
of a class of subproduct systems whose operator algebras coincide in a non-trivial way with
those of a class of C*-correspondences. This is quite surprising and contradicts to what was
thought in the past1, e.g. [87]. Secondly we get that an appropriate Cuntz-type C*-algebra
for a subshift is either C∗(T ) or C∗(T )/K(FX) accordingly to the form of the subshift. This
is again surprising and should be compared to Matsumoto’s work where C∗(T )/K(FX) is
considered a priori, e.g. [58].
Our analysis works in parallel with what is known for graphs with sources which were not
tractable before Katsura’s work [50]. In analogy the new treatment of subshift C*-algebras
and the identification of OE that we offer here can work effectively to treat general subshifts,
that may not satisfy the property (I) of Matsumoto and Carlsen [17, 18, 58, 59, 60].
In Section 10 we include a review of a number of constructions, including the previous
approaches on subshifts, with which we compare our findings. On the one hand, we find
that our construction differs from ones that have been considered. On the other hand, in
Section 10.4, we show that when E arises from a sofic subshift, OE arises via two familiar
constructions: it the graph C*-algebra of the follower set graph of the subshift.
In this setting, any structure of I is tracked via the related E. We define an intrinsic
dynamical system that gives the encoding by
αi : A→ A : a 7→ T ∗i aTi, for all i = 1, . . . , d.
We coin (A,α) ≡ (A,α1, . . . , αd) as the quantised dynamics of I (Section 4.4). Even though
the quantised dynamics form a complete conjugacy invariant for the ideal I (Theorem 4.16),
some elements are not recognised by E. Following Davidson and Katsoulis [23] and Davidson
and Roydor [27] we show that unitary equivalence of the C*-correspondences is equivalent
to local conjugacy (which is a weaker condition than conjugacy) of the quantised dynamics.
By universality, local conjugate systems have ∗-isomorphic Toeplitz-Pimsner algebras and
completely isometric tensor algebras. By the co-universal property of the C*-envelope and
1After this paper was complete, we were made aware of the paper [2], which considers interacting Fock
spaces. Interacting Fock spaces provide a framework that encompasses subproduct systems. A major theme
in [2] was the problem of representing the creation operators on an interacting Fock space by operators on
the full Fock module of a C*-correspondence, similar to the way we represent T in E and in TE .
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by using [47] this passes to the Cuntz-Pimsner algebras. In addition we show that this holds
for the C*-algebras C∗(T ) and C∗(T )/K(FX) as well (Corollary 8.19).
Next we turn our focus to the structure of T +E and AX . By using a universal property for
OE (Theorem 6.8) and [47] we prove that T +E is hyperrigid (Theorem 7.4). If I is finitely
generated then the same holds for q(AX) where q : C∗(T ) → C∗(T )/K(FX) is the quotient
map (Proposition 7.5). Thus C∗(T )/K(FX) is the C*-envelope of AX if q|AX is completely
isometric, and we provide a criterion for this to happen (Theorem 7.6). This criterion
becomes a necessary condition for a big class of monomial ideals, which contains subshifts
of finite type. Hyperrigidity is further used to obtain a universal property for C∗(T )/K(FX)
when I is of finite type (Theorem 7.11). This is quite pleasing as it establishes a strong
interaction between C*-algebras and nonselfadjoint operator algebras.
We already commented on that T +E is an isometric isomorphic invariant for local conju-
gate quantised dynamics. Remarkably the converse also holds, and moreover it holds for
continuous isomorphisms (Corollary 8.12). This can be derived by the results of Davidson
and Roydor [27] (see Remark 8.5 as well). Nevertheless, we do so by applying the tools we
exhibit in the appendix instead of the topological graph language. In particular we provide
an alternative proof of [23, Theorem 3.22]. Our remark here is that one can work directly
on an appropriate compression of the Fock representation. We then obtain the proof of
Corollary 8.12 by applying locally these ideas.
On the other hand AX appears to provide a sharper encoding of the monomial ideals.
This is not a coincidence, as AX is in a sense the universal operator algebra generated by a
row contraction satisfying the relations in I. Therefore its space of (completely contractive)
representations is parameterized by the noncommutative variety
V (I) = {S = [S1, . . . , Sd] ∈ (B(H)d)1 | p(S) = 0 for all p ∈ I}.
However, our results are stronger than expected. We show that AX is a complete (algebraic
isomorphic) invariant for monomial ideals that coincide up to a permutation of the symbols
(Theorem 9.2). In the process we show that this is true for C 〈x1, . . . , xd〉 /I up to graded
algebraic isomorphisms. In contrast to what one would expect this behaviour is not met in
other settings and it is quite unique to monomial ideals (Remark 9.7).
Key to the proof of Theorem 9.2 is Lemma 3.3 that applies in a more general setting. We
prove that algebraic isomorphisms between tensor algebras of subproduct systems related to
homogeneous ideals can be substituted by graded ones. Then by using results of the second
author with Davidson and Ramsey [25], and of Dor-On and Markiewicz [31] we settle the
following classification problem (Theorem 3.4): tensor algebras form a complete invariant
up to isometric isomorphisms (resp. bounded isomorphisms) for isomorphic (resp. similar)
subproduct systems of homogeneous ideals.
Open Questions. Our alternative proof of [23, Theorem 3.22] is flexible enough to treat
other classes of operator algebras related to classical systems. The key requirement for apply-
ing our arguments is for a specific representation on a finite Hilbert space to be completely
contractive for the class of the operator algebras under study. We briefly describe some
more examples of this phenomenon in Section 11.1. We reserve the full discussion on general
classes for a forthcoming project.
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Some of our intermediate results are not obtained in the full generality of monomial ideals.
In Questions 7.10, 8.13, and 8.18 we gather some of the possible considerations. For the
conclusion let us add some more that appear to be programs on their own.
There are several notions of equivalence for subshifts such as conjugacy and flow equiva-
lence. It will be interesting to research similarities and differences with local conjugacy of the
quantised dynamics. Since local conjugacy (of the quantised dynamics) requires the same
number of symbols we expect it to be stronger than conjugacy (of the subshifts). However it
is reasonable to ask whether local conjugate systems imply conjugacy on the corresponding
edge shifts. On the other hand flow equivalence is translated into strong shift equivalence
of the associated 0-1 matrices [68, 88] (see also [55]). There is also a fourth equivalent
relation, that of shift equivalence [88]. It is reasonable to ask for the connections with local
conjugacy.
The related C*-correspondences that we provide herein suggest a second direction. The
first author and Katsoulis [43] have formulated shift equivalence relations for C*-correspon-
dences, following the work of Abadie, Eilers and Exel [1], of Muhly and Solel [64], and of
Muhly, Pask and Tomforde [62]. A combination of these works shows that these relations
provide strong Morita equivalence of the Cuntz-Pimsner algebras. A further project is to
study this question for the relative Cuntz-Pimsner algebras C∗(T ).
Moreover another direction is to analyse the case of subshift matrix systems and λ-graph
systems under the new prism we offer by Theorem 6.1. A similar phenomenon is expected to
appear, as [61, Theorem A, equation 1.3] suggests. Again we anticipate that the appropriate
C*-algebra depends on the injectivity of a particular C*-correspondence. We remark that
the construction in [61, Section 6] does not suffice for this purpose: in the case of subshifts
it coincides with q(E) instead of E (see also Remark 5.10).
Theorem 9.2 implies that the tensor algebras of the subproduct systems completely encode
the subshifts, hence offering a complete invariant for languages. All results include (in fact
they are stronger in the case of) two-sided subshifts, and in particular for deterministic
automata. It now looks reasonable to move to other directions, for example towards non-
deterministic automata or multivariable subshifts. The language of subproduct systems is
flexible enough to encode such structures and accommodate such results.
Acknowledgements. The authors acknowledge support from London Mathematical Soci-
ety (Scheme 4, Grant Ref: 41411). The second author was partially supported by Israel
Science Foundation Grant no. 474/12, by EU FP7/2007-2013 Grant no. 321749, and by
GIF Grant no. 2297-2282.6/20.1.
The authors would like to thank Guy Salomon for the helpful remarks and comments.
The first author would like to dedicate this paper to Doukissa Markopoulou. Thank you
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2. Preliminaries
2.1. Dilation theory. The reader should be well acquainted with the representation the-
ory of nonselfadjoint operator algebras [13, 70]. For this paper a nonselfadjoint operator
algebra will be a norm-closed non-involutive subalgebra of B(H) for a Hilbert space H. The
morphisms in the category of operator algebras consist of completely contractive homomor-
phisms, which we will refer to as representations.
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Arveson [3] noticed that a nonselfadjoint operator algebra A may admit a number of com-
pletely isometric homomorphisms ιk : A → B(Hk) such that C∗(ιk(A)) is not ∗-isomorphic
to C∗(ιk′(A)) for k 6= k′. Every C∗(ιk(A)) is called a C*-cover of A. This striking event can
be realised in the sense that different algebraic relations (even ∗-algebraic relations) on the
generators may define the same object. Thus (and in contrast to C*-algebras) ∗-algebraic
relations may not define uniquely universal objects. It is dilation theory that facilitates the
comparison and the identification of such objects. The interested reader is addressed to [20]
for a discussion on nonselfadjoint operator algebras relative to families of homomorphisms.
A second question that Arveson [3] posed was whether there is a co-universal C*-cover,
with a role similar to the one that the injective envelope plays in ring theory. Hamana
[39] showed that this is indeed true: given a nonselfadjoint operator algebra A there is
a C*-cover, denoted by C∗env(A), such that for any other C*-cover C∗(ι(A)) there exists a
necessarily unique ∗-epimorphism Φ: C∗(ι(A))→ C∗env(A) such that Φι(a) = a for all a ∈ A.
The kernel of Φ is called the Sˇilov ideal of A in analogy to the Sˇilov boundary of commutative
Banach algebras. This result holds for unital operator spaces as well. The first author [40]
has provided an elementary proof of Hamana’s Theorem.
Arveson’s motivation was to find an interplay between the C*-envelope and dilation theory.
A representation ρ : A → B(K) is a dilation of a representation φ : A → B(H) if H ⊆ K
and PHρ(a)|H = φ(a) for all a ∈ A. Dritschel and McCullough [33] showed that every
completely isometric representation φ of A admits a maximal dilation ρ (in the sense that
all dilations of ρ are trivial). Remarkably they then obtain that C∗env(A) ' C∗(ρ(A)). The
interested reader is addressed to [41] for an overview on the subject.
It follows that the maximal representation ρ : A → B(K) (that is, ρ admits only trivial
dilations) extends to a unique ∗-representation ρ˜ : C∗env(A)→ B(K) [8]. It remains an open
problem whether the converse of this scheme holds. To capture this property, Arveson [9]
introduced the notion of hyperrigidity. An operator algebra A ⊆ C∗(A) is hyperrigid if for
every faithful ∗-representation pi : C∗(A) → B(K) the restriction pi|A is maximal. Then the
same is true for non-injective ∗-representations pi of C∗(A), and C∗(A) is the C*-envelope of
A.
We mention that there is also the notion of the Choquet boundary. In fact Arveson’s
initial vision was to derive the existence of the C*-envelope through it. He was able to
achieve this in the separable case [8], and eventually Davidson and Kennedy [24] solved this
long standing open problem.
2.2. C*-correspondences. The reader should be well acquainted with the general theory of
Hilbert C*-modules [54, 56]. Throughout the last 15 years there have been many influential
authors working on C*-correspondences (e.g. [1, 30, 34, 35, 36, 47, 51, 53, 62, 63, 64,
66, 69] to mention but a few) starting with the seminal work of Pimsner [72]. The notation
and definitions have been under several changes and in what follows we will try to highlight
the main features by fixing notation for this paper. Mainly we follow the breakthrough
work of Katsura [50]. Our suggestions to the reader include [15] for an introduction to
the language of C*-correspondences, and [42] for a brief history on the gauge invariant
uniqueness theorem.
A C*-correspondence AEA is a right Hilbert C*-module E over a C*-algebra A that admits
a left action by a ∗-homomorphism φE : A → L(E). We will often write E instead of AEA
for simplicity. A C*-correspondence is called regular if it is injective (i.e. φE is injective)
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and φE(A) sits inside the compacts K(E). It is called non-degenerate if span{φE(a)ξ | a ∈
A, ξ ∈ E} = E. It is called full if span{〈ξ, η〉 | ξ, η ∈ E} = A.
A pair (pi, t) is said to be a representation of E if pi : A→ B(H) is a ∗-representation and
t : E → B(H) is a linear mapping such that
t(ξ)∗t(η) = pi(〈ξ, η〉) and pi(a)t(ξ) = t(φE(a)ξ)
for all ξ, η ∈ E and a ∈ A; then we get t(ξ)pi(a) = t(ξa) for free. If pi is injective then
t is isometric. Every such pair defines a ∗-representation ψt : K(E) → B(H) such that
ψt(Θ
E
ξ,η) = t(ξ)t(η)
∗ for all ξ, η ∈ E [51]. A pair (pi, t) is said to admit a gauge action if
there is a point-norm continuous family {βz}z∈T of ∗-automorphisms on the C*-algebra
C∗(pi, t) := C∗(pi(a), t(ξ) | a ∈ A, ξ ∈ E)
such that
βz(pi(a)) = pi(a) and βz(t(ξ)) = zt(ξ)
for all a ∈ A, ξ ∈ E, and z ∈ T. Let J ⊆ φ−1E (K(E)) be an ideal in A. A representation
(pi, t) of E is called J-covariant if
pi(a) = ψt(φE(a)) for all a ∈ J.
If J is Katsura’s ideal
JE := kerφ
⊥
E ∩ φ−1E (K(E))
then (pi, t) is called simply covariant [50]. The covariance of a pair (pi, t) is quantified by
the ideal
I ′(pi,t) := {a ∈ A | pi(a) ∈ ψt(K(E))}.
This follows by the insightful [50, Proposition 3.3] where it is shown that I ′(pi,t) ⊆ JE when
pi is faithful. There are special cases where the ideal I ′(pi,t) can be described fairly easily.
Lemma 2.1. Suppose that K(E) admits a unit e and let (pi, t) be a representation of AEA.
Then pi(a) ∈ ψt(K(E)) if and only if pi(a)(I − ψt(e)) = 0 if and only if (I − ψt(e))pi(a) = 0.
Proof. It follows by the observation that pi(a)ψt(e) = ψt(φE(a)e) and that ψt(e)pi(a) =
ψt(eφE(a)).
Specific representations are given on the full Fock space on E denoted by FE. Let E⊗n+1 =
E⊗n ⊗A E (the interior tensor product) for n ≥ 1, and set E⊗0 = A. On the direct sum
Hilbert module FE :=
∑
n≥0E
⊗n let the operators (the sums are taken in the strong operator
topology)
t∞(ξ) =
∑
n≥0
τn+1n (ξ) and pi∞(a) =
∑
n≥0
φn(a)
for all ξ ∈ E and a ∈ A, where τn+1n (ξ) : E⊗n → E⊗n+1 is such that τn+1n (ξ)η = ξ⊗η, φ0 = id,
and φn = φE⊗ id for n ≥ 1. It is not immediate but if we let q : L(FE)→ L(FE)/K(FEJ) be
the quotient map for J ⊆ φ−1E (K(E)) then (qpi∞, qt∞) is a J-covariant representation [42].
The universal C*-algebra TE generated by A and E with respect to the pairs (pi, t) is
called the Toeplitz-Pimsner algebra of E. The norm closed (non-involutive) subalgebra of
TE generated by A and E is called the tensor algebra of E, and will be denoted by T +E .
The universal C*-algebra O(J,E) generated by A and E with respect to the J-covariant
representations (pi, t) is called the J-relative Cuntz-Pimsner algebra of E [63]. In particular
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OE := O(JE, E) is called the Cuntz-Pimsner algebra [50]. Katsoulis and Kribs [47] show
that C∗env(T +E ) ' OE for any C*-correspondence E.
By universality O(J,E) is the quotient of TE by the ideal generated by the differences
pi(a)− ψt(φE(a)) for all a ∈ J,
where (pi, t) defines a faithful representation of TE. In general A may not embed faithfully
in O(J,E). In fact we have that A ⊆ O(J,E) if and only if J ⊆ JE. In particular when
J ⊆ JE we obtain a commutative diagram
TE //
##
OE
O(J,E)
::
where all arrows are ∗-epimorphisms that map elements of some index to elements of the
same index. These are immediate consequences of the gauge invariant uniqueness theorem
as presented in [42] (see also [45]): if J ⊆ JE then (pi, t) defines a faithful representation of
O(J,E) if and only if (pi, t) admits a gauge action, pi is injective and I ′(pi,t) = J . In particular
if (pi, t) admits a gauge action and pi is faithful then: (i) C∗(pi, t) is ∗-isomorphic to O(J,E)
for J = I ′(pi,t); (ii) J ⊆ JE by [50, Proposition 3.3]; and (iii) O(J,E) is a C*-cover of T +E .
Let EA and FB be right Hilbert C*-modules and let γ : A→ B be a ∗-homomorphism. A
right A-module map U ≡ (γ, U) : EA → FB is called an inner-product map if there exists a
linear mapping U∗ : F → E such that
〈Uξ, η〉F = γ(〈ξ, U∗η〉E) for all ξ, η ∈ E.
When γ : A → B is a ∗-isomorphism then an inner-product map is in L(E,F ) with U∗ ≡
(γ−1, U∗). An adjointable map is called unitary if U∗U = IE and UU∗ = IF , in which case
EA is said to be unitarily equivalent to FB. An adjointable map is called invertible if there
exists an adjointable (γ−1, V ) : F → E such that V U = IE and UV = IF ; in this case we
write V = U−1. If U is an invertible adjointable map then U∗U ∈ L(E) is invertible as well
and the map U |U |−1 defines a unitary adjointable map in L(E,F ).
An adjointable mapping (γ, U) : AEA → BFB is a C*-correspondences mapping if it is a
left module map as well. If (γ, U) is a unitary mapping then AEA and BFB are unitarily
equivalent. Inverses of left module maps are again left module maps. Therefore similar
C*-correspondences are automatically unitarily equivalent.
If AEA and BFB are unitarily equivalent by a (γ, U) then (pi, t) is a representation for F if
and only if (piγ, tU) is a representation for E. Due to the universal property we then obtain
that the Toeplitz-Pimsner algebras are ∗-isomorphic. In particular the ∗-isomorphism is
completely isometric and restricts to an isomorphism of the tensor algebras. By [47] and the
C*-envelope machinery (or by algebraic manipulations and Proposition 2.2 below) we then
get that the Cuntz-Pimsner algebras are also ∗-isomorphic. For J-relative Cuntz-Pimsner
algebras we have the following.
Proposition 2.2. Let (γ, U) : AEA → BFB be a C*-correspondences unitary mapping. Let
J1 ⊆ φ−1E (K(E)) and J2 ⊆ φ−1F (K(F )). If γ(J1) = J2 then the relative Cuntz-Pimsner
algebras O(J1, E) and O(J2, F ) are ∗-isomorphic.
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Proof. First notice that (γ, U) induces an isomorphism ψU : K(E) → K(F ). The proof is
identical to [51, Lemma 2.2] (in fact one may use concrete faithful representations of K(E)
and K(F ) to achieve this). Let (pi, t) be a J2-covariant pair for F . It suffices to show that
ψt(φFγ(a)) = ψtU(φE(a)) for all a ∈ J1. Indeed, in this case γ(a) ∈ J2 and the computation
piγ(a) = ψt(φFγ(a)) = ψtU(φE(a))
gives that (piγ, tU) is a J1-covariant pair for E. Universality of the relative Cuntz-Pimsner
algebras will then complete the proof. For convenience let γ(a) = b and observe that
ψt(φF (b))t(U(ξ)) = t(φF (b)U(ξ)) = tU(φE(a)ξ),
for all ξ ∈ E. Then by applying t(U(η))∗ for all η ∈ E and by taking limits of finite sums
we get that
ψt(φF (b)ψU(k)) = ψt(φF (b))ψt(ψU(k)) = ψtU(φE(a)k),
for all k ∈ K(E). However φF (b) ∈ K(F ) = ψU(K(E)) and by considering an approximate
identity for K(E) we then have the required equation.
2.3. Subproduct systems. We will require knowledge of subproduct systems as initiated
by the second author and Solel [80] for W*-correspondences and by Viselter [86] for C*-
correspondences. Here we will restrict our attention to subproduct systems over Z+. We
strongly recommend the work of Dor-On and Markiewicz [31] for a series of elegant results.
Let E be a non-degenerate C*-correspondence over A. A standard subproduct system X
consists of a sequence (X(n), pn) such that:
(i) X(0) = A, X(1) = E;
(ii) X(n) is an orthocomplemented subcorrespondence of E⊗n, for every n;
(iii) X(m+ n) ⊆ X(m)⊗X(n) for every m,n; and
(iv) if pn is the orthogonal projection of E
⊗n onto X(n) then the following associativity
condition holds
pk+m+n(IE⊗k ⊗ pm+n) = pk+m+n(pk+m ⊗ IE⊗n) = pk+m+n.
Non-degeneracy implies that X(0) ⊗ X(n) = X(n) for all n ∈ Z+. In the case of W*-
correspondences it suffices to assume that the X(n) are closed subspaces (since then they
are automatically orthocomplemented [69]).
For p =
∑
n pn in the full Fock space FE define FX = pFE and the compression operators
T (a) = ppi∞(a)|FX and T (ξ) = pt∞(ξ)|FX
for all a ∈ A and ξ ∈ X(n) with n ≥ 1. The associativity condition on the pn shows that
FX is co-invariant for t∞ and reducing for pi∞. The nonselfadjoint operator algebra AX
generated by the T (a) and T (ξ) will be called the tensor algebra of X. Notice here that
AX = alg{ppi∞(a), pt∞(ξ) | a ∈ A, ξ ∈ FX} = p · T +E .
We will write
C∗(T ) := C∗(AX) ⊆ B(FX).
The C*-algebras C∗(T ) and C∗(T )/K(FX) are the so-called Toeplitz algebra and Cuntz al-
gebra, respectively, of the subproduct system X. In parts of the literature they are denoted
by TX and OX [25], or T (X) and O(X) [31, 87] (in fact, the Cuntz algebra O(X) is de-
fined slightly differently in [87], but for all subproduct systems encountered in this paper,
Viselter’s definition coincides with C∗(T )/K(FX)). We avoid using this abbreviated notation
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here so as not to create confusion with TE or OE, with a couple of exceptions required so as
to make a connection to the literature. Likewise, the tensor algebra AX is also denoted by
T +(X) or T +X , notation that we will also avoid.
The subproduct systems X = (X(n), pn) and Y = (Y (n), qn) are called similar if there
exists a sequence V = (Vn) of invertible C*-correspondences maps Vn : X(n) → Y (n) such
that supn ‖Vn‖ <∞, supn ‖V −1n ‖ <∞ and
(†) Vm+n(pm+n(ξ ⊗ η)) = qm+n(Vmξ ⊗ Vnη)
for all m,n and all ξ ∈ X(m), η ∈ X(n). Then V = (Vn) is said to be a similarity. It follows
that V satisfies (†) if and only if
Vnpn = qn · V1 ⊗ · · · ⊗ V1︸ ︷︷ ︸
n−times
, for all n ∈ Z+.
By assumption E⊗n = X(n)⊕X(n)⊥, hence V = (Vn) satisfies (†) if and only if
V1 ⊗ · · · ⊗ V1︸ ︷︷ ︸
n−times
=
[
Vn 0
∗ ∗
]
∈ L(X(n)⊕X(n)⊥, Y (n)⊕ Y (n)⊥).
Reflexivity of similarity is induced by (V1 ⊗ · · · ⊗ V1)−1 = V −11 ⊗ · · · ⊗ V −11 .
The subproduct systems X = (X(n), pn) and Y = (Y (n), qn) are called isomorphic if they
are similar by a sequence U = (Un) of unitary C*-correspondences maps Un : X(n)→ Y (n).
However in this case every Un is a unitary and a compression of the unitary U
⊗n
1 , hence we
obtain
U1 ⊗ · · · ⊗ U1︸ ︷︷ ︸
n−times
=
[
Un 0
0 ∗
]
∈ L(X(n)⊕X(n)⊥, Y (n)⊕ Y (n)⊥).
for every n. Therefore there is a significant difference between similar and isomorphic sub-
product systems. The reader is addressed to [25] for examples that depict this phenomenon.
3. Subproduct systems of homogeneous ideals
When E = Cd (over C) then the resulting subproduct systems are characterised by ho-
mogeneous ideals of the polynomial ring C 〈x1, . . . , xd〉 in d noncommuting variables [80].
Let {e1, . . . , ed} be an o.n. basis of Cd. For any word w ∈ Fd+ with w = w1 . . . wn we write
|w| := n for the length of w. For an X = (X(n), pn) with X(0) = C and X(1) = E = Cd let
IX := span{f ∈ C 〈x1, . . . , xd〉 | ∃n > 0 such that f(e) ∈ E⊗n 	X(n)},
with the understanding that
f(e) =
∑
w∈Fd+
λwew1 ⊗ · · · ⊗ ew|w| when f(x) =
∑
w∈Fd+
λwx
w.
Then IX is a homogeneous ideal of C 〈x1, . . . , xd〉. On the other hand if I is a homogeneous
ideal in C 〈x1, . . . , xd〉 let
XI(n) := E⊗n 	 {f(e) | f ∈ I},
and pn be the projection of E
⊗n onto XI(n). Then XI = (XI(n), pn) is a subproduct system.
By [80, Proposition 7.2] we get the connection
XIX = X and IXI = I.
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When I = (0) then we write Ad for the multivariable noncommutative disc algebra. It is
accustomed to denote by L = [L1, . . . , Ld] the generators of Ad. When I is the commutator
ideal Id, i.e. the ideal generated by LiLj −LjLi, then we will write Ad for the multivariable
commutative disc algebra, that is, Ad is the compression of Ad by the closure commutator
ideal Id.
Given a homogeneous ideal I in C 〈x1, . . . , xd〉 the operators Ti = T (ei) that generate AXI
satisfy f(T ) = 0 for all f ∈ I. If S = [S1, . . . , Sd] ∈ B(Hd, H) is a row contraction such that
f(S) = 0 for all f ∈ I then the mapping Ti 7→ Si extends to a unital completely contractive
representation of AXI in B(H) (for example, combine [80, Theorem 7.5] with [80, Theorem
8.2]). There is an “algebraic” identification which we record for further use.
Proposition 3.1. Let XI = (X(n), pn) be the subproduct system associated with a homoge-
neous ideal I in C 〈x1, . . . , xd〉. If I denotes the closure of I ≡ {f(L) | f ∈ I} in Ad, then
AXI is completely isometrically isomorphic to Ad/I. In particular, the isomorphism is given
by ψ(x+ I) = px, where p = ∑n pn, and AXI = p · Ad.
Proof. Let us write X for XI . Let T = [T1, . . . , Td] be the generators ofAX . By construction
there is a unital completely contractive homomorphism Ad → AX : Li 7→ Ti for all i =
1, . . . , d. Its kernel contains I and consequently it contains I. Thus we obtain a completely
contractive homomorphism
ψ : Ad/I → AX : Li + I 7→ Ti.
On the other hand the row contraction L̂ = [L1 + I, . . . , Ld + I] satisfies f(L̂) = 0 for all
f ∈ I. By the remarks preceding the statement there is a unital completely contractive
homomorphism σ : AX → Ad/I such that σ(Ti) = Li + I for all i = 1, . . . , d.
Thus ψσ is a completely contractive homomorphism sending Ti to itself. Hence it is
the identity, and likewise for σψ. Therefore ψ : Ad/I → AX is a completely isometric
isomorphism that maps every Li + I to Ti = pLi. Since pLi = pLip, this extends to all
polynomials f ∈ Ad. The proof is completed by recalling that the quotient map Ad → Ad/I
has closed range.
3.1. The character space. A character of an operator algebra, i.e. an algebraic homo-
morphism in C, is automatically completely contractive. When X is associated with a
homogeneous ideal I in C 〈x1, . . . , xd〉 then the character space MAX of AX is identified
with the set
Z(I) = {z ∈ Bd | f(z) = 0 for all f ∈ I},
by the bijection
MAX 3 ρ←→ (ρ(T1), . . . , ρ(Td)) ∈ Z(I).
Indeed, by Proposition 3.1 we have that a character ρ of AX must vanish on I and hence
on I. Since ρ is an algebraic homomorphism, we obtain that f(ρ(T )) = ρ(f(T )) = 0 for all
f ∈ I, which shows that ρ(T ) = [ρ(T1), . . . , ρ(Td)] ∈ Z(I). On the other hand if z ∈ Z(I)
let ρ(Ti) = zi. Hence we have that ρ(f(T )) := f(ρ(T )) = 0 and by the remarks preceding
Proposition 3.1 we have that ρ extends to a contractive homomorphism from AX into C.
Given λ ∈ Z(I) we write ρλ ∈ MAX obtained by the above identification. Then for any
element t ∈ AX such that t = limn fn(T ) for some polynomials fn ∈ C 〈x1, . . . , xd〉 we get
that
ρλ(t) = lim
n
ρλ(fn(T )) = lim
n
fn(ρλ(T )) = lim
n
fn(λ).
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Since AX is the norm closure of polynomials in T , the above formula defines ρλ. Furthermore
every λ ∈ Z(I) is in Bd, and the latter is the character space of Ad. Even more Bd is the
character space of the commutative algebra Ad as well. Since it will be clear by the domain,
we will write ρλ for the characters of Ad, Ad, and AX defined by the same λ ∈ Z(I) ⊆ Bd.
Lemma 3.2. Let t ∈ AX and x ∈ Ad such that t = x + I given by Proposition 3.1. If
λ ∈ Z(I) then we obtain that ρλ(t) = ρλ(x+ I) = ρλ(x).
In particular, for every x ∈ Ad the map x̂ : Bd → C given by λ 7→ ρλ(x) is continuous on
Bd and holomorphic in Bd.
Proof. The first equality holds because the isomorphism between AX and Ad/I is isometric
and preserves polynomials. For the second equality recall that f(λ) = 0 for all f ∈ I. The
von Neumann inequality |f(λ)| ≤ ‖f(L)‖ on Ad [73] implies that ρλ vanishes on I, thus it
factors through the quotient.
Now we may apply in particular for the commutator ideal Id to obtain that the function
λ 7→ ρλ(x) = ρλ(x+ Id)
is in Ad. The latter is identified with the norm closure of polynomials in Mult(H2d) (see [5])
and the proof is complete.
3.2. Isomorphisms. For the rest of the section fix the homogeneous ideals ICC 〈x1, . . . , xd〉
and J CC 〈y1, . . . , yd′〉. If φ : AX → AY is an isomorphism then it defines a continuous map
φ∗ : MAY →MAX . We say that φ is a vacuum preserving isomorphism if φ∗ρ0 = ρ0 where
we write 0 for both zeroes in Bd and in Bd′ .
Lemma 3.3. Let X and Y be subproduct systems associated with the homogeneous ideals
I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd′〉. If φ : AX → AY is an algebraic (resp. bounded,
isometric) isomorphism then there exists a vacuum preserving algebraic (resp. bounded,
isometric) isomorphism φ′ : AX → AY .
Proof. The proof follows verbatim by [25, Proposition 4.7] once we prove an alternative of
[25, Lemma 4.4] for algebraic and for bounded isomorphisms. To this end we have to show
that if φ : AX → AY is an isomorphism, then there exists a continuous map F˜ : Bd′ → Cd
that is holomorphic on Bd′ and extends φ∗ : MAY →MAX . Let F = φ∗ be the (continuous)
map
F : Z(J )→ Z(I) : λ 7→ (φ(T1)(λ), . . . , φ(Td)(λ)),
after the identificationMAX ' Z(I) andMAY ' Z(J ). For every i = 1, . . . , d, let wi ∈ Ad′
so that
φ(Ti) = ψ(wi + J ) = qwi,
where ψ : Ad′/J → AY is the isomorphism obtained by Proposition 3.1, and q is the defining
projection of Y . Then the map λ 7→ φ(Ti)(λ) on Z(J ) extends to the continuous map
ŵi : Bd′ 7→ C which is holomorphic on Bd′ by Lemma 3.2. The required map F˜ : Bd′ → Cd is
then defined by F˜ (λ) = (ŵ1(λ), . . . , ŵd(λ)).
Theorem 3.4. Let X and Y be subproduct systems associated with the homogeneous ideals
I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd′〉. Then:
(i) AX and AY are completely isometrically isomorphic if and only if AX and AY are
isometrically isomorphic if and only if X and Y are isomorphic;
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(ii) AX and AY are isomorphic by a completely bounded map if and only if AX and AY
are isomorphic as topological algebras if and only if X and Y are similar.
Proof. It suffices to show that isometric isomorphism and bounded isomorphism imply iso-
morphism and similarity respectively. By Lemma 3.3 we may assume that the isomorphisms
are vacuum preserving. Then the isometric case follows by [80, Theorem 9.7]. On the other
hand if φ : AX → AY is a vacuum preserving bounded isomorphism, then it is semi-graded by
[31, Proposition 6.16]. As a consequence it implements a similarity by [31, Proposition 6.17]
and [31, Proposition 6.12] finishes the proof. The converses follow from [31, Proposition
6.12, Corollary 6.13].
4. Monomial ideals
An ideal I of C 〈x1, . . . , xd〉 is called monomial if it is generated by monomials. Monomial
ideals in noncommuting variables are homogeneous and may be generated by infinite sets.
For example take I = 〈xynx | n ≥ 2〉. A set S of monomials is called generating for I if
I = 〈S〉. The degree degS of S is the maximum of the degrees of the monomials in S. We
say that I is of type k if it is generated by a set S with degS = k + 1 and degS ≤ degS ′
for any generating set S ′ of I. Then k is finite if and only if I is generated by a finite set S.
Every monomial in C 〈x1, . . . , xd〉 corresponds to a finite sequence of the xi. Therefore we
identify monomials in C 〈x1, . . . , xd〉 with finite words in Fd+. We call F := {w ∈ Fd+ | xw ∈ I}
the set of forbidden words, and its complement Λ∗ in Fd+ the set of allowable words. We write
Fl := {µ ∈ F | |µ| ≤ l} and Λ∗l := {µ ∈ Λ∗ | |µ| ≤ l}.
We see that a word is forbidden if and only if it contains a forbidden word. Hence if νµ ∈ Λ∗
then ν ∈ Λ∗ and µ ∈ Λ∗ as well.
In general an ideal I of C 〈x1, . . . , xd〉 may not have a basis, that is a smallest generating
set. However when I is monomial we can find a basis in the following way. Let
I(n) = {f ∈ I | deg f = n} = span{xw ∈ I | w ∈ Fd+, |w| = n}.
and begin with I(n) such that I(k) = (0) for all k < n and set S(n) = I(n) and S(k) = ∅ for
k < n. In I(n+1) let S(n+1) be the set that consists of monomials that cannot be generated
by S(n) and continue inductively. Then S = ∪∞n=0S(n) is a generating set we can get for I.
In particular if I is of finite type k then S = ∪kn=0S(n).
Without loss of generality, we will only consider monomial ideals which are generated by
monomials of degree 2 or more, i.e of type greater than 1. Equivalently, we will consider all
the letters of the alphabet as allowed. Indeed, if xi is in the ideal then we may simply throw
out of the alphabet the letter i, and the following constructions produce the same outcome.
Definition 4.1. We say that a monomial xµ ∈ C 〈x1, . . . , xd〉 \ I is a sink on the left for I
(resp. a sink on the right for I) if xixµ ∈ I (resp. xµxi ∈ I) for all i = 1, . . . , d.
4.1. Fock representation. We will write X instead of XI for the subproduct system as-
sociated with a monomial ideal I. Let the operators Ti = T (ei) ∈ B(FX). We fix once and
for all
C∗(T ) := C∗(I, Ti | i = 1, . . . , d).
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By definition the projections pn are diagonal, meaning that
pneν =
{
eν if |ν| = n and ν ∈ Λ∗,
0 otherwise.
Therefore X(n) = span{eν ∈ (Cd)⊗n | ν ∈ Λ∗, |µ| = n} and for every µ ∈ Λ∗ we have that
Tµeν =
{
eµν if µν ∈ Λ∗,
0 otherwise,
with the understanding that Tµe∅ = eµ and T∅ = I. Moreover
TµTν =
{
Tµν if µν ∈ Λ∗,
0 otherwise.
However it is convenient to write TµTν = Tµν even when Tµν = 0, i.e. Tµν = 0 if and only if
µν /∈ Λ∗. We will also write T∅ = I. The operators Tµ satisfy a list of properties which we
gather in the following lemma.
Lemma 4.2. Let Tµ, Tν for µ, ν ∈ Λ∗ as above. Then the following hold:
(i) T ∗µTµ is an orthogonal projection on span{eν | µν ∈ Λ∗};
(ii) TνT
∗
ν is an orthogonal projection on span{eνµ | µ ∈ Λ∗};
(iii) if |µ| = |ν|, then T ∗µTν = 0 if and only if µ 6= ν;
(iv) T ∗µTµ commutes with T
∗
ν Tν, and with TνT
∗
ν ;
(v) T ∗µTµ · Ti = Ti · T ∗µiTµi for all i = 1, . . . , d;
(vi)
∑d
i=1 TiT
∗
i + P∅ = I where P∅ is the projection on Ce∅;
(vii) the rank one operator eν 7→ eµ equals TµP∅T ∗ν ;
(viii) K(FX) ⊆ C∗(T ).
On the other hand such a structure identifies the monomial ideals.
Proposition 4.3. Let I be a homogeneous ideal in C 〈x1, . . . , xd〉. Then I is a monomial
ideal if and only if the Ti := T (ei) are partial isometries on some eν, and have pairwise
orthogonal ranges.
Proof. Lemma 4.2 contains the forward implication. For the converse we have to show that
pneν is 0 or eν , for all eν ∈ (Cd)⊗n. It is evident that this holds for n = 1 and suppose that it is
true for pn. Fix a word ν ∈ Λ∗ such that |ν| = n and suppose that pn+1eiν =
∑
|µ|=n+1 λµeµ.
Then T ∗j Tieν =
∑
µ=jµ′ λµeµ′ for all j = 1, . . . , d. For j 6= i we get that λµ = 0 for all
µ = jµ′. Now T ∗i Tieν is either 0 or eν . Hence we get that λµ = 0 when µ = iµ
′ and µ′ 6= ν,
and that λiν = 0 or 1. Therefore pn+1eiν is either 0 or eiν for all i, which shows that pn+1 is
diagonal.
4.2. Q-Projections. We will be using the projections generated by the T ∗i Ti. To this end we
introduce the following enumeration. Write all numbers from 0 to 2d−1 by using 2 as a base,
but in reverse order. Hence we write [m]2 ≡ [m] = [m1m2 . . .md] so that 2 = [0100 . . . 0],
and we define
supp[m] := {i = 1, . . . d | mi = 1}.
16
Let the (not necessarily one-to-one) assignment [m] 7→ Q[m] given by
Q[m] ≡ Q[m1...md] :=
∏
mi∈supp[m]
T ∗i Ti ·
∏
mi=0
(I − T ∗i Ti),
where I ∈ B(FX). For example we write
Q0 = Q[0...0] =
d∏
i=1
(I − T ∗i Ti) and Q2d−1 = Q[1...1] =
d∏
i=1
T ∗i Ti.
The Q[m] are the minimal projections in the C*-subalgebra C
∗(T ∗i Ti | i = 1, . . . , d) of C∗(T ).
Consequently we obtain
∑2d−1
[m]=0Q[m] = I.
Lemma 4.4. Let I be a monomial ideal in C 〈x1, . . . , xd〉. If Q[m] are the projections defined
above, then
T ∗µTµ = T
∗
µTµ ·
2d−1∑
[m]=1
Q[m] =
2d−1∑
[m]=1
Q[m] · T ∗µTµ
for all ∅ 6= µ ∈ Λ∗. In particular the unit of C∗(T ∗i Ti | i = 1, . . . , d) coincides with I ∈ B(FX)
if and only if there are no sinks on the left for I.
Proof. For µ = νj ∈ Λ∗ we have that T ∗µTµ = T ∗j T ∗ν TνTj ≤ T ∗j Tj and therefore T ∗µTµ ·∏d
i=1(I − T ∗i Ti) = 0. Hence we obtain
T ∗µTµ ·
2d−1∑
[m]=1
Q[m] = T
∗
µTµ(I −Q0) = T ∗µTµ(I −
d∏
i=1
(I − T ∗i Ti)) = T ∗µTµ.
For the second part of the proof we have that I =
∑2d−1
[m]=1 Q[m] if and only if Q0 = 0.
Suppose that Q0 = 0 and that there is a word µ ∈ Λ∗ such that iµ /∈ Λ∗ for all i = 1, . . . , d.
For this µ we obtain
0 = Q0eµ =
d∏
i=1
(I − T ∗i Ti)eµ = eµ
which is a contradiction. Conversely, if there are no sinks on the left for I then for every
µ ∈ Λ∗ there is an i0 such that i0µ ∈ Λ∗, hence (I − T ∗i0Ti0)eµ = 0. Commutativity in
C∗(T ∗i Ti | i = 1, . . . , d) shows that Q0eµ = 0 for all µ ∈ Λ∗, and the proof is complete.
4.3. Subshifts. Special examples of monomial ideals relate to symbolic dynamics. Let us
give a brief description.
For the fixed symbol set Σ = {1, . . . , d} let ΣZ be endowed with the product topology and
let σ : ΣZ → ΣZ be the backward shift with σ((xi))k = xk+1. The pair (Λ−, σ−1) is called
a left subshift if Λ− is a closed subset of ΣZ− with σ−1(Λ−) ⊆ Λ−. Respectively (Λ+, σ) is
called a right subshift if Λ+ is a closed subset of Σ
Z+ with σ(Λ+) ⊆ Λ+, and (Λ, σ) is called
a two-sided subshift if Λ is a closed subset of ΣZ with σ(Λ) = Λ.
A word µ = i1 . . . in is said to occur in some (one-sided or two-sided) sequence (xi) if there
is an m such that xm = i1, . . . , xm+n−1 = in. Let F be a set of words and let
ΛF := {(xi) ∈ ΣZ− | no µ ∈ F occurs in (xi) }.
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All left subshifts arise this way, and a similar construction gives rise to all right or two-sided
subshifts. Indeed, if Λ− is a left subshift, then by setting
Fk = {µ ∈ F | |µ| ≤ k, µ does not occur in (xi) ∈ Λ−}
we see that Fk ⊆ Fk+1 and F =
⋃
k Fk; then Λ− = ∩kΛFk = ΛF. As in the case of monomial
ideals the set of forbidden words admits a basis. We say that Λ− is a left subshift of finite
type k + 1 if the longest word in the basis of F has length k. Similar comments hold for the
right or two-sided subshifts.
The forbidden words form a monomial ideal in C 〈x1, . . . , xd〉 and hence define a subproduct
system. The second author and Solel [80, Section 12] give a characterisation of two-sided
subshifts by monomial ideals. This generalises to the one-sided shifts as well.
Proposition 4.5. Let I = 〈S〉 be a monomial ideal of C 〈x1, . . . , xd〉 with basis S. Then I
gives rise to a left subshift (Λ−, σ−1) (resp. right subshift (Λ+, σ), two-sided subshift (Λ, σ))
on the forbidden words S if and only if there are no sinks on the left (resp. on the right, or
on either side) for I. In addition I is of finite type k if and only if the subshift is of finite
type k.
Proof. There are no sinks on the left for I if and only if for all n, k ∈ Z+ we have that for
every µ ∈ Λ∗ of length n there exists a ν ∈ Λ∗ of length k such that νµ ∈ Λ∗. The proof then
follows in the same way as in [80, Proposition 12.3] with the modification that the required
sequences are taken in ΣZ− . An analogous proof follows for the right subshifts.
The main point is that the allowable words in a left (resp. right) subshift come from a
left-infinite (resp. right-infinite) sequence of symbols. Hence for every length there must be
at least one word that we can concatenate on the left (resp. on the right). It is evident that
not all monomial ideals come from subshifts. In particular, the allowable words in a subshift
related to a set S of forbidden words may be different from the allowable words given directly
by the monomial ideal generated by S. We underline this by the following examples.
Examples 4.6. Let the symbol space {1, 2}. Then the subproduct system of the ideal
〈x21, x1x2〉CC 〈x1, x2〉 differs from the subproduct system related to the right subshift on the
forbidden words with basis {11, 12}. Indeed in the latter case we have only one allowable
right-infinite word (22 . . . ).
On the other hand the subproduct system associated with the monomial ideal 〈x21, x1x2〉C
C 〈x1, x2〉 coincides with the subproduct system of the left subshift on the forbidden words
with basis {11, 12}. In this case the subshift contains the left-infinite words (. . . 22) and
(. . . 21).
As a second example, we have that the subproduct system associated with the ideal
〈x1x2, x2x1〉 coincides with the subproduct system of the left subshift, the right subshift and
the two-sided subshift on the forbidden words with basis {12, 21}. All subshift spaces consist
of two points (. . . 11.11 . . . ) and (. . . 22.22 . . . ).
4.4. The quantised dynamics on the allowable words. Given a monomial ideal we
isolate a dynamical system originating from the C*-algebra generated by the T ∗µTµ. As we
will see later there is a strong connection between these dynamics and a class of nonselfadjoint
operator algebras (a further description and study of the quantised dynamics can be found
in the preprint of Christopher Barrett with the first author [10], that followed the current
work).
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We fix once and for all the unital C*-subalgebra
A := C∗(T ∗µTµ | µ ∈ Λ∗)
of C∗(T ). We define the positive maps αi : A→ A such that αi(a) = T ∗i aTi. Since T ∗µTµ com-
mutes with TiT
∗
i and αi(T
∗
µTµ) = T
∗
µiTµi ∈ A for all µ ∈ Λ∗ then every αi is a ∗-endomorphism
of A. Our objective is to describe the dynamical system (A,α) ≡ (A,α1, . . . , αd) in terms of
the original data.
Proposition 4.7. The C*-algebra A = C∗(T ∗µTµ | µ ∈ Λ∗) is a unital commutative AF
algebra.
Proof. We see that A = ∪lAl for the commutative C*-subalgebras
Al = C
∗(T ∗µTµ | |µ| ≤ l, µ ∈ Λ∗) with l ≥ 1,
of C∗(T ). Every Al is finite dimensional since it is generated by a finite family of projections
and by definition Al ⊆ Al+1.
The C*-algebra A can be characterised by using the allowable words in Λ∗. For l ≥ 0 we
define the equivalence relation ∼l on Λ∗ by the rule
µ ∼l ν ⇔ {w ∈ Λ∗l | wµ ∈ Λ∗} = {w ∈ Λ∗l | wν ∈ Λ∗}.
We stress that this equivalence relation is different than the ones considered by Matsumoto
[58] and by Carlsen-Matsumoto [18]. We define the topological space Ωl = Λ
∗/ ∼l and
write [µ]l for the points in Ωl. Every µ ∈ Λ∗ partitions Λ∗l into the set of the wi ∈ Λ∗l for
which wiµ ∈ Λ∗ and its complement. There is a finite number of such partitions since Λ∗l is
finite. These partitions completely identify single points in Ωl, hence Ωl is a discrete finite
space. Furthermore the mapping
ϑ : Ωl+1 → Ωl : [µ]l+1 7→ [µ]l
is well defined (continuous) and onto. Indeed if µ 6∼l ν then we may suppose that there
exists a word w with |w| ≤ l such that wµ ∈ Λ∗ and wν /∈ Λ∗; hence [µ]l+1 6= [ν]l+1, so ϑ is
well defined. Continuity and surjectivity are evident. We can then form the projective limit
Ω by the directed sequence
Ω0 Ω1
ϑoo Ω2
ϑoo . . .
ϑoo Ωoo
for which we obtain the following identification. We write ΩI for Ω when we want to highlight
the ideal I which Ω is related to.
Proposition 4.8. Let I C C 〈x1, . . . , xd〉 be a monomial ideal. With the aforementioned
notation, we have that Al ' C(Ωl) and consequently A ' C(Ω), where A = ∪lAl for Al =
C∗(T ∗µTµ | µ ∈ Λ∗l ).
Proof. Recall that Al = C
∗(T ∗µTµ | µ ∈ Λ∗l ) is generated by its minimal projections. If
Λ∗l = {µ1, . . . , µn} then the minimal projections arise as products of some T ∗µiTµi and the
rest of the I − T ∗µjTµj . For the sake of clarity suppose that we have the minimal projection
a =
k∏
j=1
T ∗µjTµj
n∏
j=k+1
(I − T ∗µjTµj)
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and let a point [ν]l ∈ Ωl such that µ1ν, . . . , µkν ∈ Λ∗ and µk+1ν, . . . , µnν /∈ Λ∗. At least
one such ν exists if and only if a 6= 0. Furthermore [ν]l = [ν ′]l for any ν ′ ∈ Λ∗ with
µ1ν
′, . . . , µkν ′ ∈ Λ∗ and µk+1ν ′, . . . , µnν ′ /∈ Λ∗. Therefore the mapping that associates a to
χ[ν]l for the ν as above is well defined and one-to-one. Thus it extends to an injective ∗-
homomorphism Al → C(Ωl). Now every [ν]l ∈ Ωl is completely characterised by the µj ∈ Λ∗l
for which µjν ∈ Λ∗. Hence the ∗-homomorphism is surjective.
Finally in order to show that A ' C(Ω) it suffices to show that the diagram
C(Ωl)
αϑ //

C(Ωl+1)

Al
id // Al+1
commutes, where αϑ(f) = fϑ. This follows by the definitions since αϑ(χ[ν]l) is the charac-
teristic function on the set {[µ]l+1 ∈ Ωl+1 | [µ]l = [ν]l}.
Proposition 4.9. Let I be a monomial ideal of C 〈x1, . . . , xd〉. If I is of finite type k then
Al = Ak for all l ≥ k + 1. Consequently A is generated by a finite number of pairwise
orthogonal projections, hence Ω is a finite (discrete) set.
Proof. Fix l ≥ k+ 1. We have to show that if µ ∼k ν then µ ∼l ν. If wµ /∈ Λ∗ and wν /∈ Λ∗
for all w ∈ Λ∗l then µ ∼l ν. On the other hand if wµ /∈ Λ∗ for all w ∈ Λ∗l but there is one
such that wν ∈ Λ∗ then we exchange the roles of µ and ν. Hence without loss of generality
let w ∈ Λ∗l such that wµ ∈ Λ∗ and suppose that wν /∈ Λ∗ in order to reach contradiction.
Necessarily we have that ν 6= ∅, hence wν is a forbidden word of length l+|ν| ≥ l+1 > k+1.
Therefore there are words y, z ∈ Λ∗ and q /∈ Λ∗ with |q| ≤ k + 1 such that wν = yqz. The
word z cannot contain ν, for if z = ν ′ν then w = yqν ′ /∈ Λ∗ which is a contradiction. Also
the word y cannot contain w, for if y = ww′ then ν = w′qz /∈ Λ∗ which is a contradiction.
In the above cases we have included the options z = ν or y = w; consequently ν = ν ′z and
w = yw′ with ν ′, w′ 6= ∅. Thus we obtain w′ν = qz, hence |w′|+ |ν| = |q|+ |z|. Since |z| < |ν|
we get |w′| < |q| ≤ k + 1 so that |w′| ≤ k. The equation w′ν = qz shows that w′ν /∈ Λ∗
and since ν ∼k µ we have that w′µ /∈ Λ∗. As a consequence wµ = yw′µ /∈ Λ∗ which is a
contradiction.
The converse of the above proposition does not hold.
Example 4.10. Consider the ideal I = 〈x1xn2x1 | n ≥ 1〉, which is not of finite type. The
sets Ωl stabilise at l = 2 at the equivalence classes [∅]2, [x1]2 and [x2x1]2, and therefore
Ω = {[∅]2, [x1]2, [x2x1]2}. Indeed, the only allowable words are of the form ∅, xm1 , xn2 , xm1 xn2 ,
xn2x
m
1 , and x
n
2x
m
1 x
k
2 for k,m, n > 0, and it is straightforward to check that all allowable words
fall into one of the three specified ∼l equivalence classes for l ≥ 2.
Remark 4.11. In light of the above example, we wish to describe the class of monomial
ideals for which A is finite dimensional. In the case where I comes from a two-sided subshift
(Λ, σ) then A is finite dimensional if and only if the subshift is sofic. Indeed, recall that
(Λ, σ) is called sofic if it is a factor of a subshift of finite type. This is equivalent to having
a finite number of equivalence classes with respect to the equivalence relation
µ ∼ ν ⇔ {w ∈ Λ∗ | µw ∈ Λ∗} = {w ∈ Λ∗ | νw ∈ Λ∗},
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e.g. [55, Theorem 3.2.10]. By using the forward shift (Λ, σ−1) and similar ideas one may
show that the same holds for the equivalence relation
µ ∼ ν ⇔ {w ∈ Λ∗ | wµ ∈ Λ∗} = {w ∈ Λ∗ | wν ∈ Λ∗},
and eventually obtain that A is finite dimensional if and only if the subshift (Λ, σ) is sofic.
In short if A is not finite dimensional then the sets Ωl never stabilize. But the number of
equivalence classes with respect to ∼ is at least |Ωl|, thus the subshift is not sofic. Conversely
if A is finite dimensional then the Al stabilise eventually, say at k, thus µ ∼k ν implies that
µ ∼l ν for all l ≥ k, and hence that µ ∼ ν.
More generally, a monomial ideal I may not come from a subshift. In this case we pass to
an augmented system. That is if I CC 〈x1, . . . , xd〉 then let (Λˆ, σ) be the two-sided subshift
generated by I ′ = 〈I〉 as an ideal in C 〈x0, x1, . . . , xd〉. Indeed I ′ has no sinks on either side
and the allowable words of the augmented shift (Λˆ, σ) are then of the form
0n1µ10
n2µ2 . . . µk0
nk
for µi ∈ Λ∗ and some ni ∈ Z+. Then the quantised space Aˆ related to Λˆ∗ coincides with the
quantised space A of Λ∗. For example the equivalence class of µ10n2 . . . µk0nk coincides with
the equivalence class of the last word µ1 appearing on the left, since 0 does not interfere
within the forbidden words from I. Therefore A is finite dimensional if and only if the
augmented shift (Λˆ, σ) is sofic. Note that it does not make any difference if we introduce
more than one new variables for defining the augmented two-sided subshift.
Next we use the identification of A with C(Ω) to get the following translation of each
αi : A → A in a continuous partially defined map ϕi on Ω. If Ai is the ideal T ∗i TiA in A
with unit T ∗i Ti, then αi defines a unital ∗-homomorphism αi : A → Ai. The ideal Ai is the
direct limit of Ail = Al ∩ Ai, and the corresponding projective limit Ωi is determined by
ϑ : Ωl+1 → Ωl and the spaces
Ωil = {[µ]l ∈ Ωl | iµ ∈ Λ∗}.
Hence αi : A→ Ai is a unit preserving map from A = C(Ω) into Ai := T ∗i TiA = C(Ωi), and
therefore induces a continuous map ϕi : Ω
i → Ω. If Λ∗l = {µ1, . . . , µn} then ϕi is defined on
Ωil+1 in the following way:
if [ν]l+1 ∈ Ωil+1 is such that µ1iν, . . . , µkiν ∈ Λ∗ and µk+1iν, . . . , µniν /∈ Λ∗, then
ϕi([ν]l+1) = [ν
′]l is such that µ1ν ′, . . . , µkν ′ ∈ Λ∗ and µk+1ν ′, . . . , µnν ′ /∈ Λ∗.
Recall here that the universal property of the projective limit implies that this is enough to
describe ϕi. Indeed let the identification pi : A→ C(Ω) and fix µ ∈ Λ∗l = {µ1, . . . , µn}. Then
we get that
pi(T ∗µTµ) = χ{[w]l |µw∈Λ∗} and piαi(T
∗
µTµ) = χ{[w]l |µiw∈Λ∗}.
Now for every [ν]l+1 ∈ Ωil+1 we get a split into some µ1iν, . . . , µkiν ∈ Λ∗ and the rest
µk+1iν, . . . , µniν /∈ Λ∗. Then we obtain
piαi(T
∗
µTµ)([ν]l+1) =
{
1 if µiν ∈ Λ∗,
0 otherwise.
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Hence piαi(T
∗
µTµ)([ν]l+1) = 1 if and only if µ ∈ {µ1, . . . , µk}. On the other hand ϕi([ν]l+1) =
[ν ′]l with µ1ν ′, . . . , µkν ′ ∈ Λ∗ and µk+1ν ′, . . . , µnν ′ /∈ Λ∗, thus
pi(T ∗µTµ)ϕi([ν]l+1) =
{
1 if µν ′ ∈ Λ∗,
0 otherwise.
Thus pi(T ∗µTµ)ϕi([ν]l+1) = 1 if and only if µ ∈ {µ1, . . . , µk}.
Definition 4.12. Let I be a monomial ideal of C 〈x1, . . . , xd〉. We call the (A,α) ≡
(A,α1, . . . , αd), or alternatively the (Ω, ϕ) ≡ (Ω, ϕ1, . . . , ϕd), the quantised dynamics on
the allowable words Λ∗ of I.
We chose the above terminology to prevent confusion between the above dynamical system
and the dynamical system determined by the shift, when I gives rise to a subshift.
Remark 4.13. When the ideal I is of finite type 1 then there is a simple description of the
quantised dynamical system. In this case Ω is a finite space by Proposition 4.9. In particular
we have that Ω = {[∅]1, [i1]1, . . . , [ik]1}, where it may happen or not that [∅]1 contains some
of the variables. Every set Ωi is the set of equivalence classes of variables (and the empty
word) to which one may append i on the left to obtain a legal word.
On Ωi the map ϕi is defined to be the constant function with value [i]1. To see this, recall
that ϕi : Ω
i → Ω is the dual of the map αi = adT ∗i : C(Ω) → C(Ωi). But A is generated
by T ∗j Tj for j = 1, . . . , d. Hence by identifying A with C(Ω) we see that it is generated
by the functions χΩj for j = 1, . . . , d. Thus we need only check that if we define ϕi to be
constant [i]1 on Ω
i then αi(χΩj) = χΩjϕi. Since we are in a subshift of type 1, we have the
identifications
αi(χΩj) = T
∗
i T
∗
j TjTi =
{
T ∗i Ti = 1Ωi if ji ∈ Λ∗,
0 if ji /∈ Λ∗.
On the other hand we have ji ∈ Λ∗ if and only if [i]1 ∈ Ωj, so
χΩjϕi =
{
1Ωi if ji ∈ Λ∗,
0 if ji /∈ Λ∗.
This can be pictured as a graph on the points [∅]1, [i1]1, . . . , [ik]1, with an edge labeled i from
every p ∈ Ωi to [i]1 (including, maybe, loops). The language can be completely read from
this graph: there is an edge labeled i from [j]1 to [i]1 if and only if the word ij is a legal
word.
Remark 4.14. Similarly to the previous remark, whenever the augmented system of an
ideal is sofic, then one may picture the quantised dynamics as a finite labeled graph.
Two dynamical systems (A,α1, . . . , αd) and (B, β1, . . . , βd) are said to be conjugate if (after
perhaps reordering the maps) there is a ∗-isomorphism γ : A→ B such that γαi = βiγ for all
i. Equivalently, (after perhaps reordering the maps) there is a homeomorphism γs : ΩJ → ΩI
mapping ΩiJ into Ω
i
I such that γsϕJ ,i|ΩiJ = ϕI,iγs|ΩiJ for all i.
Example 4.15. Let J be the ideal in C 〈x1, x2〉 generated by {x21, x22}. This ideal corre-
sponds to the two-sided subshift ΛJ on two symbols {1, 2} with illegal words F = {11, 22}.
This subshift consists of two points
ΛJ = {(. . . 121.2121 . . . ), (. . . 212.1212 . . . )},
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and the shift just permutes these two points. In this case, the quantised dynamics attain
the following description. The space ΩJ is a three point set {0, 1, 2} where 1 corresponds
to the equivalence class of all words beginning with 1, 2 likewise, and 0 corresponds to
the equivalence class of the empty word. Then Ω1J = {0, 2} and Ω2J = {0, 1}. The map
ϕJ ,1 : Ω1J → ΩJ is the constant function 1, and ϕJ ,2 : Ω2J → ΩJ is the constant function 2.
Now let I be the ideal generated by {x1x2, x2x1}. We find that ΩI = {0, 1, 2} as above.
We also have that Ω1I = {0, 1} and Ω2I = {0, 2}, that ϕI,1 : Ω1I → ΩI is the constant function
1, and the map ϕI,2 : Ω2I → ΩI is the constant function 2.
The form of the partial dynamical systems is depicted in the following graphs
0
2

1

0
2

1

1
2
55 2
1
uu 1
1
YY 2
2
EE
graph for J graph for I
where 0 = [∅]1, 1 = [1]1, 2 = [2]1, and the solid arrows represent ϕ1 and the broken arrows
represent ϕ2. We have here two very simple dynamical systems: each one is a three point
set with a pair of distinct constant valued maps acting on it. However, they cannot be
conjugate, since these maps are partially defined constant maps.
Theorem 4.16. The quantised dynamical system is a complete invariant of the monomial
ideal: if the quantised dynamical systems of two monomial ideals I and J are conjugate, then
I and J are the same modulo a permutation of the variables. In particular, if the quantised
dynamics of two subshifts on the same set of symbols are conjugate, then the subshifts are
conjugate.
Proof. Note that conjugacy determines the number of variables. Letting αµ = adT ∗µ , we
have that µ = µ1 . . . µk is a forbidden word if and only if T
∗
µTµ = αµ(I) = αµk · · ·αµ1(I) = 0.
Since this determines the forbidden words, this determines the ideal, as well.
Note that the converse of the second assertion in the proposition fails, since the number
of symbols is invariant under conjugacy of the quantised dynamics but not under conjugacy
of the shifts.
Example 4.17. Let J be as in Example 4.15. Let K be the ideal in the polynomial algebra
C 〈x1, . . . , x4〉 generated by 
x21 x1x3
x22 x2x4
x3x1 x
2
3
x4x2 x
2
4
 .
This corresponds to the two-sided subshift ΛK on four symbols {1, 2, 3, 4} where a word is
legal if and only if it contains no two consecutive even symbols and no two consecutive odd
symbols. The subshift ΛK differs from ΛJ , since it has uncountably many points. On the
other hand, the space ΩK is also a three point set {0, 1, 2}, where 0 is the equivalence class of
∅, 1 is the equivalence class of all words beginning with an odd symbol, and similarly 2. Here
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too we have ΩiK = {0, 2} for i odd and ΩiK = {0, 1} for i even; the map ϕK,i is identically 1
(resp. 2), if i is odd (resp. even).
We see that the quantized dynamics (ΩJ , ϕJ ,1, ϕJ ,2) and (ΩK, ϕK,1, . . . , ϕK,4) are given by
the same maps on the same space. This may seem strange in light of Theorem 4.16 but the
difference lies on that in the second dynamical system each map is repeated twice.
Remark 4.18. In the previous discussion we enforced I to be included in the C*-algebra
A. We could as well restrict our attention to the C*-algebra
A0 := C
∗(T ∗µTµ | ∅ 6= µ ∈ Λ∗) ⊆ C∗(T ).
Notice here that αi(A0) ⊆ A0 and that A0 is also unital by Lemma 4.4. Therefore similar
conclusions can be derived for A0 which can be identified with a compact Hausdorff space
Ω0. The reason of considering this setting is explained in Remark 5.2 that will follow.
5. The C*-correspondence of a monomial ideal
The C*-algebra C∗(T ) is trivially a C*-correspondence over itself. We want to isolate
a C*-correspondence AEA generated by the Ti inside C
∗(T ) with the inherited inner prod-
uct. There are (at least) three equivalent identifications. The use of the symbol A is not
coincidental.
5.1. Concrete construction. First we remark that all 〈Ti, Ti〉 = T ∗i Ti must be in the A we
are looking for. Now equation T ∗j Tj · Ti = Ti · T ∗jiTji implies that all Ti · T ∗jiTji must be in the
module E we are looking for (with the understanding that Tji = 0 if ji /∈ Λ∗). Consequently
the inner product
(Ti · T ∗jiTji)∗Ti · T ∗jiTji = T ∗jiTj · TiT ∗i Ti · T ∗jiTji = T ∗jiTjTiT ∗jiTji = T ∗jiTji
must be in A. Inductively E contains all “vectors” Ti · T ∗µTµ and A contains all projections
T ∗µTµ, for µ ∈ Λ∗ and i = 1, . . . , d.
Definition 5.1. Let I be a monomial ideal of C 〈x1, . . . , xd〉 and let Λ∗ be the set of allowable
words of I. Then the linear space
E := span{Tia | a ∈ A, i = 1, . . . , d}
becomes a C*-correspondence over the C*-algebra
A = C∗(T ∗µTµ | µ ∈ Λ∗)
by defining the operations
a · ξ · b := aξb and 〈ξ, η〉 = ξ∗η, for all a, b ∈ A and ξ, η ∈ E,
inside C∗(T ). We refer to AEA as the C*-correspondence associated with the monomial ideal
I. We write 1 ≡ 1A = IFX ≡ I for the unit of A.
Remark 5.2. Alternatively we consider the minimal C*-correspondence generated by the
Ti. In this case we get the linear space
E0 := span{Ti, Tia | a ∈ A0, i = 1, . . . , d}
which becomes a C*-correspondence over the C*-algebra
A0 := C
∗(T ∗µTµ | ∅ 6= µ ∈ Λ∗)
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in the same way. We include the subscript 0 in the notation of E0 to make a distinction with
E as Hilbert modules, even though E0 and E coincide as linear spaces. The C*-algebra A0
admits the unit
∑2d−1
[m]=1 Q[m] by Lemma 4.4, but it may not contain I ∈ B(FX). Consequently
the left action on E0 need not be unital, even though the right action is, since we have that
Ti ·
2d−1∑
[m]=1
Q[m] = TiT
∗
i Ti
2d−1∑
[m]=1
Q[m] = TiT
∗
i Ti = Ti.
A number of the arguments we will present henceforth hold by substituting 1 with
∑2d−1
[m]=1Q[m].
We will keep track of when this happens.
5.2. Direct sum construction. For every i = 1, . . . , d, let Ei = A
i := T ∗i TiA as a vector
space and define
〈ξi, ηi〉 = ξ∗i ηi and ξi · a = ξia, for all a ∈ A and ξi, ηi ∈ Ei,
with the operations taking place inside C∗(T ). Then Ei = 〈δi〉 for δi = T ∗i Ti ∈ A as a Hilbert
A-module and
〈δi · a, δi · b〉 = a∗T ∗i Tib = T ∗i Tia∗b.
Recall the ∗-homomorphism αi : A → A such that αi(a) = T ∗i aTi. Then Ei becomes a
C*-correspondence over the commutative A by defining
φi(a)(δi · b) = δi · αi(a)b.
Since αi(a)T
∗
i Ti = αi(a) the computation
ΘEiδi·αi(a),δi(δi · b) = δi · αi(a)T ∗i Tib
gives that φi(a) = Θ
Ei
δi·αi(a),δi . Furthermore we get that
〈δi · T ∗i Ti, δi · b〉 = T ∗i TiT ∗i Tib = 〈δi, δi · b〉
for all b ∈ A. Therefore we have that δi = δi · T ∗i Ti, thus every φi is unital.
Proposition 5.3. Let AEA be the C*-correspondence of a monomial ideal I C C 〈x1, . . . , xd〉
and let A(Ei)A be as above. Then E is unitarily equivalent to the sum C*-correspondence of
the Ei over A.
Proof. The map U(1 ·a1, . . . , 1 ·ad) := T1a1 + · · ·+Tdad defines the required equivalence.
5.3. Topological graph construction. Katsura introduced a construction that generalises
both graph algebras and dynamical systems [49]. A topological graph is a tuple (Υ0,Υ1, r, s)
such that Υ0 and Υ1 are locally compact Hausdorff spaces, r : Υ1 → Υ0 is a continuous
proper map and s : Υ1 → Υ0 is a local homeomorphism. For ξ ∈ C0(Υ1) let the map
〈ξ, ξ〉 : Υ0 → [0,∞] given by 〈ξ, ξ〉 (v) = ∑y∈s−1(v) |ξ(y)|2. The linear space
Cd(Υ
1) := {ξ ∈ C0(Υ1) | 〈ξ, ξ〉 ∈ C0(Υ0)}
becomes a C*-correspondence over C0(Υ
0) by defining the inner product
〈ξ, η〉 (v) =
∑
y∈s−1(v)
ξ(y)η(y)
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and the module actions
(ξ · a)(y) = ξ(y)a(s(y)) and (a · ξ)(y) = a(r(y))ξ(y)
for all a ∈ C0(Υ0) and ξ, η ∈ Cd(Υ1).
Suppose that AEA is the C*-correspondence associated with a monomial ideal. Then A
is identified with C(Ω) for some compact Hausdorff space Ω and every αi gives rise to a
continuous mapping ϕi : Ω
i → Ω, where Ωi is the clopen set induced by the projection T ∗i Ti
under the identification A ' C(Ω). Let χi be the characteristic function on Ωi. Let Υ1i = Ωi
and define Υ1 be the disjoint union of the Υ1i for all i = 1, . . . , d. Thus a y ∈ Υ1 is determined
by a tuple (i, yi) with yi ∈ Υ1i . Let Υ0 = Ω and define the continuous maps s, r : Υ1 → Υ0
by
s(i, yi) = yi and r(i, yi) = ϕi(yi).
Then s is a local homeomorphism.
Proposition 5.4. Let AEA be the C*-correspondence of a monomial ideal I CC 〈x1, . . . , xd〉.
Then E is unitarily equivalent to the C*-correspondence of the topological graph (Υ0,Υ1, r, s)
as constructed above.
Proof. Every ξ ∈ Cd(Υ1) can be decomposed into the sum of the ξi = χiξ for i = 1, . . . , d.
Each ξi is a continuous function in A
i = C(Ωi) ⊆ C(Υ0). Hence the map U(ξ) := T1ξ1 +
· · ·+ Tdξd defines the required equivalence. For surjectivity recall that Tia = Ti(T ∗i Ti)a with
T ∗i Tia ∈ C(Υ1i ).
5.4. Analysis of the C*-correspondence. We proceed to the properties of the C*-cor-
respondence AEA.
Proposition 5.5. Let AEA be the C*-correspondence of a monomial ideal I CC 〈x1, . . . , xd〉.
Then the left action is non-degenerate and by the compacts. If, in addition, there are no sinks
on the left for I then AEA is full.
Proof. By definition the left action φE is unital, hence E is non-degenerate. The computa-
tion
d∑
j=1
ΘETjT ∗µjTµj ,Tj(Tia) =
d∑
j=1
TjT
∗
µjTµjT
∗
j Tia = TiT
∗
µiTµia = T
∗
µTµTia,
shows that φE(T
∗
µTµ) =
∑d
j=1 Θ
E
TjT ∗µjTµj ,Tj
, hence φE(A) ⊆ K(E).
If I has no sinks on the left, then the joint projection of the T ∗i Ti equals I ∈ B(FX) by
Lemma 4.4. By using the minimal projections Q[m] in C
∗(T ∗i Ti | i = 1, . . . , d) we can write
a =
∑d
i=1 ai with ai = T
∗
i Tiai for suitable ai ∈ A. Since ai = 〈δi, δiai〉 we get that ai ∈ 〈E,E〉
for all i = 1, . . . , d which completes the proof.
Remark 5.6. In particular we have that E0 of Remark 5.2 is full and the action is by the
compacts.
It will be essential to identify the kernel of the left action on E. By definition we have
that kerφE = {a ∈ A | aTi = 0 for all i = 1, . . . , d}.
Lemma 5.7. If for each i = 1, . . . , d there is a µi ∈ Λ∗ such that µii /∈ Λ∗, then P∅ =
T ∗µ1Tµ1 · · ·T ∗µdTµd. In particular we get that P∅ ∈ A.
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Proof. First note that T ∗µ1Tµ1 · · ·T ∗µnTµn ≥ P∅ for any µ1, . . . , µn ∈ Λ∗. Suppose that the
µi are as in the statement and let eν ∈ Λ∗ with ν 6= ∅. We can write ν = iν ′ for some
i ∈ {1, . . . , d} and ν ′ ∈ Λ∗. Then we get that T ∗µiTµieν = 0 since µii /∈ Λ∗ by assumption.
Therefore we obtain that T ∗µ1Tµ1 · · ·T ∗µdTµdeν = 0. Since ν 6= ∅ was arbitrary, the proof is
complete.
Proposition 5.8. Let AEA be the C*-correspondence of a monomial ideal I CC 〈x1, . . . , xd〉.
The following are equivalent:
(i) P∅ ∈ A;
(ii) kerφE = 〈P∅〉;
(iii) kerφE = C · P∅;
(iv) kerφE 6= (0);
(v) for every i = 1, . . . , d there is a µi ∈ Λ∗ such that µii /∈ Λ∗;
(vi) for every i = 1, . . . , d there is a µi ∈ Fd+ such that xµi /∈ I and xµixi ∈ I;
(vii) JE := kerφ
⊥
E ∩ φ−1(K(E)) = 〈1− P∅〉 = A(1− P∅);
(viii) 1 /∈ JE.
If these conditions hold then kerφE =
〈
T ∗µ1Tµ1 · · ·T ∗µdTµd
〉
for any tuple of words (µ1, . . . , µd)
such that µii /∈ Λ∗ for all i = 1, . . . , d.
Proof. We will be using that I − P∅ =
∑d
i=1 TiT
∗
i . Consequently if a ∈ kerφE then we get
that a(I − P∅) = 0. Also observe that P∅(I − T ∗µTµ) = 0 for all µ ∈ Λ∗; hence P∅T ∗µTµ = P∅
for all µ ∈ Λ∗.
[(i) ⇒ (ii)]: It is immediate that P∅Ti = 0 for all i = 1, . . . , d. Thus if P∅ ∈ A then
P∅ ∈ kerφE. Now if a ∈ kerφE, then a(I − P∅) = 0, which shows that a = aP∅ ∈ 〈P∅〉.
[(ii) ⇒ (iii)]: This follows from the facts that P∅T ∗µTµ = P∅ for all µ ∈ Λ∗, and that the
projections T ∗µTµ generate the unital C*-algebra A.
[(iii) ⇒ (iv)]: Immediate, since P∅ 6= 0.
[(iv)⇒ (v)]: Recall thatA is an AF algebra by Proposition 4.7. Hence kerφE = ∪l kerφE ∩ Al.
Suppose that |Λ∗l | = n and let the orthogonal minimal projections {Qj} that generate Al
with the understanding that Q0 =
∏n
s=1 T
∗
µsTµs for some enumeration {µ1, . . . , µn} of Λ∗l .
Fix a non-zero element a ∈ Al ∩ kerφE; then a = aP∅. Since P∅(I − T ∗µTµ) = 0 we obtain
that P∅Qj = δ0,jP∅ and therefore
a = aP∅ =
∑
j
λjQjP∅ = λ0P∅.
As a 6= 0, it follows that P∅ ∈ Ak. Thus we can write P∅ =
∑
j λ
′
jQj. However the projections
Qj are orthogonal and thus for i 6= 0 we have
0 = P∅Qi = λ′iQi.
Consequently we have that P∅ = λ′0Q0 which implies that λ
′
0 = 1 and so P∅ =
∏n
s=1 T
∗
µsTµs .
As P∅ei = 0 for i ∈ {1, . . . , d} there is a µs ∈ Λ∗k such that µsi /∈ Λ∗.
[(v) ⇒ (i)]: This follows by Lemma 5.7.
[(v) ⇔ (vi), (ii) ⇔ (vii), (iv) ⇔ (viii)]: These are immediate (recall that the left action is
by the compacts, hence JE = kerφ
⊥
E).
Remark 5.9. Proposition 5.8 reads the same for the E0 of Remark 5.2. Indeed if 1 is the
identity of A0 then a(1− T ∗µTµ) = a(I − T ∗µTµ) and aP∅ = P∅a for all a ∈ A0 and µ ∈ Λ∗.
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Remark 5.10. There is another C*-correspondence we could relate to a monomial ideal.
Let q : C∗(T )→ C∗(T )/K(FX) be the quotient map, and form the C*-correspondence q(E)
over the C*-algebra q(A) by using the same ∗-algebraic relations with E. The left action on
q(E) is again by the compacts since this is verified by ∗-algebraic relations. However there
are some substantial differences between q(E) and E.
First of all
∑d
i=1 q(Ti)q(Ti)
∗ = I and therefore q(E) is always injective. Furthermore
C∗(T )/K(FX) is the Cuntz-Pimsner algebra of q(E) given by the covariant representation
pi : q(a) 7→ q(a) and t : q(Ti) 7→ q(Ti). This follows from almost tautological algebraic equa-
tions, and by that (pi, t) is injective and admits a gauge action.
Similar remarks hold also for the C*-correspondence q(E0) over q(A0) for the C*-correspon-
dence E0 of Remark 5.2.
6. C*-algebras associated with a monomial ideal
Given a monomial ideal I C C 〈x1, . . . , xd〉 we can form the C*-algebras C∗(T ) and
C∗(T )/K(FX) related to the subproduct systemXI . On the other hand the C*-corresponden-
ce AEA associated with I initiates automatically two more C*-algebras, namely the Pimsner
algebras TE and OE. In this section we show the connection between all four.
Theorem 6.1. Let AEA be the C*-correspondence of a monomial ideal I C C 〈x1, . . . , xd〉.
Then the following diagram holds:
C∗(T ) 6' TE ⇔ I 6= (0) ⇔ E 6' Cd C∗(T ) ' TE ⇔ I = (0) ⇔ E ' Cd

kerφE 6= (0) kerφE = (0)KS

KS

OE ' C∗(T )/K(FX) ' Od , kerφE = (0)
OE ' C∗(T ) OE ' C∗(T )/K(FX)
with the understanding that all ∗-isomorphisms are canonical.
The proof is induced by Proposition 6.3, Proposition 6.4, and Corollary 6.5 that will follow.
Remark 6.2. Theorem 6.1 reads the same for the C*-correspondence E0 of Remark 5.2 by
substituting C∗(T ) with C∗(Tµ | ∅ 6= µ ∈ Λ∗). We will deliberately use both I and the unit 1
of the C*-algebras throughout the proofs even when these operators coincide. By doing so,
the proofs will read the same for both E and E0.
Proposition 6.3. Let AEA be the C*-correspondence of a monomial ideal I in C 〈x1, . . . , xd〉.
Then C∗(T ) is the relative Cuntz-Pimsner algebra O(J,E) for the ideal J generated by {1−
T ∗µTµ | µ ∈ Λ∗}. Moreover C∗(T )/K(FX) is the relative Cuntz-Pimsner algebra O(A,E).
In particular J ⊆ JE ⊆ A, and there are canonical ∗-epimorphisms
TE → C∗(T )→ OE → C∗(T )/K(FX).
Proof. The mappings t : Ti 7→ Ti and pi : a 7→ a define a representation (pi, t) for E such that
C∗(T ) = C∗(pi, t). If we let uzeν = z|ν|eν for z ∈ T and ν ∈ Λ∗ then the family {aduz}z∈T
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defines a gauge action of C∗(T ). Since pi is faithful on A we obtain that C∗(pi, t) ' O(J,E)
for the ideal J = {a ∈ A | pi(a) ∈ ψt(K(X))} by [42], and that J ⊆ JE by [50].
We now show that J is generated by 1 − T ∗µTµ for all µ ∈ Λ∗. Since e =
∑d
i=1 Θ
E
δi,δi
is a
unit of K(E) we have that a ∈ J if and only if pi(a)(I − ψt(e)) = 0 by Lemma 2.1. That is
a ∈ J if and only if
aP∅ = a(I −
d∑
i=1
TiT
∗
i ) = 0.
Since P∅ ≤ T ∗µTµ we get that 1− T ∗µTµ ∈ J for all µ ∈ Λ∗. On the other hand recall that A
is an AF algebra. If a ∈ J ∩ Al 6= (0) then without loss of generality we may assume that
a =
∑
λjQj where each minimal projection Qj of Al satisfies λjQj = Qja ∈ J and has the
form
k∏
j=1
T ∗µjTµj
n∏
j=k+1
(I − T ∗µjTµj),
for some enumeration {µ1, . . . , µn} = Λ∗l . Since aP∅ = 0 then the products giving the Qj that
appear in the sum for a above must satisfy k < n. Hence a is generated by some 1 − T ∗µTµ
and the proof of the first part is complete.
For the second part notice that
pi(a)− ψt(φE(a)) = pi(a)− ψt
(
d∑
i=1
ΘEξiαi(a),ξi
)
= pi(a)−
d∑
i=1
Tipiαi(a)T
∗
i .
However pi(a)Ti = Tipiαi(a) and therefore
pi(a)− ψt(φE(a)) = pi(a)(I −
d∑
i=1
TiT
∗
i ) = pi(a)P∅.
Since C∗(T )/K(FX) is the quotient of C∗(T ) by the ideal generated by P∅ we have that
C∗(T )/K(FX) is the relative Cuntz-Pimsner algebra for the ideal generated by A; hence
C∗(T )/K(FX) is O(A,E).
The canonical ∗-epimorphism TE → OE is not faithful because JE 6= (0). Indeed if φE
is injective then JE = A, whereas if φE is not injective then JE 6= (0) by Proposition 5.8.
Now we proceed to the examination of the relation between the remaining C∗(T ), OE, and
C∗(T )/K(FX).
Proposition 6.4. Let AEA be the C*-correspondence of a monomial ideal I CC 〈x1, . . . , xd〉.
Then we get the following dichotomy:
(i) φE is injective if and only if OE ' C∗(T )/K(FX) by the canonical ∗-homomorphism;
(ii) φE is not injective if and only if OE ' C∗(T ) by the canonical ∗-homomorphism.
Hence there are canonical ∗-epimorphisms C∗(T )→ OE → C∗(T )/K(FX) where in any case
exactly one of them is faithful.
Proof. Recall that JE = kerφ
⊥
E since the left action is by the compacts. Proposition 6.3
implies that OE ' C∗(T )/K(FX) if and only if JE = A which settles item (i). Hence if
OE ' C∗(T ) then φE is not injective since q : C∗(T ) → C∗(T )/K(FX) cannot be injective.
On the other hand if kerφE 6= (0) then P∅ ∈ A which implies that JE = 〈1− P∅〉. Since
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(1 − P∅)P∅ = 0 we have that 1 − P∅ ∈ J as in the proof of Proposition 6.3. Hence we get
that J = JE which implies that OE ' O(J,E) = C∗(T ).
For the next result recall that Td denotes the Toeplitz-Cuntz algebra associated with the
row isometries of multiplicity d.
Corollary 6.5. If AEA is the C*-correspondence of a monomial ideal I C C 〈x1, . . . , xd〉,
then C∗(T ) ' TE by the canonical ∗-homomorphism if and only if I = (0), if and only if
C∗(T ) ' Td, if and only if E = Cd.
Proof. By definition TE ' C∗(T ) = O(J,E) if and only if J = (0). By Proposition 6.3 this
is equivalent to having that T ∗µTµ = I for all µ ∈ Λ∗. In particular iν ∈ Λ∗ for all i = 1, . . . , d
and ν ∈ Λ∗, which implies that I = (0). Conversely if I = (0) then obviously C∗(T ) ' Td
and E = Cd.
It is an open problem to determine when the Toeplitz algebra T (X) or when Cuntz-
Pimsner algebra O(X) (as defined in [87]) of a subproduct system X is nuclear or exact.
For the Toeplitz and the Cuntz-Pimsner algebras of a C*-correspondence these problems were
solved in [34, 50]. Using the above results this problem is now resolved in the case where
X is the subproduct system coming from a monomial ideal. The key is the identification of
C∗(T ) as a relative Cuntz-Pimsner algebra.
Corollary 6.6. Let X = XI be a subproduct system associated with a monomial ideal
I C C 〈x1, . . . , xd〉. Then the Toeplitz algebra T (X) := C∗(T ) = C∗(AX) and the Cuntz-
Pimsner algebra O(X) := C∗(T )/K(FX) associated with X are both nuclear.
Proof. Since A is commutative then TE is nuclear by [50, Theorem 7.2]. Therefore so are
its quotients C∗(T ) and C∗(T )/K(FX).
Remark 6.7. Nuclearity of C∗(T )/K(FX) has been observed by Matsumoto [59, Lemma
4.10] in the case of the two-sided subshifts and by using a different line of reasoning.
When I = (0) then OE is the Cuntz algebra Od. We provide a universal property for OE
when I 6= (0) as well. A universal property for C∗(T )/K(FX) when I is of finite type will
be given in Theorem 7.11. Both Theorem 6.8 and Theorem 7.11 should be compared with
[58, Theorem 4.9]. In particular [58, Theorem 4.9] follows from Theorem 6.8 below when
φE is injective (see also in conjunction with Remark 5.10).
Theorem 6.8. Let AEA be the C*-correspondence of a monomial ideal I C C 〈x1, . . . , xd〉
with I 6= {0}. Then OE is the universal C*-algebra generated by d partial isometries si such
that
(i) the mapping T ∗µTµ 7→ s∗µsµ extends to a ∗-representation of A;
(ii) s∗jsi = δi,js
∗
i si;
(iii) s∗µsµsis
∗
i = sis
∗
i s
∗
µsµ for all µ ∈ Λ∗ and i = 1, . . . , d;
(iv) I − s∗µ1sµ1 . . . s∗µdsµd =
∑d
i=1 sis
∗
i for any (and hence for every) d-tuple of words
µi ∈ Λ∗ such that µii /∈ Λ∗, or I =
∑d
i=1 sis
∗
i if no such d-tuple of words exist.
Proof. If si are as above then they define a representation of E, which we will denote by
pi : T ∗µTµ 7→ s∗µsµ and t : δi 7→ si. Indeed items (i) and (ii) show the compatibility with the
inner product and item (iii) shows the compatibility with the left action.
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We show that item (iv) implies that (pi, t) is covariant. Since 1 ∈ A acts as an identity on
E we may suppose that pi is non-degenerate, i.e. pi(1) = I. If there are no words µii /∈ Λ∗ for
all i = 1, . . . , d, then 1 ∈ JE by Proposition 5.8. Recall that φE(1) =
∑d
i=1 Θ
E
δi,δi
therefore
we obtain
pi(1) = I =
d∑
i=1
sis
∗
i = ψt(Θ
E
δi,δi
).
Hence (pi, t) is covariant in this case. Now if µii /∈ Λ∗ for some word µi ∈ Λ∗ for all
i = 1, . . . , d, then T ∗µ1Tµ1 . . . T
∗
µd
Tµd ∈ kerφE and
kerφ⊥E =
〈
1− T ∗µ1Tµ1 . . . T ∗µdTµd
〉
C A,
by Proposition 5.8. Thus we get that
φE(1− T ∗µ1Tµ1 . . . T ∗µdTµd) = φE(1) =
d∑
i=1
ΘEδi,δi .
Covariance of (pi, t) is then given by the computation
pi(1− T ∗µ1Tµ1 . . . T ∗µdTµd) = I − s∗µ1sµ1 . . . s∗µdsµd
=
d∑
i=1
sis
∗
i = ψt(
d∑
i=1
ΘEδi,δi).
Finally to see that OE is the universal C*-algebra of the statement it suffices to find a
faithful representation ofOE that satisfies these properties. If there are no words µi ∈ Λ∗ such
that µii /∈ Λ∗ then OE ' C∗(T )/K(FX) and the q(Ti) ∈ C∗(T )/K(FX) satisfy the enlisted
properties and provide a faithful representation. If there are such words then OE ' C∗(T )
and the Ti satisfy the properties and provide a faithful representation of OE.
In the literature there are several C*-algebras associated with subshifts and consequently
with monomial ideals. These have been introduced as generalisations of the Cuntz-Krieger
algebras. In Section 10.3 we show that they are distinct from the algebras OE and TE that
we introduced above. The main difference is that in our case we pass to the quotient by the
compacts only when the left action is injective. As we show with the next example, cutting
C∗(T ) by the compacts unconditionally may erase important information from the original
data.
Example 6.9. Let I be the monomial ideal generated by {x21, x1x2} inside C 〈x1, x2〉. By
definition
T1eµ =
{
e1 if µ = ∅,
0 otherwise,
and T2eµ = e2µ. Therefore T1 is a compact operator, and T2 is unitarily equivalent to the
direct sum of the forward shift with itself (one on the e2n and one on the e2n1 for n ∈ Z+).
As a consequence we have that q(T1) = 0 and q(T2) = u ⊕ u, where u is the bilateral shift.
Therefore we obtain that C∗(T )/K(FX) = C(T).
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7. Tensor algebras associated with a monomial ideal
We focus on two kinds of nonselfadjoint operator algebras associated with a monomial
ideal I. These are:
(i) the tensor algebra T +E of the C*-correspondence AEA in the sense of Muhly and
Solel [63]; and
(ii) the tensor algebra AX of the subproduct system XI in the sense of Shalit and Solel
[80].
Let us record here the following corollary of our previous analysis.
Corollary 7.1. Let AEA and X be the C*-correspondence and the subproduct system re-
spectively of a monomial ideal I C C 〈x1, . . . , xd〉. Then there is a completely isometrical
embedding AX ↪→ T +E .
Proof. It is immediate since C∗(T ) = C∗(AX) is a C*-cover of T +E by Proposition 6.3.
7.1. The tensor algebra T +E . First we show that the quantised dynamics (A,α) of the
allowable words determine the representations of the C*-correspondence AEA.
Proposition 7.2. Let AEA be the C*-correspondence of a monomial ideal I CC 〈x1, . . . , xd〉.
Then a family (pi, {Vi}di=1) defines a representation (pi, t) of AEA if and only if
(i) pi : A→ B(H) is a ∗-representation;
(ii) pi(a)Vi = Vipiαi(a) for all a ∈ A and i = 1, . . . d;
(iii) V ∗j Vi = pi(T
∗
j Ti) for all j, i = 1, . . . d.
Proof. Write E as the direct sum of Ei = 〈δi〉 by Proposition 5.3. If (pi, t) is a representation
of E then let Vi = t(δi). Then we obtain that
pi(a)Vi = pi(a)t(δi) = t(φE(a)δi) = t(δiαi(a)) = t(δi)piαi(a) = Vipiαi(a),
and that
V ∗j Vi = t(δj)
∗t(δi) = pi(〈δj, δi〉) = pi(T ∗j Ti),
for all a ∈ A and j, i = 1, . . . , d. Conversely, if a family (pi, {Vi}di=1) satisfies the properties of
the statement then (pi, t) defines a representation for E with t(
∑d
i=1 δiai) :=
∑d
i=1 Vipi(ai).
The quantised dynamics determine the completely contractive representations of T +E as
well. Since E is a non-degenerate C*-correspondence the following result can be obtained
by using the completely contractive covariant representations of E in the sense of Muhly and
Solel [63]. We sketch an alternative proof that settles also the case of E0.
Proposition 7.3. Let AEA be the C*-correspondence of a monomial ideal I CC 〈x1, . . . , xd〉.
Then a family (pi, {Vi}di=1) defines a completely contractive representation of T +E if and only
if
(i) pi : A→ B(H) is a ∗-representation;
(ii) pi(a)Vi = Vipiαi(a) for all a ∈ A and i = 1, . . . d;
(iii) [V ∗j Vi] ≤ [pi(T ∗j Ti)].
A similar conclusion holds for T +E0 and representations pi : A0 → B(H).
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Proof. If (pi, t) defines a completely contractive representation pi × t of T +E then let
G =

T1 · · · Td
0 · · · 0
... · · · ...
0 · · · 0

and compute
[V ∗j Vi] = t⊗ idn(G)∗ · t⊗ idn(G)
= (pi × t)⊗ idn(G)∗ · (pi × t)⊗ idn(G)
≤ ((pi × t)⊗ idn) (G∗G) = [pi(T ∗j Ti)],
for Vi = t(δi) with i = 1, . . . , d. For the converse we write
[V ∗j Vi] = [V1, . . . , Vd]
∗[V1, . . . , Vd].
Hence [V1, . . . , Vd] is a row contraction since pi(T
∗
j Ti) ≤ δi,jI. By using the defect operator
D =
(
[pi(T ∗j Ti)]− [V ∗j Vi]
)1/2
the proof then follows as in [23, Theorem 2.1]. The case of E0 follows in the same way.
Suppose that A acts faithfully on a Hilbert space H and let the Hilbert space K = ⊕µ∈Λ∗H.
On K we define the ∗-representation
pi0(a) = diag{αν(a) | ν ∈ Λ∗},
where αν = adT ∗ν . We remark here that α : F
d
+ → End(A) is an anti-homomorphism because
αναµ = αµν . Moreover let Li be the regular shifts on F+d , i.e. Lieν = eiν . Let P = ⊕µ∈Λ∗T ∗µTµ
and define
pi(·) = Ppi0(·)P and Vi = PLiP
for all i = 1, . . . , d. Since A is commutative we get that P commutes with pi0. Moreover we
have that PLiP = PLi, hence Vµ = PLµ for all µ ∈ Λ∗. The family (pi, {Vi}di=1) satisfies the
conditions of Proposition 7.2, hence it defines a representation (pi, t) of E. In addition (pi, t)
admits the gauge action given by βz := aduz with uz(ξ ⊗ eµ) = z|µ|ξ ⊗ eµ. In particular we
get
d∑
i=1
ViV
∗
i (ξ ⊗ eµ) =
{
ξ ⊗ eµ if µ 6= ∅,
0 otherwise,
and
∑d
i=1 ViV
∗
i = ψt(e) for the identity e =
∑d
i=1 Θ
E
δi,δi
of K(E). In view of Lemma 2.1 we
have that pi(a) ∈ ψt(K(E)) if and only if
0 = pi(a)(I − ψt(e)) = pi(a)P∅ = a.
Hence by the gauge invariant uniqueness theorem [50] the pair (pi, t) defines a faithful rep-
resentation of TE. Therefore the restriction of pi× t to the tensor algebra T +E is a completely
isometric homomorphism.
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We will use that V ∗µ Vµ = pi(T
∗
µTµ) for all µ ∈ Λ∗. This follows by induction and the
computation
V ∗i V
∗
µ VµVi = V
∗
i pi(T
∗
µTµ)Vi = V
∗
i Vipiαi(T
∗
µTµ)
= pi(T ∗i TiT
∗
i T
∗
µTµTi) = pi(T
∗
i T
∗
µTµTi).
Since V ∗µ Vµ = pi(T
∗
µTµ) is a projection we obtain
Vµpi(a) = VµV
∗
µ Vµpi(a) = Vµpi(T
∗
µTµa).
For µ ∈ Λ∗, let Eµ : T +E → A be the compression to the (∅, µ)-entry. Then Eµ is a contractive
map such that
Eµ(
∑
ν∈Λ∗l
Vνpi(aν)) = T
∗
µTµaµ.
Therefore every element f ∈ T +E can be written as
f = f ′ +
∑
µ∈Λ∗l
Vµpi(aµ)
with Eµ(f
′) = 0 for every µ ∈ Λ∗l . Moreover if f = g′+
∑
µ∈Λ∗l Vµpi(bµ) for some bµ ∈ A with
Eµ(g
′) = 0 for every µ ∈ Λ∗l , then
T ∗µTµ(bµ − aµ) = 0 for all µ ∈ Λ∗l ,
i.e. the coefficients aµ are unique modulo T
∗
µTµ, for every µ ∈ Λ∗l . Consequently we obtain
that
Vµpi(bµ) = Vµpi(T
∗
µTµbµ) = Vµpi(T
∗
µTµaµ) = Vµpi(aµ),
therefore
g′ = f −
∑
µ∈Λ∗l
Vµpi(bµ) = f −
∑
µ∈Λ∗l
Vµpi(aµ) = f
′,
which shows in what sense the decomposition is unique.
The universal property of OE obtained in Theorem 6.8 enables us to provide the following
result for the tensor algebra T +E .
Theorem 7.4. Let AEA be the C*-correspondence of a monomial ideal I C C 〈x1, . . . , xd〉.
Then the tensor algebra T +E is hyperrigid.
Proof. By [47] the C*-envelope of T +E is OE. Suppose that OE is generated by a family
{si}di=1 as in Theorem 6.8 and let Φ: OE → B(H) be a unital ∗-representation with Φ(si) =
Si. Let ρ : T +E → B(K) be a maximal dilation of Φ|T +E and write
ρ(si) =
[
Si Xi
Yi Zi
]
with respect to the decomposition of K = H ⊕ H⊥. We will denote by the same symbol
the unique extension of ρ to a representation of OE. Then the ρ(si) satisfy the relations of
Theorem 6.8. We aim to show that ρ is a trivial dilation. It suffices to show this for the
generators a ∈ A and si of T +E .
First Φ|A is a ∗-representation, hence it is a direct summand of ρ|A. Since Φ(T ∗i Ti) =
Φ(si)
∗Φ(si) = S∗i Si then by equating the (1, 1)-entries of the equation ρ(T
∗
i Ti) = ρ(si)
∗ρ(si)
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we get that Yi = 0 for all i = 1, . . . , d. If kerφE 6= (0) then there are words µi ∈ Λ∗ such
that µii /∈ Λ∗ and I − s∗µ1sµ1 . . . s∗µdsµd =
∑d
i=1 sis
∗
i . By applying ρ we obtain that
I −
[
Φ(s∗µ1sµ1 . . . s
∗
µd
sµd) 0
0 ∗
]
=
n∑
i=1
[
SiS
∗
i +XiX
∗
i ∗
∗ ∗
]
,
and by equating the (1, 1)-entries we obtain that Xi = 0 for all i = 1, . . . , d. Hence ρ is a
trivial dilation of Φ|T +E .
If kerφE = (0) then I =
∑d
i=1 sis
∗
i and a same computation completes the proof.
7.2. The tensor algebra AX. Let us continue with the analysis of the nonselfadjoint op-
erator algebra AX generated by the Tµ for µ ∈ Λ∗.
Proposition 7.5. Let X be the subproduct system of a monomial ideal I C C 〈x1, . . . , xd〉 of
finite type k and let q : C∗(T )→ C∗(T )/K(FX). Then q(AX) is hyperrigid in C∗(T )/K(FX),
hence C∗env(q(AX)) = C∗(T )/K(FX).
Proof. Let Φ: C∗(T )/K(FX)→ B(H) be a unital ∗-representation and let us write Φ(q(Ti)) =
Wi for all i = 1, . . . , d. Let ρ be a maximal dilation of Φ|q(AX) and let us denote by the same
symbol the extension of ρ to C∗(T )/K(FX). Then we get
ρ(q(Ti)) =
[
Wi Xi
Yi Zi
]
.
Applying Φ and ρ to the equation I =
∑d
i=1 q(Ti)q(Ti)
∗ and by equating the (1, 1)-entries
we get that Xi = 0 for all i = 1, . . . , d.
We will require one more equation from [80, Section 12]; that is
q(Ti)
∗q(Ti) =
∑
µ∈Eki
q(Tµ)q(Tµ)
∗ for all i = 1, . . . , d,
where Eki := {µ ∈ Λ∗k | iµ ∈ Λ∗}. For a short proof, recall that the T ∗i Ti is the projection on
the space
G := span{eµ | µ ∈ Λ∗ such that iµ ∈ Λ∗}.
Define the subspace
G′ := span{eµ | µ ∈ Λ∗ such that iµ ∈ Λ∗ and |µ| ≥ k}
of finite co-dimension in G; then
G′ = span{eµν | µν ∈ Λ∗ and µ ∈ Eki }.
Indeed, if w = µν with iµ ∈ Λ∗ then iw ∈ Λ∗, otherwise we would have a forbidden word
of length greater than k + 1 that does not contain a forbidden word. This expression of G′
shows that it is the range of the projection of
∑
µ∈Eki TµT
∗
µ .
Applying Φ and ρ to the above equation, and by restricting to the (1, 1)-entries we get
that Yi = 0 for all i = 1, . . . , d. Hence ρ(q(Ti)) is a trivial dilation of Wi for all the generators
of AX .
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Theorem 7.6. Let X be the subproduct system of a monomial ideal I C C 〈x1, . . . , xd〉 of
finite type and let q : C∗(T )→ C∗(T )/K(FX). Then items (1), (2), and (3) of the following
diagram hold:
q|AX is not completely isometric.KS
(1)

q|AX is completely isometric.KS
(2)

C∗env(AX) ' C∗(T )
(3)

KS
(4)
C∗env(AX) ' C∗(T )/K(FX)
(4)

KS
(3)
∀i = 1, . . . , d, ∃µi ∈ Λ∗.µii /∈ Λ∗. ∃i ∈ {1, . . . , d},∀µ ∈ Λ∗.µi ∈ Λ∗.
If in addition the µi can be chosen to have the same length then item (4) also holds. In
particular item (4) holds when the ideal I has no sinks on the left.
Proof. Referring to item (1), if q|AX is not completely isometric then we obtain C∗env(AX) '
C∗(T ) by [4, Theorem 2.1.1]. Conversely if C∗env(AX) ' C∗(T ) then q|AX cannot be com-
pletely isometric since K(FX) 6= (0).
Referring to item (2), if q|AX is completely isometric then Proposition 7.5 implies that
C∗env(AX) ' C∗(T )/K(FX). The converse is trivial.
Referring to items (3) and (4), if there is an i ∈ {1, . . . , d} such that µi ∈ Λ∗ for all µ ∈ Λ∗
then kerφE = (0) hence C
∗
env(T +E ) = OE = C∗(T )/K(FX) by Theorem 6.1. This shows that
q|T +E is completely isometric. Since AX ⊆ T
+
E by Corollary 7.1, then q|AX is completely
isometric, as well.
What remains to show is that if there are words µ1, . . . , µd ∈ Λ∗ of the same length such
that µii /∈ Λ∗ for all i = 1, . . . , d, then q|AX is not completely isometric. Initially the words
µi may not be distinct. However we can restrict to a subset and assume that we have n
distinct words µk such that for any i = 1, . . . , d there exists a ki ∈ {1, . . . , n} with µkii /∈ Λ∗.
Let the element T = Tµ1 + · · · + Tµn in AX . Then T ∗µiTµj = 0 since the distinct words have
the same length so that
‖T‖2 = ‖T ∗T‖ = ∥∥T ∗µ1Tµ1 + · · ·+ T ∗µnTµn∥∥ .
Recall that by Lemma 5.7 we have T ∗µ1Tµ1 · · ·T ∗µnTµn = P∅. By splitting every projection
into a sum of minimal subprojections with respect to the family {T ∗µiTµi | i = 1, . . . , n}
we find that the common subprojection P∅ = T ∗µ1Tµ1 . . . T
∗
µnTµn appears n times and con-
sequently ‖T‖2 = n. The same decomposition in the quotient shows that every subpro-
jection of q(T ∗µkTµk) appears at most n − 1 times since their only common subprojection
q(T ∗µ1Tµ1 . . . T
∗
µnTµn) is equal to q(P∅) = 0. Thus
‖q(T )‖2 = ∥∥q(T ∗µ1Tµ1) + · · ·+ q(T ∗µnTµn)∥∥ ≤ n− 1.
Therefore q|AX is not completely isometric in this case.
Finally we mention that if there are no sinks on the left for I then we can add more letters
to the left of each µi and arrange them to have the same length. Note that the new elements
will still satisfy the same condition.
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Remark 7.7. Let us compare the C*-correspondences E and q(E). In Remark 5.10 we
noted that C∗(T )/K(FX) is the Cuntz-Pimsner algebra of q(E). However C∗(T ) may not be
in general a relative Cuntz-Pimsner algebra of q(E) in the canonical way. Indeed, if it were
then T +E should be completely isometric to T +q(E) = q(T +E ), which we showed that does not
hold in general.
Remark 7.8. We wish to record here a different proof of item (3) of Theorem 7.6 that does
not use the facts that AX ⊆ T +E and q|T +E is completely isometric. It is an adaptation of
[47, Lemma 3.2] and it can be generalised to other subproduct systems where a convenient
relative Cuntz-Pimsner algebra may not be present.
Let us content ourselves in showing that the quotient map is isometric on the normed
algebra alg{1, T1, . . . , Td}. Let p(T ) be a polynomial in T1, . . . , Td, and let x be a unit vector
in the linear span of X(m) for m ≥ 0, such that ‖p(T )x‖ > ‖p(T )‖ − ε. We have that µin
is an allowed word for all n and all µ ∈ Λ∗, thus pm+n(y ⊗ ein) = pm(y)⊗ ein for all y ∈ X.
Let the contractive operator Ri ∈ B(FX) defined by
Riy = pm+1(y ⊗ ei) = pm(y)⊗ ei for y ∈ X(m).
Therefore Ri commutes with p(T ) and ‖Rni p(T )x‖ ≥ ‖p(T )‖ − ε. For every K ∈ K(FX) we
then have
‖p(T ) +K‖ ≥ ‖(p(T ) +K)Rni x‖ > ‖p(T )‖ − ε− ‖KRni x‖ .
Letting n→∞ we obtain ‖q(p(T ))‖ ≥ ‖p(T )‖ − ε for all ε, as required.
Remark 7.9. There is a similarity of Theorem 7.6 to what is known for commutative sub-
product systems. By [52] if X is a commutative subproduct system then C∗env(q(AX)) = OX
if and only if the shift [T1, . . . , Td] is essentially normal. By [7] monomial ideals in commut-
ing variables give rise to essentially normal shifts. Thus we obtain that C∗env(q(AX)) = OX
for monomial ideals in the commutative case as well. Recall that in the commutative case
all ideals are finitely generated.
Question 7.10. The only part in Theorem 7.6 where we use that I is of finite type is when
showing that if q|AX is isometric then C∗env(AX) = C∗(T )/K(FX). Finiteness is needed to
apply Proposition 7.5. We ask if Proposition 7.5 holds in general, or even more if equivalence
(2) of Theorem 7.6 holds in general.
We now give a universal property of C∗(T )/K(FX) for the case where I is of finite type
(compare the following with Theorem 6.8). This is an illustration of the utility of the dilation
techniques used for hyperrigidity.
Also we take this opportunity to fill a gap in the proof of [80, Theorem 12.7]. In particular,
the equation C∗(T ) = spanAXA∗X used in the proof of [80, Theorem 12.7] was not justified
therein. We do not know whether this claim is always true.
Theorem 7.11. Let I be a monomial ideal of finite type k. Then the algebra C∗(T )/K(FX)
is the universal C*-algebra generated by a row contraction s = [s1, . . . , sd] such that
(i) I =
∑d
i=1 sis
∗
i ;
(ii) p(s) = 0 for all p ∈ I;
(iii) s∗i si =
∑
µ∈Eki sµs
∗
µ where E
k
i = {µ ∈ Λ∗k | iµ ∈ Λ∗}, for all i = 1, . . . , d.
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Proof. Denote w = [q(T1), . . . , q(Td)]. The identities (i) and (ii) then hold for w. Identity
(iii) for w is provided in the course of the proof of Proposition 7.5. It remains to show
that whenever s is a d-tuple as in the statement of the theorem, then there exists a ∗-
homomorphism pi : C∗(T )/K(FX)→ C∗(s) with pi(wi) = si.
To this end, denote EX := spanAXA∗X . By [80, Theorem 8.2], there is a unital completely
positive map Ψ: EX → B(H) satisfying
Ψ(TµT
∗
ν ) = sµs
∗
ν and Ψ(ab) = Ψ(a)Ψ(b)
for all µ, ν ∈ Fd+ and for all a ∈ AX , b ∈ EX . Let Ψ denote also a unital completely positive
extension of Ψ to C∗(T ). Using property (i) for s and Lemma 4.2 items (vi) and (vii) for T ,
we find that K(FX) ⊆ ker Ψ. Indeed we directly compute
Ψ(TµP∅T ∗ν ) = Ψ(TµT
∗
ν )−
d∑
i=1
Ψ(TµTiT
∗
i T
∗
ν )
= sµs
∗
ν −
d∑
i=1
sµis
∗
νi = sµ(I −
d∑
i=1
sis
∗
i )s
∗
ν = 0,
for all rank one operators TµP∅T ∗ν in B(FX). Thus Ψ induces a unital completely positive
map Φ: C∗(T )/K(FX)→ B(H) for which Φ(q(a)) = Ψ(a), for all a ∈ C∗(T ). In particular,
we have Φ(wi) = si, as well as
d∑
i=1
Φ(wiw
∗
i ) = I =
d∑
i=1
sis
∗
i ,
and
Φ(w∗iwi) =
∑
µ∈Eki
Φ(wµw
∗
µ) =
∑
µ∈Eki
sµs
∗
µ = s
∗
i si,
for all i = 1, . . . , d. Let ρ : C∗(T )/K(FX) → B(K) be the Stinespring dilation of Φ. We
can now use the items (i), (ii), and (iii) as in the proof of Proposition 7.5 to obtain that
ρ|q(AX) is a trivial dilation of Φ|q(AX). Since q(AX) generates C∗(T )/K(FX) we get that Φ is
a ∗-representation.
Corollary 7.12. Let I be a monomial ideal of finite type k, and let s = [s1, . . . , sd] be a row
contraction satisfying items (i)–(iii) of Theorem 7.11. The each si is a partial isometry.
8. Encoding via C*-correspondences
We turn our attention to the classification of our data by using C*-correspondences. Our
aim is to show that C*-correspondences and their tensor algebras form a complete invariant
for monomial ideals up to local conjugacy of the induced quantised dynamics. To allow
comparisons we fix the following notation.
Let J be a monomial ideal of C 〈y1, . . . , yd′〉, and let BFB be the C*-correspondence
associated with J . We write M∗ for the allowable words related to J , and R∗wRw with
w ∈M∗ for the generators of B. Moreover suppose that ζi = R∗iRi ∈ B generate each direct
summand Fi of F as in Section 5.2. For [n]2 ≡ [n] = [n1n2 . . . nd′ ] ∈ {0, . . . , 2d′ − 1} we write
P[n] :=
∏
ni∈supp[n]
R∗iRi ·
∏
ni=0
(I −R∗iRi),
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for the minimal projections in C∗(I, R∗iRi | i = 1, . . . , d′). The quantised dynamics associated
with J are denoted by (B, β) where βi(b) = R∗i bRi for i = 1, . . . , d′. In analogy to E0 of
Remark 5.6 we write B0 and F0 for J .
8.1. Unitary equivalence. We collect a few facts about module maps and their matrix
representations. Since both EA and FB are finitely generated, an adjointable map (γ, U) is
characterised by the images U(δj) for j = 1, . . . , d. If U(δj) =
∑d′
i=1 ζibij with bij ∈ B, then
we can represent U as the matrix
[Θζibij ,δj ] :
E1...
Ed
→
F1...
Fd′
 : δj 7→ d′∑
i=1
ζibij,
which shows that L(E,F ) = K(E,F ). Since Θζibij ,δj = Θζi,δjγ−1(b∗ij) as well as ζi = ζi · R∗iRi
and δj = δj · T ∗j Tj, we obtain that the elements bij ∈ A are unique up to the equations
R∗iRibij = bij = bijγ(T
∗
j Tj) for all i = 1, . . . , d
′ and j = 1, . . . , d.
Conversely if there is a ∗-isomorphism γ : A → B then a matrix [bij] ∈ Md′×d(B) defines a
(γ, U) ∈ L(E,F ) by
U(δj) =
d′∑
i=1
ζibij for all j = 1, . . . , d.
Indeed we can write U =
∑d′
i=1
∑d
j=1 Θζibij ,δi . It is immediate that (Θζibij ,δi)
∗ = Θδjγ−1(bij)∗,ζi
so that the adjoint of U is given by
U∗(ζj) =
d∑
i=1
δiγ
−1(b∗ij) for all j = 1, . . . , d.
Both [bij] and [R
∗
iRibijγ(T
∗
j Tj)] produce the same U , thus the correspondence [bij] 7→ U is
not one-to-one. We will often be replacing the bij by the R
∗
iRibijγ(T
∗
j Tj). We will call this
procedure the calibration of [bij]. Hence the identity maps on E and on F are represented
respectively by
[tij] = diag{T ∗i Ti | i = 1, . . . , d}
and
[rij] = diag{R∗iRi | i = 1, . . . , d′}.
If ξ =
∑d
j=1 δjaj ∈ E is identified with the column vector [a1, . . . , ad]t ∈ ⊕di=1T ∗i TiA, then
U(ξ) may be identified with the vector [b1, . . . , bd′ ]
t ∈ ⊕d′j=1R∗iRiB where bi =
∑d
j=1 bijγ(aj).
Hence the composition (γ1, U1) ∈ L(E,F ) related to [bij] with (γ2, U2) ∈ L(D,E) related to
[aij] is represented by the matrix [bij] · [γ1(aij)]. In particular a W ∈ L(E) that is represented
by [wij] is injective (resp. surjective) if and only if there is a matrix [vij] ∈Md(A) such that
[vij] · [wij] = [tij] (resp. [wij] · [vij] = [tij]).
If in addition (γ, U) : AEA → BFB is a C*-correspondences map, then the left module
properties aδj = δjαj(a) and bζi = ζiβi(b) give that
d′∑
i=1
ζiβi(γ(a))bij = γ(a)U(δj) = U(δj)γ(αj(a)) =
d′∑
j=1
ζibijγ(αj(a)),
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for all a ∈ A. Therefore we get that
βiγ(·) bij = bij γαj(·) for all i = 1, . . . , d′ and j = 1, . . . , d.
Conversely if there is a ∗-isomorphism γ : A→ B, then a matrix [bij] ∈Md′×d(B) satisfying
βiγ(·) bij = bij γαj(·) defines a C*-correspondences map (γ, U) : AEA → BFB. In particular,
we can replace the coefficients bij with the calibrated elements R
∗
iRibijγ(T
∗
j Tj). This follows
by the fact that A and B are commutative, and because βi(·)R∗iRi = βi(·) and T ∗j Tjαj(·) =
αj(·).
Proposition 8.1. Let I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd′〉 be monomial ideals. If
there is an invertible C*-correspondence map between the associated C*-correspondences AEA
and BFB, then d = d
′, and∣∣{j ∈ {1, . . . , d} | P[n]γ(T ∗j Tj) 6= 0}∣∣ = | supp[n]|,
for all [n] ∈ {1, . . . , 2d′ − 1}.
Proof. Let (γ, V ) : E → F be an invertible C*-correspondence map. Then there are matrices
[bij] ∈Md′×d(B) and [aij] ∈Md×d′(A) such that [bij] · [γ(aij)] = [rij]. By symmetry there are
also matrices [fij] ∈ Md×d′(A) and [gij] ∈ Md′×d(B) so that [fij][γ−1(gij)] = [tij]. Without
loss of generality we may assume that all bij, aij, fij, and gij are calibrated.
First we show that d = d′. To this end for P := P[1...1] = R∗1R1 . . . R
∗
d′Rd′ we obtain that
P ⊗ Id′ · [bij] · [γ(aij)] · P ⊗ Id′ = P ⊗ Id′ · [rij] · P ⊗ Id′ .
Since P is a non-zero subprojection of every R∗iRi and by using commutativity of B we get
that
[PbijP ] · [Pγ(aij)P ] = P ⊗ Id′ .
This shows that the matrix [PbijP ] with entries from the commutative and unital C*-
algebra PBP is right invertible. As a consequence we obtain that d′ ≤ d. By symmetry on
[fij][γ
−1(gij)] = [tij] we obtain that d ≤ d′ as well.
We repeat for the minimal projections of C∗(R∗iRi | i = 1, . . . , d). Without loss of gener-
ality fix [n] = [1 . . . 10 . . . 0] and the associated projection
P := P[n] = R
∗
1R1 . . . R
∗
kRk(I −R∗k+1Rk+1) . . . (I −R∗dRd).
We may assume so by applying a permutation on the variables i = 1, . . . , d, which produces
a unitary equivalence on BFB. For convenience let us set
d− l = |{j = 1, . . . , d | Pγ(T ∗j Tj) = 0}|.
After permuting the variables (which produces a unitary equivalence on AEA), we may
assume that
{j = 1, . . . , d | Pγ(T ∗j Tj) = 0} = {l + 1, . . . , d}.
We aim to show that l = k. By commutativity in B we have that the equation
P ⊗ Id′ · [bij] · [γ(aij)] · P ⊗ Id′ = P ⊗ Id′ · [rij] · P ⊗ Id′ ,
implies [
[PbijP ]k×l 0
0 0
] [
[Pγ(aij)P ]l×k 0
0 0
]
=
[
[P ]k×k 0
0 0
]
.
Reasoning as above for the commutative and unital PBP we get that k ≤ l. To reach
contradiction suppose that k < l. Now P is written as the sum of Pγ(Q[m]) for [m] =
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0, . . . , 2d − 1 and k ≥ 1. Thus there exists an [m] with | supp[m]| = l > 1 such that
Pγ(Q[m]) 6= 0. Since we have permuted the variables to have
{j = 1, . . . , d | Pγ(T ∗j Tj) = 0} = {l + 1, . . . , d},
we can take
Q ≡ Q[m] = T ∗1 T1 . . . T ∗l Tl(I − T ∗l+1Tl+1) . . . (I − T ∗dTd).
Since Q is minimal and Pγ(Q) 6= 0, then we obtain that W := γ−1(P )Q = Q. Applying on
[fij] · [γ−1(gij)] = [tij] we obtain
[WfijW ]l×k · [Wγ−1(gij)W ]l×k = [WtijW ]l×l = W ⊗ Il.
Reasoning as above for the commutative unital C*-algebra QAQ we get that l ≤ k which is
a contradiction. Therefore k must be equal to l.
Proposition 8.2. Let I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd′〉 be monomial ideals, and
let AEA and BFB be the associated C*-correspondences. Then AEA is unitarily equivalent to
BFB if and only if:
(a) d = d′;
(b) there exists a ∗-isomorphism γ : A→ B; and
(c) there exist [bij] ∈Md(B) and [aij] ∈Md(A) such that βiγ(·)bij = bijγαj(·) and
(i)
∣∣{j ∈ {1, . . . , d} | P[n]γ(T ∗j Tj) 6= 0}∣∣ = | supp[n]|;
(ii) [P[n]bijP[n]] · [P[n]γ(aij)P[n]] = [P[n]rijP[n]];
for all the minimal projections P[n] ∈ C∗(R∗iRi | i = 1, . . . , d).
Proof. If (γ, V ) : E → F is an invertible C*-correspondence map then that d = d′ and item
(i) follow from Proposition 8.1. In this case if [bij] is the matrix associated with V and [aij] is
the matrix associated with V −1 then the identity V V −1 = IF implies that [bij]·[γ(aij)] = [rij].
Multiplying the latter equation by P[n] ⊗ Id and using commutativity of B gives item (ii).
Conversely, the assumption βiγ(·)bij = bijγαj(·) implies that the matrix [bij] defines a
C*-correspondence map between E and F . We may assume that the [bij] and (hence) the
[aij] are calibrated. Fix a minimal projection P ∈ C∗(R∗iRi | i = 1, . . . , d). Without loss of
generality we may suppose that
P = R∗1R1 . . . R
∗
kRk(I −R∗k+1Rk+1) . . . (I −R∗dRd).
After permuting the columns we have that item (ii) implies[
[PbijP ]k×l 0
0 0
] [
[Pγ(aij)P ]l×k 0
0 0
]
=
[
[P ]k×k 0
0 0
]
,
where l = |{j ∈ {1, . . . , d} | Pγ(T ∗j Tj) = 0}|. However item (i) implies that k = l. Since
PBP is stably finite with identity P we derive that[
[Pγ(aij)P ]k×k 0
0 0
] [
[PbijP ]k×k 0
0 0
]
=
[
[P ]k×k 0
0 0
]
.
Equivalently [Pγ(aij)P ] · [PbijP ] = [PrijP ]. By using commutativity once more we derive
that
P ⊗ Id · [γ(aij)] · [bij] = P ⊗ Id · [rij],
and the symmetrical
P ⊗ Id · [bij] · [γ(aij)] = P ⊗ Id · [rij],
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from item (ii). Since the projections P add up to an identity for the calibrated elements we
get that [bij] · [γ(aij)] = [rij] and that [γ(aij)] · [bij] = [rij]. The first equation shows that
the C*-correspondence map U : E → F associated with [bij] is surjective and the second one
that U is injective. Therefore the unitary U |U |−1 provides the unitary equivalence.
8.2. Isometric isomorphisms. The following result will be refined later by Corollary 8.12.
We include an independent proof as it provides evidence of some additional structure (see
also Remark 8.7).
Theorem 8.3. Let I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd′〉 be monomial ideals, and let
AEA and BFB be the associated C*-correspondences. The following are equivalent:
(i) T +E and T +F are completely isometrically isomorphic;
(ii) T +E and T +F are isometrically isomorphic;
(iii) AEA and BFB are unitarily equivalent.
Proof. The implications [(iii) ⇒ (i) ⇒ (ii)] are immediate by the general theory of C*-
correspondences. For the implication [(ii) ⇒ (iii)], fix an isometric isomorphism Φ: T +E →
T +F and denote γ = Φ|A. Recall that A and B are maximal C*-algebras inside T +E and T +F ,
respectively. Since γ is isometric it is a ∗-homomorphism and thus maps A into B. The
symmetrical argument for γ−1 = Φ−1|B gives that γ : A→ B is a ∗-isomorphism.
Let us fix notation. Suppose that T +E is generated by A and vj for j = 1, . . . , d, and that
T +F is generated by B and wi for i = 1, . . . d′.
Claim 1. There exists a C*-correspondence map (γ, U) : E → F .
Proof of Claim 1. By the Fourier analysis of Section 7.1 we can write
Φ(vj) = b0 +
(
d′∑
i=1
wibij
)
+ f,
with f having zero Fourier coefficients on ∅, 1, . . . , d′. Even more we can choose the bij so
that R∗iRibij = bij. Furthermore we have that
Φ(vj) = Φ(vjT
∗
j Tj) = Φ(vj)γ(T
∗
j Tj)
hence wibij = wibijγ(T
∗
j Tj). Thus we obtain the calibrated
bij = R
∗
iRibij = R
∗
iRibijγ(T
∗
j Tj) = bijγ(T
∗
j Tj).
Recall the algebraic relations
a · vj = vj · αj(a) and b ·wi = wi · βi(b).
Applying then Φ on the first one and using the second we derive that
γ(a)b0 +
(
d′∑
i=1
wiβiγ(a)bij
)
+ f ′ = b0γαj(a) +
(
d′∑
i=1
wibijγαj(a)
)
+ f ′′.
Then the uniqueness of the coefficients gives that βiγ(·) bij = bij γαj(·). Letting U : E → F
be determined by [bij] completes the proof of Claim 1.
Our goal is to show that U is invertible, since then U |U |−1 will produce the unitary
equivalence between E and F . We proceed in two steps.
Claim 2. The C*-correspondence map U : E → F is surjective.
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Proof of Claim 2. The arguments of [44, Lemma 4.2] apply in our case. Indeed the argu-
ments of [44, Lemma 4.2] depend only on surjectivity, continuity, and the covariant relations
βiγ(·) bij = bij γαj(·). Hence for any tuple [y1, y2, . . . , yd′ ] ∈ ⊕d′i=1B there exist a sequence(
[xk1, x
k
2, . . . , x
k
d]
)
k
in ⊕dj=1B such that
wiyi = lim
k
wi(bi1x
k
1 + bi2x
k
2 + · · ·+ bidxkd), for all i = 1, 2, . . . , d′.
Since R∗iRibij = bij we get that
R∗iRiyi = lim
k
bi1x
k
1 + bi2x
k
2 + · · ·+ bidxkd, for all i = 1, 2, . . . , d′.
Applying this for the tuples [R∗1R1, 0, . . . , 0], . . . , [0, . . . , 0, R
∗
dRd] and proceeding as in [44,
Proposition 4.3] we can find [xij] such that
‖[rij]− [bij][xij]‖ < 1,
where ‖·‖ denotes the norm in Md′(B). We may as well substitute xij by the elements
γ(T ∗i Ti)xijR
∗
jRj and still reach the same conclusion. Indeed we have that∥∥[rij]− [bij][γ(T ∗i Ti)xijR∗jRj]∥∥ = ∥∥[rij]− [bijγ(T ∗i Ti)][xijR∗jRj]∥∥
= ‖([rij]− [bij][xij])[rij]‖
≤ ‖[rij]− [bij][xij]‖ < 1.
Therefore we obtain that
[rij][bij][xij] = [bij][xij][rij] = [bij][xij].
Set for convenience g = [rij]− [bij][xij] which is a matrix in Md′(B). Then the series
∑N
n=1 g
n
converge and [rij]g = g[rij] = g. Therefore
[bij][xij] ·
∞∑
n=0
gn = ([rij]− g)
∞∑
n=0
gn = [rij].
Thus there is an element [cij] ∈Md′(B) such that
[bij][xij][cij] = [rij].
Letting [aij] = [γ
−1(xij)][γ−1(cij)] ∈ Md×d′(A) we obtain [bij][γ(aij)] = [rij]. Without loss of
generality we may assume that aij = T
∗
i Tiaijγ
−1(R∗jRj). This follows by the computation
[bij] · [γ(T ∗i Ti)γ(aij)R∗jRj] = [bij] · [γ(tij)] · [γ(aij)] · [rij]
= [bijγ(T
∗
j Tj)] · [γ(aij)] · [rij]
= [bij] · [γ(aij)] · [rij] = [rij].
Let (γ−1, V ) : F → E be the adjointable map associated with [aij]. We compute
UV (ζi) =
d∑
k=1
d′∑
l=1
ζlblkγ(aki) =
d′∑
l=1
ζlδl,iR
∗
iRi = ζiR
∗
iRi = ζi
hence UV = IF and the proof of Claim 2 is complete.
Reasoning with Φ−1 instead of Φ, we find that there exists a surjective C*-correspondence
map U˜ : F → E. Denote W = U˜U : E → E. The following claim will conclude the proof of
the theorem.
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Claim 3. The C*-correspondence map W : E → E is injective.
Proof of Claim 3. Denote by [wij] ∈Md(A) the matrix representing W . Since W is surjective,
there is a matrix [vij] such that
[wij] · [vij] = [tij].
It suffices to show that [vij] · [wij] = [tij] also holds. For this, it is enough to show that
Q[m] ⊗ Id · [vij] · [wij] = Q[m] ⊗ Id · [tij]
for every minimal projection Q[m] in C
∗(T ∗i Ti | i = 1, . . . , d), since these projections add up
to an identity of the entries by Lemma 4.4. As above, we may assume that every wij has
already been calibrated to satisfy wij = T
∗TiwijT ∗j Tj and similarly for vij.
To this end let Q[m] be a minimal projection in C
∗(T ∗i Ti | i = 1, . . . , d), which without loss
of generality we assume
Q ≡ Q[m] = T ∗1 T1 . . . T ∗kTk(I − T ∗k+1Tk+1) . . . (I − T ∗dTd).
Using commutativity of A, we have that
Q⊗ Id · [wij] · [vij] = Q⊗ Id · [tij]
implies [
[QwijQ]k×k 0
0 0
] [
[QvijQ]k×k 0
0 0
]
=
[
[Q]k×k 0
0 0
]
.
As QAQ is commutative, we have that
[QvijQ]k×k · [QwijQ]k×k = Q⊗ Ik.
Working backwards we find that Q⊗ Id · [vij] · [wij] = Q⊗ Id · [tij] as well and the proof of
Claim 3 is complete.
8.3. Local piecewise conjugacy. Davidson and Katsoulis [23] introduced the notion of
piecewise conjugacy for multivariable classical systems. Let X and Y be locally compact
Hausdorff spaces and suppose that σ1, . . . , σd are proper continuous self-mappings of X,
and τ1, . . . , τd are proper continuous self-mappings of Y . The classical systems (X, σ) ≡
(X, σ1, . . . , σd) and (Y, τ) ≡ (Y, τ1, . . . , τd) are called piecewise conjugate if there is a homeo-
morphism γs : Y → X, and for every y ∈ Y there is a permutation pi ∈ Sd and a neighbour-
hood Upi such that
γsτi|Upi = σpi(i)γs|Upi for all i = 1, . . . , d.
Equivalently there is an open cover {Upi | pi ∈ Sd} of Y such that the above equation holds.
By local compactness we can substitute the Upi by open subsets Vpi that are relatively compact
and Vpi ⊆ Vpi ⊆ Upi.
One of the breakthrough results of Davidson and Katsoulis [23, Theorem 3.22] is that
algebraic homomorphism of the tensor algebras associated with the dynamics implies piece-
wise conjugacy of the dynamics. In the appendix we include an alternative proof of [23,
Theorem 3.22]. We replace the nest representations of [23, 27] by the simpler compressions
of the Fock representation. We hope that this analysis will shed light to a general converse
of [23, Theorem 3.22] as well as will serve to clarify points as the following.
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Remark 8.4. Davidson and Katsoulis [23, Definition 1.2] consider the algebra A(X, σ)
generated by si and C0(X) separately, where the si form a row contraction and f · si =
sif · σi. The algebra A(X, σ) is called the tensor algebra in [23]. It is shown that A(X, σ)
is completely isometrically isomorphic to the tensor algebra T +E of a C*-correspondence E
[23, Theorem 2.10]. In particular E = ∑di=1 Ei where every Ei = C0(X) becomes a C*-
correspondence over C0(X) by defining
f · ξ · h = (ξh)fσi and 〈ξ, η〉 = ξ∗η.
However in general T +E is generated by sif and there is no apparent reason why the si can
be isolated from the f ∈ C0(X) when X is not compact. What holds is that T +E ⊆ A(X, σ).
However in the C*-correspondences literature the tensor algebra of (X, σ) is T +E and not
A(X, σ). The latter could be seen as the tensor algebra of the one-point compactification of
(X, σ).
It is not clear to us whether isomorphism of the tensor algebras in the sense of Davidson
and Katsoulis [23] implies isomorphism of the possibly smaller tensor algebras of the C*-
correspondences in the sense of Muhly and Solel [63]. In the appendix we show directly that
algebraic isomorphism of the tensor algebras of the C*-correspondences implies piecewise
conjugacy. This alternative proof obviously works also for the tensor algebras in the sense
of Davidson and Katsoulis [23].
The fact that A(X, σ) is generated by si and C0(X) separately is used in a non trivial
way in [23]. Examples include [23, Lemma 3.7 and Lemma 3.9] where the characters are
completely identified. Proving such remarks for T +E requires some extra work (respectively,
see Claim 1 in the appendix). A second example is [23, Example 3.14] in conjunction with
Claim 1 and Claim 6 of the appendix.
Davidson and Roydor [27] notice that the notion of piecewise conjugacy passes naturally to
the topological graphs in the sense of Katsura [49]. Let (X 0,X 1, rX , sX ) and (Υ0,Υ1, rΥ, sΥ)
be topological graphs on compact spaces X 0 and Υ0. They are said to be locally conju-
gate if there exists a homeomorphism γ0 : Υ
0 → X 0 such that for every y ∈ Υ0 there is a
neighbourhood U of y and a homeomorphism γ1 of s−1Υ (U) onto s−1X γ0(U) such that
sXγ1 = γ0sΥ|s−1Υ (U) and rXγ1 = γ0rΥ|s−1Υ (U).
Notice here that by definition s−1Υ (U) = ∅ if and only if s−1X γ0(U) = ∅.
In one of the main results, Davidson and Roydor [27, Theorem 4.5] show that algebraic
isomorphisms of the tensor algebras associated with compact topological graphs implies
local conjugacy. We note here that classical systems form topological graphs. Therefore [27,
Theorem 4.5] contains [23, Theorem 3.22] modulo the following remarks.
Remark 8.5. First [23, Theorem 3.22] concerns classical systems over locally compact
spaces in general. Secondly in the proof of [23, Theorem 3.22] it is shown that algebraic
homomorphisms are automatically continuous. An analogous observation in the proof of
[27, Theorem 4.5] is missing. However Davidson-Roydor make essential use of the fact that
the isomorphism is bounded, see for example [27, Last paragraph of page 1257]. Whether
algebraic isomorphisms of the tensor algebras are automatically continuous is something
unknown to us. In fact even for our case we are able to show that this holds only under an
assumption on the graph of the ideal (see Proposition 8.16 that will follow). Therefore one
may consider the isomorphisms in the results of [27] to be bounded.
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In Section 5.3 we observed that the C*-correspondence associated with a monomial ideal
can be realised as the C*-correspondence of a topological graph. Hence the investigation of
Davidson-Roydor [27] applies to our case. Our purpose however in the sequel is to identify
the translation of local conjugacy in terms of our original data as well as to expose the
implicit structure via the alternative proof that we offer.
Recall from Section 4.4 that the quantised dynamics (A,α) of the monomial ideal I C
C 〈x1, . . . , xd〉 correspond to continuous mappings ϕi : ΩiI → ΩI when identifying A with
C(ΩI). Similarly we denote by (ΩJ , ψ) the dynamical system associated with the monomial
ideal J C C 〈y1, . . . , yd〉. For the following discussion we identify the projections P[n] and
Q[m] with the clopen set in the spectrum of which each one is a characteristic function.
Definition 8.6. We say that the systems (ΩI , ϕ) and (ΩJ , ψ) are Q-P -locally piecewise
conjugate if there exists a homeomorphism γs : ΩJ → ΩI , and for every y ∈ P[n] there is a
neighbourhood U ⊆ P[n] of y and an [m] ∈ {0, 1, . . . , 2d−1} such that | supp[m]| = | supp[n]|,
γs(U) ⊆ Q[m], and
γsϕi|U = ψpi(i)γs|U ,
for a bijection pi : supp[m]→ supp[n].
Equivalently every P[n] ⊆ ΩJ has an open cover {Upi}pi indexed by the one-to-one corre-
spondences pi : supp[n] → {1, . . . , d} such that γs(Upi) ⊆ Q[m] for all [m] with supp[m] =
pi(supp[n]), and γsτpi(i)|Upi = ϕiγs|Upi . We do not exclude the case where Upi = ∅ for some pi.
Remark 8.7. The terminology we use follows the geometric observation that when restrict-
ing to P[n] then (locally) the systems look piecewise conjugate. The reason why the equation
| supp[m]| = | supp[n]| appears in the definition is actually implemented by Proposition 8.1.
We include the symbols P and Q in the definition to emphasise the use of the particular
projections.
Remark 8.8. Definition 8.6 suggests in particular that γs(P0) = Q0 for Q-P -locally piece-
wise conjugate systems. Indeed for y ∈ P0 the only [m] in {0, 1, . . . , 2d − 1} that has
| supp[m]| = 0 is [m] = 0, hence γs(y) ∈ Q0. Thus we also obtain that γ(A0) = B0 for the
∗-isomorphism γ : A→ B implemented by γs : ΩJ → ΩI .
Furthermore we can extend trivially the equality γsϕi|U = ψpi(i)γs|U from the i ∈ supp[n]
to all the i ∈ {1, . . . , d} by extending pi to an arbitrary permutation of {1, . . . , d}. Indeed let
γ : A → B be the ∗-isomorphism implemented by γs. By definition i /∈ supp[n] if and only
if pi(i) /∈ supp[m] since pi(supp[n]) = supp[m]. For all y ∈ P[n] there exists a neighbourhood
U of y such that γs(U) ⊆ Q[m]. This implies that γ−1(P )T ∗pi(i)Tpi(i) = 0 for all subprojections
P ⊆ P[n] and i /∈ supp[n]. Thus γ−1(P[n])T ∗pi(i)Tpi(i) = 0 when i /∈ supp[n]. Now we have to
verify that βiγ(a)P[n] = P[n]γαpi(i)(a) for all a ∈ A; equivalently that
R∗i γ(a)Ri ·R∗iRiP[n] = P[n]γ(T ∗pi(i)Tpi(i)) · γ(T ∗pi(i)aTpi(i))
for all a ∈ A and i ∈ {1, . . . , d}. This holds trivially for all i /∈ supp[n] since both sides are
zero, and it holds by definition when i ∈ supp[n]. In particular the equation βiγ(·)P[n] =
P[n]γαpi(i)(·) is redundant for [n] = 0.
The definition of local conjugacy passes to the systems implemented by (A0, α) and (B0, β)
as well by restricting to the [n] 6= 0 and the [m] 6= 0. In this case we write (Ω0,I , ϕ) and
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(Ω0,J , ψ) for the induced classical systems. There is a strong connection with (ΩI , ϕ) and
(ΩJ , ψ).
Proposition 8.9. Let I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd〉 be monomial ideals. Then
the corresponding systems (ΩI , ϕ) and (ΩJ , ψ) are Q-P -locally piecewise conjugate if and
only if the systems (Ω0,I , ϕ) and (Ω0,J , ψ) are Q-P -locally piecewise conjugate.
Proof. For the forward implication, Remark 8.8 gives that the isomorphism γ : A → B
implemented by γs : ΩJ → ΩI is such that γ(A0) = B0. For the converse it suffices to
show that the ∗-isomorphism γ : A0 → B0 implemented by γs : Ω0,J → Ω0,I extends to an
isomorphism γ˜ : A → B. Then Remark 8.8 provides the appropriate context to obtain the
locally conjugate relations. To this end recall that A0 ⊆ C∗(T ) with identity e = IFX − P0
by Lemma 4.4. Similarly we have f = IFY − Q0 for the identity of B0 ⊆ C∗(R), and so
γ(e) = f . We extend γ to the unitization
γ˜ : A0 + C · IFX → B + C · IFX
so that γ˜(IFX ) = IFY . However A0 +C · IFX = A and B0 +C · IFX = B and by construction
we obtain
R0 = IFY + f = γ(IFX ) + γ(e) = γ(P0).
The extension γ˜ is then the required ∗-isomorphism.
The next proposition provides the appropriate link with [27].
Proposition 8.10. Let I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd〉 be monomial ideals. Then
the topological graphs (Υ0I ,Υ
1
I , rI , sI) and (Υ
0
J ,Υ
1
J , rJ , sJ ) are locally conjugate if and only
if the systems (ΩI , ϕ) and (ΩJ , ψ) are Q-P -locally piecewise conjugate.
Proof. The converse implication is straightforward by applying the definitions. For the
forward implication suppose that the topological graphs are locally conjugate and fix a
y ∈ P[n] for some [n] ∈ {0, 1, . . . , 2d − 1}. By setting γs = γ0 we get the homeomorphism
γs : ΩJ → ΩI . Fix a point y ∈ ΩJ . Then γs(y) ∈ Q[m] for some [m] ∈ {0, 1, . . . , 2d − 1}.
By intersecting with γ−1s (Q[m]) and P[n] we may assume that the neighbourhood U of y
appearing in the definition of the local conjugacy satisfies both U ⊆ P[n] and γs(U) ⊆ Q[m].
Furthermore we obtain that the spaces
s−1J (U) = {(i, u) | i ∈ supp[n], u ∈ U} = unionsqi∈supp[n]U
and
s−1I γs(U) = {(j, γs(u)) | j ∈ supp[m], u ∈ U} = unionsqj∈supp[m]γs(U)
are homeomorphic by γ1. This implies that supp[n] = ∅ if and only if supp[m] = ∅ thus
γs(y) ∈ Q0 for every y ∈ P0. In this case the local conjugacy is verified trivially.
Hence from now on we turn our attention to the case where [n] 6= 0, for which we have
that [m] 6= 0 as well. If γ1(i, u) = (j, γs(u′)) for some j ∈ supp[m] and some u′ ∈ U , then we
obtain that
γs(u) = γ0sJ (i, u) = sIγ1(i, u) = sI(j, γs(u′)) = γs(u′),
hence γ1(i, u) = (j, γs(u)) for some j ∈ supp[m]. Our aim is to show that for every fixed i
we get that the equation γ1(i, u
′) = (ji, γs(u′)) holds for all u′ ∈ U and with the same ji.
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That is, every copy of U in s−1J (U) maps exactly onto a copy γs(U) of s−1I γs(U). Then we
get a bijection pi : i 7→ ji of supp[n] onto supp[m] which for all u ∈ U implies the required
γsψi(u) = γ0rJ (i, u) = rIγ1(i, u) = rI(ji, γs(u)) = ϕjiγs(u) = ϕpi(i)γs(u).
To achieve this we will further substitute U by a V ⊆ U in the following way. Recall that
γ1|{1}×U is a homeomorphism onto its image. If γ1(1, y) = (i1, γs(y)) then select V1 ≡ W1 ⊆ U
such that
γ1({1} × V1) ⊆ {i1} × γs(U).
This can be achieved by considering (the projection of) the open set
({1} × U) ∩ γ−11 ({i1} × γs(U)).
Now repeat the arguments above for V1 in place of U . If γ1(2, y) = (i2, γs(y)) then select
V2 ⊆ U such that
γ1({2} × V2) ⊆ {i2} × γs(U).
Restrict further toW2 := V1∩V2 and repeat forW2 in place of U . By construction we obtain
γ1({1} ×W2) ⊆ {i1} × γs(U) and γ1({2} ×W2) ⊆ {i2} × γs(U).
Proceed inductively. Without loss of generality we may assume that supp[n] = {1, 2, . . . , N},
and supp[m] = {1, 2, . . . , N ′}. The bijection i ↔ ji will be obtained after N steps, unless
N ′ 6= N . But if N > N ′ then there would be a step N ′ + 1 for which we would have that
γ1({N ′ + 1} ×WN ′) ⊆ ∪N ′j=1{ij} × γs(WN ′) = γ1(∪N
′
j=1{j} × U),
thus {N ′+1}×WN ′ intersects some {j}×U for some j = 1, . . . , N ′ which is a contradiction;
hence N ≤ N ′. On the other hand if N < N ′ then we would have that the inverse image
of {N ′} × γs(WN) under γ1 intersects ∪Nj=1{j} × WN and hence by composing with γ1 we
derive that {N ′} × γs(WN) intersects some of the {j} × γs(WN) for j = 1, . . . , N , which is
again a contradiction. Thus N ′ = N and the pairing is the one claimed.
Remark 8.11. Local conjugacy is easy to illustrate for monomial ideals of finite type. In
this case the C*-algebra A is finite because of Proposition 4.9. Then the dynamical system
(Ω, ϕ) can be represented by a graph with vertices being the points of Ω, and from every
ω ∈ Ω there is an edge to ϕi(ω) if and only if ω ∈ Ωi. That is, every vertex ω ∈ Q[m] has
{ei}i∈supp[m] emitting edges, so that if s(ei) = ω then r(ei) = ϕi(ω). We call the resulting
graph GI the graph of I. Then local conjugate systems of finite type monomial ideals
correspond to isomorphic graphs of the monomial ideals.
8.4. Bounded isomorphisms. The spaces ΩI and ΩJ are compact and have dimension
0. Hence the results on topological graphs from [27] apply in our case. Nevertheless we
show that such a corollary can be derived by applying locally our alternative proof of [23,
Theorem 3.22]. The reader is referred to the appendix which contains the alternative proof
of [23, Theorem 3.22] and the required elements for obtaining the following corollary.
Corollary 8.12. Let I CC 〈x1, . . . , xd〉 and J CC 〈y1, . . . , yd′〉 be monomial ideals. Let AEA
and BFB be the C*-correspondences associated with I and J , respectively. Furthermore let
(ΩI , ϕ) and (ΩJ , ψ)) be the corresponding quantised dynamics. The following are equivalent:
(i) T +E and T +F are completely isometrically isomorphic;
(ii) T +E and T +F are isomorphic as topological algebras;
(iii) (ΩI , ϕ) and (ΩJ , ψ) are Q-P -locally piecewise conjugate;
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(iv) E and F are unitarily equivalent.
If E0 and F0 are the minimal C*-correspondences associated with I and J , and (Ω0,I , ϕ) and
(Ω0,J , ψ) are the corresponding quantised dynamics, then any of the items above is equivalent
to any of the items below:
(v) T +E0 and T +F0 are completely isometrically isomorphic;
(vi) T +E0 and T +F0 are isomorphic as topological algebras;
(vii) (Ω0,I , ϕ) and (Ω0,J , ψ) are Q-P -locally piecewise conjugate;
(viii) E0 and F0 are unitarily equivalent.
Proof. For the implication [(iii) ⇒ (iv)] we will construct a matrix [bij] that provides an
invertible map between E and F . Let the projection P[n] for some [n] 6= 0. Without loss of
generality we may assume that
P[n] = R
∗
1R1 . . . R
∗
kRk(I −R∗k+1Rk+1) . . . (I −R∗dRd).
Then the P[n] is paired with some Q[m] with
k = | supp[n]| = | supp[m]|.
Since ΩJ is totally disconnected, so is P[n]. Hence we can replace the open cover of P[n]
(given by the piecewise conjugacy on P[n]) with a cover by compact subsets. Now we can
proceed as in the second part of the proof of [23, Proposition 3.20] to show that there is a
partition into clopen sets Vpi such that γsϕi|Vpi = ψpi(i)γs|Vpi . As in [23, Corollary 3.28] let
the k × k matrix [bij,[n]] with bij,[n] = δi,pi(i)χVpi which intertwines
{ψi}i∈supp[n] and {ϕj}j∈supp[m].
By direct computation we obtain
[bij,[n]]
∗[bij,[n]] = P[n] ⊗ Ik = [bij,[n]][bij,[n]]∗.
Then the matrix
[bij] =
d∑
[n]=1
P[n] ⊗ Ik · [bij,[n]]
defines the required unitary C*-correspondence map.
The implications [(iv) ⇒ (i) ⇒ (ii)] are immediate. To show that item (ii) implies item
(iii) fix a bounded algebraic isomorphism Φ: T +E → T +F . Then Φ implies a homeomorphism
between the character spaces, say γc. The restriction of every character of T +F to B is a point
evaluation. Our first objective is to show that γc induces a homeomorphism γs : ΩJ → ΩI
by collapsing the characters into the single points. To this end recall that the algebra T +E
is generated by the Ti and the a ∈ A separately, and that aTi = Tiαi(a). These are the
requirements for applying [23, Lemmas 3.7 and 3.9] to obtain that the maximal analytic
sets Bω in the character space are parameterized by the ω ∈ ΩI so that
Bω := {θ ∈MT +E | θ|C(ΩI) = evω}.
Furthermore each Bω is homeomorphic to a ball of dimension equal to the number of the ϕi
for which ϕi(ω) = ω. Since γc maps maximal analytic sets onto maximal analytic sets, then
the required γs is well defined (and a homeomorphism). In particular we get that if θ is a
character of T +F such that θ|B = evy then θΦ|A = evx with γs(y) = x.
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Fix y in the support of the P[n] with k = | supp[n]|. Here we do not exclude the case k = 0.
Without loss of generality we may assume that
P[n] = R
∗
1R1 . . . R
∗
kRk(I −R∗k+1Rk+1) . . . (I −R∗dRd).
Define the orbit representation piy : C(ΩJ)→ B(Ky) where Ky = ⊕µ∈M∗C by
piy(g) = diag{gψµ(y) | µ ∈M∗}.
Define also Vy,i ≡ Vy(Ri) : Ky → Ky by
Vy(Ri)eν =
{
eiν if iν ∈M∗,
0 otherwise.
Then (Vy × piy) defines a completely contractive representation of T +F . Let E denote the
compression onto the subspace generated by {e∅, e1, . . . , ed′} and let {Eij | i, j = 0, 1, . . . , d′}
denote the standard matrix basis in Md′(C). Then
E(Vy × piy)(Rig) = gψi(y)Ei0 for all i = 1, . . . , k,
whereas
E(Vy × piy)(Rig) = 0 for all i = k + 1, . . . , d′.
The former holds by definition and the latter holds since
E(Vy × piy)(Rig) = E(Vy × piy)(RiR∗iRig)
= E(Vy × piy)(Rig ·R∗iRi)
= E(Vy × piy)(Rig)E(Vy × piy)(R∗iRi)
= gψi(y)Ei0
(
0 · E00 +
d′∑
i=1
kiEii
)
= 0,
where the ki are some values of the function R
∗
iRi along the orbit of y. Consequently if we
write Φ(Q) = g0 + (
∑d′
i=1 wigi) + Z for Q ∈ T +E then we get
E(Vy × piy)Φ(Q) =

g0(y) . . . 0 0 . . . 0
...
. . .
...
... . . .
...
gk(y) . . . g0ψk(y) 0 . . . 0
0 . . . 0 g0ψk+1(y) . . . 0
...
...
...
...
. . .
...
0 . . . 0 0 . . . g0ψd′(y)

.
By compressing even further to the subspace generated by {e∅, e1, . . . , ek} we have set the
right context to apply locally the ideas from the appendix. By proceeding as in Claim 3 of
the appendix and thereon we derive item (iii). Note that if y ∈ P0 then we cannot have that
γs(y) ∈ Q[m] for any [m] 6= 0. Therefore γs(y) ∈ Q0.
Similar arguments show that the items (v), (vi), (vii) and (viii), are equivalent. Then
Proposition 8.9 gives the equivalence of item (vii) with item (iii) and the proof is complete.
Question 8.13. We ask whether Corollary 8.12 holds at the level of algebraic isomorphisms
between T +E and T +F .
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The next example shows that the commutative C*-algebras A and B cannot distinguish
between the quantised dynamics related to the ideals I and J . Neither can the C*-modules
EA and FB. It is only after taking into consideration all this structure and the left action
that we can distinguish between the quantised dynamics at hand.
Example 8.14. Consider the ideals I = 〈x1x2, x2x1〉 and J = 〈x21, x22〉 in C 〈x1, x2〉, as in
Example 4.15. Let T1, T2 (resp. R1, R2) be the operators corresponding to I (resp. to J )
and AEA (resp. BFB) be the associated C*-correspondence.
Then T ∗1 T1 is the projection on the span of {e∅, e1n | n ≥ 1}, and T ∗2 T2 is the projection
on the span of {e∅, e2n}. For every µ 6= ∅, we find that T ∗µTµ = T ∗1 T1 if µ has no 2’s in it,
T ∗µTµ = T
∗
2 T2 if µ has no 1’s in it, and T
∗
µTµ = 0 otherwise. Similarly, when µ 6= ∅ then
R∗µRµ is the projection onto the span of {e∅, e1, e12, e121, . . . } if µ is an alternating sequence
of 1’s and 2’s ending with 2. On the other hand R∗µRµ is the projection onto the span of
{e∅, e2, e21, e212, . . . } if µ is an alternating sequence of 1’s and 2’s ending with 1; and it is 0
otherwise.
Then we may identify both A and B with the continuous functions on {0, 1, 2}, with T ∗1 T1
and R∗1R1 corresponding to χ{0,1} and with T
∗
2 T2 and R
∗
2R2 corresponding to χ{0,2}. The
inner product map (γ, U) given by
U(λT1 + kT2) = λR1 + kR2
and the ∗-isomorphism
γ(λT ∗1 T1 + kT
∗
2 T2) = λR
∗
1R1 + kR
∗
2R2
is a unitary equivalence of the Hilbert C*-modules E and F .
However, these two Hilbert C*-modules are not unitarily equivalent as C*-correspondences.
Indeed, the quantised dynamical systems of this example were calculated in Example 4.15,
and we see that the resulting graphs obtained by Remark 8.11 are not isomorphic. Let us
also provide the following direct operator theoretic argument to show this. Write
U(Tj) = R1b1j +R2b2j for j = 1, 2,
where b1j ∈ R∗1R1B and b2j ∈ R∗2R2B. We must also have that
γ(T ∗j Tj) = 〈UTj, UTj〉 = b∗1jb1j + b∗2jb2j.
Furthermore the left covariance of U means that
0 = U(T ∗1 T1 · T2) = γ(T ∗1 T1) (R1b12 +R2b22) .
It must be that γ(T ∗j Tj) is the sum of two minimal projection, so it is one of R
∗
1R1, R
∗
2R2 or
1−R∗1R1R∗2R2.
First assume that γ(T ∗1 T1) = R
∗
1R1. Since
R∗1R1 ·R1 = R1β1(R∗1R1) = R1R∗1R∗1R1R1 = 0,
and
R∗1R1 ·R2 = R2β2(R∗1R1) = R2R∗2R∗1R1R2 = R2,
we must have that b22 = 0. Therefore we get that
γ(T ∗2 T2) = b
∗
12b12 ∈ R∗1R1B.
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However γ(T ∗2 T2) is either R
∗
2R2 or 1 − R∗1R1R∗2R2, neither of which is in R∗1R1B. This
contradiction shows that γ(T ∗1 T1) cannot be R
∗
1R1. On the other hand the flips
R1 ↔ R2 and R∗1R1 ↔ R∗2R2
extend to an automorphism of F since J is symmetrical. Therefore γ(T ∗1 T1) cannot be R∗2R2,
either. Finally we have that γ(T ∗1 T1) = 1− R∗1R1R∗2R2 is also not an option. Indeed in this
case γ(T ∗2 T2) should be either R
∗
1R1 or R
∗
2R2. This is impossible by symmetry.
8.5. Automatic continuity. We are able to answer Question 8.13 for a specific class of
monomial ideals, for which algebraic isomorphisms onto their tensor algebras are automat-
ically continuous. The arguments follow a trick that Donsig, Hudson and Katsoulis [29]
established following ideas of Sinclair [81]. Let φ : A → B be an algebraic epimorphism for
the Banach algebras A and B. The discontinuity of φ is quantified by the ideal
S(φ) := {b ∈ B | ∃(an) ⊆ A such that an → 0 and φ(an)→ b}.
By the closed graph theorem then φ is continuous if and only if S(φ) = (0).
Lemma 8.15 (Sinclair). Let φ : A → B be an algebraic epimorphism between the Banach
algebras A and B, and let a sequence (bn) in B. Then there exists an N ∈ N such that
b1b2 . . . bNS(φ) = b1b2 . . . bnS(φ)
and
S(φ)bnbn−1 . . . b1 = S(φ)bNbN−1 . . . b1
for all n ≥ N .
Proposition 8.16. Let E be a C*-correspondence associated to a monomial ideal I in
C 〈x1, . . . , xd〉. Suppose that for every ν ∈ Λ∗ there are words w, z ∈ Λ∗ such that wnzν ∈ Λ∗
for all n ∈ N. Then an algebraic epimorphism φ : A → T +E for any Banach algebra A is
continuous.
Proof. To reach contradiction let 0 6= x ∈ S(φ). By the Fourier transform we may assume
that x = Tµa for some µ ∈ Λ∗ and a ∈ A. Moreover we take µ to be of minimal length, i.e.
if Tνa ∈ S(φ) for |ν| < |µ| then Tνa = 0. Let ν1, ν2 ∈ Λ∗ such that 〈Tµaeν1 , eν2〉 6= 0. By
assumption let w, z ∈ Λ∗ such that wnzν2 ∈ Λ∗ for all n ∈ N. Then we obtain
〈T nwTzµaeν1 , ewnzν2〉 = 〈Tµaeν1 , T ∗z T ∗wnewnzν2〉 = 〈Tµaeν1 , eν2〉 6= 0.
Consequently T nwTzµa 6= 0 for all n ∈ N and in particular Tzµa is a non-trivial element in
S(φ). By applying Lemma 8.15 for bn = Tw we get that
TNw Tzµa ∈ T nwS(φ)
for all n ≥ N . In particular this is true for n = N + |z|+ 1. However the Fourier coefficients
of the elements in T nwS(φ) are supported on words with length at least N + |z| + 1 + |µ|,
whereas TNw Tzµa is supported on a word with length exactly N + |z|+ |µ|. This leads to the
contradiction TNw Tzµa = 0.
Remark 8.17. The assumption in Proposition 8.16 can be verified for monomial ideals that
are either of finite or infinite type. An example in the case of infinite type is provided by
the monomial ideal generated by {xynx | n ∈ N} of C 〈x, y〉.
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On the other hand there are monomial ideals of infinite type for which the assumption in
Proposition 8.16 does not hold. For example suppose that the monomial ideal in C 〈x, y〉 is
such that the allowable words are either of the form
xyxy2xy3 . . . ynx , xyxy2xy3 . . . xyn ,
and
yxyx2yx3 . . . xny , yxyx2yx3 . . . yxn ,
for all n ∈ Z+, or sub-words of these words.
Question 8.18. In view of Question 8.13 we ask whether the assumption in Proposition
8.16 holds for all monomial ideals of finite type.
8.6. Local conjugacy and C*-algebras. Next we show how local conjugacy affects the
related C*-algebras. Recall that local conjugacy coincides with unitary equivalence by Corol-
lary 8.12. By the remarks preceding Proposition 2.2 we have that local conjugacy implies
∗-isomorphisms of the Toeplitz-Pimsner and the Cuntz-Pimsner algebras, as well as complete
isometric isomorphisms of the tensor algebras. Below we show that the same is true for the
C*-algebras C∗(T ) and C∗(R), and their quotients by the compacts.
Corollary 8.19. Let I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd′〉 be monomial ideals. If the
quantised dynamics are Q-P -locally piecewise conjugate then C∗(T ) ' C∗(R), and moreover
C∗(T )/K(FX) ' C∗(R)/K(FY ).
Proof. Let us denote by tµ and rν the generators in T +E and T +F . Local conjugacy implies
a unitary equivalence (γ, U) : E → F , in which case we get that d = d′ by Proposition 8.1.
Let [bij] be the associated matrix and let the ∗-isomorphism Φ: TE → TF such that
Φ(a) = γ(a) for all a ∈ A, and Φ(tj) =
d∑
i=1
ribij for all j = 1, . . . , d.
By Proposition 6.3 the C*-algebras C∗(T ) and C∗(R) are respectively quotients of TE and TF .
By Proposition 2.2 then Φ implements a ∗-isomorphism Φ′ : C∗(T ) → C∗(R) if it maps the
ideal generated by {I − t∗µtµ | µ ∈ Λ∗} in A into the ideal generated by {I − r∗wrw | w ∈M∗}
in B.
For µ = j ∈ {1, . . . , d} we compute
Φ(I − t∗j tj) = I −
d∑
k,i=1
b∗ijr
∗
i rkbkj = I −
d∑
i=1
b∗ijr
∗
i ribkj.
However by unitary equivalence we have that r∗j rj =
∑d
i=1 b
∗
ijbij, therefore
Φ(I − t∗j tj) = I − r∗j rj +
d∑
i=1
b∗ijbij −
d∑
i=1
b∗ijr
∗
i ribij
= I − r∗j rj +
d∑
i=1
b∗ij (I − r∗i ri) bij.
Hence Φ(I − t∗j tj) is in the required ideal. If µ = jl then we may write
I − t∗jltjl = I − t∗l tl + t∗l tl − t∗l t∗j tjtl = I − t∗l tl + t∗l (I − t∗j tj)tl.
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It suffices to restrict our attention to t∗l (I − t∗j tj)tl. We then compute
Φ(t∗l (I − t∗j tj)tl) = Φ(tl)∗Φ(I − t∗j tj)Φ(tl) =
d∑
i,k=1
b∗ilr
∗
i xrkbik,
where x is the sum of elements b∗(I − r∗wrw)c for some b, c ∈ B and some words w ∈M∗. By
using the covariant relation we get that
b∗ilr
∗
i b
∗(I − r∗wrw)cribik = b∗ilβi(b)∗(r∗i ri − r∗i r∗wrwri)βi(c)bik
= −b∗ilβi(b)∗(I − r∗i ri)βi(c)bik+
+ b∗ilβi(b)
∗(I − r∗wirwi)βi(c)bik
which shows that Φ(t∗l (I − t∗j tj)tl) is in the required ideal. Therefore Φ(I − t∗jltjl) is in the
required ideal. Induction on the length of the words µ then finishes the proof of C∗(T ) '
C∗(R).
On the other hand Proposition 6.3 implies that the quotient C∗(T )/K(FX) is the A-relative
Cuntz-Pimsner algebra of E. Trivially γ(A) = B and Proposition 2.2 finishes the proof of
the second part.
Remark 8.20. A similar analysis can be carried out for the q(E) and q(F ) of Remark 5.10.
The reason is that the unitary equivalence mappings are defined by a family of ∗-algebraic
relations.
In particular we have that if E and F are unitarily equivalent then q(E) and q(F ) are
unitarily equivalent as well. Indeed if E and F are injective then this is immediate by the
fact that the restriction of q to T +E is completely isometric and because the ∗-isomorphism
Φ: C∗(T ) → C∗(R) is such that Φ(a) = γ(a) and Φ(tj) =
∑d
i=1 ribij. If E is not injective
then so is F and in particular γ(kerφE) = kerφF . However Proposition 5.8 implies that
kerφE = CP∅ and kerφF = CP∅. Consequently we obtain that γ(P∅) = P∅. Therefore
Φ(K(FX)) = K(FY ) and C∗(T )/K(FX) is ∗-isomorphic to C∗(R)/K(FY ) by some Φ′ with
Φ′(q(a)) = q(γ(a)) and Φ′(q(tj)) =
∑d
i=1 q(ri)q(bij). Then Φ
′|q(A) is a ∗-isomorphism onto
q(B) and the q(bij) form a matrix that corresponds to a C*-correspondence map. The fact
that [bij] defines a unitary C*-correspondence map between E and F is translated into some
∗-algebraic relations, e.g. ∑dk=1 bikb∗jk = δi,jt∗i ti. Applying Φ′ to these we obtain a set of
∗-algebraic relations which give that the C*-correspondence map associated with [q(bij)] is
unitary.
The converse of this phenomenon does not hold. For a counterexample let E be associated
with the monomial ideal I generated by(
x1x2
x2x1 x
2
2
)
in C 〈x1, x2〉, and let F be associated with the monomial ideal J x1x2 x1x3x2x1 x22 x2x3
x3x1 x3x2 x
2
3

in C 〈x1, x2, x3〉. Then E and F cannot be unitarily equivalent as they are related with rings
on a different number of symbols. However q(E) and q(F ) are both C over C since there
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exists only one infinite word in both cases, i.e. the sequence (x1), and so they are trivially
unitarily equivalent.
9. Encoding via subproduct systems
We turn our attention to the classification of our data by using the subproduct systems.
Our aim is to show that subproduct systems and their tensor algebras form a complete
invariant for monomial ideals up to a permutation of the generators. We will require some
useful algebraic facts.
Lemma 9.1. Let I be a monomial ideal of C 〈x1, . . . , xd〉. Then the group of the graded
automorphisms of C 〈x1, . . . , xd〉 /I is a linear algebraic group.
Proof. Without loss of generality we may assume that I does not contain any of the xi.
Otherwise we restrict our attention to C 〈x1, . . . , xn〉 /I ′ where x1, . . . , xn /∈ I, xn+1, . . . , xd ∈
I and I ′ = I ∩ C 〈x1, . . . , xn〉. Let zi = xi + I be the generators of the quotient. Then the
embedding
φ 7→ [aij], where φ(zj) =
d∑
i=1
aijzi,
from the graded automorphisms of C 〈x1, . . . , xd〉 /I inside GLd(C) is an injective group
homomorphism. Injectivity is immediate as the zi generate the quotient. To see that [aij] is
indeed invertible, recall that φ is graded hence its restriction to the linear span of the zi is
onto itself. Then we get
f(
d∑
i=1
ai1xi, . . . ,
d∑
i=1
aidxi) = 0 for all f ∈ I,
and at the same time
f(
d∑
i=1
bi1xi, . . . ,
d∑
i=1
bidxi) = 0 for all f ∈ I,
where [bij] = [aij]
−1. On the other hand, if [aij] ∈ GLd(C) satisfies the above equations then
it readily defines an automorphism of C 〈x1, . . . , xd〉 /I.
Let the ring (C[y11, . . . , ydd]) 〈x1, . . . , xd〉 of polynomials on the noncommuting variables
xi with co-efficients from C[y11, . . . , ydd] so that yij · xk = xk · yij. Then for any polynomial
f ∈ I we have that
f(
d∑
i=1
yi1xi, . . . ,
d∑
i=1
yidxi) =
∑
xµ /∈I , |µ|≤deg f
gf,µ(y11, . . . , ydd)x
µ
for some polynomial expressions gf,µ in C[y11, . . . , ydd]. Since the xµ form a basis we obtain
that
f(
d∑
i=1
yi1xi, . . . ,
d∑
i=1
yidxi) = 0 ⇐⇒ gf,µ(y11, . . . , ydd) = 0 for all gf,µ.
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Therefore we have that an invertible matrix [aij] satisfies
f(
d∑
i=1
ai1xi, . . . ,
d∑
i=1
aidxi) = 0 for all f ∈ I,
if and only if the tuple (a11, . . . , add) ∈ Cd2 is a solution for the system of polynomials
{gf,µ | f ∈ I, xµ ∈ I}. The latter set may be infinite. However the gf,µ are polynomials
in C[y11, . . . , ydd], hence we can find a finite set of such polynomials with the same set of
solutions. In a similar way if [bij] = [aij]
−1 then
f(
d∑
i=1
bi1xi, . . . ,
d∑
i=1
bidxi) = 0 for all f ∈ I,
if and only if the (b11, . . . , bdd) ∈ Cd2 is a solution for the system of polynomials {g′f,µ | f ∈
I, xµ ∈ I}. This can be substituted again by a finite set of monomials with the same set of
solutions. Recall that the bij are polynomial expressions of the aij. Hence we may view the
g′f,µ as polynomials on the y11, . . . , ydd as well. Therefore we have that an invertible matrix
[aij] defines a graded automorphism of C 〈x1, . . . , xd〉 /I if and only if the d2-tuple (aij) of
its entries forms a solution for a finite set of polynomials, and the proof is complete.
Now we are in position to apply the arguments of [16, Theorem 5.27] to achieve the
required classification.
Theorem 9.2. Let X and Y be subproduct systems associated with the homogeneous ideals
I C C 〈x1, . . . , xd〉 and J C C 〈y1, . . . , yd′〉. Without loss of generality suppose that xi /∈ I
and yj /∈ J for all i, j. The following are equivalent:
(i) AX and AY are completely isometrically isomorphic;
(ii) AX and AY are algebraically isomorphic;
(iii) C 〈x1, . . . , xd〉 /I and C 〈y1, . . . , yd′〉 /J are algebraically isomorphic by a graded iso-
morphism;
(iv) X and Y are similar;
(v) X and Y are isomorphic;
(vi) d = d′ and there is a permutation on the variables y1, . . . , yd such that I and J are
defined by the same words.
Proof. The implications [(vi) ⇒ (v) ⇒ (iv)], [(iv) ⇒ (iii)], [(iv) ⇒ (ii)] and [(vi) ⇒ (i)] are
immediate. Moreover the implication [(i) ⇒ (v)] is shown in Theorem 3.4. To finish the
proof we will show that [(ii) ⇒ (iii) ⇒ (vi)].
Suppose that item (ii) holds. Then by Lemma 3.3 we may suppose that there is a graded
isomorphism φ : AX → AY . As in the proof of [31, Proposition 6.17] we get a family of
isomorphisms
Vn := pnφ|X(n) : X(n)→ Y (n)
where we identify X(n) with t∞(X(n)). In particular each Vn implies an isomorphism be-
tween {f + I | deg f = n} and {g + J | deg g = n}. Applying to X(1) = Cd we obtain
that d = d′. Because the family of Vn respects the associative product rule of the subprod-
uct systems, it extends to a graded algebraic isomorphism between C 〈x1, . . . , xd〉 /I and
C 〈y1, . . . , yd〉 /J .
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Suppose that item (iii) holds for an algebraic isomorphism φ. Let TI be the subgroup of the
graded automorphisms of C 〈x1, . . . , xd〉 /I defined by xi 7→ λixi, i.e. TI is a torus. Now TI is
a maximal torus inside GLd(C), thus it is also a maximal torus inside the group of the graded
automorphisms of C 〈x1, . . . , xd〉 /I. The group of automorphisms of C 〈x1, . . . , xd〉 /J con-
tains two maximal tori; the TJ and the φTIφ−1. By Lemma 9.1 we can apply Borel’s
Theorem [14, Corollary 11.3 (1)] which states that all maximal tori in an algebraic group
are conjugate. Hence we obtain a graded automorphism ρ of C 〈x1, . . . , xd〉 /J such that
ρ−1TJ ρ = φTIφ−1. By substituting φ with ρφ we have that there exists a graded isomor-
phism
φ : C 〈x1, . . . , xd〉 /I → C 〈x1, . . . , xd〉 /J
such that φTI = TJφ. If [aij] is the invertible matrix related to φ then we obtain that for
every diagonal matrix D1 there is a diagonal matrix D2 such that [aij]D1 = D2[aij].
By the Leibniz formula for the determinant there is a permutation pi ∈ Sd such that
Πdj=1api(j)j 6= 0. Let Api be the corresponding permutation matrix and set [bij] = Api[aij].
Since [aij]D1 = D2[aij] for the diagonal matrices D1 and D2 then we may write
[bij]D1 = Api[aij]D1 = ApiD2[aij] = ApiD2A
−1
pi [bij].
The matrix ApiD2A
−1
pi is again diagonal, as it is produced by permuting the diagonal elements
ofD2 by pi. Hence for every λ = (λ1, . . . , λd) ∈ Cd there exists an r ≡ r(λ) = (r1, . . . , rd) ∈ Cd
such that
bijλj = ribij for all i, j = 1, . . . , d.
Since bii 6= 0 we get that λi = ri for all i = 1, . . . , d. By choosing non-zero λi ∈ C such
that λi 6= λj for i 6= j we get that bij = 0 for i 6= j. Hence the matrix [bij] is diagonal.
Consequently the matrix [aij] associated with the graded isomorphism
φ : C 〈x1, . . . , xd〉 /I → C 〈x1, . . . , xd〉 /J
is diagonal up to a permutation pi of the rows. Therefore we get that φ(xi+I) = api(i)iypi(i)+J
with api(i)i 6= 0, which completes the proof.
Remark 9.3. Theorem 9.2 reads the same also for monomials in commuting variables, with
the proof following verbatim.
Remark 9.4. There is a direct proof of the implication [(iv) ⇒ (vi)] of Theorem 9.2 that
does not pass through item (iii). By Theorem 3.4, this proof suffices also to give Theorem
9.2 for bounded isomorphisms.
Recall that similarity in particular implies that d = d′. Let {e1, . . . , ed} and {f1, . . . , fd} be
the canonical orthonormal bases for X(1) and Y (1), respectively. Fix a similarity V = (Vn)
for which we obtain
V1ej =
d∑
i=1
vijfi for j = 1, . . . , d.
Now V1 may not be a permutation and we quantify this by defining
Q(m) = {i ∈ {1, . . . , d} | vim 6= 0} for m = 1, . . . , d.
Thus V1 permutes the basis elements if and only if every Q(m) is a singleton.
Claim. If m1 . . .mn is a forbidden word in X then i1 . . . in is a forbidden word in Y for all
(i1, . . . , in) ∈ Q(m1)× · · · × Q(mn).
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Proof of Claim. Recall from Section 2.3 that Vnpn = qnV
⊗n
1 . Therefore V
⊗n
1 maps X(1)
⊗n	
X(n) into Y (1)⊗n 	 Y (n). Hence, if m1 . . .mn ∈ FXn then we get that V ⊗n1 (em1 ⊗ · · · ⊗ emn)
is spanned by some fν with ν ∈ FYn . For every (i1, . . . , in) ∈ Q(m1) × · · · × Q(mn), there
corresponds a nonzero summand in this expansion, namely
vi1m1 · · · vinmnfi1 ⊗ · · · ⊗ fin .
It follows that fi1 ⊗ · · · ⊗ fin is not in Y (n) for each (i1, . . . , in) ∈ Q(m1) × · · · × Q(mn).
Hence we must have that fi1 ⊗ · · · ⊗ fin ⊥ Y (n). Therefore i1 . . . in is a forbidden word, and
the proof of the claim is complete.
Since V1 is an isomorphism then [vij] is in GLd(C). By the Leibniz formula for the
determinant there is a permutation pi ∈ Sd such that vipi(i) 6= 0 for all i = 1, . . . , d. This
permutation defines an automorphism on Y , hence we may assume that vii 6= 0 up to a
permutation on the {y1, . . . , yd}. Then by the claim above we get that FXn ⊆ FYn for all n.
This means that after applying a permutation on the {y1, . . . , yd} we have that I ⊆ J . By
symmetry and simple dimensional considerations, it follows that I = J after permuting the
variables.
With a little more care, such arguments could also settle algebraic homomorphisms. This
requires a combination with a weaker notion of similarity V = (Vn) where a uniform bound
for the Vn is not provided. We leave the details to the interested reader.
Remark 9.5. In Remark 9.4 we begin with any similarity and show that it induces a per-
mutation of the elements. On the other hand, in the proof of [(iv) ⇒ (vi)] of Theorem 9.2
we isolate a similarity which is shown to be diagonal up to a permutation of the columns.
Thus it is natural to ask whether all similarities are of this form. Equivalently if the auto-
morphisms of a subproduct system X are toric up to a permutation. This is not true and
here is a counterexample that settles this for more general homogeneous ideals beyond the
monomial ones.
Recall that if I = (0) then any unitary defines an automorphism of Ad. Therefore if I is
generated by polynomials in the first symbols x1, . . . , xn from {x1, . . . , xd} with n < d, then
any matrix V = In ⊕ U with U a unitary in Md−n(C) defines an automorphism of AX for
X = XI . Then U can be chosen so that V is not diagonal up to a permutation.
Remark 9.6. Theorem 9.2 implies that two tensor algebras AX and AY are isomorphic
as algebras if and only if they are isomorphic as topological algebras. However we do not
claim that every algebraic isomorphism is automatically continuous. We are able to show
automatic continuity under the assumption that for every ν ∈ Λ∗ there are w, z ∈ Λ∗ such
that wnzν ∈ Λ∗ for all n ∈ Z+. The proof follows verbatim the proof of Proposition 8.16.
Remark 9.7. Item (iii) in Theorem 9.2 shows that rigidity of subproduct systems is con-
nected to rigidity phenomena for the quotients C 〈x1, . . . , xd〉 /I and C 〈y1, . . . , yd〉 /J . This
is an exceptional behaviour, and for general homogeneous ideals this is far from being true.
In particular in the commutative case there are examples of ideals I and J in C[x1, . . . , xd]
such that C[x1, . . . , xd]/I is isomorphic to C[x1, . . . , xd]/J , but AX is not (algebraically)
isomorphic to AY . Such an example appears in [25, Example 8.6]. These examples can
be pulled back to ideals in noncommuting variables by considering homogeneous ideals that
contain the commutator ideal.
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From Theorem 9.2 we derive that if AX and AY are isomorphic then T +E and T +F are iso-
morphic as well, where E and F are the C*-correspondences related to I and J , respectively.
Indeed equality of the monomial ideals up to a permutation produces a unitary equivalence
by permuting the generators. The following counterexample shows that the converse fails.
Example 9.8. Consider the monomial ideals I and J in C 〈x1, x2, x3, x4〉:
x1x1 x1x2 x1x3
x2x1 x2x2 x2x4
x3x1 x3x2 x3x3
x4x1 x4x2 x4x4


x1x1 x1x2 x1x3 x1x4
x2x1 x2x2
x3x1 x3x2 x3x3
x4x1 x4x2 x4x4

generating set for I generating set for J
Then the resulting graphs from the quantised dynamics are:
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graph for I graph for J
where 0 = [∅]1, 12 = [1]1 = [2]1, 3 = [3]1 and 4 = [4]1. The only difference is in the right
bottom arrow: in one graph it is labeled 1 (meaning that ϕ1 maps 4 to 1) and in the other
it is labeled 2. The two graphs are isomorphic (they are the same when removing labels)
hence the quantised dynamical systems are Q-P -locally piecewise conjugate. However, the
dynamical systems are not conjugate, and there is no permutation taking I onto J . Thus T +E
and T +F are completely isometrically isomorphic, while AX and AY are not even algebraically
isomorphic.
10. Comparison with other constructions
There are several possible ways in which to associate an operator algebra with a given
monomial ideal I. In this section we show how some natural candidates (several of which
have been considered in the literature) differ from the algebras that we are considering herein.
In the last subsection we will show that when I comes from a sofic subshift, and E is the
C*-correspondence that we have associated with I, then OE can be constructed as the graph
C*-algebra of the follower set graph of the subshift.
10.1. Graph constructions. It is natural to associate a certain graph with every monomial
ideal.
Definition 10.1. The left graph GI,l of I (resp. the right graph GI,r of I) is the subgraph
of the directed left (resp. right) Cayley graph of Fd+ consisting of the vertices Λ∗ and the
edges connecting them.
Therefore the set of vertices of the graph GI,l is the set of legal words, and there is a
directed edge from µ to ν if and only if there is some i ∈ {1, . . . , d} such that ν = iµ. We
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caution the reader not to confuse the left graph with the graph GI constructed from the
quantised dynamics in Remark 8.11.
Quiver algebras. From every directed graph G one may construct the so-called quiver algebra
T +(G) [46, 82] (quiver is just another way of saying directed graph). This is the tensor
algebra of the C*-correspondence related to G. It was proved in [46] that two quiver algebras
are isomorphic as topological algebras if and only if the underlying graphs are isomorphic.
Therefore, a reasonable way to encode the information in I is to form the quiver algebra
T +(GI,l) of the left graph GI,l of the ideal I.
In general, the quiver algebra T +(GI,l) differs from the nonselfadjoint operator algebras
T +E and AX . To see this, recall Example 8.14. For that example we consider the ideals
I = 〈x1x2, x2x1〉 and J = 〈x21, x22〉 in C 〈x1, x2〉 which give rise to the non unitarily equivalent
C*-correspondences E and F . Thus T +E and T +F are not isomorphic as topological algebras
by Corollary 8.12. On the other hand, the graphs GI,l and GJ ,l are the same as they consist
of two directed infinite paths with a common source. Thus the quiver algebras T +(GI,l) and
T +(GJ ,l) are isometrically isomorphic. Therefore at least one of the quiver algebras must be
different as a topological algebra from the tensor algebras.
In fact Proposition 8.16 applies in this case to conclude that any algebraic isomorphism
from a Banach algebra onto T +E is continuous. It then follows from the above argument that,
in general, the quiver algebra T +(GI,l) and the tensor algebra T +E are not even algebraically
isomorphic.
Using the same example together with Theorem 9.2 we find that the tensor algebras AX
do not coincide (even just as algebras) in general with the quiver algebras. The same is true
when considering the right graphs due to the symmetry of I and J .
Graph C*-algebras with the notation of [76]. On the other hand, from every graph G one
may also construct its graph C*-algebra C∗(G). In this section we use the recent terminology
as it appears in [76]. Again this algebra is different from the C*-algebras that we consider
here.
The example provided by I = 〈x1x2, x2x1〉 in C 〈x1, x2〉 does the job. Indeed, the left
graph of GI,l can be drawn as follows
· · · •v−2
f−3
oo •v−1
f−2
oo •v0
f−1
oo
f1
// •v1
f2
// •v2
f3
// · · · ,
where the central vertex corresponds to the empty word. Let {en} be the standard o.n. basis
of `2(Z). Then a Cuntz-Krieger family {Pn, Lm | n ∈ Z,m ∈ Z∗} is given by the following
finite rank operators
Pn = Θen,en for all n ∈ Z, and Lm =
{
Θem−1,em for m ≥ 1,
Θem+1,em for m ≤ −1,
where Θx,y(z) = 〈z, x〉 y (in contrast to what the symbol Θ means for C*-correspondences).
By the gauge invariant uniqueness theorem, this Cuntz-Krieger family integrates to a faithful
representation of the graph algebra.
The graph C*-algebra C∗(GI,l) is generated by compact operators hence it contains only
compact operators. Since Θem,en ∈ C∗(GI,l) for all m,n ∈ Z, we find C∗(GI,l) = K(`2(Z)).
On the other hand the graph algebra of C∗(T ) is irreducible and contains a non compact
operator, thus it cannot be ∗-isomorphic to C∗(GI,l) (it is not CCR). The graph algebra is
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also not isomorphic to C∗(T )/K, as the latter is ∗-isomorphic to C(T)⊕C(T) being generated
by two partial isometries v, u satisfying v∗v = vv∗ ⊥ u∗u = uu∗.
The same is true when considering the graph algebra of GI,r which coincides with GI,l due
to the symmetry of I.
Graph C*-algebras with older notation. The notation in graph algebras has changed recently.
Previously the role of the source in the Cuntz-Krieger equations was played by the range
and vice versa. Here we mention that even in this case the C*-algebras are again different.
Indeed, let again I = 〈x1x2, x2x1〉 in C 〈x1, x2〉 with the graph
· · · •v−2
f−3
oo •v−1
f−2
oo •v0
f−1
oo
f1
// •v1
f2
// •v2
f3
// · · · ,
where the central vertex corresponds to the empty word. Let {en} be the standard o.n.
basis of `2(Z), let H = `2(Z) ⊕ C. Denote by f a unit vector in the summand C. Then a
Cuntz-Krieger family {Pn, Lm | n ∈ Z,m ∈ Z∗} on H is given by the following finite rank
operators L−1 = Θe−1,f and
Pn =
{
Θe0,e0 + Θf,f if n = 0,
Θen,en for n 6= 0,
and Lm =
{
Θem,em−1 for m ≥ 1,
Θem,em+1 for m ≤ −2,
In particular this Cuntz-Krieger family integrates to a faithful representation of the graph
algebra. In this case the graph algebra is again K ⊕ K. Indeed, the right branch of the
graph generates a C*-algebra isomorphic to K(`2(N)), and the left branch generates another
copy of K(`2(N)) that is orthogonal to the first copy. Reasoning as above we arrive at the
conclusion that the “old” graph C*-algebras are also different from the C*-algebras that we
consider.
10.2. Dynamical systems. Let Λ be a two-sided subshift, as described in Section 4.3.
Then we have the topological dynamical system (Λ, σ) defined by the left shift σ on Λ.
Reasonable candidates to encode this system are the C*-crossed product C(Λ)×σ Z and the
(nonselfadjoint) semicrossed product C(Λ)oσ Z+ [71].
10.2.1. Semicrossed product. The semicrossed product C(Λ)×σZ+ is defined as the universal
nonselfadjoint operator algebra generated by vnf for f ∈ C(Λ) and n ∈ Z+, where v is a
contraction such that f · v = vfσ. Consequently for any λ = (xn) ∈ Λ we have that the
mapping
Φ(
∑
n
vnfn) =
[
f0(λ) 0
f1(λ) f0σ(λ)
]
defines a completely contractive representation of C(Λ)×σ Z+. Furthermore conjugate sub-
shifts have completely isometric isomorphic semicrossed products. A stronger converse is
given by Davidson and Katsoulis [22]: algebraic isomorphism of semicrossed product im-
plies conjugacy of the associated C*-dynamics.
Recall that conjugate subshifts may be defined on a different number of symbols. Since
the number of symbols is an invariant for the tensor algebra AX related to Λ, then AX
cannot be algebraically isomorphic to C(Λ)×σ Z+.
On the other hand suppose that T +E and C(Λ)×σ Z+ are algebraically isomorphic. Then
we may proceed as in Claim 6 of the appendix and find a column (c11, . . . , cd1)
t ∈ Cd that
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is a left invertible matrix. However this is a contradiction unless d = 1. In this (only) case
both algebras T +E and C(Λ)×σ Z+ are simply the disc algebra A(D).
10.2.2. Crossed product. Furthermore we compare C(Λ)oσZ with C∗(T ) and C∗(T )/K(FX).
This provides also a comparison with OE. Since OE is a quotient of TE this provides also a
comparison with TE. In particular we claim that in general the C*-crossed product differs
from these C*-algebras.
For the first counterexample let I be the monomial ideal in C 〈x1, x2〉 generated by
{x1x2, x2x1}. Then the system (Λ, σ) is identified with the identity map on two points.
Therefore C(Λ)oσZ ' C({0, 1})⊗C(T), thus it is commutative. However both OE ' C∗(T )
and TE for this example are not commutative. Indeed we have that T ∗1 T2 = 0 whereas
T2T
∗
1 e1 = e2.
For the second counterexample let I be the trivial zero ideal in C 〈x1, x2〉. Then OE is
the Cuntz algebra O2 on two generators. However the system (Λ, σ) contains fixed points.
For example let the point (xn) with xn = 1 for all n ∈ Z. Therefore C(Λ) oσ Z contains
non-trivial (Fourier-invariant) ideals and cannot be ∗-isomorphic to the simple C*-algebra
OE ' C∗(T )/K(FX).
10.3. Subshift constructions. In the following presentation we will follow as much as
possible the notation of each work to facilitate comparison. We point out that it should not
be confused with the notation we have fixed for our analysis.
10.3.1. Matsumoto’s approach [58]. Given a two-sided subshift (Λ, σ) Matsumoto [58] builds
the C*-algebras C∗(T ) and C∗(T )/K(FX). The latter is denoted by OΛ and it is the main
subject in Matsumoto’s work. As we have illustrated OE is not C∗(T )/K(FX) in general.
Even more the restriction of the quotient map on the space generated by the Ti (or on the
C*-algebra A) is not isometric unless E is injective. This follows by the remarks in Section
2.2 and Proposition 6.4.
For a concrete example (and ad-hoc arguments) consider the forbidden words {12, 21} in
the shift space {1, 2}. Indeed in this case we get that T ∗1 T1 + T ∗2 T2 = I + P∅ therefore
‖T1 + T2‖2 = ‖T ∗1 T1 + T ∗2 T2‖ = 2,
whereas
‖q(T1 + T2)‖2 = ‖q(T ∗1 T1 + T ∗2 T2)‖ = 1,
for the quotient mapping q : C∗(T )→ C∗(T )/K(FX).
10.3.2. Carlsen’s approach [17]. Carlsen [17] revisited the C*-algebras that arise from a right
subshift X. His approach is directed in giving a C*-algebra that has an additional universal
property [17, Introduction]. To do this he constructs an injective C*-correspondence HX
of which he takes the relative Cuntz-Pimsner algebra with respect to the ideal φ−1HX(K(HX)),
following the work of Pimsner [72] and Schweizer [77]. At this point we would like to inform
the reader that we could not trace reference no.15 of [77]; this reference is essential for the
proof of the main theorem of [77].
Carlsen’s C*-correspondence HX is over the C*-algebra D˜X, which differs from A of Propo-
sition 4.7; therefore HX differs from E. Let us give the definition of D˜X. On the topological
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space X define the sets
C(µ, ν) = {νw ∈ X | µw ∈ X, w ∈ X},
and let D˜X be the C*-subalgebra of the bounded functions on X generated by the character-
istic functions on C(µ, ν).
In the particular case of the forbidden words {12, 21} on the symbol space {1, 2} we see
that X consists of two points and D˜X = C({0, 1}). However for the same subshift the
C*-algebra A of Proposition 4.7 is C({0, 1, 2}).
10.3.3. Carlsen-Matsumoto approach [18]. Matsumoto [60], and Carlsen and Matsumoto
[18] focus on the C*-algebra q(A) for the canonical quotient map q : C∗(T )→ C∗(T )/K(FX).
In his early work [60] Matsumoto gives a description for the compact Hausdorff space that
identifies the commutative C*-algebra q(A). Later Carlsen and Matsumoto [18] revisited
this claim which they show to be incorrect in general. They make several points.
First of all they consider right subshifts XΛ that arise in the following way. Given a
two-sided subshift (Λ, σ) on the symbol space {1, . . . , d} let
XΛ = {(x1, x2, . . . ) | ∃(yn) ∈ Λ.yn = xn for all n ≥ 1}.
This is the “positive part” of the elements in Λ. For l ≥ 0 they define the equivalence relation
∼l on XΛ by
µ ∼l ν ⇔ {w ∈ Λ∗l | wµ ∈ XΛ} = {w ∈ Λ∗l | wν ∈ XΛ}.
Define Ωl := XΛ/ ∼l and note that there is an onto mapping Ωl+1 → Ωl. Then let Ω be the
projective limit of Ωl with respect to these onto maps. It worths comparing these definitions
with the ones in Section 4.4 where we consider elements in Λ∗ instead of XΛ.
Secondly they show [18, Lemma 2.2] that C(Ω) coincides with C∗(S∗µSµ | µ ∈ Λ∗) where
the Si act on the Hilbert space H =
〈
e(xn) | (xn) ∈ XΛ
〉
by
Sie(xn) =
{
e(i,(xn)) if (i, (xn)) ∈ XΛ,
0 otherwise.
Moreover they identify [18, Lemma 2.9] the C*-algebra q(A) with the continuous functions
on another space Ω∗. Let Ω∗l be the set of the equivalence classes on the finite words µ in Λ
∗
l
for which the set {w ∈ Λ∗ | w ∼l µ} is infinite. Then q(A) is identified with the continuous
functions on the projective limit of the Ω∗l .
Furthermore they show [18, Corollary 3.3] that the mapping q(Ti) 7→ Si defines a ∗-
isomorphism between C∗(T )/K(FΛ) and the C*-algebra C∗(S) generated by the Si, under
the assumption that the subshift satisfies condition (*) and condition (I). Condition (I) is
crucial for the results in [18]. For example [18, Corollary 3.3] is true for the full shift on
Σ = {1, 2}. But it fails to be true in general. For the forbidden words {12, 21} on the symbol
set {1, 2} we see that S1 = S∗1S1 since XΛ consists of the points (11 . . . ) and (22 . . . ). If
there was a ∗-isomorphism such that q(Ti) → Si then C∗(S) would admit a gauge action,
say {βz}z∈T. Then
0 = βz(S1 − S∗1S1) = zS1 − S∗1S1 = (z − 1)S1,
for every z ∈ T which leads to the contradiction S1 = 0.
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The interested reader should be warned here that several results on subshifts hold for C∗(S)
whereas other hold for C∗(T )/K(FΛ). Carlsen and Matsumoto provide a very illuminating
discussion and description of their results in the introduction of [18].
10.4. OE as a graph C*-algebra. Let Λ be a two-sided sofic subshift. If I is the monomial
ideal generated by forbidden words in Λ, then we can form the C*-algebra OE for the
associated C*-correspondence E. We thus obtain a new C*-algebra that is constructed out
of a subshift Λ, and one may ask whether this algebra is a reasonable one to consider.
Our goal in this section is to show that OE arises from Λ via two well known and natural
constructions: roughly speaking, it is the graph C*-algbera of the follower set graph of Λ.
The same analysis can be carried out for one sided sofic subshifts.
Let us introduce the follower set graph of a subshift Λ. A useful reference for this material
is [55, Chapter 3], but we warn the reader that we reverse some of the notation. If Λ is a
two-sided subshift, then the follower set of µ ∈ Λ∗ is the set
FΛ(µ) := {w ∈ Λ∗ | wµ ∈ Λ∗}.
Note that different allowable words can have the same follower set. In fact, when Λ is sofic
then there are only finitely many follower sets [55, Theorem 3.2.10]. The follower set graph
is then defined to be the labeled graph whose vertices are parameterized by the follower
sets, and there is exactly one edge labeled i from F (µ) to F (iµ) when iµ is allowable. We
allow the empty word to have its own follower set — this may or may not coincide with the
follower set of another word.
As in Remark 4.11, when Λ is sofic then there exists some k such that Ωk = Ωn = Ω for
all n ≥ k and so the quantized dynamics are defined on a discrete space. In [10, Section 5]
it was observed that one may identify the follower set graph with the labeled graph of the
quantised dynamics (as in Remark 4.14). That is, the quantised dynamics, when viewed as
a labeled graph, give us the familiar follower set graph of a subshift.
Now, from the labeled follower set graph of Λ we obtain a directed unlabeled graph by
simply erasing all the labels. Note here that we do not identify different edges, we just forget
about their labels. Let us call this graph the underlying graph of the follower set graph, and
let it be denoted by G = (G0, G1). Thus, G0 is the finite set Ω, and G1 consists of all pairs
of points (u, v) ∈ Ω× Ω, for which there is some map ϕi with ϕi(u) = v.
In Section 5.3 we saw that the associated C*-correspondence E coincides with Katsura’s
[49] topological graph determined by the quantised dynamical system. But under the as-
sumption that E comes form a sofic two-sided subshift, this topological graph is just the
finite underlying graph of the follower set graph G discussed in the previous paragraph. So
E is the C*-correspondence of G, and hence we conclude (using [48, Proposition 3.10]) that
OE ' C∗(G), i.e, OE is the graph C*-algebra of the follower set graph.
Since the complete details of the isomorphism OE ' C∗(G) are hard to find in the litera-
ture, and also because our notation differs from that used by Katsura in [48], we pause to
justify and make explicit this isomorphism.
Proposition 10.2. Let E be the C*-correspondence of a sofic subshift Λ, and let G =
(G0, G1) be the underlying unlabeled graph of the follower set graph of Λ. Then OE is ∗-
isomorphic to C∗(G).
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Proof. Let (pi, t) be the universal covariant representation of (A,E) in OE and define the
families
P = {pi(a) | a is a minimal projection in A},
and
S = {t(Tia) | i = 1, . . . , d ; a ≤ T ∗i Ti ; a is a minimal projection in A}.
Since pi(T ∗i Tia) = t(Tia)
∗t(Tia), then t(Tia) 6= 0 if and only if a ≤ T ∗i Ti, when a is minimal.
As the minimal projections of A sum up to the identity we have that
t(Ti) =
∑
{t(Tia) | a ≤ T ∗i Ti ; a is a minimal projection in A}.
We will show that the family (P ,S) is a Cuntz-Krieger family for G. As (P ,S) is generating
for OE and admits a gauge action, the gauge invariant uniquesness theorem (for graph C*-
algebras) will then show that C∗(G) and OE are ∗-isomorphic.
The minimal projections in the finite dimensional algebra A are precisely the characteristic
functions of points in Ω = G0. Hence the family P consists of mutually orthogonal (nonzero)
projections corresponding to the vertices in G0.
Next, we shall show that every element in S is a nonzero partial isometry corresponding
to an edge in G1. Let a be the minimal projection corresponding to a point va ∈ G0 = Ω.
If a ≤ T ∗i Ti, then va ∈ Ωi. Thinking of Ti as in the picture given in Section 5.3, we have
that Ti corresponds to the characteristic function of all the edges labeled i emitted from
Ωi (see the proof of Proposition 5.4 and the discussion above it). Therefore, Tia is the
characteristic function of an edge e ∈ G1, (which originally had a label i) coming out of the
point s(e) = va ∈ Ωi, and going into some point ϕi(va) = r(e). Moreover, as a ≤ T ∗i Ti, we
find that a∗T ∗i Tia = a
∗a = a 6= 0, so we get
t(Tia)
∗t(Tia) = pi(〈Tia, Tia〉) = pi(a∗T ∗i Tia) = pi(a).
This shows that all elements of S are partial isometries which satisfy the first Cuntz-Pimsner
relation
S∗eSe = Ps(e).
It remains to show the second Cuntz-Pimsner relation, namely∑
e∈r−1(v)
SeS
∗
e = Pv for |r−1(v)| 6= 0.
Fix a vertex v ∈ G0 = Ω that is not source and let b ∈ A denote the minimal projection
corresponding to this point. We need to show that∑
ϕi(va)=v
t(Tia)t(Tia)
∗ = pi(b),
where va ∈ G0 is the point corresponding to a minimal projection a ∈ A, such that (va, v) ∈
G1. We sum over all i and va such that φi(va) = v, and this amounts to summing over all
edges e ∈ G1 for which v = r(e). Now, by definition of ψt (see Section 2.2),∑
ϕi(va)=v
t(Tia)t(Tia)
∗ = ψt(
∑
ϕi(va)=v
ΘTia,Tia).
We will now show that ∑
ϕi(va)=v
ΘTia,Tia = φE(b).
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To see this, we fix ξ ∈ E, and compute∑
ϕi(va)=v
ΘTia,Tiaξ =
∑
ϕi(va)=v
Tia〈Tia, ξ〉.
Now, by using the topological graph picture described in Section 5.3, we obtain
〈Tia, ξ〉(u) =
∑
f∈s−1(u)
Ti(f)a(s(f))ξ(f).
This expression will be zero when u 6= va, and when u = va, we have that
〈Tia, ξ〉(va) =
∑
f∈s−1(va)
Ti(f)ξ(f) = ξ(e)
for the one edge e which is the unique edge leaving va with label i. Therefore ΘTia,Tia is
the projection onto the subspace spanned by Tia. Now, recall that Tia is the characteristic
function on of the unique edge leaving va with label i, and that, by assumption, this edge
must go into v. This means that for every f ∈ G1, ∑
ϕi(u)=v
ΘTia,Tia(ξ)
 (f) = {0 r(f) 6= v,
ξ(f) r(f) = v.
But the left action of b on ξ is given by
[φE(b)(ξ)] (f) = b(r(f))ξ(f),
which has the same effect, since b is the characteristic function of v. We conclude that∑
ϕi(u)=v
ΘTia,Tia = φE(b), as we set out to show. Thus, by putting everything together and
using covariance of the representation (pi, t), we obtain∑
ϕi(u)=v
t(Tia)t(Tia)
∗ = ψt (φE(b)) = pi(b)
which completes the proof.
Remark 10.3. It will be interesting to investigate the dependence of OE ∼= C∗(G) on the
dynamical aspects of the topological dynamical system (Λ, σ). We leave this for future work.
11. Appendix
Davidson and Katsoulis [23, Theorem 3.22] show that algebraic isomorphisms of the tensor
algebras of two classical multivariable systems implies piecewise conjugacy of the systems.
Let us provide here an alternative proof of this breakthrough result. Our approach relies
on appropriate compressions of the Fock representations. The proof follows a series of steps
and let us start by describing the objective.
Let (X, σ) ≡ (X, σ1, . . . , σd) be a classical system, i.e. X is a locally compact Hausdorff
space and every σ : X → X is a proper continuous map. If µ = µ1 . . . µd ∈ Fd+ we write σµ
for the composition σµ1 · · ·σµn . The tensor algebra T +(X,σ) is defined as the (universal) non-
selfadjoint operator algebra generated by s1f, . . . , sdf with f ∈ C0(X), such that [s1, . . . , sd]
is a row contraction, and fsj = sjfσj for all f ∈ C0(X) and j = 1, . . . , d. This is slightly
different from [23, Definition 1.2] and the reader is addressed to Remark 8.4. The universal
property of T +(X,σ) suggests that if pi : C0(X)→ B(H) is a representation, and there is a row
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contraction [s1, . . . , sd] ∈ B(Hd, H) such that fsi = sifσi then the mapping sif 7→ sipi(f)
extends to a completely contractive representation of T +(X,σ) in B(H).
Let (Y, τ) ≡ (Y, τ1, . . . , τd′) be a second classical system. We will use the notation
t1g, . . . , td′g for the generators of T +(Y,τ). Fix an algebraic isomorphism
Φ: T +(X,σ) → T +(Y,τ).
An important point to keep in mind is that Φ is automatically continuous [23, Corollary
3.6]. This is not immediate and follows by the trick of Donsig, Hudson and Katsoulis [29].
We aim to show that there is a homeomorphism γs : Y → X and that for every y ∈ Y there
is a permutation pi ∈ Sd and a neighbourhood Upi such that
γsτi|Upi = σpi(i)γs|Upi for all i = 1, . . . , d.
Our first task is to find the homeomorphism γs : Y → X. We writeM(X,σ) for the character
space of T +(X,σ). If θ ∈ M(X,σ) then θ|C0(X) is a character, and thus equals to evx for some
x ∈ X.
Claim 1. Let θ be a character of T +(X,σ) such that θ|C0(X) = evx for some x ∈ X. Then θ is
completely determined by
(λ1, . . . , λd) := (θ(s1f), . . . , θ(sdf))
for any f ∈ C0(X) such that θ(f) = f(x) = 1, in the sense that for every µ = µ1 . . . µd ∈ Fd+
and g ∈ C0(X) we have
θ(sµg) =
{
λµg(x) if σµi(x) = x for all µi,
0 otherwise,
where λµ1...µn = λµ1 · · ·λµn. In particular λi = 0 if σi(x) 6= x.
Proof of Claim 1. First we compute
θ(sig) = θ(sig)θ(f) = θ(sifg) = θ(sif)θ(g),
which implies that the tuple (λ1, . . . , λd) does not depend on the choice of the function f .
Secondly observe that if σi(x) 6= x then λi = 0. Indeed let h ∈ C0(X) such that hσi(x) = 0
and h(x) = 1 for which we have
λi = θ(sif) = θ(h)θ(sif) = θ(sif)θ(hσi) = 0.
Suppose that the claim is true for all words of length less than k and let µ = µ1 . . . µk+1
be of length k + 1. If σµi(x) = x for all i then we can write µ = wν for a word w 6= ∅ of
length strictly less than k + 1 such that σw(x) = x, and σν(x) = x. Then we get that
θ(sµg) = θ(f)θ(sµg) = θ(swfσw)θ(sνg) = λwf(σw(x))λνg(x) = λµg(x),
by the inductive hypothesis. On the other hand let µn be the first letter from left to right in
the word µ for which σµ1...µn(x) 6= x. If n < k+1 then let w = µ1 . . . µn and ν = µn+1 . . . µk+1
for which we have that σw(x) 6= x. Let h ∈ C0(X) such that h(x) = 1 and hσw(x) = 0 and
compute
θ(sµg) = θ(h)θ(sµg) = θ(swhσw)θ(sνg) = λwh(σw(x))θ(sνg) = 0.
If n = k + 1 then the word µ = µ1 . . . µk+1 is such that
x = σµ1(x) = σµ1µ2(x) = · · · = σµ1...µk(x)
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but x 6= σµ(x), so it follows that σµk+1(x) 6= x. Therefore we get that θ(sµk+1g) = 0 and so
θ(sµg) = θ(f)θ(sµg) = θ(sµ1...µkfσµ1 · · ·σµk)θ(sµk+1g) = 0.
This ends the proof of Claim 1. 
The next claim establishes the connection between the evaluation functionals on X and
the evaluation functionals on Y . The proof of the first part of the claim relies on [23] and
is included for completeness. It is the second part of the claim that plays a central role in
our analysis.
Claim 2. The homomorphism Φ induces a homeomorphism γs : Y → X. In particular, if
θ ∈M(Y,τ) with θ|C0(Y ) = evy then θΦ ∈M(X,σ) with θΦ|C0(X) = evγs(y).
Proof of Claim 2. The homomorphism Φ defines a homeomorphism
γc : M(Y,τ) →M(X,σ) : θ 7→ θΦ.
It is not immediate but follows as in [23, Lemma 3.9] that the maximal analytic sets inside
M(X,σ) are precisely the sets {θ ∈ M(X,σ) | θ|C0(X) = evx} parameterized by the points
x ∈ X. In particular each one is homeomorphic to a ball of dimension equal to the number
of the σi that fix x. By the Fourier transform the elements in the operator algebras are
generalised analytic polynomials. Consequently Φ is weakly biholomorphic and therefore
γc maps maximal analytic sets onto maximal analytic sets. Thus γc induces a set map
γs : Y → X by collapsing every set of characters θ that satisfy θ|C0(Y ) = evy to a single
point. Therefore if γc(θ) = θΦ = θ
′ and θ|C0(Y ) = evy then θ′|C0(X) = evx with γs(y) = x.
This set map is moreover a homeomorphism. To see this, note that γs is the adjoint of
C(X)
i−→ T +(X,σ)
Φ−→ T +(Y,τ)
E0−→ C(Y ),
where i denotes inclusion and E0 the conditional expectation onto C(Y ). This completes
the proof of Claim 2. 
We now turn to showing that the homeomorphism γs defined above induces the piecewise
conjugacy. It suffices to show that γs implements a piecewise conjugacy in a neighbourhood
of every y ∈ Y . The key is to work with germs. For a fixed y ∈ Y , we write τi ∼ τj if τi and
τj are maps on Y for which there exists some neighbourhood U 3 y such that τi|U = τj|U .
The equivalence class of τi is called the germ of τi at y.
Compare the germ of τ1 at y to the germs of the mappings γ
−1
s σ1γs, . . . , γ
−1
s σdγs and
τ1, . . . , τd′ at y. After a possible re-enumeration we find that there is a neighbourhood
V = V1 3 y and there are k, l so that:
(i) γ−1s σ1γs(z) = · · · = γ−1s σkγs(z) = τ1(z) = · · · = τl(z) for all z ∈ V ; and
(ii) for any γ−1s σiγs with i > k (resp. τj with j > l) there is a net yλ ∈ V such that
yλ → y with γ−1s σiγs(yλ) 6= τ1(yλ) for all λ ∈ Λ (resp. τj(yλ) 6= τ1(yλ) for all λ ∈ Λ).
The main objectives then are to show that k = l and that d = d′. Indeed in this case we have
that σ1, . . . , σk and τ1, . . . , τk are conjugate on V1. After repeating the process for τ2, . . . , τd
we will have that the intersection V1 ∩ · · · ∩ Vd gives the required Upi on which up to the
permutation pi the tuple σ1|Upi , . . . , σd|Upi is conjugate to τ1|Upi , . . . , τd|Upi . The fact that d = d′
will ensure that every σj is paired with some τi (and vice versa), and that pi is a permutation
on d symbols.
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We now proceed to the proof. For any point y ∈ Y we can define the orbit representation
piy : C0(Y )→ B(`2(F+d′)) by
piy(g) = diag{gτw(y) | w ∈ Fd′} for all g ∈ C0(Y ).
By setting V (ti) ∈ B(`2(F+d′)) so that V (ti)(eµ) = eiµ for all i = 1, . . . d′ and µ ∈ F+d′ we
obtain the contractive homomorphism (V ×piy) of T +(Y,τ). Define the algebraic homomorphism
Φy : T +(X,σ)
Φ−→ T +(Y,τ)
V×piy−→ B(`2(F+d′)) E−→Md′+1(C),
where E is the compression by the projection onto the subspace of `2(F+d′) generated by the
vectors e∅, e1, . . . , ed′ . Consequently if we write Φ(Q) = g0 +
(∑d′
i=1 tigi
)
+ Z for Q ∈ T +(X,σ)
then we get
Φy(Q) =

g0(y) 0 0 . . . 0
g1(y) g0τ1(y) 0 . . . 0
g2(y) 0 g0τ2(y) . . . 0
...
...
...
. . . 0
gd′(y) 0 0 . . . g0τd′(y)
 .
By denoting Eij the rank one operator with one in the (i, j)-entry and zeroes elsewhere, we
may alternatively write
Φy(Q) = g0(y)E00 +
d′∑
i=1
g0τi(y)Eii + gi(y)Ei0.
We remark here that the range of Φy contains all Ei0. Indeed the range of Φy equals the
range of E(V × piy) since Φ is onto. By choosing a g ∈ C0(Y ) such that g(y) = 1 we obtain
that Ei0 = E(V × piy)(tig) for all i = 1, . . . , d′.
For a matrix A ∈Md′+1(C) we write [A]ij for the element in the (i, j)-entry.
Claim 3. Suppose that Ψy : T +(X,σ) → Ran Φy is an algebraic homomorphism such that
Ψy|C0(X) is diagonal on the range of Φy, in the strong sense that
Ψy(f) =
d′∑
i=0
[Φy(f)]ii · Eii for all f ∈ C0(X),
and suppose that
Ψy(sjh) =

∗ 0 0 . . . 0
c1j ∗ 0 . . . 0
c2j 0 ∗ . . . 0
...
...
...
. . . 0
cd′j 0 0 . . . ∗
 for some h ∈ C0(X).
If cij 6= 0 then τi(y) = γ−1s σjγs(y).
Proof of Claim 3. By the covariance relation and commutativity of C0(X) we obtain[
Ψy(f)Ψy(sjh)
]
i0
=
[
Ψy(f · sjh)
]
i0
=
[
Ψy(sjh)Ψy(fσj)
]
i0
.
By using the form of the elements as in the assumption we obtain
[Φy(f)]ii · cij = cij · [Φy(fσj)]00.
69
However, the homomorphisms
Q 7→ [V × piy(Q)]00 and Q 7→ [V × piy(Q)]ii
are characters of T +(Y,τ) whose restrictions on C0(Y ) are evy and evτi(y), respectively. Hence
by the discussion on the characters we have that
[Φy(f)]00 = [V × piy(Φ(f))]00 = evγs(y)(f),
and
[Φy(f)]ii = [V × piy(Φ(f))]ii = evγsτi(y)(f).
Consequently fγsτi(y) · cij = cij · fσjγs(y) for all f ∈ C0(X) which completes the proof of
Claim 3. 
We will construct a homomorphism Ψy as the one appearing in the claim above. To this
end we require the following remark. Let T2 denote the lower triangular 2× 2 matrices.
Claim 4. Let Φ: C0(X) → T2 be an algebraic homomorphism. If [Φ(f)]11 = [Φ(f)]22 then
[Φ(f)]21 = 0.
Proof of Claim 4. Let C0(K) = C
∗(f) be the commutative C*-subalgebra of C0(X) generated
by f . Since g 7→ [Φ(g)]ii are characters, we obtain that [Φ(h)]11 = [Φ(h)]22 for all h ∈ C0(K).
Moreover these characters correspond to an evaluation, say evx for some x ∈ K. Since
Φ(hg) = Φ(h)Φ(g) for all h, g ∈ C0(K) we get that
[Φ(hg)]21 = [Φ(h)]21 · [Φ(g)]11 + [Φ(h)]22 · [Φ(g)]21
= [Φ(h)]21 · g(x) + h(x) · [Φ(g)]21.
Hence g 7→ [Φ(g)]21 is a point derivation at x ∈ K. Therefore [Φ(f)]21 is zero and the proof
of Claim 4 is completed. 
Now we have all the required ingredients to establish the existence of a homomorphism
Ψy as in the Claim 4. In particular Ψy will be similar to Φy by an invertible matrix Ay.
Claim 5. Let Φy be the representation associated with a point y ∈ Y . Then there exists an
algebraic homomorphism Ψy : T +(X,σ) → Ran Φy such that
Ψy(f) =
d′∑
i=0
[Φy(f)]ii · Eii for all f ∈ C0(X),
and the range of Ψy contains all Ei0 for i = 1, . . . , d.
Proof of Claim 5. We will construct the homomorphism Ψy step by step.
If γs(y) = γsτ1(y) then [Φy(f)]00 = [Φy(f)]11. Therefore we obtain
Φy(f) =

g(y) 0 0 . . . 0
0 g(y) 0 . . . 0
∗ 0 ∗ . . . 0
...
...
...
. . . 0
∗ 0 0 . . . ∗

by Claim 4 and we proceed to the second step. On the other hand, suppose that γs(y) 6=
γsτ1(y) and choose an f ∈ C0(X) of norm less than 1 such that f |U = 1 and f |γsτ1(U) = 0 for
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an appropriate compact neighbourhood U of γs(y) with U ∩ γsτ1(U) = ∅. We have already
remarked that [Φy(f)]00 = fγs(y) and [Φy(f)]ii = fγsτi(y) for all f ∈ C0(X) so that
[Φy(f)]00 = 1 and [Φy(f)]11 = 0.
If k = [Φy(f)]10 let A be the invertible matrix I−kE10 (with inverse A−1 = I+kE10). Then
we derive
AΦy(f)A
−1 =

1 0 0 . . . 0
0 0 0 . . . 0
∗ 0 ∗ . . . 0
...
...
...
. . . 0
∗ 0 0 . . . ∗

By commutativity we get that
AΦy(f)A
−1AΦy(h)A−1 = AΦy(h)A−1AΦy(f)A−1
for all h ∈ C0(X). This shows that the (1, 0)-entry of AΦy(h)A−1 is zero. Furthermore
the diagonals of AΦy(h)A
−1 and Φy(h) are the same. In addition AEi0A−1 = Ei0 for all
i = 1, . . . , d′.
We can continue inductively for the rest of the rows. In this way we form an algebraic
homomorphism Ψy : T +(X,σ) → Ran Φy that satisfies the conclusion of Claim 5. 
The matrices constructed in Claim 5 do not depend on the choice of f . Indeed if g ∈ C0(X)
is such that
[Φy(g)]00 = 1 and [Φy(g)]11 = 0,
then by using commutativity we obtain that the equality Φy(f)Φy(g) = Φy(g)Φy(f) gives
that
[Φy(g)]10 = [Φy(f)]10.
We will write Ay for the invertible matrix inside Md′+1(C) that is constructed in Claim 5
and gives the homomorphism Ψy(·) = AyΦy(·)A−1y .
Claim 6. The systems have the same multiplicity, i.e. d = d′.
Proof of Claim 6. Let Ψy be an algebraic homomorphism that satisfies the conclusion of
Claim 5. Hence the range contains all Ei0. Select an h ∈ C0(X) such that
1 = hγs(y) = hγsτi(y) for all i = 1, . . . , d
′.
By Claim 4 then we have that Ψy(h) = Id′ . Write cij = [Ψy(sjh)]i0 and observe that
Ψy(sjhf) = Ψy(sjf)Ψy(h) = Ψy(sjf) for all f ∈ C0(X).
As in [44, Proposition 4.3] we can show that there is a matrix [c′ij] such that [cij][c
′
ij] = Id′ .
This implies that d ≤ d′. This inequality holds for any y ∈ Y . By symmetry on Φ−1 and for
an x ∈ X we get that d′ ≤ d, and the proof of Claim 6 is complete. 
As a consequence, Claim 6 further implies that the obtained matrix [cij] is square. There-
fore the matrix [cij] which is shown to be right invertible in Claim 6, is in fact invertible.
To end the proof fix a y ∈ Y . Let the setup be as after the proof of Claim 2. Fix the map
τ1 and suppose that after a re-enumeration the germ τ1 contains exactly the functions
γ−1s σ1γs, . . . , γ
−1
s σkγs and τ1, . . . , τl for some k, l.
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We have just seen that d = d′. We aim to show that k = l. The next claim gives the required
equality k = l, modulo a condition on the matrix [cij] of Claim 6.
Claim 7. Let [cij] be the invertible matrix obtained in Claim 6 for the fixed y ∈ Y . If cij = 0
for the i, j that satisfy τi ∼ τ1 6∼ γ−1s σjγs, then k = l.
Proof of Claim 7. We may assume without loss of generality that k ≤ l, and it remains to
prove that k < l is impossible. This follows verbatim from the last paragraph of [44, Proof
of Theorem 4.9]. In short, we may write
[cij] =
[
[aij] 0
∗ ∗
]
,
where [aij] is a (l × k)-matrix. If k < l then when applying the Gaussian elimination we
will be able to eliminate the entire k + 1 row of the invertible matrix [cij], which gives the
contradiction. 
Therefore in the rest of the proof we will focus in showing that cij = 0 for the i, j that
satisfy τi ∼ τ1 6∼ γ−1s σjγs.
The coefficients cij are obtained by the (i, 0)-th entries of Ψy(sjh) for the function h of
Claim 6. For their analysis we can restrict even further to the (2×2)-matrix representations.
For z ∈ Y we define
ψz,i := Pi0Ψz : T(X,σ) → T2,
where Pi0 is the projection on the space generated by {e∅, ei}. Since we are in the lower
triangular matrices we have that Pi0ΨzPi0 = Pi0Ψz, hence ψz,i is indeed a homomorphism.
Then we get that
cij = [ψy,i(sjh)]10.
We will also write φz,i = Pi0Φz and Az,i = Pi0Az. We can check that
ψz,i(·) = Az,iφz,i(·)A−1z,i .
Case 1. Suppose that y 6= τ1(y) and choose f with [φy,1(f)]11 = 0 as we do in Claim 5.
We may also choose a neighbourhood U of y where [φz,1(f)]00 = 1 and [φz,1(f)]11 = 0 for all
z ∈ U . Then we get the invertible matrices
Az,1 = I − [φz,1(f)]10 · E10
for all z ∈ U . Consequently, invoking the automatic continuity of Φ, we get that A•,1 is
continuous on y. Let j such that γ−1s σjγs 6∼ τ1; then there exists a net yλ ∈ U with yλ → y
such that γsτ1(yλ) 6= σjγs(yλ) for all λ. Consider the elements
c1j,λ = [ψyλ(sjh)]10 = [Ayλ,1φyλ,i(sjh)A
−1
yλ,1
]10.
By continuity we have that limλAyλ,1 = Ay,1 hence c1j = limλ c1j,λ. However c1j,λ = 0 as
follows by the construction of yλ and Claim 3. Indeed if c1j,λ 6= 0 then Claim 3 indicates
that γsτ1(yλ) = σjγs(yλ). We conclude that c1j = 0.
Case 2. Suppose that y = τ1(y). Then φy,1|C0(X) is scalar by Claim 4. Let j such that
γ−1s σjγs 6∼ τ1. Let a net yλ ∈ V such that γsσjγ−1s (yλ) 6= τ1(yλ) for all λ. Construct as above
the invertible matrices Ayλ and note that
Ayλ,1 =
[
1 0
cλ 1
]
.
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Now all Ayλ are uniformly bounded by 1 + ‖Φ‖ and by passing to a subsequence we may
assume that they converge to an operator. Consequently the Ayλ,1 converge to a matrix
A =
[
1 0
c 1
]
,
which is invertible. Then we obtain
φy,1(sjh) = A
−1( lim
λ
Ayλ,1φyλ,1(sjh)A
−1
yλ,1
)
A = A−1 lim
λ
ψλ,1(sjh)A.
But by Claim 3 again we get that
c1j,λ = [Ayλ,1φyλ,1(sjh)A
−1
yλ,1
]10 = [ψλ,1(sjh)]10 = 0,
since γ−1s σjγs 6∼ τ1. Hence φy,1(sjh) = A−1DA where D is diagonal. Now by assumption
y = τ1(y) hence the range of φy,1 consists of the matrices a1I + a2E10, all of which commute
with A. Consequently we obtain
D = Aφy,1(sjh)A
−1 = φy,1(sjh),
which shows that c1j = [φy,1(sjh)]10 = [D]10 = 0.
We showed that in either case c1j = 0 for all j such that τ1 6∼ γ−1s σjγs. By substituting τ1
with τi for i = 1, . . . , k we have that cij = 0 for all i, j that satisfy τi ∼ τ1 6∼ γ−1s σjγs. As we
explained above, this concludes our proof of [23, Theorem 3.22].
11.1. Applications. The above idea applies to other classes of operator algebras. The key
is to analyse the maximal analytic sets of the character space, and also ensure the existence
of a Fock representation. Let us describe briefly how this is achieved in three cases. We
reserve a full discussion for a forthcoming project.
The first case is the second part of [23, Theorem 3.22]. The semicrossed product C0(X)×σ
Fd+ related to (X, σ) is defined as the universal nonselfadjoint operator algebra generated by
the sµf so that now the si are taken to be just contractions, and fsi = sifσi. Once again
we do not require the generators to be separated into si and f ∈ C0(X) as in [23, Definition
1.2]. When the semicrossed products are algebraically isomorphic then the maximal analytic
sets are polydiscs, and again Claim 1 holds. Furthermore by definition there is a canonical
epimorphism from the semicrossed product onto the tensor algebra. This sets the appropriate
context to pass to an epimorphism of C0(X) ×σ Fd+ onto T(Y,τ) and then follow the steps
from Claim 3 and thereon to obtain again piecewise conjugacy. Indeed, the only ingredient
required is that the homomorphisms are onto.
On the other hand, suppose that the σi : X → X commute. Then we may define the
universal nonselfadjoint operator algebra C0(X)×σ Zd+ generated by the sxf for x ∈ Zd+ and
f ∈ C0(X) so that now the si are taken to be commuting contractions, and fsi = sifσi.
It follows that the character space of C0(X) ×σ Zd+ coincides with the character space of
C0(X)×σ Fd+. Furthermore the family (piy, {Vi}di=1) defined by
piy(f) = diag{fσx(y) | x ∈ Zd+} for f ∈ C0(X),
and Viex = ei+x defines a completely contractive representation of C0(X) ×σ Zd+. These
are the appropriate ingredients to show that if C0(X) ×σ Zd+ is algebraically isomorphic to
C0(Y )×τ Zd′+ then the systems are piecewise conjugate. Indeed the proof reads the same as
in the case of the tensor algebras (even the part on automatic continuity).
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Even more one may consider the universal nonselfadjoint operator algebra C0(X)×rcσ Zd+
generated by the sxf for x ∈ Zd+ and f ∈ C0(X) so that now the si form a commuting row
contraction, and fsi = sifσi. Now the character space coincides with the character space
of T(X,σ). Furthermore we obtain a contractive representation by compressing the family
(piy, {Vi}di=1) of C0(X)×σ Zd+ above by the projection p that gives the symmetric subproduct
system. Indeed commutativity of the σi implies that p commutes with piy. Once more one
derives piecewise conjugacy when C0(X)×rcσ Zd+ is algebraically isomorphic to C0(Y )×rcτ Zd′+.
Automatic continuity can be shown to hold as well.
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