The aim of this study is to conduct a large-scale empirical analysis of the competitive conditions in the banking systems of Central and Eastern European countries. The well-known model of Panzar and Rosse (1987) is implemented on bank-level data over the period 1999-2006. The estimates based on the separate country panels suggest a wide variation in the competitive conditions of the banking systems examined, with some being characterized as (monopolistically) competitive and other as non-competitive. Finally, the results from the full sample indicate that bank revenue is substantially influenced by structural and macroeconomic conditions.
Introduction
The purpose of this study is to provide a large scale analysis of the competitive conditions in the banking sectors of Central and Eastern European (CEE) countries, in light of the reforms implemented in these countries and the immense changes in their banking systems.
Besides the decisive shifts in the political regime, the transition in these countries occurred as a consequence of the increasing monetary and financial integration, as well as deregulation of the domestic financial system and liberalization of capital flows. The vital role of banks in these economies encompasses their participation in the payment system, the transmission of monetary policy, and the provision of credit. Thus, any market failure, inefficiency, or anticompetitive conduct among banks, is likely to impose more severe costs throughout the economy -in terms of both allocative efficiency and distributional fairness -than would similar defects in many other industries.
In the academic literature of the banking industry, several authors have assessed the level of competition in banking markets, at different levels of aggregation. Some consider the whole of submarkets in which banks operate, while others concentrate on one (or more) specific submarket(s) (for a recent review of the literature, see Delis et al., 2008) . This literature can be divided into two major streams that employ either structural or non-structural models. The structural approach embraces the structure-conduct-performance and the efficiency hypotheses, as well as a number of formal approaches with roots in industrial organization theory. The two hypotheses examine, respectively, whether a highly concentrated market causes collusive behavior among the larger banks (thus resulting in superior market performance), or whether it is the efficiency of larger banks that enhances their performance. Although lacking formal back-up in microeconomic theory, these hypotheses have frequently been tested in the banking industry and provide policy makers with measures of market structure and performance as well as their interrelationship.
However, due to several deficiencies arising from the application of the structural approach, the ongoing developments in the industrial organization literature, and the recognition of the need to endogenize the market structure, many empirical studies followed a new course. 1 The non-structural approach to the evaluation of competitive conditions has emerged under the impulse of the New Empirical Industrial Organisation (NEIO) literature. This approach, pioneered by Iwata (1974) and strongly enhanced by Appelbaum (1982) , Bresnahan (1982 Bresnahan ( , 1989 , Lau (1982) and Panzar and Rosse (1987) , tests for the presence of market power by stressing the analysis of banks' competitive conduct. Specifically, the NEIO literature attempts to measure the competitive conduct of firms at the industry level by estimating deviations from competitive pricing (without explicitly using information on the structure of the market). A major advantage of this approach is its formal grounding in explicit optimization models and equilibrium conditions. 2
The Panzar and Rosse (1987) approach (PR hereafter) offers an appropriate framework for testing for market power by relying on the premise that banks will employ different pricing strategies in response to a change in input costs, depending on the market structure in which they operate. In other words, market power is measured by the extent to which changes in factor prices are reflected in revenue. PR define a measure of competition, the 'H-statistic', which represents the percentage variation from the equilibrium revenue derived from an infinitesimal percent increase in the price of all factors used by the firm. In this vein, the H-statistic may indicate the existence of monopolistic, monopolistically competitive or perfectly competitive structures.
The PR methodology has been extensively applied to the European banking sector, both on regional and single-country studies (see e.g. Molyneux et al., 1994; De Bandt and Davis, 2000; Bikker and Haaf, 2002; Coccorese, 2004) . In addition, a growing body of recent literature has focused on emerging economies. Among these studies, Yildirim and Philippatos (2007) analyzed the competitive conditions in the banking industries of fourteen CEE countries for the period 1993-2000. Their results suggest that most of the banking sectors examined are characterized by monopolistic competition (notable exceptions are FYROM and Slovenia).
Similar findings are reported by Gelos and Roldos (2004) . Finally, Mamatzakis et al. (2005) measure the degree of competition in the banking sector of the South Eastern European region over the period 1998-2002, and reach the conclusion that banks also earn their interest and total revenue under conditions of monopolistic competition.
In this paper, I extend the scale of the analysis to 22 CEE countries for the last eight years of available data (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) . Therefore, this paper augments previous studies by using (i) the entire set of CEE countries covered by the European Bank for Reconstruction and Development (EBRD) and (ii) very recent data. This may be quite important if one considers the fact that in many CEE countries the deregulation and liberalization process has been completed during the 2000s, while in other this process is still underway. In a second step, the full sample is used to examine the impact of the significant structural and macroeconomic developments that took place during the sample period on bank revenue, which is an important element of the identification of market power in the PR framework.
The rest of the paper is organized as follows. Section 2 presents some characteristics of the banking systems and macroeconomic environments of the CEE countries. Section 3 discusses the PR methodology and the estimation procedure. Section 4 presents and analyzes the empirical results. Finally, Section 5 concludes the paper.
The CEE banking industry
Since the mid-1990s, the CEE financial and banking landscape has changed rapidly. The environment that emerged gave impetus to the establishment and operation of new credit institutions, either domestic ones or branches of foreign banks. A specific structural feature of the status quo ante of the CEE financial system, characterizing in particular the old banking regime, was the significant level of state intervention, which for a long time hindered competition and created a distorted market environment (see EBRD, 2006) . Indeed, in 1999 the state commercial banks controlled around 31 per cent of total commercial banking assets, which is a low portion compared to that of the early 1990s. During the early 2000s, privatization of several banks controlled by the state was further enhanced and, as a result, the percentage of directly or indirectly state-controlled banks was reduced significantly to only 12 per cent in 2006 (see Table 1 ).
In addition, a number of new, mainly foreign, commercial banks opened during the 1999-2006 period and a series of mergers and acquisitions were undertaken, altering the level of bank concentration and substantially changing the structure of the CEE banking systems. These mergers and acquisitions have reversed the downward trend in bank concentration observed in many CEE banking systems during the 1990s. Note, however, that differences in concentration between countries are significant, with countries like Azerbaijan and Lithuania presenting the most concentrated banking systems and Bulgaria and Ukraine being at the opposite end (see Table 1 ). Table 1 about here]
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To compete in the new financial landscape and strengthen their position in the market, CEE commercial banks have been transforming themselves into financial groups mainly by adding subsidiaries -such as insurance companies, brokerages, credit card companies, mutual fund firms, factoring companies and finance houses -so as to offer additional services. These developments resulted in significant modifications in the balance sheet and profit and loss accounts of banks. Most notably, the ratio of equity to total assets (ea) fell significantly from an average of 19 per cent in 1999 to an average of 14 per cent in 2006 (see Table 2 ), being much closer to EMU standards. In addition, the proportion of loans to total assets (la) reached 59 per cent in 2006 (compared to 43 per cent in 1999), also catching up with the average European levels. 3 Table 2 about here] Last but not least, the CEE credit institutions took important steps towards improving their efficiency by deploying modern information technology systems, cutting down on their operating costs and improving their organizational structure (see Brissimis et al., 2008) , while extending their scope of business by offering new products and services. Taking into account these developments, the indications of an upward trend in profitability towards the last years of our sample (see Table 2 ) are not surprising, a fact that may have important implications for the market power of CEE commercial banks.
The progress of the CEE banking systems in areas such as i) the adoption of regulations according to international standards and practices, ii) the implementation of higher and more efficient supervision, iii) the privatization of state-owned banks and iv) the write-off of nonperforming loans and the closure of insolvent banks, is reflected in the EBRD index of banking sector reform (ebrd). This index provides a ranking of progress for liberalization and institutional reform of the banking sector, on a scale of 1 to 4+. A score of 1 represents little change from a socialist banking system apart from the separation of the central bank and commercial banks, while a score of 4+ represents a level of reform that approximates the institutional standards and norms of an industrialized market economy (EBRD, 2006) . On the basis of this index, CEE countries get an average score around 3.3 in 2006, most of them coming up from much lower levels observed in 1999 (see Table 1 ). Overall, these scores imply that, despite the improvement that took place recently in the banking system of the CEE countries, still some countries have not reached the level of EU practice.
Finally, macroeconomic factors, such as fiscal and monetary discipline, the gradual reduction of interest rates and risk premiums, the rise of expected lifetime income in the region and an increasing money demand have all positively contributed to the development of financial markets (EBRD, 2006) . These developments enhanced the ongoing rise and broadening of intermediation in the CEE region. Yet, differences among the CEE countries in the average value of the macroeconomic variables remain quite significant (see Table 1 ). For example certain countries like Belarus and Romania were still facing hyperinflation, while Moldova, Georgia and Armenia are still considered among the poorest countries in the world. Such characteristics of the CEE countries may have important implications for the estimation and the sources of market power.
The Panzar-Rosse model
The PR model for measuring market power relies on the premise that each bank will employ a different pricing strategy in response to a change in input costs, depending on the market structure in which this bank operates (Panzar and Rosse, 1987) . Phrased differently, market power is measured by the extent to which changes in factor prices are reflected in revenue. The authors define a measure of competition, the H-statistic, as the sum of the elasticities of the reduced-form revenue function with respect to factor prices. Thus, the Hstatistic represents the percentage variation from the equilibrium revenue derived from an infinitesimal percent increase in the price of all factors used by the firm.
PR assert that the H-statistic is negative when the competitive structure is a monopoly, a perfectly colluding oligopoly, or a conjectural variations short-run oligopoly; an increase in input prices will increase marginal costs, reduce equilibrium output, and subsequently reduce revenue. 4 Under perfect competition, where banks' products are regarded as perfect substitutes of one another, the Chamberlinian model, based on free entry of banks and determining not only the output level but also the equilibrium number of banks, produces the perfectly competitive solution (as demand elasticity approaches infinity). Thus, in this case, the H-statistic is equal to unity. Shaffer (1982) shows that the H-statistic is also unity for a natural monopoly operating in a perfectly contestable market and also for a sales-maximizing firm that is subject to breakeven constraints. Consequently, an increase in input prices raises both marginal and average costs without altering the optimal output of a bank. Exit from the market will evenly increase the 4 In the case where the monopolist faces a demand curve with constant price elasticity (i.e. e > 1) and where a constant returns to scale Cobb-Douglas technology is employed, Panzar and Rosse proved that the H-statistic is equal to e-1. Hence, apart from the sign, the magnitude of the H-statistic may also be of importance, as the H-statistic yields an estimate of the Lerner index of monopoly power L = (e-1)/e = H/(H-1) (Shaffer, 1983). demand faced by each of the remaining banks, thereby leading to an increase in prices and total revenue by the same amount as the rise in costs (i.e. demand is perfectly elastic). Finally, if the H-statistic is between zero (inclusive) and unity (exclusive), the market structure is characterized by monopolistic competition. Under monopolistic competition, potential entry leads to contestable market equilibrium, and income increases less than proportionally to the input prices, as the demand for banking products facing individual banks is inelastic.
This method is a valuable tool for assessing market conditions, mainly owing to its simplicity and transparency, without lacking efficiency. Moreover, data availability becomes much less of a constraint, since bank revenue is more likely to be observable (as opposed to output prices). Also, by utilizing bank-level data, this approach allows for bank-specific differences in the production function. In addition, the non-necessity to define the location of the market a priori implies that the potential bias caused by the misspecification of market boundaries is avoided; hence for a bank that operates in more than one market, the H-statistic will reflect the average of the bank's conduct in each market.
The H-statistic is derived using the following specification of the reduced-form revenue 
where the subscript it indicates bank i at time t, rtr stands for a bank's real total revenue, w 1 , w 2 and w 3 are the three input prices and ea stands for the ratio of equity to assets. 5 As discussed above, the H-statistic is equal to the sum of the elasticities of total revenue with respect to the three input prices, i.e. H = β 1 + β 2 + β 3 . The log specification is used to improve the regression's goodness of fit and to reduce possible simultaneity bias (see De Bandt and Davis, 2000) . Also, Molyneux et al. (1996) found that a log-linear revenue equation gives results similar to those of a more flexible translog equation. The three input prices are generated by dividing (i) interest expenses by total deposits (w 1 ), (ii) depreciation and other capital expenses by fixed assets (w 2 ) and (iii) personnel expenses by total assets (w 3 ). Molyneux et al., 1996; Yildirim and Philippatos, 2007; Bikker and Haaf, 2002 for a thorough discussion of these issues).
Estimation results

Basic results
As discussed above, the dataset of the present study consists of bank-and country-level variables. All bank-level data are obtained from BankScope and include 3087 observations from 529 commercial banks 7 (therefore the panel is unbalanced). These banks operated during the period 1999-2006 in the 22 CEE countries reported in Tables 1, 2 and 3. Some banks have been excluded from the empirical analysis, given that their figures were unreasonable (very high input prices) or some of the required data were missing. Averages of the bank-level variables, along with the number of banks and observations by country are provided in Table 2 . Moreover, the structural and macroeconomic variables included in the empirical analysis are the EBRD index of banking sector reform, ebrd; the 3-bank concentration ratio, conc3 (obtained form the World Bank); the share of majority state-owned banks' assets in total banking sector assets, state (obtained from the EBRD); the share of total banking sector assets in banks with foreign ownership exceeding 50 per cent, foreign (obtained from the EBRD); the GDP per capita in US dollars, gdpcap (obtained from the EBRD); and the inflation rate, inf (obtained from the EBRD). Apart from the aforementioned country-specific estimates, we use the full sample to reestimate the PR model, also including a number of structural and macroeconomic characteristics for the countries examined. These characteristics are reported in Table 4 , along with their correlation statistics. Note that ebrd presents relatively high correlations with some of the rest of the variables and, therefore, we do not use this variable along with the other control variables to avoid problems of multicollinearity. The estimation results are presented in Table 5 . The Hstatistic ranges between 0.110 and 0.205 among the different specifications, reflecting monopolistically competitive conditions (as the hypotheses H=0 and H=1 are rejected at conventional levels of statistical significance). Given the country-specific estimates provided above, this result is certainly of not particular importance. The main element of interest here is the impact of the structural and macroeconomic variables on revenue, which is found to be quite significant in all specifications. 11 The variable ebrd presents a positive and highly significant coefficient, which implies that as banking sectors are reformed, revenues substantially increase.
Another quite appealing result is the negative impact of state ownership and the positive impact of foreign ownership on bank revenue. This certainly implies that penetration of foreign banks and the observed reduction of state ownership will eventually result in improved competition as foreign entry will continue. As regards the macroeconomic variables, the results meet our expectations, with both gdpcap and inf presenting a positive and significant effect on bank revenue. On the one hand, higher economic prosperity leads to enhanced investments and therefore lending and bank revenue rises. On the other hand, higher inflation usually implies higher interest margins, which are naturally associated with increased bank revenue. In addition, the positive nexus between inflation and bank revenue may suggest that banks are better able to form expectations for the future level of inflation than their customers, which in turn implies that interest rates have been appropriately adjusted to achieve higher revenues (see Athanasoglou et 11 Some of the previous literature suggested regressing the country-specific H-statistics on a similar set of structural and macroeconomic variables (see e.g. Claessens and Laeven, 2004). However, regressing estimates for the Hstatistic (obtained from OLS or similar estimation methods) against some control variables is almost certain to result in problems of statistical consistency. This is because the covariates in the second-stage regression are correlated with the error terms from the first stage regression; otherwise there would be no need for the second stage regression (this holds regardless of whether the H-statistic maps robustly into a range of solutions as discussed in footnote 8 above). To overcome this problem, the second-stage regressors should be made functions of either the H-statistic (and hence of the input prices) or of the error term in a single stage approach. As this procedure is beyond the scope of the present paper, I will leave it to future research. al., 2008) . Note that the positive relationship between inflation and bank revenue holds regardless of the fact that inflation has been decreasing throughout the sample period (see Table   1 ). 12 Finally, concentration has a significant impact on bank revenue, only when the macroeconomic variables are not included in the estimated equations (specifications II and III). 13
This outcome is in accordance with Berger (1995) who claims that concentration is usually an insignificant determinants of bank revenues and profits once other effects, external to the bank management, are controlled for.
[Please insert Table 5 about here]
Sensitivity analysis
In this section I inquire into the robustness of the results in three ways. First, I use two alternative dependent variables, second I employ two more bank-specific control variables and third I re-estimate the model using a dynamic panel data method. The alternative dependent variables employed (in place of real total bank revenue) are real gross interest revenue (used to isolate competitive conditions in revenue generated by lending) and the ratio of total bank revenue over total assets. 14 Use of both variables suggests very similar results with those reported in Table 3 (see columns H1 and H2 of Table 6 ).
[Please insert Table 6 about here]
Besides ea, other bank-specific factors were used as additional control variables to reflect differences in credit risk (the ratio of loan loss provisions to assets) and the asset mix (the ratio of 12 Alternatively to the inflation rate, the one-year interest rate has been employed as a proxy for the monetary conditions. The results were very similar to those of the inflation rate and hence they are not reported. 13 Note that this holds despite the fact that the Pearson correlation of conc3 with the macroeconomic control variables is low. 14 These variables are used by a number of papers that employ the PR methodology, including Claessens and Laeven (2004) and Bikker and Haaf (2002) . loans to assets). Once again, these variables even though they were found to be statistically significant determinants of bank revenue in almost all country panels, they possessed no impact on the H-statistic (see column H3 of Table 6 ). Therefore, I decided to limit the basic analysis to the use of capital adequacy, so as to simplify both the strategy and the main results of the paper.
Finally, and probably more notably, I check for the existence of dynamics in the data by fitting a dynamic panel data model, which includes lags of both the dependent and the independent variables. Dynamics have been examined in this fashion by Delis et al. (2008) , who report that the dynamic method reveals increased market power of banks compared to its static counterpart. Also, Shaffer (2004b) suggests that the potential existence of monopsony power could be mitigated if lagged input prices are fitted in the revenue equation. This argument is based on the recognition that an upward-sloping supply curve for banks will have the effect of driving up input prices as a function of contemporaneous quantities of bank outputs, whereas the revenue levels predicted by PR may respond to input prices only with a lag (particularly in the case of long-run competition). To this end, an autoregressive-distributed lag model is specified, (2)
where t-1 is the one-period time lag, η are the individual effects, u is the idiosyncratic disturbance and, as in the static case, the H-statistic is obtained by '' ' 12 H β ββ =++. Eq (2) is 15 This model has been proposed by Delis et al. (2008) . Note that the model assumes (|,) Arellano, 2003) . estimated using the dynamic panel data estimation method proposed by Blundell and Bond (1998) . 16 The results (see column H4 of Table 6 ) indicate that for some countries -especially those ones still in the transition phase -the dynamic model produces somewhat lower Hstatistics (see e.g. the values for Belarus, Bulgaria, Kazakhstan, Ukraine). In contrast, countries with relatively stable economies and higher ebrd values do not seem to be significantly affected by the dynamics in the data. Nonetheless, this may be a rather interesting issue for future research.
Conclusions
This paper has described the competitive conditions in the CEE banking sectors over the period 1999-2006, using an empirical framework that is based on the seminal work of Panzar and Rosse (1987) . The empirical findings suggest a wide variation of the competitive conditions between the banking systems examined, with some being characterized by significant market power, while others are closer to monopolistically competitive practices. In addition, the structural and macroeconomic environment is highly important in shaping bank revenues, which is a critical feature in the identification of market power under the PR approach. The extent that factors like increased foreign ownership, financial reform, deregulation and institutional characteristics are in a constant state of flux in the CEE countries, may have important implications for the conditions prevailing in the banking sector and the associated policies of the monetary and fiscal authorities. . For more details on this method, see Delis et al., 2008) . The variables displayed on the table are as follows. ebrd: the EBRD index of banking sector reform; conc3: the 3bank concentration ratio obtained from the World Bank; state: share of majority state-owned banks' assets in total banking sector assets (obtained from EBRD); foreign: share of total banking sector assets in banks with foreign ownership exceeding 50 per cent (obtained from EBRD); gdpcap: GDP per capita in US dollars (obtained from EBRD); inf: the inflation rate (obtained from EBRD); gdpgr: annual GDP growth (obtained from EBRD). The variables displayed on the table are as follows. rtr: total revenue of banks in real terms; roa: return on assets (total profits before tax/total assets); w1: price of funds (interest expenses/total deposits); w2: price of physical capital [(overheads-personnel expenses)/fixed assets]; w3: price of labor (personnel expenses/total assets); ea: capital ratio (equity/total assets). All bank-level variables are obtained from BankScope. (lnw1, lnw2, lnw3 ) and the H-statistic (H) for each country in the sample using the Panzar and Rosse (1987) method. * denotes that H is statistically less than zero (at the 5 per cent level); ** denote that the H=0 hypothesis is not rejected at the 5 per cent level. Also, a and b denote that the input prices are statistically significant at the 1 per cent and at the 5 per cent level, respectively. The variables displayed on the table are as follows. ebrd: the EBRD index of banking sector reform; conc3: the 3bank concentration ratio obtained from the World Bank; state: share of majority state-owned banks' assets in total banking sector assets (obtained from EBRD); foreign: share of total banking sector assets in banks with foreign ownership exceeding 50 per cent (obtained from EBRD); gdpcap: GDP per capita in US dollars (obtained from the EBRD); inf: the inflation rate (obtained from the EBRD). The table presents coefficients and t-statistics of regressions on the whole sample (3087 observations). The variables displayed on the table are as follows. rtr: total revenue of banks in real terms; w1: price of funds (interest expenses/total deposits); w2: price of physical capital [(overheads-personnel expenses)/fixed assets]; w3: price of labor (personnel expenses/total assets); ea: capital ratio (equity/total assets). ebrd: the EBRD index of banking sector reform; conc3: the 3-bank concentration ratio obtained from the World Bank; state: share of majority state-owned banks' assets in total banking sector assets (obtained from EBRD); foreign: share of total banking sector assets in banks with foreign ownership exceeding 50 per cent (obtained from EBRD); gdpcap: GDP per capita in US dollars (obtained from the EBRD); inf: the inflation rate (obtained from the EBRD). All bank-level variables are in logarithms and are obtained from BankScope. H represents the H-statistic of the equation (i.e. lnw1+lnw2+lnw3), H=0 and H=1 represent the x-squared values of the respective null hypotheses (along with their p-values). .003** -0.010** -0.031** 0.017** Ukraine 0.006** -0.104* -0.071** -0.129* Note The table presents H-statistics derived from alternative specifications. H1 is obtained from the estimation of Eq. (1) using real interest revenue as the dependent variable. H2 is obtained from the same equation with total revenue over assets as the dependent variable. H3 corresponds to the estimation of Eq. (1) when including the ratio of loan loss provisions to loans and the ratio of loans to assets as additional bank-specific control variables. H4 is obtained from the estimation of Eq. (1) using the dynamic panel data method. * denotes that the H-statistic is statistically less than zero (at the 5 per cent level of significance); ** denote that the H=0 hypothesis is not rejected at the 5 per cent level.
