We review the literature on evidence-based best practices on how to enhance methodological transparency, which is the degree of detail and disclosure about the specific steps, decisions, and judgment calls made during a scientific study. We conceptualize lack of transparency as a "research performance problem" because it masks fraudulent acts, serious errors, and questionable research practices, and therefore precludes inferential and results reproducibility. Our recommendations for authors provide guidance on how to increase transparency at each stage of the research process: (1) theory, (2) design, (3) measurement, (4) analysis, and (5) reporting of results. We also offer recommendations for journal editors, reviewers, and publishers on how to motivate authors to be more transparent. We group these recommendations into the following categories: (1) manuscript submission forms requiring authors to certify they have taken actions to enhance transparency, (2) manuscript evaluation forms including additional items to encourage reviewers to assess the degree of transparency, and (3) review process improvements to enhance transparency. Taken together, our recommendations provide a resource for doctoral education and training; researchers conducting empirical studies; journal editors and reviewers evaluating submissions; and journals, publishers, and professional organizations interested in enhancing the credibility and trustworthiness of research.
The field of management and many others are currently debating the credibility, trustworthiness, and usefulness of the scholarly knowledge that is produced (Davis, 2015; George, 2014; Grand et al., in press) . It is worrisome that from 2005 through 2015, 125 articles have been retracted from business and management journals, and from 2005-2007 to 2012-2015 , the number of retractions has increased by a factor of ten (Karabag & Berggren, 2016) . In addition, 25 to 50 percent of published articles in management and other fields have inconsistencies or errors Wicherts, Bakker, & Molenaar, 2011) . Overall, there is a proliferation of evidence indicating substantial reasons to doubt the veracity and, justifiably, the conclusions and implications of scholarly work (Banks, Rogelberg, Woznyj, Landis, & Rupp, 2016b; Schwab & Starbuck, 2017) because researchers are often unable to reproduce published results (Bakker, van Dijk, & Wicherts, 2012; Bergh, Sharp, Aguinis, & Li, 2017a; Bergh, Sharp, & Li, 2017b; Cortina, Green, Keeler, & Vandenberg, 2017b) . Regardless of whether this lack of reproducibility is a more recent phenomenon, or one that has existed for a long time but has only recently gained prominence, it seems that we have Ravi S. Ramani and Nawaf Alabduljader contributed equally to this work.
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reached a tipping point such that there is an urgency to understand this phenomenon and find solutions to address it. Concerns about lack of reproducibility are not entirely surprising considering the relative lack of methodological transparency about the process of conducting empirical research that eventually leads to a published article Bedeian, Taylor, & Miller, 2010; John, Loewenstein, & Prelec, 2012 ; O'Boyle, Banks, & Gonzalez-Mulé, 2017; Schwab & Starbuck, 2017; Simmons, Nelson, & Simonsohn, 2011; Wicherts et al., 2011; Wigboldus & Dotsch, 2016) . We define methodological transparency as the degree of detail and disclosure about the specific steps, decisions, and judgment calls made during a scientific study. Based on this definition, we conceptualize transparency as a continuum-a matter of degree-and not as a dichotomous variable (i.e., transparency is present or absent). Clearly, researchers make numerous choices, judgment calls, and decisions during the process of conceptualizing and designing studies, as well as collecting data, analyzing them, and reporting results. The more explicit, open, and thorough researchers are about disclosing each of these choices, judgment calls, and decisions, the greater the degree of methodological transparency.
Low methodological transparency has a detrimental impact on the credibility and trustworthiness of research results because it precludes inferential reproducibility. Inferential reproducibility is the ability of others to draw similar conclusions to those reached by the original authors regarding a study's results (Goodman, Fanelli, & Ioannidis, 2016) . Note that this is different from results reproducibility, which is the ability of others to obtain the same results using the same data as in the original study. From a measurement perspective, results reproducibility is conceptually analogous to reliability because it is about consistency. Specifically, do researchers other than those who authored a study find the same (i.e., consistent) results as reported in the original paper? On the other hand, inferential reproducibility is conceptually analogous to validity because it is about making similar inferences based on the results. Specifically, do researchers other than those who authored a study reach similar conclusions about relations between variables as described in the original study? Results reproducibility (i.e., reliability) is a necessary but insufficient precondition for inferential reproducibility (i.e., validity). In other words, if we cannot obtain the same results as in the published study using the same data, inferences are clearly going to be different. But, it is possible to reproduce results (i.e., high reliability) but not inferences (i.e., low validity). Inferential reproducibility (i.e., validity or relations between variables) is the critical issue in terms of building and testing theories and the credibility of the knowledge that is produced, whereas results reproducibility (i.e., reliability or consistency) is a means to an end.
For example, assume that a team of researchers uses archival data and publishes an article reporting a test of a model including five variables with satisfactory fit statistics. Then, a separate team of researchers uses the same dataset with the same five variables and is able to reproduce the exact same results (i.e., high reliability). This is a situation with a high degree of results reproducibility. Now, assume that, unbeknownst to the second team, the first team of researchers had tested 50 different configurations of variables and, in the end, they found and reported the one configuration of the five variables that resulted in the best possible fit statistics. Obviously, testing so many configurations maximized capitalization on chance, and the good fit of the final model is more likely due to chance rather than substantive relations (Aguinis, Cascio, & Ramani, 2017) . Enhancing transparency by disclosing that 50 different configurations of variables were tested until the final set was found would not affect results reproducibility, but it would certainly change inferential reproducibility. That is, the second team of researchers would reach very different inferences from the same results because the good fit of the model would be attributed to sampling error and chance rather than the existence of substantive relations between variables.
Many articles published in management journals represent situations similar to the example described previously: We simply do not know whether what we see is what we get. Most things seem just right: measures are valid and have good psychometric qualities, hypotheses described in the Introduction section are mostly supported by results, statistical assumptions are not violated (or not mentioned), the "storyline" is usually neat and straightforward, and everything seems to be in place. But, unbeknownst to readers, many researchers have engaged in various trial-and-error practices (e.g., revising, dropping, and adding scale items), opaque choices (e.g., including or excluding different sets of control variables), and other decisions (e.g., removing outliers, retroactively creating hypotheses after the data were analyzed) that are not disclosed fully. Researchers in management and other fields have considerable latitude in terms of the choices, judgment calls, and trial-and-error decisions they make in every step of the research process-from theory, to design, measurement, analysis, and reporting of results (Bakker et al., 2012; Simmons et al., 2011) . Consequently, other researchers are unable to reach similar conclusions due to insufficient information (i.e., low transparency) of what happened in what we label the "research kitchen" (e.g., Bakker et al., 2012; Bergh et al., 2017a Bergh et al., , 2017b Cortina et al. 2017b) .
As just one of many examples of low methodological transparency and its negative impact on inferential reproducibility, consider practices regarding the elimination of outliers-data points that are far from the rest of the distribution (Aguinis & O'Boyle, 2014; Joo, Aguinis, & Bradley, 2017) . A review of 46 journals and book chapters on methodology and 232 substantive articles by Aguinis, Gottfredson, and Joo (2013) documented the relative lack of transparency in how outliers were defined, identified, and handled. Such decisions affected substantive conclusions regarding the presence, absence, direction, and size of effects. Yet, as Aguinis et al. (2013) found, many authors made generic statements, such as "outliers were eliminated from the sample," without offering details on how and why they made such a decision. This lack of transparency makes it harder for a healthily skeptical scientific readership to evaluate the credibility and trustworthiness of the inferences drawn from the study's findings. Again, without adequate disclosure about the processes that take place in the "research kitchen," it is difficult, if not impossible, to evaluate the veracity of the conclusions described in the article.
We pause here to make an important clarification. Our discussion of transparency, or lack thereof, does not mean that we wish to discourage discovery-and trial-and-error-oriented research. To the contrary, epistemological approaches other than the pervasive hypothetico-deductive model, which has dominated management and related fields since before World War II (Cortina, Aguinis, & DeShon, 2017a) , are indeed useful and even necessary. For example, inductive and abductive approaches can lead to important theory advancements and discoveries (Fisher & Aguinis, 2017; Hollenbeck & Wright, 2017; Murphy & Aguinis, 2017) . Sharing our perspective, Hollenbeck and Wright (2017) defined "tharking" as "clearly and transparently presenting new hypotheses that were derived from post hoc results in the Discussion section of an article. The emphasis here is on how (transparently) and where (in the Discussion section) these actions took place" (p. 7). So, we are not advocating a rigid adherence to a hypotheticodeductive approach but, rather, epistemological and methodological plurality that has high methodological transparency.
THE PRESENT REVIEW
The overall goal of our review is to improve the credibility and trustworthiness of management research by providing evidence-based best practices on how to enhance methodological transparency. Our recommendations provide a resource for doctoral education and training; researchers conducting empirical studies; journal editors and reviewers evaluating submissions; and journals, publishers, and professional organizations interested in enhancing the credibility and trustworthiness of research. Although we focus on the impact that enhanced transparency will have on inferential reproducibility, many of our recommendations will also help improve results reproducibility. Returning to the reliability-validity analogy, improving validity will, in many cases, also improve reliability.
A unique point of view of our review is that we focus on enhancing methodological transparency rather than on the quality or appropriateness of methodological practices as already addressed by others (Aguinis & Edwards, 2014; Aguinis & Vandenberg, 2014; Williams, Vandenberg, & Edwards, 2009) . We focus on the relative lack of methodological transparency because it masks outright fraudulent acts (as committed by, for example, Hunton & Rose, 2011 and Stapel & Semin, 2007) , serious errors (as committed by, for example, Min & Mitsuhashi, 2012; Walumbwa, Luthans, Avey, & Oke, 2011) , and questionable research practices (as described by . Moreover, because of low methodological transparency, many of these errors are either never identified or identified several years after publication. For example, it took at least four years to retract articles published in the Academy of Management Journal, Strategic Management Journal, and Organization Science by disgraced former University of Mannheim professor Ulrich Lichtenthaler. Greater methodological transparency could have substantially aided earlier discovery and possibly even prevented these and many other articles from being published in the first place by making clear that the data used were part of a larger dataset (Min & Mitsuhashi, 2012) , providing information regarding decisions to include certain variables (Lichtenthaler, 2008) , and being explicit about the levels of inquiry and analysis (e.g., Walumbwa et al., 2011) . Although enhanced transparency is likely to help improve research quality because substandard practices are more likely to be discovered early in the manuscript review process, our recommendations are not about the appropriateness of methodological choices, but rather on making those methodological choices explicit.
The remainder of our article is structured as follows. First, we offer a theoretical framework that helps us understand the reasons for the relatively low degree of methodological transparency and how to address this problem. Second, we describe the procedures involved in our literature review. Third, based on results from the literature review, we offer evidence-based best-practice recommendations for how researchers can enhance methodological transparency regarding theory, design, measurement, analysis, and the reporting of results. Finally, we provide recommendations that can be used by editors, reviewers, journals, and publishers to enhance transparency in the manuscript submission and evaluation process. Taken together, our review, analysis, and recommendations aim at enhancing methodological transparency, which will result in improved reproducibility and increase the credibility and trustworthiness of research.
REASONS FOR LOW TRANSPARENCY: THE PERFECT STORM
Why do so many published articles have low methodological transparency Cortina et al. 2017b) ? To answer this question, we use a theoretical framework from human resource management and organizational behavior and conceptualize the low degree of transparency as a performance problem or, more specifically, a research performance problem. Within this framework, excellent research performance is complete transparency, and poor performance is low transparency-resulting in low inferential reproducibility.
Overall, decades of performance management research suggest that performance is determined to a large extent by two major factors: (a) motivation and (b) knowledge, skills, and abilities (KSAs) (Aguinis, 2013; Maier, 1955; Van Iddekinge, Aguinis, Mackey, & DeOrtentiis, 2017; Vroom, 1964) . In other words, individuals must want (i.e., have the necessary motivation) to perform well and know how to perform well (i.e., have the necessary KSAs).
Recent meta-analytic evidence suggests that ability and motivation have similarly strong effects on performance ( Van Iddekinge et al., 2017) . For example, when considering job performance (as opposed to training performance and laboratory performance), the mean range restriction and measurement error corrected ability-performance correlation is .31, whereas the motivation-performance correlation is .33. Ability has a stronger effect on objective (i.e., results such as sales) performance (i.e., .51 vs. .26 for motivation), but the effects on subjective performance (i.e., supervisory ratings) are similar (i.e., .32 vs. .31 for motivation). Also, particularly relevant regarding our recommendations for solving the "research performance problem" is that the overall meta-analytically derived corrected correlation between ability and motivation is only .07 (based on 55 studies). In other words, ability and motivation share only half of 1 percent of common variance. Moreover, as described by Van Iddekinge et al. (2017) , contrary to what seems to be a common belief, the effects of ability and motivation on performance are not multiplicative but, rather, additive. This means that they do not interact in affecting performance and, therefore, it is necessary to implement interventions that address both KSAs and motivation. Accordingly, we include a combination of recommendations targeting these two independent antecedents of research performance.
Regarding motivation as an antecedent for research performance, at present, there is tremendous pressure to publish in "A-journals" because faculty performance evaluations and rewards, such as promotion and tenure decisions, are to a large extent a consequence of the number of articles published in these select few journals (Aguinis, Shapiro, Antonacopoulou, & Cummings, 2014; Ashkanasy, 2010; Butler, Delaney, & Spoelstra, 2017; Byington & Felps, 2017; Nosek, Spies, & Motyl, 2012) . Because researchers are rewarded based on the number of publications, they are motivated to be less transparent when transparency might adversely affect the goal of publishing in those journals. As an example, consider the following question: Would researchers fully report the weaknesses and limitations of their study if it jeopardized the possibility of publication? In most cases, the answer is no .
Interestingly, transparency is not related to the number of citations received by individual articles or reviewer evaluations regarding methodological aspects of submitted manuscripts (Green, Tonidandel, & Cortina, 2016) . Specifically, measured transparency by using two coders who assessed "whether the article reported sufficient information in both data collection and analysis for the study to be replicated to a reasonable extent" (p. 1874) and "statistical analysis revealed no significant relationship between transparency of analysis and the number of cites received by articles (F 4,190 5 1.392, p 5 25)" (p. 1881). In addition, Green et al. (2016) used a constant comparative method to code reviewers' and editors' decision letters to "build conceptual categories, general themes, and overarching dimensions about research methods and statistics in the peer review process" (p. 406). They generated 267 codes from 1,751 statements in 304 decision letters regarding 69 articles. Green et al. (2016: 426) concluded their article with the following statement: "In conclusion, the present study provides prospective authors with detailed information regarding what the gatekeepers say about research methods and analysis in the peer review process." Transparency was not mentioned once in the entire article. These results provide evidence that greater transparency is not necessarily rewarded and many of the issues described in our article may be "under the radar screen" in the review process. In short, the focus on publishing in "A-journals" as the arbiter of rewards is compounded by the lack of obvious benefits associated with methodological transparency and the lack of negative consequences for those who are not transparent, thus further reducing the motivation to provide full and honest methodological disclosure.
Our article addresses motivation as an antecedent for research performance by providing actionable recommendations for editors, reviewers, and journals and publishers on how to make methodological transparency a more salient requirement for publication. For example, consider the possible requirement that authors state whether they tested for outliers, how outliers were handled, and implications of these decisions for a study's results . This actionable and rather easy to implement manuscript submission requirement can switch an author's expected outcome from "dropping outliers without mentioning it will make my results look better, which likely enhances my chances of publishing" to "explaining how I dealt with outliers is required if I am to publish my paper-not doing so will result in my paper being desk-rejected." In other words, our article offers suggestions on how to influence motivation such that being transparent becomes instrumental in terms of obtaining desired outcomes (i.e., publishing), whereas a low degree of transparency will negatively affect chances of such success.
Insufficient KSAs is the second factor that results in low transparency-our "research performance problem." Because of the financial constraints placed on business and other schools (e.g., psychology, industrial and labor relations), many researchers and doctoral students are not receiving state-of-the-science methodological training. Because doctoral students receive tuition waivers and stipends, many schools view doctoral programs as cost centers when compared with undergraduate and master's programs. The financial pressures faced by schools often result in less resources being allocated to training doctoral students, particularly in the methods domain (Byington & Felps, 2017; Schwab & Starbuck, 2017; . For example, a study by Aiken, West, and Millsap (2008) involving graduate training in statistics, research design, and measurement in 222 psychology departments across North America concluded that "statistical and methodological curriculum has advanced little [since the 1960s]" (p. 721). Similarly, a 2013 benchmarking study conducted within the United States and involving 115 industrial and organizational psychology programs found that although most of them offer basic research methods and entry-level statistics course (e.g., Analysis of Variance (ANOVA), regression), the median number of universities offering courses on measurement/test development, meta-analysis, hierarchical linear modeling, nonparametric statistics, and qualitative/mixed methods is zero (Tett, Walser, Brown, Simonet, & Tonidandel, 2013) .
This situation is clearly not restricted only to universities in the United States. For example, in many universities in the United Kingdom and Australia, there is minimal methodological training beyond that offered by the supervisor. In fact, doctoral students in Australia are expected to graduate in 3.5 years at the most. Combined with the paucity of methodological courses offered, this abbreviated timeline makes it very difficult for doctoral students, who are the researchers of the future, to develop sufficient KSAs. Lack of sufficient methodological KSAs gives authors even more "degrees of freedom" when faced with openly disclosing choices and judgment calls because the negative consequences associated with certain choices are simply unknown.
The lack of sufficient methodological training and KSAs is also an issue for editors, reviewers, and publishers/professional organizations (e.g., Academy of Management). As documented by Bedeian, Van Fleet, and Hyman (2009) , the sheer volume of submissions requires expanding editorial boards to include junior researchers, even at "A-journals." Unfortunately, these junior researchers themselves may not have received rigorous and comprehensive methodological training because of the financial constraints on schools and departments. The lack of broad and state-of-the-science methodological training, the rapid developments in research methodology (Aguinis, Pierce, Bosco, & Muslin, 2009; Cortina et al., 2017a) , and the sheer volume and variety of types of manuscript submissions mean that even the gatekeepers can be considered novices and, by their own admission, often do not have the requisite KSAs to adequately and thoroughly evaluate all the papers they review (Corley & Schinoff, 2017) .
To address the issue of KSAs, our review identifies choices and judgment calls made by researchers during the theory, design, measurement, analysis, and reporting of results that should be described transparently. By distilling the large, fragmented, and often-technical literature into evidence-based best-practice recommendations, our article can be used as a valuable KSA resource and blueprint for enhancing methodological transparency.
While we focus on individual-level factors, such as motivation and KSAs, context clearly plays an important role in creating the research performance problem. That is, researchers do not work in a vacuum. In fact, many of the factors we mentioned as influencing motivation (e.g., pressure to publish in "A-journals") and KSAs (e.g., fewer opportunities for methodological training and re-tooling) are contextual in nature. In describing the importance of context, Blumberg and Pringle (1982) offered the example that researchers are faced with environments that differ in terms of research-related resources (resulting in different KSAs), which in turn affect their research performance. Another contextual factor related to the pressure to publish in "A-journals" is the increase in the number of manuscript submissions, causing an ever-growing workload on editors and reviewers. Many journals receive more than 1,000 submissions a year, making it necessary for many action editors to produce a decision letter every three days or so-365 days a year (Cortina et al., 2017a) . But, the research performance of editors and reviewers is still contingent on their own publications in "A-journals" (Aguinis, de Bruin, Cunningham, Hall, Culpepper, & Gottfredson, 2010a) . So, the increased workload associated with the large number of submissions, along with other obligations (e.g., teaching, administrative duties), suggests that our current system places enormous, and arguably unrealistic, pressure on editors and reviewers to scrutinize manuscripts closely and identify areas where researchers need to be more transparent (Butler et al., 2017) .
In short, we conceptualize low transparency as a research performance problem. Decades of research on performance management suggest that addressing performance problems at the individuallevel requires that we focus on its two major antecedents: motivation and KSAs. Our evidence-based recommendations on how to enhance transparency can be used by publishers to update journal submission and review policies and procedures, thereby positively influencing authors' motivation to be more transparent. In addition, editors and reviewers can use our recommendations as checklists to evaluate the degree of transparency in the manuscripts they review. Finally, our recommendations are a source of information that can be used to improve doctoral student training and the KSAs of authors. Next, we offer a description of the literature review process that we used as the basis to generate these evidence-based recommendations.
LITERATURE REVIEW
Overview of Journal, Article, and Recommendation Selection Process
We followed a systematic and comprehensive process to identify articles providing evidence-based recommendations for enhancing methodological transparency. Figure 1 includes a general overview of the six steps we implemented in the process of identifying journals, articles, and recommendations. Table 1 offers more detailed information on each of these six steps. As described in Table 1 , our process began with 62 journals and the final list upon which we based our recommendations includes 28 journals and 96 articles.
An additional contribution of our article is that the description of our systematic literature review procedures presented generally in Figure 1 and detailed in Table 1 can be used by authors of review articles to appear in the Academy of Management Annals (AMA) and other journals. In fact, our detailed description that follows is in part motivated by our observation that the many reviews published in AMA and elsewhere are not sufficiently explicit about criteria for study inclusion and, thus it may be difficult to reproduce the body of work that is included in any particular review article.
Step 1: Goal and Scope of Review We adopted an inclusive approach in terms of substantive and methodological journals from management, business, sociology, and psychology (i.e., general psychology, applied psychology, organizational psychology, and mathematical psychology). Because methods evolve rapidly, we only considered articles published between January 2000 and August 2016. Furthermore, we only focused on literature reviews providing evidence-based recommendations regarding transparency in the form of analytical work, empirical data (e.g., simulations), or both. In a nutshell, we included literature reviews that integrated and synthesized the available evidence. As such, our article is a "review of reviews."
Step 2: Journal Selection Procedures
As shown in Table 1 , we used three sources to select journals. First, we used the Web of Science Journal Citation Reports (JCR) database and included journals from several categories, such as business, management, psychology, sociology, and others. Second, we used the list of journals created by the Chartered Association of Business Schools (ABS) to increase the representation of non-US journals in our journal selection process. Third, we included journals from the Financial Times 50 (FT50) list. Several journals were included in more than one of the sources, so subsequent sources added increasingly fewer new journals to our list. We excluded journals not directly relevant to the field of management, such Examples of procedure for journal (or in cases book) selection include: Identifying databases (e.g., JCR, ABI-Inform); journal ranking lists (e.g., FT50); Google Scholar, online searches Specify the role of each coder involved in identifying relevant content, and steps taken to resolve disagreements Note any disagreements that arise during this process
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Determine Procedure to Select Journals Considered for Inclusion
Select Sources using Process Identified in Step Three
Extract Relevant Content using Multiple Coders Step Procedure 1 Goal and Scope of Review: c Provide recommendations on how to enhance transparency using published, evidence-based reviews encompassing a wide variety of epistemologies and methodological practices. We only focused on literature reviews providing evidencebased recommendations regarding transparency in the form of analytical work, empirical data (e.g., simulations), or both c Due to rapid development of methods, we only considered articles published between January 2000 and August 2016
(including in press articles) c To capture the breadth of interests of Academy of Management (AOM) members, we considered journals from the fields of management, business, psychology, and sociology 2 Selection of Journals Considered for Inclusion: c Used a combination of databases and journal ranking lists to minimize a U.S.-centric bias and to identify outlets that covered a wide range of topics of interest to AOM members, covering both substantive and methodological (technical) journals c Identified 62 potential journals for inclusion: • Adopted a manual search process to identify articles to increase comprehensiveness of our review in case a relevant article did not contain a specific keyword
• In each round of calibration, the coders (coder 15 NA, coder 25 RSR, coder 35 PKC) independently coded articles in five year increments from six of the 62 journals. Articles were coded as "In/Out/Maybe" based on whether they met the inclusion criteria outlined in Step 1
• Coders combined results after the first two rounds and met to discuss reasons for coding and status of articles which had been assigned a "Maybe" rating -After two rounds, coders agreed on 67% of their ratings
• HA reviewed results after the second round and narrowed differing perceptions of inclusion criteria. Coders recoded article selections from the first two rounds based on feedback from HA
• Coders began the third round of calibration and followed procedure outlined above regarding rating articles and discussion -After three rounds, coders agreed on 90% of their ratings
• HA reviewed results after the third round and provided further feedback 4 Select Source (i.e., Articles) using Process Identified in Step Three: c Identified an additional 84 articles from 33 journals:
• • Excluded 23 journals from the original list of journals considered because we did not find any articles meeting our article inclusion criteria c Initial selection of 165 articles from 39 journals for consideration 5
Calibrate Content Extraction Process through Intercoder Agreement: c All authors read the same five articles (out of the 165 identified in steps 3 and 4) and derived recommendations regarding methodological transparency c Authors met to compare notes from selected articles and to confirm they addressed evidence-based recommendations to enhance transparency c Process was repeated with another five articles to ensure intercoder agreement as the Journal of Interactive Marketing and Supply Chain Management. Overall, we identified 62 journals which potentially published literature reviews with recommendations regarding methodological transparency. As described in the next section, 23 journals did not include any articles that met our inclusion criteria, and we excluded 11 additional journals upon closer examination of the articles during the recommendation selection process. Thus, in the end our literature review included 28 journals, which are listed in Table 2 .
Steps 3 and 4: Article Selection Procedures
We used a manual search process to identify articles including evidence-based reviews of methodological practices directly related to transparency. Specifically, Nawaf Alabduljader, Ravi S. Ramani, and P. Knight Campbell (hereafter coders), read the title, abstract, and, in some instances, the full text of the article, before deciding on classifying each as "in," "out," or "maybe." In this early stage of the article selection process, the coders erred in the direction of including an article that may not have met the inclusion criteria, rather than excluding an article that did. This allowed us to cast a wide net in terms of inclusivity and then collaboratively eliminate irrelevant articles, rather than missing potentially important information. Each coder also independently categorized the selected articles as primarily related to theory, research design, measurement, data analysis, or reporting of results. Articles that fit multiple categories were labeled accordingly. Herman Aguinis reviewed the list of articles selected and identified those that did not meet the inclusion criteria as they focused on how to conduct high-quality research and the development and appropriate use of new methods rather than transparency. After the third calibration round of coding as described in Step 3 of Table 1 , we compared the independent lists of articles using a simple matching function in Excel to determine the overlap between independent selections. In terms of intercoder agreement, results indicated that 90 percent of the articles in each coder's independently compiled lists were the same as those selected by the other coders. The coders then proceeded with the remaining journals. The article selection process resulted in a total of 39 journals containing 165 possibly relevant articles. The 23 journals that did not include review articles with recommendations on how to enhance methodological transparency and were, therefore, excluded from our review are listed at the bottom of Table 2 .
Steps 5 and 6: Recommendation Selection Procedures
To select recommendations, the coders read the full text of each of the 165 identified potential articles, and made notes on evidence-based best practice recommendations provided, both in terms of how to make research more transparent, and the rationale and evidence supporting those recommendations. Again, we used a calibration process for recommendation selection to ensure intercoder agreement (described in Table 1 ). We found that 69 of the articles initially included during the article selection process did not address transparency. After eliminating these 69 articles, a further 11 journals were excluded from our final review (see bottom of Table 2 ). The final list of articles included in our review is included in the References section and denoted by an asterisk. Overall, our final literature review is based on 96 articles from 28 journals. Step Procedure 6 Extract Relevant Content using Multiple Coders: c Each coder read the full text of the remaining 155 articles and made notes on evidence-based best practice recommendations provided, both in terms of how to make research more transparent and the rationale for those recommendations c Coders compiled and categorized recommendations into theory, design, measurement, analysis, and reporting of results categories c All the authors reviewed results together to fine-tune recommendations and rationale c Excluded 69 articles from 11 journals due to a lack of relevant recommendations on how to enhance transparency c Final list of recommendations extracted from 96 articles out of 28 journals (see Table 2 ) Notes: HA 5 Herman Aguinis, NA 5 Nawaf Alabduljader, RSR 5 Ravi S. Ramani, PKC 5 P. Knight Campbell.
EVIDENCE-BASED BEST-PRACTICE RECOMMENDATIONS
We present our recommendations for authors under five categories: theory, design, measurement, analysis, and reporting of results. Similar to previous research, we found that several recommendations are applicable to more than one of these stages and therefore the choice to place them in a particular category is not clear-cut (Aguinis et al., 2009 ). For example, issues regarding validity are related to theory, design, measurement, and analysis. Thus, we encourage readers to consider our recommendations taking into account that a particular recommendation may apply to more than the specific research stage in which it has been categorized. Also, as noted earlier, our recommendations are aimed specifically at enhancing inferential reproducibility. However, many of them will also serve the dual purpose of enhancing results reproducibility as well. To make our recommendations more tangible and concrete, we also provide examples of published articles that have implemented some of them. We hope that the inclusion of these exemplars, which cover both micro and macro domains and topics, will show that our recommendations are in fact actionable and doable-not just wishful thinking. Finally, please note that many, but not all, of our recommendations are sufficiently broad to apply to both quantitative and qualitative research, particularly those regarding theory, design, and measurement. Table 3 includes recommendations on how to enhance transparency regarding theory. These recommendations highlight the need to be explicit regarding research questions (e.g., theoretical goal, research strategy, and epistemological assumptions), level of theory, measurement, and analysis (e.g., individual, dyadic, organizational), and specifying the a priori direction of hypotheses (e.g., linear, curvilinear) as well as distinguishing a priori versus post hoc hypotheses.
Enhancing Transparency Regarding Theory
For example, consider the recommendation regarding the level of inquiry. This recommendation applies to most studies because explicit specification of the focal level of theory, measurement, and analysis is necessary for drawing similar inferences (Dionne et al., 2014; . Level of theory refers to the focal level (e.g., individual, team, firm) to which one seeks to make generalizations (Rousseau, 1985) . Level of measurement refers to the level at which one collects data. Level of analysis refers to the level at which data is assigned for hypothesis testing and analysis. Transparency regarding the level of theory, measurement, and analysis allows others to recognize potential influences of such decisions on the research question and the meaning of results, such as whether constructs and results differ when conceptualized and tested at different levels, or whether variables at different levels may affect the substantive conclusions reached (Dionne et al., 2014; Hitt, Beamish, Jackson & Mathieu, 2007; Mathieu & Chen, 2011; Schriesheim, Castro, Zhou, & Yammarino, 2002) .
Without transparency about the level of inquiry, it is difficult for reviewers and readers to reach similar conclusions about the meaning of results, which compromises the credibility of the findings. For example, a retraction by Walumbwa et al. (2011) was attributed to (among other things) the inappropriate use of levels of analysis, leading to the irreproducibility of the study's conclusions. Had the authors reported the level of analysis, reviewers would have been able to use the same levels to interpret whether results were influenced by the alignment or lack thereof between level of theory, measurement, and analysis. This may have helped reviewers identify the error before publication, thereby avoiding having to eventually retract the paper. Thus, low transparency when specifying levels of inquiry may help account for the difficulty in reproducing conclusions in some research (Schriesheim et al., 2002) . Furthermore, authors must be transparent about the decisions they make even when the level of inquiry is explicit, such as when testing the relation between two individual-level variables (Dionne et al., 2014) . Being explicit about the level of inquiry is particularly important given the increased interest in developing and testing multilevel models and bridging the micro-macro gap, which adds to model complexities (Aguinis, Boyd, Pierce, & Short, 2011) .
Another recommendation is about including post hoc hypotheses separately from a priori ones (Hollenbeck & Wright, 2017) . Currently, many authors retroactively create hypotheses after determining the results supported by the data (i.e., Hypothesizing After the Results are Known [HARKing]) . HARKing implies that empirical patterns were discovered from data analysis-an inductive approach. By crediting findings to a priori theory, readers assume that the results are based on a random sample of the data, and thus generalizable to a larger population. On the other hand, (3, 7, 8, 21, 35, 47, 56, 60, 89) 1. Use the same theoretical lens to evaluate how researchers' assumptions may affect the ability to achieve research goals (e.g., postpositivim assumes objective reality exists, focuses on hypothesis falsification; interpretative research assumes different meanings exist, focuses on describing meanings), and conclusions drawn (e.g., data-driven inductive approach versus theory-based deductive approach) 2. Specify level of theory, measurement, and analysis (e.g., individual, dyadic, organizational) (21, 32, 33, 43, 50, 70, 80, 85, 95, 96) 2. Use the same levels to interpret implications for theory (e.g., do results apply to individuals or organizations? Are results influenced by the alignment or lack thereof between the level of theory, measurement, and analysis?) 3. Acknowledge whether there was an expected a priori direction (e.g., positive, plateauing, curvilinear) for the nature of relations as derived from the theoretical framework used. Identify and report any post hoc hypotheses separately from a priori hypotheses. Report both supported and unsupported hypotheses (3, 12, 23, 62, 71, 93, 96) 3. Differentiate between inductive and deductive tests of theory and gather information regarding the precision, relevance, and boundaries of the theory tested (e.g., match between theoretical predictions and results; presence of contradictory findings; does the theory predict a linear or curvilinear relation?)
Notes: Sources used to derive evidence-based recommendations: Aram and Salipante (2003), 8 Aytug, Rothstein, Zhou, and Kern (2012), the truthful and transparent reporting of the use of HARKing (i.e., "tharking") attributes results to the specific sample-a deductive approach. Transparency about HARKing thus changes the inferences drawn from results and makes it a useful investigative technique that provides interesting findings and discoveries (Fisher & Aguinis, 2017; Hollenbeck & Wright, 2017; Murphy & Aguinis, 2017) .
Consider the following exemplars of published articles that are highly transparent regarding theory. First, Maitlis (2005) used an interpretive approach to examine social processes involved in organizational sensemaking (i.e., individuals' interpretations of cues from environments) among various organizational stakeholders. Maitlis (2005) explained the theoretical goal ("The aim of this study was theory elaboration," p. 24), the theoretical approach (i.e., describe theory using an interpretive qualitative approach), and the rationale for the choice ("Theory elaboration is often used when preexisting ideas can provide the foundation for a new study, obviating the need for theory generation through a purely inductive, grounded analysis," p. 24). High transparency in stating the theoretical goal, approach, and rationale allows others to use the same theoretical lens to evaluate how researchers' assumptions may affect the ability to achieve research goals and the conclusions drawn. As a second example, transparency about levels of inquiry was demonstrated in an article by Williams, Parker, and Turner (2010) , who examined the effect of team personality and transformational leadership on team proactive performance. Williams et al. (2010) stated the level of theory ("Our focus in the current paper is on proactive teams rather than proactive individuals," p. 302), the level of measurement ("Team members (excluding the lead technician) were asked to rate their lead technician, and these ratings were aggregated to produce the team-level transformational leadership score," p. 311), and the level of analysis ("It is important to note that, because the analyses were conducted at the team level (N 5 43), it was not appropriate to compute a full structural model," p. 313). Moreover, the authors specified levels in their formal hypotheses (e.g. "The mean level of proactive personality in the team will be positively related to team proactive performance", p. 308), which further enhanced transparency. Table 4 provides recommendations on how researchers can be more transparent about design, including choices regarding type of research design, data collection procedure, sampling method, power analysis, common method variance, and control variables. Information on issues such as sample size, sample type, conducting research using passive observation or experiments, and decisions on including or excluding control variables, influence inferences drawn from these results and, therefore, inferential reproducibility (Aguinis & Vandenberg, 2014; Bono & McNamara, 2011) .
Enhancing Transparency Regarding Research Design
Many of the recommendations included in Table 4 are related to the need to be transparent about specific steps taken to remedy often-encountered challenges and imperfections in the research design (e.g., common method variance, possible alternative explanations), and to clearly note the impact of these steps on substantive conclusions, as they may actually amplify the flaws they are intended to remedy (Aguinis & Vandenberg, 2014) . Without knowing which corrective actions were taken, others are unable to reach similar inferences from the results obtained (Aguinis & Vandenberg, 2014; .
For example, because of the practical difficulty associated with conducting experimental and quasiexperimental designs, many researchers measure and statistically control for variables other than their variables of interest to account for the possibility of alternative explanations Bernerth & Aguinis, 2016) . Including control variables reduces the degrees of freedom associated with a statistical test, statistical power, and the amount of explainable variance in the outcome Bernerth & Aguinis, 2016; . On the other hand, excluding control variables can increase the amount of explainable variance and inflate the relation between the predictor and the outcome of interest Bernerth & Aguinis, 2016; . Therefore, the inclusion or exclusion of control variables affects the relation between the predictor and the criterion, and the substantive conclusions drawn from study results. Yet, researchers often do not disclose which control variables were initially considered for inclusion and why, which control variables were eventually included and which excluded, and the psychometric properties (e.g., reliability) of those that were included Bernerth & Aguinis, 2016) . As reported by Bernerth and Aguinis (2016) , many researchers cite previous work or provide ambiguous statements, such as "it might relate" as a reason for control variable inclusion, rather than providing a theoretical rationale for whether control variables have meaningful relations with criteria and predictors of interest. In addition, some authors may include control variables simply because they suspect that reviewers and editors expect such practice (Bernerth & Aguinis, 2016) . Therefore, low transparency regarding the use of control variables reduces inferential reproducibility because it is not known whether conclusions reached are simply an artifact of which specific control variables were included or excluded Bernerth & Aguinis, 2016; .
A study by Tsai, Chen, and Liu (2007) offers a good illustration of transparency regarding the use of control variables. They controlled for job tenure when testing the effect of positive moods on task performance. Tsai et al. (2007) provided an explanation of which control variables were included ("We included job tenure (in years) as a control variable"), why they were used (". . .meta-analysis showed that the corrected correlation between work experience. . . and employee job performance was 0.27," p. 1575), and how the control variables might influence the variables of interest ("This positive correlation may be explained by the fact that employees gain more job-relevant knowledge and skills as a result of longer job tenure, which thus leads to higher task performance," p. 1575). An example of high transparency about common method variance is Zhu and Yoshikawa (2016) , who examined how a government director's self-identification with both the focal firm and the government influences his or her self-reported governance behavior (managerial monitoring and resource provision). The authors (14, 15, 21, 22, 28, 31, 35, 44, 59, 60, 75, 82, 83, 86, 96) 1. Determine influence of study design and sample characteristics on research questions and inferences (e.g., use of cross-sectional versus experimental studies to assess causality), and overall internal and external validity of findings reported (e.g., if theoretical predictions may vary across groups and cultures; if sample is not representative of population of interest or the phenomenon manifests itself differently in sample)
2. If a power analysis was conducted before initiating study or after study completion, report results, and explain if and how they affect interpretation of study's results (1, 3, 10, 24, 29, 36, 52, 76, 86, 90, 91) 2. Draw independent conclusions about the effect of sample size on the ability to detect existing population effects given that low power increases possibility of Type II error (i.e., incorrectly failing to reject the null hypothesis of no effect or relation) 3. If common method variance was addressed, state the theoretical rationale (e.g., failure to correlate with other self-report variables), and study design (e.g., temporal separation and use of self-and other-report measures) or statistical remedies (e.g., Harman one-factor analysis) used to address it (3, 25, 34, 38, 81) 3. Identify the influence, if any, of common method variance preemptive actions and remedies on error variance (i.e., variance attributable to methods rather than constructs of interest), which affects conclusions because it affects the size of obtained effects 4. Provide an explanation of which control variables were included and which were excluded and why, how they influenced the variables of interest, and their psychometric properties (e.g., validity, reliability) (3, 16, 18, 22, 28, 44) 4. Independently determine if conclusions drawn in the study were influenced by choice of control variables because a) Including control variables changes meaning of substantive conclusions to the part of predictor unrelated to control variable, rather than total predictor; b) not specifying causal structure between control variables and focal constructs (e.g., main effect, moderator, and mediator) can cause model misspecification and lead to different conclusions; and c) reporting measurement qualities provides evidence on whether control variables are conceptually valid and representative of underlying construct Brutus, Gill, and Duniewicz (2010) , 29 Cafri, Kromrey, and Brannick (2010), 31 Casper, Eby, Bordeaux, Lockwood, and Lambert (2007), 34 Chang, van Witteloostuijn, and Eden (2010) , 35 Chenail (2009) , 59 Gibbert and Ruigrok (2010), 60 Gibbert, Ruigrok, and Wicki (2008), 75 McLeod, Payne, and Evert (2016), 76 Nickerson (2000), 81 Podsakoff, MacKenzie, Lee, and Podsakoff (2003) , 82 Rogelberg, Adelman, and Askay (2009), 83 Scandura and Williams (2000), 86 Shen, Kiger, Davies, Rasch, Simon, and Ones (2011), 90 Van Iddekinge and Ployhart (2008) , 91 Waldman and Lilienfeld (2016), 96 . noted why common method variance was a potential problem in their study ("As both the dependent and the independent variables were measured by self-report, common method variance could potentially have influenced the results," p. 1800). In addition, they were highly transparent in describing the techniques used to assess whether common method bias may have influenced their conclusions ("First, we conducted Harman's single factor test and found that three factors were present . . .also controlled for the effects of common method variance by partialling out a general factor score...we tested a model with a single method factor and examined a null model," p. 1800). Table 5 provides recommendations on how to enhance transparency regarding measurement. In addition to unambiguous construct definitions, providing information about the psychometric properties of all the measures used (e.g., reliability, construct validity), statistics used to justify aggregation, and issues related to range restriction or measurement error are also important. The types of psychometric properties that need to be reported differ based on the conceptual definition of the construct and the scale (e.g., original versus altered) used. For example, when attempting to measure higher-level constructs, transparency includes identifying the focal unit of analysis, whether it differs from the same construct at the lower level, the statistics used to justify aggregation, and the rationale for choice of statistics used Klein & Kozlowski, 2000; Yammarino et al., 2005) . This allows others to more clearly understand the meaning of the focal construct of interest and whether aggregation might have influenced the definition of the construct and meaning of results. Transparency here also alleviates concerns on whether authors cherry-picked aggregation statistics to support their decision to aggregate and, therefore, enhances inferential reproducibility.
Enhancing Transparency Regarding Measurement
Another important measurement transparency consideration is the specific instance when no adequate measure exists for the focal constructs of interest. Questions regarding the impact of measurement error on results or the use of proxies of constructs are even more important when using a new measure or an existing measure that has been altered (Bono & McNamara, 2011; Zhang & Shaw, 2011) . In these instances, transparency includes providing details on changes made to existing scales, such as which items were dropped or added, and any changes in the wording or scale items. Without a clear discussion of the changes made, readers may doubt conclusions, as it might appear that authors changed the scales to obtain the desired results, thereby reducing inferential reproducibility.
The article by Wu, Tsui, and Kinicki (2010) is a good example of transparency regarding score aggregation. Wu et al. (2010) examined the consequences of differentiated leadership within groups and described why aggregation was necessary given their conceptualization of the theoretical relationships ("group-focused leadership fits Chan's (1998) referent shift consensus model in which withingroup consensus of lower-level elements is required to form higher-level constructs", p. 95), provided details regarding within-and between-group variability, and reported both within-group inter-rater reliability (r wg ) and intraclass correlation coefficient (ICC) statistics. An example of high transparency regarding conceptual definitions, choice of particular indicators, and construct validity is the study by Tashman and Rivera (2016) that used resource dependence and institutional theories to examine how firms respond to ecological uncertainty. Tashman and Rivera (2016) explained why they conceptualized ecological uncertainty as a formative construct ("to capture a resort's total efforts at adopting practices related to ecological mitigation"), and how they assessed face and external validity ("we selected Ski Area Citizens Coalition [SACC] ratings when there was a theoretical basis. . . we calculated variance inflation factors. . . assessed multicollinearity at the construct level with a condition index", p. 1513). Finally, they provided evidence of construct validity using correlation tables including all variables. Table 6 provides recommendations on how to enhance transparency regarding data analysis. Given the current level of sophistication of data-analytic approaches, offering detailed recommendations on transparency regarding each of dozens of techniques such as meta-analysis, multilevel modeling, structural equation modeling, computational modeling, content analysis, regression, and many others are outside of the scope of our review. Accordingly, we focus on recommendations that are broad and generally applicable to various types of data-analysis techniques. In addition, Table 6 also includes some more specific recommendations regarding issues that are observed quite frequently-as documented in the articles reviewed in our study.
Enhancing Transparency Regarding Data Analysis
As noted by , while researchers today have more degrees of freedom regarding data-analytic choices than ever before, decisions made during analysis are rarely disclosed in a transparent manner. Clearly noting the software employed and making available the syntax used to carry out data analysis facilitates our understanding of how the assumptions of the analytical approach affected results and conclusions . For example, there are multiple scripts and packages available within the R software to impute missing data. Two of these (Multiple Imputation by Chained Equations [MICE] and Amelia) impute data assuming that the data are missing at random, while another (missForest) imputes data based on nonparametric assumptions. The manner in which data are imputed influences the data values that are analyzed, which affects results and conclusions. Thus, not knowing which precise package was used contributes to inconsistency in results and in the conclusions others draw about the meaning of results (Frese, 2007b) .
Another recommendation in Table 6 relates to the topic of outliers. For example, outliers can affect parameter estimates (e.g., intercept or slope coefficients), but many studies fail to disclose whether a dataset included outliers, what procedures were used to identify and handle them, whether analyses were conducted with and without outliers, and whether results and inferences change based on these decisions . Consequently, low transparency about how outliers were defined, identified, and handled means that other researchers will be unable to reach similar conclusions (i.e., reduced inferential reproducibility). 1. Provide conceptual definition of construct; report all measures used; how indicators (e.g., reflective, formative) correspond to each construct; and evidence of construct validity (e.g., correlation tables including all variables, results of item and factor analysis) (3, 22, 24, 25, 36, 38, 42, 45, 48, 68, 71, 73, 83, 96) 1. Draw independent conclusions about: a) overall construct validity (i.e., do indicators assess underlying constructs); b) discriminant validity of constructs (i.e., are constructs distinguishable from one another); and c) discriminant validity of measures (i.e., do indicators from different scales overlap). Absent such information, inferences have low reproducibility (e.g., small effects could be attributed to weak construct validity, large effects to low discriminant validity) 2. If scales used were altered, report how and why (e.g., dropped items, changes in item referent). Provide psychometric evidence regarding the altered scales (e.g., criterion-related validity) and report exact items used in the revised scale (3, 22, 28, 31, 38, 95, 96) 2. Understand whether conclusions reached are due to scale alterations (e.g., cherry-picking items); independently reach conclusions about the validity of new and revised scales 3. If scores are aggregated, report measurement variability within and between units of analysis; statistics, if any, used to justify aggregation (e.g. r wg , ICC); and results of all aggregation procedures (32, 50, 70, 72, 88, 95) 3. Reach similar conclusions regarding aggregated construct's meaning because different aggregation indices provide distinct information (e.g., r wg represents interrater agreement, and it is used to justify aggregation of data to higher-level; ICC(1) represents interrater reliability, and provides information on how lower-level data are affected by group membership, and if individuals are substitutable within a group) 4. If range restriction or measurement error was assessed, specify the type of range restriction, and provide rationale for decision to correct or not correct. If corrected, identify how (e.g., type of correction used; sequence; and formulas). Report observed effects and those corrected for range restriction and/or measurement error (29, 44, 58, 83, 90) 4. Recognize how the method used to identify and correct for measurement error or range restriction (e.g., Pearson correlations corrected using the Spearman-Brown formula; Thorndike's Case 2) may have led to over-or under-estimated effect sizes Notes: r wg 5 Within-group inter-rater reliability; ICC 5 Intraclass Correlation Coefficient. Sources used to derive evidence-based recommendations: 3 Aguinis and Vandenberg (2014), 22 Bono and McNamara (2011) , 24 Boyd, Gove, and Hitt (2005) , 25 Brannick, Chan, Conway, Lance, and Spector (2010), 28 Brutus, Gill, and Duniewicz (2010) , 29 Cafri, Kromrey, and Brannick (2010), 31 Casper, Eby, Bordeaux, Lockwood, and Lambert (2007), 32 , 36 Combs (2010), 38 Conway and Lance (2010), 42 Crook, Shook, Morris, and Madden (2010), 44 Edwards (2008), 45 Edwards and Bagozzi (2000), 48 Evert, Martin, McLeod, and Payne (2016), 50 Feng (2015) , 58 Geyskens, Krishnan, Steenkamp, and Cunha (2009), 68 Jackson, Gillaspy, and Purc-Stephenson (2009), 70 Klein and Kozlowski (2000) , 71 Leavitt, Mitchell, and Peterson (2010) SmithCrowe, Burke, , 90 Van Iddekinge and Ployhart (2008) , 95 Yammarino, Dionne, Chun, and Dansereau (2005) , 96 Zhang and Shaw (2012).
An illustration of a more specific and technical recommendation included in Table 6 relates to reporting that a study used a "repeated-measures ANOVA," which does not provide sufficient detail to others about whether the authors used a conventional F test, which assumes multisample sphericity, or multivariate F tests, which assume homogeneity of between-subjects covariance matrices (Keselman, Algina,&Kowalchuk,2001 ). Without such information, which refers to the general issue of providing a clear justification for a particular data-analytic choice, consumers of research attempting to reproduce results using the same general analytical method (e.g., ANOVA) may draw different inferences.
An example of high transparency regarding outliers is the study by Worren, Moore, and Cardona (2002) , who examined the relationship between antecedents and outcomes of modular products and process architectures. The authors specified how they identified ("We also examined outliers and influential observations using indicators, such as Cook's distance"), defined ("called up the respondent submitting these data, who said that he had misunderstood some of the questions"), and handled the outlier ("we subsequently corrected this company's score on one variable (product modularity)," p. 1132). A second example, which displays high transparency in data analysis when using a qualitative approach, is Amabile, Barsade, Mueller, and Staw's (2005) study that generated theory regarding how affect relates to creativity at work. The authors detailed the coding rules they used when analyzing events ("A narrative content coding protocol was used to identify indicators of mood and creative thought in the daily diary narratives," p. 378). In addition, they were highly transparent about what they coded to develop measures ("we also constructed a more indirect and less obtrusive measure of mood from the coding of the diary narrative, Coder-rated positive mood. Each specific event described in each diary narrative was coded on a valence dimension", p. 379), and how they coded measures ("defined for coders as "how the reporter [the participant] appeared to feel about the event or view the event". . ."For each event, the coder chose a valence code of negative, neutral, positive, or ambivalent," p. 379). Table 7 summarizes recommendations on how to enhance transparency regarding reporting of results. The more transparent authors are in reporting results, the better consumers of published work will be able to reach similar conclusions. 1. Report specific analytical method used and why it was chosen (e.g., EFA versus CFA; repeated measures ANOVA using conventional univariate tests of significance versus univariate tests with adjusted degrees of freedom) (21, 37, 48, 56, 66, 69, 75, 76, 80, 82, 96) 1. Independently verify whether the data analytical approach used influenced conclusions (e.g., using CFA instead of EFA to generate theory)
Enhancing Transparency Regarding Reporting Results
2. Report software used, including which version, and make coding rules (for qualitative data) and syntax for data analysis available
The first issue included in Table 7 relates to the need to provide sufficient detail on response patterns so others can assess how they may have affected inferences drawn from the results. While missing data and nonresponses are rarely the central focus of a study, they usually affect conclusions drawn from the analysis . Moreover, given the variety of techniques available for dealing with missing data (e.g., deletion, imputation), without precise reporting of results of missing data analysis and the analytical technique used, others are unable to judge whether certain data points were excluded because authors did not have sufficient information or because excluding the incomplete responses supported the authors' preferred hypotheses (Baruch & Holtom, 2008) . In short, low inferential reproducibility is virtually guaranteed if this information is absent.
Another issue included in Table 7 , and one that ties directly to transparency in data analytical choices, is to report the results of any tests of assumptions that may have been conducted. All analytic techniques include assumptions (e.g., linearity, normality, homoscedasticity, additivity), and many available software packages produce results of assumptions tests without the need for additional calculations on the part of researchers. While the issue of assumptions might be seen as a basic concept that researchers learn as a foundation in many methodology courses, most published articles do not report whether assumptions were assessed (Weinzimmer, Mone, & Alwan, 1994) . For example, consider the assumption of normality of distributions, which underlies most regressionbased analyses. This assumption is violated frequently (Aguinis, O'Boyle, Gonzalez-Mulé, & Joo, 2016; Crawford, Aguinis, Lichtenstein, Davidsson, & McKelvey, 2015; O'Boyle & Aguinis, 2012) and we suspect that many authors are aware of this. Yet, many researchers continue to use software and analytical procedures that assume normality of data, without openly reporting the results of tests of these assumptions. Reporting results of assumptions increases inferential reproducibility by allowing others to independently assess whether the assumption may have been violated based on an examination of graphs or other information provided in the software output.
Another issue included in Table 7 is the need to report descriptive and inferential statistics clearly and precisely. This precision allows others to independently compare their results and conclusions with those reported. Precision in reporting results allows others to confirm that authors did not hide statistically nonsignificant results behind vague writing and incomplete tables. Perhaps the most egregious example of a lack of precision is with regard to p-values. Used to denote the probability that a null hypothesis is tenable, researchers use a variety of arbitrary cutoffs to report p-values (e.g., p , .05 or p , .01) as opposed to the exact p-value computed by default by most contemporary statistical packages . Using these artificial cutoffs makes it more difficult to assess whether researchers made errors that obscured the true value of the probability (e.g., rounding 0.059 down to 0.05) or reported a statistically significant result when p-values do not match, and to judge the seriousness of making a Type I (incorrectly rejecting the null hypothesis) versus Type II (incorrectly failing to reject the null hypothesis) error within the context of the study (Aguinis et al., 2010b; Wicherts, Veldkamp, Augusteijn, Bakker, Van Aert, & Van Assen, 2016 ).
An example of high transparency with regard to missing data is the article by Gomulya and Boeker (2014) that examined financial earning restatements and the appointment of CEO successors. In addition to providing information as to why they had missing data ("lack of Securities and Exchange Commission (SEC) filings", p. 1765), the authors also reported how their sample size was affected by missing data ("our sample size experienced the following reduction"), the method used to address missing data ("deleted listwise"), how missing data may have affected results obtained ("model is very conservative, treating any missing data as nonrandom (if they are indeed random, it should not affect the analyses)", and the results of a nonresponse analysis ("we did compare the firms that were dropped for the reasons mentioned above with the remaining firms in terms of size, profitability, and year dummies. We found no significant difference", p. 1784). As a second illustration, Makino and Chan's (2017) paper on how skew and heavytail distributions influence firm performance is an example of high transparency regarding the testing of assumptions. In answering their research question, the authors explicitly noted why their data might violate the assumptions of homoscedasticity and independence required by the analytical method (Ordinary Least Squares [OLS] regression), and outlined the steps they took to account for these violations ("we add a lagged value of the dependent variable (Yi(t 21)) to capture possible persistence 
Recommendations
Improves Inferential Reproducibility by Allowing Others to . . . .
1.
Report results of missing-data analysis (e.g., sensitivity analysis); method (e.g., imputation, deletion) used to address missing data; information (even if speculative) as to why missing data occurred; response rate; and if conducted, results of non-response analyses (11, 15, 44, 68, 74, 82, 84, 92) 1. Have greater confidence in inferences and that authors did not cherrypick data to support preferred hypotheses; verify whether causes of missing data are related to variables of interest; and independently assess external validity (e.g., if survey respondents are representative of the population being studied)
2. Report results of all tests of assumptions associated with analytical method. Examples include: Normality, heteroscedasticity, independence, covariance amongst levels of repeated-measures, homogeneity of the treatment-difference variances, and group size differences in ANOVA (6, 10, 68, 69, 74, 76) 2. Verify whether possible violations of assumptions influenced study conclusions (e.g., based on chi-square statistic, standard errors) and tests of significance upwards or downwards, thereby affecting inferences drawn 3. Report complete descriptive statistics (e.g., mean, standard deviation, maximum, minimum) for all variables; correlation and (when appropriate) covariance matrices (4, 8, 37, 42, 62, 74, 82, 96) 3. Confirm that results support authors claims (e.g. multicollinearity amongst predictors elevating probability of Type I errors; correlations exceeding maximum possible values); gauge if number of respondents on which study statistics are based was sufficient to draw conclusions 4. Report effect size estimates; CI for point estimates; and information used to compute effect sizes (e. g., withingroup variances, degrees of freedom of statistical tests) (1, 4, 9, 10, 36, 40, 44, 49, 52, 57, 64, 67, 78, 91) 4. Interpret accuracy (e.g., width of CI reflects degree of uncertainty of effect size; whether sampling error may have led to inflated effect estimates) and practical significance of study results (i.e., allowing for comparison of estimates across studies) 5. Report exact p-values to two decimal places; do not report p-values compared to cut-offs (e.g., p , .05 or p , .01) (4, 9, 10, 20, 52, 61, 64, 91) 5. Rule out whether conclusions are due to chance; judge seriousness of making a Type I (incorrectly rejecting the null hypothesis) versus Type II (incorrectly failing to reject the null hypothesis) error within the context of the study 6. Use specific terms when reporting results. Examples include: c Use "statistically significant" when referring to tests of significance; do not use terms such as "significant", "marginally/almost significant", or "highly significant" (10, 52, 64, 76, 82) c Identify precise estimate used when referring to "effect size" (e.g., Cohen's d, r, R 2 , h 2 , partial h 2 , Cramer's V) (5, 51) c Provide interpretations of effect sizes and confidence intervals in regard to context of study, effect size measure used, and other studies examining similar relations. Do not use Cohen's (1988) categories as absolute and context-free benchmarks (1, 3, 4, 5, 8, 10, 20, 26, 29, 30, 46, 51, 52, 65, 67, 76, 91) 6. Understand that statistical significance is related to probability of no relation, not effect size; comprehend what authors mean when referring to "effect size" (e.g., strength of relation or variance explained); interpret evidence by comparing with previous findings and weigh importance of effect size reported in light of context of study and its practical significance 7. Report total number of tests of significance (19, 96) 7. Evaluate conclusions because conducting multiple tests of significance on the same dataset increases the probability of obtaining a statistically significant result solely due to chance, and not because of a substantive relation between constructs 8. Report and clearly identify both unstandardized and standardized coefficients (17, 36, 41, 68, 78) 8. Understand the relative size of the relations examined (when using standardized coefficients); understand the predictive power and substantive impact of the explanatory variables (when using unstandardized coefficients)
Notes: ANOVA Capraro and Capraro (2002) , 36 Combs (2010), 37 Conway and Huffcutt (2003), 40 , 41 Courville and Thompson (2001), 42 Crook, Shook, Morris, and Madden (2010), 44 Edwards (2008), 46 Edwards and Berry (2010), 49 Fan and , 51 Field and Gillett (2010),
52
(autocorrelation), heteroscedasticity". . ."we use the generalized method of moments (GMM)", p. 1732).
DISCUSSION
Our article can be used as a resource to address the "research performance problem" regarding low methodological transparency. Specifically, information in Tables 3-7 can be used for doctoral student training and also for researchers as checklists for how to be more transparent regarding judgment calls and decisions in the theory, design, measurement, analysis, and reporting of results stages of the empirical research process. As such, information in these tables addresses one of the two major determinants of antecedents of this research performance problem: KSAs.
But, as described earlier, even if the necessary knowledge on how to enhance transparency is readily available, authors need to be motivated to use that knowledge. So, to improve authors' motivation to be transparent, Table 8 includes recommendations for journals and publishers, editors, and reviewers on how to make transparency a more salient requirement for publication. Paraphrasing Steve Kerr's (1975) famous article, it would be naïve to hope that authors will be transparent if editors, reviewers, and journals do not reward transparency-even if authors know and have the ability to be more transparent.
Given the broad range of recommendations in Table 8 , we reiterate that we conceptualize transparency as a continuum and not as a dichotomous variable. In other words, the larger the number of recommendations to enhance methodological transparency that are implemented, the more likely it is that the published study will have greater inferential reproducibility. So, our recommendations in Table 8 are certainly not mutually exclusive. While some address actions to be taken before the submission of a manuscript and information authors must certify during the manuscript submission process, others can be used to give "badges" to accepted manuscripts that are particularly transparent (Kidwell et al., 2016) . Moreover, implementing as many of these recommendations as possible will reduce the chance of future retractions and, perhaps, decrease the number of "risky" submissions, thereby lowering the workload and current burden on editors and reviewers.
The vast majority of recommendations in Table 8 can be implemented without incurring much cost, encountering practical hurdles, or fundamentally altering the current manuscript submission and review process. To some extent, the implementation of many of our recommendations is now possible because of the availability of online supplemental files, which removes the important page limitation constraint. For example, because of page limitations, the Journal of Applied Psychology (JAP) had a smaller font for the Method section (same smaller size as footnotes) from 1954 to 2007 (Cortina et al., 2017a) . In addition, the page limitation constraint may have motivated editors and reviewers to ask authors to omit material from their manuscript, resulting in low transparency for consumers of the research. Also, in our personal experience, members of review teams often require that authors expand upon a study's "contributions to theory" (Hambrick, 2007) at the expense of eliminating information on methodological details (e.g., tests of assumption checks, statistical power analysis, properties of measures). Evidence of this phenomenon is that the average number of pages devoted to the Method and Results sections of articles in JAP remained virtually the same from the year 1994 to the year 2013 (Schmitt, 2017) . But, the average number of pages devoted to the Introduction section increased from 2.49 to 3.90, and the Discussion section increased from 1.71 to 2.49 pages (Schmitt, 2017) . Again, the availability of online supplements will hopefully facilitate the implementation of many of our recommendations, while being mindful of page limitation constraints.
In hindsight, the implementation of some of the recommendations aimed at enhancing methodological transparency and enhanced inferential reproducibility summarized in Table 8 could have prevented the publication of several articles that have subsequently been retracted. For example, an article submission item requesting that authors acknowledge that all members of the research team had access to the data might have prevented a retraction as in the case of Walumbwa et al. (2011) . Reassuringly, many journals are in the process of revising their manuscript submission policies. For example, journals published by the American Psychological Association require that all data in their published articles be an original use (Journal of Applied Psychology, 2017). But, although new policies implemented by journals such as Strategic Management Journal (Bettis, Ethiraj, Gambardella, Helfat, & Mitchell, 2016) address important issues about "more appropriate knowledge and norms around the use and interpretation of statistics" (p. 257), most are not directly related to transparency. Thus, although we see some progress in the development of (3, 8, 9, 21, 53, 54, 55, 59, 60, 77, 87, 91) 2. All authors had access to data, and whether data analysis and results were verified by co-author(s) (9, 77) Hypothesis testing 3. Authors reported all hypotheses tested, even if they found statistically non-significant results (13, 71) Power analysis 4. If a power analysis was conducted, results were reported in study (1, 3, 36, 52, 76, 86, 90, 91) Measures 5. All measures used in the study were reported, along with evidence of validity and reliability (3, 22, 28, 31, 36, 39, 42, 60, 82, 96) Response rate 6. Response rate for surveys and how missing data was handled were reported (11, 15, 82, 84, 92) Statistical assumptions 7. Results of tests of assumptions of statistical model were reported (10, 68, 74) Outliers 8. If tests for outliers were conducted, procedure used to identify and handle them was reported (2, 12, 40, 68) Control variables 9. Justification of why particular control variables were included or excluded was made explicit, and results were reported with and without control variables (3, 16, 18, 22, 28, 44) Aggregation 10. If scores were aggregated, variability within and across units of analysis and statistics used to justify aggregations were reported (32, 70, 72, 88, 95) Effect size and confidence intervals 11. Effect sizes and confidence intervals around point estimates were reported (4, 5, 9, 10, 20, 36, 44, 52, 57, 68, 76, 82, 91) 12. Implications of observed effect size in context of the study were explained (4, 5, 10, 20, 26, 30, 36, 52, 65, 67) Reporting of p-values 13. Exact p-values rather than p-values compared to statistical significance cutoffs were reported (9, 20, 52, 61, 64, 91) Precise use of terms when reporting results 14. Precise, unambiguous terms were used when reporting results. Examples include "split-half" or "coefficient alpha" instead of "internal consistency", and "statistically significant" as opposed to "significant", "highly significant", or "marginally significant" (52, 65, 66, 76, 82) Limitations 15. The implications of the limitations on the results of the study were made explicit (27, 28, 82) Post hoc analysis 16. Post hoc analyses were included in a separate section (12, 93) Reviewer evaluation forms could be revised to require reviewers to. . . Competence 17. State level of comfort with and competence to evaluate the methodology used in the manuscript they are reviewing (94) Limitations 18. Identify limitations that impact the inferential reproducibility of the study (27, 28) Evaluating transparency 19. Evaluate whether authors have provided all information required on manuscript submission form (8, 13, 21, ) Review process could be revised by. . . Alternative/complementary review processes 20. Adopting a two-stage review process by requiring pre-registration of hypotheses, sample size, and data-analysis plan, with the results and discussion sections withheld from reviewers until first revise/reject decision is made (12, 13, 23, 57, 61, 93) Availability of data 21. Using online supplements that include detailed information such as complete data, coding procedures, specific analyses, and correlation tables (8, 13, 54, 55, 77) Auditing 22. Instituting a policy where some of the articles published each year are subject to communal audits, with data and programs made available, and commentaries invited for publication (57) Notes: Sources used to derive evidence-based recommendations: Aytug, Rothstein, Zhou, and Kern (2012), manuscript submission policies, transparency does not seem to be a central theme to date and, therefore, we believe our review's point of view can be useful and influential in the further refinement of such policies.
Regarding ease of implementation, recommendations #20 and #22 in Table 8 are broader in scope and, admittedly, may require substantial time, effort, and resources: Alternative/complementary review processes and auditing. Some journals may choose to implement these two recommendations but not both given resource constraints. In fact, several journals already offer alternative review processes (e.g., Management and Organization Review, Organizational Research Methods, and Journal of Business and Psychology). The review involves a two-stage process. First, there is a "pre-registration" of hypotheses, sample size, and data-analysis plan. If this pre-registered report is accepted, then authors are invited to submit the full-length manuscript that includes results and discussion sections, and the paper is published regardless of statistical significance and size of effects.
Overall, recommendations in Tables 3-8 are aimed at enhancing methodological transparency by addressing authors' KSAs and motivation to be more transparent when publishing research. While our review highlights how enhancing transparency can improve inferential reproducibility, increased transparency also provides other benefits that strengthen the credibility and trustworthiness of research. First, as mentioned previously, enhanced transparency also improves results reproducibility-the ability of others to reach the same results as the original paper using the data provided by the authors. This allows reviewers and editors to check for errors and inconsistencies in results before articles are accepted for publication, thereby reducing the chances of a later retraction. Second, enhanced transparency can contribute to producing higher-quality studies and in quality control . Specifically, reviewers and editors can more easily evaluate if a study departs substantially from best-practice recommendations regarding particular design, measurement, and analytical processes Aguinis, Gottfredson, & Wright, 2011; Williams et al., 2009) , and judge whether the conclusions authors draw from results are unduly influenced by inaccurate judgment calls and decisions. In addition, when there are grey areas (Tsui, 2013) regarding specific decisions and judgment calls, others are able to better evaluate the authors' decisions and draw independent conclusions about the impact on the study's conclusions. Finally, enhanced transparency improves the replicability of research. Replicability is the ability of others to obtain substantially similar results as the original authors by applying the same steps in a different context and with different data. If there is low methodological transparency, low replicability may be attributed to differences in theorizing, design, measurement, and analysis, rather than substantive differences, thereby decreasing the trust others can place in the robustness of our findings (Bergh et al., 2017a; Cuervo-Cazurra, Andersson, Brannen, Nielsen, & Reuber, 2016) .
LIMITATIONS
Even if a journal revised its submission and review polices based on our recommendations, it is possible that some authors may choose to not be truthful on the manuscript submission form and report they did something when they did not or vice versa. Our position is that an important threat to the trustworthiness and credibility of management research is not deliberate actions taken by a small number of deviant individuals who actively engage in fraud and misrepresentation of findings but rather widespread practices whereby researchers do not adequately and fully disclose decisions made when confronted with choices that straddle the line between best-practice recommendations and fabrications Bedeian et al., 2010; Honig, Lampel, Siegel & Drnevich, 2014; .
We acknowledge that the current reality of business school research emphasizing publications in "A-journals" is a very powerful motivator-one that in some cases may supersede the desire to be transparent about the choices, judgment calls, and decisions involved in the research process. This may be the case even if journals decide to revise manuscript submission policies to enhance transparency. Thus, we see our article as a contributor to improvements, but certainly not a silver-bullet solution, to the research performance problem. Also, our recommendations are broad and did not address, for the most part, detailed suggestions about particular methodological approaches and data-analytic techniques. A future direction for this pursuit would be to provide specific recommendations, especially on the more technical aspects of measurement and analysis.
CONCLUDING REMARKS
In many published articles, what you see is not necessarily what you get. Low methodological transparency or undisclosed actions that take place in the "research kitchen" lead to irreproducible research inferences and noncredible and untrustworthy research conclusions. We hope our recommendations for authors regarding how to be more transparent and for journals and publishers as well as journal editors and reviewers on how to motivate authors to be more transparent will be useful in terms of addressing, at least in part, current questions about the relative lack of transparency, inferential reproducibility, and the trustworthiness and credibility of the knowledge we produce.
