W
hen Michael Rabinovich asked me to write this column, I gladly accepted his offer. I was surprised that I spent the next three nights staring at a blank page. On the fourth night, I decided to take the laptop with me to the couch in front of the television. It's amazing how hot the Dell can get on your lap. It was not until the fifth night that I realized that the burning sensation was going to be my inspiration for this column and for my suggestion for a -well, er -new computing area: in vivo Internet computing (IVIC). It's not just that personal computers are becoming smaller, but computing, in general, is returning more to the "thin client" model. So, why is it necessary for me to carry around a laptop or even the more popular iPad? Wouldn't it be more "green" to use parts of my body as the UI and totally relegate the computation and data storage to the cloud? As an early adopter of laser eye surgery, I suspect I would be first in line to volunteer to have a personal computer surgically embedded.
The idea of very small computational units or sensors isn't a new concept. Perhaps a decade ago, the concept of "smart dust" was coined by Kris Pister (http://robotics.eecs.berkeley. edu/~pister/SmartDust). In fact, just last year, Hewlett-Packard announced that it would deploy a trillion sensors all over the planet via its "Central Nervous System for the Earth" project (http://articles.cnn.com/2010-05-03/tech/ smart.dust.sensors_1_smart-dust-sensors-kris -pister?_s=PM:TECH) and, in a sense, initiate the first installment of smart dust. The first step will be in two years with the deployment of 1 million matchbox-sized sensors to aid in oil exploration. Considering the size of the sensors, this is more like "smart rocks" than smart dust (doesn't really have the same ring, but I digress). The overlap with IVIC is an easy notion of inhaling smart dust as a means of diagnosing medical conditions. Nonetheless, probably the most common surgically implanted computational device is the pacemaker. This technology is more than 50 years old and quite mature. Reminiscent of Sun Microsystems' Jini technology (which, in my opinion, was the first significant deployment of a service-oriented architecture), current pacemakers can proactively send your hospital text messages using Bluetooth via your cell phone (www.foxnews.com/stor y/0,2933,289898,00. html). Of course, security here would be of utmost importance. A pacemaker-hacking application would indeed be the definition of a "killer app."
With clear mature examples of IVIC, imagine the new computing research areas.
IVIC User Interfaces
Probably the most relevant technology for IVIC's auditory interfaces, which I've seen firsthand, is the more recent cochlear implants (w w w.nidcd.nih.gov/healt h/hear ing/coch. html). It's amazing what these devices can do for extreme cases of hearing impairment. They come in two parts: a surgically placed electrode array (with receiving device) that connects directly to the auditory nerve and an external speech processor and microphone that captures the sounds. Through this device, children who can only hear sounds louder than a jet engine can be trained to hear more clearly than with a normal auditory system. This technology provides direct connectivity to your hearing through IVIC. This would totally eliminate the need for external headphones and provide highperformance connectivity for your Internet computing enjoyment.
Bitrebels.com recently announced virtual reality contact lenses (www.bitrebels.com/ geek/virtual-reality-contact-lenses-bionic-isnow-here) -although not subcutaneous, close enough. Ultimately, I suggest these lenses will 
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The IVIC Subcutaneous Thin Client
A more difficult dilemma is the actual placement of the subcutaneous client. This is the device that will consume the most energy, so it will require a direct connection via the skin to recharge the battery, much like the cochlear implant. It's also likely that the device would be warm. Unlike my cell phone or laptop, hopefully the heat sink can maintain a comfortable temperature.
You might expect the location to be a more fatty area of the body, but my recommendation would be to place the device in the shoulder's deltoid region. This would put the thin client in relative close proximity to the auditory UIs and in line with the fingertip haptics and allow open wireless communication to the world.
Possibilities and Challenges
In addition to waterproofing the Internet computing experience, IVIC could support any number of computational possibilities. Although I didn't mention connectivity to the brain, even with the previously mentioned UIs, cell phone communication, text messaging, Web surfing, computer games, and listening to music all become more seamless. Have you ever been in the middle of a presentation and could not recall a fact? With IVIC, you could run private Google searches that show up via your augmented reality contact lenses. Add a camera as an option and, via direct connectivity to the Internet and image recognition software, you can rapidly identify visitors. 
