Abstract-This paper considers a group of mobile autonomous agents moving in Euclidean space with point mass dynamics. We introduce a set of coordination control laws that enable the group to generate the desired stable flocking motion. The control laws are a combination of attractive/repulsive and alignment forces. By using the control laws, all agent velocities asymptotically approach the desired velocity, collisions can be avoided between agents, and the final tight formation minimizes all agent potentials. Moreover, we prove that the velocity of the center of mass (CoM) either is equal to the desired velocity or exponentially converges to it. Finally, for the case that not all agents know the desired final velocity, we show that the desired flocking motion can still be guaranteed.
I. INTRODUCTION
Stimulated by the simulation results in [1] , Tanner et al. [2] considered a group of mobile agents moving on the plane with double integrator dynamics. They introduced a set of control laws that enable the group to generate stable flocking motion, and provided theoretical justification. From [3] , it is easy to see that, by using these control laws, the group's final velocity relies solely on the initial velocities of all agents in the group. This means that these control laws cannot regulate the final speed and heading of the group. On the other hand, in reality, the motion of the group sometimes is inevitably influenced by some external factors. Hence, it is not enough to consider only the interactions among agents. In some cases, the regulation of agents has certain purposes such as achieving desired common speed and heading, or arriving at a desired destination. Therefore, the cooperation/coordination of multiple mobile agents with some virtual leaders is an interesting and important topic. There have been some papers dealing with this issue in the literature. For example, Leonard and Fiorelli [4] viewed reference points as virtual leaders to manipulate the geometry of autonomous vehicle group and direct the motion of the group. [5] and [8] considered the cohesion/coordination of a group of mobile autonomous agents following an actual leader by the so-called nearest neighbor rules.
In this paper, we investigate the collective behavior of multi-agent systems in high-dimensional space with point mass dynamics. By viewing the external control signals (or "mission") as virtual leaders, we show that all agents eventually move ahead at a desired common velocity and maintain constant distances between them. During the course of motion, each agent is influenced by the external control signal and the motion of other agents in the group. In order to generate the desired stable flocking, we introduce a set of control laws such that each agent regulates its position and orientation based on the desired velocity and the information of a fixed set of "neighbors". One salient feature of this paper is that the self-organized global behavior is achieved via local feedback, i.e., the desired emergent dynamics is produced through local interactions and information exchange between the dynamic agents.
This paper is organized as follows: In Section II, we formulate the problem to be investigated. By using some specific control laws, we analyze the system stability, the motion of the CoM, and the convergence rate of the system in Section III. We present some different control laws that can also generate the desired stable flocking motion in Section IV. For the case that not all agents know the desired velocity, we introduce a set of control laws and study the system stability in Section V. Some numerical simulations are presented in Section VI. Finally, we briefly summarize our results in Section VII.
II. PROBLEM FORMULATION
We consider a group of N agents moving in an ndimensional Euclidean space, each has point mass dynamics described byẋ
where
is its velocity vector, m i > 0 is its mass, u i ∈ R n is the control input acting on agent i, k i > 0 is the "velocity damping gain", and −k i v i is the velocity damping term. x ij = x i − x j denotes the relative position vector between agents i and j. Here we assume that the damping force is in proportion to the magnitude of velocity and the damping gains k i , i = 1, · · · , N are not equal to each other.
Our objective is to make the entire group move at a desired velocity and maintain constant distances between the agents. In order to achieve our objective, we try to regulate each agent velocity to the desired velocity, reduce the velocity differences between agents, regulate their distances such that their potentials become minimum, and at the same time, compensate for the velocity damping. Hence, we choose the control law u i for agent i to be 
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where α i is used to regulate the potentials among agents, β i is used to regulate the velocity of agent i to the weighted average of its flockmates, and γ i is used to regulate the momentum of agent i to the desired final momentum (all to be designed later). α i is derived from the social potential fields which is described by artificial social potential function V i , a function of the relative distances between agent i and its flockmates. Collision-free and cohesion in the group can be guaranteed by this term. β i reflects the alignment or velocity matching with neighbors among agents. γ i is designed to regulate the momentum among agents based on the external signal (the desired velocity). By using such a of momentum regulation, we can obtain the explicit convergence rate of the CoM of the system.
Remark 1: The design of α i and β i indicates that, during the course of motion, agent i is influenced only by its "neighbors", whereas γ i reflects the influence of the external signal on the agent motion.
III. MAIN RESULTS
In this section, we investigate the stability properties of multiple mobile agents with point mass dynamics described in (1) . We will present explicit control input in (2) for the terms α i , β i , and γ i . We will employ matrix analysis and algebraic graph theory as tools for our discussion. Some basic concepts and results can be found in [9] - [10] .
Following [2] , we make the following definitions and assumptions.
Definition 1: [2] (Neighboring graph) The neighboring graph, G = (V, E), is an undirected graph consisting of a set of vertices, V = {n 1 , · · · , n N }, indexed by the agents in the group, and a set of edges, E = {(n i , n j ) ∈ V × V|n j ∼ n i }, containing unordered pairs of vertices that represent the neighboring relations.
In this paper, we consider a group of mobile agents with fixed topology. We assume that the neighboring graph G is connected, and hence does not change with time. Let I = {1, · · · , N}. Denote the set N i {j|j ∼ i} ⊆ I\{i} which contains all neighbors of agent i. Definition 2: [2] (Potential function) Potential V ij is a differentiable, nonnegative, radially unbounded function of the distance x ij between agents i and j, such that V ij ( x ij ) → ∞ as x ij → 0, and V ij attains its unique minimum when agents i and j are located at a desired distance.
Functions V ij , i, j = 1, · · · , N are the artificial social potential functions that govern the interindividual interactions. In fact, cohesion can be ensured by the connectivity of the neighboring graph G, but collision-free can only be guaranteed between interconnected agents. Collision can be avoided between all agents only when G is complete. By the definition of V ij , the total potential of agent i can be expressed as
. Note that, in this section, we always assume that all agents can receive the external signal. In the case that not all agents know the mission, we will discuss the flocking control problem in a separate section.
We take the control law u i for agent i to be
where v 0 ∈ R n is the desired common velocity and is a constant vector, w ij ≥ 0, w ij = w ji , and w ii = 0, i, j = 1, · · · , N represent the interaction coefficients. And w ij > 0 if agent j is a neighbor of agent i, and is 0 otherwise. Denote W = [w ij ] as the coupling matrix. Thus, W is symmetric, and by the connectivity of G, W is irreducible.
A. Stability Analysis
Theorem 1: By taking the control law in (3), all agent velocities in the group described in (1) asymptotically approach the desired common velocity, collision-free is ensured between neighboring agents, and the group final configuration minimizes all agent potentials.
This theorem becomes apparently true after Theorem 2 is proved, so we proceed to present Theorem 2.
We define the error vectors: i . Hence, the error dynamics is given bẏ
By the definition of 
Thus, the control input for agent i in the error system has the following form
Theorem 2: By taking the control law in (5), all agent velocities in system (4) asymptotically approach zero, collision-free is ensured between neighboring agents, and the group final configuration minimizes all agent potentials.
Proof: Consider the following positive semi-definite function
It is easy to see that J is the sum of the total artificial potential energy and the total kinetic energy of all agents in the error system. Define the level set of J in the space of agent velocities and relative distances in the error system Ω = {(e In what follows, we will prove that the set Ω is compact. In fact, the set {e , and therefore
Calculating the time derivative of J along the solution of the error system (4), we havė
where e v = e By matrix theory [9] and by the definition of matrix L, all eigenvalues of L are nonnegative. Hence, matrix L is positive semi-definite. Furthermore, it is easy to see that matrix M is positive definite. ThusJ ≤ 0, andJ = 0 implies that e Based on LaSalle's invariance principle, the system trajectories converge to the largest positively invariant subset of the set defined by E = {e v |J = 0}. In E, the agent velocity dynamics isė
i . Thus, in steady state, all agent velocities in the error system no longer change and equal zero, and moreover, the potential V i of each agent i is minimized. Collision-free can be ensured between neighboring agents since otherwise it will result in V i → ∞.
From the proof of Theorem 2, it follows that, in steady state, all agent actual velocities no longer change and are equal to the desired velocity.
Remark 2: If we take the control law for agent i to be
we can also get the same conclusion as in Theorem 1. Here we still consider the error system (4). In fact, if we take the Laypunov function (6) and the control law (8), we obtain thatJ
where L is the Laplacian matrix of the neighboring graph. Using a similar analysis method as in Theorem 2, we can obtain the same conclusion of stable flocking.
B. The Motion of the CoM
In what follows, we will analyze the motion of the CoM of system (1) .
The position vector of the CoM in system (1) is defined as
. By using control law (3) and by the symmetry of matrix W and the symmetry of function V ij with respect to x ij , we getv
Suppose the initial time t 0 = 0, and v
We get v Theorem 3: By taking the control law in (3), if the initial velocity of the CoM is equal to the desired velocity, then it is invariant for all the time; otherwise it will exponentially converge to the desired velocity.
Remark 3: Note that, by the calculation above, we can see that the velocity variation of the CoM does not rely on the neighboring relations or the magnitudes of the interaction coefficients. Even if the neighboring graph is not connected, the velocity of the CoM still equals the desired velocity or exponentially converges to it, and the final velocities of all connected agent groups equal the desired velocity as well. However, in this case, the distance between disconnected subgroups might be very far.
C. Convergence Rate Analysis
In what follows, we will present some qualitative analysis of the influence of the weights on the convergence rate of the system. Let us again consider the dynamics of the error system. From the analysis in Theorem 2, we know thatJ ≤ 0, andJ = 0 occurs only when e In other words, if there exists one agent whose velocity is different from the desired velocity, then the energy function J is strictly monotone decreasing with time. Of course, before the group forms the final tight configuration, there might be the case that all agent velocities have reached the desired value, but due to the regulation of the potentials among neighboring agents, it instantly changes into the case that not all agents have the desired velocity. Hence, the decaying rate of energy is equivalent to the convergence rate of the system. It is easy to see thatJ min > 0 denotes the smallest real eigenvalue of matrix L + M , m min min i∈I {m i }, and m max max i∈I {m i }, respectively. Therefore, we have the following conclusion: The convergence rate of the system relies on the eigenvalues of matrix L as well as agent masses, and it is always not faster than the convergence rate of the CoM. Furthermore, if the initial velocity of the CoM is not equal to the desired velocity, then the fastest convergence rate of the system does not exceed the exponential convergence rate with convergence exponent 1.
Remark 4: Note that, in steady state, the group keeps on moving at a desired velocity. During this period, the control laws' role is only to cancel the velocity damping. And, because the velocity damping is cancelled by some terms in the control law, it cannot influence the convergence rate of system (1).
IV. DISCUSSIONS ON VARIOUS CONTROL LAWS
In the sections above, we introduced a set of control laws that enable the group to generate the desired stable flocking motion. However, it should be clear that control law (3) is not the unique control law to produce the desired motion for the group. In what follows, we will propose some other different control laws that can achieve our control objective.
Suppose that α i and β i rely on agent i's mass. The control law acting on agent i has the following form
(9) In this case, for the error system (4), we choose the
. Following the analysis method in Theorem 2, we can show that the desired stable flocking motion will be achieved.
Definition 3: Define the center of the system of agents as x = (
The average velocity of all agents is defined as v = (
It is obvious that the velocity of the system center is just the average velocity of all agents.
Using the control law in (9), we havev = −v + v 0 . Suppose the initial time t 0 = 0, and v(0) = v 0 . We get
It is obvious that, if v 0 = v 0 , then the velocity of the system center is equal to the desired velocity v 0 for all the time, and if v 0 = v 0 , then the velocity of the system center exponentially converges to the desired velocity with a speed of 1.
From the analysis above, we conclude that control law (3) is better than control law (9) . On the one hand, control law (3) can be given certain physical explanations, on the other hand, the corresponding Lyapunov function has certain physical meaning. More importantly, by using the control law in (3), the convergence rate of the CoM of the system can be accurately estimated.
V. EXTENSIONS AND DISCUSSIONS
In this section, we investigate the case that not all agents know the desired velocity. We assume that there exists at least one agent who knows the desired velocity. In the case that there is no external signal acting on the group, the collective dynamic behaviors of the agent group have been analyzed in [3] .
Without loss of generality, suppose that agent i (i = 1, · · · , N 1 ) (1 ≤ N 1 < N) can detect the reference signal, and agent j (j = N 1 +1, · · · , N) cannot detect the reference signal. The control law acting on agent i is taken to be
for all i = 1, · · · , N, where
We still consider the error system (4). Using control law (10) and taking Lyapunov function (6), we havė
. L is positive semi-definite, and by the connectivity of G, it follows that L is irreducible and the eigenvector associated with the single zero eigenvalue is 1 = (1, · · · , 1) T ∈ R N . From the proof of Theorem 2 in [7] , we obtain that e Remark 5: If there exists only one agent in the group who can detect the external reference signal, the group can still generate the desired stable flocking motion. This is of practical interest in control of multi-agent systems.
The results in this section suggest that, if we want to control a group of mobile agents to move at a given velocity, we only need to send our mission signal to any one of them. Then the signal can be propagated through the neighboring interactions. This is of practical interest in control of multiple mobile robots or a large population of animals (think how do you pass through a crowds of people? and how the shepherding dog steer a large group of sheep back home?).
VI. SIMULATIONS
In this section, we will present some numerical simulations for the system described by (1) in order to illustrate the theoretic results obtained in the previous sections.
These simulations are performed with ten agents moving on the plane whose initial positions, velocities and the neighboring relations are set randomly, but they satisfy: 1) all initial positions are set within a ball of radius R = 15[m] centered at the origin, 2) all initial velocities are set with arbitrary directions and magnitudes within the range of (0, 10)[m/s], and 3) the neighboring graph is connected. All agents have different masses and they are set randomly in the range of (0, 1)[kg]. The following simulations are all performed with the same group, and the group has the same initial state. However, different control laws are taken in the form of (3) or (10) with the explicit potential function
The interaction coefficient matrix W is generated randomly such that wii = 0, wij = wji, and the nonzero w ij satisfy 0 < wij < 1 for all i, j = 1, · · · , 10. We run all simulations for 250 seconds.
Figs. 2-4 describe the group state in the case that the motion of the group is not influenced by any external signal. When we send a signal to the group and try to make all agents move at a desired velocity, Figs. 5-7 show the results in our simulation with the control laws taken in the form of (3), whereas Figs. 8-10 show the simulation results with the assumption that there is only one agent who knows the desired velocity. Figs. 7 and 10 distinctly demonstrate that all agent velocities asymptotically approach the desired velocity. Note that, in the velocity curve figures, the solid arrow indicates the tendency of velocity variation. Figs. 11-12 show the states of the CoM in the three simulations, where the stars represent the initial position and the initial velocity of the CoM, respectively. It can be seen from them that, when there is no external signal acting on the group, the velocity of the CoM is always invariant and is equal to the final common velocity, otherwise, the velocity of the CoM converges to the desired velocity.
Numerical simulations also indicate that the desired stable flocking can be achieved by using control law (10). point mass dynamics, and presented some control laws which ensure the group to generate the desired stable flocking motion. The control laws are a combination of attractive/repulsive and alignment forces, and they ensure that all agent velocities asymptotically approach the desired velocity, collisions are avoided between neighboring agents, and the final tight formation minimizes all agent potentials. Moreover, we showed that, when the initial velocity of the CoM is not equal to the desired velocity, it will exponentially converge to the desired velocity. Subsequently, we investigated the motion of the group in the case that not all agents know the desired final velocity, and showed that the desired stable flocking motion can still be achieved by our control laws. Finally, numerical simulations were worked out to further illustrate our theoretical results. Our method is general, integrating both algebraic theory and graph theory, and is applicable to dealing with more complex agent dynamics, information topology and interaction mechanisms.
