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Makanan	 yang	 memiliki	 kualitas	 buruk	 atau	 tidak	 sehat	 dapat	 menyebabkan	
penyakit	 ataupun	 alergi.	 Untuk	 menghindari	 hal	 tersebut,	 teknologi	 yang	
berkembang	saat	ini	dapat	dimanfaatkan	untuk	membuat	sistem	klasifikasi	jenis	
makanan.	 Klasifikasi	 jenis	 makanan	 dapat	 dilakukan	 dengan	 pengolahan	 citra	
digital.	Pengolahan	citra	digital	digunakan	untuk	menganalisis	fitur	yang	terdapat	
pada	citra.	Pada	penelitian	 ini,	 fitur	yang	digunakan	untuk	mengklasifikasi	 jenis	
citra	 makanan	 adalah	 fitur	 warna	 dan	 tekstur.	 Ekstraksi	 fitur	 warna	 dilakukan	
dengan	 ruang	 warna	 Hue	 Saturation	 Value	 (HSV)	 dan	 fitur	 tekstur	 dengan	
metode	 Local	 Binary	 Patterns	 (LBP).	 Klasifikasi	 dilakukan	 dengan	 metode	
Improved	 K-Nearest	 Neighbor	 (Improved	 K-NN).	 Hasil	 pengujian	 nilai	 k	
menunjukkan	bahwa	didapatkan	akurasi	 tertinggi	sebesar	90,476%	dengan	nilai	
k=1.	 Ketika	 fitur	 yang	 digunakan	 hanya	 fitur	 warna,	 didapatkan	 nilai	 akurasi	
tertinggi	 90,476%	 dengan	 nilai	 k=1.	 Ketika	 fitur	 yang	 digunakan	 hanya	 fitur	
tekstur,	 didapatkan	 nilai	 akurasi	 tertinggi	 85,714%	 dengan	 nilai	 k=1.	 Hasil	
pengujian	 metode	 klasifikasi	 menunjukkan	 bahwa	 metode	 Improved	 K-NN	
menghasilkan	 akurasi	 yang	 lebih	 tinggi	 dari	 metode	 K-NN	 dengan	 rata-rata	
akurasi	 80,306%.	 Sehingga	 hasil	 klasifikasi	 terbaik	 didapatkan	 dengan	
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Food	is	the	basic	ingredient	needed	by	every	living	thing.	Foods	that	have	
poor	 or	 unhealthy	 quality	 can	 cause	 illness	 or	 allergies.	 To	 avoid	 this,	 current	
technology	 can	 be	 used	 to	 create	 a	 food	 classification	 system.	 Classification	 of	








obtained	 at	 90,476%	 with	 a	 value	 of	 k	 =	 1.	 When	 the	 feature	 used	 is	 only	 a	
texture	feature,	the	highest	accuracy	value	is	obtained	85,714%	with	a	value	of	k	
=	1.	The	results	of	testing	the	classification	method	showed	that	the	Improved	K-
NN	method	 produced	 higher	 accuracy	 than	 the	 K-NN	method	with	 an	 average	
































































































































































Bab	 ini	 berisi	 latar	 belakang,	 rumusan	 masalah,	 tujuan,	 manfaat,	 batasan	
masalah	serta	sistematika	pembahasan	dari	penelitian	yang	dilakukan.	
1.1 Latar	Belakang	
Makanan	 adalah	 bahan	 pokok	 yang	 diperlukan	 oleh	 tiap	 makhluk	 hidup.	
Fungsi	 makanan	 antara	 lain	 untuk	 pertumbuhan	 dan	 perkembangan	 tubuh,	
pemeliharaan	dan	perbaikan	sel-sel	tubuh	yang	rusak,	pengaturan	metabolisme	
tubuh,	penjaga	keseimbangan	 tubuh,	pertahanan	 tubuh	 terhadap	penyakit	dan	
penghasil	 energi.	 Agar	 makanan	 berfungsi	 sebagaimana	 mestinya,	 kualitas	
makanan	harus	diperhatikan.	Kualitas	tersebut	termasuk	nilai	gizi	yang	terdapat	
pada	 makanan	 (Amaliyah,	 2017).	 Makanan	 yang	 memiliki	 kualitas	 buruk	 atau	
tidak	sehat	dapat	menyebabkan	penyakit	ataupun	alergi.	Untuk	menghindari	hal	
tersebut,	 teknologi	 yang	 berkembang	 saat	 ini	 dapat	 dimanfaatkan	 untuk	
membuat	 sistem	 klasifikasi	 jenis	 makanan.	 Klasifikasi	 jenis	 makanan	 dapat	
digunakan	 untuk	 meningkatkan	 kesadaran	 masyarakat	 dalam	 memperhatikan	
makanan	yang	dikonsumsi	(Farinella	et.al,	2016).	
Klasifikasi	 jenis	makanan	 dapat	 dilakukan	 dengan	 pengolahan	 citra	 digital.	
Pengolahan	 citra	 digital	 digunakan	 untuk	 menganalisis	 ciri	 atau	 fitur	 yang	
terdapat	pada	citra.	Fitur-fitur	yang	dapat	dianalisis	dari	citra	antara	lain	adalah	
fitur	 tekstur,	 warna	 dan	 bentuk.	 Pada	 pengenalan	 citra,	 fitur	 yang	 umum	
digunakan	adalah	fitur	warna	dan	tekstur.	Dengan	menggunakan	fitur	warna	dan	
tekstur,	kemiripan	antar	citra	dapat	dikenali	lebih	baik	sehingga	cocok	digunakan	
untuk	 klasifikasi	 (Soman,	 Ghorpade,	 &	 Sonone,	 2012).	 Pada	 penelitian	 yang	
dilakukan	 Arivazhagan	 et	 al	 (2010)	 dilakukan	 klasifikasi	 citra	 makanan	 dengan	
fitur	 warna	 pada	 ruang	 warna	 Hue	 Saturation	 Value	 (HSV)	 dan	 fitur	 tekstur	
dengan	 metode	Gray	 Level	 Co-Occurance	 Matrix	 (GLCM).	 Hasilnya	 didapatkan	
rata-rata	 akurasi	 sebesar	 86%.	 Namun	 pada	 penelitian	 ini	 citra	 makanan	 yang	
digunakan	hanya	citra	buah.	
Fitur	 warna	 dapat	 diekstraksi	 dari	 berbagai	 macam	 ruang	 warna.	 Ruang	
warna	pada	citra	antara	lain	red,	green,	blue	(RGB),	HSV,	YUV	dan	lain-lain.	Pada	
penelitian	yang	dilakukan	oleh	Ong	dan	Punzalan	(2014)	dilakukan	perbandingan	
antara	 ruang	warna	 RGB	 dan	 HSV	 dalam	mengekstraksi	 informasi	 warna	 pada	
larutan	 pewarna	 hijau.	 Larutan	 pewarna	 hijau	 diklasifikasikan	 ke	 empat	 belas	
kelas	berdasarkan	 konsentrasi	 dari	 larutan.	Hasilnya	menunjukkan	bahwa	 lebih	
mudah	mengetahui	 informasi	warna	 pada	 grafik	 dari	 ruang	warna	 HSV	 karena	
data	lebih	terkelompok	berdasarkan	kelasnya	daripada	grafik	pada	ruang	warna	
RGB.	 Selain	 itu,	 ruang	 warna	 HSV	 merepresentasikan	 warna	 sesuai	 dengan	
penglihatan	manusia,	sehingga	diperlukan	transformasi	ruang	warna	dari	RGB	ke	




perhitungan	 yang	 tinggi	 dibandingkan	 transformasi	 ruang	 warna	 RGB	 ke	 CIE	
(Singh	&	Hemachandran,	2012).	
Fitur	 tekstur	 dapat	 diekstraksi	 dengan	 berbagai	 macam	 metode.	 Metode	
yang	dapat	digunakan	untuk	mendapatkan	fitur	tekstur	antara	 lain	Local	Binary	
Patterns	 (LBP),	 Gray	 Level	 Co-Occurrence	 Matrices	 (GLCM)	 dan	 lain-lain.	 Pada	
penelitian	 yang	 dilakukan	 oleh	 Reddy,	 Reddy,	 dan	 Reddy	 (2014)	 dilakukan	
pengklasifikasian	tekstur	kain	dengan	metode	GLCM	dan	LBP.	Akurasi	dari	hasil	
klasifikasi	 kedua	 metode	 ekstraksi	 fitur	 tekstur	 tersebut	 dibandingkan.	 Hasil	
klasifikasi	 dengan	metode	Support	 Vector	Machine	 (SVM)	menunjukkan	 bahwa	
metode	 LBP	 menghasilkan	 tingkat	 akurasi	 sebesar	 50%,	 lebih	 besar	 daripada	
tingkat	 akurasi	 GLCM	 yaitu	 31,25%.	 LBP	 merupakan	 ukuran	 tekstur	 grayscale	
yang	 invarian	 terhadap	 pencahayaan	 yang	 berbeda	 (Turiyanto,	 Purwanto,	 &	
Dikairono,	2014).	
Setelah	 fitur	 warna	 dan	 tekstur	 didapatkan,	 dilakukan	 pengklasifikasian.	
Metode-metode	yang	dapat	digunakan	untuk	klasifikasi	antara	lain	Naïve-Bayes,	
K-Nearest	Neighbor	(K-NN),	Improved	K-Nearest	Neighbor	dan	lain-lain.	Improved	
K-Nearest	 Neighbor	 adalah	 pengembangan	 dari	 metode	 K-NN,	 yang	 memiliki	
performa	 lebih	 baik	 daripada	 K-NN.	 Pada	 penelitian	 yang	 dilakukan	 Wagle,	
Mangai	 dan	 Kumar	 (2013)	 dalam	mengklasifikasikan	 citra	 medis	 dengan	 K-NN	
dan	Improved	K-NN,	ketika	nilai	k	bernilai	5	akurasi	yang	dihasilkan	Improved	K-
NN	sebesar	94,44%	sedangkan	akurasi	yang	dihasilkan	K-NN	adalah	88,89%.		
Berdasarkan	 permasalahan	 di	 atas,	 penulis	mengusulkan	 untuk	melakukan	
pengklasifikasian	 citra	 makanan	 untuk	 mengetahui	 jenis	 makanan.	 Fitur	 yang	
digunakan	 untuk	 klasifikasi	 citra	 makanan	 adalah	 warna	 dan	 tekstur.	 Metode	
yang	 digunakan	 untuk	 fitur	 tekstur	 adalah	 LBP	 dan	 untuk	 fitur	 warna	




Berdasarkan	 latar	 belakang	 di	 atas,	 maka	 rumusan	 masalah	 penelitian	 ini	
adalah	sebagai	berikut.	















1. Memenuhi	 salah	 satu	persyaratan	kurikulum	yang	 telah	diwajibkan	oleh	
Program	 Studi	 Teknik	 Informatika,	 Fakultas	 Ilmu	 Komputer	 Universitas	
Brawijaya.	







3. Data	 latih	 yang	 digunakan	 sebanyak	 210	 data.	 Sepuluh	 data	 latih	 dari	
masing-masing	kelas.	
4. Data	 uji	 yang	 digunakan	 sebanyak	 105	 data.	 Lima	 data	 uji	 dari	masing-
masing	kelas.	
1.6 Sistematika	Pembahasan	







Bagian	 ini	memuat	 dasar	 teori	 yang	 berhubungan	 dengan	 topik	 penelitian	












Bagian	 ini	 menjelaskan	 tentang	 implementasi	 yang	 dilakukan	 untuk	
membuat	sistem	klasifikasi	citra	makanan	tunggal.	
BAB	6	ANALISIS	DAN	PENGUJIAN	











































implementatif	 menitikberatkan	 investigasi	 terhadap	 analisis	 hubungan	 antar	
fenomena	yang	sedang	dikaji	untuk	kemudian	menghasilkan	hasil	analisis	ilmiah.	
3.2 Strategi	Penelitian	
















Penelitian	 ini	 berlokasi	 di	 Lantai	 9	 Gedung	 F	 Ruang	 Grup	 Riset	 Computer	
Vision	F9.3,	Fakultas	Ilmu	Komputer,	Universitas	Brawijaya,	Malang.	
3.4 Metode	Pengumpulan	Data	









4. Pengambilan	 citra	makanan	 tunggal	 dilakukan	 secara	 tegak	 lurus	 dan	 dari	
kemiringan	yang	berbeda.	
5. Citra	 makanan	 diambil	 sebelum	 dimakan,	 setelah	 dimakan	 ¼	 bagian	 dan	
setelah	 dimakan	 ½	 bagian.	 Namun	 pada	 citra	 ayam	 goreng,	 selada,	 nasi	




















































Data	 hasil	 klasifikasi	 dianalisis	 untuk	 mengetahui	 kinerja	 sistem.	 Hasil	
klasifikasi	 dibandingkan	 dengan	 kelas	 sebenarnya	 untuk	 mengetahui	 nilai	








































































implementasi	 dan	 implementasi	 algoritme.	 Lingkungan	 implementasi	
menjelaskan	 tentang	 lingkungan	 perangkat	 keras	 dan	 lunak	 yang	 digunakan	
untuk	mengimplementasi	 sistem.	 Implementasi	 algoritme	menjelaskan	 tentang	
kode	sumber	dari	yang	digunakan	untuk	mengimplementasi	algoritme.	
5.1 Lingkungan	Implementasi	
Terdapat	 perangkat-perangkat	 yang	 digunakan	 untuk	 implementasi.	
Perangkat	 tersebut	 antara	 lain	 perangkat	 keras	 dan	 perangkat	 lunak.	 Berikut	
adalah	 lingkungan	 dari	 perangkat	 keras	 dan	 lunak	 yang	 digunakan	 pada	
implementasi.	
5.1.1 Lingkungan	Perangkat	Keras	






















tekstur	 dan	 klasifikasi.	 Berikut	 adalah	 penjelasan	 dari	 algoritme	 yang	
diimplementasi.	
5.2.1 Algoritme	Pre-processing	
Tahapan	 pertama	 yang	 dilakukan	 dalam	 pengolahan	 citra	 adalah	 pre-
processing.	 Algoritme	 pre-processing	 pada	 penelitian	 ini	 digunakan	 untuk	
membedakan	objek	dengan	latar	dari	citra	masukan.	Implementasi	kode	sumber	
algoritme	pre-processing	ditunjukkan	pada	Algoritme	1.	














def preprocessing (image) : 
     img = cv2.resize(image, (500,500)) 
     imgHSV = cv2.cvtColor(img, cv2.COLOR_BGR2HSV) 
     imgGray = cv2.cvtColor(imgHSV, cv2.COLOR_BGR2GRAY) 
     height, width = imgGray.shape 
     blur = cv2.GaussianBlur(imgGray,(5,5),0) 
     ret3,th4 = 
cv2.threshold(blur,120,255,cv2.THRESH_BINARY+cv2.THRESH_OTSU)      
     kernel = np.ones((5,5), np.uint8) 
     img_erosion = cv2.erode(th4, kernel, iterations=1) 
     img_dilation = cv2.dilate(img_erosion, kernel, iterations=1) 
     img2 = cv2.bitwise_and(img, img, mask = img_dilation)    
     return img2 
	
Berikut	adalah	penjelasan	dari	kode	sumber	algoritme	pre-processing.	
1. Baris	 1	 adalah	 deklarasi	 dari	 fungsi	 preprocessing	 dengan	 parameter	
image.	












9. Baris	 10	 melakukan	 proses	 erosi	 pada	 citra	 hasil	 thresholding	 dan	
disimpan	pada	variabel	img_erosion.	







12. Baris	 13	 merupakan	 nilai	 kembalian	 dari	 fungsi	 preprocessing	 yaitu	
variabel	img2.	
5.2.2 Algoritme	Ekstraksi	Fitur	Warna	
Untuk	mendapatkan	 fitur	warna	 dari	 citra	masukan,	 dilakukan	 ekstraksi	
fitur	 warna.	 Ekstraksi	 fitur	 warna	 pada	 penelitian	 ini	 dilakukan	 dengan	
mengonversi	 ruang	 warna	 citra	 dari	 RGB	 ke	 HSV,	 selanjutnya	 dihitung	mean,	
deviasi	 standar,	 dan	 skewness	 dari	 citra	 HSV.	 Berikut	 adalah	 penjelasan	 dari	
algoritme	yang	diimplementasi	pada	ekstraksi	fitur	warna.	
5.2.2.1 Algoritme	Konversi	RGB	ke	HSV	
Implementasi	 kode	 sumber	 algoritme	 konversi	 RGB	 ke	HSV	ditunjukkan	
pada	Algoritme	2.	





















def rgb2hsv(r, g, b): 
     r, g, b = r/255.0, g/255.0, b/255.0 
     mx = max(r, g, b) 
     mn = min(r, g, b) 
     df = mx-mn 
     if mx == mn: 
         h = 0 
     elif mx == r: 
         h = (60*(g-b)/df) 
     elif mx == g: 
         h = (120 + 60*(b-r)/df) 
     elif mx == b: 
         h = (240 + 60*(r-g)/df) 
     if mx == 0: 
         s = 0 
     else: 
         s = (df/mx)*255 
     v = mx*255 
     h=h/2 
     return h,s,v 
	
Berikut	adalah	penjelasan	dari	algoritme	fungsi	HSV.	




3. Baris	 3	 mencari	 nilai	 maksimum	 dari	 variabel	 r,	 g,	 dan	 b.	 Selanjutnya	
disimpan	pada	variabel	mx.	


















Implementasi	 kode	 sumber	 algoritme	 perhitungan	 mean	 ditunjukkan	
pada	Algoritme	3.	










     mean_h, mean_s, mean_v = 0,0,0 
     h,s, v= hsv[:,:,0],hsv[:,:,1],hsv[:,:,2] 
     h2, s2, v2 = h.ravel(), s.ravel(), v.ravel() 
     mean_h = sum(h2)/len(h2) 
     mean_s = sum(s2)/len(s2) 
     mean_v = sum(v2)/len(v2) 




2. Baris	 2	 merupakan	 inisialisasi	 variabel	 mean_h,	 mean_s,	 dan	 mean_v	
dengan	0.	




5. Baris	5-7	menghitung	nilai	mean	dari	h2,	 s2,	dan	v2	 dan	disimpan	pada	
variabel	mean_h,	mean_s,	dan	mean_v.	







Implementasi	 kode	 sumber	 algoritme	 perhitungan	 deviasi	 standar	
ditunjukkan	pada	Algoritme	4.	



















    std_h, std_s, std_v = 0, 0, 0  
    h,s, v= hsv[:,:,0],hsv[:,:,1],hsv[:,:,2] 
    h2, s2, v2 = h.ravel(), s.ravel(), v.ravel() 
    mean_h = mean(hsv)[0] 
    mean_s = mean(hsv)[1] 
    mean_v = mean(hsv)[2] 
    h2 = (h2 - mean_h)**2 
    s2 = (s2 - mean_s)**2  
    v2 = (v2 - mean_v)**2      
    d = sum(h2)/len(h2) 
    e = sum(s2)/len(s2) 
    f = sum(v2)/len(v2)       
    std_h = np.sqrt(d)  
    std_s = np.sqrt(e)  
    std_v = np.sqrt(f) 









5. Baris	 5-7	merupakan	 inisialisasi	 variabel	mean_h,	mean_s,	 dan	mean_v	
dengan	memanggil	fungsi	mean.	
6. Baris	 8-16	 menghitung	 nilai	 deviasi	 standar	 dari	 h2,	 s2,	 dan	 v2	 dan	
disimpan	pada	variabel	std_h,	std_s,	dan	std_v.	













     skw_h, skw_s, skw_v = 0, 0, 0 
     h,s, v= hsv[:,:,0],hsv[:,:,1],hsv[:,:,2] 
     h2, s2, v2 = h.ravel(), s.ravel(), v.ravel() 
     mean_h = mean(hsv)[0] 















     mean_v = mean(hsv)[2] 
     h2 = (h2 - mean_h)**3 
     s2 = (s2 - mean_s)**3  
     v2 = (v2 - mean_v)**3  
     d = sum(h2)/len(h2)   
     e = sum(s2)/len(s2)   
     f = sum(v2)/len(v2)    
     skw_h = np.cbrt(d) 
     skw_s = np.cbrt(e) 
     skw_v = np.cbrt(f) 









5. Baris	 5-7	merupakan	 inisialisasi	 variabel	mean_h,	mean_s,	 dan	mean_v	
dengan	memanggil	fungsi	mean.	






fitur	 tekstur.	 Ekstraksi	 fitur	 tekstur	 pada	 penelitian	 ini	 dilakukan	 dengan	
algoritme	 LBP.	 Implementasi	 kode	 sumber	 algoritme	 LBP	 ditunjukkan	 pada	
Algoritme	6.	

















     height = img.shape[0] 
     width = img.shape[1] 
     lbp = np.zeros((height,width), np.uint8) 
     gr = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 
     LBPMASK = [(-1,-1),(-1,0),(-1,1),(0,1),(1,1),(1,0),(1,-1), 
     (0,-1)]  
     for x in range(1, height-1): 
        for y in range(1, width-1): 
            n = 0 
            gv = gr[x][y] 
            for i in range(len(LBPMASK)): 
                m = LBPMASK[i] 
                if gr[x+m[0]][y+m[1]]>=gv: 







            lbp[x][y] = n  
      hist = plt.hist(lbp.ravel(),8,[0,256]);plt.show() 













8. Baris	 12-13	 melakukan	 perulangan	 sebanyak	 array	 LBPMASK	 dan	
menyimpan	nilai	LBPMASK	di	variabel	m.	
9. Baris	 14	 untuk	 membandingkan	 nilai	 piksel	 saat	 ini	 dengan	 piksel	
tetangga.	 Jika	 nilai	 piksel	 tetangga	 lebih	 besar	 atau	 sama	 dengan	 nilai	
piksel	saat	ini	maka	dilakukan	perhitungan	nilai	piksel	LBP.	
10. Baris	15	merupakan	perhitungan	nilai	piksel	LBP.	




Untuk	mengklasifikasi	 fitur	warna	 dan	 tekstur	 yang	 didapatkan	dari	 citra,	
dilakukan	 klasifikasi	 dengan	 algoritme	 Improved	 K-NN.	 Tahapan-tahapan	 yang	
dilakukan	 untuk	 klasifikasi	 dengan	 Improved	 K-NN	 antara	 lain	 normalisasi,	
perhitungan	 bobot	 data	 latih	 dan	 klasifikasi.	 Berikut	 adalah	 penjelasan	 dari	
algoritme	yang	diimplementasi	untuk	klasifikasi.	
5.2.4.1 Algoritme	Normalisasi	
Implementasi	 kode	 sumber	 algoritme	 normalisasi	 ditunjukkan	 pada	
Algoritme	7.	






def normalisasi(datalatih, datauji): 
     min_lama_latih = min(datalatih.ravel()) 
     max_lama_latih = max(datalatih.ravel()) 
     min_lama_uji = min(datauji.ravel()) 

















     min_lama = min_lama_latih 
     if(min_lama>min_lama_uji): 
         min_lama = min_lama_uji 
     max_lama = max_lama_latih 
     if(max_lama<max_lama_uji): 
         max_lama = max_lama_uji 
     min_baru=0 
     max_baru=1000 
     datauji = (((datauji-min_lama)/(max_lama-min_lama))*(max_baru-
min_baru))+0 
     datalatih = (((datalatih-min_lama)/(max_lama-min_lama))* 
     (max_baru-min_baru))+0 
     return datalatih, datauji 
	
Berikut	adalah	penjelasan	dari	algoritme	fungsi	normalisasi.	
1. Baris	 1	 merupakan	 deklarasi	 dari	 fungsi	 normalisasi	 dengan	 parameter	
datalatih	dan	datauji.	
2. Baris	 2-3	 merupakan	 inisialisasi	 dari	 variabel	 min_lama_latih	 dan	
max_lama_latih	 dengan	 nilai	 minimum	 dan	 maksimum	 dari	 parameter	
datalatih.	
3. Baris	 4-5	 merupakan	 inisialisasi	 dari	 variabel	 min_lama_uji	 dan	













Implementasi	 kode	 sumber	 algoritme	 perhitungan	 bobot	 data	 latih	
ditunjukkan	pada	Algoritme	8.	








def bobot_datalatih(data, tetangga): 
     bobot=[] 
     for i in range (0,len(data)): 
         jarak=[] 
         for j in range (0,len(data)): 
             aminb = (data[i]-data[j])**2 













         urutan_tetangga=sorted(range(len(jarak)), 
         key=jarak.__getitem__) 
         sama=0 
         for z in range (1,tetangga+1): 
             if(labels[i]==labels[urutan_tetangga[z]]): 
                 sama+=1 
         nilai = sama/tetangga 
         bobot.append(nilai) 
     return bobot 
	
Berikut	adalah	penjelasan	dari	algoritme	fungsi	perhitungan	bobot	data	latih.	
1. Baris	 1	 merupakan	 deklarasi	 dari	 fungsi	 bobot_datalatih	 dengan	
parameter	data	dan	tetangga.	
2. Baris	2-3	merupakan	deklarasi	dari	array	bobot.	
3. Baris	 4-9	menghitung	 jarak	antar	data	 latih.	 Selanjutnya	 jarak	diurutkan	
dari	yang	terkecil	untuk	menentukan	tetangga	dari	tiap	data.	
4. Baris	10-15	membandingkan	label	data	dengan	label	data	tetangga	untuk	
menghitung	 bobot	 dari	 tiap	 data.	 Bobot	 dari	 tiap	 data	 yang	 didapatkan	
disimpan	pada	array	bobot.	
5. Baris	 16	 merupakan	 nilai	 kembalian	 dari	 fungsi	 bobot_datalatih	 yaitu	
array	bobot.	
5.2.4.3 Algoritme	Improved	K-NN	
Implementasi	 kode	 sumber	 algoritme	 klasifikasi	 dengan	 Improved	 K-NN	
ditunjukkan	pada	Algoritme	9.	

























     bobot = bobot_datalatih(data) 
     jarak=[] 
     nilai=[] 
     label_tetangga=[] 
     bobot_label=[] 
     for i in range (0,len(data)): 
         aminb = (data[i]-test)**2 
         jarak.append(np.sqrt(sum(aminb))) 
     urutan_tetangga=sorted(range(len(jarak)), 
     key=jarak.__getitem__) 
     for z in range (0,tetangga): 
         label_tetangga.append(labels[urutan_tetangga[z]]) 
         nilai.append(bobot[urutan_tetangga[z]]/ 
         (jarak[urutan_tetangga[z]]+0.5)) 
     label_tetangga=np.array(label_tetangga) 
     label_unique=np.unique(label_tetangga) 
     for a in range(0,len(label_unique)): 
         total=0 
         for b in range(0, len(label_tetangga)): 
             if(label_unique[a]==label_tetangga[b]): 
                 total += nilai[b] 








     urutan_bobot=sorted(range(len(bobot_label)), 
     key=bobot_label.__getitem__, reverse=True) 
     hasil = label_unique[urutan_bobot[0]] 





2. Baris	 2-6	 merupakan	 deklarasi	 dari	 variabel	 bobot,	 jarak,	 nilai,	
label_tetangga,	dan	bobot_label.	
3. Baris	 7-11	menghitung	 jarak	 antara	 data	 uji	 dan	 data	 latih.	 Selanjutnya	







6. Baris	 18-26	 menghitung	 bobot	 label	 dari	 data	 tetangga.	 Bobot	 label	
kemudian	 diurutkan.	 Label	 yang	 memiliki	 bobot	 tertinggi	 dijadikan	
sebagai	kelas	hasil	klasifikasi	dan	disimpan	pada	variabel	hasil.	










hasil	 klasifikasi	 yang	 didapatkan	 dari	 metode	 yang	 telah	 diimplementasikan.	
Analisis	 dilakukan	 dengan	membandingkan	 nilai	 akurasi	 yang	 telah	 didapatkan	
dari	hasil	pengujian	yang	telah	dilakukan.	
6.1 Skenario	Pengujian	dan	Analisis	
Skenario	 pengujian	 dilakukan	 sesuai	 dengan	 perancangan	 skenario	
pengujian	 pada	 Bab	 4.	 Pengujian	 yang	 dilakukan	 antara	 lain	 pengujian	 nilai	 k,	




Pada	 pengujian	 ini,	 hasil	 akurasi	 dari	 lima	 nilai	 k	 berbeda	 dibandingkan	 untuk	
dicari	k	yang	 terbaik.	 Skenario	 kedua	 adalah	 pengujian	 fitur	HSV.	 Pengujian	 ini	
bertujuan	 untuk	 mengetahui	 nilai	 akurasi	 yang	 didapatkan	 ketika	 fitur	 yang	
digunakan	untuk	 klasifikasi	 adalah	 fitur	HSV.	 	Skenario	 ketiga	 adalah	pengujian	
fitur	LBP.	Pengujian	ini	bertujuan	untuk	mengetahui	nilai	akurasi	yang	didapatkan	
ketika	fitur	yang	digunakan	untuk	klasifikasi	adalah	fitur	LBP.	Skenario	keempat	
adalah	pengujian	 fitur	HSV	dan	 LBP.	Pengujian	 ini	bertujuan	untuk	mengetahui	
nilai	akurasi	yang	didapatkan	ketika	fitur	yang	digunakan	untuk	klasifikasi	adalah	
fitur	 HSV	 dan	 LBP.	 Skenario	 kelima	 adalah	 pengujian	 metode	 klasifikasi.	






k=3,	 k=5,	 k=7,	 dan	 k=9.	 Pemilihan	 nilai	 k	 ganjil	 dilakukan	 dengan	 tujuan	 agar	





1	 3	 5	 7	 9	
HSV	 90,476%	 70,476%	 73,333%	 76,190%	 72,380%	
LBP	 85,714%	 58,095%	 56,190%	 53,333%	 49,532%	















bobot	 data	 latih	 tidak	 diperhitungkan	 dalam	 penentuan	 kelas	 data	 uji,	 karena	
hanya	ada	satu	nilai	bobot	ketetanggaan.	Kelas	data	latih	terdekat	akan	dijadikan	
sebagai	kelas	data	uji	karena	jumlah	ketetanggaan	bernilai	satu.	
Hasil	 pengujian	 juga	 menunjukkan	 bahwa	 nilai	 k	 yang	 semakin	 besar	
membuat	 hasil	 akurasi	 semakin	menurun.	Hal	 ini	 terjadi	 karena	 semakin	 besar	
nilai	k	maka	jumlah	ketetanggaan	juga	akan	semakin	besar.	Jumlah	ketetanggaan	
yang	 besar	 dapat	mengakibatkan	 dua	 atau	 lebih	 kelas	 yang	 berbeda	 dianggap	
sebagai	kelas	terdekat	dari	satu	data	uji.	Selanjutnya	ketika	bobot	ketetanggaan	
dihitung	 hasilnya	 dapat	 menunjukkan	 bahwa	 kedua	 kelas	 tersebut	 memiliki	
bobot	yang	sama	atau	bobot	kelas	yang	benar	memiliki	nilai	yang	lebih	kecil.	Hal	
ini	menyebabkan	terjadinya	kesalahan	klasifikasi	sehingga	nilai	akurasi	menurun.	






























































































































































































ketetanggaan	 terbesar	 karena	 bobot	 data	 latih	 pada	 kelas	 Milo	 Nugget	 lebih	
besar	daripada	bobot	data	latih	pada	kelas	Oreo.	Bobot	data	latih	pada	masing-
masing	data	latih	kelas	Milo	Nugget	yang	berdekatan	dengan	data	uji	adalah	0,6.	





Pada	pengujian	 ini	dilakukan	klasifikasi	dengan	 Improved	K-NN	dan	 fitur	








objek	untuk	diklasifikasi.	Hasil	 akurasi	dari	 klasifikasi	dengan	 fitur	HSV	 tertinggi	
adalah	 sebesar	 90,476%	 ketika	 k=1.	Nilai	 rata-rata	 akurasi	 yang	 dihasilkan	 dari	
fitur	HSV	adalah	76,571%.	
Hasil	 pengujian	menunjukkan	bahwa	ketika	nilai	k	 semakin	besar,	maka	
nilai	 akurasi	 akan	 semakin	menurun.	Hal	 ini	 terjadi	 karena	 jika	nilai	k	 	 semakin	
besar	 maka	 jumlah	 tetangga	 dari	 satu	 data	 uji	 juga	 akan	 bertambah.	 Pada	
pengujian	ini,	fitur	yang	digunakan	hanya	fitur	warna	dengan	ruang	warna	HSV.	
Sehingga	 klasifikasi	 hanya	 berdasarkan	 dari	 fitur	 warna	 saja.	 Hal	 ini	
menyebabkan	jika	suatu	jenis	makanan	memiliki	warna	yang	mirip	dengan	jenis	
makanan	 lain,	 maka	 jenis	 makanan	 tersebut	 akan	 saling	 bertetangga	 dan	
memiliki	 jarak	 antar	 data	 yang	 kecil.	 Sehingga	 dapat	 menyebabkan	 kesalahan	


































































Pada	pengujian	 ini	dilakukan	klasifikasi	dengan	 Improved	K-NN	dan	 fitur	
yang	digunakan	hanya	hasil	ekstraksi	fitur	tekstur	dengan	metode	LBP	dari	citra.	
Fitur	 LBP	 didapatkan	 dari	 pemetaan	 piksel	 LBP	 pada	 histogram	 yang	 dibagi	









objek	 untuk	 diklasifikasi.	Hasil	 akurasi	 dari	 klasifikasi	 dengan	 fitur	 LBP	 tertinggi	
adalah	 sebesar	 85,714%	 ketika	 k=1.	Nilai	 rata-rata	 akurasi	 yang	 dihasilkan	 dari	
fitur	LBP	adalah	60,572%.		
Hasil	 pengujian	menunjukkan	bahwa	ketika	nilai	k	 semakin	besar,	maka	
nilai	 akurasi	 akan	 semakin	menurun.	Hal	 ini	 terjadi	 karena	 jika	nilai	k	 	 semakin	
besar	 maka	 jumlah	 tetangga	 dari	 satu	 data	 uji	 juga	 akan	 bertambah.	 Pada	
pengujian	 ini,	 fitur	 yang	 digunakan	 hanya	 fitur	 tekstur	 dengan	 metode	 LBP.	
Sehingga	 klasifikasi	 hanya	 berdasarkan	 dari	 fitur	 tekstur	 saja.	 Hal	 ini	
menyebabkan	jika	suatu	jenis	makanan	memiliki	tekstur	yang	mirip	dengan	jenis	
makanan	 lain,	 maka	 jenis	 makanan	 tersebut	 akan	 saling	 bertetangga	 dan	
memiliki	 jarak	 antar	 data	 yang	 kecil.	 Sehingga	 dapat	 menyebabkan	 kesalahan	











































































Hasil	 pengujian	 fitur	 HSV	 dan	 LBP	menunjukkan	 bahwa	 kombinasi	 fitur	
HSV	 dan	 LBP	 dapat	 mencirikan	 objek	 untuk	 diklasifikasi.	 Hasil	 akurasi	 dari	
klasifikasi	dengan	kombinasi	fitur	HSV	dan	LBP	tertinggi	adalah	sebesar	90,476%	
ketika	k=1.	Nilai	 rata-rata	 akurasi	 yang	 dihasilkan	 dari	 kombinasi	 fitur	HSV	dan	
LBP	adalah	80,380%.		
Pada	pengujian	 ini,	 fitur	yang	digunakan	adalah	 fitur	warna	dan	tekstur.	
Kesalahan	klasifikasi	dapat	terjadi	jika	suatu	jenis	makanan	memiliki	fitur	warna	
dan	 tekstur	 yang	mirip	 sehingga	 sulit	 untuk	 dibedakan.	 Contoh	 jenis	makanan	
yang	memiliki	fitur	warna	dan	tekstur	yang	mirip	antara	 lain	roti	tawar	dan	roti	



































































K-NN.	 Fitur	 yang	digunakan	pada	pengujian	 ini	 adalah	kombinasi	 ekstraksi	 fitur	
warna	dengan	ruang	warna	HSV	dan	ekstraksi	fitur	tekstur	dengan	metode	LBP.	









90,476%	 75,238%	 80,952%	 78,095%	 77,142%	 80,306%	









dengan	 metode	 K-NN	 yaitu	 sebesar	 80,306%.	 Hal	 ini	 disebabkan	 oleh	 adanya	




data	 lain	 di	 kelasnya.	 Penentuan	 kelas	 pada	 klasifikasi	 dengan	 Improved	 K-NN		
juga	 dipengaruhi	 oleh	 bobot	 data	 latih	 saat	 dilakukan	 perhitungan	 bobot	
ketetanggaan.	Ketika	dilakukan	perhitungan	bobot	ketetanggaan,	tetangga	yang	
memiliki	 bobot	 kelas	 yang	 kecil	 tidak	 akan	 dipilih	 sebagai	 kelas	 untuk	 data	 uji.	
Contoh	perbandingan	hasil	klasifikasi	dari	kedua	metode	ditunjukkan	pada	Tabel	
6.7	 dan	 Tabel	 6.8.	 Contoh	 data	 uji	 dan	 data	 tetanggaannya	 ditunjukkan	 pada	



















































Dari	 hasil	 pengujian	di	 atas,	maka	dapat	dilihat	bahwa	pengklasifikasian	









dari	 penelitian.	 Kesimpulan	 menjelaskan	 tentang	 hasil	 penelitian	 yang	 telah	
disimpulkan.	 Saran	 menjelaskan	 tentang	 saran	 yang	 dapat	 digunakan	 untuk	
penelitian	selanjutnya.	
7.1 Kesimpulan	
Dari	 penelitian	 yang	 telah	 dilakukan,	 dapat	 ditarik	 kesimpulan	 sebagai	
berikut.	
1. Ekstraksi	 fitur	HSV	dan	LBP	dapat	digunakan	untuk	mengklasifikasikan	citra	
makanan	 tunggal	 dengan	 hasil	 akurasi	 terbaik	 sebesar	 90,476%.	 Akurasi	
terbesar	didapatkan	dengan	menggunakan	kombinasi	fitur	HSV	dan	LBP	dan	
fitur	 HSV	 saja,	metode	 klasifikasi	 yang	 digunakan	 Improved	 K-NN	 dan	 nilai	
k=1.	
2. Fitur	 HSV,	 LBP	 dan	 kombinasi	 HSV	 dan	 LBP	 dapat	 digunakan	 untuk	
mengklasifikasikan	 citra	makanan	 tunggal.	 Klasifikasi	 dengan	 fitur	HSV	 saja	
menghasilkan	 nilai	 akurasi	 tertinggi	 sebesar	 90,476%	 dan	 rata-rata	 akurasi	
sebesar	76,571%.	Klasifikasi	dengan	fitur	LBP	saja	menghasilkan	nilai	akurasi	
tertinggi	sebesar	85,714%	dan	rata-rata	akurasi	sebesar	60,572%.	Klasifikasi	
dengan	 kombinasi	 fitur	 HSV	 dan	 LBP	 menghasilkan	 nilai	 akurasi	 tertinggi	
sebesar	90,476%	dan	rata-rata	akurasi	sebesar	80,380%.	Sehingga	kombinasi	
fitur	 HSV	 dan	 LBP	menghasilkan	 nilai	 akurasi	 terbaik	 untuk	mengklasifikasi	
citra	makanan	tunggal.	
7.2 Saran	
Dari	 hasil	 penelitian	 klasifikasi	 jenis	 citra	 makanan	 tunggal	 menggunakan	
metode	 HSV	 dan	 LBP	 masih	 terdapat	 kekurangan	 sehingga	 perlu	 dilakukan	
banyak	 pengembangan.	 	 Saran	 untuk	 penelitian	 selanjutnya	 adalah	 sebagai	
berikut.	
1. Perlu	 dilakukan	modifikasi	 nilai	 radius	 dan	 point	 atau	 jumlah	 ketetanggan	
pada	metode	ekstraksi	fitur	LBP	agar	hasil	akurasi	yang	dihasilkan	dari	 fitur	
tekstur	lebih	tinggi.	
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