Lattice-free gradient polyhedra are optimality certificates for mixed integer convex minimization models. We consider how to construct these polyhedra for unconstrained models with two integer variables. A classic result of Bell, Doignon, and Scarf states that a lattice-free gradient polyhedron exists with at most four facets. We show how to construct a sequence of (not necessarily lattice-free) gradient polyhedra, each of which has at most four facets, that finitely converges in a lattice-free gradient polyhedron. Each update requires constantly many gradient evaluations ⋆ . This update procedure imitates the gradient descent algorithm, and consequently, it yields a gradient descent type of algorithm for problems with two integer variables. An open question is to improve the convergence rates to obtain a minimizer or a lattice-free set.
Introduction.
A polyhedron P = {(x, z) ∈ R d × R n : A(x, z) ≤ b} is lattice-free if intr(P ) ∩ (R d × Z n ) = ∅, where intr(P ) := {(x, z) ∈ R d × R n : A(x, z) < b}. ⋆⋆ Recent work on lattice-free sets has focused mainly on three topics. The first of these (and perhaps the most studied) is the generation of valid inequalities for integer programs, see, e.g., [1, 6, 10, 11, 15] . The second is the classification of inclusionwise maximal lattice-free sets [2, 3, 9, 16, 22] . The third is the use of lattice-free sets as optimality certificates in mixed integer convex minimization. This paper focuses on the latter topic.
Let f : R d × R n → R be convex and differentiable with gradient ∇f . We assume oracle access to ∇f . Our results extend to non-differentiable functions via subgradients, but we assume differentiability for the sake of presentation. The unconstrained mixed integer convex minimization problem is
Applications of (CM) include statistical regression and the closest vector problem. The gradient polyhedron of a non-empty finite set U ⊆ R d × Z n is
⋆ By gradient evaluation, we refer to inner product evaluation using gradients. For our updates we require at most 18 gradient evaluations. ⋆⋆ If the inequality 0 ⊺ (x, z) ≤ 0 is in the system A(x, z) ≤ b, then intr(P ) = ∅.
It follows from the definitions of GP(U) and ∇f that if GP(U) is latticefree, then there exists (x * , z * ) ∈ U that is an optimal solution for (CM). Consequently, if GP(U) is lattice-free, then it is an optimality certificate for (CM). The existence of a lattice-free gradient polyhedron GP(U) requires that (CM) has an optimal solution; therefore, we make this assumption throughout the paper. The techniques in this paper do not immediately extend to detect if this assumption is violated.
Bell, Doignon, and Scarf [12, 17, 23] showed that if n ≥ 1 and d = 0, then there exists U ⊆ Z n such that |U| ≤ 2 n and GP(U) is lattice-free. Baes et al. [5] extended this to show that |U| ≤ 2 n suffices for d ≥ 0. Basu et al. [8] generalized this further to so-called S-free sets. Motivated by this existential result, we aim to algorithmically construct lattice-free gradient polyhedra with 2 n facets.
Constructing lattice-free gradient polyhedra is well studied when n = 0 and d ≥ 1. Although rarely described as such, the gradient descent algorithm is a search algorithm for a lattice-free set when n = 0 (see [14, Chapter 9] ). Gradient descent updates a point
converge to x * with ∇f (x * ) = 0. One can verify that ∇f (x * ) = 0 if and only if intr(GP({x * })) ∩ R d = ∅.
Thus, (x i ) ∞ i=1 corresponds to a sequence of gradient polyhedra (GP({x i })) ∞ i=1 that 'converges' to a lattice-free gradient polyhedron GP({x * }). One notable aspect of gradient descent is that it generates gradient polyhedra whose number of facets never exceeds the bound 2 n = 2 0 = 1. Another notable aspect is that the initial x 1 can be chosen arbitrarily. A lattice-free gradient polyhedron can also be constructed algorithmically if n = 1 and d = 0. In this case, U := {⌊x * ⌋, ⌈x * ⌉} is the certifying set, where x * is an optimal solution to the continuous relaxation of (CM). This U can be found by starting with an arbitrary U i = {z i , z i + 1} ⊆ Z and updating it as follows:
The gradient comparisons ensure that U i is updated by 'flipping' closer to x * , and if U i+1 = U i , then U i = U and GP(U i ) is lattice-free. These updates are not the most efficient way of obtaining U (one can simply round x * ), but it does have the same properties as gradient descent: it generates a sequence (GP(U i )) ∞ i=1 that yields a lattice-free set, the initial set U 1 is arbitrary, and each update only requires a constant number of gradient evaluations. Also, the number of facets at each iterate GP(U i ) does not exceed the bound 2 n = 2 1 = 2. These updates and the rounding approach both generalize to the setting n = 1 and d ≥ 1. However, if n ≥ 2, then neither yields a lattice-free gradient polyhedron, in general. Our first main result is an update procedure that creates a latticefree gradient polyhedron when d = 0 and n = 2. We say U ⊆ Z 2 is unimodular if
for z ∈ Z 2 and a matrix U ∈ Z 2×2 with | det(U )| = 1. Our procedure updates any unimodular set and each update only needs constantly many gradient evaluations as opposed to solving 1-or 2-dimensional integer linear programs. We use two metrics of progress to ensure this procedure generates a sequence (
resulting in a lattice-free gradient polyhedron. The unimodularity of U ensures that during our update procedure for each iterate GP(U i ) the bound of 2 2 = 4 facets is not exceeded and that U always contains precisely 4 points.
The first progress measure is the minimum function value in U i , i.e.,
Our second measure is the distance from the optimal solution set of (CM) to U i with respect to U i :
This measure is a notion of graphic distance of an optimal solution z * to (CM). We discuss (4) more in Subsection 2.1.
Our updates are such that (3) and (4) are both non-increasing in i. Furthermore, if neither measure strictly decreases from U i to U i+1 , then either U i already contains a minimizer of (CM), or, one or both measures will strictly decrease when U i+1 is updated to U i+2 . Theorem 1. Assume d = 0 and n = 2. Let U i ⊆ Z 2 be a unimodular set. Any unimodular set U i ⊆ Z 2 can be updated to a unimodular set U i+1 ⊆ Z 2 such that (a) the update only uses constantly many gradient evaluations, (b) neither (3) nor (4) increases from U i to U i+1 , and (c) if (3) and (4) do not decrease from U i to U i+1 and U i+1 is updated to U i+2 , then one of the following holds: (i) (3) or (4) decreases from U i+1 to U i+2 or (ii) U i contains a minimizer of (CM). Figure 1 illustrates how our update procedure iterates for a specific f and U 1 .
of unimodular sets generated by our updates for f (x1, x2) := 3x 2 1 + x 2 2 + x1 + x2. The convex hull of each U i is shaded in black, the hyperplanes defining GP(U i ) are in red, and GP(U i ) is shaded in red. Level curves of f are in gray.
is constructed using updates from Theorem 1, then GP(U i ) is guaranteed to eventually contain a minimizer of (CM). Our update procedure also guarantees that GP(U i ) becomes lattice-free, and detecting this only needs constantly many gradient evaluations (see Lemma 3) . It is worth reminding the reader that if we come across a unimodular set U i that contains a point z * ∈ Z 2 satisfying ∇f (z * ) = 0, then GP(U i ) is lattice-free and z * is a minimizer of (CM). Thus, we always assume that this check is made, and we only consider updating U i if it fails this check.
be created using updates from Theorem 1. For some T ∈ Z the gradient polyhedron GP(U T ) is lattice-free. Moreover, this can be checked using constantly many gradient evaluations.
Theorem 2 implies that our update procedure provides a 'flipping' algorithm for solving (CM) when n = 2 and d = 0. We may start with any unimodular set U, and then flip U (with a flip defined using only U and gradient information) until GP(U) is lattice-free. Other algorithms for (CM) use techniques such as branch and bound (see, e.g., [20, 21] ), outer approximations (see, e.g., [13, 18] ), convex separation [19, Theorem 6.7.10] , or improvement oracles [4] . In contrast to the flipping algorithm, each of these algorithms use non-gradient information or create polyhedral relaxations with more than 2 2 = 4 facets. Baes et al. [4] give a geometric algorithm for (CM) when d = 0 and n = 2 but explicitly use knowledge of a bounded set containing the minimum. We do not assume such knowledge in Theorem 2. Our updates are conservative, but if f is L-Lipschitz continuous and c-strongly convex, then only 2 · (L/c + 1) · z * 1 many updates are needed to find an optimal solution z * (see Corollary 3 ). An open question remains to find an 'optimal' update procedure.
Our updates can be extended to d ≥ 0, provided we are able to exactly minimize f z (x) := f (x, z) over x ∈ R d for each fixed z ∈ Z 2 . To see this, note that (CM) is the same as minimizing f min (z) := min{f (x, z) :
Corollary 1. The update procedure from Theorem 1 can be extended naturally to obtain an exact iterative algorithm to solve (CM) for functions f :
The update procedures from Theorem 1 and Corollary 1 require exact gradients to choose the correct updates. However, if f is strongly convex, then we can extend Theorem 1 to an update procedure that only requires approximate gradients. The major obstacle in extending Theorem 1 is that if one of the defining gradients is perturbed a lattice-free gradient polyhedra may no longer be lattice-free. We overcome this by identifying a subset of a gradient polyhedron that contains the minimizers of (CM) and is robust to gradient perturbations.
Notation and preliminaries.
We refer to [14] for more on convexity and gradients. For U ∈ Z 2×2 , we denote the i-th column of U by u i . Let 0 ∈ Z 2 denote the all zero vector. Given
We often use the next result, which follows from the definition of convexity.
The following properties of GP(U) can be shown using Proposition 1.
(iii) If U does not contain an optimal solution of (CM), then every optimal solution (x * , z * ) of (CM) is in intr(GP(U)).
2 An update procedure for n = 2 and d = 0.
Here we assume n = 2 and d = 0. Let U = U(z, U ) be unimodular as defined in (2) . After multiplying u 1 and u 2 by ±1 and relabeling the 'anchor' point z ∈ U to be another point in U, we assume GP(U) fulfills preprocessing properties.
Lemma 2. Let U = U(z, U ) be unimodular. We can preprocess GP(U) so that
Proof. Lemma 1 (ii) states that U ∩ GP(U) = ∅. If |U ∩ GP(U)| = 1, then U can be relabeled so that Lemma 2 (i) holds. If |U ∩ GP(U)| = 3, then U can be relabeled and the columns of U can be multiplied by ±1 so that Lemma 2 (iii) holds. It remains to consider when |U ∩ GP(U)| = 2. If the points in U ∩ GP(U) differ by ±u 1 or ±u 2 , then U and U can be relabeled so that Lemma 2 (ii -a) holds. We complete the proof by assuming the points in U ∩ GP(U) do not differ by ±u 1 nor ±u 2 , then U and U can be relabeled so that U ∩GP(U) = {z, z+u 1 +u 2 }. Note that z cannot strictly cut both z + u 1 and z + u 2 . Otherwise, ∇f (z) ⊺ u 1 > 0 and ∇f (z) ⊺ u 2 > 0 implying that z strictly cuts z + u 1 + u 2 . However, z + u 1 + u 2 is assumed to be in GP(U) and cannot be strictly cut by z. Similarly, z + u 1 + u 2 cannot strictly cut both z + u 1 and z + u 2 .
Also, z + u 1 cannot strictly cut z + u 2 . Otherwise ∇f (z + u 1 ) ⊺ (u 2 − u 1 ) > 0, which, along with the fact that z + u 1 does not cut z because z ∈ U ∩ GP(U), implies ∇f (z + u 1 ) ⊺ u 2 > 0. Consequently, z + u 1 strictly cuts z + u 1 + u 2 , which is a contradiction. Similarly, z + u 2 cannot strictly cut z + u 1 .
The previous arguments imply that, collectively, z and z + u 1 + u 2 must strictly cut z + u 1 and z + u 2 . As neither z nor z + u 1 + u 2 can strictly cut both, we may assume that z strictly cuts z + u 1 and z + u 1 + u 2 strictly cuts z + u 2 . ⊓ ⊔ We update U by 'flipping' the columns of U to a new matrix U and preprocessing (z, U ) to satisfy (5) . Flip(U ) denotes the matrix U obtained from this flipping, and Flip(U) denotes the unimodular set obtained after preprocessing (z, U ). Table 1 defines Flip(U ). Certain flips rely on the following two lines:
We say that U is connected if U ∩GP(U) ⊇ {z, z+u 1 } (Cases 3-5). Otherwise, we say U is disconnected (Cases 1-2). Note that U can be disconnected and not fit into Cases 1 or 2; this occurs when U = {z} but U does not meet the other conditions required to update in Case 1. We show in Theorem 3 that if U does not fall into one of these cases, then GP(U) is lattice-free.
2.1
Convergence towards an optimal solution of (CM): Theorem 1.
Our first measure of progress for the update procedure is the smallest function value that we have seen thus far. For unimodular sets U, U ′ ⊆ Z 2 we say
We define U ≤ f U ′ and U = f U ′ similarly.
To motivate and provide intuition for (4), let U = U(z, U ) be a unimodular set. The orthants corresponding to U are
For every x ∈ Z 2 and w ∈ U, the difference vector x−w is an integer combination of signed copies of u 1 and u 2 (recall U has | det(U )| = 1 and see [7, §VII Corollary 2.2]). The number of signed copies is U −1 (x − w) 1 . However, for every x ∈ Z 2 there is a unique w ∈ U minimizing U −1 (x − w) 1 . Denote this minimum value:
The function r U is a distance measure from x to U, and it can be visualized by considering the orthant O U (·) that contains x and reporting the distance with respect to the U from x the 'anchor' of that orthant. The value in (4) equals min{r U (z * ) : z * optimal for (CM)}. Note r U (z * ) = 0 if and only if z * ∈ U.
In Theorem 1 we show (4) is non-increasing in i after updating by demonstrating that r U i (z * ) is non-increasing for every optimal z * for (CM). Let U ′ ⊆ Z 2 be another unimodular set and z * ∈ Z 2 be a fixed optimal solution to (CM). We use the notation and define U ≤ r U ′ and U = r U ′ similarly. Theorem 1 (a) follows directly from Table 1 . Theorem 1 (b) and (c) are implied by the next result, which is stated using our new notation. Theorem 3 also demonstrates that if no update occurs, then GP(U) is lattice-free. We emphasize that the ≤ r used in Theorem 3 is satisfied for any choice of z * used to define ≤ r . Hence, although (9) depends on z * , the choice of z * is arbitrary and (Flip(U i )) ∞ i=1 never diverges away from any optimal z * with respect to ≤ r .
Theorem 3. Assume U satisfies (5). If U does not satisfy a case in Table 1 , then GP(U) is lattice-free and U contains an optimal solution of (CM). If U satisfies a case in Table 1 and does not contain an optimal solution of (CM), then at least one of the following holds:
It is important to note the advantage of the connected case in Theorem 3: when U is connected, we are able to quickly determine if GP(U) is lattice-free.
Proof. If GP(U) is lattice-free, then both H −1 ∩ Z 2 and H 1 ∩ Z 2 are empty. Assume to the contrary that GP(U) is not lattice-free but H −1 ∩ Z 2 = ∅ and
The triangle conv{z, z + u 1 , x} is contained in GP(U) as its three vertices are contained in GP(U) and GP(U) is convex. Notice that 
Hence, x ∈ intr(GP(U)). Repeating this with x eventually returns a point in intr(GP(U)) ∩ Z 2 that is also in H −1 or H 1 , which is a contradiction.
⊓ ⊔ Table 1 does not consider |U ∩ GP(U)| = 4. The reason for this is that GP(U) is lattice-free when |U ∩ GP(U)| = 4, a result that follows almost immediately from Lemma 3.
Proof. If |U ∩GP(U)| = 4, then U is connected. Also, both H −1 ∩Z 2 and H 1 ∩Z 2 are empty otherwise one of the points in U is contained in intr(GP(U)), which is a contradiction. Hence, GP(U) is lattice-free.
⊓ ⊔
We first prove Theorem 3 when U does not fit in any case of Table 1 .
Proof (of Theorem 3 when U does not fit into Table 1 ). Assume U does not fit in any case of Table 1 . If U is connected, then Lemma 3 implies that GP(U) is lattice-free. Assume that U is disconnected; we claim this yields a contradiction.
We use the next observation and Lemma 4 to prove the remaining cases of Theorem 3. The lemma follows from the definitions in Table 1 .
For the remaining proof of Theorem 3, we assume that U fits into one of the cases described in Table 1 and that U does not contain an optimal solution of (CM). Throughout the remaining proof we let z * be an optimal solution of (CM) and note that z * ∈ intr(GP(U)). Also, Lemma 4 shows that Flip(U) ≤ f U, which is a fact that we assume. We consider the five cases described in Theorem 3.
Proof (of Theorem 3 in Case 1). We consider when
as the other cases can be proved similarly. Here, the point z strictly cuts z + u 1 and z + u 2 . Hence,
Assume that neither (a) nor (b) holds. This implies that z ∈ GP(Flip(U)), otherwise Flip(U) < f U and (a) would hold. We prove (c) by showing Flip(U) is connected. To this end, notice that z does not strictly cut any point in Flip(U) \ {z} by (10) . Assume to the contrary that Flip(U) is disconnected.
then the points in Flip(U)\ {z} must strictly cut themselves because z does not. However, this is not possible by Proposition 1. Thus,
Similarly, z − u 2 does not strictly cut z − u 1 . The points z − u 2 and z − u 1 are both strictly cut by a point in Flip(U), and this point must be z − u 1 − u 2 . However, this means z − u 1 − u 2 strictly cuts z, which is a contradiction.
⊓ ⊔ Observation 2. Consider the previous proof showing that (c) holds when (a) and (b). This proof does not use the fact that z * ∈ U. Hence, we have also shown that Flip(U) is connected in Case 1 when (a) and (b) do not hold, in particular, when z * ∈ U.
Proof (of Theorem 3 in Case 2). The following sets (closely related to the orthants defined in (8)) will be helpful in the proof: Let z * be optimal for (CM). We claim that z * ∈ O U (z) A ∪ O U (z + u 1 + u 2 ) A . We assume in Theorem 3 that U does not contain a minimizer of (CM), so z * ∈ U. If z * ∈ O U (z + u 2 ), then z + u 2 ∈ conv{z * , z + u 1 + u 2 , z} by Observation 1 with x = z + u 2 , v 1 = −u 1 , v 2 = u 2 , and w = z * . We have conv{z * , z + u 1 + u 2 , z} ⊆ GP(U), so z + u 2 ∈ GP(U). However, z + u 2 ∈ GP(U) by the definition of Case 2, which gives a contradiction. Thus, z * ∈ O U (z + u 2 ). By symmetry,
We have ∇f (z + u 1 + u 2 ) ⊺ (−u 2 ) < 0 by (5) 
We prove Flip(U) ≤ r U in each of the three possible updates in Case 2.
where k 1 , k 2 ≥ 0 and k 1 ≥ k 2 +1. The latter equations imply r U (x * ) = k 1 +k 2 and
Hence, Flip(U) < r U. Notice that we have strict decrease of < r in this setting. The case z * ∈ O U (z + u 1 + u 2 ) A can be handled by a symmetric argument. We have argued that Flip(U) ≤ r U for each possible update of Case 2.
We have shown that Flip(U) ≤ f U and Flip(U) ≤ r U. If either of the latter inequalities is strict, then (a) or (b) hold. It suffices to assume Flip(U) = f U and Flip(U) = r U and show Flip(U) is connected; this will prove (c).
Assume neither (a) nor (b) hold. If we update U to (−u 1 , 2u 1 + u 2 ), then Flip(U) < r U and (b) would hold. Hence, Flip(U) = U ′ or Flip(U) = U ′′ , where U ′ , U ′′ , U ′ , and U ′′ are defined in Case 2 of Table 1 . We show the proof when Flip(U) = U ′′ as the other proof follows symmetrically. If U ′′ is connected, then (c) holds. If U ′′ ∩ GP(U ′′ ) = {z − u 1 }, then the points in argmin{f (w) : w ∈ U} are all strictly cut by some point in U ′′ . This implies Flip(U) < f U, which is a contradiction. Thus, it is left to consider when z strictly cuts z + 2u 1 + u 2 and z + 2u 1 + u 2 strictly cuts z + u 1 + u 2 . Here, f (z) < f (z + u 1 + u 2 ) and f (z) = min{f (w) : w ∈ U}. The definition of Case 2 and the preprocessing (5) on U imply that none of the points in U ′′ \ {z} = {z + u 2 , z + u 1 + u 2 , z − u 1 } are strictly cut by z. Hence, | GP(U ′′ ) ∩ U ′′ | = 1 as the points in U ′′ \ {z} cannot strictly cut each other by Proposition 1. Thus, | GP(U ′′ ) ∩ U ′′ | ≥ 1. One of these points must be z because z = min{f (z) : z ∈ U}. If U ′′ was disconnected, then U ′′ ∩ GP(U ′′ ) = {z, z + u 2 }. However, z + u 2 is strictly cut by z + u 1 + u 2 by the preprocessing on U. Hence, Flip(U) is connected. Proof (of Theorem 3 in Case 3). Assume that |H 1 ∩ Z 2 | = 1 and let x ∈ H 1 ∩ Z 2 . Without loss of generality assume that x = z + ku 1 + u 2 for k ≥ 0. As z + u 2 , z + u 1 + u 2 ∈ intr(GP(U)) we have k ≥ 2. The case k ≤ 0 is symmetric. Figure 3 illustrates this case. Here we have We prove that
If z * ∈ O U (z + u 1 ), then z + u 1 ∈ conv{z * , z, x}, which yields the contradiction z + u 1 ∈ intr(GP(U)). A similar argument shows z * ∈ O U (z + u 2 ). Hence,
. The cases are symmetric and we assume that
which is a contradiction. Also, z * cannot be in z * ∈ O Flip(U ) (z +u 1 )∩O U (z +u 1 + u 2 ). The only other option is that z * ∈ O Flip(U ) (x). Recalling x = z + ku 1 + u 2 , we see that
Hence, OU (z) As k ≥ 0 and z + u 2 , z + u 1 + u 2 ∈ GP(U), we have k ≥ 2. If z * ∈ O U (z + u 1 ), then z + u 1 ∈ conv{z * , z, x} giving the contradiction that z + u 1 ∈ GP(U). If z * ∈ O U (z + u 2 ), then z + u 2 ∈ conv{z * , z, x} giving the contradiction that z + u 2 ∈ GP(U). Suppose z * ∈ O U (z). Recall x = z + ku 1 + u 2 . As z does not cut x = z + (x − z) nor z + u 1 , it strictly cuts every point of the form z − ru 1 − t(ku 1 + u 2 ) for all r, t ≥ 0 with r + t > 0. Also, z + u 1 does not cut x + u 1 nor z, so it strictly cuts every point of the form z + ru 1 − t(ku 1 + u 2 ) for all r, t ≥ 0 with r + t > 0. Because z * ∈ O U (z) \ {z} it can be written as
where r, t ≥ 0 and r + tk + t > r + t > 0. However, z + u 1 or z strictly cuts z * , which is a contradiction. Hence, z * ∈ O U (z).
We have shown that z * ∈ O U (z + u 1 + u 2 ), so
where k 1 , k 2 ≥ 0 and k 1 + k 1 ≥ 1. If k 1 = 0, then z + u 1 + u 2 ∈ conv{z * , z + u 1 } giving us the contradiction that z + u 1 + u 2 ∈ GP(U). Hence,
, then we can rearrange (11) to write z * as
implies that the slope of z * − z is less than the slope of (x − u 1 ) − z in the coordinate system defined by u 1 and u 2 . Indeed, otherwise x − u 1 ∈ conv{z, x, z * } giving us the contradiction that x − u 1 ∈ intr(GP(U)). Comparing these slopes yields the inequality
Thus,
Hence, Flip(U) < r U. ⊓ ⊔ Proof (of Theorem 3 in Case 5). We begin by showing that
Note that the first statement in (12) shows that the two outcomes in Case 5 cannot both be satisfied. First note that
Hence, either z−u 1 +u 2 ∈ H 1 or z+u 1 −u 2 ∈ H −1 but not both. This proves (12) . We are now ready to prove Flip(U) < r U in Case 5. We only consider the case z + u 1 − u 2 ∈ intr(GP(U)). Here we have We already argued that
, then by Observation 1 either z + u 2 ∈ conv{z * , z, z + u 1 }, which implies z + u 2 ∈ intr(GP(U)), or z − u 1 + u 2 ∈ conv{z * , z, z + u 2 }, which implies that z − u 1 + u 2 ∈ intr(GP(U)). Both of these are contradictions, so z * ∈ O U (z + u 2 ). Hence, z * ∈ O U (z + u 1 ) and it can be written as
where k 1 , k 2 ≥ 0 and k 1 + k 2 ≥ 1. The point z + u 1 does not cut z nor z + u 2 because all three are contained in U ∩ GP(U). Hence, z + u 1 cuts all points of the form (z + u 1 ) + ru 1 + s(u 1 − u 2 ) for r, s ≥ 0. Equivalently, z + u 1 cuts all points of the form (z + u 1 ) + ru 1 + s(−u 2 ) with r ≥ s. By Proposition 1, z + u 1 does not cut z * , so k 1 < k 2 . Using this, we can rearrange (13) as
This shows that Flip(U) < r U. ⊓ ⊔ This finishes the proof of Theorem 3, which implies the following result.
is constructed using the procedure of Theorem 1, then there exists T 1 ∈ Z such that U T1 contains an optimal solution of (CM).
We end this section with a convergence result. Recall that a function f :
Corollary 3. Assume f is Lipschitz continuous with constant L ∈ R >0 and strongly convex with coefficient c ∈ R >0 . Let U 1 ⊆ Z 2 be any unimodular set with corresponding unimodular matrix U 1 = I 2 , where I 2 is the identity matrix. Let z * ∈ Z 2 be an optimal solution to (CM) and recall
Then after T ≤ 2 · (L/c + 1) · r U 1 (z * ) many updates via Table 1 the set U T contains an optimal solution to (CM).
Proof. Set δ f := min{f (w) : w ∈ U 1 }, and suppose w ∈ U satisfies f (w) = δ f . By the Lipschitz continuity of f we have
Our assumption U 1 = I 2 was used in the last equation to argue w − z * 1 = r U 1 (z * ).
Consider updating U i to Flip(U i ) = U i+1 , and assume neither U i nor U i+1 contains a vector x with ∇f (x) = 0. First, assume that the update executed does not fall into Case 1 of Table 1 . Here, the proof of Theorem 3 reveals that U i+1 < r U i . Now assume that the update executed does fall into Case 1 of Table 1 , so {z * } = U i ∩ GP(U i ). By the design of Case 1, z * does not strictly cut any point in U i+1 and so it cannot be the case that {z * } = U i+1 ∩ GP(U i+1 ). Hence, one of two situations can occur.
One situation is that z * ∈ U i+1 ∩ GP(U i+1 ). Here, there exists a point z ∈ U i+1 that strictly cuts z * , i.e., ∇f (z) ⊺ (z * − z) > 0. By strong convexity and the fact that z and z * are distinct integer vectors, we have
The other situation is that {z * } U i+1 ∩GP(U i+1 ). Here, |U i+1 ∩GP(U i+1 )| ≥ 2, so U i+1 falls into Case 2 -5 and U i+2 < r U i . We have shown that at least one of two things must happen after two updates of U i : the minimum function value in U i decreases by at least c or the value with respect to ≤ r decreases by at least one. The minimum function value can decrease by at most the amount δ f − f (z * ) ≤ L · r U 1 (z * ), and the value with respect to ≤ r can decrease by at most r U 1 (z * ). Therefore, U i must contain a minimizer of (CM) after at most 2 · (L/c · r U 1 (z * ) + r U 1 (z * )) = 2 · (L/c + 1) · r U 1 (z * ) many updates. ⊓ ⊔ 2.2 Convergence towards a lattice-free set: Theorem 2.
Let U 0 be a unimodular set satisfying (5) . For i ∈ Z ≥0 set U i+1 = Flip(U i ) and preprocess U i+1 to satisfy (5) . By Theorem 4 and Lemma 4, there exists T 1 ∈ Z ≥1 such that GP(U i ) ∩ U i contains an optimal solution of (CM) for all i ≥ T 1 . After relabeling indices, we assume T 1 = 0. It turns out that after at most one flip, each U i is also connected.
Proof. Let i ∈ Z ≥0 . Recall that a minimizer z * of (CM) is in U i by assumption. We show that Flip(U i ) is connected for each case in Table 1 . Observation 2 proves the result in Case 1. For the remaining cases, note that GP(U i ) ∩ U i ⊆ U i+1 and z * ∈ U j ∩ GP(U j ) for j ∈ {i, i + 1} by Proposition 1 and Lemma 4. Also, recall U i+1 = Flip(U i ). Next we consider Case 2 from Table 1 Table 1 . It remains to consider when
By definition, (5) , and z * ∈ {z, z + u 1 + u 2 }, this flip only occurs if
We have to prove that U i+1 is connected for all possible outcomes of U ′ ∩GP(U ′ ) and U ′′ ∩GP(U ′′ ). We only consider the case U ′ ∩GP(U ′ ) = {z} as the other cases are similar. This assumption on U ′ implies that z + 2u 1 + u 2 strictly cuts z + u 1 + u 2 , z = z * , and z ∈ U i+1 ∩ GP(U i+1 ). We also know that z does not strictly cut any point in U i+1 by the definition of this subcase in Table 1 and because the other two outcomes of Case 2 have not occurred. Thus, |U i+1 ∩ GP(U i+1 )| ≥ 2 by Proposition 1. If U i+1 is disconnected, then U i+1 ∩GP(U i+1 ) = {z, z+u 1 +u 2 }, which contradicts that z + 2u 1 + u 2 strictly cuts z + u 1 + u 2 . Next we consider Case 3 from Table 1 
The other case can be handled by a similar argument. The set GP(U i+1 ) ∩ U i+1 always contains the minimizer z * ∈ {z, z + u 1 }. Hence, in order to show that U i+1 is connected, we need to show that z + ku 1 + u 2 or z − (k − 1)u 1 − u 2 is in GP(U i+1 ). For this, it is enough to show that z and z + u 1 do not strictly cut any point in U i+1 . By the definition of U i+1 in Table 3 , z and z + u 1 do not cut each other. Also, z + ku 1 + u 2 ∈ intr(GP(U i )), which implies that z + ku 1 + u 2 is not cut by the points in U i . It remains to show that z − (k − 1)u 1 − u 2 is not cut by z nor z + u 1 . To see this, first observe that z + u 2 and z + u 1 + u 2 do not strictly cut any points of the form z + ru 1 + u 2 for r ≥ 0. Hence, z strictly cuts z + (k − 1)u 2 + u 2 and z + u 1 strictly cuts z + (k + 1)u 1 + u 2 . From this, we see that neither z nor z + u 1 cut z − (k − 1)u 1 − u 2 .
Next we consider Case 4 from Table 1 , i.e., U i ∩ GP(U i ) = {z, z + u 1 } and |H i ∩Z 2 | ≥ 2 for some i ∈ {−1, 1}. Assume that U i+1 = {z, z+u 1 , z+ku 1 +u 2 , z+ (k + 1)u 1 + u 2 } for k ≥ 0. The other cases can be handled by a similar argument. Note z+ku 1 +u 2 and z+(k+1)u 1 +u 2 are in intr(GP(U i )) by the definition of the flip in Table 3 , so neither are cut by z or z + u 1 . Thus, GP(U i+1 ) ∩ U i+1 contains a least two points: a minimizer z * of (CM) and z + ku 1 + u 2 or z + (k + 1)
The first setting implies that z + (k + 1)u 1 + u 2 strictly cuts z + (k + 1)u 1 + u 2 and z + u 1 but not z, which is not possible. The case GP(U i+1 ) ∩ U i+1 = {z + u 1 , z + ku 1 + u 2 } also yields a contradiction.
Lastly, we consider Case 5 from Table 1 , i.e., GP(U i )∩U i = {z, z+u 1 , z+u 2 }. We only consider the case |H −1 ∩ Z 2 | ≥ 1, i.e., U i+1 = {u 1 − u 2 , u 1 }. The argument for the case |H 1 ∩ Z 2 | ≥ 1 is symmetric. The set U i+1 is defined by Case 5 in Table 1 .
). This implies that z + u 1 − u 2 is not cut by any of the points z, z + u 2 , z + u 1 . Thus, GP(U i+1 ) ∩ U i+1 contains at least two points: a minimizer z * of (CM) contained in U i and z + u 1 − u 2 . Because of this, U i+1 can only be disconnected if z * = z + u 2 . However, z + u 2 does not strictly cut z or z + u 1 , therefore, this implies that z + u 1 − u 2 strictly cuts z and z + u 1 , but not z + u 2 . This is not possible. Thus, U i+1 is connected.
To show that our sequence results in a lattice-free gradient polyhedron, we now consider how the second minimum evolves as we update our unimodular sets. Set f 2 := ∞ and after U i+1 = Flip(U i ) is computed update f 2 as follows:
Lemma 6. There exists T 2 ∈ Z such that f 2 is minimized at U T2 , or U T2 does not fit into any case of Table 1 (and GP(U T2 ) is lattice-free by Theorem 3).
Proof. By Lemma 5, U i is connected for all i ≥ 1. Hence, after at most one iteration f 2 becomes finite. Moreover, f 2 can only decrease a finite number of times because it is greater than or equal to the optimal value of (CM), which was assumed finite.
Let i ∈ Z ≥1 . We use the following implication:
or the value of f 2 strictly decreases after flipping U i to U i+1 = Flip(U i ).
To see this, assume w ∈ Flip(U i ) ∩ GP(U i ). Since U i ∩ GP(U i ) ⊆ U i+1 by Lemma 4, this implies that w is strictly cut by one of the points in U i+1 \ U i . Hence, f 2 strictly decreases by Proposition 1. This proves (14) . Let i ∈ Z ≥1 and assume that f 2 is not minimized. Suppose f (z 2 ) = f 2 for z 2 ∈ U i ∩ GP(U i ). We show that f 2 decreases after a finite number of updates. This will prove the lemma because f 2 can only decrease a finite number of times. If f 2 decreases after updating U i to U i+1 , then we are done. Otherwise, z 2 ∈ U i+1 ∩ GP(U i ) by (14) , where U i+1 = Flip(U i ). This implies that no points in U i+1 \ U i strictly cut z 2 . The update definitions in Table 1 imply that if U is connected, then (Flip(U) \ U) ∩ intr(GP(U)) = ∅.
It follows from (15) that there always exists a point in U i+1 \U i that is not strictly cut by z * or z 2 . Also, z 2 ∈ U i+1 ∩GP(U i+1 ) and S := (U i+1 ∩GP(U i+1 ))\{z * , z 2 } is non-empty. Define f 3 := min{f (w) : w ∈ S} and let z 3 ∈ S such that f (z 3 ) = f 3 . In particular f 3 < ∞ and f 3 is lower bounded by f 2 . We show that f 2 has to strictly decrease after at most f 3 − f 2 many additional updates. Assume that after updating the set U i+1 to U i+2 the value of f 2 still has not decreased. Thus, z 2 ∈ U i+2 . Also, if the value of f 3 has not decreased, then the point in U i+2 \ Z i+1 = U i+2 \ {z * , z 2 , z 3 } does not strictly cut (nor strictly cut by) z * , z 2 and z 3 . Thus, | GP(U i+2 ) ∩ U i+2 | = 4, GP(U i+2 ) is already lattice-free by Corollary 2 and the update procedure terminates.
Thus, we can assume that the value of f 3 decreases after flipping from U i+1 to U i+2 . Since f 3 can only decrease at most f 3 − f 2 times, this implies that after that many additional flips the value of f 2 has to decrease. Also note that during these intermediate flips the value f 2 does never increase. Iterating these arguments implies that f 2 has reached its minimal possible value after finitely many updates to U 1 .
⊓ ⊔
As was the case with z * , it can be shown that any vector z 2 ∈ Z 2 such that f (z 2 ) = f 2 is contained in U i for all i ≥ T 2 . Define f 3 analogously to f 2 . By similar arguments, f 3 reaches its minimal value after finitely many additional flips. Once f 3 has reached its minimal possible value, the element z 3 ∈ U with f (z 3 ) = f 3 has to stay in GP(U) after flipping. This implies that after one additional flip we have reached a lattice-free gradient polyhedron by Corollary 2. This completes the proof of Theorem 2.
Updates with approximate gradients
Theorem 1 lets us update gradient polyhedra when n = 2 provided we have access to exact gradient information at each point z ∈ Z 2 . Here we consider the case when we only have access to approximate gradient information. We overcome this limitation for strongly convex functions. We introduce an approximate gradient polyhedron, which can also be used as an optimality certificate for (CM) (see Lemma 7) but only requires approximate gradients to be constructed.
We begin with the case when d = 0. Let f : R 2 → R be a strongly convex function with convex coefficient c > 0, that is for every z, z ∈ R 2 we have
We also assume that at every point z ∈ R 2 we have access to approximate gradient information at the point z. More precisely, we assume that we have access to a function ∇f apx :
Define the following sets
The approximate gradient polyhedron GP apx (U) of a finite set U ⊆ Z 2 is GP apx (U) := z∈U N (z).
The set GP apx (U) is indeed a polyhedron; this follows because N (z) − z is a convex cone in R 2 for each z ∈ Z 2 and convex cones in R 2 are polyhedral cones. The next lemma justifies our use of the term 'approximate gradient polyhedron'. Lemma 7. Let U ⊆ Z 2 be finite. If z * is an optimal solution of (CM), then z * ∈ GP apx (U). If GP apx (U) is lattice-free, then U contains an optimal solution of (CM). Lemma 7 follows from the following properties of N (z), C(z), and F (z). Their properties can be derived from the definitions. The previous two lemmata lead to a flipping procedure similar to that in Theorem 1. Table 3 defines these flips formally. Recall that GP(U) is defined using hyperplanes whereas GP apx (U) is defined using more general cones. Consequently, there are more possible flips required for GP apx (U). Given x ∈ R 2 and P ⊆ R 2 , we use the notation cone P to denote the convex cone generated by P ⊆ R 2 and x + P to denote the Minkowski sum {x + p : p ∈ P }.
The following theorem is analogous to Theorem 3. Part (c) requires possibly one additional flip to be connected as opposed to Theorem 3 (c). Intuitively, this extra flip is required if the cones N (z) defining GP apx (z) are small, and it is only required for special instances of Case 1. We omit the proof here.
Theorem 5. Assume U satisfies (5). If U does not satisfy a case in Table 3 , then GP apx (U) is lattice-free and U contains an optimal solution of (CM). If U satisfies a case in Table 1 and does not contain an optimal solution of (CM), then at least one of the following holds: If U is also connected, then Flip(U) satisfies (b).
Suppose n = 2 and d ≥ 0. Let f : R d × R 2 → R be strongly convex with convex coefficient c. This implies that f min (z) := min{f (x, z) : x ∈ R d } is also strongly convex with coefficient c. If ∇f is additionally L-Lipschitz continuous, then ∇f min (z) can be approximated within a factor of c/2 using gradient descent methods (see [14, Chapter 9] ). Therefore, in this case the updates in Table 3 extend to the mixed integer setting.
Conclusions
The results presented in this paper provide a method for updating gradient polyhedra in dimension two. Theorem 3 tells us that if we 'flip' as defined in Table 1 until we no longer satisfy a case in the table, then we have an optimality certificate for CM in the form of a lattice-free gradient polyhedron. In other words, if we do satisfy a case and we do not have a minimum, then we converge correctly to a minimum. Moreover, in §2.2 we show that if we do still satisfy a case but we have already obtained a minimum, then we still converge correctly to a lattice-free set. We reemphasize that this procedure mimics gradient descent in the following ways: (i) every update is represented using only 2 n which meets the theoretical bounds guaranteed by the theory, and (ii) every update only needs constantly many gradient evaluations. There are certainly many open questions. For instance, it may be possible to adjust the 'step size' of each flip to achieve faster convergence. We believe this can be analyzed whenever U is such that multiple successive flips Flip(U), Flip(Flip(U)), . . . are updated using the same case. Other future questions include if the measure ≤ r and the updates provided here can be extended to n ≥ 3 or to models with additional constraints.
