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Nederlandstalige samenvatting
Door de opmars van het internet in het laatste decenium, schieten nieuwe onlin-
ediensten als paddenstoelen uit de grond. Denk hierbij maar aan onlinewinkels,
informatieve webpagina’s, videodiensten, enz. Als gevolg hiervan krijgen gebrui-
kers te kampen met het probleem van overaanbod: hoewel een overvloed aan in-
formatie beschikbaar is, is het dikwijls een moeilijke opdracht om de meest nuttige
en relevante informatie terug te vinden. Dit probleem kan verholpen worden met
aanbevelingssystemen, die gebruikers helpen bij het ontdekken en selecteren van
de meest interessante informatie of items. Aanbevelingssystemen geven gebrui-
kers persoonlijke suggesties (ook aanbevelingen genoemd) op basis van hun voor-
keuren en optimaliseren op die manier het nut en de gebruiksvriendelijkheid van
onlinediensten. Het eerste deel van dit doctoraatsproefschrift focust op aanbeve-
lingssystemen en hun evaluatie op basis van verschillende kwalitatieve aspecten.
Maar het inhoudelijke (d.w.z. de beschikbare items of informatie) en de func-
tionaliteit zijn niet langer de enige aspecten waarop onlinediensten zich diffe-
rentie¨ren. De ervaring die een gebruiker heeft bij zo’n onlinedienst wordt een
belangrijke factor in het ontwerp, de ontwikkeling, en het optimalisatieproces van
de dienst. Het kwantificeren van de gebruikerservaring of Quality of Experience
(QoE) blijft echter een uitdaging, zeker voor mobiele media, die gebruik maken
van een grote verscheidenheid aan technologiee¨n en netwerken, en de afgelopen
jaren een exponentie¨le groei gekend hebben van mobiele toestellen, diensten, en
applicaties. Het tweede deel van dit doctoraatsproefschrift focust daarom op de
analyse van de QoE in de context van mobiele videodiensten.
De eerste vier hoofdstukken van dit proefschrift behandelen het topic “per-
soonlijke aanbevelingen” als een hulpmiddel om onlinediensten te optimaliseren.
Hoofdstuk 1 introduceert aanbevelingssystemen als onderzoeksdomein door een
overzicht te geven van de verschillende technieken die beschikbaar zijn voor het
genereren van persoonlijke aanbevelingen. Vervolgens zoomt dit hoofdstuk in op
twee heikele punten van aanbevelingssystemen, die ook verder behandeld wor-
den in hoofdstuk 2, 3, en 4. De evaluatie van aanbevelingen is een eerste heikel
punt. Diverse kwalitatieve eigenschappen van aanbevelingssystemen, zoals nauw-
keurigheid, diversiteit, dekkingsgraad, en het verrassingsaspect worden daarom
besproken. Het tweede heikel punt is het genereren van groepsaanbevelingen. Dit
zijn aanbevelingen die niet bedoeld zijn voor individueel gebruik maar eerder als
suggesties voor een groep personen. Een typisch scenario voor het gebruik van
groepsaanbevelingen is de selectie van een film samen met familie of vrienden.
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Hoofdstuk 2 presenteert de resultaten van de evaluatie van ‘PersonalTV’, wat
kan beschouwd worden als een case study van een aanbevelingssysteem. Per-
sonalTV is een onlinevideodienst die gebruikers persoonlijke aanbevelingen aan-
biedt. PersonalTV werd gee¨valueerd vanuit het standpunt van de gebruiker door
een panel van proefpersonen; d.w.z. een evaluatiemethode die inzichten verschaft
in de interacties en ervaringen van gebruikers met deze dienst. De resultaten van
deze studie tonen de consistentie van het consumptiepercentage - dit is de fractie
van de video die werkelijk bekeken is - met de tevredenheid van de gebruiker be-
treffende het inhoudelijke aspect van de video. Met andere woorden, een video
(bijna) volledig bekijken wijst op een gebruiker die tevreden is over de inhoud,
terwijl het vroegtijdig onderbreken van een video overeenstemt met een minder
tevreden gebruiker. Dit resultaat bevestigt de hypothese dat objectieve gebruikers-
interacties (impliciete feedback) en subjectieve evaluaties (expliciete feedback)
convergeren, wat impliceert dat het consumptiepercentage kan gebruikt worden
als een indirect beoordelingsmechanisme. De bevindingen van deze studie en de
verzamelde kwalitatieve feedback van de proefpersonen kunnen gebruikt worden
voor het verbeteren en optimaliseren van de gebruikerservaring bij aanbevelings-
systemen.
In hoofdstuk 3 worden de suggesties afkomstig van vijf verschillende aan-
bevelingsalgoritmen door gebruikers gee¨valueerd in termen van nauwkeurigheid,
bekendheid, nieuwigheid, diversiteit, transparantie, tevredenheid, vertrouwen, en
bruikbaarheid. Deze evaluatie werd uitgevoerd in de context van een Belgische
website voor culturele evenementen. Elke proefpersoon kreeg een lijst met acht
aanbevelingen, gegenereerd door e´e´n van de algoritmen, en werd vervolgens ge-
vraagd om een onlinevragenlijst in te vullen om zo de kwalitatieve aspecten van de
aanbevelingen te beoordelen. De beste resultaten op alle aspecten met uitzondering
van diversiteit worden behaald door het hybride algoritme, dat de aanbevelingen
van het content-gebaseerde algoritme en het collaboratieve algoritme combineert.
In termen van diversiteit worden de beste resultaten verkregen met een lijst van
willekeurige aanbevelingen, die uiteraard bestaat uit een zeer diverse verzameling
van items. Een offline evaluatie in termen van accuraatheid bevestigt in grote mate
de resultaten van de gebruikersevaluatie. Daarnaast werd ook de relatie tussen de
verschillende kwalitatieve aspecten van aanbevelingssystemen onderzocht. De re-
sultaten tonen dat de nauwkeurigheid en transparantie van aanbevelingen een grote
invloed hebben op de tevredenheid van de gebruiker.
In hoofdstuk 4 worden twee bestaande strategiee¨n voor groepsaanbevelingen
gecombineerd met vijf algoritmen, met als doel het genereren van groepsaanbe-
velingen voor verschillende samenstellingen van de groep. De eerste strategie
combineert de aanbevelingen van individuele gebruikers tot aanbevelingen voor
de volledige groep. De tweede strategie combineert de voorkeuren van individuele
gebruikers tot een model dat de voorkeuren van de groep weerspiegelt. De groeps-
aanbevelingen worden gee¨valueerd in termen van nauwkeurigheid, diversiteit, dek-
kingsgraad, en het verrassingsaspect via een offline evaluatie. De resultaten tonen
dat de strategie die de meest nauwkeurige groepsaanbevelingen oplevert, afhanke-
lijk is van het algoritme dat gebruikt wordt voor het genereren van aanbevelingen
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voor individuele gebruikers. Daarom wordt in dit hoofdstuk een nieuwe strategie
voor groepsaanbevelingen voorgesteld. Deze nieuwe strategie combineert de twee
bestaande strategiee¨n voor groepsaanbevelingen en presteert beter dan elk van hen
in termen van nauwkeurigheid. Voorts wordt ook de invloed van de grootte en
samenstelling van de groep op de kwaliteit van de aanbevelingen besproken. De
nauwkeurigheid van de aanbevelingen neemt af naarmate de groep groter wordt.
Voor grotere groepen wordt het immers moeilijker voor een aanbevelingssysteem
om, vertrekkende van de (mogelijks tegenstrijdige) voorkeuren van de groepsle-
den, tot een consensus te komen. De nauwkeurigheid van de aanbevelingen neemt
toe naarmate de groepsleden meer gelijkaardige voorkeuren hebben. Het vinden
van aanbevelingen die alle leden van de groep kunnen bekoren is immers gemak-
kelijker als de groepsleden gelijkaardige interesses hebben.
De volgende vier hoofdstukken van dit doctoraatsproefschrift behandelen de
analyse van de QoE, met als doel het optimaliseren van QoE parameters om zo
onlinediensten te verbeteren. Hoofdstuk 5 introduceert het concept QoE en de
noodzakelijke terminologie waarop verder gebouwd wordt in hoofdstuk 6, 7, en 8.
Dit hoofdstuk geeft een overzicht van onderzoek rond QoE en positioneert het con-
cept QoE ten opzichte van kwaliteitsparameters of Quality of Service parameters,
subjectieve en objectieve kwaliteitsmetrieken, en niet-technische aspecten van een
onlinedienst. Aangezien dit proefschrift focust op de QoE in de context van mo-
biele videodiensten, wordt een overzicht gegeven van bestaande methoden voor
het evalueren van de videokwaliteit en van bestaande studies over de QoE bij mo-
biele diensten. Tenslotte worden beide experimentele opstellingen voor het evalu-
eren van de QoE vergeleken, namelijk traditionele laboratorium experimenten met
gecontroleerde parameters en meer waarheidsgetrouwe, zogenaamde ‘living lab’
experimenten.
Hoofdstuk 6 beschrijft de resultaten van een laboratorium experiment dat ana-
lyseert wanneer de kwaliteit van een mobiele videodienst onaanvaardbaar wordt
voor gebruikers. De gecontroleerde omgeving van dit experiment maakte het mo-
gelijk om bepaalde technische parameters te manipuleren, zoals de bandbreedte
van de connectie die gebruikt wordt voor het zenden van de video naar een mobiel
toestel. Objectieve technische parameters die opgemeten werden tijdens het expe-
riment worden in verband gebracht met subjectieve evaluaties afkomstig van een
panel van testgebruikers. Dit resulteert in een model voor het kwantificeren van de
aanvaardbaarheid van onderbrekingen tijdens het bekijken van video’s. Dit model
biedt inzicht in de QoE door het inschatten van de kans dat gebruikers de kwaliteit
van een mobiele videodienst aanvaardbaar achten, en dit als een functie van het
aantal onderbrekingen tijdens het afspelen van de video.
Hoofdstuk 7 behandelt de resultaten van een verkennende studie van de QoE,
meer specifiek van de subjectieve evaluaties in termen van diverse kwalitatieve as-
pecten met betrekking tot het bekijken van video’s op een mobiel toestel in een ‘li-
ving lab’ context. Zeker wanneer de focus ligt op mobiele applicaties en diensten
kan onderzoek in een dergelijke waarheidsgetrouwe omgeving een interessante
aanvulling zijn voor onderzoek in laboratoria. Op basis van objectieve technische
parameters en subjectieve evaluaties wordt de videokwaliteit, zoals waargenomen
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door de gebruiker, onderzocht. Dit resulteert in een model voor het inschatten
van de subjectieve gebruikersperceptie van de laadsnelheid en een model voor het
inschatten van de subjectieve gebruikersperceptie van visuele storing tijdens het
mobiel bekijken van video’s. Tot slot presenteert dit hoofdstuk een beslissings-
boom voor het kwantificeren van de QoE tijdens het mobiel bekijken van video’s
op basis van technische parameters van de videosessie en het netwerk. Deze resul-
taten verschaffen applicatieontwerpers en onlinedienstverleners een leidraad die
verduidelijkt welke en hoe technische parameters de QoE beı¨nvloeden, maar ook
hoe die parameters moeten aangepast worden om de QoE te optimaliseren.
Hoofdstuk 8 maakt de brug tussen het eerste deel van dit doctoraatsproefschrift
omtrent aanbevelingssystemen en het tweede deel, dat de analyse van de QoE be-
spreekt. Meer concreet, dit hoofdstuk behandelt de invloed van de QoE op de
expliciete feedback van de gebruikers, die gehanteerd wordt bij het genereren van
aanbevelingen. De resultaten tonen aan dat gebruikers geneigd zijn om een video
inhoudelijk een lagere waardering te geven (expliciete feedback) indien de kwali-
teit tijdens het afspelen van de video niet optimaal is. Dus de expliciete feedback
van een gebruiker weerspiegelt de voorkeuren van die gebruiker niet helemaal cor-
rect. Daarom wordt in dit hoofdstuk een model voorgesteld om de invloed van een
wisselende QoE op de expliciete feedback van de gebruikers te corrigeren. Dit
model kan in aanbevelingssystemen gebruikt worden om de nauwkeurigheid van
de expliciete feedback te verbeteren en als gevolg ook de nauwkeurigheid van de
aanbevelingen.
Tot slot worden in hoofdstuk 9 de algemene conclusies van dit doctoraatsproef-
schrift gepresenteerd, en worden opportuniteiten voor toekomstig onderzoek kort
beschreven.
English summary
Over the last decade, the ubiquity of the Internet in everyday life has stimulated the
growth of a wide variety of online service, such as online shops, informative web
sites, video delivery services, etc. As a result, users are confronted with the prob-
lem of information overload: although an abundance of information is available,
obtaining useful and relevant information is often a difficult task. This problem
can be addressed by recommender systems, which assist users in discovering and
selecting the most interesting information or items. Recommender systems offer
users personalized suggestions based on their preferences, and optimize in this
way the usability and usefulness of online services. The first part of this disser-
tation focusses on recommender systems an their evaluation in terms of different
qualitative aspects.
However, the content (i.e., the available items or information) and the features
of an online service are no longer the only differentiator. The experience that the
user has while using an online service has become an important factor in the de-
sign, development, and optimization process of a service. Nevertheless, quantify-
ing the Quality of Experience (QoE) remains challenging, especially in the mobile
media domain, which is characterized by an exponential growth in the number of
mobile devices, services, and applications, and by the availability of various new
technologies and access networks. The second part of this dissertation focusses on
the analysis of the QoE of video delivery services in a mobile environment.
The first four chapters of this dissertation cover the topic of personalized rec-
ommendations as a tool to optimize online services. Chapter 1 introduces the
research area of recommender systems by providing an overview of the different
techniques that are available to generate personalized recommendations. Subse-
quently this chapter zooms in on two issues in the domain recommender systems
that are tackled in Chapter 2, 3, and 4. The first issue is the evaluation of recom-
mendations. Various qualitative aspects of recommender systems, such as accu-
racy, diversity, coverage, and serendipity, are discussed. The second issue is the
generation of group recommendations, i.e., recommendations that are not intended
for individual usage but rather for consumption in group. A typical use case for
group recommendations is the selection of a movie with friends or family.
Chapter 2 presents the results of the evaluation of the ‘PersonalTV’ service, a
recommender system case study. PersonalTV is an online video delivery service,
offering personalized recommendations to its users. The PersonalTV service was
evaluated from a user point of view by a panel of test subjects, thereby providing
insights into the users’ interaction behaviour and experience with the system. The
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results of this study demonstrate the consistency between the consumption per-
centage, i.e., the fraction of the video that is actually watched, and the user’s sat-
isfaction with the content: (nearly) complete viewing of a video corresponds to a
significantly higher satisfaction with the content than incomplete viewing, thereby
implying that consumption percentage can be used as an indirect rating mecha-
nism. This confirms the hypothesis of convergence of measured objective user
interaction (implicit feedback) and subjective evaluations (explicit feedback). The
results of this study and the gathered qualitative user feedback can serve as input
for improving and optimizing users’ experiences with recommender systems.
Chapter 3 discusses a user-centric evaluation of five different recommendation
algorithms in terms of accuracy, familiarity, novelty, diversity, transparency, sat-
isfaction, trust, and usefulness. For this evaluation, which was performed in the
context of a Belgian cultural event website, each of the test subjects received a
list of eight recommendations generated by one of the algorithms. Then, the test
subjects were asked to fill in an online questionnaire that addressed the qualita-
tive aspects of their recommendation list. The results clearly show that the hybrid
algorithm, which combines the recommendations of the content-based and col-
laborative filtering algorithm, outperforms every other algorithm except for the
diversity aspect. In terms of diversity, the random recommendations turn out best,
which are of course a very diverse set of items. An offline evaluation in terms
of accuracy confirms the results of the user evaluation to a large extend. In ad-
dition, the relationships between the different qualitative aspects of recommender
systems are investigated. The results indicate that the accuracy and transparency
are influential predictors of the user satisfaction.
In Chapter 4, two existing strategies for generating group recommendations are
combined with five algorithms in order to calculate group recommendations for
different group compositions. The first strategy aggregates the users’ individual
recommendations into recommendations for the whole group (aggregating recom-
mendations). The second strategy aggregates the users’ individual preferences into
a preference model of the group (aggregating preferences). The group recommen-
dations are evaluated in terms of accuracy, diversity, coverage, and serendipity by
means of an offline evaluation. The results show that the aggregation strategy that
produces the most accurate group recommendations depends on the algorithm that
is used for generating individual recommendations. For that reason, this chapter
proposes a new aggregation strategy, combining the two strategies and outper-
forming each individual strategy in terms of accuracy. In addition, the influence
of the size and composition of the group on the quality of the recommendations
is discussed. The accuracy of the group recommendations decreases as the group
size increases, since mediating the potentially contrasting preferences of the group
members becomes more difficult for larger groups. The accuracy of the group rec-
ommendations increases as the similarity between members of the group increases,
because finding group recommendations that satisfy all group members is easier
as the group members are more similar to each other.
The next four chapters of this dissertation cover the topic of QoE analysis as
a means for optimizing QoE parameters and thereby improving online services.
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Chapter 5 introduces the concept of QoE and the necessary terminology on which
is built in Chapter 6, 7, and 8. This chapter outlines the research regarding QoE
and positions the concept QoE with respect to Quality of Service (QoS) param-
eters, subjective and objective quality metrics, and non-technical aspects. Since
this dissertation focusses on the QoE during video watching in a mobile environ-
ment, an overview of existing video quality assessment methods is provided and
existing studies covering QoE in a mobile environment are reviewed. Lastly, both
experimental settings to evaluate QoE, traditional test beds with controlled labo-
ratory parameters and real-life (so called ‘living lab’) experiments in the field, are
compared.
Chapter 6 describes the results of a controlled laboratory experiment that ex-
plores the thresholds at which the technical quality of a mobile video service be-
comes unacceptable for users. The controlled environment of this experiment al-
lowed to manipulate the bandwidth of the data connection used to transfer the
videos to the mobile device. Objective technical parameters measured during the
experiment are combined with subjective evaluations by a user panel, resulting
in a model for quantifying the acceptability of video interruptions. This model
provides insights into the QoE by estimating the probability that users will accept
the quality of a mobile video session as a function of the number of rebuffering
interruptions during video playback.
Chapter 7 presents results from an exploratory study on QoE, and more specif-
ically, on the subjective evaluations of various quality aspects during video watch-
ing on a mobile device, in a living lab context. Especially when focusing on mobile
applications and services, research in realistic settings may complement controlled
laboratory testing. The perceived quality of a mobile video session is investigated
based on measurements of technical parameters and subjective evaluations, re-
sulting in a model for estimating the user’s subjective evaluation of the loading
speed and a model for estimating the subjectively-perceived distortion during mo-
bile video watching. Finally, this chapter presents a decision tree for quantifying
QoE during mobile video watching based on technical parameters of the video
session and the network. These results provide application developers and service
providers a tool that clarifies which and how technical parameters influence the
QoE and how the parameters have to be adapted to optimize the QoE.
Chapter 8 makes the bridge between the first part of this dissertation concern-
ing recommender systems, and the second part, that is about QoE. More con-
cretely, this chapter discusses the influence of QoE on the user’s explicit feedback
that is used for generating recommendations. The results show that users tend
to give a lower evaluation for the content (explicit feedback) if the quality of the
video playback is not optimal. This means that the user’s explicit feedback does
not correctly reflect the preferences of the user, thereby possibly effecting the ac-
curacy of recommender systems. Therefore, this chapter proposes a model, which
can be used in recommender systems, to correct the user’s explicit feedback for
video content by considering the influence of a varying QoE.
Finally in Chapter 9, overall conclusions are presented and opportunities for
future research are briefly described.
xxxiv
Publications
A1
(publications in journals listed in the ISI Web of Science)
As first author
[1] T. De Pessemier, T. Deryckere, K. Vanhecke, and L. Martens, Proposed
Architecture and Algorithm for Personalized Advertising on iDTV and
Mobile Devices. Published in IEEE Transactions on Consumer Electron-
ics, 54(2):709-713, May 2008.
[2] T. De Pessemier, K. De Moor, I. Ketyko´, W. Joseph, L. De Marez, and
L. Martens, Investigating the Influence of QoS on Personal Evaluation
Behaviour in a Mobile Context. Published in Springer Multimedia Tools
and Applications, 57(2):335-358, March 2012.
[3] T. De Pessemier, S. Coppens, K. Geebelen, C Vleugels, S. Bannier,
E. Mannens, K. Vanhecke, and L. Martens, Collaborative Recommen-
dations with Content-based Filters for Cultural Activities via a Scalable
Event Distribution Platform. Published in Springer Multimedia Tools and
Applications, 58(1):167-213, May 2012.
[4] T. De Pessemier, K. De Moor, W. Joseph, L. De Marez, and L. Martens,
Quantifying Subjective Quality Evaluations for Mobile Video Watching
in a Semi-Living Lab Context. Published in IEEE Transactions on Broad-
casting, 58(4):580-589, December 2012.
[5] T. De Pessemier, K. De Moor, W. Joseph, L. De Marez, and L. Martens,
Quantifying the Influence of Rebuffering Interruptions on the User’s
Quality of Experience During Mobile Video Watching. Published in IEEE
Transactions on Broadcasting, 59(1):47-61, March 2013.
[6] T. De Pessemier, S. Dooms, and L. Martens, Comparison of group rec-
ommendation algorithms. Accepted for publication in Springer Multime-
dia Tools and Applications, 2013.
xxxvi
As co-author
[1] S. Coppens, E. Mannens, T. De Pessemier, K. Geebelen, H. Dacquin,
D. Van Deursen, and R. Van de Walle, Unifying and Targeting Cultural
Activities via Events Modelling and Profiling. Published in Springer Mul-
timedia Tools and Applications, 57(1):199-236, March 2012.
[2] E. Mannens, S. Coppens, T. De Pessemier, H. Dacquin, D. Van Deursen,
R. De Sutter, and R. Van de Walle, Automatic News Recommendations
via Aggregated Profiling. Published in Springer Multimedia Tools and
Applications, 63(2):407-425, March 2013.
[3] S. Dooms, T. De Pessemier, D. Verslype, J. Nelis, J. De Meulenaere,
W. Van den Broeck, L. Martens, and C. Develder, OMUS: an Optimized
Multimedia Service for the Home Environment. Accepted for publication
in Springer Multimedia Tools and Applications, 2013.
A2
(publications in journals not listed in the ISI Web of Science)
As co-author
[1] K. De Moor, T. De Pessemier, P. Mechant, C. Courtois, A. Juan, L. De
Marez, and L. Martens, Users’ (Dis)satisfaction with the PersonalTV Ap-
plication: Combining Objective and Subjective Data. Published in ACM
Computers in Entertainment Special Issue EuroITV’10, 9(3): 18:1-18:22,
November 2011.
xxxvii
P1
(publications in international conferences listed in the ISI Web of Science)
As first author
[1] T. De Pessemier, T. Deryckere, and L. Martens, Context Aware Rec-
ommendations for User-Generated Content on a Social Network Site, In
Proceedings of the seventh European Interactive Television Conference,
EuroITV ’09, pages 133-136, Leuven, Belgium, June 2009. ACM.
[2] T. De Pessemier, K. Vanhecke, S. Dooms, T. Deryckere, and L. Martens,
chapter Extending User Profiles in Collaborative Filtering Algorithms to
Alleviate the Sparsity Problem, in Web Information Systems and Tech-
nologies, edited by J. Filipe, and J. Cordeiro, Vol. 75, pages 230-244,
2011, Springer Berlin Heidelberg.
C1
(publications in other international conferences)
As first author
[1] T. De Pessemier, M. Ide, T. Deryckere, and L. Martens, Consumption
context and personalization, In Poster Proceedings of the sixth European
Interactive Television Conference, EuroITV ’08, pages 1-4, Salzburg,
Austria, July 2008. ACM.
[2] T. De Pessemier, K. Vanhecke, S. Dooms, T . Deryckere, and L. Martens,
Probability-Based Extended Profile Filtering, An Advanced Collabora-
tive Filtering Algorithm for User-Generated Content, In Proceedings of
the 6th International Conference on Web Information Systems and Tech-
nologies, WEBIST 2010, pages 219-226, Valencia, Spain, April 2010.
INSTICC.
[3] T. De Pessemier, and L. Martens, Extending the Bayesian Classifier to a
Context-Aware Recommender System for Mobile Devices, In Proceedings
of the fifth International Conference on Internet and Web Applications
and Services, ICIW 2010, pages 242-247, Barcelona, Spain, May 2010.
IEEE.
xxxviii
[4] T. De Pessemier, S. Dooms, T. Deryckere and L. Martens, Time Depen-
dency of Data Quality for Collaborative Filtering Algorithms, In Pro-
ceedings of the 2010 ACM Conference on Recommender Systems, Rec-
Sys ’10, pages 281-284, Barcelona, Spain, September 2010. ACM.
[5] T. De Pessemier, S. Coppens, E. Mannens, S. Dooms, K. Geebelen, and
L. Martens, An Event Distribution Platform for Recommending Cultural
Activities, In Proceedings of the 7th International Conference on Web
Information Systems and Technologies, WEBIST 2011, pages 231-236,
Noordwijkerhout, Netherlands, May 2011. INSTICC.
[6] T. De Pessemier, K. Vanhecke, S. Dooms, and L. Martens, Content-
Based Recommendation Algorithms on the Hadoop Map-Reduce Frame-
work, In Proceedings of the 7th International Conference on Web In-
formation Systems and Technologies, WEBIST 2011, pages 237-240,
Noordwijkerhout, Netherlands, May 2011. INSTICC.
[7] T. De Pessemier, K. De Moor, A. J. Verdejo, D. Van Deursen, W. Joseph,
L. De Marez, and L. Martens, Quantifying QoE of Mobile Video Con-
sumption in a Real-Life Setting Drawing on Objective and Subjective Pa-
rameters, The International Symposium on Broadband Multimedia Sys-
tems and Broadcasting, BMSB 2011, pages 1-6, Nu¨rnberg, Germany,
June 2011. IEEE.
[8] T. De Pessemier, S. Dooms, J. Roelandts, and L. Martens, Analysis of
the Information Value of User Connections for Video Recommendations
in a Social Network, In Proceedings of the 2nd International Workshop on
Future Television held at the 9th European Conference on Interactive TV
and Video (FutureTV-2011), EuroITV ’11, pages 1-7, Lisbon, Portugal,
June 2011. ACM.
[9] T. De Pessemier, K. De Moor, A. J. Verdejo, D. Van Deursen, W. Joseph,
L. De Marez, and L. Martens, Exploring the Acceptability of the Audiovi-
sual Quality for a Mobile Video Session Based on Objectively Measured
Parameters, In Proceedings of the third International Workshop on Qual-
ity of Multimedia Experience, QoMEX 2011, pages 125-130, Mechelen,
Belgium, September 2011. IEEE.
[10] T. De Pessemier, L. Van Acker, E. Van Dijck, K. Slegers, W. Joseph,
and L. Martens, A Mobile Conversation Assistant to Enhance Commu-
nications for Hearing-impaired Children, In Proceedings of the 8th In-
ternational Conference on Web Information Systems and Technologies,
WEBIST 2012, pages 775-780, Porto, Portugal, April 2012. INSTICC.
[11] T. De Pessemier, S. Dooms, and L. Martens, Design and Evaluation of
a Group Recommender System. In Proceedings of the sixth ACM con-
ference on Recommender Systems, RecSys ’12, pages 225-228, Dublin,
Ireland, September 2012. ACM.
xxxix
[12] T. De Pessemier, K. De Moor, L. De Marez, L. Martens, and W. Joseph,
Quantifying QoE Indicators in a Living Lab Context, 2nd IEEE BTS
GOLD Workshop: Next Generation Broadcasting, pages 1-3, Cagliari,
Italy, March 2013. IEEE.
[13] T. De Pessemier, S. Dooms, K. Vanhecke, B. Matte´, E. Meyns, and L.
Martens, Context-Aware Recommendations through Activity Recognition,
In Proceedings of the 9th International Conference on Web Information
Systems and Technologies, WEBIST 2013, pages 481-490, Aachen, Ger-
many, May 2013. INSTICC.
[14] T. De Pessemier, K. De Moor, L. De Marez, L. Martens, and W. Joseph,
Modeling Subjective Quality Evaluations for Mobile Video Watching in
a Living Lab Context, The International Symposium on Broadband Mul-
timedia Systems and Broadcasting, BMSB 2013, pages 1-6, Uxbridge,
West London, UK, June 2013. IEEE.
As co-author
[1] K. Berte, K. Vanhecke, J. Pelssers, W. Holvoet, T. De Pessemier, G.
Jans, V. Verbrugghe, T. Deryckere, P. Leroux, L. Martens, F. De Turck, P.
Demeester, and E. De Bens, Advertising in a Digital Media Environment
(ADME): An Interdisciplinary Approach to a User-centered Advertising
Model for IDTV, Budapest workshop 2008: Digital television revisited:
linking users, markets and policies, COST Action 298 ‘Participation in
the Broadband Society’, pages 123-131, Budapest, Hungary, May 2008.
[2] E. Mannens, S. Coppens, T. De Pessemier, K. Geebelen, H. Dacquin, and
R. Van de Walle, Unifying and Targeting Cultural Activities via Events
Modelling and Profiling, In Proceedings of the 1st ACM international
workshop on Events in multimedia, EiMM ’09, pages 33-40, Beijing,
China, October 2009. ACM.
[3] K. De Moor, T. De Pessemier, P. Mechant, C. Courtois, A. Juan, L. De-
marez, and L. Martens, Evaluating a Recommendation Application for
Online Video Content: an Interdisciplinary Study, In Proceedings of the
eighth European Interactive Television Conference, EuroITV ’10, pages
115-122, Tampere, Finland, June 2010. ACM.
[4] A. J. Verdejo, K. De Moor, Ketyko´, K. T. Nielsen, J. Vanattenhoven, T.
De Pessemier, W. Joseph, L. Martens, L. De Marez, QoE Estimation of
a Location-Based Mobile Game using On-Body Sensors and QoS-related
Data, 2010 IFIP Wireless Days conference - Wireless Multimedia and
Entertainment, WD 2010, pages 1-5, Venice, Italy, October 2010. IEEE.
xl
[5] I. Ketyko´, K. De Moor, T. De Pessemier, A. J. Verdejo, K. Vanhecke,
W. Joseph, L. Martens, and L. De Marez, QoE Measurement of Mobile
YouTube Video Streaming, In Proceedings of the 3rd workshop on Mobile
video delivery, MoViD ’10, pages 27–32, Firenze, Italy, October 2010.
ACM.
[6] E. Mannens, S. Coppens, T. De Pessemier, H. Dacquin, D. Vandeursen,
and R. Van de Walle, Automatic News Recommendations via Profiling,
In Proceedings of the 3rd International Workshop on Automated Infor-
mation Extraction in Media Production, AIEMPro ’10, pages 45-50, Flo-
rence, Italy, October 2010. ACM.
[7] S. Dooms, T. De Pessemier, and L. Martens, An Online Evaluation Of
Explicit Feedback Mechanisms for Recommender Systems, In Proceed-
ings of the 7th International Conference on Web Information Systems and
Technologies, WEBIST 2011, pages 391-394, Noordwijkerhout, Nether-
lands, May 2011. INSTICC.
[8] S. Dooms, T. De Pessemier, and L. Martens, A File-Based Approach
for Recommender Systems in High-Performance Computing Environ-
ments, In Proceedings of the 22nd International Conference on Database
and Expert Systems Applications (RSMEETDB 2011 - Workshop on
Recommender Systems meet Databases), DEXA 2011, pages 529-533,
Toulouse, France, August 2011. IEEE.
[9] S. Dooms, T. De Pessemier, and L. Martens, A User-centric Evaluation
of Recommender Algorithms for an Event Recommendation System, In
Proceedings of the RecSys 2011 Workshop on Human Decision Mak-
ing in Recommender Systems (Decisions@RecSys’11) and User-Centric
Evaluation of Recommender Systems and Their Interfaces - 2 (UCERSTI
2), RecSys ’12, pages 67-73, Chicago, IL, October 2011. ACM.
[10] S. Dooms, T. De Pessemier, and L. Martens, Caching Strategies for In-
memory Neighborhood-based Recommender Systems, In Proceedings of
the 9th International Conference on Web Information Systems and Tech-
nologies, WEBIST 2013, pages 435-440, Aachen, Germany, May 2013.
INSTICC.
xli
(publications in national conferences)
As first author
[1] T. De Pessemier, and L. Martens, A Profile-Based Recommendation Sys-
tem for TV-Anytime Annotated Content, 8th UGent - Firw PhD sympo-
sium, Ghent, Belgium, December 2007.
[2] T. De Pessemier, Reducing the Complexity of the Content Selection Pro-
cess by Recommendation Techniques, Social Networks and Consumption
Contexts, IBBT Friday Food event, Ghent, Belgium, March 2009.
[3] T. De Pessemier, Recommender Engine Ins en Outs, Cupid Salon, Brus-
sels, Belgium, June 2010.
[4] T. De Pessemier, and L. Martens, Data Analysis for Collaborative Fil-
tering Systems, 11th UGent - Firw PhD symposium, Ghent, Belgium,
December 2010.
As co-author
[1] K. De Moor, T. De Pessemier, P. Mechant, and C. Courtois, Harnessing
Implicit and Explicit User Feedback for the Evaluation of a Facebook
Application, Etmaal van de Communicatiewetenschap, Ghent, Belgium,
Februari 2010.
[2] S. Dooms, T. De Pessemier, and L. Martens, Demonstrating Contex-
tual Group Recommendations for Media in a Home Environment, In
Proceedings of the 12th Dutch-Belgian Information Retrieval Workshop,
DIR2012, pages 83-84, Ghent, Belgium, February 2012.
Awards
[1] Winner of the best paper award for
K. De Moor, T. De Pessemier, P. Mechant, C. Courtois, A. Juan, L. De-
marez, and L. Martens Evaluating a Recommendation Application for
Online Video Content: an Interdisciplinary Study, In Proceedings of the
eighth European Interactive Television Conference, EuroITV ’10, pages
115-122, Tampere, Finland, June 2010. ACM.
xlii
Part I
Recommender Systems

1
Introduction to recommender systems
1.1 Recommender systems
Recommender systems are software tools and techniques providing suggestions
for items to be of interest to a user [1]. “Item” is the general term used to denote
what the system recommends to users. The suggestions provided are aimed at
supporting their users in various decision-making processes, such as what items
to buy, what movies to watch, or what news to read. These suggestions are often
offered as a ranked list of items. In performing this ranking, recommender systems
try to predict what the most suitable items are, based on the user’s preferences.
These user preferences are gathered by collecting users’ explicit ratings for items
or by interpreting user actions such as clicks or purchases [2]. A rating or a user
interaction with an item is commonly referred to as a “consumption” of an item.
Recommender systems are a relatively new research domain. Joseph A. Kon-
stan1 stated: “It was a seductively simple idea that emerged in the early 1990s - to
harness the opinions of millions of people online in an effort to help all of us find
more useful and interesting content” [3]. The idea and terminology of Collabo-
rative Filtering (CF) was born [4], and this was the beginning of an increasingly
growing research activity in the domain of personalization and recommender sys-
tems.
1Joseph A. Konstan is a professor at the University of Minnesota and a member of the GroupLens
research lab. He is considered an authority in the field of human-computer interaction and recom-
mender systems.
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In 1994, the GroupLens system, named after the research lab, demonstrated the
possibilities of CF in a network in the context of Usenet news messages [5]. In
1997, the GroupLens lab launched MovieLens2, a web-based recommender sys-
tem for movies that was built for research purposes [6]. MovieLens has several
thousand regular users, who rate movies and in return receive personal recommen-
dations for other movies. The GroupLens lab has collected and made available
rating data sets from the MovieLens web site. From then on, these data sets are
used as a common tool by numerous researchers to test and evaluate recommender
systems. Based on the research findings of the MovieLens system [6], several crit-
ical issues in the domain of recommender systems have been identified such as
the evaluation of recommender systems and the variety of evaluation metrics (as
discussed in Section 1.2), and the use of implicit feedback. Implicit feedback are
observational measures of the user’s preference for an item, e.g., the time spent
on reading an article, watching a movie, or listening to a song. If implicit feed-
back is consistent with explicit feedback (such as explicit ratings), it can be used
as an alternative or complementary knowledge source (as discussed in Chapter 2).
Through PolyLens [7], an extension of MovieLens, the issue of group recommen-
dations is tackled. Group recommendations are used to suggest items for groups
of users (e.g., a family), rather than for individuals (as discussed in Section 1.3).
A further boost in the research and development of recommender systems came
from the Netflix prize competition, which began in October 2006. Netflix, an
American provider of on-demand Internet streaming media, organised the Netflix
Prize3 to find a better algorithm to predict user preferences and beat its existing
Netflix movie recommendation algorithm. The Netflix Prize was an open compe-
tition with a grand prize of $ 1,000,000 attracting thousands of scientists, students,
and engineers in the field of recommender systems. This competition was impor-
tant for the evolution of recommender systems for two reasons: (1) for the first
time, the research community gained access to a large-scale data set containing
100 million movie ratings; (2) all algorithms were judged on common data us-
ing the same evaluation procedure and metrics, providing a common ground to
compare the efficiency of the different techniques [2].
Over the years, several different approaches for generating recommendations
have been proposed. These can be classified according to a taxonomy that was
based on the work of Burke [8] and that has become a classical way of distin-
guishing between recommender systems and referring to them [2]. Six different
classes of recommendation techniques can be distinguished based on the knowl-
edge source4.
2http://www.movielens.umn.edu
3http://www.netflixprize.com/
4There is another knowledge source net yet included in the classification: context, which is becom-
ing important, particularly for mobile applications.
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1.1.1 Demographic recommendations
This is a simple recommendation technique that suggests items based on the demo-
graphic profile of the user. These demographic data can include the user’s gender,
age, home town and country, language, etc. Different demographic groups receive
different recommendations. Many websites use this simple solution to offer a “per-
sonalized” content offer. E.g., users are redirected to a particular website based on
their language or country. These approaches have been quite popular in the mar-
keting literature, but have received little attention in the field of recommendation
algorithms [9].
1.1.2 Knowledge-based recommendations
Knowledge-based systems generate recommendations using specific domain knowl-
edge about how certain item features meet user preferences, and ultimately, how
the item is of interest to the user.
One type of knowledge-based systems is based on case-based reasoning [10,
11]. Cased-based reasoning focusses on the reuse of expertise, which is modelled
as cases. Aamodt and Plaza refer to case-based reasoning as a problem-solving
paradigm that uses the specific knowledge gathered by solving concrete problem
situations [12]. In practice, a case-based recommender system estimates how much
the user’s needs or preferences (problem description) match the potential recom-
mendations (solutions of the problem) based on previous consumption behaviour
(previous cases).
Constraint-based recommenders are another type of knowledge-based sys-
tems [13]. Constraint-based recommenders exploit predefined knowledge bases
that contain explicit rules about how to relate customer requirements with item
features [2]. E.g., a user might be interested to buy products with a certain set of
features and within a specific price range.
Knowledge-based systems typically work better than other types of recom-
menders if limited data is available, i.e., if the system cannot rely on the existence
of a user history. But if the knowledge-based system is not designed to learn from
ratings or user actions, other, more intelligent recommendation algorithms (such
as CF) will soon outperform the knowledge-based system.
1.1.3 Community-based recommendations
People tend to rely more on recommendations from their friends than on recom-
mendations from similar but anonymous individuals [14]. Moreover, information
about the user and the user’s friends can be gathered from popular social networks.
This knowledge is used in community-based systems, or as they are often called,
social recommender systems [15]. So, community-based recommender systems
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generate recommendations based on the user’s connections or relations with other
users or friends in the social network, the preferences of these friends, and some-
times also on a value for the user’s trust in each of his/her friends. Research in the
domain of community-based recommenders is still in an early phase and results
about the system performance are dependent on the specific case [2].
1.1.4 Content-based recommendations
The concept of a content-based recommender system is to suggest the items that
are similar to the items that the user liked in the past. The recommender system
learns which (type of) items the user likes based on the user’s consumption be-
haviour and the attributes that describe an item. These attributes provide useful
information about the item, such as the title, a description, keywords, categories,
etc., and can be denoted as metadata. The items’ attributes are used to construct a
user profile, in which the personal preferences and interests of the user are stored.
Then, the main operation performed by a content-based recommender consists
in matching the attributes of the user’s profile with the attributes of (unexplored)
content items, with the aim of finding interesting recommendations that match the
user’s preferences.
Different techniques are used for content-based recommender systems: prob-
abilistic models based on the naı¨ve Bayes assumption [16], Support Vector Ma-
chines (SVM) [17], Rocchio’s relevance feedback method [18], and nearest neigh-
bour methods in the vector space model [19].
Based on the naı¨ve Bayes assumption, a probabilistic model can be generated
to estimate the probability that an item belongs to a certain class (e.g., the class of
relevant items) [2]. The standard SVM is based on the concept of decision planes
that define decision boundaries. A decision plane separates the item space in two
different classes (e.g., relevant and not relevant). The SVM takes a set of input
data (attributes of the item) and predicts for each item at which side of the deci-
sion plane it belongs. Each side of the decision plane corresponds to an item class
specifying the relevance of the item [20]. Rocchio’s relevance feedback method
helps users to incrementally refine their queries by giving feedback on whether the
retrieved items are relevant [3]. The vector space model is a spatial representation
of items, in which each item is represented by a n-dimensional vector. The similar-
ity of two items in the vector space model is determined by means of a similarity
measure, such as the cosine similarity. Recommendations can be derived by calcu-
lating the similarity between an item and the user profile, which is also represented
by a vector in the space model [2].
The big advantage of content-based systems is that they do not require a large
community of users to achieve a reasonable performance. In addition, new items
can be immediately recommended once the item attributes are available. In other
words, content-based recommendations do not suffer from the first-rater or new-
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item problem. Content-based recommendations are also easy to explain based on
the user’s historical consumption behaviour, thereby improving the “transparency”
of the system. Transparency determines whether or not a system allows users to
understand its inner logic, i.e., why a particular item is recommended to them [21].
A disadvantage of these content-based algorithms is the dependence on the
availability of (manually created or automatically extracted) item metadata. For
existing (commercial) services in which a recommendation system was not of pri-
mary importance in the development phase, the availability of item metadata might
be a problem. In addition, domain knowledge can also be required, e.g., for books,
the system needs to know that the author is an important characteristic of the item.
Content-based recommenders suggest items that best match against the user pro-
file, which is built on previous consumptions. As a result, users can receive sug-
gestions for items that are extremely similar to the ones they just consumed. This
is the problem of over-specialization. Finally, content-based recommenders have
difficulties to generate effective recommendations for a user if only a few con-
sumptions of that user are available. This is called the new-user problem. In order
to really understand the preferences of the user, enough consumptions of that user
have to be collected (or an initial explicit profile has to be available).
1.1.5 Collaborative recommendations
The hypothesis of systems based on CF is that if users shared the same or similar
preferences in the past, they will also have similar interests in the future. The
similarity in preferences of two users is calculated based on the similarity in the
consumption history of the users. So, if for example, user A and B have expressed
similar preferences to the same items in the past, and user A had recently consumed
and liked a new item that B has not yet explored, the basic rational is to suggest
this new item also to B.
CF systems have been extensively studied over the past fifteen years and to-
day they are also in wide use in commercial services or applications [3]. Different
techniques have been proposed to implement and optimize CF. Nearest Neigh-
bourhood (NN) methods are very popular because of their simplicity, efficiency,
and ability to produce accurate recommendations. In NN approaches, the user-
item consumptions stored in the system are directly used to predict the user’s pref-
erences for new items. This can be done in two ways known as user-based or
item-based recommendation [2].
User-based NN approaches [22], referred to as User-Based Collaborative Fil-
tering (UBCF), predict the user’s interest for an item using the ratings for this item
by other users, called neighbours. These neighbours are users who have similar
preferences, or in other words, users that have a similar consumption behaviour.
Similarities are calculated by a similarity measure such as the Pearson correlation
or the cosine similarity [3]. Item-based NN approaches [23] on the other hand, pre-
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dict the user’s interest for an item based on the user’s ratings for similar items. In
case of Item-Based Collaborative Filtering (IBCF), two items are similar if several
users have consumed or evaluated these items in a similar way.
Model-based approaches use consumptions to learn a predictive model. The
general idea is to model user-item interactions with factors representing latent
characteristics of the users and items in the system, such as the preference class of
users and the category class of items. The available consumption data is first used
to train the model. Then, the model can be used to predict the user’s preference for
an item [2]. Various model-based approaches of CF exist, such as SVM [24] and
Singular Value Decomposition (SVD) [25]. SVD is a matrix factorisation method
that transforms both users and items to the same latent factor space. Subsequently,
this latent factor space is used to model the consumptions by characterizing the
corresponding users and items in terms of the latent factors, which are automati-
cally inferred [2].
The big advantage of CF approaches is that they do not require any knowledge
about the items (metadata) or the domain. Since recommendations are generated
based on the consumption behaviour of other, similar users in the system, CF has
the potential to generate less obvious and more surprising suggestions.
But CF systems also have some disadvantages. They require a large enough
community of users and sufficient consumption behaviour to be able to find similar
users or similar items. In real-world recommender systems, users provide ratings
for only a small fraction of the potentially large amount of catalog items. A big
challenge for CF systems is to generate suitable recommendations when there are
relatively few ratings available, this is called the sparsity problem. A special case
of this sparsity problem is the cold start problem [26], which focusses on the diffi-
culty to generate recommendations for new users that have not yet consumed any
item (new-user problem) and the issue of dealing with items that have not been
consumed yet (new-item problem).
1.1.6 Hybrid recommendations
Different recommendation techniques have different advantages and induce dif-
ferent drawbacks and problems. A solution might be to combine the different
techniques to eliminate these drawbacks, thereby obtaining better recommenda-
tions. E.g., if a system has a large community of users and detailed metadata about
the items are available, the recommender system can be enhanced by hybridizing
collaborating filtering with content-based techniques. In particular, such a hybrid
recommender can overcome the new-item problem of CF by relying on the anal-
ysis of the item attributes, while taking advantage of the community knowledge.
Several methods have been proposed for combining recommendation techniques
in order to create a new hybrid system [8].
INTRODUCTION TO RECOMMENDER SYSTEMS 9
In research concerning recommender systems, collaborative, content-based,
and hybrid recommendations received most attention because of their potential,
and widespread use. Also in this dissertation, the focus is on these three types of
recommendation algorithms.
1.2 Evaluating recommendations
To evaluate a recommendation algorithm, or a recommender systems as a whole,
two different approaches are possible: online and offline evaluations. In an online
evaluation, the recommender system is tested by real users using the real applica-
tion in order to evaluate one configuration or to compare multiple alternative con-
figurations of the system [2]. Online evaluations have several advantages. Since
this approach involves real users, it delivers very trustworthy results. Moreover, it
measures the performance on the real application in a real usage context. But on-
line evaluations also induce problems and difficulties. First and foremost, a large
enough user set is required to obtain relevant results; and with a limited user pop-
ulation, comparing many alternatives takes a long time. Secondly, since real users
are involved in the experiment, testing has an impact on their experience with the
service, which might be undesired. And thirdly, because these real users have to
use the real application, online evaluations are not applicable to applications or
services before they are launched.
More detailed results and qualitative feedback can be obtained by extending
the online evaluations with a user study. Via a user study, users can be questioned
before, during, or after service usage about (their experience with) the recommen-
dation service or application. These users, also called test subjects, can provide
additional relevant information about their behaviour, intentions, or expectations
through self-report methods (such as questionnaires, diaries, focus groups, etc.).
Although such methods can help to discover important insights, a common crit-
icism deals with their possible subjective bias [27]. This possible bias is mainly
due to the fact that self-report methods are largely based on introspection5 and re-
call in memory6. Another concern is that, depending on the level of obtrusiveness,
self-report measures might interfere or even interrupt the user’s experience with a
given application. Moreover, gathering test subjects that truly represent the sys-
tem’s real users can be difficult. And since these test subjects are usually getting
paid to test the system and answer questions, user studies can also become quite
expensive. Chapter 2 of this dissertation presents the results of a user study provid-
ing insights into the users’ interaction behaviour with recommender systems and
aiming to understand how a recommender system is experienced and evaluated
from a user point of view. In Chapter 3, an online evaluation of multiple recom-
5Introspection is the examination of one’s own conscious thoughts and feelings.
6Recall in memory refers to the retrieval of events or information from the past.
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mendation algorithms is discussed in the context of a cultural event website. In
this experiment, real users of the website were asked to evaluate the algorithms by
filling in a questionnaire.
Since online evaluations with real users are mostly expensive and risky, offline
evaluations are often used as a methodology for cheap and rapid experimenta-
tions [2]. These offline evaluations are typically using data sets of historical user
behaviour to evaluate new recommendation algorithms or algorithm parameters.
The data set is split into two disjoint sets: the training set and the test set. The
training set represents the interactions that the users have already performed, and
is used as input for the recommender. The test set stands for interactions that the
users have not yet performed; these are unknown for the recommender and have
to be predicted. The big advantage of offline evaluations is that many tests can
be performed in a short time period, cheaply, and without the need of real users.
However, offline evaluations have also serious disadvantages. Firstly, it is difficult
to guarantee that the evaluation methodology truly captures real user behaviour.
In reality (and in online evaluations), recommendations affect user behaviour; but
offline evaluations merely predict user behaviour without the influence of recom-
mendations. As a result, it is difficult to estimate the true change in user behaviour
provoked by the recommendations. Secondly, the evaluation metrics and method-
ology used to evaluate the recommendation algorithm are not (yet) standardized,
but have a serious influence on the results. Different evaluation metrics or dif-
ferent evaluation methodologies can lead to totally contrasting conclusions about
the quality of recommendations [28]. And thirdly, not all qualitative aspects of
a recommender system can be captured by an offline evaluation. E.g., the trust
that users put in the recommender system cannot be evaluated by using an offline
evaluation. In Chapter 4 of this dissertation, an offline evaluation of recommen-
dation algorithms is discussed in the context of a group recommender system for
audiovisual content in the home environment.
To evaluate the quality of a recommender system, different qualitative attributes
can be measured. In case of an online evaluation, various qualitative attributes can
be assessed by means of a subjective evaluation through a questionnaire or an in-
terview. In case of an offline evaluation, evaluation metrics have been developed
to estimate the quality of different aspects of the recommender system.
1.2.1 Accuracy
Most research regarding recommendation algorithms has focused on improving
the (prediction) accuracy of recommender systems. The accuracy reflects the ex-
tent to which the recommendations match the true preferences of the user. In an
offline evaluation, the accuracy attribute measures how precise the recommender
can predict which items the user will select, how the user will rate these items, or
how the user will rank these items considering his/her personal preferences.
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1.2.1.1 Item prediction
Predicting which items the user will select is sometimes called the item prediction
problem. For this item prediction problem, each recommendation can be classified
into one of the four following categories [29]:
• True Positive (TP, an interesting item that is recommended to the user)
• True Negative (TN, an uninteresting item that is not recommended to the
user)
• False Negative (FN, an interesting item that is not recommended to the user)
• False Positive (FP, an uninteresting item that is recommended to the user)
Based on this classification, various accuracy metrics for the item prediction prob-
lem have been proposed such as precision, recall, and the F-score (or also called the
F1-measure) [2]. Precision measures the fraction of recommendations that were
successful, i.e., the fraction of recommended items that were selected by the user
(in the test set) or in other words, the ratio of the number of TP recommendations
and the sum of the TP an FP recommendations.
Precision =
TP
TP + FP
(1.1)
Recall or the True Positive Rate (TPR) stands for the fraction of selected items that
were recommended by the system or in other words, the ratio of the number of TP
recommendations and the sum of the TP an FN recommendations.
Recall = TPR =
TP
TP + FN
(1.2)
Typically, a trade-off has to be made between precision and recall: while allowing
longer recommendation lists typically improves recall, it is also likely to reduce
the precision. Therefore, the accuracy is often expressed by means of the F-score,
i.e., the harmonic mean of precision and recall, which is the ratio of two times the
number of TP recommendations and the sum of the FN, FP, and two times the TP
recommendations.
F − score = 2 · Precision ·Recall
Precision+Recall
=
2 · TP
2 · TP + FN + FP (1.3)
The curve comparing the True Positive Rate, TPR (on the vertical axis), to the
False Positive rate, FPR (on the horizontal axis), is known as the Receiver Op-
erating Characteristic7 or ROC curve, which is commonly used to evaluate the
accuracy in a visual way.
FPR =
FP
FP + TN
(1.4)
7This is a reference to their origins in signal detection theory.
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1.2.1.2 Rating prediction
Predicting the ratings that users give to an item is often called the rating prediction
problem. Given an active user u and his/her past rating behaviour, the recom-
mender should be able to generate a prediction, puc, of this user’s ratings for any
unrated content item, c. The rating prediction accuracy is evaluated by compar-
ing this prediction of the user’s rating with the corresponding actual rating for
the content item given by the user, ruc. These actual ratings are only known in
the evaluation phase because they are hidden for the recommender during the cal-
culation of the recommendations in the offline experiment, or because they were
obtained through a user study or online evaluation.
The Root Mean Square Error (RMSE) is perhaps the most popular metric for
the rating prediction problem, partly because of the Netflix Prizein which it was
used to evaluate the recommendation algorithms. Given the test set Γ of user-
content item pairs, (u, c) for which the true ratings are known, the RMSE between
the predicted ratings, puc, and the actual ratings, ruc, is calculated as [2]:
RMSE =
√√√√ 1|Γ| ∑
(u,c)∈Γ
(puc − ruc)2 (1.5)
Here, |Γ| stands for the cardinality of the test set. A popular alternative metric is
the Mean Absolute Error (MAE), which is calculated as:
MAE =
1
|Γ|
∑
(u,c)∈Γ
|puc − ruc| (1.6)
Compared to the MAE, the RMSE disproportionately penalizes larger predic-
tion errors. These accuracy metrics are intended for non-binary rating mecha-
nisms. In case of a binary rating mechanism with a binary prediction (e.g., a
like/dislike system), the MAE is reduced to the misclassification rate, i.e., the ratio
of the number of incorrect predictions and the total number of predictions. Then,
the RMSE is the square root of this misclassification rate.
1.2.1.3 Ranking prediction
Ranking metrics evaluate the recommender in terms of ranking the content items
according to the user’s personal preferences. For this category of metrics, the par-
ticular set of items selected by the user and the exact rating value of the items are
less important but rather the ordering of the items according to the user’s prefer-
ences. To evaluate the recommendations with respect to a reference ranking (i.e.,
the ranking of the content items according to the user), it is first necessary to obtain
such a reference ranking. In cases where only item selection or item usage is mon-
itored, it is difficult to obtain a reference ranking. In cases were explicit, personal
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ratings for items are available, the rated items can be ranked in decreasing order of
the ratings, with ties for the items that received the same rating [2].
The normalized Discounted Cumulative Gain (nDCG) is a standard Informa-
tion Retrieval (IR) measure [30] that can be used to evaluate the ranking of items
in a recommendation list [31]. So, each user’s recommendation list is a ranked list
of n content items, c1, c2, . . . , cn, ordered according to their prediction score8, i.e.,
the score of the algorithm that estimates the interest of the user in the item. For
each user u, the accuracy of his/her recommendation list can be assessed based on
his/her true ratings r in the test set using the Discounted Cumulative Gain (DCG)
at rank n, which is computed as:
DCGun = ruc1 +
n∑
i=2
ruci
log2(i)
(1.7)
Here, ruci stands for the true rating of user u for content item c, ranked in position
i of the recommendation list.
The normalized DCG, nDCG, is calculated by the ratio of the DCG and the
maximum DCG:
nDCGun =
DCGun
maxDCGun
(1.8)
where maxDCG stands for the maximum value that the DCG can get by the op-
timal selection and ordering of the n content items in the recommendation list
c1, c2, . . . , cn. The optimal selection and ordering of the content items corresponds
to the selection of the items with the highest true ratings of the user, ordered ac-
cording to these true ratings.
The calculation of the nDCG relies on the assumption that the true ratings of
the user are available for the recommended items. However in most cases, the
test set contains only part of the items of the recommendation list. As solution
to this, Baltrunas et al. suggested to compute the nDCG on all the rated items in
the test set of the user, sorted according to the ranking computed by the recom-
mendation algorithm [31]. Using this approach, the nDCG is calculated on the
projection of the recommendation list on the test set of the user. E.g., suppose
that rec = [A,H, I,K,B,M,P,X] is the ordered lists of recommended items
for user u, and that his/her test set contains ratings for the following seven items
test = {Z,X,B,L, I,M,A}. In this case, the nDCG is computed on the ordered
list recprojection = [A, I,B,M,X] . After calculating the nDCG for each individ-
ual user, the average (arithmetic mean) nDCG over all users of the data set can be
calculated as an overall measure of efficiency. This average nDCG ranges between
0 and 1; and higher values indicate a more accurate ranking of the items in the rec-
ommendation list. In addition to nDGC, different alternative ranking metrics have
8The prediction score is sometimes also called the recommendation score.
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been proposed in literature such as the Normalized Distance-based Performance
Measure (NDPM) [32] and the R-Score [33].
1.2.2 Diversity
Frequently, the recommendation lists that are presented to the users contain a lot of
similar items. On Amazon.com, for example, on the webpage of a book by Robert
Heinlein, users receive a recommendation list full of all of his other books [34].
Indeed, recommendation algorithms can trap users in a “similarity hole”, only
giving exceptionally similar suggestions [34].
Accuracy metrics cannot see this problem because they are designed to judge
the accuracy of the individual recommended items; they do not judge the content
of entire recommendation lists. Therefore, an additional quality metric measuring
the diversity in the recommendation list is required.
The most explored method for measuring diversity in the recommendation list
uses item-item similarity. This item-item similarity is typically calculated based on
the item content [2]. Then, the diversity of the list can be measured by calculating
the sum, average, minimum, or maximum distance between item pairs. Alterna-
tively, we could measure the diversity for each item that is added to the recom-
mendation list as the new item’s diversity from the items already in the list [2, 35].
Diversity in a recommendation list is important, also in the context of group
recommendations as discussed in Chapter 4. However, it is an additional quality
metric, next to accuracy, and it cannot be evaluated as a stand-alone measure, since
recommendations that are more diverse, might be less accurate.
1.2.3 Coverage
The coverage of a recommender system is a measure of the domain of items over
which the system can make recommendations [36]. In literature, the term coverage
is mainly associated with two concepts: (1) the percentage of items for which the
system is able to generate a recommendation, i.e., prediction coverage, and (2)
the percentage of the available items which effectively are ever recommended to
a user, i.e., catalog coverage [36, 37]. In this research (especially Chapter 4), we
focus on this second interpretation of coverage, thereby providing an answer to the
question: “What percentage of the available items does the recommender system
recommend to users?”. As a result, coverage is a metric that is especially important
for the system owner and less interesting for the users. Preferably as much content
items as possible are reachable through the recommendations (i.e., show up in
someone’s recommendation list), thereby suggesting not only the same popular
items to all users, but also more niche items from the long tail matching users’
specific preferences. Coverage must be measured in combination with accuracy,
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so good recommenders should not be tempted to raise coverage by making bogus
predictions for every item in the system catalog [36].
1.2.4 Serendipity
Recommender systems might produce recommendations that are highly accurate
and have reasonable diversity and coverage - and yet that are useless for practical
purposes [36]. E.g., a shopping cart recommender for a grocery store might sug-
gest potatoes to any shopper who has not yet selected them. Statistically, almost
everyone buys potatoes at the grocery store; so this recommendation is highly ac-
curate in predicting the user’s purchases. However, almost everyone who shops at
the grocery store has bought potatoes in the past, and knows whether or not (s)he
wants to purchase more potatoes. So, the shopper has already made a concrete
decision whether or not to purchase potatoes, and will therefore not be influenced
by the recommendation for potatoes. These obvious recommendations are well
known to the users and do not give any new information. Much more valuable are
recommendations for new products or products the customer has never heard of,
but would love.
Therefore, serendipity is a very desirable quality attribute of a recommenda-
tion. A serendipitous recommendation helps the user find a surprisingly interesting
item (s)he might not have otherwise discovered [36]. Serendipity is a measure of
how surprising the successful recommendations are [2]. Like diversity and cover-
age, serendipity has to be balanced with accuracy, since some recommendations,
such as random suggestions, might be very surprising but not relevant for the user.
So, serendipity is a measure of the amount of relevant information that is new to
the user in a recommendation.
Although accuracy metrics are well known and generally accepted in the do-
main of recommender systems, a metric for evaluating the serendipity of a recom-
mendation list is still an open problem. Since serendipity is a measure of the degree
to which the recommendations are presenting items that are both surprising and at-
tractive to the users, designing a metric to measure serendipity is difficult [36]. So
although serendipity can best be assessed by user studies, various researchers have
proposed metrics to estimate the serendipity in an offline evaluation [2, 38].
Murakami et al. [38] proposed a metric for measuring the serendipity of a rec-
ommendation list by means of the concept unexpectedness. Their metric is based
on the idea that the unexpectedness is low for easy-to-predict items originating
from a primitive recommender, and high for difficult-to-predict items coming from
a more advanced recommender. Accordingly, the unexpectedness of a suggested
item is estimated based on the difference between the confidence of the advanced
recommender in the suggested item and the confidence of the primitive recom-
mender in that suggested item. Unfortunately, the results obtained by this metric
depend on the implementation of the primitive recommender and the resemblance
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between the primitive and the advanced recommender. Therefore, Murakami et
al. introduced three possible alternatives for the primitive recommender, provid-
ing three different values for the serendipity. Because of these drawbacks, we did
not use the serendipity metric of Murakami et al. in the experiments of Chapter 4.
In contrast, Shani and Gunawardana proposed a metric for the serendipity without
a dependency on a primitive recommender [2], which was therefore adopted in
Chapter 4 to assess the serendipity of group recommendations.
1.2.5 Novelty
Novelty is a metric that is closely related to serendipity. Serendipity measures how
surprising an interesting recommendation is, given the user’s past consumption
behaviour, and is often assessed as the degree to which the recommended items
differ from the content items that the user consumed in the past [2]. The novelty
of a recommendation refers to the information value of the suggestion. A novel
recommendation is a suggestion for an item that the user was unaware of, and that
is discovered by exploring the recommendations. E.g., if a user did not know about
the release of a new movie with his/her favorite actor, then this item is a novel
recommendation. However the serendipity of this item might be rather low: this
recommendation is not unexpected since the user has probably already watched
multiple movies of the same genre with this actor.
Unfortunately, users do not report all items they are aware of (e.g., through a
rating); they tend not to report items that they were indifferent for (i.e., items that
they would give three stars on a 5-point scale star-rating mechanism) [2]. As a
result, the novelty of a recommendation is difficult to measure in an offline eval-
uation. We can assume that popular items are generally known, but a thorough
analysis of the novelty has to be performed through a user study. Through a user
study, test subjects can be asked whether or not they are familiar with the recom-
mended items.
1.2.6 Trust
The user’s trust in the recommender system is an important metric for a successful
service. Trust refers to the extent to which users believe they will truly like the
recommendations. Regrettably, trust cannot be evaluated through an offline evalu-
ation. In an online evaluation, we can assume that the number of recommendations
that were followed is associated with the user’s trust in the system. And in user
studies, the test subjects can be asked whether they trust the recommendations.
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1.2.7 Utility
Most e-commerce websites evaluate a recommender system in terms of the (in-
creased) sales or the profit they make. So measuring the utility of the recommen-
dations to the website owner is straightforward. In contrast, measuring the utility
of the recommendation to the users is more difficult. Through online evaluations,
the utility can be measured for the service with and without recommendations. In
user studies, the utility can be assessed by a questionnaire or an interview.
1.2.8 User satisfaction
The user satisfaction refers to the overall experience that users have with a rec-
ommender system. This metric covers to some extend all previously discussed
qualitative aspects, and can thus be considered as the final goal in the optimiza-
tion of a recommender system. Measuring the user satisfaction is not possible in
an offline evaluation; it has to be assessed via a questionnaire or an interview. In
Chapter 3, the relation between the user satisfaction and other qualitative aspects
of the recommender system is investigated by means of a user study.
1.2.9 Confidence
The confidence of a recommender system refers to the system’s trust in its own
predictions. The recommendation algorithm can report this confidence in a spe-
cific prediction next to the recommendation. This confidence metric can be used
to remove recommendations with a low confidence value, thereby introducing a
trade-off between confidence and coverage.
1.2.10 Risk
In some cases, the recommendations may be associated with a potential risk [2],
e.g., an e-commerce website that allows purchases to be returned at the expense
of the website. In this scenario, recommending bad items incurs a cost of delivery
(back and forth).
1.2.11 Privacy
Some users may feel suspicious about recommender systems because of their pri-
vacy. Indeed, recommender system create a personal profile, track the user’s be-
haviour, and infer personal preferences. These are sensitive data about the user,
that have to be stored and processed securely to protect the privacy of the users.
Also recommendations generated by CF algorithms should not release any per-
sonal information of other individuals in the system.
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1.2.12 Robustness
Robustness is a characteristic of the recommender system that indicates how sta-
ble the recommendations are in case that fake information is passed. Stakeholders
might create fake user profiles and provide fake ratings in order to increase per-
sonal profit. E.g., an hotel owner can pretend to be a customer and provide a high
rating to his/her own hotel, or a low rating to a competing hotel, in order to obtain
a higher ranking in the recommendation list of the travel agency website.
1.2.13 Adaptivity
For most (online) content delivery services, trends in user behaviour may be no-
ticeable. The popularity and attractiveness of content items may shift over time:
new items become interesting and old items fall into oblivion. For some use cases
such as news or events, previously popular items may even become useless after a
certain period of time. Therefore, it is important to take changes in information and
user behaviour into account to retain a certain level of accuracy. Adaptivity is the
characteristic of recommender systems indicating how fast the recommendations
adapt to changes in items or trends.
1.2.14 Scalability
In many cases, recommender systems have to process huge amounts of data and
thereby require a considerable amount of resources. So during implementation,
trade-offs have often to be made between different resources such as computa-
tion power and memory. To keep the required resources within reasonable limits,
scalability is a desired quality aspect of recommender systems. Scalability can be
measured by monitoring the required resources for an increasing amount of user,
items, or consumptions. In many practical scenarios, some accuracy has to be
substituted for scalability, thereby indicating the trade-off between scalability and
accuracy.
1.3 Group recommendations
1.3.1 Motivation and context
Recommender systems can help users to find the most interesting products or con-
tent thereby addressing the information overload problem of (online) services. Per-
sonal preferences are extracted from the users’ historical feedback in order to sug-
gest each user the most suitable items. Although the majority of the currently
deployed recommender systems are designed to generate personal suggestions for
individual users, in many cases content is selected and consumed by groups of
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users rather than by individuals. E.g., movies or TV shows are often watched in
a family context, people go to restaurants, bars, and (cultural) events with their
friends, and choosing a holiday destination is mostly a joint decision of the travel
group. These scenarios introduce the need for discovering the most appropriate
group recommendation strategies for video-on-demand services, event websites,
services providing information about points-of-interest, travel agencies, etc.
The first scientific publications regarding recommender systems for groups
date from the late nineties [39]. From then, many researchers have already investi-
gated how the current state-of-the-art recommendation algorithms can be adapted
in order to generate group recommendations. In literature, group recommendations
have mostly been generated either by aggregating the users’ individual recommen-
dations into recommendations for the whole group (aggregating recommendations)
or by aggregating the users’ individual preference models into a preference model
of the group (aggregating preferences) [40]. In this dissertation, we refer to these
strategies as aggregation strategies.
The first aggregation strategy (aggregating recommendations) generates rec-
ommendations for each individual user using a general recommendation algorithm.
Subsequently, the recommendation lists of all group members are aggregated into a
group recommendation list which (hopefully) satisfies all group members. Differ-
ent approaches to aggregate the recommendation lists have been proposed during
the last decade. Most of them make a decision based on the algorithm’s prediction
score, i.e., a prediction of the user’s rating score for the recommended item. The
higher the prediction score is, the better the match between the user’s preferences
and the recommended item. Aggregating the users’ individual recommendations
into group recommendations has some advantages. For instance, the resulting
recommendations can be directly linked to the individual recommendations (i.e.,
recommendations for a single user), which makes them easy to explain based on
the explanations of the traditional recommender [41]. Conversely, the link be-
tween the group recommendations and the individual recommendations makes it
less likely to identify unexpected, surprising items [7].
The second aggregation strategy (aggregating preferences) combines the users’
preferences into group preferences. This way, the opinions and preferences of indi-
vidual group members constitute a group preference model reflecting the interests
of all members. In literature, different approaches have been proposed to aggre-
gate the members’ preferences, but still no consensus exists about the optimal
solution [31, 42]. After aggregating the members’ preferences, the group’s pref-
erence model is treated as a pseudo user in order to produce recommendations for
the group using a traditional recommendation algorithm. Compared to aggregating
the individual recommendation lists, aggregating the users’ preferences increases
the chance of finding serendipitously valuable recommendations. On the other
hand, aggregating the preferences may lead to group suggestions that lie outside
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the range of any individual recommendation list, which may be disorienting to the
users and difficult to explain [41].
In this dissertation, we refer to the methods that aggregate the individual rec-
ommendation lists into group recommendations or combine the group members’
preferences into a group preference model as (data) aggregation methods.
1.3.2 Existing systems and related work on group recommen-
dations
From the late nineties, many group recommender systems have been proposed
in literature. In this section, we provide an overview of the existing group rec-
ommenders for various domains of items such as music, TV-shows and movies,
touristic points-of-interest, web pages, etc.
In 1998 MusicFX was presented, a system to select background music for a
group of people working out in a fitness centre [39]. Based on the preferences of
the people, the system constructs a group profile (by aggregating the preferences)
and selects a music channel including some randomness in the choice procedure
to ensure variety. According to a quantitative assessment, the vast majority of fit-
ness centre members who were involved in this trial were pleased with the group
recommendations. Another music recommender for groups of users in the same
environment is Flytrap [43]. Based on the music people listen to on their com-
puters, Flytrap automatically constructs a soundtrack that tries to please everyone
in the room. The system detects the presence of people in the room by the radio
frequency ID badge of every user and generates recommendations by aggregating
the votes of all users (cfr. aggregating preferences strategy). Adaptive Radio is
another system that selects music to play in a shared environment [44]. This rec-
ommender discovers what a user does not like instead of what the user does like.
Based on these (aggregated) negative preferences, music suggestions are produced
that are acceptable for all members of a group.
In the domain of movies, PolyLens is an extension of MovieLens that enables
recommendations for groups [7]. This recommender system uses CF to recom-
mend movies for users based on the users’ star ratings. Polylens uses an algorithm
that merges the users’ recommendation lists (cfr. aggregating recommendations
strategy), thereby avoiding movies that any member of the group has already rated
(and therefore seen). Polylens allows users to create and manage their own groups
in order to receive group recommendations next to the traditional individual rec-
ommendations. Both survey results and observations of user behaviour proved
that group recommendations are valuable and desirable for the users. They also
revealed that users are willing to share their personal recommendations with the
group, thereby trading some privacy for group recommendations. In the context
of recommendations for TV-content, the Family Interactive TV system filters TV
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programs and creates an adaptive programming guide according to the different
viewers’ preferences [45]. The group recommendations of this system are based
on implicit relevance feedback that is assessed through the actual program the
viewer has chosen for watching. Also in the context of watching TV in group,
three alternative strategies for generating group recommendations are analysed
and compared: a common group profile, aggregating recommendations, and ag-
gregating preferences [46]. A common group profile can be considered as a virtual
user of the system, representing all group members. Through a common group
profile, users cannot evaluate content individually, since they have to give ratings
or provide feedback for the group as a whole. The aggregating preferences strategy
is chosen as optimal solution for their TV recommender. Their data aggregation
method is based on total distance minimization, which guarantees that the merged
result is close to most users’ preferences. The evaluation results proved that the
recommendation strategy is effective for multiple viewers watching TV together
and appropriately reflects the preferences of the majority of the members within
the group. Beside video watching in the home environment, multimedia content is
often viewed by users on the move. Therefore, an adaptive vehicular multimedia
system has been developed to personalize the multimedia based on the aggregation
of the preferences of groups of passengers travelling together in buses, trains, and
airplanes [47] (cfr. aggregating preferences strategy).
Many group recommender systems for points-of-interest (POI’s) such as touris-
tic attractions, restaurants, hotels, etc. have been proposed in literature. The Pocket
Restaurant Finder provides restaurant recommendations for groups that are plan-
ning to go out eating together. The application can use the physical location of
the kiosk or mobile device on which it is running, thereby taking into account the
position of the people on top of their culinary preferences. Users have to specify
their preferences regarding the cuisine type, restaurant amenities, price category,
and ranges of travel time from their current location on a 5-point rating scale.
When a group of people is gathered together, the Pocket Restaurant Finder pools
these preferences together (cfr. aggregating preferences strategy) and presents a
list of potential restaurants, sorted in order of expected desirability for the group
using a content-based algorithm [48]. Intrigue is a group recommender system for
touristic places which considers the characteristics of subgroups such as children
or disabled and addresses the possibly conflicting preferences within the group.
In this system, the preferences of these heterogeneous subgroups of people are
managed and combined by using a group model in order to identify solutions sat-
isfactory for the group as a whole [49]. Also in the context of touristic activities,
the Travel Decision Forum is an interactive system that assists in the decision pro-
cess of a group of users planning to take a vacation together [50]. The mediator of
this system directs the interactions between the users thereby helping the members
of the group to agree on a single set of criteria that are to be applied in the making
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of a decision. This recommender takes into account people’s preferences regard-
ing various characteristics such as the facilities that are available in the hotel room,
the sightseeing attractions in the surrounding area, etc [51]. An alternative recom-
mender system for planning a vacation is CATS (Collaborative Advisory Travel
System) [52]. It allows a group of users to simultaneously collaborate on choos-
ing a skiing holiday package which satisfies the group as a whole. This system
has been developed around the DiamondTouch interactive tabletop, which makes
it possible to develop a group recommender that can be physically shared between
up to four users. Recommendations are based on the group profile, which is a com-
bination of individual personal preferences (cfr. aggregating preferences strategy).
The last example in the domain of POI’s is Group Modeller, a group recommender
that provides information about museums and exhibits for small groups of peo-
ple [53]. This recommender system creates group models from a set of individual
user models.
Although Web browsing is usually a solitary activity, like most of today’s desk-
top applications, various research initiatives have tried to assist a group of people
in browsing by suggesting new material likely to be of common interest. Let’s
Browse is an extension of a single user browser that recommends web pages to
a group of people using a content-based algorithm [54]. This recommender sys-
tem estimates the interests of the users by analysing the words of the visited web
pages of each individual and of the groups. The system uses a simple linear com-
bination of the profiles of each user (cfr. aggregating preferences strategy), so
that the recommendation is the page that scored the best in the combined pro-
file. Other interesting features of Let’s Browse are the automatic detection of the
presence of users, the dynamic display of the user profiles, and the explanation of
recommendations. I-SPY is a collaborative, community-based search engine that
recognizes the implicit preferences of communities of searchers and personalizes
the search results [55]. This personalized search engine offers potential improve-
ments in search performance, especially in certain situations where communities
of searchers share similar information needs and use similar queries to express
these needs.
Another use case of group recommendations is a recipe recommender for fam-
ilies [40]. Since all family members typically eat a joint meal at least once a day,
choosing a recipe and consuming the food are good examples of a group activity.
In the context of this recipe recommender, the aggregating preferences strategy and
the aggregating recommendations strategy were compared. An evaluation with a
number of families showed that for users with a low density profile (i.e., contain-
ing a small number of consumptions), the aggregated recommendation lists yield
slightly better results than the aggregated preferences. For users with a higher
density profile on the other hand, the recommendations obtained by aggregating
the users’ profiles showed to be more accurate, than the aggregated recommen-
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dation lists. This recommender system is based on CF and the individual data
of group members is aggregated in a weighted, domain-dependent manner, such
that the weights reflect the observed interaction of the group members. As was
already remarked by other researchers, this is only one type of recommendation
algorithm and one of the many possible approaches for aggregating preferences or
recommendation lists [31]. So, an extensive comparison of the two aggregation
strategies is still missing in literature.
Research regarding the strategy that aggregates the individual recommendation
lists into a list of group recommendations (cfr. aggregating recommendations strat-
egy) has demonstrated that the influence of the data aggregation method is limited
(i.e., the way in which recommendation lists for individual users are aggregated
into a group recommendation list) [31]. A comparison of the group recommenda-
tion lists generated using four commonly used aggregation methods showed sim-
ilar results in terms of accuracy for all methods. This study has also compared
the accuracy of these group recommendations with individual recommendations
(i.e., recommendations for a single user). For small groups, the group recommen-
dations showed to be only slightly less effective than the individual recommen-
dations, whereas for larger groups, the group recommendations are significantly
inferior than the individual recommendations. If the groups are selected in such a
way that the members have preferences that are quite similar, the study showed that
the effectiveness of group recommendations does not necessarily decrease when
the group size increases.
In chapter 4, we thoroughly investigate the two different strategies to gener-
ate group recommendations by comparing the accuracy of the group recommen-
dations for various sizes of the group. Besides, the influence of the similarity
between group members on the accuracy of the group recommendations is in-
vestigated. In contrast to existing research [31, 40], our work goes further by
comparing group recommendations generated by using various traditional recom-
mendation algorithms. The results show that the best strategy for generating group
recommendations is depending on the recommendation algorithm that is used to
generate suggestions for individuals. For all algorithms, the accuracy evaluation
indicates that the more alike the users of a group are, the more effective the group
recommendations are. However being accurate is not enough for a recommenda-
tion list [34]; also other characteristics like diversity, coverage, and serendipity are
essential for a valuable list of suggestions. Therefore, our research also considers
these additional quality metrics, whereas other studies merely focus on accuracy
as the only metric for evaluating (group) recommendations [31, 40].
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1.4 Conclusion
Recommender systems are an active research area with a growing importance and
have become a common tool for online services in recent years. Many differ-
ent techniques and algorithms have been proposed to generate personalized rec-
ommendations matching the preferences of the users. Nevertheless, evaluating
recommender systems remains tricky since no standardized evaluation procedure
exists. Moreover, recommendations, and especially group recommendations, are
generally only evaluated in terms of accuracy, thereby neglecting other qualitative
characteristics such as diversity and serendipity. This dissertation contributes to
the research area of recommender systems by evaluating different state-of-the-art
recommendation algorithms from a user perspective. In addition, this dissertation
presents a thorough evaluation of group recommendations in terms of different
qualitative attributes and an innovative strategy for generating group recommen-
dations.
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2
Evaluating the PersonalTV service: a
recommender system case study
2.1 Introduction
More and more recommender systems are being integrated with web-based plat-
forms that suffer from information overload. By personalizing content based on
user preferences, recommender systems assist in selecting relevant items on these
websites. In this respect, this chapter discusses the users’ satisfaction with rec-
ommendations of the ‘PersonalTV’ service, and chapter 3 presents a user-centric
evaluation of recommendation algorithms performed on a cultural events website.
PersonalTV is an online video delivery service, consisting of a recommender
system and a video player application, that has been developed for research pur-
poses. The video player application has a desktop version, which is discussed and
evaluated in this chapter, and a mobile version, which was used to study the influ-
ence of QoE on the rating behaviour in Chapter 8. The PersonalTV service enables
its users to explore and watch videos from the YouTube library while it builds up
a personal viewing profile in order to give personalized content suggestions.
This chapter discusses the results of the evaluation of PersonalTV by a panel
of test subjects. Evaluating PersonalTV as a recommender system case study pro-
vides insights into the users’ interaction behaviour and helps to understand how a
recommender system is experienced and evaluated from a user point of view. The
results of this study and the gathered qualitative user feedback can serve as input
for improving and optimizing users’ experiences with recommender systems.
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2.2 Test setup
2.2.1 Goals of the study
This chapter discusses the setup and results from a panel study that aimed to eval-
uate a recommender system from a user point of view, thereby providing insights
into the users’ interaction behaviour and experience with the system1. Subjective
self-report data were complemented with objective monitoring data and implicit
feedback based on interaction behaviour. The subjective data were gathered by
means of a traditional star-rating mechanism and four structured questionnaires
and can be seen as explicit and subjective user feedback: users explicitly report on
their experiences, preferences, etc. Additional objective data were gathered with-
out interrupting the user’s experience. In this respect, a large variety of parameters
and interactions with the PersonalTV application were recorded for data-mining
purposes. These interactions can be interpreted as implicit feedback and often fuel
Web 2.0 applications that try to maximize the collective intelligence [1].
The goal of this research is to gain insights into the users’ interaction behaviour
and subjective evaluation process by triangulating the objective monitoring data,
subjective explicit feedback, and implicit feedback based on interaction behaviour.
Firstly, the relation between the content retrieval method, i.e., the way videos are
explored (objective monitoring data) and the consumption percentage, i.e., the
fraction of the video that is actually watched (implicit feedback) is explored (Sec-
tion 2.3.3). Secondly, this chapter discussed the influence of the content retrieval
method (objective monitoring data) on the reported satisfaction (subjective explicit
feedback) (Section 2.3.4). Thirdly, the relation between the consumption percent-
age (implicit feedback) and the reported satisfaction (subjective explicit feedback)
is investigated (Section 2.3.5). Hereby, the expected convergence of implicit and
explicit feedback is tested. Finally, additional qualitative user feedback was col-
lected in order to improve and optimize the PersonalTV service and the design of
recommender systems in general.
2.2.2 Procedure
This section is dedicated to the setup and evaluation procedure of our experiment.
First, the architecture and functionality of the PersonalTV service is described.
Next, the recommendation algorithm is explained in detail. Afterwards, we elabo-
rate on how test subjects are recruited for this experiment. Finally, the evaluation
procedure and data collection are explained.
1This user study as well as the experiments regarding Quality of Experience are conducted in close
cooperation with the MICT research group, Department of Communication Sciences, Ghent University.
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2.2.2.1 The PersonalTV service
The PersonalTV service enables users to browse through the collection of YouTube
videos: users can check the most viewed or top rated videos or can search for
videos based on keywords. Furthermore, users can rate these video, thereby build-
ing a user profile with their personal evaluations and historical viewing behaviour.
Based on this profile, the PersonalTV service deduces the personal video prefer-
ences of the user and generates a tailored offer of personal suggestions for unseen
videos. This profile is continually updated and refined as more viewing and rating
data becomes available. Consequently, the more videos a user watches and rates,
the better these personal suggestions should be.
An architectural overview of the PersonalTV service is illustrated in Figure 2.1,
which shows the three main components of the system: the PersonalTV video
player application (client), the PersonalTV recommender system (server), and the
YouTube video service.
Youtube Video Source 
Storage 
Video Player  
Application 
Web Service 
Calculator 
PersonalTV Recommender System 
PersonalTV Desktop 
Client as Facebook 
Application 
Video Request 
Video Request 
Progressive 
Download Video Progressive 
Download Video Feedback 
Feedback 
User  
Profile 
Recommendations 
Recommendations 
Figure 2.1: The architecture of the PersonalTV service, consisting of the video player ap-
plication, the recommender system, and YouTube as video source
The PersonalTV video player application has two versions: a desktop client
used to investigate the users’ subjective evaluations and interaction behaviour with
the video delivery system and the recommendations (as discussed in this chapter),
and a mobile client used to study the influence of Quality of Experience (QoE)
on the rating behaviour (as debated in Chapter 8). The desktop version of the
PersonalTV video player is implemented as a Facebook application, enabling the
social network functions of Facebook within PersonalTV. This way, users can eas-
ily post their favourite videos on their Facebook feed, invite their Facebook friends
to try PersonalTV, and recommend videos to their Facebook friends. This integra-
tion of PersonalTV with a social network such as Facebook, was very important
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to increase the visibility of PersonalTV and thereby recruiting new test subjects.
Moreover, Facebook provides applications the basic profile information of users
(e.g., age, gender, region) and takes care of the user authentication. The integra-
tion of PersonalTV with Facebook ensures that users can login on Facebook to
authenticate themselves and do not need to create a new account for the Person-
alTV service.
Figure 2.2 shows a screenshot of the PersonalTV video player application, il-
lustrating the main features of the application. Through the PersonalTV video
player application, users can explore, select, and watch YouTube videos based on
various criteria. The first and the second tab offer users a view on respectively
the most viewed and top rated YouTube videos within a selected period of time
(today, last week, last month, or all time). The third tab gives users the opportu-
nity to search for specific YouTube videos by providing keywords (and a period
of time). The fourth tab presents the user a set of personalized suggestions for un-
seen videos corresponding to the user’s personal preferences that are derived from
the ratings. Details about the recommender system and algorithm used to calcu-
late these suggestions are provided in Section 2.2.2.2. The fifth tab combines the
functionalities of the third and fourth tab. Through this tab, users can perform a
keyword-based search query, and subsequently retrieve the search results ordered
by their personal preferences. This way, e.g., a query for videos with the keyword
“jaguar” will yield very different results for a car enthusiast and an animal lover.
By making the YouTube videos available within the PersonalTV application, users
have an enormous amount of content at their disposal, in which they can certainly
find videos that suits their personal preferences.
Besides browsing, selecting, and watching YouTube videos, the PersonalTV
video player application gives users the opportunity to evaluate the videos through
a 5-point scale star-rating mechanism, similar to the one YouTube used to have2.
We opted for this explicit feedback method since it is adopted by many video de-
livery systems that provide personal recommendations such as Movielens3, and
Netflix4. But also in other domains, the 5-point scale star-rating mechanism is
often used to gather feedback and evaluate items. E.g., TripAdvisor5 gathers feed-
back about hotels and shops; and on Ebay6 customers can evaluate vendors or vice
versa, using such a star-rating mechanism. As a result, many users are familiar
with this star-rating mechanism. Figure 2.3 shows a screenshot of the PersonalTV
2At the end of March, 2010, the YouTube website was redesigned. This resulted in a simplified
website: the rating system, e.g., was changed into a ‘thumbs-up, thumbs-down’ scoring system.
3http://movielens.umn.edu/
4https://dvd.netflix.com/
5http://www.tripadvisor.com/
6http://www.ebay.com/
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Figure 2.2: Screenshot of the PersonalTV application, showing the main features of the
video player
application illustrating the star-rating mechanism as well as the functionality to
recommend a video to friends and publish a video on the user’s Facebook feed.
The video requests of the client application are handled by the PersonalTV
web service, which sends the video via Dynamic Adaptive Streaming over HTTP
(DASH), also known as progressive download, using YouTube as video source.
The PersonalTV service logs these video requests, user’s explicit feedback in the
form of ratings, and different aspects of the user’s viewing behaviour, such as, e.g.,
the percentage of a video that was actually watched, the number of times that the
user watches a particular video, and the time of watching.
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Figure 2.3: Screenshot of the star-rating mechanism of PersonalTV
These data, which are logged in the storage system of PersonalTV, are neces-
sary to infer the user’s preferences regarding video watching and create a personal
user profile. Based on these user profiles, the calculator generates for all users
video recommendations matching their personal preferences. The recommenda-
tions are made available via the PersonalTV web service and visible for the user
through the personalized tab of the PersonalTV application (i.e., the fourth tab
with the label “Suggestions”). In the same way as with the videos of the other
tabs, users can browse, select, watch, and evaluate these recommended videos,
thereby adjusting their personal profile in the PersonalTV recommender system.
Since the preferences of the user may change over time, user behaviour and rat-
ings are continuously logged as the PersonalTV application is used. As a result,
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the personal profile of each user is continuously adjusted according to the user’s
feedback in order to optimally reflect the user’s actual preferences.
2.2.2.2 The PersonalTV recommendation algorithm
Given the relatively small number of users of the PersonalTV service (Section 2.2.3),
compared to the large number of videos that are available on YouTube, the sparse
consumption matrix makes collaborative filtering algorithms less suitable for the
PersonalTV service. In contrast, the availability of metadata regarding the YouTube
videos (title, category, name of the uploader, and tags) enables the use of content-
based algorithms. The content-based algorithm developed for PersonalTV makes
optimal use of these metadata in order to generate personal suggestions.
More concretely, the algorithm makes a prediction of the user’s ratings for un-
seen videos based on the associated metadata of the videos and the user’s viewing
and rating history. Subsequently, the videos with the highest prediction values are
presented as personal suggestions for the user through the PersonalTV client appli-
cation. The rating predictions are calculated using the personal user profile, which
is composed of video metadata and previous user feedback on videos. Each user
profile contains a number of monotonously increasing frequency values based on
the rating behaviour of the user. More specifically, Nu(r, f) denotes the frequency
of occurrence that a user u, has associated a rating r, to a content item with a fea-
ture f . Such a feature is a metadata element describing the video, e.g., a tag, a
category, a keyword from the title, or the name of the uploader of the video. For
each video watched by the user, the metadata of the video and the star-rating are
logged and used to update these frequency values in the user’s personal profile.
By partitioning the frequency values of the profile Nu(r, f), according to the
rating r, the features in the profile f can be classified in a number of feature clouds
Fr, one for every possible rating value of the system. Then, the feature cloud Fr
collects all features of videos that ever received a rating r from the user, together
with the frequency values Nu(r, f), indicating the number of times that a video
with feature f was evaluated with star-rating r by the user.
To determine whether an unseen video, or a new content item in general, is a
suitable recommendation, the metadata of the new content item are compared with
the user profile and the user’s (future) rating for the new content item is predicted.
For this comparison, the recommendation algorithm calculates the similarity be-
tween the features of the content item c, and the feature cloud Fr, which contains
the features of content items that received a rating r from the user in the past.
This similarity value, calculated as a sum of frequency values, indicates the re-
semblances between the new content item and content items that received a rating
r in the past.
Simu(c, Fr) =
∑
∀fi∈Fc
Nu(r, fi) (2.1)
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Here, Simu(c, Fr) stands for the similarity between the new content item c, and
the feature cloud Fr in the profile of user u. Fc denotes the feature cloud of the
new content item c, or in other words the set of features that describe this content
item.
Since different features have a different frequency of occurrence in a (user-
generated) content delivery system, a frequency correction factor has to be added
to equation 2.1 in order to not favour the videos with only popular features. Incor-
porating a frequency correction factor is common practice in the context of infor-
mation retrieval and text mining. But the commonly used Term Frequency-Inverse
Document Frequency (TF-IDF) weighting scheme [2] was not feasible in the Per-
sonalTV recommender, because it was not possible to obtain the frequency of a
feature across all available YouTube videos. (At the time of implementation, it was
not possible to query the exact number of video’s with a certain feature through
YouTube’s API (Application Programming Interface).) Therefore, the used fre-
quency correction factor is based on (the inverse of) the relative frequency of a
feature in the user’s profile containing the complete rating history of the user. As
in the TF-IDF scheme, the logarithm of the frequency of the feature is used. Since
uncommon or new features in the user’s profile are favoured by the correction fac-
tor, they have a fair chance to have an influence on the recommendations, thereby
increasing the novelty of the recommendations.
Simu(c, Fr) =
∑
∀fi∈Fc
Nu(r, fi) · log Nu
Nu(fi)
(2.2)
Here, Nu denotes the number of content items that user u has already rated.
Nu(fi) is a subset of Nu and represents the number of content items with a fea-
ture fi that were rated by user u. This similarity, Simu(c, Fr), is calculated for
every possible rating value in the system (i.e., r is ranging from 1 to 5 for the used
5-point scale star-rating mechanism).
Subsequently, the prediction Pu(c) of the rating that user u will give to the
content item c is calculated as a weighted average from these similarity values.
Pu(c) =
1
S
r=rmax∑
r=rmin
Simu(c, Fr) · r (2.3)
In this equation, S is a normalisation factor and is defined as:
S =
r=rmax∑
r=rmin
Simu(c, Fr) (2.4)
The concept of the algorithm is as follows. Unseen content items will proba-
bly receive a positive evaluation if these items have features that already received
much positive feedback from the user (through ratings for other items with the
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same features). These items will have a high similarity with high-rating feature
clouds, i.e., F4 and F5. As a result, these videos will have a high probability of
being recommended. In contrast, unseen content items will probably be negatively
evaluated if these items have features that are negatively evaluated by the user in
the past. These item have a high similarity with low-rating feature clouds, i.e., F1
and F2. Because of the user’s negative experience with content items characterized
by the same features, these unseen content items will not be recommended.
Content items that are listed in the user’s viewing history, and therefore already
have been seen by the user, are not considered as recommendations. Since the user
has already explored and discovered these items, recommending the item again
would not be very useful.
In Section 2.3.5, we investigate if detailed logged data of users’ viewing be-
haviour could be used as implicit feedback to the system, and as a feasible al-
ternative for explicit ratings. If implicit and explicit feedback actually converge,
systems in which explicit ratings are not available can rely on this implicit feed-
back for the generation of personalized recommendations. Moreover, if explicit
feedback is available, implicit feedback can be used as a complementary source of
information in addition to the explicit feedback.
More concretely, the percentage of the video that is actually watched by the
user is logged as implicit feedback in our study. We assume that this consumption
percentage can serve as a behavioural measure of satisfaction with the video: when
a user watches an entire video, this may be an indication of appreciation of the
content. On the other hand, incomplete viewing could mean that the user does
not like the content. In this experiment, the users were clearly instructed that they
could stop the video if it did not match their interests.
An important remark should be made in this respect: especially in a real-life
and non-controlled setting, users may have several reasons for stopping a video
prematurely. Users may, e.g., be interrupted while watching or may prefer to watch
the video at a more convenient time. These actions are not necessarily related to
the video itself or do not necessarily say something about the user’s appreciation.
In order to not bias the viewing behaviour in the experiment (as investigated in
Section 2.3.5), the consumption percentage was not taken into account by the rec-
ommender during the experiment.
2.2.2.3 Recruiting test subjects
Using a convenience panel-sampling method, a panel of test users was composed
at the beginning of our study. Convenience sampling draws on easily accessible
test subjects (e.g., university students) or people who volunteer to participate. For
this experiment, our own Facebook network and that of our colleagues was used
as a starting point for the recruitment of potential test users (by announcing the
experiment in our status updates, sending personal messages, etc.). There are a
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number of disadvantages to this type of sampling, the main ones being that the
sample is not representative of the entire population and that people who volunteer
to participate may be biased. Therefore, the results cannot be generalized. How-
ever, in this study, we believe that the research objectives justify the use of the
convenience sampling method: the analyses of Section 2.3.3, 2.3.4, and 2.3.5 are
based on individual video sessions and do not consider differences between the
test users.
During the recruitment phase, we explained to potential test subjects that the
experiment would consist of four successive ‘waves’ and that, with each wave, a
questionnaire related to the (use of the) PersonalTV service would be sent out. We
also mentioned that people who successfully participated in all four waves would
receive a reward (i.e., a scratch card) and that they would stand a chance to win a
gift check worth 25 euros.
2.2.2.4 Evaluation procedure
This study combines subjective, explicit user feedback, i.e., self-report data, with
implicit user feedback, i.e., measured objective data related to the use of the appli-
cation. The explicit feedback is gathered by means of the star-rating mechanism
in PersonalTV and by online questionnaires. The implicit user feedback refers to
the consumption percentage, i.e., the percentage of a video that is watched by a
user and that is logged by the application. These data were gathered during four
successive research waves, in which the test subjects were involved.
During each of the four research waves, a link to a structured online ques-
tionnaire was sent out. The test subjects were given sufficient time to complete
the questionnaires: there was one week between every wave of the study during
which the participants were given the opportunity to undertake the test at a conve-
nient time. When necessary, reminders were sent out.
The first and most broad questionnaire was distributed in week one. It included
topics such as the current use of Facebook and online video sites, the use of, in-
terest in, and attitude towards existing video rating and recommender systems. In
addition, a set of socio-demographical questions was included.
In the second questionnaire, the test subjects were introduced to the Person-
alTV application. They were asked to log in on Facebook, to navigate to the ap-
plication, and to select and watch three videos (on a desktop computer) according
to their personal preferences and interests, using the ‘most viewed’, ‘top rated’, or
‘keyword-search’ features of the application. To minimize the burden on the test
subjects, the number of videos they had to watch was limited. The instructions
clearly mentioned that the test subjects could stop a video prematurely if it did
not match their preferences. After each video watching, the test subjects had to
evaluate the video using the star-rating mechanism of the PersonalTV application.
In addition, a set of questions was asked via the online questionnaire in order to
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gather explicit feedback immediately after each video. These questions dealt with
the retrieval and selection of the video (e.g., Which aspects were important in the
selection process? How was the video found? How satisfied or dissatisfied was
the respondent with aspects such as the content of the video, the duration of the
video, the description, image and sound quality. . . ?). At the same time, a number
of objective parameters related to the video itself and to the viewing and rating
behaviour of the respondents were logged. More concretely, we logged the title,
content category, tags, name of the uploader, view count on YouTube, mean rating
on YouTube, and duration of the video as well as the percentage of the video that
was watched by the user, the start time, and the user’s rating.
In the third questionnaire, which was similar to the second one, the test subjects
were asked to watch three videos and to answer the same set of questions (cfr.
questionnaire two) after every video. Again, their viewing and rating behaviour
was monitored. These data, in addition to the data captured in week two, enabled
the recommendation algorithm to develop and refine the PersonalTV profile of
every test subject based on the personal preferences inferred from his/her rating
behaviour.
Finally, the fourth and last questionnaire again invited the test subjects to watch
three videos and answer a set of questions (cfr. second and third questionnaire).
However, this time, the test subjects were asked to select videos from their personal
suggestions generated by the recommendation algorithm based on their Person-
alTV profile. In this questionnaire, a number of additional questions were asked.
For example, we wanted to know whether the recommended videos matched the
interests and preferences of the test subjects (according to themselves). Moreover,
we also included a set of questions on the application itself (e.g., Would you use
it again? Do you like the current rating system? Do you intend to use the ap-
plication in the future: yes or no (and why)? Which changes might improve the
application?).
After the experiment, the data were checked in terms of their completeness
and the answers to the questionnaires had to be linked to the explicit feedback data
from the star-ratings, and the implicit feedback data from the viewing behaviour,
which are logged in the PersonalTV storage system.
2.2.3 Sample description
The recruitment phase (as described in Section 2.2.2.3) resulted in a sample of
76 test subjects who expressed interest in the study and who participated in the
first ‘wave’. Of these 76 test subjects who started, 69 reached the end of the first
questionnaire.
However, a considerable number of test subjects dropped out of the experiment
at each successive wave. During the second, third, and fourth waves, 72, 46, and
42 test subjects, respectively, participated, meaning that from the original panel
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of 76 test subjects, 42 people participated in all four waves. Finally, 37 of them
reached the end of the last questionnaire. Although no formal drop-out analysis
was performed, we believe that most of the drop-out was due to the timing of the
experiment, which largely took place during the summer holidays. Moreover, the
lack of motivation to answer the questionnaire and to watch the requested number
of videos also played a role.
The original sample of 69 test subjects who reached the end of the first ques-
tionnaire consisted of 58.0% men and 42.0% women. The mean age of the par-
ticipants in wave one was 26.9 years old (with a standard deviation of 6.6); the
youngest test subject was 17 and the oldest, 56 years old. However, the panel size
was reduced to 42 (of which 37 reached the end of the last questionnaire) in the last
wave of the study. Therefore, the description of the socio-demographical profile
of the test subjects in the remainder of this section is based on this final sample of
test subjects.
An important remark should be made here: a somewhat surprising and inter-
esting finding was that for a small minority of test subjects who had successfully
completed all the questionnaires, no entries were found in the objective monitoring
data. Two test subjects answered the questions related to nine videos, but neither
watched a single video according to the logged data in the PersonalTV service.
A possible explanation for the discrepancy between the objective and subjective
data for some test subjects is that these participants were ‘treasure hunters’ who
skipped the video watching and randomly filled in the questionnaire to receive the
reward. Therefore, the data of these two test subjects were not used in the analy-
sis. For some participants, the responses to the questionnaires (explicit feedback)
did not completely correspond to the viewing behaviour (implicit feedback). But
since the analysis of Section 2.3 was performed at the level of individual, watched
videos using only data from test subjects who had completed all four question-
naires, the partial discrepancy between the objective and subjective data for some
participants did not affect the results. If the self-reports had been the only form of
user evaluation in this study, these anomalies would not be detected and the data
would have been included in the analyses.
Of the final panel, 36.6% is female and 63.4% is male. Their ages range be-
tween 17 and 56, with an average of 27.0 years and a standard deviation of 6.5.
When we take a look at the profession of the test subjects, we distinguish 61.0%
as employees, 22.0% as students, 7.3% as blue-collar workers, 4.9% as execu-
tives, 2.4% with a free profession, and 2.4% as pensioners. The educational level
(highest obtained degree) of the panel members varies between a master’s degree
(58.5%), academic bachelor’s degree (12.2%), secondary school degree (9.8%),
professional bachelor’s degree (7.3%), and post-academic degree or PhD degree
(4.8%). Another 7.4% have a degree that is different to those mentioned. A look
at the family situation of the participants shows that about half of them are married
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or living together (with or without children). Also, 29.3% are living with parents
or family and 19.5% are living on his or her own.
2.3 Results
First, we discuss the results of the questionnaire of the first wave, dealing with
the participants’ current use of online video delivery systems. Next, we briefly
introduce the measures that were used in the analysis of the data obtained by the
second, third, and fourth wave. Then, we discuss the relation between the content
retrieval method and the consumption percentage, between the content retrieval
method and the reported satisfaction, and between the consumption percentage
and the reported satisfaction. Finally, we give an overview of the collected general
feedback from the test subjects.
2.3.1 Test subjects’ current use of online video services
The PersonalTV client is implemented as a Facebook application, so the test sub-
jects were firstly asked a number of general questions related to their use of Face-
book. Of the 42 users who participated in each of the four questionnaires, 36 test
subjects (85.7%) claimed to have used Facebook actively during the past week.
On average, they had used Facebook four times per day and had spent 34 minutes
on Facebook a day during that week. In the weekend, the reported daily average
use of Facebook was 26 minutes and around three visits per day.
Furthermore, the respondents were asked whether they had used YouTube
(e.g., for watching a video) during the past week. This was the case for 27 re-
spondents (64.3%). On average, 13 minutes were spent on YouTube on a weekday
(versus 10 minutes during an average weekend day). A number of other plat-
forms similar to YouTube were also used by the panel members during the past
month: Vimeo was used by 14%, Google Videos7 by 21%, and the Flemish web-
site GarageTV8 by 21% of the test subjects.
We also presented the test subjects a number of social network features / ac-
tivities (such as posting a photo or video, commenting on it, or giving a rating)
related to online videos and asked them how frequently they had used these fea-
tures during the past month (according to their own appraisal). Around 57% of the
panel members mentioned having watched online video(s) at least once a week. In
contrast, 81% never post a video online. Evaluating a video either by giving it a
7Google Videos (originally Google Video) was a free video sharing website, from Google Inc.
In 2006, Google bought former competitor YouTube and in 2009, Google discontinued the ability to
upload videos to Google’s web servers. On August 20, 2012, Google Videos was shut down and the
remaining Google Videos content was moved to YouTube.
8GarageTV is the Flemish alternative of YouTube developped and hosted by Telenet. Nowadays
this video delivery system is called Zita.
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rating or a comment is something that 73.2% and 56.1%, respectively, of the par-
ticipants never do. Receiving videos from friends and sending videos to friends, on
the other hand, is rather popular (only 12.3% of the participants has never done).
2.3.2 Measures
For the data analysis of Section 2.3.3, 2.3.4, and 2.3.5, three important measures
are used:
• Content retrieval. For each video in waves two and three, the test subjects
were asked whether they selected the video they watched either through
YouTube’s (a) most viewed videos, (b) top rated videos, (c) search engine,
or (d) or some other way. In the fourth wave, respondents were obliged to
use the algorithm’s suggestions.
• Objective measures. The application recorded the percentage per video that
was actually watched by the respondents (mean = 77.0, standard deviation
= 32.9). For the analysis of Section 2.3.5, consumption percentage, being
a behavioural measure of satisfaction with a video, was dichotomized using
an arbitrary cut-off value of 90% (0-90% = incomplete consumption, N =
65 and 91-100% = (nearly) complete consumption, N = 106).
• Subjective measures. Firstly, a single Likert statement ranging from 1. abso-
lutely not satisfied, 2. not satisfied, 3. satisfied nor dissatisfied, 4. satisfied,
to 5. absolutely satisfied, measured satisfaction with a particular video’s
content (satisfaction content). Secondly, satisfaction with the way of con-
tent retrieval was likewise measured (satisfaction retrieval). Thirdly, satis-
faction with the video’s audiovisual quality was measured in a similar way
by three Likert statements regarding image quality, sound quality, and their
respective synchronization. These three items load on an internally consis-
tent single factor (α = 0.74), explaining 66% of the cumulative variance.
Further, we refer to this combined variable as the satisfaction quality vari-
able. Table 2.1 lists the subset of the questions asked in wave two, three, and
four that were used to obtain these subjective measures.
2.3.3 The relation between the content retrieval method and
the consumption percentage
We wanted to see if the way people choose videos (content retrieval) through ei-
ther most viewed, top rated, search, or PersonalTV suggestions has an effect on
how much of that video they watch (objective measure). In other words: does the
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Reference Question Possible answers
1. Satisfaction Content To what extent are you satisfied or
dissatisfied with the content of the video?
5-point Likert
statement
2. Satisfaction Retrieval
To what extent are you satisfied or
dissatisfied with the way you found the
video?
5-point Likert
statement
3A. Satisfaction Quality
To what extent are you satisfied or
dissatisfied with the image quality of the
video?
5-point Likert
statement
3B. Satisfaction Quality
To what extent are you satisfied or
dissatisfied with the sound quality of the
video?
5-point Likert
statement
3C. Satisfaction Quality
To what extent are you satisfied or
dissatisfied with the synchronization of
image and sound in the video (by this we
mean that image and sound are attuned)?
5-point Likert
statement
Table 2.1: The subset of questions that were used to obtain the subjective measures used in
the data analysis, together with a reference to these questions and the possible
answers
content retrieval method affect the consumption percentage? To test for this po-
tential effect of the way of content retrieval on the rates of actual consumption, an
ANalysis of COVAriance (ANCOVA) was used. An ANCOVA evaluates whether
population means of a dependent variable are equal across levels of a categori-
cal independent or factor variable, while statistically controlling for the effects of
other continuous variables that are not of primary interest, known as covariates [3].
The resulting F-test statistic stands for the ratio of the between-group variability
(i.e., the explained variance) and the within-group variability (i.e., the unexplained
variance) [4].
For this analysis, an ANCOVA was computed using the content retrieval type
as a factor and consumption percentage as a dependent. As some of the test sub-
jects had tried the application before the research took place, the exact number of
previous views per test subject, as recorded by the application, was entered in the
model as a covariate.
The results depicted in Figure 2.4 show that the means of consumption percent-
age do not differ significantly between the four content retrieval types (F (3, 166) =
1.18, p > 0.05); nor was previous views significantly correlated to consumption
percentage (F (1, 166) = 3.73, p > 0.05). In summary, it appears that content
retrieval has no effect on consumption percentage (objective data) and, thus, does
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Figure 2.4: Mean consumption percentage per content retrieval type with the 95% confi-
dence intervals
not allow for a prediction of whether the participant would watch the whole video
or not.
2.3.4 The relation between the content retrieval method and
the reported satisfaction
We also investigated if the content retrieval method has an influence on the re-
ported satisfaction of the participants with the content of the video (satisfaction
content), with its audiovisual quality (satisfaction quality) and with the way the
video was chosen (satisfaction retrieval). In other words: does the content re-
trieval method affect the reported satisfaction? To investigate the influence of the
content retrieval method on the reported satisfaction, a Multivariate ANalysis of
COVAriance (MANCOVA) was used. A MANCOVA is an extension of ANCOVA
methods to handle cases where there is more than one dependent variable and
where the control of concomitant continuous independent variables - covariates -
is required [5]. The Wilks’ λ test statistic, which is a commonly used multivariate
version of the ANOVA F-statistic, represents the ratio between the error variance
(or covariance) and the effect variance (or covariance) [5].
For this analysis, a one-way MANCOVA was computed using the content re-
trieval type as a factor and the three subjective measures of satisfaction as depen-
dents. The indication ‘one way’ in the name indicates that the analysis includes
only one independent variable. As in the previous analysis, the exact number of
previous views per test subject, was included as a covariate.
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Although the MANCOVA analysis showed no significant differences between
the subjective measures of satisfaction according to the content retrieval type,
(F (3, 167) = 31.26, p > 0.05; Wilks′λ = 0.93), a number of trends can be
observed. Firstly, as depicted in Figure 2.5, videos that are looked for and found
using YouTube’s search engine, have high values in terms of appreciation: if you
watch a video that you have searched for on YouTube, it is likely that you will ap-
preciate the content of the video. Secondly, videos that are most viewed (YouTube
most viewed) tend to have a high audiovisual quality: they are most satisfying in
terms of quality perception. Finally, selecting from YouTube top rated videos is
preferred for content retrieval. In summary, although a number of trends can be
identified, there are no significant differences in the reported satisfaction between
the different content retrieval types.
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Figure 2.5: Mean satisfaction per content retrieval type with the 95% confidence intervals
2.3.5 The relation between the consumption percentage and the
reported satisfaction
Finally, we also wanted to see if the consumption percentage (objective data) and
the reported satisfaction (subjective data) converge. This comes down to the ques-
tion: do implicit and explicit feedback converge? In our study this would im-
ply that the percentage of a video that is watched by the user, is an indication
of his or her (dis)satisfaction with the content, audiovisual quality, and/or con-
tent retrieval type. In order to answer this question, a Multivariate ANalysis Of
VAriance (MANOVA) was used. MANOVA is a statistical test procedure for com-
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paring multivariate (population) means of several groups. MANOVA is used when
there are two or more dependent variables, and is therefore a generalized form of
univariate analysis of variance (ANOVA) [4]. An ANOVA (analysis of variance)
is used to determine whether or not the means of several groups are all equal, and
therefore generalizes the T-test, (a statistical hypothesis test which compares the
mean values of two groups,) to more than two groups [4].
To investigate the convergence of implicit and explicit feedback, a one-way
MANOVA was computed using consumption percentage as a factor and the sub-
jective measures of satisfaction (satisfaction content, satisfaction quality, and sat-
isfaction retrieval) as dependents. More concretely, we used a dichotomized mea-
sure of consumption percentage with a cut-off value of 90%: incomplete consump-
tion means that 0-90% of the video was watched, and (nearly) complete consump-
tion means that 91-100% of the video was watched.
The MANOVA analysis showed a significant effect of (in)complete consump-
tion on the combined dependent satisfaction variable, (F (3, 167) = 3.92, p <
0.05; Wilks′λ = 0.93). Although an univariate ANOVA analysis indicates signif-
icant effects of the factor on all three dependent variables (p < 0.05), further anal-
ysis using a Bonferroni adjusted p-level (of 0.05/3 = 0.017) suggests that there is
no significant effect on the satisfaction with audiovisual quality (satisfaction qual-
ity), (F (1, 169) = 3.80, 0.017 < p = 0.02 < 0.05), and on the satisfaction with
the way of content retrieval (satisfaction retrieval), (F (1, 169) = 4.53, 0.017 <
p = 0.035 < 0.05). Put differently, the way that the video is found does not in-
fluence whether it will be watched completely or incompletely. The same goes for
the audiovisual quality, so, e.g., even when the technical quality of a video is poor,
the user may still finish watching.
On the other hand, there is a significant effect of consumption percentage on
the satisfaction with the content, (F (1, 169) = 7.86, p = 0.006 < 0.0017 <
0.05). This indicates that the difference between incomplete viewing and (nearly)
complete viewing for satisfaction content in Figure 2.6 is substantial. Respondents
who watch more than 90% of a video (objective data) report a significantly higher
satisfaction with the video’s content (subjective data), suggesting a convergence of
both data sources. In other words, people tend to watch the (nearly) entire video if
they like it and if they watch only a part of the video, it is likely that they are less
happy with the content.
2.3.6 Qualitative feedback from the test subjects
We also asked the respondents whether they intend to continue using the appli-
cation or not, and equally important in case of the latter: why not? Although
48.6% intended to keep using the application, 51.4% of the test subjects responded
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Figure 2.6: Mean satisfaction per viewing behaviour with the 95% confidence intervals
negatively to this question. An analysis of the responses to the ‘why?’ question
indicates a number of reasons.
A number of test subjects believe that there are already sufficient platforms
for online video watching and sharing with various possibilities and affordances9.
They find no substantial added value in PersonalTV compared to sites such as
YouTube or Vimeo, which offer the same content, similar recommendation ser-
vices, and more features for retrieval. In this respect, one of the respondents men-
tioned the ‘queue’ and ‘add to playlist’ options on YouTube: “Videos can’t be
‘marked’ for a future viewing session like on YouTube. This would, however, make
it a lot easier to retrieve them without too much effort.” The lack of compatibility
with existing online video platforms is also mentioned. It is argued that a better in-
tegration might make the application more attractive for users: “If the application
would be built in a site like YouTube, then I would probably use the application
more often. Now, you need to make a detour by logging in to Facebook to start the
application.”
This procedure, which requires users to log in on Facebook to use the applica-
tion and receive personalized suggestions, is experienced as time-consuming and
inhibiting by several test subjects. On YouTube, e.g., even non-registered users re-
ceive recommendations based on their previous viewing behaviour. The detour via
Facebook, thus, requires an additional effort that some test subjects are not willing
to make.
9An affordance is a quality of an object, or an environment, which allows an individual to perform
an action.
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Addressing the key asset of the application, a number of test subjects men-
tioned that the recommendations that they received were not sufficiently refined
and, therefore, not matching their particular interests. They state that there is still
a significant margin for improvement. An important factor in this respect could
be the fact that for most of the participants, the number of evaluated videos is still
rather limited (cfr. cold start problem) and the videos are possibly very diverse
in terms of content. The cold start problem is a typical problem of recommender
systems. As recommendation algorithms suggest items based on users’ past pref-
erences, new users have to rate a sufficient number of items to enable the system
to capture their preferences accurately and thus provide reliable recommendations.
As a result, it is (more) difficult for the PersonalTV recommendation algorithm to
make good suggestions. In this respect, one person argues, “Since these recom-
mendations are an aggregation of previous behaviour and since the offer is always
a common denominator, I don’t intend to use the application again. I have more
faith in a human editor (e.g., a friend) for finding and suggesting interesting con-
tent for me.”
For most other participants, the main reason(s) for having no intention to use
the application in the future is/are the lack of time and lack of interest in watching
online videos: “I rarely watch videos online and never proactively look for them. I
don’t feel the need to spend time on this.” A final important reason that was given
for not adopting the PersonalTV application is that of ‘habit’. As one test subject
phrases it, “For me it is a matter of habit. I always go to YouTube when I want to
watch online video content. I am used to the interface as well.”
At the level of suggestions for improvement, it was mentioned that a more
expanded content offer (e.g., premium content) might help to improve the user ex-
perience. Also, the possibility to change settings related to the suggestions might
be useful: one of the respondents mentions that “it would be better if more sugges-
tions could be offered and if these could be better sorted by category; for example,
I’m interested in comedy and music, but that doesn’t mean that I’m always in the
mood to watch both.” Another suggestion concerns the ability to specify a number
of personal preferences in the profile so that the user can also build up his or her
profile by indicating, e.g., preferred genres, the fact that he or she only watches
short videos, etc.
Finally, some usability and Quality of Service (QoS) issues were identified as
well. In terms of usability, it was mentioned that it should be easier and clearer
to navigate through the list of thumbnails and to scroll down. Since several par-
ticipants made this remark, it should be more closely investigated and changed if
necessary. One test subject also had difficulties due to an incompatible screen res-
olution. In terms of quality of service, one participant experienced problems with
the web server, which could not establish a connection to YouTube. Since there
was only one participant who reported on this issue, but the problem was encoun-
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tered several times, it may be due to the blocking of YouTube on the computer or
the network of the participant.
2.4 Conclusions
This chapter presented results from a study aimed to evaluate a recommender sys-
tem from a user point of view, thereby providing insights into the users’ interaction
behaviour and experience with the system. To this end, explicit, subjective user
feedback was complemented with implicit, objectively gathered data. By involv-
ing a panel of test subjects, we tried to gather insights that might help to optimize
and refine recommender systems. To enable the logging of different objective pa-
rameters, the PersonalTV service was developed and used as test system. The
PersonalTV service enables its users to watch YouTube videos and builds up a
personal viewing profile in order to give personalized content suggestions.
We investigated whether the content retrieval method (YouTube most viewed,
YouTube top rated, YouTube search, or algorithm suggestions) had an influence on
the consumption percentage (objective data) and on the reported satisfaction (sub-
jective data) of the test subjects. In this respect, we found that the content retrieval
method had no significant effect on the consumption percentage. A similar con-
clusion holds for the reported satisfaction of the test subjects. Although a number
of trends were identified, the four content retrieval types do not yield significant
differences in terms of user satisfaction with the content, audiovisual quality, and
way of content retrieval.
We also investigated whether the measured objective user interaction (implicit
feedback) and the subjective evaluations (explicit feedback) converge. The results
indicate that there is no significant correlation between the objective measure con-
sumption percentage and two of the satisfaction measures (satisfaction quality and
satisfaction retrieval). In contrast, the consumption percentage has a significant
influence on the satisfaction with the content: (nearly) complete viewing yields
a significantly higher satisfaction with the content of the video thus suggesting a
convergence of both measures and implying that consumption percentage could
be used as an indirect rating mechanism. This implicit feedback mechanism might
help to lower the burden on the user of having to rate every watched video and it
might lessen the dependence of the algorithm on explicit user feedback.
An important remark should be made in this respect: although we assumed that
playing a video until the end or stopping a video prematurely could provide a cue
on the user’s appreciation of this video, this assumption may not always hold true
and should, thus, be used with care. Users may have other reasons for stopping
a video before the end: e.g., the viewing session is interrupted, the user wants to
watch the video at a more convenient time, etc.; and these behavioural actions do
not necessarily represent an implicit evaluation of the (recommended) content in
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terms of approval or disapproval. The correct interpretation of this implicit feed-
back is especially challenging in a natural viewing context in which there is no
control over the viewing conditions. It is also crucial, since incorrectly interpreted
implicit feedback may affect the accuracy of the recommendations that are made
to the users in a negative way. Some of the issues related to gathering and inter-
preting of implicit feedback could be addressed in future research by analysing
the viewing sessions (and related monitored data) at a higher level. By combining
video metadata with timestamps and other logged viewing-related data, it could,
e.g., be investigated whether a video was watched within a consumption spurt (i.e.,
a sequence of viewed videos) or at the end of a spurt.
Evaluating the PersonalTV service as a recommender system use case pro-
vided insights into the users’ expectations and experiences. Although some of the
suggestions and comments made by the panel members relate to more general is-
sues such as the login via Facebook, the lack of certain features for video retrieval
and storage, the fact that the user cannot control his or her profile or make it more
complete by specifying personal preferences, etc., these aspects affected the par-
ticipants’ experience and satisfaction with the application. A better integration of
relevant personal information and of preferences specified by users themselves in
the recommendation algorithm, can help to increase the accuracy of the recom-
mendations and to reduce the time that is needed to build up a user profile.
The collected feedback helps to understand drawbacks and barriers to use, re-
use, or prolonged use of a recommendation application. In view of the evaluation
of a recommendation application, this temporal aspect is of vital importance since
the accuracy of the suggestions largely depends on the completeness of the user’s
profile and, thus, on the frequent use of the application.
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3
User-centric evaluation of
recommendation algorithms
3.1 Introduction
In this chapter, the focus is on evaluating recommendation algorithms from a user
point of view. For the comparison of algorithms, often offline metrics like the
RMSE, MAE, or precision and recall are calculated [1], as explained in chapter 1.
These kinds of metrics allow automated and objective comparison of the accuracy
of the algorithms but they alone cannot guarantee user satisfaction in the end [2].
As shown in [3], the use of different offline metrics may even lead to a different
outcome of the ‘best’ algorithm for the job. What is more, Hayes et al. [4] state
that real user satisfaction can only be measured in an online context.
In this chapter, the satisfaction for real-life users is assessed by means of an on-
line user-centric evaluation. Five different recommendation algorithms are com-
pared in terms of accuracy, familiarity, novelty, diversity, transparency, satisfac-
tion, trust, and usefulness. Furthermore, the relationship between these qualitative
attributes is investigated.
This online evaluation was performed in the context of recommending cultural
events for the users of ‘Uit in Vlaanderen’1, a Belgian cultural events website.
This website contains the details of more than 30,000 near future and ongoing
1http://www.uitinvlaanderen.be/
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cultural activities including movie releases, theatre shows, exhibitions, fairs, and
many others2.
In the research domain of recommender systems, numerous studies have fo-
cused on recommending movies. They have been studied thoroughly and many
best practices are known. The area of event recommendations on the other hand
is relatively new. Events are so called one-and-only items [5], which makes them
harder to recommend. Whereas other types of items generally remain available
(and thus recommendable) for longer periods of time, this is not the case for events.
They take place at a specific moment in time and place to become irrelevant very
quickly afterwards.
Some approaches towards event recommendation do exist. For the Pittsburgh
area, a cultural event recommender was built around trust relations [6]. Friends
could be explicitly and implicitly rated in terms of trust ranging from ‘trust strongly’
to ‘block’. A recommender system for academic events [7] focused more on so-
cial network analysis in combination with Collaborative Filtering (CF) and finally,
a hybrid event recommendation algorithm [8] was described as an approach in
which both aspects of CF and Content-Based (CB) algorithms were employed.
To our knowledge, event recommendation algorithms were never compared in a
user-centric designed experiment with a focus on optimal user satisfaction.
3.2 Test setup
3.2.1 Goals of the study
The end goal of this research is to improve the user satisfaction for real-life visitors
of event websites. For that reason, an online user-centric evaluation experiment
is performed to compare commonly-used recommendation approaches. Whereas
several studies on event recommendations already exist in literature, such a com-
parison study including different algorithms remains absent. So, the goal of this
experiment is, in the short-term, to discover the ‘best’ recommendation approach
for event websites according to the users, and in the long-term, to improve the user
satisfaction of these recommendation services.
Both explicit and implicit feedback in the form of user interactions with the
website were logged over a period of 41 days, serving as the input for the five rec-
ommendations algorithms used in this experiment. By means of a questionnaire,
test subjects were asked to rate different qualitative aspects of the recommender
system, not only accuracy, but also more indirect characteristics such as user satis-
faction and trust. These subjective evaluations can reveal the correlations and any
causal relationships between the qualitative aspects. The results of this experiment
2Our work regarding personal recommendations for events was in cooperation with the MultiMedia
Lab (MMLab) research group, Department of Electronics and Information Systems, Ghent University.
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can be used to choose the most optimal recommendation approach, depending on
the qualitative aspects that have to be optimized.
3.2.2 Procedure
In this section, we elaborate on the specifics of the experiment such as the feedback
collection, the recommendation algorithms, how we randomized the users, and the
questionnaire.
3.2.2.1 Gathering feedback
Feedback collection is a very important aspect of the recommendation process.
Since the final recommendations can only be as good as the quality of their input,
collecting as much high quality feedback as possible is of paramount importance.
Previous feedback experiments we ran on the website [9] showed that collect-
ing explicit feedback (in the form of explicit ratings) is very hard, since users do
not rate often. Clicking and browsing through the event information pages are
on the other hand activities that were abundantly logged. Now, various activities
on the event information page actually indicate a user preference for the event.
E.g., clicking the ‘share on Facebook’ or ‘share on Twitter’ button, querying the
itinerary, printing the event’s information, querying information regarding public
transportation to reach the event, querying additional dates and locations or details
about the event, mailing the event to a friend, or just browsing the event informa-
tion page.
Since explicit ratings are typically provided after an event has been visited,
and feedback is usually gathered when the event is not available for attendance
any more, CF algorithms would be useless if they are only based on these explicit
ratings. It therefore makes sense to utilize also implicit feedback indicators such as
printing the event’s information, which can be collected before the event has taken
place. For optimal results, we therefore monitored explicit feedback in the form of
clicks on ‘I like this’ as well as implicit feedback in the form of user interactions
with the event website. In total 11 distinct feedback activities were combined into
a feedback value that expresses the interest of a user for a specific event.
The different activities are listed in Table 3.1 together with their resulting feed-
back values which were intuitively determined. These feedback values range from
1 if we are absolutely sure that a user is fond of the event (e.g., if the user explic-
itly stated that he/she likes the event), down to 0.3 if we are far less sure (e.g., if
the user only browsed the event information page). The max() function is used
to aggregate multiple feedback values in case a user provided feedback in more
than one way for the same event. E.g., if the user only browsed the event page, a
feedback value of 0.3 is registered, but if the user also queries additional informa-
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tion about public transportation, a feedback value of 0.6 is registered. (Alternative
functions such as the sum() are of course possible.)
Feedback activity Feedback value
Click on ‘I like this’ 1.0
Share on Facebook/Twitter 0.9
Click on Itinerary 0.6
Click on Print 0.6
Click on ‘Go by bus/train’ 0.6
Click on ‘Show more details’ 0.5
Click on ‘Show more dates and locations’ 0.5
Mail to a friend 0.4
Browse to an event page 0.3
Table 3.1: The activities that were logged as user feedback together with the feedback value
indicating the interest of an individual user for a specific event
3.2.2.2 Recommendation algorithms
The collected feedback is used as input for the recommender system to generate
personalized suggestions for the test subjects. In this experiment, five different al-
gorithms are used, each of which generated a list of personal recommendations for
every test subject. Each test subject, unaware of the different algorithms, is ran-
domly assigned to one of the five user groups receiving recommendations gener-
ated by one of these algorithms as described in Section 3.2.2.3. For each algorithm,
the final event recommendations are checked for their availability and familiarity
with the user. Events that are not available for attendance any more (availability),
or events that the user has already explored by viewing the webpage, or clicking
the link (familiarity), are replaced in the recommendation list.
Bollen et al. [10] hypothesized that a set of somewhere between seven and ten
recommended items would be ideal in the sense that it can be quite a diverse set
but still manageable for the users. Therefore, the test subjects of this experiment
received a recommendation list containing eight events together with an online
questionnaire to evaluate different qualitative aspects of their recommendations,
as discussed in Section 3.2.2.4.
As explained earlier, the focus of this research is not on developing a new
recommender but rather on investigating the qualitative aspects of existing rec-
ommendation approaches in the context of event recommendation. Therefore, a
number of state-of-the-art recommendation algorithms are used: a CB recommen-
dation algorithm, a Nearest Neighbourhood (NN) CF technique, a hybrid CF-CB
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algorithm (Hybrid), and a recommendation algorithm based on Singular Value De-
composition (SVD). As a baseline recommendation algorithm, we used the ran-
dom recommender (RAND).
3.2.2.2.1 Content-Based algorithm (CB) CB recommendation algorithms gen-
erate personalized recommendations based on the metadata of the content items.
Given the ability of CB algorithms to recommend items before they received any
feedback, they can perfectly handle the transiency of events. As a CB solution,
the InterestLMS predictor of the open-source implementation of the Duine frame-
work [11] is adopted (and extended to consider extra metadata attributes).
Based on the metadata attributes of the content items and the user’s feedback
for these items, the recommender builds a profile model for every user. This profile
contains an estimation of the user’s preference for each item and each metadata
field that is linked to an item that received feedback from the user. Based on the
preferences of this profile, the recommender predicts the user’s preferences for
new, unexplored items. Subsequently, the items with the highest prediction score
are selected for the recommendation list.
The event metadata that was available for this experiment contains the title,
the categories, the artist(s), and keywords originating from a textual description
of the event. A weighting value is assigned to the various metadata fields (see
Table 3.2), thereby attaching a relative importance to the fields during the match-
ing process (e.g., a user preference for an artist is more important than a user
preference for a keyword of the description). The employed keyword extraction
mechanism is based on a Term Frequency-Inverse Document Frequency (TF-IDF)
weighting scheme, and includes features as stemming and filtering stop words.
Metadata field Weight
Artist 1.0
Category 0.7
Keyword 0.2
Table 3.2: The metadata fields used by the CB recommendation algorithm with their
weights indicating their relative importance
3.2.2.2.2 Collaborative Filtering (CF) The used implementation of CF is based
on the work of Breese et al. [12]. This nearest neighbour collaborative filter uses
the Pearson correlation metric for discovering similar users or similar items based
on the consumption behaviour (i.e., explicit or implicit feedback) of all users in
the system.
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In the user-based approach (UBCF), the user’s preference for an item is pre-
dicted based on the preferences of similar users. The obtained prediction score
estimates how much the item will be appreciated by the user. The items with the
highest prediction score are included in the recommendation list for this user. In
the item-based approach (IBCF), the user’s preference for an item is predicted
based on his/her preferences for similar items in the system. Again, the items with
the highest prediction score are recommended to this user.
In this experiment, we opted for the user-based nearest neighbour approach
(UBCF) because of the higher user-user overlap compared to the item-item over-
lap. Neighbours were defined as being users with a minimum overlap of 1 event in
their feedback profiles but had to be at least 5% similar according to the Pearson
similarity metric.
3.2.2.2.3 Hybrid recommender (Hybrid) The CF and CB recommender both
have disadvantages: CB-only algorithms might produce recommendations with a
limited diversity [2], and CF techniques might produce suboptimal results due to
a large amount of unrated items (cold start problem). A hybrid recommendation
algorithm, combining features of both CB and CF techniques, can (partially) elim-
inate these drawbacks.
The Hybrid recommender used in this experiment combines the recommen-
dations with the highest prediction score of the CF and CB recommender into a
new recommendation list. This algorithm acts on the resulting recommendation
lists produced by the CF and CB recommender, and does not change the internal
working of these individual algorithms. Both lists are interwoven while alternately
switching their order such that both lists have their best recommendation on top in
50% of the cases. To avoid doubles, items that are recommended by the CF as well
as by the CB recommender are only included once in the resulting list. The result
is an alternating list of the best recommendations originating from the CF and CB
recommender.
3.2.2.2.4 Singular Value Decomposition (SVD) Because of their excellent
performance, recommendation algorithms based on matrix factorization are com-
monly used. Singular value decomposition (SVD) [13] is a well-known matrix
factorization technique that addresses the problems of synonymy, polysemy, spar-
sity, and scalability for large data sets.
We opted for the open-source implementation of the SVD Recommender of
the Apache Mahout project (version 0.6) [14] in this research. Based on preceding
simulations on an offline data set with historical data of the website, the parameters
of the algorithm were determined: 50 iterations were used to train the model and
the number of features was set at 70.
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3.2.2.2.5 Random recommender (Rand) To compare the results of the dif-
ferent recommenders, the random recommender was introduced as a baseline sug-
gestion mechanism. This random recommender generates recommendations by
performing a random sampling of the available events. The only requirement of
these random recommendations is that the events are still available (i.e., it is still
possible for the user to attend the event). The evaluation of these random rec-
ommendations allows to investigate if users can distinguish random events from
personalized recommendations, and if so, the relative (accuracy) improvement of
more intelligent algorithms over random recommendations.
3.2.2.3 Recruiting test subjects
For this experiment, test subjects were recruited from the existing users of the
event website. These users were requested to participate in the experiment by
an invitation in the newsletter and by a banner on the website. Users who were
interested to participate were explained that their clicking behaviour on the website
would be tracked in order to generate personal recommendations.
Test subjects who subscribed for the experiment, but who had not been active
on the website after a period of 28 days, received a reminder e-mail to encourage
them to use the website. The test subjects’ activities on the website were monitored
during a period of 41 days and the resulting data was used as input for the five
algorithms to generate personal recommendations.
Since certain test subjects have provided only a limited amount of feedback
during the experiment, not all algorithms were able to generate personal recom-
mendations for these users. CF algorithms, for instance, can only identify neigh-
bours for users who have overlapping feedback with other users (i.e., provided
feedback on the same event as another user). Without these neighbours, CF algo-
rithms are not able to produce recommendations.
Therefore, test subjects with a limited amount of feedback, hindering (some
of) the algorithms to generate (enough) recommendations for that test subject, are
treated separately in the analysis. Many of these test subjects were not very ac-
tive on the website or did not finish the evaluation procedure as described in Sec-
tion 3.2.2.4. This group of cold-start users received recommendations from a ran-
domly assigned algorithm that was able to generate recommendations for that test
subject based on the limited profile. Since the random recommender can produce
suggestions even without user feedback, at least 1 algorithm was able to generate a
recommendation list for every test subject. The comparative evaluation of the five
algorithms however, is based on the remaining test subjects, who provided suffi-
cient feedback for all algorithms. Each of these remaining test subjects is randomly
assigned to one of the five algorithms, which generates the personal suggestions
for that test subject. This way, the five algorithms, as described in Section 3.2.2.2,
are evaluated by a number of randomly selected users of the website.
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Subsequently, test subjects were informed via e-mail about the availability of
these recommendations on the website. Herewith, they were asked to fill in a
digital questionnaire to evaluate qualitative aspects of their recommendations, as
described in Section 3.2.2.4. Again, a reminder e-mail was sent to encourage
the test subjects if they had not yet completed the questionnaire five days after
receiving the recommendations.
3.2.2.4 Evaluation procedure
While prediction accuracy of ratings used to be the only evaluation criteria for
recommender systems, during recent years optimizing the user experience has in-
creasingly gained interest in the evaluation procedure [2]. Existing research has
proposed a set of criteria detailing the characteristics that constitute a satisfying
and effective recommender system from the user’s point of view. To combine
these criteria into a more comprehensive model that can be used to evaluate the
perceived qualities of recommender systems, Pu et al. have developed an evalu-
ation framework for recommender systems [15]. This framework aims to assess
the perceived qualities of recommenders such as their usefulness, usability, inter-
face and interaction qualities, user satisfaction of the systems, and the influence
of these qualities on users’ behavioural intentions including their intention to tell
their friends about the system, the purchase of the products recommended to them,
and the return to the system in the future.
Therefore, we adopted (part of) this framework to measure users’ subjective
attitudes based on their experience towards the event recommender and the var-
ious algorithms tested during our experiment. Via an online questionnaire, test
subjects were asked to answer 14 questions on 5-point Likert scale ranging from
“strongly disagree” (1) to “strongly agree” (5) regarding aspects as recommenda-
tion accuracy, novelty, diversity, satisfaction, and trust in the system. As explained
in chapter 1, some of these qualitative aspects, such as the user’s trust in the sys-
tem, are impossible to derive from offline evaluations. By means of an online
questionnaire however, these subjective quality aspects can be assessed. Table 3.3
lists the 8 most relevant questions for this research, which are directly related to
one of the quality aspects of the event recommender system. To check the con-
sistency of the test subjects’ answers, some of the questions were asked using a
reverse scale.
As on many websites, there were no explanations for the recommendations in
order to keep the recommendation block on the website as compact as possible.
Therefore, the transparency aspect measures the extent to which the users were
expecting the received recommendations based on their previous activities on the
website, rather than the extent to which the recommendations can be clarified by
using explanations.
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Reference Quality metric Question
Q1 accuracy The items recommended to me matched my interests.
Q2 familiarity Some of the recommended items are familiar to me.
Q4 novelty The recommender system helps me to discover new items.
Q5 diversity
The items recommended to me are similar to each other
(reverse scale).
Q7 transparency
I didn’t understand why the items were recommended to me
(reverse scale).
Q8 satisfaction Overall, I am satisfied with the recommender.
Q10 trust The recommender can be trusted.
Q13 usefulness
I would attend some of the events recommended, given the
opportunity.
Table 3.3: The questions that were used to evaluate the recommendations of the event web-
site, together with a reference to these questions
3.2.3 Sample description
Almost 60000 registered users of the event website received an invitation for the
experiment via the newsletter. In total 612 users responded positively to the request
to participate in the experiment. So, we achieved an acceptance rate of around 1%,
which is not abnormal for an online experiment. Of these 612 users who were
interested, 232 actually completed the online questionnaire regarding their rec-
ommendations. After removal of questionable samples (e.g., users who answered
every question with the same value, including the questions with a reverse scale)
and users with insufficient feedback for the algorithms, 193 users remained. They
had by average 22 consumptions (i.e., expressed feedback values for events) and
84% of them had 5 or more consumptions. The final distribution of the test subjects
across the algorithms is displayed in Table 3.4.
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Algorithm
Number of
test subjects
CB 43
CB+UBCF 36
RAND 45
SVD 36
UBCF 33
Table 3.4: The five algorithms compared in the user-centric evaluation and the number of
test subjects that actually completed the questionnaire about their recommenda-
tion list
3.3 Results
3.3.1 Subjective evaluations
Figure 3.1 shows the averaged results of the answers provided by the 193 test
subjects in this experiment for the 8 questions we described in Section 3.2.2.4
and for each algorithm. These averaged results are used as an estimation of the
quality of the algorithm regarding a specific aspect. The error bars indicate the
95% confidence intervals of these average values.
Evaluating the answers to the questionnaire showed that the hybrid recom-
mender (Hybrid) achieved the best averaged results to all questions, except for
question Q5, which asked the user to evaluate the similarity of the recommenda-
tions (i.e., diversity in reverse scale). For question Q5, the random recommender
obtained the best results in terms of diversity, since random suggestions are rarely
similar to each other.
The CF algorithm was the runner-up in the evaluation and achieved a second
place after the hybrid recommender for almost all questions (again except for Q5,
in which CF was the fourth after the random recommender, the hybrid recom-
mender, and SVD).
The recommendations of the CB algorithm were moderately appreciated by
the test subjects. For most questions, the averaged results of the CB recommender
were worse than the results of the CF and Hybrid recommender but better than the
SVD and random recommender. One exception is Q5, in which the CB recom-
mender received the worst average score on diversity. Because the CB algorithm
recommends the items that are most similar (in terms of metadata) to the items
that the user has already consumed in the past, the test subjects evaluated these
recommendations as the most similar to each other.
The average performance of SVD was lower than expected by achieving the
worst results for questions Q1, Q7, Q8, Q10, Q13 and the second worst results
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(after the random recommender) for questions Q2, and Q4. So surprisingly, the
SVD algorithm performs (averagely) worse than the random method on some fun-
damental questions like for example Q8, which addresses the general user satis-
faction. We note however that the difference in values between SVD and the Rand
algorithm was not found to be statistically significant except for question Q5.
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Figure 3.1: The averaged answers (on a 5-point Likert scale) of the evaluation question-
naire for each algorithm and the corresponding error bars indicating the 95%
confidence intervals of the average values
This observation is further investigated by the histogram (Figure 3.2) of the dif-
ferent values (1 to 5) for the answers provided for question Q8. A clear distinction
between the histogram of the SVD algorithm and the histograms of the other algo-
rithms (UBCF and Hybrid shown in Figure 3.2) can be seen. Whereas for UBCF
and Hybrid most values are grouped towards one side of the histogram (i.e., the
higher values), this is not the case for SVD. It turns out that the opinions about the
general satisfaction of the SVD algorithm where somewhat divided between good
and bad with no apparent winning answer. Approximately half of the test subjects
are dissatisfied with their suggestions, providing a rating of 1 or 2; and half of the
test subjects are pleased, evaluating the suggestions with 4 or 5. These noteworthy
rating values for the SVD recommender are not only visible in the results of Q8,
but also for other questions like Q2 and Q5. These findings indicate that SVD
works well for many users, but also provides inaccurate recommendations lead-
ing to dissatisfaction for a considerable number of other users. These inaccurate
recommendations may be due to a limited amount of user feedback and therefore
sketchy user profiles.
As expected, the random recommender obtained for most qualitative attributes
a poor average score. Since these random recommendations are mostly unrelated
to previously consumed content, most recommendations are not familiar to the
test subjects and the random recommender obtained a low average score regarding
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Figure 3.2: The histogram of the values (1 to 5) that were given to question Q8 (satisfaction)
for the algorithms UBCF, Hybrid, and SVD
trust. In terms of diversity, the random recommender generates the most diverse
recommendation list. Still a considerable number of test subjects thinks this list
contains (too) similar recommendations (average rating of 2, including ratings of
4 and 5).
The success of the hybrid recommender is not only clearly visible when com-
paring the average scores for each question (Figure 3.1), but the hybrid recom-
mender also showed to be statistically significantly better than every other algo-
rithm (except for the CF recommender) for the majority of the quality metrics
(accuracy (Q1), familiarity (Q2), satisfaction (Q8), trust (Q10), and usefulness
(Q13)). A one-way ANalysis Of VAriance (ANOVA) relies on the restrictive as-
sumptions of homogeneity of the variances of the distributions and normality of
the distributions of the residuals [16]. Also the commonly-used T-test, a statisti-
cal hypothesis test which compares the mean values of two groups, relies on the
assumption that the samples follow a normal distribution [16]. Since the test sub-
jects’ evaluations are discrete values, these assumptions may not apply. Therefore,
the five recommendation algorithms were compared using the Wilcoxon rank-sum
test as alternative. The Wilcoxon rank-sum test is a non-parametric statistical hy-
pothesis test for assessing whether one of two samples of independent observations
tends to have larger values than the other [17]. This way, the subjective evaluations
of the qualitative aspects of the recommendations were compared according to a
Wilcoxon rank-sum test using the recommendation algorithm as the grouping vari-
able (independent variable). Table 3.5 shows the algorithms and qualitative aspects
for which statistically significant differences (p < 0.05) could be noted according
to this non-parametric statistical hypothesis test. Note that the matrix is symmetric.
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CB UBCF Hybrid SVD RAND
CB - familiarity,diversity, trust
accuracy,
familiarity,
diversity,
satisfaction, trust,
usefulness
accuracy,
diversity,
transparency,
satisfaction
familiarity,
diversity
UBCF familiarity,diversity, trust - usefulness
accuracy,
familiarity,
transparency,
satisfaction, trust
familiarity,
diversity, trust
Hybrid
accuracy,
familiarity,
diversity,
satisfaction, trust,
usefulness
usefulness -
accuracy,
familiarity,
transparency,
satisfaction, trust,
usefulness
accuracy,
familiarity,
novelty, diversity,
transparency,
satisfaction, trust,
usefulness
SVD
accuracy,
diversity,
transparency,
satisfaction
accuracy,
familiarity,
transparency,
satisfaction, trust
accuracy,
familiarity,
transparency,
satisfaction, trust,
usefulness
- diversity
Rand familiarity,diversity
familiarity,
diversity, trust
accuracy,
familiarity,
novelty, diversity,
transparency,
satisfaction, trust,
usefulness
diversity -
Table 3.5: The complete matrix of statistically significant differences between the algo-
rithms on all the qualitative aspects using the Wilcoxon rank-sum test on a con-
fidence level of 0.95.
3.3.2 Relating the quality aspects
Figure 3.1 seems to indicate that some of the answers to the questions are highly
correlated. One clear example is question Q1, about whether or not the recom-
mended items matched the user’s interest, and question Q8, which asked about the
general user satisfaction. As obvious as this correlation may be, other correlated
questions may not be so easy to detect by inspecting the averaged results and so
we calculated the complete correlation matrix for every question over all the algo-
rithms using the Pearson correlation metric (Table 3.6). Due to the Pearson metric,
values are distributed between -1.0 (negatively correlated) and 1.0 (positively cor-
related), and the matrix is symmetric. Note that questions Q5 and Q7 were in
reverse scale. The bold values indicate the statistically significant correlations on
a confidence level of 0.95.
From the correlation values, an interesting trend can be noted for the questions
Q1, Q8, and Q10, dealing with respectively the accuracy of the recommendations,
the user satisfaction, and user’s trust of the system. The answers to the questions
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regarding these three quality metrics are highly correlated to each other (very sig-
nificant p < 0.01). Although correlation should not be confused with causality,
the data indicate the strong relation between recommendation accuracy, user satis-
faction, and trust of the system.
The strong correlation between transparency and the other quality metrics (such
as satisfaction and trust), may be another reason why SVD performed worse than
expected in the subjective evaluations of the experiment. Its inner workings are the
most obscure and least obvious to the user and therefore also the least transparent.
This limited transparency may have a negative influence on the user satisfaction
and his/her trust in the system.
Another interesting observation lies in the correlation values of question Q5.
The answers to this diversity question are almost completely unrelated to every
other question (i.e., low correlation values which are not significant p > 0.05).
It seems like the test subjects of the experiment did not value the diversity of a
recommendation list as much as the other aspects of the recommendation system.
The averaged results (Figure 3.1) of the answers on the diversity question (lower
is more diverse) confirmed this idea. The ordering of how diverse the recommen-
dation lists produced by the algorithms were, is in no way reflected in the general
user satisfaction, usefulness, or trust of the system.
Q1 Q2 Q4 Q5 Q7 Q8 Q10 Q13
accuracy familiarity novelty diversity transparency satisfaction trust usefulness
Q1
accuracy 1 .431 .459 .012 -.731 .767 .783 .718
Q2
familiarity .431 1 .227 .036 -.405 .387 .429 .415
Q4
novelty .459 .227 1 -.037 -.424 .496 .516 .542
Q5
diversity .012 .036 -.037 1 0.16 -.008 .001 -.096
Q7
transparency -.731 -.405 -.424 .016 1 -.722 -.707 -.622
Q8
satisfaction .767 .387 .496 -.008 -.722 1 .829 .712
Q10
trust .783 .429 .516 .001 -.707 .829 1 .725
Q13
usefulness .718 .415 .542 -.096 -.622 .712 .725 1
Table 3.6: The correlation matrix for the answers to the 8 most relevant questions on the
online questionnaire of the user-centric evaluation.
To gain some deeper insight into the influence of the qualitative attributes to-
wards each other, a simple linear regression analysis was performed. By trying
to predict a qualitative attribute by using all the other ones as input to the regres-
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sion function, a hint of causality may be revealed. Multiple stepwise regression
analysis was used with bidirectional elimination: a combination of the forward
selection approach, which step by step tries to add new variables (that have the
highest marginal influence on the dependent variable) to its model, and the back-
ward elimination approach, which step by step tries to remove the variables (with
lowest marginal influence on the dependent variable) from the model. The follow-
ing lines express the regression results. The qualitative attributes that were added
to the model as predictive variables are indicated by means of an arrow notation
and ordered (in descending order) according to their influence on the dependent
variable. Between brackets we also noted the coefficient of determination, R2.
This coefficient indicates what percentage of the variance in the dependent vari-
able can be explained by the model. R2 will be 1 for a perfect fit and 0 if no linear
relationship can be found.
accuracy ← trust, transparency, usefulness, satisfaction (R2 = 0.7131)
familiarity ← trust, usefulness, transparency (R2 = 0.2195)
novelty ← usefulness, trust (R2 = 0.3260)
diversity ← usefulness, accuracy (R2 = 0.0230)
transparency ← accuracy, satisfaction, trust, familiarity (R2 = 0.6095)
satisfaction ← trust, accuracy, transparency, usefulness (R2 = 0.7470)
trust ← satisfaction, accuracy, usefulness, novelty, transparency, familiarity
(R2 = 0.7625)
usefulness ← accuracy, trust, novelty, satisfaction, diversity, familiarity
(R2 = 0.6395)
The most interesting regression result is the line in which satisfaction (Q8) is
predicted by the accuracy (Q1), transparency (Q7), trust (Q10), and usefulness
(Q13). This result further strengthens our belief that accuracy (Q1) and trans-
parency (Q7) are the main influencers of user satisfaction in our experiment (we
consider trust (Q10) and usefulness (Q13) rather as results of respectively trans-
parency and accuracy than real influencers of satisfaction, but they are of course
also related). This regression model can also clarify the low performance of the
SVD recommender regarding user satisfaction: the low transparency of the SVD
recommender has a negative influence on the user satisfaction.
Because of the low and insignificant correlations between the diversity and
the other qualitative attributes (Table 3.6), the regression model for the diversity
(Q5) has a very low coefficient of determination (R2 = 0.0230). As a result, the
variance in the diversity can only for a small fraction be explained in terms of the
other qualitative attributes.
68 CHAPTER 3
3.3.3 Offline evaluation
In addition to this online and user-centric experiment, an offline analysis was per-
formed to compare the real, subjective opinions of the test subjects (originating
from the online experiment) with the measured objective accuracy (of the offline
analysis). For the offline analysis, recommendations were calculated on a train-
ing set containing 80% of the samples, which were randomly sampled from the
collected feedback in the experiment. Using the leftover 20% as the test set, the
accuracy of every algorithm was calculated over all users in terms of precision,
recall, and F1-measure (Table 3.7). To average out any random effects, this proce-
dure was repeated 10 times, each time with a different random partitioning of the
data in training set and test set.
In this experiment, over 30,000 items were available for recommendation and
on average only 22 items were consumed per user. Because of this extreme sparse
consumption matrix, low values are obtained for the precision, recall, and F1-
measure in the offline evaluation.
Algorithm Precision (%) Recall (%) F1 (%)
CB 0.462 2.109 0.758
UBCF 1.359 4.817 2.119
Hybrid 1.173 4.377 1.850
SVD 0.573 2.272 0.915
Rand 0.003 0.015 0.005
Table 3.7: The accuracy of the recommendation algorithms in terms of precision, recall, and
F1-measure based on an offline analysis
By comparing the offline and online results in our experiment, a small differ-
ence in the ranking of the algorithms can be noticed. In terms of precision, recall,
and F1, the UBCF approach obtained the best results, followed by the Hybrid,
SVD, CB, and Rand algorithm. Whereas the Hybrid approach performed best in
the online analysis, this is not the case for the offline tests.
Note also that SVD and CB have swapped places in the offline ranking, com-
pared to the ranking based on the question regarding accuracy of the online ex-
periment. So according to the results of the offline analysis, SVD showed to be
slightly better at predicting user behaviour than the CB algorithm. A possible ex-
planation (for the inverse online results) is that test subjects in the online evaluation
may have valued the transparency of the CB and Hybrid algorithm higher than its
(objective) accuracy.
The results of our offline evaluation further underline the shortcomings of these
offline procedures that only evaluate the prediction of user behaviour, thereby ne-
USER-CENTRIC EVALUATION OF RECOMMENDATION ALGORITHMS 69
glecting the influence of the recommender system on the user behaviour and other
qualitative attributes that contribute to the user experience.
It would have been interesting to be able to correlate the accuracy values ob-
tained by the offline analysis with the subjective accuracy values obtained by the
questionnaire on a user level. However, the offline evaluation showed very fluctu-
ating results with on the one hand test subjects with close to zero precision and on
the other hand some test subjects with relatively high precision values. As a result,
the correlations between the results of the offline and online evaluation were not
significant on a user level.
3.4 Conclusions
This chapter presented the results from a user-centric evaluation of recommenda-
tion algorithms, performed in the context of a Belgian cultural event website. The
experiment evaluated the user experience of five commonly-used recommendation
algorithms in terms of several qualitative attributes. Since offline evaluation met-
rics are inadequate for evaluating subjective characteristics such as usefulness and
trust, an online, user-centric experiment was chosen as evaluation procedure.
In this experiment, both implicit and explicit feedback data were logged in the
form of weighted user interactions with the event website over a period of 41 days.
Given the availability of implicit and explicit feedback as well as item metadata,
there were no restrictions regarding the algorithms that could be used. Implicit
feedback that was logged before an event took place allowed CF algorithms to rec-
ommend events before the start date; and the availability of item metadata enabled
CB approaches. Only in this ideal situation, a hybrid (CB+CF) algorithm can be
used to generate recommendations in the context of an event information system.
Each of the test subjects in the experiment received a list of eight recommenda-
tions generated by one of the five algorithms. Subsequently, the test subjects were
asked to fill in an online questionnaire that addressed the qualitative aspects of
their recommendation list: accuracy, familiarity, novelty, diversity, transparency,
satisfaction, trust, and usefulness.
Results clearly showed that the Hybrid algorithm, which combines the recom-
mendations of the CB and UBCF algorithm, outperforms (or is equally as good
in the case of question Q2 and the UBCF algorithm) every other algorithm except
for the diversity aspect. In terms of diversity the random recommendations turned
out best, which of course makes perfectly good sense. The runner-up for best al-
gorithm in terms of qualitative aspects would definitely be the UBCF algorithm
followed by the CB algorithm. This comes as no surprise considering that the Hy-
brid algorithm is mere a combination of these UBCF and CB algorithms. Since the
UBCF algorithm is second best, it looks like this algorithm is the most responsible
for the success of the Hybrid. While the weights of both algorithms were equal
70 CHAPTER 3
in this experiment (i.e., the four best recommendations of each list were selected
to be combined in the Hybrid list), it would be interesting to see how the results
evolve if these weights would be tuned more in favour of the CF approach (e.g.,
5 UBCF + 3 CB).
Inspection of the correlation values between the answers of the questions re-
vealed that diversity is in no way correlated with user satisfaction, trust, or any
other qualitative aspect that was investigated. In contrast, the recommendation ac-
curacy and transparency are qualitative aspects that are highly correlated with the
user satisfaction and turned out to be influential predictors of the user satisfaction
in the regression analysis.
The SVD algorithm came out last in the ranking of the algorithms and was
statistically even indistinguishable from the random recommender for most of the
questions except for again the diversity question (Q5). A histogram of the val-
ues for SVD and question Q8 (satisfaction) puts this into context by revealing an
almost black and white opinion pattern expressed by the test subjects in the ex-
periment. Moreover, since the user satisfaction is highly influenced by the trans-
parency of the recommendations, the limited transparency of SVD might be an-
other reason for the low subjective evaluations in the experiment.
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4
Group recommendations: considering
multiple stakeholders
4.1 Introduction
In recent years recommender systems have become the common tool to handle the
information overload problem of educational and informative web sites, content
delivery systems, and online shops. Although most recommender systems make
suggestions for individual users, in many circumstances the selected items (e.g.,
movies) are not intended for personal usage but rather for consumption in group. In
these circumstances, the suggestions should be tailored to the entire group, which
is composed of multiple stakeholders, to ensure maximum satisfaction of each in-
dividual user and the group as a whole. In this chapter, group recommendations are
evaluated in terms of various qualitative aspects via an offline analysis. Moreover,
a typical use case for group recommendations is discussed: a recommender sys-
tem for audiovisual content that generates suggestions for groups of people (such
as families or friends) in the home environment.
4.2 Test setup
4.2.1 Goals of the study
The main aim of this research is to find the optimal group recommendations ap-
proach for suggesting audiovisual content in the home environment. For this
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scenario, we evaluate the group recommendations generated by various combi-
nations of recommendation algorithms and aggregation strategies (i.e., strategies
to convert traditional recommendation algorithms into group recommendation al-
gorithms). The results show that the aggregation strategy which produces the most
accurate results is depending on the algorithm that is used for generating individ-
ual recommendations. As in chapter 3, recommendations are not only assessed
based on accuracy, but also on other qualitative aspects that are important for users
such as diversity, coverage, and serendipity. Also these qualitative aspects of the
group recommendations are to a large extent dependent on the used aggregation
strategy and recommendation algorithm. Consequently for (commercial) group
recommender systems, the aggregation strategy and algorithm have to be chosen
carefully in order to optimise the desired qualitative aspects of the group recom-
mendations.
In addition, this chapter investigates the influence of the size and composition
of the group on the quality of the recommendations. In terms of group size, we
test the hypothesis that the accuracy of the group recommendations decreases as
the group size increases, since mediating the potentially contrasting preferences of
the group members becomes more difficult for larger groups. In terms of group
composition, intuition suggests that finding group recommendations that satisfy
all group members should be easier as the group members are more similar to
each other (i.e., have similar preferences). Therefore, we test the hypothesis that
the accuracy of the group recommendations increases as the similarity between
members of the group increases. Finally, this chapter proposes a combination
of aggregation strategies which outperforms each individual strategy in terms of
accuracy.
4.2.2 Group recommendations use case: a content delivery sys-
tem for the home environment
This section provides an overview of the content delivery system for which we
search the most effective group recommendation approach. Since the effectiveness
of the recommendation algorithm can be dependent on the application domain and
the system in which it is applied, we believe it is important to describe the features
and functionally of this content delivery system.
The content delivery system provides a group of friends or a family suggestions
for videos and songs originating from their joint collection of content items. So,
the content delivery system has a key role in organizing, managing, delivering,
and suggesting content that is available in the home network of the users. The
system first aggregates the content of the group members from different sources in
the home network (e.g., external hard drives, recorders, etc.) or even from sources
in the home network of friends or relatives (if they gave permission to share their
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content). Then, the system provides an overview of the users’ joint collection
of content items (songs and videos). If users select one of these content items,
more information about the item is displayed (such as genres, actors, director, . . . )
together with a list of the most similar items.
Besides by browsing through the content items, users can find and explore con-
tent through their (personal) suggestions. These suggestions are calculated based
on the preferences of the current group of users of the system. The content items
and recommendations can be filtered based on genre to acquire a more specific se-
lection of the content collection. E.g., users can query the system for recommenda-
tions of items in the genre ‘Drama’. The quality of these group recommendations
is further investigated in Section 4.3 of this paper.
Because of the limited hardware capabilities of the in-home device that runs
the content delivery application, these recommendations are calculated by an exter-
nal recommendation service and queried by the in-home device whenever needed.
Since recommendations are calculated outside the home environment, in an exter-
nal recommendation service which gathers the feedback of all users (of different
homes), algorithms that take advantage of the community knowledge, such as Col-
laborative Filtering (CF), are applicable.
Subsequently, users can select a content item for playback on the desired de-
vice in the home environment (e.g., the television set). This interaction and view-
ing behaviour (play, pause, stop, . . . ) is logged as implicit feedback for the recom-
mender system. Besides this implicit feedback, users can provide explicit feedback
on individual items by the ‘thumbs up’ and ‘thumbs down’ icons or on genres, ac-
tors, and directors of the movie by selecting these attributes in the interface. Fig-
ure 4.1 illustrates this functionality of the content delivery system with a screenshot
of the user interface.
Users can easily create or change their group according to the current situa-
tion in the home. E.g., a group can be composed for the family members that are
planning to watch a movie. Besides adding users to a group or removing users
from a group, a personal importance weight can be assigned to each member of
the group. These weights can be used to specify the impact of each member’s
preferences on the group recommendations. This way, users can state for example
that older people of the group (such as parents) have more influence on the recom-
mendations than younger people (such as children). Three options are possible for
these weights: a high, a low, and a neutral importance. The aggregation method of
the group recommendation strategy takes these importance weights into account
during the calculation of the group recommendation list (Section 4.3.1).
Changing the group composition or the importance weights has an immediate
impact on the group recommendations which are shown in the interface. To en-
able these immediate adjustments to the recommendation list, recommendations
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Figure 4.1: A screenshot of the content delivery system showing the current users compos-
ing a group (on top), the lists of content items, and the rating mechanism
are precalculated for every combination of group composition and importance
weights. Given the small number of group members in a typical home environment
(e.g., the family members) and the limited options for the importance weights (3
possible values), the total number of group combinations remains limited, so that
the computation load is still acceptable.
4.2.3 Procedure
4.2.3.1 Evaluation method
To find the optimal group recommendation approach for the proposed system of
Section 4.2.2, the effectiveness of the different aggregation strategies has to be
measured for various state-of-the art recommendation algorithms and different
compositions and sizes of the group. However, a major issue in the domain of
group recommender systems is the evaluation of the effectiveness, i.e., comparing
the generated recommendations for a group with the true preferences of the group.
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Performing online evaluations or interviewing groups can be partial solutions but
are not feasible on a large scale or to extensively test various combinations of
alternative configurations. For example, in Section 4.3.2, five recommendation al-
gorithms in combination with two aggregation strategies are evaluated for twelve
different group sizes, thereby leading to 120 different setups of the experiment. In
addition, Section 4.3.3 evaluates these five algorithms and two aggregation strate-
gies for twenty additional group compositions with a varying similarity between
the group members. This requires an additional number of 200 configurations.
Furthermore, a data set with ratings originating from groups of people is, accord-
ing to our knowledge, not available for research purposes. Therefore, we are forced
to perform an offline evaluation, in which groups are sampled from the users of a
traditional single-user data set, as was done by Baltrunas et al. [1].
In the literature, group recommendations have been evaluated several times
by using a simulated data set with groups of users. Baltrunas et al. [1] used the
MovieLens data set to simulate groups of different sizes (2, 3, 4, 8) and different
degrees of similarity (high, random) with the aim of evaluating the effectiveness
of group recommendations. Chen et al. [2] also used the MovieLens data set and
simulated groups by randomly selecting the members of the group to evaluate
their proposed group recommendation algorithm. They simulated group ratings
by calculating a weighted average of the group members’ ratings based on the
users’ opinion importance parameter. Quijano-Sa´nchez et al. [3] used synthetically
generated data to simulate groups of people in order to test the accuracy of group
recommendations for movies. In addition to this offline evaluation, they conducted
an experiment with real users to validate the results obtained with the synthetic
groups. To measure the accuracy of the group recommendations in the online
experiment, they created groups of participants and asked them to pretend that
they are going to the cinema together. One of the main conclusions of their study
was that it is possible to realize trustworthy experiments with synthetic data, as
the online user test confirmed the results of the experiment with synthetic data.
This conclusion justifies the use of an offline evaluation with synthetic groups to
evaluate the group recommendations in our experiment.
The offline evaluation of our experiment is based on the traditional procedure
of dividing the data set in two parts: the training set, which is used as input for
the algorithms to generate the recommendations, and the test set, which is used to
evaluate the recommendations. In this experiment, we ordered the ratings chrono-
logically and assigned the oldest 60% to the training set and the most recent 40%
to the test set, as this reflects a realistic scenario the best. So, the ratings pro-
vided before a specific point in time are available as input for the recommender,
whereas the ratings provided after that point in time are only used to evaluate the
recommendations and not to train the recommender.
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The evaluation procedure of the group recommendations, as proposed by Bal-
trunas et al. [1], is performed as follows. Firstly, artificial groups are composed
by selecting random users from the data set. All users are assigned to one group
of a predefined size. Secondly, group recommendations are generated for each of
these groups based on the group members’ ratings in the training set. Since group
recommendations are intended to be consumed in group and to suit simultaneously
the preferences of all members of the group, all members receive the same recom-
mendation list. Thirdly, the recommendations are evaluated individually as in the
classical single-user case, by comparing (the rankings of) the recommendations
with (the rankings of) the items in the test set of the user.
4.2.3.2 Data set
The group recommendations generated by using various combinations of alterna-
tive algorithms, aggregation strategies, and group sizes are evaluated offline using
the MovieLens (100K) data set [4]. This data set contains information about 1682
popular movies, including 100000 evaluations on a 5-point rating scale of 943
users.
Using this data set in the calculation process of the recommender service can
also help to overcome the cold start problem for the first users of our system (as
presented in Section 4.2.2). Therefore, the explicit and implicit feedback provided
by the (future) users of our system will be converted to the 5-point rating scale of
the MovieLens system. This way, the combined data set (MovieLens data + feed-
back from our users) enables CF algorithms to find neighbours for the new users
of our system and generate accurate recommendations based on the community
knowledge of the MovieLens data set.
Before calculating the recommendations, the data set is first transformed to
optimally estimate the preferences of the users. The user’s ratings are normalized
by subtracting the user’s mean rating (i.e., µ) and dividing this difference by the
standard deviation of the user’s ratings (i.e., σ).
rnorm =
r − µ
σ
(4.1)
This normalization is required to compensate for very enthusiastic users giving
only positive ratings or very critical users who mainly provide negative feedback.
Some similarity metrics, such as the Pearson correlation, consider the fact that
users are different with respect to how they interpret the rating scale, thereby mak-
ing the normalization process unnecessary for calculating similarities. However,
normalizing the ratings is still necessary if the ratings of the group members are
aggregated into a group rating before the similarities are calculated [5].
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4.2.3.3 Algorithms
The main goal of this research is not to develop new recommendation algorithms,
but rather to investigate how effective group recommendations can be generated
by aggregating the group members’ data and using existing recommendation al-
gorithms. Therefore, different group recommendation strategies are investigated
by using a number of state-of-the-art recommendation algorithms. As in chap-
ter 3, a Content-Based (CB) recommendation algorithm, a nearest neighbour CF
technique, a hybrid CF-CB algorithm (Hybrid), and a recommendation algorithm
based on Singular Value Decomposition (SVD) are evaluated. Details about these
algorithms are provided in Section 3.2.2.2.
Since the offline evaluation procedure enables the extensive testing of various
algorithms, the User-Based Collaborative Filtering (UBCF) as well as the Item-
Based Collaborative Filtering (IBCF) approach are used to produce group recom-
mendations in this evaluation. Experimental evaluations showed that these IBCF
algorithms are faster than the traditional user-neighbourhood based recommender
systems and provide recommendations with comparable or better quality if suffi-
cient data is available [6]. Because of this, the IBCF algorithm is chosen (instead
of the UBCF algorithm) as the complementary recommender of the CB algorithm
in the Hybrid recommender. The user-centric evaluation (of chapter 3) comparing
the different algorithms based on various characteristics (including accuracy, nov-
elty, diversity, satisfaction, and trust) showed that the Hybrid combination of CF
and CB recommendations outperforms both individual algorithms on almost every
qualitative metric. The SVD recommender is configured to use 19 features, i.e.,
the number of genres in the MovieLens data set, and the number of iterations is set
at 50.
To compare the results of the different recommenders, the most-popular rec-
ommender was introduced as a baseline algorithm. This recommender generates
for every user or group always the same static list of the most-popular items in
the system, regardless the ratings or activity of the user or group. The popularity
of an item is estimated by the number of ratings and the average of the ratings
the item received (in the training set). Using the community knowledge available
in the MovieLens data set, it was possible to use this most-popular recommender
as an improved baseline algorithm compared to the random recommender of Sec-
tion 3.2.2.2.
4.2.4 Evaluation metrics
4.2.4.1 Accuracy
Since predicting the effective rating value is less important for the use case of
group recommendations for audiovisual content (Section 4.2.2), but rather the cor-
rect ordering of content items according to the group’s preferences, a ranking met-
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ric is used to assess the accuracy of the recommendations. So, the group recom-
mendations are evaluated based on the individual ratings in the test set using the
normalized Discounted Cumulative Gain (nDCG), as explained in Section 1.2.1.3.
We adopted the suggestion of Baltrunas et al. [1] to compute the nDCG based on
the projection of the recommendation list on the test set of the user. In this ex-
periment, we opted for n = 5 as the number of recommendations, since this is
a realistic length for a manageable recommendation list in a TV interface (Sec-
tion 4.2.2). After calculating the nDCG for each individual user, the mean nDCG
over all users of the data set is calculated as an overall measure of efficiency. The
resulting nDCG ranges between 0 and 1; higher values indicate more accurate
group recommendations.
This accuracy evaluation, which is based on combining individual users into
synthetic groups, has a limitation compared to an evaluation with real groups of
users. There is no way of finding out how satisfied individuals really would be
with the group recommendations (in the way a real group could be asked, and real
group members would take the feelings of others in the group into account). So
for the offline evaluation of group recommendations based on a data set with rat-
ings of individuals, the only possible resort is to approximate the preferences of
the user being in a group, by the preferences of the user evaluating the content
individually. Despite this limitation, evaluating the accuracy of group recommen-
dations by generating synthetic groups has already proven its usefulness in pre-
vious research [1–3]. For the other quality metrics, such as diversity, coverage,
and serendipity, the evaluation methodology based on synthetic groups is not a
limitation.
4.2.4.2 Diversity
For the use case of our recommender system for audiovisual content (Section 4.2.2),
it is desirable that the content items of the recommendation list are covering differ-
ent genres. Therefore, we measure the item-item similarity between recommended
items based on the genres describing these content items. So, the item-item sim-
ilarity of two content items ci and cj is measured by comparing the set of genres
describing the first item cigenres , to the set of genres describing the second item
cjgenres , using the Jaccard similarity coefficient. Besides the genres, also actors
and directors could be included as keywords in the sets that describe an item.
However because of the limited overlap of actors and directors compared to the
overlap of genres for pairs of content items, the inclusion of actors and directors
had no significant effect on the diversity for this experiment.
The Jaccard similarity coefficient calculates the similarity of two sets by the
ratio of the intersection of the sets and the union of the sets:
Sim(ci, cj) =
cigenres ∩ cjgenres
cigenres ∪ cjgenres
(4.2)
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Subsequently, the intra-list similarity, i.e., a measure for the similarity of all
items within a recommendation list [7], is estimated by the arithmetic mean of the
item-item similarity of every couple of items in the list.
IntraList Similarity =
2 ·
n−1∑
i=1
n∑
j=i+1
Sim(ci, cj)
n · (n− 1) (4.3)
This intra-list similarity is calculated for the recommendations of every user
and the mean over all users is calculated to obtain a global value for the similarity
of items within a recommendation list. Finally the diversity of the recommended
items is calculated by subtracting this mean intra-list similarity from 1.
ListDiversity = 1−mean(IntraList Similarity) (4.4)
Because of the definition of the Jaccard similarity coefficient, the mean intra-
list similarity ranges between 0 and 1. So, the diversity of the recommendation
list varies from 0 (very similar recommendations) to 1 (very diverse recommenda-
tions).
4.2.4.3 Coverage
As suggested by Herlocker et al. [8], the catalog coverage is measured by taking
the union of the top-N recommendations for each user in the population. In case
the users are partitioned into groups, and group recommendations are calculated
instead of individual recommendations, we measure the catalog coverage based on
the union of the top-N recommendations for each of these groups. Subsequently,
the cardinality of this set (i.e., the number of items in this union) is divided by the
number of items in the catalog of the system to obtain the catalog coverage.
Let us denote rec(ui) as the recommendation list of user ui. The number of
users for which recommendations are generated is k. Let cat be the set of all
available items in the system, and |cat| is the cardinality of this set. Then the
catalog coverage can be measured as follows [9]:
CatalogCoverage =
|∪i=1...k rec(ui)|
|cat| (4.5)
The values of the catalog coverage range from 0, meaning that the recom-
mender suggests none of the items, to 1, meaning that all items of the catalog
are recommended to at least one user. Catalog coverage is usually measured on
a specific set of recommendations, at a single point in time [8]. For instance in
this research, it is measured based on the union of the top-5 recommendations,
calculated based on the training set, for each user or group in the population.
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4.2.4.4 Serendipity
Shani and Gunawardana [10] proposed to estimate the serendipity by a distance
measurement between a recommended content item ci, and the set of content items
in the profile of the user u, i.e., the items that the user has previously watched,
bought, or consumed. Although this metric is explained in the context of a book
recommender and considers the authors of the books, it can easily be general-
ized to estimate the serendipity of any type of content item based on the metadata
attributes of that item (e.g., the genres). So for the evaluation of the group rec-
ommendations, we used the following generalization of the metric of Shani and
Gunawardana to estimate the serendipity of the recommended movies based on
their genres (Section 4.3.2.5 and 4.3.3.5).
Let us denote g(ci) as the genre or set of genres categorizing the content item
ci. LetNu(g) be the number of items in the profile of the user u, that are described
by the genre g. If g is a set of genres consisting of {g1, g2, . . . , gl}, than Nu(g)
is the mean of all Nu(gi) calculated over all genres in the set, i = 1, . . . l. The
number of items in the user’s profile that are categorized by the user’s most chosen
genre is represented by Nu(gmax):
Nu(gmax) = max
i
(Nu(gi)) (4.6)
The relevance of a content item ci can be denoted by the boolean function
isRelevant(ci) ∈ {0, 1}, where isRelevant(ci) = 1 means that ci is interesting
for the user, and isRelevant(ci) = 0 means that it is not [11]. We consider all
items in the test set that received a rating of 3, 4, or 5 stars (on a 5-point scale
star-rating mechanism) from the user as relevant for that user. In contrast, items in
the test set that received a poor rating (1 or 2 stars) are considered as uninteresting
or unrelevant for the user. The personal relevance of an item that is not yet rated
by that person is unknown and difficult to judge. Therefore, we give these unrated
items the benefit of the doubt and consider them as potentially relevant for the user,
isRelevant(ci) = 1. This favours algorithms which generate recommendations
for new, unknown, or niche items, in contrast to the popular, commonly rated
items. Finally, the serendipity of a recommended content item ci can be calculated
as follows:
Serendipity(ci) =
1 +Nu(gmax)−Nu(gi)
1 +Nu(gmax)
· isRelevant(ci) (4.7)
The values of the serendipity range from 0, meaning that the recommender
only suggests obvious or unrelevant items, to 1, meaning that all the recommended
items are relevant and surprising. Next, the list-serendipity is estimated by the
mean of the serendipity of every item in the recommendation list. The mean of the
list-serendipity of each user’s recommendation list is used as a global measure for
the serendipity of a recommendation algorithm in Section 4.3.2.5 and 4.3.3.5.
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4.3 Results
In this section, we discuss the results of the evaluation of the group recommenda-
tions calculated by different algorithms. First, the influence of the data aggregation
method on the accuracy of the group recommendations is discussed in Subsec-
tion 4.3.1. Subsequently, this study evaluates the recommendations for groups of
a varying size (Section 4.3.2) and a varying composition, i.e., randomly composed
groups versus groups with like-minded members (Section 4.3.3). This evaluation
is based on various quality metrics (accuracy, diversity, coverage, and serendipity)
as discussed in Section 4.2.4, in order to assess the recommendations on different
aspects. Finally, Section 4.3.3 discusses how aggregation strategies can be com-
bined in order to obtain more accurate group recommendations.
4.3.1 Influence of the data aggregation method
4.3.1.1 Data aggregation methods
As explained in Section 1.3.1, the (data) aggregation method is the mathemat-
ical function that determines how the individual recommendation lists of group
member are combined into group recommendations in case of the aggregating rec-
ommendations strategy, or how the individual group members’ preferences are
combined into a group preference in case of the aggregating preferences strategy.
So, in case of the aggregating recommendations strategy, a standard recom-
mendation algorithm is used to calculate a prediction of the user’s rating for each
content item in the system and for each user of the group. Next, the content items
can be sorted by this prediction value in a descending order to obtain a list of rec-
ommendations for each individual user. To obtain group recommendations, the
individual recommendations of the group members are aggregated by combining
the prediction values of each group member’s recommendation list according to
the data aggregation method. Subsequently, the recommended items are sorted by
this aggregated prediction value in descending order. Finally, the group recom-
mendation list is obtained by keeping the top-N items.
In case of the aggregating preferences strategy, the members’ individual prefer-
ences are aggregated into a group preference by combining the members’ rating for
each item according to the data aggregation method and using this aggregated re-
sult as a group rating. Subsequently, group recommendations are calculated based
on these group ratings using a standard recommendation algorithm. Again, only
the top-N recommendations are offered to the group.
A determining factor in the selection process of the aggregation method is the
resulting accuracy of the group recommendations. Therefore, the influence of the
aggregation method on the accuracy of the group recommendations is investigated
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by comparing the following five aggregation methods, which have been proposed
in literature [5].
4.3.1.1.1 Average (Avg) In case of the aggregating recommendations strategy,
the first aggregation method, i.e., average, aggregates the individual recommen-
dation lists by calculating the average of the prediction values of the members’
ratings and uses this average as the prediction value for the group. In case of
the aggregating preferences strategy, the average method aggregates the individ-
ual preferences by calculating the average of the members’ ratings and uses this
average as the group rating. Because this method aggregates preferences and rec-
ommendations in a desirable and intuitive way (as discussed in Section 4.3.1.4),
and because this method corresponds to one of the ways in which a group of people
naturally make choices [5], we used this aggregation method for the experiments
of Section 4.3.2, 4.3.3, and 4.3.4.
If group members have an unequal importance weight, which reflects the sit-
uation that some users have more influence on the group recommendations than
other users (Section 4.2.2), a weighted average can be used as aggregation method
to take the relative importance of each group member into account. Unfortunately,
the influence of the importance weights on the accuracy of the group recommen-
dations could not be evaluated in the experiment of Section 4.3.1.2, since the data
set that was used for this research does not contain these weights.
4.3.1.1.2 Average Without Misery (AvgWM) The idea of the average with-
out misery method is to find the optimal decision for the group, without making
some group members really unhappy with this decision. If the recommendations
are aggregated, the average of the prediction values of each recommendation list
is calculated. Items that have a prediction value below a certain threshold (in one
of the recommendation lists) get a penalty or are excluded from the group recom-
mendations. Then the recommended items are sorted in descending order based
on this new prediction value. In our implementation, the threshold is set at 2, so
if an item appears in the recommendation list of a member with a prediction value
below 2, the prediction value in the recommendation list of the group is set to 1.
This corresponds to disfavouring the item with respect to all other available items,
thereby making it very unlikely to appear in the group recommendation list.
If the preferences are aggregated, the group rating for an item is the average
of the ratings of the members for that item. However, items that are rated below a
certain threshold by one of the members get a penalty. Also for this strategy, the
threshold is set at 2; and the penalty rule converts an individual rating below this
threshold into the group rating. So if at least one group member gives a rating of 1
star to an item (i.e., below the threshold of 2 stars), the group rating is 1, otherwise
the group rating is the average of the members’ ratings.
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4.3.1.1.3 One user choice (One) The aggregation method that is referred to
as one user choice, sometimes also called “most respected person” or “dictator-
ship”, adopts the preferences of one user in the group. The idea is that one group
member might be the user that makes the decision about what the group is going
to choose without consulting the other group members. In our implementation,
this user is chosen randomly from the group members. So in case of the aggre-
gating recommendations strategy, the group’s prediction value for an item is equal
to the prediction value of a randomly-chosen member for that item. In case of the
aggregating preferences strategy, the group’s rating for an item is the rating of a
randomly-chosen member for that item.
4.3.1.1.4 Least Misery (LM) The least misery aggregation method tries to
minimize the “misery” for the group members. The idea is that the group is as
happy as its least happy member. Therefore, the goal is to obtain at least a pre-
defined level of satisfaction for all group members. This method is implemented
as follows: if the recommendations are aggregated, the group’s prediction value
for an item is equal to the minimum of the prediction values of all group members
for that item. If preferences are aggregated, the group’s rating for an item is the
minimum of the members’ ratings for that item.
4.3.1.1.5 Most Pleasure (MP) The aggregation method called most pleasure
tries to maximize the “pleasure” for (one of) the group members. This method tries
to recommend alternately the items that one group member really likes, thereby
not considering the preferences of other members. In case of the aggregating rec-
ommendations strategy, the group’s prediction value for an item is equal to the
maximum of the prediction values of all group members for that item. In case of
the aggregating preferences strategy, the group’s rating for an item is the maximum
of the members’ ratings for that item.
4.3.1.2 Aggregation method experiment
To investigate the influence of the data aggregation method on the accuracy of the
group recommendations, group recommendations generated using each of these
aggregation methods are compared via a series of experiments (Section 4.3.1.3).
In these experiments, the groups are composed by selecting random users, mean-
ing that no additional restrictions are imposed on the group or on the group mem-
bers. To investigate the influence of the aggregation method separately from other
parameters, the group size is fixed (at 2 or 5) in these experiments. For each algo-
rithm, the two strategies to generate group recommendations (aggregating recom-
mendations and aggregating preferences) are evaluated.
Since users are randomly combined into groups and the quality of group rec-
ommendations is depending on the composition of the groups, the quality metrics
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slightly vary for each partitioning of the users into groups. (Except for the par-
titioning of the users into groups of 1 member, which is only possible in 1 way.)
Therefore, the process of composing groups by taking a random selection of users
is repeated 30 times and just as much measurements of the quality metric are per-
formed. The mean of these 30 measurements is used as an estimation of the quality
of the group recommendations and is visualized in the corresponding graph (Fig-
ures 4.2 and 4.3) (on the vertical axis) together with the 95% confidence intervals
of the mean values. The used aggregation method is indicated on the horizontal
axis. If two bars have non-overlapping confidence intervals, they are necessarily
significantly different (but if they have overlapping confidence intervals, it is not
necessarily true that they are not significantly different).
The bar series with the prefix “Rec” evaluate recommendation algorithms in
combination with the aggregating recommendations strategy whereas the prefix
“Pref” refers to the aggregating preferences strategy. For example, the bar se-
ries “PrefUBCF” stands for the group recommendations which are generated by
combining the members’ individual preferences using the aggregating preferences
strategy and calculating recommendations for this aggregated profile using the
user-based collaborative filtering algorithm.
The vertical axes of the graphs (Figures 4.2 and 4.3) cross the horizontal axes
at the quality level of the most-popular recommender (i.e., nDCG = 0.8722),
which is constant for the different group sizes and aggregation methods. This way,
the bar charts show the relative improvement (or deterioration) of each algorithm
with respect to the baseline quality of the most-popular recommender.
4.3.1.3 Accuracy influenced by the aggregation method
Figures 4.2 and 4.3 show the mean nDCG (calculated over all users) together with
the 95% confidence interval of the mean nDCG, in relation to the recommenda-
tion algorithm, the aggregation strategy (aggregating preferences or aggregating
recommendations), and the aggregation method. Figure 4.2 shows the accuracy of
the group recommendations for groups of 2 members; whereas Figure 4.3 shows
the accuracy for groups of 5 members.
As visible in Figure 4.2, the influence of the aggregation method on the ac-
curacy of the group recommendations is largely dependent on the algorithm and
aggregation strategy. E.g., the accuracy of the recommendations generated by
the Hybrid recommender in combination with the aggregating preferences strat-
egy (PrefHybrid), remains approximately constant over the different aggregation
methods. In contrast, the accuracy of the recommendations generated by RecCB,
significantly varies if different aggregation methods are used.
The aggregation method that produces the most accurate group recommen-
dations depends on the used algorithm and aggregation strategy. E.g., the PrefCB
combination produces the most accurate group recommendations if the MP method
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is used. If the RecCB combination is used, the most accurate group recommen-
dations are obtained by choosing LM as aggregation method. The PrefUBCF
combination provides the best results together with the AvgWM method; and the
RecHybrid combination generates the most accurate recommendations if the Avg
method is used. Although the confidence intervals indicate that not all differences
are significant, the results show that the choice of the best aggregation method is
directly linked to the aggregation strategy and recommendation algorithm.
Figures 4.2 and 4.3 show that the Avg and AvgWM method generally pro-
vide the most accurate and also the most stable results. As expected, the ‘one user
choice (One)’ method has poor results in combination with the aggregating recom-
mendations strategy (Rec), especially with RecCB and RecUBCF. The selection
of a prediction value from one random member for all recommended items has
a drastic influence on the resulting group recommendations. On the other hand,
selecting the ratings from a random member as group rating has less influence on
the final recommendations, since this happens much earlier in the recommendation
process.
The LM method leads to a decreased accuracy in combination with RecUBCF
and the MP method generates less accurate recommendations if RecCB or Rec-
UBCF is used. Again, the aggregation of recommendations, which happens late
in the recommendations process, can have a serious impact on the accuracy of
the group recommendations because the aggregation method does not sufficiently
takes into account the preferences of all members.
Comparing Figures 4.2 and 4.3 confirms that the results for groups of 2 mem-
bers are in line with the results for larger groups (e.g., 5 members per group): the
optimal aggregation method has to be chosen based on the used recommendation
algorithm and aggregation strategy. Moreover, the results of Figure 4.3 indicate
that a sub-optimal aggregation method can have a dramatic impact on the accu-
racy of the recommendations, especially for larger group sizes. E.g., the accuracy
of the recommendations obtained by using the aggregating recommendations strat-
egy (Rec) and the one user choice (One) aggregation method, is significantly lower
than the level of the horizontal axis, which indicates the accuracy of the list of the
most popular items.
Although several other aggregation methods have been proposed in litera-
ture [5], the results of this experiment already indicate that ‘one best’ aggregation
method, that generates the most accurate group recommendations for all combi-
nations of aggregation strategy and algorithm, may not exist. So for an optimal
group recommender system, the aggregation method has always to be chosen in
combination with the recommendation algorithm and the aggregation strategy.
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Figure 4.2: The accuracy of the group recommendations for groups of size = 2, generated
by using different aggregation methods
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Figure 4.3: The accuracy of the group recommendations for groups of size = 5, generated
by using different aggregation methods
4.3.1.4 Aggregation method selection
The context and application area in which group recommendations are required
may also have an influence on the choice of the recommendation strategy and ag-
gregation method. For example in a family context, meals or holiday destinations
that are really disliked by one member of the family will often not be chosen for
the group, regardless the opinion of the other family members. Different reasons
for a strong aversion to a particular item may exist: a family member might be al-
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lergic to a specific ingredient of the meal or a family member might be (physically)
unable to travel to a specific holiday destination. During these joint decisions, a
solidarity between the family members exists. So, a decision that leaves one or
more family members very dissatisfied is likely to be considered undesirable, even
if the average satisfaction is high [12]. Since these items are undesirable as a group
recommendation, a minimizing misery approach such as the average without mis-
ery or least misery aggregation method [5] is appropriate in this context.
In the context of movies or music on the other hand, users might be more will-
ing to watch or listen to something they dislike, if the other members of the group
enjoy it. E.g., people may join their friends for watching a movie or listening to
music because of the company, even if they do not like some of the movies or
songs during the event. Users might be willing to renounce their personal prefer-
ences in order to maximize the average satisfaction of the group. As a result, the
average function is a proper candidate as aggregation method. Moreover, research
has shown this method to be one of the ways in which a group of people intuitively
come to a group decision [5].
In this research, the different group recommendation strategies and algorithms
were evaluated in the context of a recommender system for movies (and songs) in
the home environment (Section 4.2.2). Because of the targeted application domain
of the recommender (i.e., audiovisual content), the average function was chosen
in Section 4.3.2, 4.3.3.1, and 4.3.4.1 to combine the individual recommendation
lists in the case of the aggregating recommendations strategy and to combine the
members’ preferences in the case of the aggregating preferences strategy. By using
the same aggregation method (i.e., average) for both aggregating the individual
recommendation lists and aggregating the individual preferences, the accuracy of
all strategies can be compared.
Moreover, the higher average performance of the Avg method compared to
the AvgWM method (Section 4.3.1.3) was an additional argument to choose for
the Avg aggregation method for our recommender system. E.g, the recommen-
dations for groups of 5 members generated by RecCB are significantly better in
combination with the Avg method than with the AvgWM method (statistical T-
test: t(58) = 2.17, p = 0.03 < 0.05). Consequently, all experiments of Sec-
tion 4.3.2, 4.3.3, and 4.3.4.1 rely on the average function to aggregate preferences
or recommendations.
4.3.2 Influence of the group size
4.3.2.1 Group size experiment
The second series of experiments (Section 4.3.2.2, 4.3.2.3, 4.3.2.4, and 4.3.2.5)
investigates the influence of the group size on the quality of the group recom-
mendations. The group size is varying from 1 person per group (i.e., individual
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recommendations) to 10 persons per group. Besides, the results are provided for
very large group compositions (group sizes of 15 and 20 persons). In contrast to
the first experiments, all the combinations of aggregation strategy and recommen-
dation algorithm use the average (Avg) as aggregation method.
Just like in the first series of experiments, the groups are composed by selecting
random users from the data set and the process of composing groups is repeated 30
times. So, each quality metric is calculated 30 times and the mean of these mea-
surements is used as an estimation of the quality of the group recommendations.
The graphs in Figures 4.4, 4.5, 4.6, and 4.7 show these mean values (on the vertical
axis), as well as the 95% confidence intervals of the mean values; the group size is
indicated on the horizontal axis. Again, the vertical axis of each figure crosses the
horizontal axis at the quality level of the most-popular recommender and the pre-
fix of the bar series denotes if the algorithm uses the aggregating recommendations
strategy (“Rec”) or the aggregating preferences strategy (“Pref”).
4.3.2.2 Accuracy influenced by the group size
Figure 4.4 shows the mean nDCG (calculated over all users) together with the
95% confidence interval of the mean nDCG, in relation to the recommendation
algorithm, aggregation strategy, and the group size. All bar series are significantly
higher than the horizontal axis indicating the accuracy level of the most-popular
recommender (i.e., nDCG = 0.8722). So each combination of algorithm, aggre-
gation strategy, and group size shows an accuracy improvement with respect to the
static list of most popular items, which proves the usefulness of group recommen-
dations, even for large groups.
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Figure 4.4: The accuracy of the group recommendations for randomly-composed groups of
a varying group size
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A comparison of the different algorithms of Figure 4.4 indicates that the SVD
and Hybrid recommender produce the most accurate group recommendations for
various group sizes. However, the difference in accuracy with UBCF and IBCF is
small. In contrast, the CB recommender generates the least accurate group recom-
mendations, which are nevertheless still significantly better than the list of most
popular items.
As expected, Figure 4.4 shows for all algorithms a decreasing performance re-
garding the accuracy of the group recommendations as the group size increases.
However, this decrease is not equally large for all algorithms: a large decrease is
witnessed for PrefCB, RecCB, PrefIBCF, PrefHybrid, and RecSVD, whereas Pref-
UBCF, RecUBCF, RecIBCF, RecHybrid, and PrefSVD suffer only from a slight
decrease in accuracy as the group size increases. A larger group signifies more
members and more individual preferences to take into account during the recom-
mendation process. Since the groups are randomly composed, members can have
different or even opposite preferences. So for these random groups, recommend-
ing items that are interesting for all members becomes more difficult when the
group size increases.
The comparison between the strategy that aggregates recommendations and
the strategy that aggregates preferences provides another interesting finding. The
aggregation strategy that provides the most accurate recommendations depends on
the used algorithm. The CB and UBCF algorithm generate the most accurate group
recommendations if the group members’ preferences are aggregated, whereas the
results of SVD and IBCF are most accurate if the members’ recommendations
are aggregated. The Hybrid recommender generates the most accurate recommen-
dations in combination with the aggregating recommendations strategy, but the
differences are not significant for small groups. Table 4.1 shows the results of the
statistical T-tests comparing the mean accuracy of the recommendations generated
by the two aggregation strategies for groups of five members. (Similar results are
obtained for other group sizes.) The null hypothesis, H0 = the mean accuracy of
the recommendations generated by the aggregating preferences strategy is equal
to the mean accuracy of the recommendations generated by the aggregating rec-
ommendations strategy. T-tests with a p-value below 0.05 indicate a significant
difference between the two aggregation strategies, and are presented in bold.
A possible explanation for these differences in accuracy lies in the way in
which the algorithm processes the data. The CB and UBCF algorithm create a
user profile modelling the user’s preferences in order to find items matching this
profile (in the case of the CB algorithm) or to find users with similar preferences
(in the case of UBCF). So for these algorithms, aggregating the members’ pref-
erences corresponds to aggregating the profile models of the group members. In
contrast, the matrix decomposition of SVD and the item-item similarities of IBCF
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Algorithm t(58) p-value
CB 5.03 0.00
UBCF 7.17 0.00
IBCF -8.70 0.00
Hybrid -1.77 0.08
SVD -5.99 0.00
Table 4.1: Statistical T-test comparing the mean accuracy obtained by the two aggregation
strategies for groups with size = 5
provide less insight into the preferences of the users or the aggregation of these
preferences. The Hybrid recommender, which combines the IBCF and CB rec-
ommender, reflects the accuracy differences for the aggregation strategies of the
underlying algorithms.
So, aggregating the preferences of the group members provides optimal results
if the algorithm internally composes some kind of user profile holding the users’
preferences, whereas aggregating the recommendations of the group members is
a better option if the users’ preferences are less transparent in the data structure
of the algorithm. The internal modelling of the user profile can also explain why
some combinations of algorithm and strategy (such as PrefSVD) deteriorate faster
than others (such as PrefUBCF) as the group size increases. Consequently, if an
existing recommender system for individuals is extended to a recommender sys-
tem for groups, the aggregation strategy has to be chosen based on the utilized
recommendation algorithm in order to maximize the efficiency of the group rec-
ommendations.
4.3.2.3 Diversity influenced by the group size
Figure 4.5 shows the mean list diversity (calculated over all users) together with
the 95% confidence interval of the mean list diversity, in relation to the recommen-
dation algorithm, aggregation strategy, and the group size.
The list diversity of the most-popular recommender is 0.72, which is indi-
cated in Figure 4.5 by the level of the horizontal axis. Since the most-popular
recommender is based on the consumption behaviour of the whole community,
the suggestions consist of a set of dissimilar items covering different genres. As
a result, the recommendation list generated by the most-popular recommender is
rather diverse in comparison with the other algorithms such as CB and SVD.
The results reveal a clear ranking of the algorithms based on the list diversity.
The CB recommender scores much worse than the most-popular recommender
and produces the least diverse recommendation lists. This poor diversity is due to
GROUP RECOMMENDATIONS: CONSIDERING MULTIPLE STAKEHOLDERS 93
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
1 2 3 4 5 6 7 8 9 10 15 20
M
e
a
n
 l
is
t 
d
iv
e
rs
it
y
 
Group size (number of users) 
Diversity of the recommendations for randomly-composed groups  
PrefCB RecCB PrefUBCF RecUBCF PrefIBCF RecIBCF PrefHybrid RecHybrid PrefSVD RecSVD
Figure 4.5: The diversity of the group recommendations for randomly-composed groups of
a varying group size
the reasoning process of the CB recommender. E.g., if a user gave only positive
evaluations to action movies in the past, the CB recommender will only suggest
more action movies to this user. In this case, the recommendation list consists
of all very similar items and as a result, it has a low list diversity. This is the
well-known problem of ‘over-specialization’ of CB recommenders. One of the
purposes of hybrid systems (comparing to CB systems) is to try to overcome this
problem of over-specialization. Nevertheless because of the high similarity of the
CB recommendations, also the Hybrid recommender provides a recommendation
list that is less diverse than the most popular list.
The recommendations based on SVD are in most cases less diverse than the
most popular items. Only the recommendations based on SVD which are gener-
ated for large groups by aggregating the members’ preferences are more diverse
than the most popular items. The low diversity of these recommendations might
be due to the ‘feature identification’ of the SVD algorithm. The matrix decom-
position of the algorithm reduces the user-item matrix into a smaller-dimensional
space where highly correlated items (for example, movies of the same genre, same
actor, . . . ) are captured as a single feature. Then, the resulting recommendations
are characterized by the same features as the items that the user appreciated in the
past.
So the CB recommender and to a lesser extent SVD can trap (individual) users
in a ‘similarity loop’, only giving exceptionally similar recommendations of the
same genre over and over again, without suggesting new or surprising items to the
user. If the profile of an individual user is aggregated with the profile of another
user, the resulting group profile can contain a greater variety of consumed items.
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This is visual in the results of PrefCB and PrefSVD which show an increased
list diversity when the group size grows from 1 individual user to a group of 2
members.
The algorithms based on CF generate more diverse recommendations than the
most-popular recommender. The Pearson correlation metric for discovering sim-
ilar users in the user-based approach (UBCF) or similar items in the item-based
approach (IBCF) introduces the necessary diversity. E.g., the UBCF recommender
can suggest a horror movie to a user who never rated a horror movie, because a
similar user liked that horror movie. The most diverse recommendation list is ob-
tained by using the IBCF recommender in combination with the aggregating rec-
ommendations strategy. So, the item matching process of IBCF using the Pearson
correlation metric results in a very diverse set of recommendations.
For most algorithms and strategies, the diversity remains constant as the group
size increases. Except for RecCB, RecSVD, and RecHybrid, the diversity de-
creases as the group size increases. The recommendation lists for individual users
(group size = 1) generated by these algorithms consist of very similar items, and
combining these recommendation lists stimulates this similarity.
When we compare the two aggregation strategies, SVD, UBCF and the CB
recommender produce the most diverse recommendations if the preferences are
aggregated whereas the group recommendations of IBCF are more diverse if the
members’ individual recommendation lists are aggregated. The Hybrid recom-
mender follows the behaviour of the underlying algorithms and generates more di-
verse recommendations for small groups if recommendations are aggregated and
for large groups if preferences are aggregated. Table 4.2 shows the results of the
statistical T-tests comparing the mean diversity of the recommendations generated
by the two aggregation strategies for groups of five members. (Similar results are
obtained for other group sizes.) H0 = the mean diversity of the recommendations
generated by the aggregating preferences strategy is equal to the mean diversity
of the recommendations generated by the aggregating recommendations strategy.
T-tests with a p-value below 0.05 indicate a significant difference between the two
aggregation strategies, and are presented in bold.
Algorithm t(58) p-value
CB 22.25 0.00
UBCF 8.06 0.00
IBCF -17.48 0.00
Hybrid -1.61 0.11
SVD 19.12 0.00
Table 4.2: Statistical T-test comparing the mean diversity obtained by the two aggregation
strategies for groups with size = 5
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Compared to the strategy that aggregates the recommendations, the aggregat-
ing preferences strategy combines the opinions of the different members in a very
early stage of the recommendation process, thereby increasing the diversity of the
group recommendations for SVD, UBCF and CB. Combining the profiles of the
different members leads to a broader group profile containing more items (SVD),
which can be linked to more unconsumed items (CB), and to more neighbouring
users (UBCF). However since the group ratings are an average of the members’
ratings, the group ratings are less extreme (i.e., closer to the middle point of the
rating scale). Since the IBCF suggests the items that are most similar to the highest
rated items in the profile, the recommendations based on IBCF are less diverse if
the aggregating preferences strategy is used.
4.3.2.4 Coverage influenced by the group size
Figure 4.6 shows the mean coverage of the recommendations (calculated over all
users) together with the 95% confidence interval of the mean coverage, in relation
to the recommendation algorithm, aggregation strategy, and the group size. Since
the most-popular recommender always suggests the same list of items for all users
or groups regardless the preferences of the users or the size of the group, the cov-
erage of this recommender is very low (i.e., 5/1682 = 0.00297). Therefore, the
horizontal axis crosses the vertical axis at the origin.
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Figure 4.6: The coverage of the group recommendations for randomly-composed groups of
a varying group size
The CB recommender has the lowest catalog coverage. Because these recom-
mendations are merely based on the metadata of the items, different groups often
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receive suggestions for the same items. The coverage of the recommender based
on SVD is considerably higher. The recommendation lists generated by UBCF
and IBCF have the least overlap for the different groups and as a result, these al-
gorithms have the highest coverage. The coverage of the Hybrid recommender is
mainly due to the high coverage of the CF algorithm.
As expected, Figure 4.6 shows for all algorithms a decreasing coverage when
the group size increases. Since all users are a member of only one group (as
specified in Section 4.2.3.1), the number of groups decreases as the group size
increases. So, more users are combined in a single group and all members of the
group receive the same group recommendations. Consequently, as the group size
increases, more users receive the same group recommendations and as a result the
coverage decreases.
For most algorithms, the coverage obtained by using the aggregating prefer-
ences strategy is slightly higher than the coverage of the aggregated recommenda-
tions. One exception is UBCF, which has a higher catalog coverage in combination
with the aggregating recommendations strategy than with the aggregating prefer-
ences strategy. Table 4.3 shows the results of the statistical T-tests comparing the
mean coverage of the recommendations generated by the two aggregation strate-
gies for groups of five members. (Similar results are obtained for other group
sizes.) H0 = the mean coverage of the recommendations generated by the aggre-
gating preferences strategy is equal to the mean coverage of the recommendations
generated by the aggregating recommendations strategy. T-tests with a p-value be-
low 0.05 indicate a significant difference between the two aggregation strategies,
and are presented in bold.
Algorithm t(58) p-value
CB 12.36 0.00
UBCF -81.64 0.00
IBCF 8.16 0.00
Hybrid 7.29 0.00
SVD 15.51 0.00
Table 4.3: Statistical T-test comparing the mean coverage obtained by the two aggregation
strategies for groups with size = 5
4.3.2.5 Serendipity influenced by the group size
Figure 4.7 shows the mean serendipity of the recommendations (calculated over
all users) together with the 95% confidence interval of the mean serendipity, in re-
lation to the recommendation algorithm, aggregation strategy, and the group size.
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The serendipity value of the list of popular recommendations is 0.43, which is
indicated in Figure 4.7 by the level of the horizontal axis. Since the popular rec-
ommendations are based on the consumption behaviour of the whole community,
this recommendation list might contain items that are unknown for some users and
thereby seem surprising. E.g., the list can contain movies of a genre that the user
has never watched before. So in general, the list of most popular items is rather
serendipitous for the users.
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Figure 4.7: The serendipity of the group recommendations for randomly-composed groups
of a varying group size
In contrast, the recommendation lists of the SVD and CB recommender con-
tain items that users may expect. These recommenders mainly suggest items of
the same genres as the items in the profile of the user, thereby not surprising the
user. Consequently, the serendipity of the SVD and CB recommender is signif-
icantly lower than the serendipity of the most-popular recommender. Also the
Hybrid recommender suffers from these ‘too obvious’ recommendations of the
CB recommender. On the other hand, algorithms based on CF have the potential
for serendipitous recommendations, which might be more interesting, surprising,
and useful for the users.
The serendipity of most algorithms’ recommendations remains constant as the
group size increases. As with the diversity of the recommendations, RecCB, Rec-
SVD, and RecHybrid are the only exceptions, showing a decreased serendipity as
the group size increases.
Comparing the two aggregation strategies shows that SVD, UBCF, and the CB
recommender produce the most serendipitous recommendations if the preferences
are aggregated whereas the group recommendations of IBCF are more serendip-
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itous if the members’ individual recommendation lists are aggregated. For the
Hybrid recommender, the aggregation strategy that leads to the most serendipitous
recommendations depends on the group size. Table 4.4 shows the results of the
statistical T-tests comparing the mean serendipity of the recommendations gener-
ated by the two aggregation strategies for groups of five members. (Similar results
are obtained for other group sizes.) H0 = the mean serendipity of the recommen-
dations generated by the aggregating preferences strategy is equal to the mean
serendipity of the recommendations generated by the aggregating recommenda-
tions strategy. T-tests with a p-value below 0.05 indicate a significant difference
between the two aggregation strategies, and are presented in bold.
Algorithm t(58) p-value
CB 28.59 0.00
UBCF 13.72 0.00
IBCF -25.18 0.00
Hybrid 1.69 0.10
SVD 15.31 0.00
Table 4.4: Statistical T-test comparing the mean serendipity obtained by the two aggregation
strategies for groups with size = 5
4.3.3 Influence of the intra-group similarity
4.3.3.1 Intra-group similarity experiment
The third series of experiments (Section 4.3.3.2, 4.3.3.3, 4.3.3.4, 4.3.3.5) investi-
gates the influence of the similarity of group members on the quality of the group
recommendations. In this series of experiments, the groups are composed of users
which are more or less similar to each other.
For each measurement, the groups are created as follows. First a minimum
intra-group similarity is determined. This is a minimum threshold for the similar-
ity of each couple of members in the group. So each couple of users of the same
group needs to have a user-user similarity that is equal to or greater than this min-
imum intra-group similarity. These user-user similarities are calculated by using
the Pearson correlation metric on the users’ ratings in the data set.
Then, groups are composed by selecting users who fulfil the requirement of
the minimum intra-group similarity. The first member of the group is randomly
selected without any requirement; the second member is randomly selected from
the subset of users who are sufficiently similar to the first user. So the second user
has a user-user similarity with the first user which is at least the defined minimum
intra-group similarity. The third member of the group is randomly selected from
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the subset of users who are sufficiently similar to the first and the second user.
This process of adding similar users to the group is repeated until the intended
group size is reached. Each user can be selected for only one group, in which (s)he
meets the requirement of the intra-group similarity. The result is a group of users
in which every user is similar to every other user of the group with a minimum
similarity as defined by the minimum intra-group similarity.
To investigate the influence of the intra-group similarity separately, the group
size is fixed in these experiments whereas the minimum intra-group similarity is
varying from −1.00 to 0.80 if the group size is 2, and from −1.00 to 0.55 if the
group size is 5. Only the results for groups of 2 members (in Figures 4.8, 4.10,
4.11, and 4.12) and 5 members (in Figure 4.9) are included in this dissertation,
since the graphs for other group sizes result in similar findings.
The minimum intra-group similarity starts at −1.00, i.e., the lowest similarity
value that can be obtained by using the Pearson correlation metric. This minimum
intra-group similarity of −1.00 denotes that all users are a candidate to be com-
bined into a group. Group members can have similar preferences but they can also
have completely opposite preferences. This situation corresponds to the random
group composition of Section 4.3.2 in which no restrictions are imposed on the
group.
Further, the quality of the group recommendations is evaluated for groups with
a minimum intra-group similarity of −0.75, −0.50 and −0.25. This means that
the members can still have conflicting preferences but users who are complete
opposites of each other (similarity of −1.00) are not allowed in the same group.
Groups with a minimum intra-group similarity of 0.00 consist only of users with
non-conflicting preferences; i.e., the user-user similarity of each couple of mem-
bers is always positive. From then on, the recommendations are evaluated for
groups with a minimum intra-group similarity that varies in steps of 0.05. As the
minimum intra-group similarity increases, the condition for a user to join a group
is becoming stricter. Group members have to be more similar to each other and the
group becomes a homogeneous set of like-minded users.
For a group size of 2, the process of combining more similar users is stopped at
a minimum intra-group similarity of 0.80. For higher values of the minimum intra-
group similarity, it is not possible any more to find a sufficient number of groups
in which all users are so similar to each other. For groups of 5 users, it is even
more difficult to find members who are all very similar to each other. Therefore,
the minimum intra-group similarity is increased until 0.55 is reached.
Given the random aspect in the group composition (i.e., selecting a random
user from the subset of users who are sufficiently similar to the other group mem-
bers), the process of composing groups is repeated 30 times. Similar to the proce-
dure of the first and second series of experiments, each quality metric is calculated
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30 times and the mean of these measurements is used as an estimation of the qual-
ity of the group recommendations.
So the graphs in Figures 4.8, 4.9, 4.10, 4.11, and 4.12 show these mean values,
as well as the 95% confidence intervals of the mean values. Again, the vertical
axis of each figure crosses the horizontal axis at the quality level of the most-
popular recommender and the prefix of the bar series denotes if the algorithm uses
the aggregating recommendations strategy (“Rec”) or the aggregating preferences
strategy (“Pref”). Also in these experiments the average function is used as aggre-
gation method to combine the individual preferences or recommendation lists.
4.3.3.2 Accuracy influenced by the intra-group similarity
Figure 4.8 shows the mean nDCG (calculated over all users) for groups of two
members together with the 95% confidence interval of the mean nDCG, in relation
to the recommendation algorithm, aggregation strategy, and the minimum intra-
group similarity. In this graph, two horizontal lines are indicating the accuracy of
recommendations that are calculated for individual users. The green line (bottom
line) represents the accuracy of recommendations calculated by the CB algorithm;
this recommender has the lowest accuracy score for individual users. The red line
(upper line) indicates the highest accuracy level that was obtained for individual
recommendations; these recommendations are generated using SVD.
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Figure 4.8: The accuracy of the group recommendations for groups of size = 2, with a min-
imum intra-group similarity
As was already discovered by Baltrunas et al. [1], the accuracy of the group
recommendations increases as the similarity between members of the group in-
creases. The more similar the members of the group, the higher the accuracy of
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the group recommendations. This accuracy difference is especially noticeable for
groups with a high intra-group similarity. If the minimum intra-group similarity
is 0.60, the recommendations for groups of two members generated by UBCF are
about as accurate as the most accurate recommendations for individuals (generated
using SVD). For higher values of the minimum intra-group similarity, the accuracy
of the group recommendations can transcend the accuracy level of recommenda-
tions for individuals. For example, if the minimum intra-group similarity is 0.80,
all algorithms, except for the CB recommender, generate group recommendations
that have a higher accuracy than the most-accurate recommendations for individu-
als.
This effect is even more pronounced for larger groups. Figure 4.9 shows the
mean nDCG (calculated over all users) for groups of five members together with
the 95% confidence interval of the mean nDCG, in relation to the recommendation
algorithm, aggregation strategy, and the minimum intra-group similarity. In com-
parison with the results of Figure 4.8, the accuracy of the recommendations for
groups of five members is increasing faster as the minimum intra-group similarity
increases. As soon as the minimum intra-group similarity is 0.25, the accuracy
level of recommendations for individuals is reached. For groups of very similar
users, the group recommendations of all algorithms show a significantly increased
accuracy, thereby outperforming the recommendations for individuals. So if sim-
ilar users are brought together in groups, even the least accurate algorithm (CB)
can generate group recommendations that are more effective than the best recom-
mendations calculated for each individual seperately.
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Figure 4.9: The accuracy of the group recommendations for groups of size = 5, with a min-
imum intra-group similarity
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Important to keep in mind is the fact that Figures 4.8 and 4.9 show the mean
nDCG for each value of the minimum intra-group similarity. So for some users the
recommendations based on their individual preferences are most accurate, whereas
for other users their group recommendations based on the preferences of all group
members’ are most accurate.
If groups are randomly composed, group members may have different or even
conflicting preferences. Group recommenders have then the challenging task to
generate suggestions that please all group members. Since it is not always possible
to find items perfectly matching the tastes of all members, the accuracy of the
group recommendations might be lower than the accuracy of the recommendations
based on the individual preferences.
In contrast, if groups are composed of users with similar preferences, group
recommenders do not have to deal with conflicting preferences and items that
match each group member’s tastes can easily be found. Moreover, the group mem-
bers are complementary to each other and can learn from each other’s experiences
with previously consumed content. If group members are similar, they will often
have a comparable rating behaviour. Thus, the rating of one member can be a
good estimation of the rating of another member for the same item. As a results,
one member’s ratings can enrich the profile of another member since the ratings of
both users are highly correlated. The more similar the members, the better they can
complement each other, resulting in more accurate recommendations, as shown in
Figures 4.8 and 4.9. Table 4.5 confirms this by the results of the statistical T-tests
comparing the mean accuracy of the recommendations for groups of two mem-
bers (size = 2) with a minimum intra-group similarity of -1.0 and 0.5. (Similar
results are obtained for other group sizes.) H0 = the mean accuracy of the recom-
mendations generated for groups with a minimum intra-group similarity of -1.0
is equal to the mean accuracy of the recommendations generated for groups with
a minimum intra-group similarity of 0.5. T-tests with a p-value below 0.05 indi-
cate a significant difference between the two values of the minimum intra-group
similarity, and are presented in bold.
So compared to randomly-composed groups, a significant accuracy improve-
ment is obtained for all algorithms (except for PrefCB this improvement was not
significant) when the group members are similar to each other. Since the accuracy
gain obtained by the similarity of group members is varying for each group, the
standard deviation of the accuracy slightly increases as the minimum intra-group
similarity increases. This is indicated by the size of the confidence intervals in
Figures 4.8 and 4.9.
Besides the similarity of the group members, the size of the group has also an
influence on the accuracy. The comparison of Figures 4.8 and 4.9 shows that if
groups are randomly composed (minimum intra-group similarity of−1.00), group
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Algorithm t(58) p-value
PrefCB -0.62 0.53
PrefUBCF -9.64 0.00
PrefIBCF -8.74 0.00
PrefHybrid -7.76 0.00
PrefSVD -5.27 0.00
RecCB -3.35 0.00
RecUBCF -11.33 0.00
RecIBCF -4.83 0.00
RecHybrid -5.13 0.00
RecSVD -5.38 0.00
Table 4.5: Statistical T-test comparing the mean accuracy obtained for groups of two mem-
bers (group size = 2) with a minimum intra-group similarity of -1.0 and 0.5
recommendations are most accurate for small groups. In contrast, if members are
similar to each other, larger groups (Figure 4.9) can lead to more accurate group
recommendations than smaller groups (Figure 4.8). E.g., the recommendations for
a group of five members with a minimum intra-group similarity of 0.50 have a sig-
nificantly higher accuracy than the recommendations for a group of two members
with the same minimum intra-group similarity. The more users in a group, the
more information and preferences that can be shared among group members. So,
if these group members are similar to each other, larger groups can result in more
accurate group recommendations.
4.3.3.3 Diversity influenced by the intra-group similarity
Figure 4.10 shows the mean list diversity (calculated over all users) for groups of
two members together with the 95% confidence interval of the mean list diver-
sity, in relation to the recommendation algorithm, aggregation strategy, and the
minimum intra-group similarity.
The results show that for PrefUBCF the list diversity slightly decreases as the
minimum intra-group similarity increases. If group members are very similar to
each other, all members have the same or very similar items in their profile. Ag-
gregating these individual profiles leads to little variety in the group profile. Con-
sequently, the recommended items are very similar to each other and so the list
diversity decreases as the minimum intra-group similarity increases.
For PrefSVD and PrefIBCF on the other hand, the list diversity slightly in-
creases as the minimum intra-group similarity increases. In contrast to UBCF,
SVD and IBCF do not create a user profile modelling the user’s preferences in
order to generate recommendations. The increasing diversity of the PrefHybrid
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Figure 4.10: The diversity of the group recommendations for groups of size = 2, with a
minimum intra-group similarity
algorithm is due to the increasing diversity of the underling IBCF algorithm. Also
for RecSVD a slight increase in diversity is witnessed.
For the other algorithms, the list diversity remains constant as the minimum
intra-group similarity increases, meaning that the similarity between group mem-
bers has no influence on the list diversity.
Table 4.6 shows the results of the statistical T-tests comparing the mean diver-
sity of the recommendations for groups of two members (size = 2) with a minimum
intra-group similarity of -1.0 and 0.5. (Similar results are obtained for other group
sizes.) H0 = the mean diversity of the recommendations generated for groups with
a minimum intra-group similarity of -1.0 is equal to the mean diversity of the rec-
ommendations generated for groups with a minimum intra-group similarity of 0.5.
T-tests with a p-value below 0.05 indicate a significant difference between the two
values of the minimum intra-group similarity, and are presented in bold.
4.3.3.4 Coverage influenced by the intra-group similarity
Figure 4.11 shows the mean coverage of the recommendations (calculated over all
users) for groups of two members together with the 95% confidence interval of the
mean coverage, in relation to the recommendation algorithm, aggregation strategy,
and the minimum intra-group similarity.
The catalog coverage generally remains constant as the minimum intra-group
similarity increases. So, the similarity between group members has no noteworthy
influence on the catalog coverage of the group recommendations. An exception is
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Algorithm t(58) p-value
PrefCB 1.79 0.08
PrefUBCF 13.15 0.00
PrefIBCF -1.81 0.07
PrefHybrid -3.13 0.00
PrefSVD -2.22 0.03
RecCB 0.76 0.45
RecUBCF 3.00 0.00
RecIBCF -0.17 0.87
RecHybrid 0.86 0.40
RecSVD -10.74 0.00
Table 4.6: Statistical T-test comparing the mean diversity obtained for groups of two mem-
bers (group size = 2) with a minimum intra-group similarity of -1.0 and 0.5
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Figure 4.11: The coverage of the group recommendations for groups of size = 2, with a
minimum intra-group similarity
the coverage of RecUBCF and RecIBCF that slightly decreases as the minimum
intra-group similarity increases. So, these algorithms have the highest coverage
for randomly-composed groups (minimum intra-group similarity = −1.00), but
this coverage may be slightly lower if the group members are more similar to each
other.
Table 4.7 shows the results of the statistical T-tests comparing the mean cover-
age of the recommendations for groups of two members (size = 2) with a minimum
intra-group similarity of−1.0 and 0.5. (Similar results are obtained for other group
sizes.) H0 = the mean coverage of the recommendations generated for groups with
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a minimum intra-group similarity of−1.0 is equal to the mean coverage of the rec-
ommendations generated for groups with a minimum intra-group similarity of 0.5.
T-tests with a p-value below 0.05 indicate a significant difference between the two
values of the minimum intra-group similarity, and are presented in bold.
Algorithm t(58) p-value
PrefCB -2.22 0.03
PrefUBCF -2.57 0.01
PrefIBCF -4.61 0.00
PrefHybrid -2.91 0.01
PrefSVD -3.34 0.00
RecCB -1.08 0.28
RecUBCF 4.82 0.00
RecIBCF 1.77 0.08
RecHybrid 0.32 0.75
RecSVD -7.08 0.00
Table 4.7: Statistical T-test comparing the mean coverage obtained for groups of two mem-
bers (group size = 2) with a minimum intra-group similarity of -1.0 and 0.5
Although Table 4.7 identifies significant difference for multiple algorithms,
Figure 4.11 shows that these differences in coverage are mostly small, and that a
trend on the basis of the minimum intra-group similarity is often missing.
4.3.3.5 Serendipity influenced by the intra-group similarity
Figure 4.12 shows the mean serendipity of the recommendations (calculated over
all users) for groups of two members together with the 95% confidence interval
of the mean serendipity, in relation to the recommendation algorithm, aggregation
strategy, and the minimum intra-group similarity.
For PrefSVD and PrefIBCF (and to a lesser extent for RecSVD) the serendip-
ity increases as the minimum intra-group similarity increases. These findings
are in accordance with the results for PrefSVD, PrefIBCF, and RecSVD of Sec-
tion 4.3.3.3, which show an increased list diversity for similar group members. So,
if recommendations are more diverse, they are probably more serendipitous for
the user. The serendipity of the recommendations generated by other algorithms
remains constant as the minimum intra-group similarity increases.
Table 4.8 shows the results of the statistical T-tests comparing the mean serendip-
ity of the recommendations for groups of two members (size = 2) with a minimum
intra-group similarity of -1.0 and 0.5. H0 = the mean serendipity of the recom-
mendations generated for groups with a minimum intra-group similarity of -1.0 is
GROUP RECOMMENDATIONS: CONSIDERING MULTIPLE STAKEHOLDERS 107
0.25
0.3
0.35
0.4
0.45
0.5
0.55
-1 -0.75 -0.5 -0.25 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
M
e
a
n
 s
e
re
n
d
ip
it
y
 
Minimum intra-group similarity 
Serendipity of the recommendations for groups of size = 2, with a minimum intra-group similarity 
PrefCB RecCB PrefUBCF RecUBCF PrefIBCF RecIBCF PrefHybrid RecHybrid PrefSVD RecSVD
Figure 4.12: The serendipity of the group recommendations for groups of size = 2, with a
minimum intra-group similarity
equal to the mean serendipity of the recommendations generated for groups with
a minimum intra-group similarity of 0.5. T-tests with a p-value below 0.05 indi-
cate a significant difference between the two values of the minimum intra-group
similarity, and are presented in bold.
Algorithm t(58) p-value
PrefCB -0.68 0.50
PrefUBCF 7.95 0.00
PrefIBCF -55.24 0.00
PrefHybrid -1.53 0.13
PrefSVD -2.83 0.01
RecCB 1.61 0.11
RecUBCF -0.83 0.41
RecIBCF -2.41 0.02
RecHybrid -0.12 0.90
RecSVD -8.11 0.00
Table 4.8: Statistical T-test comparing the mean serendipity obtained for groups of two
members (group size = 2) with a minimum intra-group similarity of -1.0 and
0.5
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4.3.4 Improved aggregation strategy
4.3.4.1 Combining strategies
The results of Section 4.3.2.2 showed that the used aggregation strategy in com-
bination with the recommendation algorithm has a major influence on the accu-
racy of the group recommendations. Certain algorithms (such as CB and UBCF)
produce more accurate group recommendations when the aggregating preferences
strategy is used, whereas other algorithms (such as IBCF and SVD) obtain a higher
accuracy in combination with the aggregating recommendations strategy. So, the
choice of the aggregation strategy is crucial for each algorithm in order to obtain
the best group recommendations.
Instead of selecting one individual aggregation strategy, traditional aggrega-
tion strategies can be combined with the aim of obtaining group recommenda-
tions which outperform the group recommendations of each individual aggrega-
tion strategy. In this context, Berkovsky and Freyne [13] witnessed that the aggre-
gating recommendations strategy outperforms the aggregating preferences strat-
egy in terms of accuracy if the user profiles have a low density (i.e., containing
a low number of consumptions). For these users, of whom little is known from
their low-density profile, they obtained the lowest MAE (Mean Absolute Error for
the prediction score of the group recommendations) when the aggregating recom-
mendations strategy is used. In contrast for high-density profiles, the aggregating
preferences strategy resulted in the lowest MAE, thereby outperforming the aggre-
gating recommendations strategy in terms of accuracy. Therefore, Berkovsky and
Freyne proposed a switching scheme that uses the aggregating recommendations
strategy in combination with a low-density profile and switches to the aggregat-
ing preferences strategy when the user profile becomes denser. Compared to the
individual aggregation strategies, this switching strategy yielded a small accuracy
improvement.
Inspired by the proposed strategy of Berkovsky and Freyne, we employed a
switching scheme that selects either the aggregating preferences strategy or the ag-
gregating recommendations strategy to calculate group recommendations for users
of the MovieLens data set. We experimented with various switching thresholds
based on the user profile density as well as based on the group profile density. In
addition, switching based on the intra-group similarity, i.e., the similarity between
group members, was evaluated. However, the group recommendations obtained
by using such a switching scheme did not outperform the group recommendations
that are based on the best individual aggregation strategy in terms of accuracy. The
reason why we could not reproduce the accuracy gain of the switching scheme of
Berkovsky and Freyne on the MovieLens data set might be the specific settings of
their experiment. They only considered the accuracy of recommendations gener-
ated by a CF algorithm, the MAE metric was used to estimate the accuracy, and
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they focused on the specific use case of recipe recommendations using a rather
small data set (around 3300 ratings).
Therefore, we continued our quest to a more advanced aggregation strategy
which combines individual aggregation strategies thereby yielding an accuracy
gain compared to each individual aggregation strategy. The aim of this combina-
tion of strategies is to merge the knowledge of two (or more) aggregation strategies
into a final group recommendation list. The idea is that if one of the aggregation
strategies comes up with a less suitable or undesirable group recommendation, the
other aggregation strategy can correct this mistake. This makes the group rec-
ommendations resulting from the combination of strategies more robust than the
group recommendations based on a single aggregation strategy.
Although the aggregation strategies can be combined in various possible ways,
our experiments showed that most combination techniques do not obtain an in-
creased accuracy of the group recommendations. According to the results of our
experiments, an effective way to generate group recommendations by combining
the two aggregation strategies is as follows: First, group recommendations are
calculated by using the selected recommendation algorithm and the aggregating
preferences strategy. The result is a list of all items, ordered according to their
prediction score, which estimates how much each item will be appreciated by the
group. In case of an individual aggregation strategy, the top-N items on that list
are selected as suggestions for the group. After calculating the group recommen-
dations using the aggregating preferences strategy, or in parallel with it, group
recommendations are generated using the chosen algorithm and the aggregating
recommendations strategy. Again, the result is an ordered list of items with their
corresponding prediction score.
Subsequently, the two item lists are combined into one item list by combining
the prediction scores of each aggregation strategy per item. In this experiment,
we opted for the average (arithmetic mean) as method to combine the prediction
scores. So in the resulting item list, each item’s prediction score is the average of
the item’s prediction score generated by the aggregating preferences strategy and
the item’s prediction score produced by the aggregating recommendations strategy.
Alternative combining methods are also possible, e.g., a weighted average of the
prediction scores with weights depending on the performance of each individual
aggregation strategy. Then the items are ordered by their new prediction score in
order to obtain a new combined list of potential group recommendations.
This combined item list can still contain items that are at the top of the rec-
ommendation list that is generated by one of the aggregation strategies but that
are in the middle or even at the bottom of the recommendation list produced by
using the other aggregation strategy. Therefore, the combined item list is adapted
in order to contain only items that appear at the top of both recommendation lists,
thereby reducing the risk of recommending undesirable or less suitable items to
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the group. So, items that are ranked below a certain threshold position in the rec-
ommendation list generated by one of the aggregation strategies, are removed from
the combined list. In this experiment, we opted to exclude these items from the
combined list, that are not in the top-5% of both recommendation lists (i.e., the
top-84 of recommended items for the MovieLens data set). Since only a limited
number of recommendations are offered to the users, (5 in our experiment,) the
filtering of the top-5% items is no hard restriction. As a result, the final recom-
mendation list contains the items that are identified as ‘the most suitable’ by both
aggregation strategies, ordered according to the average of the prediction scores of
both aggregation strategies.
4.3.4.2 Accuracy improvement by combining strategies
Our combined aggregation strategy is compared to the individual aggregation strate-
gies in Figure 4.13. Similar to the experiments of Section 4.3.2, the groups are
composed by selecting random users from the data set and the process of com-
posing groups is repeated 30 times. So, the graph of Figure 4.13 shows the mean
accuracy of these measurements as an estimation of the quality of the group rec-
ommendations (on the vertical axis), as well as the 95% confidence interval of
the mean value, in relation to the recommendation algorithm, aggregation strat-
egy, and the group size. The group size is indicated on the horizonal axis. Again,
the vertical axis of each figure crosses the horizontal axis at the quality level of the
most-popular recommender and the prefix of the bar series denotes which aggrega-
tion strategy is used. The prefix (“Combined”) stands for the proposed aggregation
strategy which combines the aggregating preferences strategy and the aggregat-
ing recommendations strategy. The bar series with the prefix (“Best”) indicates
the accuracy of the best individual strategy, i.e., aggregating preferences for the
UBCF and CB algorithm, and aggregating recommendations for the SVD, IBCF,
and Hybrid algorithm. For the individual aggregation strategies, the average (Avg)
function is used as aggregation method to combine the individual preferences or
recommendations.
The non-overlapping confidence intervals indicate a significant improvement
of the combined aggregation strategy compared to the best individual aggrega-
tion strategy. Table 4.9 shows the results of the statistical T-tests comparing the
mean accuracy of the recommendations generated by the best individual aggrega-
tion strategy and by the combined aggregation strategy for groups with size = 5.
(Similar results are obtained for other group sizes.) H0 = the mean accuracy of
the recommendations generated by using the best individual aggregation strategy
is equal to the accuracy of the recommendations generated by using the combined
aggregation strategy. The small p-values (all smaller than 0.05) prove the signif-
icant accuracy improvement of our proposed aggregation strategy. However, this
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combined aggregation strategy
combined aggregation strategy has also a disadvantage. Since it uses the output
of the individual aggregation strategies, group recommendations have to be calcu-
lated for each individual strategy (two times in this experiment). As a result, the
calculation load increases linearly with the number of aggregation strategies that
have to be combined. Fortunately, these calculations can be parallelized to speed
up the total computation time.
Algorithm t(58) p-value
CB -3.55 0.00
UBCF -2.66 0.01
IBCF -2.33 0.02
Hybrid -2.53 0.01
SVD -4.39 0.00
Table 4.9: Statistical T-test comparing the accuracy obtained by using the best individual
aggregation strategy and the combined aggregation strategy for groups with size
= 5
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4.4 Conclusions
In this chapter, group recommendations are discussed as a solution to generate sug-
gestions for a group of people (such as a family or friends). A typical use-case is a
recommender system for audio and video content in the home environment. Multi-
ple qualitative aspects (accuracy, diversity, coverage, and serendipity) of the group
recommendations are thoroughly evaluated for five state-of-the-art recommenda-
tion algorithms in combination with two commonly-used aggregation strategies.
Furthermore, the influence of the group size and group composition on the effec-
tiveness of the group recommendations is investigated.
The results of this chapter are summarized per section in Table 4.10. An im-
portant result is the finding that there exists no ‘overall-best’ recommendation al-
gorithm and aggregation strategy. The recommendation algorithm and aggrega-
tion strategy should be chosen together in order to optimize the desired qualitative
aspects of the group recommendations. E.g., if the main objective of the group
recommender system is to achieve a high accuracy for small to medium sized
groups (size < 7), we recommend using the SVD algorithm in combination with
the aggregating recommendations strategy. If other quality aspects such as diver-
sity or coverage are also important, we recommend the IBCF or Hybrid algorithm
with the aggregating recommendations strategy. When a recommender system for
individual users is extended to enable group recommendations, these results can
be used to choose the best aggregation strategy based on the currently employed
algorithm.
Future research can include the evaluation of the effectiveness of the group
recommendations via an online experiment with real test subjects. In such an
experiment, users can be invited to use the group recommender system at home
with their family and evaluate the group recommendations afterwards. An online
experiment makes it possible to investigate if the results of the offline analysis are
in line with the assessments of the users and if differences in accuracy, diversity,
and serendipity are noticeable for these users.
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Experiment Section Results
Aggregation
method
4.3.1.3
The ‘average’ and ‘average without misery’ method generally pro-
duce the most accurate group recommendations. The ‘one user
choice’ method induces a low accuracy in combination with the ag-
gregating recommendations strategy.
Accuracy
random
groups
4.3.2.2
The accuracy of the recommendations decreases as the group size
increases. The aggregation strategy that generates the most accu-
rate group recommendations depends on the algorithm. For CB and
UBCF, aggregating preferences is the best strategy. For SVD and
IBCF, the best strategy is aggregating the recommendations.
Diversity
random
groups
4.3.2.3
The CB algorithm generates the least diverse recommendation list,
even less diverse than the most-popular list. Algorithms based on
CF generate the most diverse recommendations.
For most algorithms, the diversity remains constant as the group size
increases. For SVD, UBCF, and CB, the aggregating preferences
strategy generates the most diverse recommendations. For IBCF, the
aggregating recommendations strategy generates the most diverse
recommendations.
Coverage
random
groups
4.3.2.4
The CB recommender has the lowest coverage. Recommenders
based on CF have the highest coverage.
For most algorithms (except UBCF) and group sizes, the coverage
obtained using the aggregating preferences strategy is slightly higher
than the coverage of the aggregated recommendations.
Serendipity
random
groups
4.3.2.5
The serendipity of the recommendations generated by the SVD and
CB algorithm is significantly lower than the serendipity obtained by
the most-popular recommender. Algorithms based on CF have the
potential for serendipitous recommendations.
The serendipity of most algorithms’ recommendations remains con-
stant as the group size increases. The SVD, UBCF, and CB rec-
ommender produce the most serendipitous recommendations if the
preferences are aggregated whereas the recommendations of IBCF
are most serendipitous if the members’ individual recommendation
lists are aggregated.
Accuracy
similar
groups
4.3.3.2
The more similar the members of the group, the higher the accuracy
of the recommendations. Compared to randomly-composed groups,
the group recommendations show a significantly increased accuracy
for groups of similar users, with the potential of outperforming the
recommendations for individuals.
Diversity
similar
groups
4.3.3.3
For most algorithms, the list diversity remains constant as the sim-
ilarity between group members increases. For PrefSVD, PrefIBCF,
and RecSVD on the other hand, the list diversity slightly increases
as the similarity between group members increases.
Coverage
similar
groups
4.3.3.4
The coverage generally remains constant as the similarity between
group members increases.
Serendipity
similar
groups
4.3.3.5
For PrefSVD and PrefIBCF (and to a lesser extent for RecSVD), the
serendipity increases as the similarity between group members in-
creases. The serendipity of the recommendations generated by other
algorithms remains constant as the similarity between group mem-
bers increases.
Combining
Strategies 4.3.4.2
Compared to the best individual aggregation strategy, a significant
accuracy improvement is obtained by combining both strategies.
Table 4.10: Conclusions of the study on group recommendations
Part II
Quality of experience

5
Introduction to quality of experience
5.1 Introduction
Mobile devices are becoming the primary tools for Internet access and communi-
cation. According to the latest version of the TNS Mobile Life survey, claimed to
be the largest study into mobile consumers [1], this growth in the mobile communi-
cation domain is driven by an increased demand for mobile video services. Recent
forecasts [2] state that mobile video transmission will generate 70% of the global
mobile data traffic by 2016. However, offering a good experience to users remains
challenging, and given the dependence on several influencing factors, this espe-
cially holds true in the context of mobile video applications [3]. This emphasizes
the necessity for service providers to investigate the quality of users’ experiences
in view of matching the produced video quality to users’ subjective expectations.
5.2 QoS vs. QoE
Traditionally, network operators and service providers used to pay close attention
to the Quality of Service (QoS). QoS is defined by the International Telecom-
munication Union - Telecommunication Standardization Sector (ITU-T) as “the
collective effect of service performance” [4]. The concept of QoS refers to several
related aspects, QoS parameters, which are mutually correlated and all have an
influence on the performance of a service. Figure 5.1 lists the QoS parameters that
are important for services that enable watching video transmitted over a network.
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In the scenario of real-time streaming of multimedia (e.g., voice over IP, online
games, and live Internet Protocol TeleVision (IP-TV)), the delay of data packets
(sometimes called the latency) is an important QoS parameter that have to be min-
imized. A measure for this delay is the Round-Trip delay Time (RTT) which is
defined as the time it takes for a message to be sent plus the time it takes for an
acknowledgement of that message to be received. The variability over time of the
packet delay across the network is called jitter. Delay and jitter may disturb the
synchronization between different data streams in the network. The network band-
width expresses the amount of data that can be transmitted over the network. If
not enough capacity is available, packet losses may occur. The transport protocol
can try to recover from these packet losses by retransmissions, but this is at the
expense of an additional delay.
Targets for these QoS parameters have to be defined in association with the
parameters of the video source such as the resolution, codec and container, bit
rate, frame rate, and aspect ratio. These video parameters have an influence on
the network requirements and determine in combination with the QoS parameters
the quality of the video at the receiver. E.g., the bit rate of the video source has a
direct influence on the required bandwidth of the network; and the effect of packet
loss is dependent on the used codec and container for the video. Also the transport
mechanism has an impact on the QoS parameters. The network topology and the
physical distance between sender and receiver influence the network delay. Faults
in the network infrastructure may introduce packet loss, and the transport protocol
determines if these lost packets are retransmitted or not.
In the field of computer networking and packet-switched telecommunication
networks, QoS is associated with resource reservation control mechanisms rather
than the resulting service quality. In this context, QoS refers to the ability to pro-
vide different priority to different applications, users, or data flows, or to guarantee
a certain level of performance to a data flow. These performance levels are objec-
tive measures used to ensure the operation of certain services such as real-time
streaming of multimedia. To impose the required performance levels formally, an
Service-Level Agreement (SLA) can be defined as part of a service contract. An
SLA will typically have a technical definition in terms of Mean Time Between
Failures (MTBF), or Mean Time To Repair or Mean Time To Recovery (MTTR).
The service provider constantly monitors the network for slow or failing compo-
nents and intervenes if necessary to ensure the agreed service quality. For the
end-user this service quality is noticeable in terms of availability and accessibility
of the service.
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Source Quality 
Resolution 
Codec / Container 
Audio & Video Bit Rate  
Frame Rate 
Aspect Ratio 
Service Provisioning 
SLA 
MTBF 
MTTR 
Network Monitoring 
Network Interference 
Delay / Latency / RTT 
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Figure 5.1: Overview of the QoS parameters and their relation with QoE indicators for video watching
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Traditionally, the influence of these QoS parameters on the video quality is as-
sessed by objectively-measured video quality metrics. These quality metrics play
a crucial role in meeting the promised QoS and in improving the obtained video
quality at the receiver side [5]. One of the most commonly used metrics is Peak
Signal-to-Noise Ratio (PSNR), which expresses the ratio between the power of the
video signal and the power generated by electromagnetic noise in terms of deci-
bels. Besides, various alternative objective quality metrics exists. E.g., Structural
SIMilarity (SSIM) is a method for measuring the similarity between two images
of a video: the initial distortion-free image and the image that is the result of
transmitting the video over the network. This metric uses the structural distortion
in video as an estimate of perceived visual distortion. The SSIM metric is de-
signed to improve on traditional methods such as PSNR, which have proved to be
inconsistent with human eye perception [6]. The Moving Pictures Quality Met-
ric (MPQM) is used to assess the quality of MPEG compressed video streams.
This metric is calculated using a mix of content dependent factors along with a
combination of network impairments such as delay and packet loss [7]. Media De-
livery Index (MDI) is a metric that indicates video quality levels and also identifies
network impairments that are affecting the quality. This is achieved by measuring
instances of jitter levels and packet loss occurring on different points in the net-
work [7]. Although this list of metrics is not exhaustive, it indicates that a whole
range of different metrics exists for objectively measuring the video quality.
These objective quality assessment methods can be further categorized as full-
reference, reduced-reference, and no-reference. Full-reference methods calculate
the quality difference by comparing every pixel in each image of the distorted
video to its corresponding pixel in the original video. Reduced-reference meth-
ods extract some features of both videos and compare them to obtain an objective
quality score. Full- and reduced-reference methods are important for the evalua-
tion of video systems in non-real-time scenarios where on the one hand the original
(reference) video data or a reduced feature data set, and on the other hand the dis-
torted video data are available for comparison. Full-reference quality assessment
methods can be used for example during the development and prototyping process
of video transport systems, whereby the original video can be delivered offline to
compare with the distorted video at the receiver. If only some features of the orig-
inal video are available at the receiver, reduced-reference methods can be used. In
contrast, no-reference methods try to assess the quality of a distorted video without
any reference to the original video. These methods are commonly used for real-
time quality assessments at a receiver without availability of the original video
data.
Although useful, these objective quality metrics only address the perceived
quality of a video session partly, since these metric do not correlate perfectly with
the human perception and not all visual distortions are always taken into account.
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Moreover, audible distortions and playback failures, which have an influence on
the user experience, are often ignored in these objective quality metrics.
Various kinds of visual and audible distortions can be perceived by the user
during video watching. Visual noise is a random variation of brightness or colour
information that is not present in reality. Visual noise can be produced for example
as an undesirable by-product of image capturing. Also in the audio stream, noise
can be present as an undesired, random addition to the sound signal. A drop out is
a small loss of data in an audio or video stream that can be caused by packet loss.
Video drop outs can cause visual artefacts in a video frame; audio drop outs can
produce audible distortions. A low frame rate or frame drops may be the cause
of rough or choppy video. Besides, also the audio stream may be perceived as
choppy or stuttering. Lip synchronization refers to the relative timing of the audio
and video stream, i.e., the matching of lip movements with sung or spoken vocals.
Another visual distortion is blurring. If a low-resolution video is displayed on a
high-resolution screen, the video may be perceived as blurry: the video is not sharp
and small details or sharp edges are difficult to distinct. Motion blur is visual as
the apparent streaking of rapidly moving objects. Macro-blocking is an artefact in
which objects or areas of the video image appear to be made up of small squares
(macro blocks), rather than proper detail and smooth edges. Macro-blocking may
be caused by problems during video transmission or by the codec during video
compression. Pixelation is the effect in which individual pixels making up an
image can be identified by the naked eye. This visual artefact is sometimes visible
along the edges of objects. Lastly, chroma noise is an unnatural appearance in the
video image due to fluctuations in colour and luminance.
Besides these audible and visual distortions, failures in the playback of the
video may be noticeable for the user. E.g., problems with video playback may be
visible as black screens. Besides, during playback the video may freeze, thereby
not refreshing the video frames. Likewise, a limited network bandwidth may intro-
duce rebuffering interruptions during video playback. Short loading times before
the videos start playing may be important for the user. And in the case of multi-
ple video channels, slow zapping times due to the channel change latency may be
perceived as annoying.
Since objective quality metrics do not perfectly model the perceived visual
quality, subjective quality measurements can be performed to assess how a video
is really perceived by a viewer. These subjective quality assessments are usually
conducted by asking human subjects to rate the perceived visual quality of the dis-
played media according to a provided quality scale [8]. Also for subjective quality
assessments, different metrics exist. In the domain of communication, MOS test-
ing (Mean Opinion Score) is predominantly used as a subjective measure of voice
quality [9]. To obtain a MOS score, i.e., a numerical indication of the perceived
quality, test subjects are asked to evaluate quality parameters by means of stan-
122 CHAPTER 5
dardized scales using labels ranging from ‘Excellent’ to ‘Bad’ as defined by the
ITU-T [4]. The DSIS method (Double Stimulus Impairment Scale) uses reference
and test conditions, which are arranged in pairs, such that the first in the pair is
the original (reference) video and the second is the same video distorted. After
video watching, the test subjects are asked to vote on the second video using an
impairment scale (from “impairments are imperceptible” to “impairments are very
annoying”) [10]. Absolute Category Rating (ACR) is a quality assessment method
in which a test video is presented to the test subjects once only, without a reference.
Then, the test subjects rate the quality of the videos, which should be presented in
random order, on an ACR scale. ACR has been standardized in ITU-T Recom-
mendation P.910 [11]. Also this list of subjective quality metrics is not exhaustive,
but aims to denote the multiplicity of subjective measures.
Although these subjective measures better reflect the perceived quality of a ser-
vice than traditional QoS parameters, they do not take into account users aspects
or non-technical service aspects and as a result they are not the final goal (any
more). The final goal of the optimization of a service should be to deliver a high
Quality of Experience (QoE) to the user. As indicated in Figure 5.1, research re-
garding QoE is closely related to and partially overlapping with quality assessment
methodologies, and driven by QoE indicators. The term QoE indicator refers to “a
perceivable, recognized, and nameable characteristic of the individual’s experience
of a service which contributes to its quality” [12]. Besides these QoE indicators,
the concept QoE also comprises non-technical aspects of the service. QoE consid-
ers how viewers perceive and experience multimedia content and/or multimedia
communication services as a whole [13]. Since QoE relates to the user-perceived
experience directly rather than to the implied impact of QoS, it is considered as a
more important metric than QoS [14].
The quest for approaches that enable QoE measurement in the context of ubiq-
uitous, ‘always on’ multimedia consumption is challenging but crucial. Researchers
have already tried to grasp the influence of both static and more dynamic factors
upon the quality of people’s experiences with ICT products, applications and ser-
vices for a long time. However, there is no magical formula to solve this complex
problem. The increasing collaboration between researchers from different disci-
plines and epistemological1 positions is in this respect not only enriching, but also
necessary. In this respect, the definition of QoE is a much debated topic in the
QoE community: various considerations and contributions have been made to the
research domain [15–17]. Both from a theoretical and empirical perspective, this
concept has been broadened over the last years. As a result, different definitions
of QoE exist, but all have similar notion, referring to user satisfaction [18]. By the
ITU-T, QoE is defined as “the overall acceptability of an application or service, as
1Epistemology is a branch of philosophy that investigates the origin, nature, methods, and limits of
human knowledge.
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perceived by the end-user”, which might be influenced by ‘user expectations’ and
‘context’ [19].
Identifying, understanding, and quantifying the most determining aspects mak-
ing or breaking the QoE of individual (or communities of) users and translating
these rich insights into service and application optimization recommendations, is
considered to be essential. Besides the perceived quality of a service (as can be
measured by subjective quality metrics), QoE is also influenced by user aspects
such as prior experiences with the service, personal skills, expectations of the user,
motivation, emotions, etc [17]. Furthermore, if users are really interested in the
content and are involved in the storyline of the movie, they might have a differ-
ent idea about the disturbance of artefacts and artefacts might be perceived as less
annoying [20].
Also the context of the user interacts with the QoE on different levels, thereby
making it crucial to assess the QoE [21]. On the lowest level is the usage context:
the interplay of situations in everyday life. This context level includes aspects such
as the location and activity of the user, the time, the company during service usage,
etc. On the highest level is the social context: the interplay between the societal
structure and the action of members of society within and with the structure [17].
Last but not least, also non-technical aspects related to the service have an
influence on the QoE: the price of the service, the usability of the service and the
user interface, (the user’s interest in) the video content that is available, enjoyment
during service usage, utility of the service, and the type of device that is used.
QoE will continue to play a major role in the future development of broad-
casting services and the design of multimedia applications, not the least in the
dynamic mobile media domain. For video services, operators, and broadcasters,
QoE has become already a service differentiator next to the number of channels
or the content they offer [20]. Moreover, QoE has become a key factor in routing
mechanisms and resource management schemes for network operators and IPTV
providers [22].
As reflected in the importance of the QoE concept, users have become more de-
manding and expect that products, services, and applications address their personal
and situational requirements [23], allowing them to have a good and pleasurable
(quality of) experience anywhere and at any time. This is especially challenging in
the mobile media domain, which is characterized by an exponential growth in the
number of mobile devices, services, and applications, by the availability of various
new content-delivery services and access networks, and by the massive adoption
of mobile services by users. As mobile applications are used in dynamic and het-
erogeneous usage contexts, insights in the objective and subjective dimensions that
may influence users’ QoE in these contexts, have become crucial in view of QoE
optimization [24].
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5.3 Literature review
In this section, we provide an overview of existing work starting with studies on
the influence of technical parameters on the video quality assessment. We then
discuss a number of studies regarding QoE modelling in the context of streaming
media services. Subsequently, the focus is on studies concerning the improvement
of the QoE in the mobile application domain by approaches such as optimizing the
handover process. Furthermore, this section discusses results regarding QoE re-
search in WCDMA (Wideband Code Division Multiple Access) and UMTS (Uni-
versal Mobile Telecommunications System) networks. Finally, the pros and cons
of controlled test beds as well as living lab experiments are reviewed.
5.3.1 Video quality assessment
Over the past years, numerous video quality assessment methods and metrics
have been proposed with varying computational complexity and accuracy. Full-
reference and reduced-reference media-layer objective video quality assessment
methods are extensively classified, reviewed, and compared according to whether
or not natural visual characteristics or perceptual characteristics are considered [25].
However, these metrics only measure (differences in) objective parameters of the
video, which may not always be noticeable or important for the user. These metrics
may be insufficient to reliably estimate end-users’ subjective overall perception of
the quality. As a result, these metrics do not always reflect the quality aspects
that are really important for a good QoE. Therefore, the most reliable way of as-
sessing and measuring the perceptual quality of video is conducting subjective
experiments, in which human observers evaluate a series of video sequences [20].
Many of the studies on the perceptual quality of video have focused on how
network-level parameters (such as delay, bandwidth, packet loss, and jitter) and
video characteristics (such as codec, frame rate and resolution) affect the subjec-
tive quality of the multimedia content. Research about the effects of jitter on the
perceptual quality of video indicated that jitter can degrade video quality nearly as
much as packet loss [26]. Moreover, this study showed that the presence of even
low amounts of jitter or packet loss results in a severe degradation in perceptual
quality, while higher amounts of jitter and packet loss do not proportionally de-
grade the perceptual quality. The effects of present-generation video compression
and communication technologies on the perceptual quality of digital video were
evaluated via a subjective study by Seshadrinathan et al. [27]. This user study
consisted of a large-scale subjective evaluation of video quality on a collection
of videos distorted by a variety of application-relevant processes. Furthermore,
the performance of several full-reference video quality assessment algorithms was
evaluated and compared with the users’ mean opinion scores.
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In the context of streaming media services, technical parameters of the video
(such as frame rate and bit rate) have been used to estimate quality perceptions and
whether the service is acceptable, by using statistical modelling techniques thereby
identifying the degree of influence of each technical parameter [28]. The resulting
(classification) model predicts the user’s perception of the service quality, which is
considered as a QoE indicator, based on the technical characteristics of the video.
This model does not take into account network-level parameters (such as packet
loss, delay, jitter ) but allows network operators to anticipate the user’s experience
and then allocate network resources accordingly [28].
For communication and entertainment systems that involve streaming media,
such as teleconference applications, UDP (User Datagram Protocol) based stream-
ing protocols such as RTP (Real-time Transport Protocol) are commonly used.
These streaming media require timely delivery of information and allow no re-
transmissions in case of packet loss, which may lead to noticeable distortions for
the user. For UDP based streaming protocols, QoE is determined as a function of
the technical video parameters (resolution, frame rate and codec) and spatial and
temporal video artefacts resulting from network imperfections, e.g., packet loss,
delay, and jitter [29]. Although intelligent mechanisms in core and distribution
networks may prevent congestion and packet loss, video streaming over IP (Inter-
net Protocol) networks is error-prone and subject to a wide range of distortions,
artefacts, and degradations during transmission [30].
The perceptual effects of packet loss during UDP based streaming are depend-
ing on various technical parameters of the video, such as the type of frame in which
packet loss occurs (I, P, or B-frame), the resolution, and the video codec as well
as on network characteristics such as burst patterns. For MPEG encoded videos
for example, packet-loss rates as low as 3% might induce much higher frame er-
ror rates (up to 30% of frame errors) and clearly-noticeable distortions for video
with an approximate duration of five mintues [31]. Compared to a perfect video,
perceptual quality drops by over 50% in the presence of a packet-loss rate of about
8%. Additional packet loss, up to 22%, induces a further (but weaker) decline
in the perceptual quality [26]. Whereas these studies discussed the influence of
packet loss on the perceptual quality in the context of video watching on desktop
computers or television sets (i.e., a fixed setting), Chapter 6 of this dissertation
investigates this influence in a mobile context, which can have a serious impact on
the QoE.
As an alternative for RTP, nowadays a lot of video content is available via
Dynamic Adaptive Streaming over HTTP (DASH), a technique also known as
progressive download which is based on HTTP (Hypertext Transfer Protocol) and
TCP (Transmission Control Protocol) which assures a reliable, ordered delivery
of video packets. Using progressive download, buffering mechanisms and packet
retransmissions can avoid the audiovisual distortions due to packet loss and jitter,
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but may incur rebuffering interruptions and additional start-up delays compared
to UDP based streaming applications [32]. In other words, in case of a network
bottleneck the displayed content does not suffer from video quality degradation,
but playback suffers from rebuffering interruptions.
The impact of the underlying transport protocol on the QoE for streaming me-
dia services was studied by comparing UDP based and TCP based video stream-
ing [33]. The results indicated that TCP based video-on-demand delivery, which is
for instance used by YouTube, outperforms UDP based video streaming in terms of
the user’s perceived quality for network bottleneck scenarios. The user’s personal
experience rating showed to be highly influenced by the number of video interrup-
tions during video transmission over TCP. All users rated their video experience
with the maximum rating if no interruption occurred. In contrast, in case of two
and more rebuffering interruptions, more than 30% of the users rated the video
experience with the lowest rating score. From these results, the authors concluded
that users tolerate one interruption of 3 seconds per clip but more interruptions, es-
pecially more than two, significantly reduce the user’s perceived video quality and
experience. Since user expectations and experiences might be different for mobile
applications due to other characteristics of the hardware (e.g., type of device or
screen size) and the wireless data networks (e.g., cellular networks), we assume
that these conclusions do not apply (without adjustments) to the acceptability re-
garding video interruptions on the mobile platform, which is investigated in our
research.
5.3.2 QoE on the mobile platform
The proliferation of mobile multimedia applications over wireless, resource-con-
strained networks has raised the need for methods that adapt these applications
both to network resource constraints and to clients’ QoE requirements [34]. Var-
ious studies have been devoted to the measurement of QoE by considering both
measurable (e.g., waiting time) and non-measurable (e.g., the user’s expectations)
parameters in the domain of mobile multimedia services. Using these parameters,
it is possible to produce quantifiable quality metrics for QoE evaluation of multi-
media streaming by performing analysis at the application and network levels [35].
The so-called ’non-measurable’ parameters are related to the users’ evaluation of
the investigated QoE features, their behaviour, expectations, emotions, etc. In-
creasingly, interdisciplinary research is set up in order to take these human aspects
into account.
Several researchers have studied the QoE of mobile media sessions in cel-
lular data networks. Based on experiments in WCDMA networks, a predictive
QoE model for multimedia applications was proposed [36]. A stepwise regression
analysis revealed the most relevant factors for the QoE: the number of transmis-
sion errors, buffering occurrences, and coding profile. Moreover the study pointed
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to the importance of the buffering duration and frequency. Experiments in UMTS
networks found that the effect of the RTT (round-trip time) and bandwidth are very
perceivable by the users while browsing web pages [37]. The same study showed
that the initial start-up time of streaming video, which is influenced by these net-
work parameters, is crucial, independent of the quality of the streaming. The test
subjects were also very sensitive to any rebuffering that occurs after the streaming
has started, and rated the overall quality regardless of the video quality after the
rebuffering interruption.
Other studies considered the rebuffering length and rebuffering frequency as
the properties that have the greatest impact on QoE. If interruption is unavoidable,
a single rebuffering is a better solution than repeated rebuffering events [38]. Other
subjective tests showed that also a single rebuffering interruption can reduce the
users’ QoE considerably [39]. A very recent study compared the impact of initial
delays vs. interruptions and found that the latter should always be avoided, even
at the cost of increasing the initial waiting time due to prebuffering [40]. Regret-
tably, these studies do not evaluate how much time can be spent on the rebuffering
of mobile video before this becomes unacceptable for the user, or in other words
the acceptability regarding the initial loading time and the rebuffering interruptions
during video playback. Therefore, Chapter 6 of this research investigates the ac-
ceptability of rebuffering interruptions during mobile video watching and provides
a model that estimates this acceptability considering the initial loading time and
rebuffering interruptions.
In the context of heterogeneous mobility2, it is also investigated how network
hand-overs can be optimized and made seamless, allowing the user to have the
best possible experience. To improve this handover process across multiple link-
layer access technologies, a modified Android user terminal using the IEEE 802.21
framework has been proposed [41]. The assessment of the handover process via an
experimental test bed showed that under the proposed solution the handover delay
and packet loss are significantly lower than the ones resulting from the normal
operation.
5.3.3 Controlled lab environment vs. living lab
To evaluate QoE in the context of mobile applications or services, both traditional
test beds with controlled parameters or living lab experiments in the field can be
set up.
Although living lab experiments are an extension towards more natural and
realistic research test environments [42], a strong tradition exists in experimental
research taking place in test beds with controlled parameters [43, 44]. The con-
trolled laboratory settings allow for transparent, rigorous, and replicable testing
2heterogeneous mobility allows the movement of mobile devices to other networks in order to fulfil
the service requirements
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of new technologies, scientific theories, and tools regarding the quantification and
optimization of the QoE. Research using this kind of test beds makes it possible to
investigate the relative influence of particular isolated parameters on users’ quality
perceptions.
The experiment presented in Chapter 6 of this research has been carried out in
a controlled environment test room. The experiment investigates if and how users’
QoE is influenced by the number of rebuffering interruptions during mobile video
watching.
Yet, especially when the focus is on ‘ubiquitous QoE’ and its interplay with
dynamic contextual and user-related variables, the complementary value of more
ecologically valid approaches should be explored. (The ecological validity of a
study denotes the extent to which the methods, materials, and setting of the study
approximate the real-world that is being examined [45]). Although no common or
standardized methodologies have been developed in this respect, interesting work
has already been done in this area, e.g., in the domain of pervasive computing [46],
and mobile TV [47]. Various researchers pointed to the relevance of the living labs
approach for “integrating technology components into the complex environment of
the wireless world and end-users in their daily life” [48]. In contrast to controlled
laboratory settings, living lab experiments are less transparent and predefined but
aim to provide more natural settings for studying QoE by involving the users in
the innovation process [49].
In the definition of Følstad [42], living labs are “environments for innovation
and development where users are exposed to new ICT solutions in (semi-)realistic
contexts, as part of medium- or long-term studies targeting evaluation of new ICT
solutions and discovery of innovation opportunities”. Drawing on the open and
user-driven innovation rationale, the living lab approach might help to facilitate the
continuous and systematic involvement of end-users and to enable researchers to
understand the drivers and barriers of QoE in heterogeneous real-life contexts [49].
Moreover, as living labs ‘bring the lab to the people’ and draw on ‘real’ experi-
ences from ‘real’ users, QoE research in such settings will likely yield more trust-
worthy results and have a higher ecological validity than research in controlled
environments [50].
In this respect, Staelens et al. compared QoE assessment performed in con-
trolled laboratory environments and in the natural setting of people’s everyday life
context [20]. They discovered significant differences concerning perceived arte-
facts and acceptability of the video quality. In general, artefacts showed to be less
perceptible during real-life QoE assessment. So, conclusions which are obtained
using a standardized subjective-quality assessment methodology may not always
hold on the case of real-life QoE assessment since user expectations and context
influence QoE.
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The experiments presented in Chapter 7 and 8 of this research have been car-
ried out in a living lab. Chapter 7 presents a model for the subjective evaluations of
various quality aspects during mobile video watching, such as the perceived dis-
tortion and loading speed. Chapter 8 discusses the influence of QoE on the user’s
explicit feedback that is used for generating recommendations. In this way, this
chapter links the research of the first part of this dissertation concerning recom-
mender systems, and the second part, that is about QoE.
5.4 Conclusion
Entertainment and multimedia are the key functionalities in emerging mobile mar-
kets. The ability to understand and quantify the QoE, will play a major role in the
success of these mobile services. Over the past years, a number of studies have
looked into how distortions or interruptions influence QoE. However, systematic
research investigating the users’ evaluation and acceptability with respect to distor-
tions, loading time, and rebuffering interruptions during mobile video watching is
still rather limited. Moreover, results based on fixed video watching (using wired
devices) cannot be applied to the mobile domain without adjustments because the
user’s expectations can differ depending on the platform, and because the user’s
experience is influenced by the type of device and display. This dissertation con-
tributes to the research area of QoE by quantifying the perceived distortion and
loading speed, and the users’ acceptability thresholds with respect to rebuffering
interruptions in a mobile environment.
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6
QoE research in a controlled laboratory
environment
6.1 Introduction
This chapter describes the results of a controlled laboratory experiment that ex-
plores the thresholds at which the technical quality of a mobile video service be-
comes unacceptable for users. A subjective experiment drawing on the logging of
technical parameters combined with subjective evaluations by a user panel resulted
in a model for quantifying the acceptability of video interruptions. The results of
this analysis provide insights into the QoE and (un)acceptability regarding video
interruptions for different network conditions and video parameters. The conclu-
sions of this chapter can be used as a guideline for service design and network
dimensioning.
6.2 Test setup
6.2.1 Goals of the study
The main aim of this study is to investigate the influence of rebuffering interrup-
tions on QoE during mobile video watching. More concretely, we investigate if
and how the test subjects’ QoE is influenced by the number of rebuffering in-
terruptions in six technical scenarios combining three simulated connection types
(low, medium, and high bandwidth) and two video qualities (low and high quality).
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We investigate the influence of the objective measures mentioned in Table 6.3 on
different measures of QoE, as dependent variables in our study. These include the
overall experience rating, and the evaluation of both the overall technical quality,
as well as specific QoE indicators (see Chapter 5), being interruptions, loading
time, and fluidity (sometimes also referred to as fluentness or smoothness of the
video playback). We included these specific QoE indicators to investigate their
relative importance and thorough evaluation by test subjects and because previous
research pointed to their importance. Finally, we investigate possible differences
in terms of the acceptability of video playback interruptions due to rebufferings.
Following the definition given in [1], acceptability refers to “a binary measure to
locate the threshold of minimum quality that fulfils user quality expectations and
needs for a certain application or system”. In addition, we also take into account
the importance of specific QoE indicators related to mobile video watching before
and after the actual test. Furthermore, we complement the test subjects’ ratings
with qualitative feedback on expectations and importance of features and influenc-
ing factors, indicated by test subjects themselves. We now describe the technical
and experimental setup in more detail.
6.2.2 Procedure
In this section, we provide the details about the experiment, which consisted of
three successive phases:
6.2.2.1 Phase 1: pre- questionnaire & instruction meetings
Before the actual experiment started, participants were asked to fill in a traditional
paper questionnaire consisting of closed and open questions. The questionnaire
inquired after their socio-demographic characteristics, type and connection possi-
bilities of their current mobile phone, and experiences and habits (in terms of view-
ing frequency, ranging from never to several times a day) regarding the watching
of video content on a mobile phone. Next, by means of the first open question,
the test subjects with prior experience were asked to specify which characteris-
tics (QoE indicators) related to mobile video watching they personally consider
to be essential for having a good experience. ‘Open’ in this context means that
no pre-defined answer categories were given and that test subjects were able to
express themselves in their own words. Thereupon, the test subjects who had no
prior experience with mobile video watching were able to indicate what according
to them might influence their experience. By means of this second open question,
we wanted to gain more insight in the test subjects’ expectations with regard to
possible influencing factors. Finally, the test subjects were asked to indicate how
(un)important they considered a number of listed aspects in order to have a good
experience during the watching of video content on a mobile phone. These aspects
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and their importance for mobile video sessions, assessed on a 5-point rating scale
going from 1 (not important at all) to 5 (very important), are listed in Table 6.5.
After this preliminary questionnaire, test subjects received instructions on how
to switch on/off the device (Google Nexus One running on Android 2.1), how to
use the touch screen, how to access the test application, and how to select and
watch the videos. Since each video watching is followed by a small questionnaire
on the device, test subjects were also shown how to fill in this electronic question-
naire using the touch screen and given instructions concerning the interpretation of
the questions and operational definitions of the QoE measures. After this briefing
session, every test subject was given a device and asked to watch 14 videos, each
with a length of approximately two minutes, in a controlled environment (i.e., the
research lab of our university).
6.2.2.2 Phase 2: mobile video watching in a controlled laboratory environ-
ment
Figure 6.1 shows the architecture of the video delivery system used in the con-
trolled laboratory experiment, consisting of the client device (i.e., a smartphone
running the video player), the video server offering the content, and the technical
database storing the objective parameters and subjective evaluations.
Video 
Server
Technical 
Database
WiFi 
Network
Video Request
Video Request
Progressive Download
Smartphone 
Android 2.1
Questionnaire & 
Technical Data 
Questionnaire & 
Technical Data 
Progressive Download
Logging of 
technical data
Configured 
bandwidth 
simulating different 
networks
Figure 6.1: The architecture of the video delivery system used in the controlled laboratory
experiment
During the setup of the experiment, the 14 videos were preselected from a large
content pool and hence cover a large variety of genres including entertainment,
technology, music, film, animation, science, cartoons, and news. Since progres-
sive download is used as transport protocol in this experiment, video playback can
start before the video file is completely downloaded to the device. For this video
playback, the standard video player of the Android operating system is used. The
videos are transmitted to the device over a WiFi connection (802.11g) of which the
maximum available bandwidth per device can be configured. By limiting the band-
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width of the WiFi connection, (the bandwidth of) different cellular data networks
can be simulated.
Table 6.1 lists the three different connection types used in this experiment,
together with their theoretical and measured throughput (i.e., the average rate of
successful data delivery over the communication channel) and the standard devia-
tion of the measured throughput. The theoretical throughput equals the maximum
available bandwidth per device as configured in the wireless access point during
the experiment. Because of protocol overhead, the actually measured throughput is
slightly lower than the theoretical throughput. This actual throughput is calculated
by averaging ten measurements of the download speed, which are performed by an
application called SpeedTest [2] before the start of the application. The standard
deviation is calculated based on these ten measurements of the actual throughput.
Since the download speed is far more important than the upload speed for video
reception on the device, only the download speed was considered. The low stan-
dard deviation of the measurements indicates that the throughput was only slightly
varying during the experiment.
Connection Theoretical Average of Standard deviation
type maximum the measured of the measured
throughput (kbit/s) throughput (kbit/s) throughput (kbit/s)
High-bandwidth 54000 14853 342
Low-bandwidth 750 564 9
Medium-bandwidth 1800 1516 44
Table 6.1: Theoretical and measured throughput of the different connection types
The high-bandwidth connection used in this experiment represents a WiFi
communication channel and has no imposed restrictions. Although the device
does not use the full theoretical bandwidth of the wireless connection, the mea-
sured throughput is representative for a WiFi connection and sufficient for all mo-
bile services. The low-bandwidth connection of this experiment has a throughput
that is typical for a UMTS connection since the planned transceiver capacity of
a UMTS network is typically ranging from 400 kbits/s to 700 kbits/s [3]. At the
time of the study, Belgian network operators planned HSPA (High Speed Packet
Access) networks to provide each mobile user with a bandwidth capacity of 1.5
Mbit/s in the downlink channel (this information is based on confidential inter-
views with an operator). So, the medium-bandwidth connection of the experiment
has a throughput that is typical for an HSPA connection that is available for end-
users in Belgium. Although real mobile data networks (such as UMTS or HSPA
networks) and the proposed shaped WiFi network have a different behaviour re-
garding packet loss and jitter, these differences are hidden by packet retransmis-
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sions and data buffering of the reliable transport protocol (TCP/HTTP) that was
used in this experiment.
These three connection types enable us to investigate the influence of network
throughput on the subjectively evaluated experience, technical quality, and accept-
ability of a video session. To demonstrate the reference quality of the mobile
videos, two videos were transmitted to the mobile device using a high-bandwidth
connection. Since this high-bandwidth connection has no network limitations in-
fluencing the audiovisual quality during video playback, the quality of the video
source is the only variable that affects the quality of the video playback. Therefore,
this case is less interesting to study and so the number of videos using this high-
bandwidth connection is limited to two in the experiment. The other 12 videos
that test subjects had to watch were transmitted over a low- or medium-bandwidth
connection, which may introduce video interruptions during playback (6 videos
for each connection type).
To investigate the influence of the quality of the video source on the user’s QoE
during video watching, videos are transcoded into two different quality versions.
Table 6.2 lists the characteristics of these two video versions and shows that the
high-quality version has a higher resolution, bit rate, and frame rate compared to
the low-quality version. During playback, both quality versions were upsampled
by the device and displayed in full-screen. For both versions, the ITU-standard
(International Telecommunication Union) H.264 AVC (advanced video coding) is
used, since it is currently one of the most commonly used formats for the record-
ing, compression, and distribution of (high definition) video [4]. The AAC LC
3 (Advanced Audio Coding, Low Complexity profile 3) compression scheme is
used for the audio track. The average audio bit rate of 62kbit/s is rather low, but
satisfactory for streaming video on the mobile devices given the moderate quality
of the speakers of the smartphone. No noticeable disturbances were audible in the
sound. Since test subjects did not have to evaluate the audio quality separately in
the experiment, all videos are coded with the same audio bit rate. For each con-
nection type, as many low-quality videos as high-quality videos are used in the
experiment. To avoid boredom, the test subjects had to watch all videos only once
during the experiment. So summarized, test subjects had to watch 2 videos without
network limitations (1 in low quality, 1 in high quality), 6 videos transmitted using
a medium-bandwidth connection (3 in low quality, 3 in high quality) and 6 videos
transmitted using a low-bandwidth connection (3 in low quality, 3 in high quality).
The test subjects were not informed about these changing network character-
istics and the variable quality of the video source but received a list of videos with
just a thumbnail and the title as additional information (Figure 6.2(a)). Selecting a
video from this list starts the transmission to the mobile device and the playback of
that video. The videos were selected and watched by the test subjects in the order
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Low Quality Video Source
Audio Video
Codec AAC LC 3 Codec H.264/AVC
Average bit rate 62 kbit/s Average bit rate 109 kbit/s
Maximum bit rate 81 kbit/s Maximum bit rate 507 kbit/s
Channels 2 Resolution 256 x 144
Sampling frequency 44100 Hz Frame rate 13 fps
High Quality Video Source
Audio Video
Codec AAC LC 3 Codec H.264/AVC
Average bit rate 62 kbit/s Average bit rate 765 kbit/s
Maximum bit rate 81 kbit/s Maximum bit rate 1815 kbit/s
Channels 2 Resolution 512 x 288
Sampling frequency 44100 Hz Frame rate 25 fps
Table 6.2: Technical parameters of the mobile video used in the controlled laboratory envi-
ronment
they prefer, at a fixed location in the laboratory. Each test subject received the same
list of videos and each of these videos had a predefined quality and transmission
condition which remained the same in every test. The videos of each connection
type / quality combination are covering a variety of content genres to ensure that
there is no link between on the one hand the content and on the other hand the
quality of the video source or the bandwidth of the communication channel.
During each video playback, various technical parameters regarding the net-
work and video are logged. Table 6.3 shows these measured objective parameters
with their unit, value, and sampling rate. For each video, the bandwidth of the
communication channel and the quality of the video source were determined dur-
ing the setup of the experiment. The loading time, which is also measured for each
video playback, is defined as the time between selecting a video and the moment
when the video starts playing. During the playback of the video, multiple re-
bufferings may be required. The rebuffering time is defined as the time period that
video playback is interrupted because the video buffer is (almost) empty and wait-
ing for new data from the network connection. The loading time and rebuffering
time are used to investigate the subjective acceptability of video playback inter-
ruptions (Section 6.3.4). Through an application called Wireshark [5], the mean
RTT (round-trip delay time) is measured during each video playback. Wireshark
defines the RTT as “the difference in capture time of TCP packets with a certain se-
quence number and the corresponding follow-up acknowledgement packets from
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(a) The video selection mechanism (b) The questionnaire that is shown after each
video
Figure 6.2: Screenshots of the video application on the mobile device
the receiver”. The measured RTT, enables us to investigate the influence of the
network delay on the subjective user evaluations (Section 6.3.3).
Parameter Unit Value Sampling Rate
Video ID Integer [0,∞[ Each video
Video quality State {low, high} Each video
Bandwidth State {low, medium, high} Each video
Loading time Seconds [0,∞[ Each video
Rebuffering times Seconds [0,∞[ Each rebuffering
Mean RTT Seconds [0,∞[ Each video
Table 6.3: The measured objective parameters of the video sessions in the controlled labo-
ratory experiment
After each video playback, a short questionnaire pops up on the screen of the
mobile device. Figure 6.2(b) shows a screenshot of this digital questionnaire that
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test subjects were asked to fill in immediately after watching a video. Through
this feedback form, test subjects can evaluate the content of the videos, their gen-
eral experience, the general technical quality and specific features, and finally, the
acceptability of the video quality. After the evaluation of the content itself, test
subjects were firstly asked to rate the overall technical quality of the video. In the
briefing for the test subjects, the following operational definition was given: “By
technical quality, we mean the overall quality of the different technical features
that you - as a viewer - can perceive (these include, e.g., the sharpness of the im-
age, the synchronization between the sound and image, the fluidity of the video,
loading speed, visual artefacts or errors in the video, . . . ). Other aspects, such as
the appreciation of the content of the video, are not part of this technical quality”.
A high score corresponds with a positive evaluation of the technical quality; a low
score indicates that the user is not at all or not really satisfied with the technical
quality. Then, separate questions were provided to assess a number of specific
QoE indicators, being the impact of interruptions, loading speed, and fluidity. In-
terruptions were explained as undesired pauses or breaks in the video playback.
The loading speed is evaluating the waiting time between selecting a video and
the start of the video playback. Fluidity was explained to the test subjects as the
degree to which the images follow up on each other without delay, interruptions or
freezes.
The choice of the rating scale might be seen as an important element in the
subjective testing methodology. Nevertheless, a direct comparison between four
different rating scales based on experimental data showed no overall statistical dif-
ferences between the different scales [6]. Table 6.4 lists the questions and the used
measurement scales as recommended by ITU-T [7], i.e., a 5-level subjective qual-
ity evaluation scale (1 = Bad, 2 = Poor, 3 = Fair, 4 = Good, 5 = Excellent). For
the question regarding video interruptions, the labels of the evaluation scale were
as follows: 1 = Noticeable, very annoying, 2 = Noticeable, annoying, 3 = Notice-
able, slightly annoying, 4 = Noticeable, not annoying, 5 = Not noticeable. Both
the numbers of the measurement scale and the corresponding labels were shown
to the test subjects.
A limitation of the followed approach is linked to the instructions given to sub-
jects to focus on specific QoE indicators. This may have biased the obtained results
to some degree as test subjects may have become more aware of and sensitive to
these aspects. However, this possible bias is inherent to this type of setup and hard
to avoid. Moreover, without clear instructions and tasks, the results may also be
biased as test subjects might be basing their evaluation and ratings on completely
different aspects, or have a different understanding of specific QoE indicators.
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Reference Question Possible answers
1. Content How would you evaluate the content of
the video?
5-point rating scale:
1 = Bad; 5 = Excellent
2. Technical Quality
How would you evaluate the technical
quality of the video in general?
5-point rating scale:
1 = Bad; 5 = Excellent
3. Interruptions
Did you experience distortions or
interruptions as annoying during video
playback?
5-point rating scale:
1 = Noticeable, very
annoying;
5 = Not noticeable
4. Fluidity
How would you evaluate the fluidity of
the video playback?
5-point rating scale:
1 = Bad; 5 = Excellent
5. Loading
How would you evaluate the loading
speed of the video?
5-point rating scale:
1 = Bad; 5 = Excellent
6. Experience
How would you evaluate your general
experience during video playback?
5-point rating scale:
1 = Bad; 5 = Excellent
7. Acceptability
Would you evaluate the technical quality
of this video as acceptable?
Binary answer:
a) Acceptable, b) Not
acceptable
Table 6.4: The questions that were used to evaluate the video immediately after the play-
back in the controlled laboratory experiment, together with a reference to these
questions and the possible answers
6.2.2.3 Phase 3: post-questionnaire
After the subjective experiment, test subjects were asked again to evaluate the
importance of the aspects of Table 6.5 with respect to a good experience during
mobile video watching. Given the variable quality of the video source and the
variable bandwidth of the network connection, test subjects might have changed
their opinion about the importance of the various technical aspects of mobile video.
Additionally, there was an open question where the test subjects could indicate the
three aspects that according to them are most essential in view of having a good
QoE in the context of mobile video watching.
6.2.3 Sample description
In total, 12 sessions were organized (in groups of maximum five test subjects),
since five Nexus One devices, running on Android 2.1 as operating system, ro-
tated among the test subjects. During a period of two weeks, 57 test subjects (38
men and 19 women), selected using a convenience panel-sampling method, partic-
ipated in the experiment. The mean age of the participants is 29.5 with a standard
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deviation of 5.2. As most of them work or study at the university, the sample
is composed of researchers, project managers, students, secretaries, and mainte-
nance personnel. Notwithstanding the technical background of some test subjects,
the question about their habits regarding mobile video watching showed that many
of them had no prior experiences with mobile video (Section 6.3.1). As a result,
we believe that the influence of the test subjects’ background on their subjective
evaluations during the experiment is rather limited.
After checking the data in terms of their completeness, the technical data and
subjective evaluations from the questionnaire were coupled and integrated into
one data file, containing 785 samples, which could be used for further analysis and
which is enough for drawing statistically-founded conclusions [8].
6.3 Results
We first discuss the results of the pre- and post-questionnaire in Section 6.3.1.
Thereupon, Section 6.3.2 investigates the differences in terms of the objective
measures for each combination of connection type and source quality of the video.
Section 6.3.3 discusses the differences in terms of the subjective measures and the
correlation between the objective and subjective measures. Section 6.3.4 elabo-
rates further on these subjective measures and investigates which combinations of
connection type and source quality receive a significantly different evaluation re-
garding technical quality and QoE. Finally, Section 6.3.5 discusses the acceptabil-
ity of the technical quality and the influence of rebufferings on this acceptability.
6.3.1 Pre- and post-questionnaire
Figure 6.3 shows a pie chart visualizing the types of mobile phone, characterized
by their technical capabilities, and the number of test subjects owning such a de-
vice: the majority of the test subjects (31 of the 57) owns a smartphone (with or
without touch screen) enabling them to watch mobile video. However, a ques-
tion regarding mobile video consumption indicated that many of these smartphone
users never use their phone for watching mobile video.
Figure 6.4 shows a pie chart illustrating the test subjects’ habits regarding mo-
bile video watching. Although the widespread use of smartphones capable of play-
ing video, the vast majority of respondents (41 of the 57) never watched a video
via their mobile phone and only a minority of them (7 of the 57) watches mo-
bile videos on a daily to weekly basis. Reasons for this limited usage of mobile
video might be the high expenses of the cellular data transfer (in Belgium), and
the battery consumption associated with the video playback.
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Figure 6.3: Pie chart showing the capabilities of the mobile phones that the test subjects
own
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Figure 6.4: Pie chart showing the test subjects’ habits regarding mobile video watching
The first open question was answered by almost one third of the participants
(i.e., the test subjects who had prior experience with mobile video watching).
These test subjects indicated which aspects and features that they think are im-
portant in view of having a good experience while watching a video on a mobile
phone. The answers were coded in broader categories and counted. The figures
mentioned here represent a percentage of the number of entries to this question.
In general, the most important aspects that were mentioned are the general video
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quality (22.7%), fluidity during the playback of the video (22.7%) and the audio
quality (11.3%). Other aspects mentioned include the screen size and resolution,
the absence of distortions, and the loading time of the video. Looking at the aspects
that were mentioned first, the most important aspects are fluidity, video quality, and
fast loading of the video. As these aspects were mentioned first, we can assume
that they are so-called ‘top of mind’ for several of the test subjects and thus more
important.
The answers to the second open question, which was inquiring after the ex-
pectations of the test subjects who had no prior experience with mobile video
watching, were more diverse. More specifically, they were asked to indicate pos-
sible influencing factors, aspects of which they expected that they would influence
their personal experience. Most mentioned in this respect are the loading speed
(17.0%): fast loading of the video is expected to contribute positively to the expe-
rience, the screen properties (16.0%): the screen should be bright, big enough, and
have the right resolution for the content, the quality of the audio and video (17.0%),
and the fluidity of the video while playing (9.6%): there should be as little buffer-
ing interruptions as possible. Also mentioned several times are: synchronization of
audio and video (3.2%), absence of distortions (4.3%), video player characteristics
(4.3%), viewing context (7.4%), content (8.5%): the likeability of the content but
also the availability of content, reliability of the internet connection (5.3%), and
associated costs (6.4%). One participant also mentioned the battery of the device.
Finally, all the aspects of Table 6.5 are evaluated by the test subjects in terms
of importance in order to have a good experience during mobile video watching.
The second column of Table 6.5 lists the averages (arithmetic mean) of the test
subjects’ ratings obtained before the actual video experiment whereas the third
column shows the averages of the ratings gathered after the experiment. All aspects
are evaluated as important to have a good experience during video watching. “The
fluidity of the image during video playback” and “the synchronization of image
and sound during video playback” received the highest ratings.
The third column of Table 6.5 shows how test subjects evaluated the listed as-
pects immediately after the video experiment. Possibly influenced by the variable
quality of the video sessions during the experiment, test subjects slightly changed
their assessment compared to their initial ratings. The bold values in Table 6.5
indicate a significant difference between the ratings that test subjects gave before
the experiment and the ratings specified by these test subjects after the experiment
for the aspects mentioned in the first column. The significance of these differences
is determined by the Wilcoxon signed rank test at a significance level of 0.05. The
Wilcoxon signed rank test is a non-parametric statistical hypothesis test used to
compare two related samples or repeated measurements on a single sample to as-
sess whether their population means differ [9]. In this case, the two subjective
ratings (before and after the experiment) originating from the same test subject are
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compared. Given the discrete values of the test subjects’ ratings, we opted for the
non-parametric Wilcoxon signed rank test. However, the parametric counterpart of
Wilcoxon’s test, i.e., the statistical T-test, identifies the same statistical significant
differences.
Aspect of Average rating Average rating
the video before the after the
experiment experiment
The content of the video 4.2 4.0
The technical quality of the video 4.0 4.3
The lack of distortions in the image during video playback 4.3 4.5
The fluidity of the image during video playback 4.6 4.8
The lack of distortions in the sound during video playback 4.3 4.5
The fluidity of the sound during video playback 4.4 4.6
Synchronization of image and sound during video playback 4.5 4.4
The loading speed of the video 3.9 3.6
The readability of text on the screen during video playback 3.8 3.6
The sharpness of the image during video playback 3.9 4.1
Other aspects: . . . (to be completed by the test subject) / /
Table 6.5: Aspects of the video that test subjects had to evaluate in terms of importance in
order to have a good experience during mobile video watching
Especially for those features that were impacted by the different connection
types and video qualities, the differences could point to the adjustment of the test
subjects’ expectations and evaluation, based on their previous experience (i.e., dur-
ing the test). For future research, it would be interesting to investigate how differ-
ent levels of expectations (e.g., not met, met, exceeded) relate to specific quality
levels and acceptability thresholds, how the current experience help to form or
adjust those expectations, and how the expectations evolve over time due to sub-
sequent experiences.
As mentioned in Section 6.2.2.3, after the experiment there was an additional
open question asking the participants to prioritize the three aspects that according
to them are most important in view of having a good QoE in the context of mo-
bile video watching. When looking at all dimensions that were mentioned, most
important are the fluidity of audio, the fluidity of audio and video in general, and
the synchronization of audio and video. Additionally, the absence of distortions,
the content, sharpness of the video image, and the loading time are considered to
be of high importance. When we zoom in on the aspects that were mentioned first
(highest priority), the most important aspects are the fluidity (both in general and
of audio in particular), the absence of distortions, and the content.
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To summarize, after the experiment test subjects attach significantly more im-
portance to the technical quality of the video, the lack of distortions in the image,
and the fluidity of the image during video playback. This increased importance
may be due to the fact that some test subjects assess these technical aspects as
unacceptable for some video sessions of the experiment. In contrast, the loading
speed of the video is evaluated as less important after the experiment. This might
be because test subjects assess the loading times during the experiment as accept-
able and attach less importance to a short loading time than to a fluent playback of
the video.
6.3.2 Objective measures
Table 6.6 shows the technical details regarding the video rebufferings and loading
time, which are logged during each video playback. Although the loading time
is limited to a few seconds for all connection types and quality versions of the
video source, the median shows some characteristic differences for the six cases.
Low-bandwidth connections induce longer loading times than medium- or high-
bandwidth connections. As expected, the fastest loading times are measured for
videos transmitted over a high-bandwidth connection and the high-quality videos
require higher bit rates thereby causing longer loading times compared to low-
quality video sources.
As mentioned earlier, bandwidth limitations can introduce interruptions dur-
ing video playback due to rebufferings. However, the number of rebufferings
and the point in time when such a rebuffering occurs, i.e., the rebuffering pat-
tern, is non-trivial due to a number of interactions and correlations on several
layers of the ISO/OSI stack [10]. The streaming server might implement flow
control on the application layer; TCP implements flow control on the transport
layer; the video player implementation (the built-in Android player in this exper-
iment) tries to overcome interruptions by means of a video buffer; and the videos
are encoded with variable bit rates. Still, differences in the rebuffer times are no-
ticeable between low- and high-bandwidth connections as well as between low-
and high-quality video sources. The median as well as the maximum of the mea-
sured rebuffer times are slightly higher for low-bandwidth connections and high-
quality video sources compared to respectively high-bandwidth connections and
low-quality video sources.
Table 6.6 illustrates that only a small number of rebufferings is required (me-
dian = 1) if a high-bandwidth connection is used or if a low-quality video source
is transmitted over a medium-bandwidth connection. In these cases, the network
connection provides sufficient throughput to transmit the video and prevent in-
terruptions during video playback. For most video scenes, also a low-bandwidth
connection provides sufficient throughput to transmit the low-quality video source.
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Low-quality
source
Low
bandwidth
High-quality
source
Low
bandwidth
Low-quality
source
Medium
bandwidth
High-quality
source
Medium
bandwidth
Low-quality
source
High
bandwidth
High-quality
source
High
bandwidth
Median loading
time (seconds) 5.7 6.4 3.0 4.3 1.7 1.9
Median of a
single rebuffer
time (seconds)
0.9 1.0 0.7 1.0 0.7 0.7
Maximum
single rebuffer
time (seconds)
6.4 9.0 6.4 8.7 5.5 5.9
Median of the
number of
rebufferings
3 75 1 41 1 1
Standard
deviation of the
number of
rebufferings
2.8 64.4 2.5 43.5 1.1 0.7
Median of the
loading + total
rebuffer time
(seconds)
8.9 85.2 4.6 48.2 2.2 2.9
Standard
deviation of the
loading + total
rebuffer time
(seconds)
4.1 68.2 3.3 46.6 1.9 1.6
Table 6.6: Details about the measured rebuffering and loading times for the different con-
nection types (low, medium, or high bandwidth) and quality versions of the video
source (low or high quality)
However, peaks in the (variable) bit rate of the video may occasionally introduce
rebufferings, which explains why the median of the number of rebufferings is 3 in
this case.
On the other hand, the throughput obtained by using a low-bandwidth con-
nection is insufficient for transmitting high-quality video sources fluently. This is
confirmed by Table 6.6, which shows a large difference in the number of rebuffer-
ings for the high-quality video sources transmitted over a low-bandwidth connec-
tion compared to the other cases (e.g., the median of the number of rebufferings is
75 for high-quality video sources transmitted over a low-bandwidth connection).
Also a medium-bandwidth connection provides insufficient throughput to trans-
mit a high-quality video source without requiring rebuffering interruptions during
playback (median of 41 rebufferings). Peaks in the video bit rate sometimes ex-
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ceed the available network throughput. Still, the higher throughput of the medium-
bandwidth connection compared to the throughput of the low-bandwidth connec-
tion reduces the (median of the) number of rebufferings by about half. Table 6.6
also shows that the standard deviation of the number of rebufferings during video
playback is relatively high. Noise in the communication channel and the variable
bit rate of the different videos result in a varying number of rebufferings for each
combination of connection type and source quality. Therefore, the influence of
these rebuffering interruptions on the different measures of QoE is investigated in
Section 6.3.5.
In general, the period that video playback is interrupted by a rebuffering is
quite short. Many interruptions last only a few hundred milliseconds and are hardly
noticeable for the test subjects; (the median of this rebuffer time is 1 second or less,
depending on the video quality and connection type). However, summing the (pos-
sible large amount of) rebufferings and the initial loading time of the video results
in a substantial waiting time for the test subjects, ranging from 2.2 seconds for the
most optimal solution to 85.2 seconds for the worst case. Therefore, we expect
this waiting time together with the high frequency of rebufferings and the coupled
video interruptions might deteriorate the quality of the user’s experience signifi-
cantly for some cases. The varying number of rebufferings for each combination
of connection type and source quality results in a high standard deviation of the
sum of the loading time and the total rebuffer time.
Given the high frequency of rebufferings and the short rebuffer times, the user’s
QoE might be improved by enlarging the buffer size thereby increasing the rebuffer
times but reducing the frequency of rebufferings. However, since the built-in media
player of the Android OS was used, changing the frequency of rebufferings or the
buffer size was not possible in this experiment.
6.3.3 Subjective measures
We first take a closer look at the evaluation of the content and technical qual-
ity for the different technical scenarios. The histogram of Figure 6.5 visualizes
the number of ratings gathered for each possible answer (going from 1 = Bad to
5 = Excellent) to the question in Table 6.4 regarding the content (question one).
These subjective content evaluations provided by the participants of the experi-
ment are partitioned according to the connection type and the quality of the video
source. The large number of positive ratings (4 = Good or 5 = Excellent) indicates
that most test subjects appreciate the content of the video experiment.
Moreover, the histogram illustrates that videos sent over a high-bandwidth
connection received almost no negative evaluations regarding the content whereas
video sessions using a medium- or low-bandwidth connection received a consid-
erable number of negative assessments. Especially the content of video sessions
in which a high-quality video is sent over a low-bandwidth connection (highQ
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lowB) is poorly evaluated. So, the video sessions that suffered from the most re-
bufferings due to insufficient throughput of the network connection received the
worst evaluation regarding the video content. In this scenario, more than 28% of
the content ratings are negative, i.e., ‘1 = Bad’ or ‘2 = Poor’ (Figure 6.5). Also
the high-quality video sources transmitted over a medium-bandwidth connection
(highQ mediumB), which are also characterized by a lot of rebufferings, received
a considerable number of negative evaluations regarding the content (12% of the
content ratings are ‘1 = Bad’ or ‘2 = Poor’). Finally, 14% of the low-quality video
sources transmitted over a medium-bandwidth connection received a content rat-
ing of ‘1 = Bad’ or ‘2 = Poor’. On the other hand, less than 4% of the video content
that is transmitted over a high-bandwidth connection is negatively evaluated by the
test subjects (i.e., received a rating of ‘1 = Bad’ or ‘2 = Poor’).
This difference in content appreciation, which is unlikely due to coincidence,
indicates an effect of the technical quality of the video playback (and the cou-
pled rebuffering interruptions) on the subjective evaluation of the content of the
video. This finding is confirmed by the results of the experiment of Chapter 8 and
our research regarding the influence of QoE on rating behaviour in recommender
systems [11], which state that the user’s subjective evaluation of the content is
a combination of the user’s preferences regarding the content and the subjective
evaluation of the technical quality of the video.
Figure 6.6 shows the histogram of the ratings evaluating the technical quality
partitioned according to the connection type and the quality of the video source.
This histogram visualizes the test subjects’ answers concerning question two of Ta-
ble 6.4. High-quality video sent over a low-bandwidth connection (highQ lowB)
received the worst evaluation from the test subjects as the majority of these ses-
sions (71%) are evaluated as ‘bad’ or ‘poor’ on the technical quality. The rea-
son for this poor evaluation is the high number of rebufferings and the coupled
playback interruptions due to the low-bandwidth connection, as indicated in Ta-
ble 6.6. Transmitting such a high-quality video over a medium-bandwidth connec-
tion (highQ mediumB), decreases the number of rebufferings by approximately
50% but still results in a suboptimal technical quality, as indicated by the consid-
erable number of videos evaluated as ‘bad’ or ‘poor’ technical quality. However,
the majority of the test subjects assesses the quality of these video sessions as ‘fair’
and the evaluations are roughly equally divided between positive and negative.
These two scenarios (high-quality video that is transmitted over a low- or
medium-bandwidth connection) are the only scenarios which introduce a large
number of rebufferings during video playback. Accordingly, only these scenarios
received a considerable number of very negative evaluations (1 = Bad) regard-
ing the technical quality from the test subjects. Other scenarios, in which video
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Figure 6.5: Histogram of the test subjects’ ratings evaluating the content according to the
connection type (low, medium, or high bandwidth (B)) and the quality (Q) of the
video source (low or high). 1 = Bad, 2 = Poor, 3 = Fair, 4 = Good, 5 = Excellent
playback is not or only a few times interrupted, receive in general only neutral or
positive evaluations on the technical quality.
Transmitting a low-quality video over a low-bandwidth connection (lowQ lowB)
requires an acceptable number of rebufferings (the median of the number of re-
bufferings is 3 in Table 6.6). This almost fluent video-playback, together with
the low bit rate and resolution induces a ‘fair’ evaluation of the technical quality
(Figure 6.6), without many extreme positive or negative evaluations. Transmitting
such a low-quality video over a medium-bandwidth connection (lowQ mediumB)
reduces the number of rebufferings, which is reflected in more positive evaluations.
Video sessions using a high-bandwidth connection (lowQ highB and highQ
highB) induce no or a very limited number of rebufferings thereby obtaining a
very positive evaluation of the technical quality. E.g., 56% of the low-quality
video sources and 97% of the high-quality video sources transmitted over a high-
bandwidth connection received a rating of ‘4 = good’ or ‘5 = excellent’ on the
technical quality. As expected, the best results are obtained by transmitting a high-
quality video over a high-bandwidth connection (highQ highB). The high resolu-
tion and bit rate together with the fluent video playback convince test subjects to
evaluate the technical quality of these sessions as ‘good’ or ‘excellent’.
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This histogram indicates that transmitting high-quality video sources is only
useful if enough bandwidth is available. For low or medium-bandwidth connec-
tions, the best option is to reduce the bit rate and resolution of the video source
and to transmit these low-quality video sources thereby preventing rebuffering in-
terruptions as much as possible.
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Figure 6.6: Histogram of the test subjects’ ratings evaluating the technical quality of the
video according to the connection type (low, medium, or high bandwidth (B))
and the quality (Q) of the video source (low or high). 1 = Bad, 2 = Poor, 3 = Fair,
4 = Good, 5 = Excellent
As indicated in Table 6.7, the subjective evaluations of the technical aspects of
the video are positively correlated to each other. All these Pearson correlations are
significant at the level of 0.99 (p < 0.01). The quality of the video source and the
available bandwidth of the communication channel are the common factors that
influence the subjective evaluations of all these technical aspects of the video. As
a result, the histograms of all these subjective evaluations have similar distributions
and do not reveal additional insight; so they are omitted in this dissertation.
Table 6.7 also shows that the subjective evaluations of the technical quality
and the overall experience are positively correlated (based on Pearson’s metric),
proving the consistency of these general subjective parameters. Also the accept-
ability of the technical quality is in line with these subjective parameters: if the
quality is evaluated as ‘acceptable’, the average (arithmetic mean) of the subjec-
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tive evaluations of the technical quality and overall experience are respectively 3.8
and 3.5 whereas for video sessions assessed as ‘unacceptable’, these averages are
respectively 2.1 and 2.0.
Content Technical quality Interruptions Fluidity Loading Experience
Content 1.000 0.300 0.245 0.272 0.298 0.593
Technical quality 0.300 1.000 0.744 0.737 0.507 0.595
Interruptions 0.245 0.744 1.000 0.826 0.563 0.598
Fluidity 0.272 0.737 0.826 1.000 0.562 0.625
Loading 0.298 0.507 0.563 0.562 1.000 0.495
Experience 0.593 0.595 0.598 0.625 0.495 1.000
Table 6.7: Correlations between the subjective evaluations
To quantify the influence of the objective parameters of Table 6.6 on the subjec-
tive evaluations of the video obtained via the questionnaire (Table 6.4), the Pearson
correlation, ρ, is calculated to measure of how well the objective and subjective
parameters are related. Table 6.8 lists the correlations between the parameters of
the video session (i.e., the number of rebufferings, the waiting time, which is de-
fined as the sum of the loading time and rebuffer times, and the mean RTT) and
the subjective evaluations regarding the aspects of Table 6.4. All these Pearson
correlations are significant at the level of 0.99 (p < 0.01). The results show a
strong negative correlation between on the one hand the subjective evaluation of
the user’s experience and the ratings related to the quality of the video session
(Technical quality, Interruptions, Fluidity, and Loading), and on the other hand
the number of rebufferings and the time that these rebufferings require (together
with the initial loading time of the video). This confirms that the subjective eval-
uation of the video quality and the coupled QoE are strongly influenced by the
duration and amount of interruptions during video playback. A negative correla-
tion is also observed between the mean RTT and the evaluation of the experience
(ρ = −0.345) as well as the ratings with regard to the subjective quality of the
video session: technical quality, interruptions, fluidity, and loading (ρ ≤ −0.393).
So, high round-trip delay times may have a negative influence on the users’ QoE
and the subjectively-observed video quality.
Noteworthy is the significant negative correlation between on the one hand the
users’ evaluation of the content and on the other hand the number of rebufferings
(ρ = −0.203), the time that these rebufferings require (ρ = −0.208), and the mean
RTT (ρ = −0.191). Although users were supposed to evaluate the content of the
video regardless of the loading time, rebuffering interruptions, network character-
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istics, and technical quality of the video, content ratings are clearly influenced by
these technical parameters.
Number of
rebufferings
Waiting time =
loading time +
rebuffer times
Mean RTT
Content -0.203 -0.208 -0.191
Technical quality -0.552 -0.562 -0.421
Interruptions -0.613 -0.622 -0.393
Fluidity -0.705 -0.712 -0.397
Loading -0.452 -0.478 -0.441
Experience -0.510 -0.518 -0.345
Table 6.8: Correlations between the objective parameters of the video session and the sub-
jective evaluations
6.3.4 Subjective technical quality and overall experience
The correlations of Table 6.8 confirm the influence of the objective parameters of
the video sessions on the subjectively-observed video quality. Subsequently, to
investigate which technical scenarios show a significant difference in subjective
technical quality and overall experience, they are compared pairwise via a statisti-
cal test.
Since the test subjects’ evaluations are discrete values, the six video scenarios
were compared using the Wilcoxon rank-sum test, as also used in chapter 3. This
way, the subjective ratings of the technical quality and of the overall experience
(dependent variables) were compared using the different technical combinations
(connection type and source quality) as the grouping variable (independent vari-
able).
Table 6.9 shows the results of this Wilcoxon rank-sum test. The second col-
umn specifies which two scenarios (characterized by the connection type and the
quality of the video source) are tested for a significant difference in the mean rat-
ing specified by the user. For reference purpose, each of these tests received a
sequence number in the first column of the table. The third and fifth column show
the point estimation of the difference between the mean values of the two scenar-
ios (first scenario minus second scenario) for respectively the technical quality and
the overall experience. The standard error on this point estimation is indicated be-
tween brackets. The p-value (of the fourth and sixth column) is an indication for
the significance of the difference between the two scenarios. If the p-value is below
0.05, the evaluations of the scenarios are considered as significantly different.
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Difference of
two scenarios
Difference in
mean technical
quality (Std)
P-value
technical quality
Difference in
mean QoE (Std)
P-value
QoE
1 lowQ lowB- lowQ mediumB -0.486 (0.105) < 10
−4 -0.105 (0.106) 0.2191
2 lowQ lowB- lowQ highB -0.421 (0.149) 0.0008 -0.189 (0.151) 0.1382
3 highQ lowB- highQ mediumB -0.899 (0.106) < 10
−4 -0.990 (0.107) < 10−4
4 highQ lowB- highQ highB -2.530 (0.149) < 10
−4 -2.190 (0.151) < 10−4
5 highQ mediumB- highQ highB -1.630 (0.149) < 10
−4 -1.200 (0.151) < 10−4
6 lowQ mediumB- lowQ highB 0.066 (0.149) 0.5793 -0.0833 (0.151) 0.6554
7 highQ lowB- lowQ lowB -1.310 (0.105) < 10
−4 -1.520 (0.107) < 10−4
8 highQ lowB- lowQ mediumB -1.790 (0.106) < 10
−4 -1.630 (0.107) < 10−4
9 highQ lowB- lowQ highB -1.730 (0.149) < 10
−4 -1.710 (0.151) < 10−4
10 highQ mediumB- lowQ mediumB -0.893 (0.105) < 10
−4 -0.637 (0.107) < 10−4
11 highQ mediumB- lowQ highB -0.827 (0.149) < 10
−4 -0.720 (0.151) < 10−4
12 highQ mediumB- lowQ lowB -0.407 (0.105) 0.0008 -0.532 (0.106) < 10
−4
13 lowQ lowB- highQ highB -1.220 (0.149) < 10
−4 -0.671 (0.151) < 10−4
14 lowQ mediumB- highQ highB -0.738 (0.149) < 10
−4 -0.565 (0.151) 0.0001
15 highQ highB- lowQ highB 0.804 (0.183) < 10
−4 0.482 (0.185) 0.0009
Table 6.9: Results of the Wilcoxon rank-sum test performed on the subjective evaluations
of the technical quality and the overall experience
Test 1, 2, 3, 4, and 5 compare the subjectively-observed quality and overall
experience of video sessions using two network connections with a different band-
width. For each of these tests, the quality of the video source is identical for
the two scenarios (low quality for test 1 and 2; high quality for test 3, 4 and 5),
whereas the bandwidth of the connection in the second scenario is higher than the
bandwidth of the connection in the first scenario. The significant differences in
subjective technical quality and overall experience as well as the negative values
of the point estimations of these differences prove that users notice the more flu-
ent video playback (i.e., less and shorter rebufferings as well as a shorter loading
time) if a higher bandwidth is available for transmission. Only for test 1 and 2, the
difference in overall experience was not found to be significant.
For test 4, the point estimation of the difference between the mean values of the
observed technical quality and between the mean values of the overall experience
is respectively -2.530 and -2.190. High-quality video sources that are sent over a
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low-bandwidth connection are characterized by a large number of rebufferings and
receive therefore a low evaluation. High-quality video sources transmitted over a
high-bandwidth connection on the other hand, deliver a perfect image quality and
require no or a very limited number of rebufferings during playback. Therefore,
the biggest difference in subjective technical quality and overall experience is mea-
sured for these two extreme situations.
Also test 6 compares the observed technical quality and overall experience of
video sessions using two network connections with a different bandwidth. How-
ever, this test shows no significant differences if a high-bandwidth connection is
used instead of a medium-bandwidth connection for the transmission of a low-
quality video. Since a medium-bandwidth connection provides already sufficient
throughput for transmitting a low-quality video fluently, switching to a high band-
width connection brings no further improvement in the observed technical quality
or overall experience.
Test 7 shows a significant difference in observed technical quality and overall
experience between high-quality and low-quality video sources that are transmitted
over a low-bandwidth connection. The negative values of the point estimations
of the differences between the mean values indicate that users provide a better
evaluation for the low-quality video source. The reason for this is the high number
of rebufferings that users experience if a high-quality video source is transmitted
over a low-bandwidth connection. This indicates that in this case users prefer a
more fluent playback of the video above a higher resolution, frame rate, and bit
rate. So, content providers can optimize the subjectively-observed quality and
overall experience of the video session by adapting the resolution, frame rate, and
bite rate of the video depending on the available bandwidth. E.g., if the available
bandwidth of the data connection is low, the best option is to transmit a low-quality
video instead of a high-quality video to the end-user.
Test 8 and 9 further compare the playback of a high-quality video source us-
ing a low-bandwidth connection, which introduces a large number of rebufferings,
with the (almost) fluent playback of low-quality video. Whereas test 7 uses a
low-bandwidth connection for the transmission of the low-quality video, thereby
causing an acceptable number of rebufferings (median=3), test 8 and 9 transmit
the low-quality video using respectively a medium- and high-bandwidth connec-
tion, which require no or only a very limited number of rebuffering interruptions
(median=1). This further decrease in the number of rebufferings leads to a better
technical quality and overall experience. This is reflected in the higher absolute
values of the point estimations of the differences between the mean values of the
two scenarios.
Test 10, 11 and 12 compare the subjective quality and overall experience of a
high-quality video source transmitted over a medium-bandwidth connection with
low-quality video transmitted over the three connection types. According to the
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results of test 10, the playback of a low-quality video source results in a better
subjective quality and overall experience than the playback of a high-quality video
source if the transmission channel has a medium-bandwidth connection. Again,
the number of rebufferings and the coupled playback interruptions are the reasons
why users prefer a low-quality video above a high-quality video if a medium-
bandwidth connection is available. So also in this scenario, users prefer a fluent
playback of their video, even if this means that they have to sacrifice resolution
and frame rate.
In test 11, a high-bandwidth connection is used as communication channel for
the low-quality video in contrast to the medium-bandwidth connection of test 10.
This high-bandwidth connection causes no further improvement since a medium-
bandwidth connection offers already sufficient throughput for transmitting the low-
quality video without introducing too many rebufferings. Test 12 shows another
interesting result. Video sessions using a low-quality video source and a low-
bandwidth connection are significantly better assessed than video sessions based
on a high-quality video source and a medium-bandwidth connection. Since the
throughput of the medium-bandwidth connection is still insufficient for transmit-
ting high-quality videos and thereby requires too much rebufferings, this test con-
firms the users’ preference for fluent video playback above high-quality video
sources.
Test 13 compares two opposite cases: low-quality video over a low-bandwidth
connection against high-quality video over a high-bandwidth connection. As ex-
pected, the high-quality video using a high-bandwidth connection receives an as-
sessment that is much better than the low-quality video sent over a low-bandwidth
connection. Although the estimated differences between the mean ratings for these
two scenarios are very significant (-1.220 for technical quality and -0.671 for over-
all experience), these are not the biggest differences that were encountered in the
experiment. (Test 4 showed the biggest differences between the mean ratings for
the two scenarios.)
Lastly, test 14 and 15 represent cases in which sufficient bandwidth is avail-
able for video transmission and the number of video rebufferings remains limited.
In test 14, sending a low-quality video over a medium-bandwidth connection is
compared with the transmission of a high-quality video over a high-bandwidth
connection. Since video playback is fluent for both cases, the only discriminating
factor is the quality of the video source. Therefore, the high-quality video (which
is sent over a high-bandwidth connection) is evaluated better than the low-quality
video (which uses the medium-bandwidth connection). Finally, test 15 compares
low-quality and high-quality video sources which are both transmitted over a high-
bandwidth connection. Since this connection provides enough throughput for both
quality versions, the difference in observed technical quality and overall experi-
ence is merely based on the difference in the quality of the video sources. As
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expected, the high-quality video source is assessed significantly higher than the
low-quality video source.
The other subjective evaluations regarding the technical properties of the video
(Interruptions, Fluidity, and Loading) show similar results, also pointing to the
consistency of test subjects in their ratings. Almost every test reveals significant
differences between the video scenarios. Even the evaluation of the content of the
video shows to be significantly different for various couples of video scenarios. For
example, the content of the high-quality video transmitted over a high-bandwidth
connection is significantly better assessed than the content of high-quality video
transmitted over a low-bandwidth connection according to a Wilcoxon rank-sum
test. Again, this supports the assumption that the subjectively-observed technical
quality and the overall experience are aspects that influence the subjective evalua-
tion of the content.
6.3.5 Acceptability of the technical quality
Besides knowing which video scenarios receive a different evaluation regarding
the technical quality and overall experience, it is essential to identify the video
scenarios with a technical quality that is ‘acceptable’ according to the users. This
means, video sessions have to be classified as ‘acceptable quality’ or ‘unaccept-
able quality’. Therefore, test subjects, not informed about the source quality or
connection type, were asked to evaluate the acceptability of the technical quality
of each video during the experiment via the last question of Table 6.4. Table 6.10
summarizes this acceptability of the technical quality for the different video sce-
narios.
The high-quality video sources that are sent over a low-bandwidth connection
and thereby require numerous rebufferings during video playback are in general
evaluated as ‘unacceptable’. The frequent rebufferings (median number = 75 (Ta-
ble 6.6)) are experienced as annoying and often even intolerable, since only 7.8%
of these video sessions are evaluated as ‘acceptable’. If a medium-bandwidth con-
nection is used to transmit such a high-quality video, still a considerable num-
ber of rebufferings is necessary during the video playback (median number = 41
(Table 6.6)). Despite this high number of rebuffering interruptions, the technical
quality of 39.3% of these sessions is evaluated as ‘acceptable’. The reason for this
might be that users’ expectations regarding the technical quality of mobile video
services can be quite low, hereby expecting and accepting interruptions during
video playback.
The sessions in which low-quality video is transmitted over a low-bandwidth
connection undergo a limited number of rebufferings (median number = 3 (Ta-
ble 6.6)). The combination of this low-quality video source and the small number
of playback interruptions is accepted in 85.3% of the cases. Since low-quality
video can fluently be transmitted over a high- or medium-bandwidth connection
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without requiring rebufferings, the technical quality of these video sessions is al-
most always acceptable (in respectively 91.1% and 94.6% of the cases).
The highest acceptance rate (96.4%) of this experiment is measured for high-
quality video sources, transmitted over a high-bandwidth connection. The fluent
playback of this high-quality video provides the most optimal video rendering on
the mobile device but requires a high throughput to prevent rebuffering interrup-
tions.
Total number
of ratings
Number of
acceptable
sessions
Number of
unacceptable
sessions
Rate of
acceptance (%)
High-quality source
Low bandwidth
166 13 153 7.8
High-quality source
Medium bandwidth
168 66 102 39.3
Low-quality source
Low bandwidth
170 145 25 85.3
Low-quality source
High bandwidth 56 51 5 91.1
Low-quality source
Medium bandwidth
168 159 9 94.6
High-quality source
High bandwidth 56 54 2 96.4
Table 6.10: Evaluation of the acceptability of the observed video quality for the different
combinations of connection type and quality of the video source
To obtain a model to predict the acceptability of the technical quality of the
video session, a (binary) logistic regression analysis was performed. Logistic re-
gression is used to predict the probability of an event (in this case, the rejection of
the video quality) by fitting data to a logistic curve [8]. In contrast to the analysis of
the subjectively-observed technical quality and overall experience in Section 6.3.4,
the acceptability of the technical quality is modelled via a logistic regression, be-
cause of the binary nature of this evaluation.
Because of the significant correlations (Table 6.8) between the subjective eval-
uations and the number of rebufferings during video playback, we opted for the
number of rebufferings as a predictor variable (independent variable) and the ac-
ceptability of the technical quality is chosen as the dependent variable. The result
of this logistic regression analysis is a model for the probability, p, that the user
will not accept the quality of the video. The resulting equation 6.1 illustrates that
the probability of an unacceptable quality increases as the number of rebuffer-
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ings increases. In this equation, NoRebuf stands for the number of rebufferings
during the playback of a single video on the mobile device. A critical point is
reached when the number of rebufferings is greater than 32, since the probability
of an unacceptable quality is then higher than 50%. This number of rebufferings
might seem quite high, but can be explained by the settings of the experiment.
For video watching on a mobile phone, users might lower their expectations re-
garding the technical quality compared to video watching on a desktop computer
or a television set, and thereby accept some playback failures such as rebuffering
interruptions. Moreover, these rebuffering interruptions of the Android player are
very short (i.e., a median duration between 0.7 and 1.0 seconds, depending on the
connection and source quality) and sometimes even hardly noticeable. As a result,
the technical quality of video sessions with ten or less rebufferings are in most
cases (more than 80%) accepted by the users.
p =
e−2.120+0.065 NoRebuf
1 + e−2.120+0.065 NoRebuf
(6.1)
The model of equation 6.1 is based on the subjective evaluations of the accept-
ability of the technical quality of 782 video sessions. The null deviance of this
model is 1039 whereas the residual deviance is 564, which is smaller than the 95%
quantile of the χ2 distribution with 782 degrees of freedom i.e., χ2(0.95, 782) =
848. This statistical test confirms that the data (i.e., the subjective acceptability
and the number of rebufferings) is distributed according to the proposed logistic
regression model [8].
Figure 6.7 visualizes the result of this logistic regression analysis by plotting
the probability of an unacceptable technical quality as a function of the number
of rebufferings, which is varying from 0 to 100 (line diagram). Figure 6.7 also
compares this logistic curve with the subjective evaluations of the acceptability,
obtained through the questionnaire of the experiment (bar diagram). Therefore, the
video sessions of the experiment are classified according to the measured number
of rebufferings. Each of the video classes has a range of 10 units regarding the
number of rebufferings. Next, the fraction of video sessions that are evaluated as
‘unacceptable’ during the experiment is calculated for each of these classes and
visualized in Figure 6.7 as ‘measured probability’. So the line diagram estimates
the probability of an unacceptable quality based on the logistic regression analysis,
whereas the bar diagram shows the fraction of videos that were evaluated as ‘unac-
ceptable’ in the video experiment. The graph shows that the estimated probability
is a good fit of the measured fraction of unacceptable videos, which is calculated
based on the subjective evaluations. This is confirmed by the RMSE (Root Mean
Square Error) of 0.18, which is calculated based on the difference between the
predicted probability and the measured probability.
162 CHAPTER 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 10 20 30 40 50 60 70 80 90 100
P
: P
ro
b
ab
ili
ty
 t
h
at
 t
h
e 
q
u
al
it
y 
is
 n
o
t 
ac
ce
p
ta
b
le
 
Number of rebufferings 
Measured fraction of videos with an unacceptable quality
Estimated probability of an unacceptable quality
Figure 6.7: The probability that the technical quality of the video is not accepted by the
user, as a function of the number of rebufferings during the video session
In order to take into account also the loading time of the video, this logistic
regression analysis is repeated with the waiting time (i.e., the sum of the loading
time and rebuffer times during video playback) as a predictor variable. Hence in
this analysis, the waiting time is the independent variable and the acceptability of
the technical quality is chosen as the dependent variable. The result is again a
model for the probability, p, that the user will not accept the quality of the video.
As expected, equation 6.2 shows that the probability of an unacceptable quality
increases as the waiting time, denoted byWaitT ime, increases. When the waiting
time becomes more than 39 seconds, a critical point is reached and the probability
of an unacceptable quality is then higher than 50%.
p =
e−2.444+0.063 WaitT ime
1 + e−2.444+0.063 WaitT ime
(6.2)
Just as in the analysis with the number of rebufferings as predictor variable, this
model is based on 782 subjective evaluations of the acceptability of the technical
quality of a video, and the null deviance is 1039. For this model the residual
deviance is 547, which is smaller than the 95% quantile of the χ2 distribution
with 782 degrees of freedom i.e., χ2(0.95, 782) = 848. So, this statistical test [8]
confirms that the subjective acceptability evolves as a function of the waiting time,
according to the proposed logistic regression model of equation 6.2. The lower
residual deviance of this model (i.e., 547) compared to the residual deviance of the
model based on the number of rebufferings (i.e., 564) indicates that this model is
a slightly better fit for the acceptability of the technical quality.
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Figure 6.8 visualizes the result of this logistic regression analysis by plotting
the probability of an unacceptable technical quality as a function of the waiting
time, which is varying from 0 to 130 seconds (line diagram). Just as in Figure 6.7,
the logistic curve is compared with the subjective evaluations of the acceptability,
obtained through the questionnaire of the experiment (bar diagram in Figure 6.8).
Therefore, the video sessions are classified according to the objective waiting time.
Each of the video classes has a range of 10 seconds in waiting time. Subsequently,
the fraction of video sessions that are evaluated as ‘unacceptable’ by the test sub-
jects is calculated for each of these classes and visualized in Figure 6.8 as ‘mea-
sured probability’. The graph shows that the estimated probability (based on the
logistic regression) is a good fit of the measured fraction of unacceptable videos,
which is based on the subjective evaluations of the questionnaire. Moreover, the
RMSE of 0.15 confirms the suitability of the model based on the waiting time and
indicates that this model is even a slightly better fit for the acceptability than the
model based on the number of rebufferings, which has an RMSE of 0.18.
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Figure 6.8: The probability that the technical quality of the video is not accepted by the
user, as a function of the waiting time during the video session
6.4 Conclusions
This chapter presented the results from an exploratory study on the (acceptability
of the) technical quality of mobile video and the overall experience of users during
mobile video watching. The controlled environment of this experiment allowed
us to manipulate the bandwidth of the data connection used to transfer the videos
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to the mobile device. Three different connection types (low, medium, and high
bandwidth) were combined with two levels of visual quality of the video source.
Subjective quality assessments, obtained via a questionnaire, showed to be
highly correlated with the measured objective parameters of the video session,
such as the number of rebufferings, the rebuffer time, and the loading time of the
video. Although video interruptions due to rebufferings are experienced as dis-
turbing, users accept a (limited) number of these rebufferings in a mobile context.
Furthermore, the subjective evaluations of the video quality indicated that the test
subjects of our experiment preferred a fluent playback of the video above a higher
resolution, frame rate, and bit rate. In comparison with the fluidity of the playback,
the test subjects considered the loading time of the video as less critical for having
a good experience.
Based on the subjective evaluations of the users and the objective parameters
of the video sessions, this study models the acceptability of the quality of a mobile
video session. Due to the significant influence of a few objective parameters on the
subjective experience of the user, an accurate prediction of the user’s acceptance
can be made based on the number of rebufferings or the waiting time during video
playback (i.e., the sum of the loading time and the rebuffer times). Although only
a limited number of objective parameters are used in the resulting models, the
evaluation showed that the models are a good fit of the data obtained through the
questionnaire. These models estimate the probability that users will accept the
quality of a mobile video session as a function of the number of rebufferings or the
waiting time during video playback.
The more rebufferings the lower the probability that users consider the techni-
cal quality as ‘acceptable’. Still, mobile video sessions with less than 10 short re-
bufferings (with a median duration of 1 second) are in most cases (more than 80%)
evaluated as ‘acceptable’. In contrast, if more than 50 of these short rebufferings
occur during playback, the technical quality of the video session is typically (more
than 75%) not acceptable. The probability of acceptance can also be expressed
in terms of the waiting time during playback. Video sessions with a waiting time
below 20 seconds have a high probability (more than 75%) to be accepted by the
user, whereas sessions with more than 60 seconds of waiting time are in general
(more than 75%) evaluated as ‘not acceptable’. This proposed QoE model enables
operators to fix performance targets in terms of human perception.
Future research should however seek to validate these findings, not only in con-
trolled research settings but also in more ecologically valid1 usage contexts. The
setup of a complementary living lab or field study, in which the influence of physi-
cal as well as social contextual factors can be more closely investigated would be a
first step towards a more natural usage environment. Secondly, to take into account
1The ecological validity of a study refers to the methods, materials, and settings of the study that
must approximate the real-world that is being examined.
REFERENCES 165
the influence of temporal dimensions and effects, a study with a longer time frame
(e.g., one to several weeks) could be set up. Finally, it would be very relevant to
also look at other types of mobile devices enabling mobile video watching (for in-
stance smartphones vs. tablets) to see if test subjects adjust their expectations and
acceptability thresholds depending on the technical context (e.g., screen size). As
such, it could be further investigated which additional factors might affect users’
overall experience and their acceptance or refusal of the produced quality as well
as how these factors can be taken into account in order to optimize the experience.
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7
QoE research in a living lab
environment
7.1 Introduction
Notwithstanding the importance of Quality of Experience (QoE) during the de-
sign and development of mobile applications and services, QoE assessment is still
challenging, especially in real-life (so called ‘living lab’) contexts. Despite the
lack of absolute control over the operating conditions, it can be argued that re-
search in more realistic settings yields a much higher ecological validity. Espe-
cially when focusing on mobile applications and services, research ‘in context’
may complement controlled laboratory testing. This chapter presents results from
an exploratory study on QoE and more specifically, on the subjective evaluations
of various quality aspects during video watching on a mobile device, in a real-
istic setting. The results of this study may contribute to the estimation of users’
subjective evaluation of the quality during mobile video watching and to QoE op-
timization by dynamically altering the parameters that have the largest influence
on this subjective evaluation.
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7.2 Test setup
7.2.1 Goals of the study
The main aim of this study is to investigate QoE aspects related to mobile video
watching in a living lab setting. More specifically, this chapter zooms in on
usage patterns in a natural research context and on the subjective evaluation of
high- and low-quality movie trailers that are transferred to a mobile device using
two transmission protocols for video (i.e., RTP (real-time transport protocol) over
UDP (User Datagram Protocol) and progressive download using HTTP(HyperText
Transfer Protocol)). Via an exploratory experiment taking place in a realistic en-
vironment, objective and subjective QoE aspects are gathered, having in mind the
end goal of obtaining a methodology for the multi-dimensional quantification of
QoE during mobile video watching. Similar to the experiment in the controlled
environment of Chapter 6, user feedback was collected by means of short ques-
tionnaires on the mobile device, combined with traditional pen and paper diaries.
Although the gathering of immediate subjective user feedback may to some degree
interfere with the experience of the user, it has the important advantage that the ex-
perience can take place in the natural user context while at the same time feedback
can be collected on different levels without delay between the actual experience
and the feedback on the experiences. The subjective evaluations regarding the
general technical quality, perceived distortion, fluidity of the video, and loading
speed are studied and the influence of the transmission protocol and video quality
on these evaluations is analysed.
7.2.2 Procedure
For this experiment, the test subjects were asked to watch 28 pre-defined movie
trailers (covering different genres) in their everyday life context (when and where
they wanted), but within a time-span of one week (weekend included).
7.2.2.1 Phase 1: Instruction meetings
Before the actual test started for every test subject, instruction meetings were or-
ganized in groups of five test subjects. Because of the living lab environment,
providing assistance during the experiment was more difficult than in the case of
the controlled laboratory environment and therefore special attention was paid to
the briefing of the test subjects. After some general information on how to switch
on/off, use, charge the device etc., it was explained how to access the test applica-
tion and how to select and watch the videos. Because test subjects had to evaluate
each video via a small questionnaire on the device, it was also shown how to nav-
igate from one question to the next and fill in the questionnaire using the touch
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screen. At the end of the briefing session, every test subject was given a device,
a diary, and an instruction leaflet with practical information, screenshots, and rel-
evant instructions related to the grading scales and univocal interpretation of the
questions.
7.2.2.2 Phase 2: mobile video watching in a living lab environment
Figure 7.1 shows the architecture of the video delivery system used in the living lab
experiment, consisting of the client device (i.e., a smartphone running the video
player), the video server offering the content, and the technical database storing
the objective parameters and subjective evaluations. In contrast to the architec-
ture of the controlled lab experiment (Figure 6.1), videos can be transmitted using
RTP streaming or progressive download; and for this living lab experiment, WiFi
networks as well as the commercial cellular data network of Proximus, a Belgian
network operator, were used. Through the Proximus network, the client device
is connected to a GPRS (General Packet Radio Service), EDGE (Enhanced Data
rates for GSM Evolution), UMTS (Universal Mobile Telecommunications Sys-
tem), or HSPA (High Speed Packet Access) network depending on the location of
the test subject. Besides, test subjects can opt to connect their device to a WiFi
network that is available for them, e.g., at their work or at their home.
Video 
Server
Technical 
Database
WiFi or 
cellular data 
Network
Video Request
Video Request
Streaming Video
Streaming Video
Progressive Download
Smartphone 
Android 2.1
Questionnaire & 
Technical Data 
Questionnaire & 
Technical Data 
Progressive Download
Logging of 
technical data
Subject to Packet 
loss and Jitter
Figure 7.1: The architecture of the video delivery system used in the living lab experiment
All movie trailers used in the experiment were relatively short and had a dura-
tion between 2 and 3 minutes. The selected trailers covered different movie genres
(such as comedy, drama, animation, action, and romance) and consisted of recent
titles. To avoid boredom, the test subjects had to watch all 28 trailers only once
during the experiment. The viewers were able to decide themselves in which order
they watched the clips. The list consisted of 7 low-quality videos using RTP, 7
high-quality videos using RTP, 7 low-quality videos using progressive download,
and 7 high-quality videos using progressive download. As explained in Chap-
ter 5, both RTP and progressive download are often used for the transmission of
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video content but have different characteristics in terms of possible influence on
the user’s experience.
These transmission protocols were combined with two video qualities in order
to investigate their impact upon the user’s quality evaluation. Table 7.1 summa-
rizes the technical parameters of the two quality version of the mobile videos. All
videos were coded with an average bit rate and resolution as specified in the table.
The video list in the user interface was randomly mixed and the users were not
informed about the different qualities and transmission protocols.
Because of the living lab environment and the possibly limited data throughput
of cellular networks, some technical parameters of the video are chosen differently
from the parameters of Table 6.2. In the living lab experiment, the average bit
rate of the high-quality video is reduced to limit the packet loss (in case of RTP
streaming) and rebuffering interruptions (in case of progressive download). Given
the importance of the fluidity of the video (as expressed by the test subjects in the
experiment of Chapter 6), the frame rate of the low-quality video was increased
to obtain a more fluent playback of the video. Increasing the frame rate without
increasing the bit rate too much was only possible by lowering the resolution of
the low-quality video. In contrast to Table 6.2, in this experiment audio is coded
with a different bit rate for the low- and high-quality video, resulting in a different
audio quality for the two video types. This variation in the bit rate for the audio
track strengthens the distinction between the low- and high-quality video.
Low Quality Video Source
Audio Video
Codec AAC LC 3 Codec H.264/AVC
Average bit rate 32 kbit/s Average bit rate 128 kbit/s
Maximum bit rate 44 kbit/s Maximum bit rate 576 kbit/s
Channels 2 Resolution 142 x 80
Sampling frequency 44100 Hz Frame rate 24 fps
High Quality Video Source
Audio Video
Codec AAC LC 3 Codec H.264/AVC
Average bit rate 128 kbit/s Average bit rate 384 kbit/s
Maximum bit rate 153 kbit/s Maximum bit rate 922 kbit/s
Channels 2 Resolution 512 x 288
Sampling frequency 44100 Hz Frame rate 24 fps
Table 7.1: Technical parameters of the mobile video used in the living lab environment
For this experiment, test subjects used Google Nexus One mobile phones, the
same devices as used for the experiment in the controlled environment of Chap-
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ter 6. The application that was used to watch the video has also the same interface
as the application used for the experiment in Chapter 6. So the video selection
mechanism and the questionnaire remains the same, as illustrated in Figure 6.2(a)
and 6.2(b); only the video content and the questions were changed for the living
lab experiment.
During the video watching, relevant objective video and network parameters
were logged: video quality (resolution, frame rate, and bit rate), transmission pro-
tocol (RTP or progressive download), packet-loss rate for the audio and video
track, the mean and maximum jitter for audio and video, network type(s) used
for (a part of) the video transmission (e.g., UMTS, HSPA, GPRS), RSSI per net-
work type (Received Signal Strength Indication), number of handovers (i.e., all
kinds of radio cell reselections), and inter-system handovers (i.e., different data
connection-type cell reselections, e.g., between UMTS and HSPA). In addition,
a number of objective parameters concerning the video session and watching be-
haviour were registered: movement of the device (i.e., the GPS signal to track the
mobility during the video watching), early interruption of the video (e.g., due to
network disconnection), metadata about the video (ID, the coupled title, and du-
ration) and the start and end of the session (timestamp). Table 7.2 provides an
overview of these measured objective parameters with their unit, value, and sam-
pling rate. Because of the living lab environment, additional parameters, such as
the network type, are interesting to monitor compared to the experiment in the
controlled environment (Table 6.3).
Figure 7.2 visualizes the locations of the observed data samples (based on GPS
coordinates) grouped in clusters, which shows undoubtedly the true living lab en-
vironment in Flanders (Belgium) where most tests were conducted. The numbers
in circles correspond to the number of video-watching sessions at that location.
In order to gather immediate and explicit user feedback after each watched
video, six short questions concerning the content, general technical quality, fluidity
of the video, loading speed, eventual distortions, and the user’s physical context
had to be answered on the device. Like in the experiment described in Chapter 6,
these questions pop up on the screen after the video playback and users have to
answer them before the next video can be played. In the briefing preceding the start
of the experiment, the technical parameters that test subjects had to evaluate were
explained to ensure an unambiguous interpretation. The questions with respect to
the content, general technical quality, fluidity of the video, and loading speed, are
the same as in Chapter 6 and the interpretation of these technical parameters was
stated in Section 6.2.2.2.
Given the use of RTP as transmission protocol for several videos in this exper-
iment, an additional question regarding the perceived distortion was added. Dis-
tortion was explained more broadly and different examples of possible distortions
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Parameter Unit Value Sampling Rate
Video ID Integer [0,∞[ Each video
Video quality State {low, high} Each video
Transport protocol State {RTP, prog. download} Each video
Video packet loss rate % [0, 100] Video RTP packets
Audio packet loss rate % [0, 100] Audio RTP packets
Video jitter Seconds [0,∞[ Video RTP packets
Audio jitter Seconds [0,∞[ Audio RTP packets
GPRS percentage % [0, 100] In each second
GPRS mean RSSI dBm [-113, -51] In each second
EDGE percentage % [0, 100] In each second
EDGE mean RSSI dBm [-113, -51] In each second
UMTS percentage % [0, 100] In each second
UMTS mean RSSI dBm [-113, -51] In each second
HSPA percentage % [0, 100] In each second
HSPA mean RSSI dBm [-113, -51] In each second
WiFi percentage % [0, 100] In each second
WiFi mean RSSI dBm [-113, -51] In each second
Num. of handovers Integer [0,∞[ In each second
Num. of inter-system handovers Integer [0,∞[ In each second
Mobility state {indoor, no, slow, fast} In each second
Percentage watched % [0, 100] Each video
Start time Epoch Timestamp Each video
Stop time Epoch Timestamp Each video
Loading time Seconds [0,∞[ Each video
Rebuffering times Seconds [0,∞[ Each rebuffering
Mean RTT Seconds [0,∞[ Each video
Table 7.2: The measured objective parameters of the video sessions in the living lab exper-
iment
were given (e.g., blurriness, blockiness, . . . ). The perceived distortion was eval-
uated on a 5-level subjective quality evaluation scale, similar to the impairment
rating scale of ITU [1], ranging from 5 (not perceptible) to 1 (perceptible and
very annoying). Because of the living lab environment of this experiment, the
last question on the device queried the test subjects about their physical context.
Four options were selectable for the physical context of the user: ‘on the move’,
‘at home’, ‘at work’, or ‘somewhere else’. In the case of selecting ‘somewhere
else’, the user could specify his or her location. Table 7.3 lists the questions of this
digital questionnaire and the used measurement scales.
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Figure 7.2: Location clusters of the user tests based on the GPS coordinates
Additionally, a traditional paper diary was completed by the test subjects im-
mediately after playback: for every watched video, a diary sheet containing addi-
tional (open and closed) questions was filled in. The goal of this paper diary was
to give users the opportunity to provide more detailed and qualitative feedback re-
garding the video session and their experience through some open questions. Since
inputting text on mobile phones is difficult and tedious, mobile phones are not the
optimal tool to gather detailed feedback. Therefore, we opted for an alternative
feedback tool: a small paper diary that can also be used in case of technical prob-
lems with the device such as an application crash or a dead battery. Concerning
the appreciation of the content, test subjects were firstly asked to indicate whether
or not they would want to watch the entire movie and whether they had already
seen it before. Secondly, they were asked to rate their general experience and to
mention aspects that on the one hand influenced their experience (in a positive way
as well as in a negative way) and on the other hand, that might help to improve the
experience. The third question of the diary asked the test subjects whether other
people were around the test subject during watching (in a radius of approximately
5 meter) and whether or not the presence of others was perceived as disturbing. Fi-
nally through the fourth question, test subjects had to indicate whether the overall
technical quality of the video during the watching experience was a) acceptable in
any context, b) acceptable but only in the context in which the test subject watched
it, or c) not acceptable. Although each test subject watched each movie trailer in
only one context, this question provides insights into the users’ experiences and
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Reference Digital questions on the device Possible answers
1. Content How would you evaluate the content of
the video?
5-point rating scale:
1 = Bad; 5 = Excellent
2. Technical Quality
How would you evaluate the technical
quality of the video in general?
5-point rating scale:
1 = Bad; 5 = Excellent
3. Distortion
Did you perceive visual distortions in the
video during playback?
5-point rating scale:
1 = Noticeable, very
annoying;
5 = Not noticeable
4. Fluidity
How would you evaluate the fluidity of
the video playback?
5-point rating scale:
1 = Bad; 5 = Excellent
5. Loading
How would you evaluate the loading
speed of the video?
5-point rating scale:
1 = Bad; 5 = Excellent
6A. Location Select your current location. I am . . .
4 options: a) On the
move, b) At home,
c) At work,
or d) Somewhere else.
6B. Location
(if (d) somewhere else)
Where exactly are you?
Open Question
Table 7.3: The digital questions that were used to evaluate the video immediately after the
playback in the living laboratory experiment, together with a reference to these
questions and the possible answers
behaviour regarding video watching in different contexts. Table 7.4 lists the ques-
tions of this paper diary and the possible answers.
As already briefly mentioned above, the research design draws on two comple-
mentary voting interfaces because of the specific nature of the data that we wanted
to collect. The ‘on the device’ voting interface is very suitable for collecting an
immediate, in situ evaluation, as close to the experience as possible. As the short
questionnaire on the device was part of the viewing protocol, we are sure that the
test subjects rated the videos immediately after viewing. As a result, we were able
to limit possible biases on the rating procedure due to memory errors or due to the
time elapsed between the watching and the evaluation. At the same time, we delib-
erately aimed to limit the number of questions on the device as much as possible in
order not to disrupt the user’s natural flow when using the smartphone. However,
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Reference Paper diary questions Possible answers
1A. Content
Desirability
Please indicate whether or not you
agree with the statement: “I would like
to view the entire movie”?
5-point rating scale:
1 = Completely disagree; 5 =
Completely agree
1B. Content
Desirability
If you have already seen this movie
before, please indicate by colouring the
button.
Binary answer:
Yes or No
2A.
Experience
Please indicate on the scale below how
you have experienced this viewing
session. My overall experience was . . .
5-point rating scale:
1 = Bad; 5 = Excellent
2B. Positive
Aspects
Which aspects did you experience as
positive during the viewing session?
Open question
2C. Negative
Aspects
Which aspects did you experience as
negative during the viewing session?
Open question
2D. Enhancing
Aspects
Which aspects could enhance or
improve your experience?
Open question
3A.
Other People
Were other people in a radius of
approximately 5 meter around during
the viewing session? If so, how many?
No or Yes + number
3B.
Other People
(If other people were in the immediate
surroundings) Did you experience their
presence as disturbing?
No or Yes because . . . (Open
question)
4.
Acceptability
Please indicate what is most
applicable: the technical quality of the
video was . . .
3 options: a) acceptable in
every context, b) acceptable but
only in the context in which I
watched it or c) not acceptable
Table 7.4: The paper diary questions that were used to evaluate the video immediately after
the playback in the living laboratory experiment, together with a reference to
these questions and the possible answers
we also wanted to collect additional (contextual) information, for which the diary
method is more suitable.
7.2.3 Sample description
Previous research has already indicated that the appreciation of and interest in the
offered content possibly has a major impact on users’ QoE [2–4]. Moreover, it has
been argued that previous experiences and user-related characteristics should also
be taken into account. Therefore, a specific group of users was targeted in this
experiment. 30 test subjects were recruited by an experienced panel manager from
iMinds-iLab.o (a research division with a strong expertise in living lab research
and panel management). The recruited test subjects were meeting the three main
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selection criteria: 1) being a smartphone user, 2) having watched mobile video at
least once in the preceding month and 3) having indicated to have an interest in
the content category used in this study (movies / movie trailers). Since the idea of
a living lab implies staying close to the realistic situation, these criteria were laid
down in order to reflect the natural viewing conditions and behaviour of the users
as much as possible. In total, 29 people (24% female and 76% male) between 20
and 61 years old participated in the study. (The mean age is 33.1 with a standard
deviation of 10.0) One test subject, who had agreed to participate, dropped out
just before the actual test period. Due to time constraints, this test subject was not
replaced. Every test subject received a gift voucher of 10 Euro.
In total, the data gathering phase took just over three months since the five
available devices rotated among the test subjects. The data obtained via the user
study were assembled and integrated into one data file containing the subjective
evaluations collected through the questionnaire on the device, the paper diary en-
tries for every question, and the logged technical data. Sessions in which video
watching was not possible due to the lack of a data connection, had to be removed.
Moreover, two additional sessions in which video watching was possible were re-
moved (one outlier with an erroneous value, and one sample in which the user’s
ratings were missing). After excluding these sessions, 753 data samples were ob-
tained, providing the data to analyse the viewing behaviour of the user, and to
develop a model for the subjective evaluation of video quality in a mobile context.
7.3 Results
7.3.1 Viewing behaviour and subjective evaluations
In terms of physical context of the test subjects, we found that most of the videos
were watched at home (82.7%) and at work (9.7%). Only 5.2% was watched
during travelling. 2.4% was watched somewhere else (including, e.g., at the house
of a friend or relative, in a cafe´, or in a museum). Although one might expect
that more videos would be watched during travelling, this was not the case in this
study. In fact only 8 of the 29 test subjects (i.e., 27% of the test subjects) watched
videos during travelling. Moreover, previous research on mobile TV points to
the same observation: e.g., in [5], the results from a living lab study on mobile TV
showed that most viewing occurred at home. Given the small number of samples in
which movement during video playback was recorded, differences in the subjective
evaluations of the quality aspects and the QoE could not be detected for different
mobility states.
In terms of the acceptability of the video quality, no significant differences
were found according to the physical context of the test subjects. The reason for
this might be that the large majority of the videos (82.7%) were watched at home.
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The answers on the question regarding the acceptability of the quality were equally
distributed. 33% of the videos were evaluated as “acceptable in any context”; 33%
was evaluated as “acceptable but only in the context in which I watched it”; and
the remaining 34% was evaluated as “not acceptable”.
Figure 7.3 shows the types of data network that were used to transfer the videos
to the mobile device according to the physical location of the test subject. If inter-
system handovers occurred during the video transmission, the connection type that
was responsible for the majority of the video transfer is considered in Figure 7.3.
7% of the videos is transmitted on a GPRS network. Only 1% of the videos is
using a UMTS connection. An EDGE connection was not used in this experiment.
The most used connection type (51% of the videos) is the HSPA network, followed
by the WiFi connection (41%). As shown in Figure 7.3, the type of data network
is closely related to the physical context of the test subject. E.g., WiFi is almost
exclusively used at home.
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Figure 7.3: Type of data network that was used during the living lab experiment according
to the location of the test subject
Time wise, Figure 7.4 shows that the evening (from 18.00 till 24.00 o’clock)
was the most popular watching time, followed by the afternoon. This is the case
both on week days and on weekend days. In absolute numbers, most videos were
watched during the week (72.8%), which makes sense since every test subject
had one week to finish the test so only two weekend days, but five week days
were included in the test period. So test subjects were about equally active during
weekend days as during the week days.
In 61.4% of the cases, no other people were in the immediate surroundings
of the test subject (radius of approximately 5 meter) during the video watching.
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22.8% of the videos were watched by the test subjects in presence of one other
person. In the majority of the viewing sessions in which other people were in the
surroundings of the test subject, the presence of these people was not experienced
as disturbing (89.8%). In the remaining 10.2%, the talking of the others and noise
made by them or coming from other sources (such as the TV) is often mentioned
as disturbing factor. However, there is no significant influence of the number of
people around while watching (as a variable of the ‘social context’ of the user) on
the overall experience rating.
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Figure 7.4: Viewing behaviour during the living lab experiment in terms of time
Figure 7.5 compares the MOS (Mean Opinion Score), i.e., the arithmetic mean
of all the individual quality ratings, for the four technical combinations. Although
individual ratings are ranging from very negative to very positive (as illustrated
in Table 7.5 and 7.7 for the loading time and distortion), the mean values of the
subjective evaluations are all quite positive and range between 2.8 and 4.1. As
explained in Section 3.3.1, the assumptions of parametric hypothesis tests, such as
ANOVA or T-tests, are not always fulfilled because of the discrete nature of the
rating mechanism. Therefore the subjective evaluations of this experiment are also
analysed using non-parametric hypothesis tests.
The subjective evaluations regarding the quality aspects of the video were com-
pared for the four technical combinations (transport protocol and source quality)
using the Wilcoxon rank sum test. In this analysis, the different technical combi-
nations are the grouping variable (independent variable) and the subjective evalua-
tions are the dependent variables. Significant differences (p < .05) were identified
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for the evaluations of the technical quality, distortion, fluidity, and overall experi-
ence.
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Figure 7.5: Mean subjective evaluations regarding the video quality aspects according to
the four technical quality combinations
The perceived technical quality of the combination “high-quality video source
- progressive downloading” is perceived as significantly better than that of the
other combinations of video quality and transmission protocol (Figure 7.5). The
technical quality of the high-quality RTP videos is evaluated as the second best
option and is significantly better than the two combinations with a low-quality
video source. The technical quality of the low-quality RTP videos received the
lowest evaluation (Mean = 2.72; Standard Deviation = .96).
In terms of the perceived distortion (Figure 7.5), the differences between the
high-quality progressive downloading videos and videos streamed via RTP (both
low and high quality) are significant. High-quality video sessions using progres-
sive downloading received the best evaluation regarding the perceived distortion
and the difference in MOS with videos streamed via RTP is approximately 1 unit.
The difference in perceived distortion between the low-quality videos transmitted
via progressive downloading and the videos streamed via RTP is also statistically
significant (0.62 and 0.39 on the MOS for respectively high and low-quality RTP
videos). This subjectively-observed difference can be explained by the character-
istics of the transmission protocol: (multiple) packet loss may induce audiovisual
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distortions for video that is streamed using RTP, whereas progressive downloading
based on TCP relies on retransmissions in case of packet loss.
In terms of perceived fluidity (Figure 7.5), the high-quality progressive down-
loading videos were perceived as more fluent than the streamed videos. Although
the progressive downloading videos may introduce playback interruptions due to
rebufferings, many of these video sessions in the experiment suffered only from a
small number of short rebufferings, which were tolerated by the users. Or in the
case of a fast network connection, no rebufferings at all were required.
Regarding the perceived loading speed, no significant difference was noticed
for the various combinations of video quality and transport protocol.
The Wilcoxon rank sum test comparing the evaluations for the overall per-
ceived experience, which were given in the paper diary, yields similar results for
the different quality / protocol combinations: the high-quality progressive down-
loading videos result in a significantly higher QoE than the other combinations.
The high-quality RTP videos provide test subjects the second best QoE and were
evaluated significantly better than both low-quality combinations. Furthermore,
the subjective evaluations showed that the overall experience of the test subjects
was the worst in the case of low-quality RTP. This negative experience is in accor-
dance with the poor evaluation of the technical parameters of the low-quality RTP
videos.
7.3.2 Qualitative analysis
As the result of a qualitative analysis of the user feedback obtained via the diaries,
Figure 7.6 shows the number of comments in three categories (positive aspects,
negative aspects, and things that could be changed to enable a better experience)
for the four video combinations.
Only for the first category of videos in Figure 7.6 (high quality - progres-
sive), the number of positive aspects that were mentioned, supersedes the number
of negative aspects and proposed changes (122 positive comments, 106 negative
comments, and 49 proposed changes). Most negative feedback is given for the
high-quality videos streamed using RTP (185 entries), for which the fluidity and
perceived distortion was rated lowest (see Figure 7.5).
The open questions were included in the diary since it is not always clear on
which specific aspects user ratings are based. Moreover, the use of numerical
expressions of perceived quality is always problematic in a way since these rat-
ings provide little insight in what this really implies from a user point of view.
The answers on the open questions contain valuable information on the individual
video watching sessions. First of all, they illustrate that the test subjects are pre-
cise and detailed and performed the test in a rigorous way, e.g., they make clear
distinctions between different technical artefacts in their verbal evaluations. Addi-
tionally, the answers revealed that other, non-technical aspects are also considered
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by test subjects when asked to reflect on positive and negative aspects of the view-
ing experience. Examples are issues related to the content itself (e.g., good acting,
presence of a specific actor, story, emotional impact of the content, associations,
. . . ), the sound (e.g., compelling music, aggressive sound, . . . ) , the colours (e.g.,
too bright or too dark, unnatural, . . . ), etc. Although the technical quality may be
negatively perceived, it does not automatically result in a negative viewing expe-
rience: the experience can still be rather positive because, e.g., the user liked the
music, the story, or a specific actor in the trailer. Qualitative user feedback can
help to understand how the different combinations were evaluated and why one
technical quality condition was preferred over another.
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Figure 7.6: Overview of the number of qualitative user comments according to the four
quality combinations
7.3.3 Modelling the subjective quality evaluations
In this section, the subjectively-perceived quality of the video sessions is further
investigated in order to model the subjective evaluations based on the measured
technical parameters.
7.3.3.1 Statistics used for the modelling
An important aspect during the selection of the most appropriate statistical tech-
nique is the type of data that has to be analysed. Although the answers on the mul-
tiple choice questions consist of a verbal description and a corresponding number,
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it is best to consider these ratings as ordinal numbers. This means that it is possi-
ble to rank the values, but the real distance between categories is unknown. E.g.,
the difference between ‘excellent’ and ‘good’ may not be treated the same as the
difference between ‘good’ and ‘fair’.
Given the ordinal nature of the subjective ratings regarding the technical as-
pects, traditional statistical techniques, such as linear least-squares regression, are
less suitable for investigating the effect of objective parameters on the rating be-
haviour of the users. One candidate technique to analyse the subjective ratings is
ordinal logistic regression. Ordinal logistic regression is an extension of binary
logistic regression (which is a model used for prediction of the probability of oc-
currence of an event by fitting data to a logistic function [6]). Ordinal regression
modifies the binary logistic regression model to incorporate the ordinal nature of a
dependent variable by defining the probabilities differently. Instead of considering
the probability of an individual event, this technique considers the probability of
that event and all events that are ordered before it [7].
However, one of the assumptions underlying ordinal logistic regression is that
the relationship between each pair of outcome groups is the same. In other words,
ordinal logistic regression assumes that the coefficients that describe the relation-
ship between, say, the lowest versus all higher categories of the response vari-
able are the same as those that describe the relationship between the next lowest
category and all higher categories, etc. This is called the proportional odds as-
sumption or the parallel regression assumption [7]. However, this test of parallel
lines showed that this assumption was not valid for the obtained subjective evalu-
ations. Therefore, different models have to be defined to describe the relationship
between each pair of possible ratings by multinomial logistic regression. Multi-
nomial logistic regression is also a generalization of binary logistic regression and
allows more than two discrete outcomes. This regression model is used to pre-
dict the probabilities of different possible outcomes of a dependent variable (in
our case the subjective rating), given a set of independent variables which may
be real-valued, binary-valued, categorical-valued, etc. (in our case the objective
parameters) [8]. The result of multinomial logistic regression is a comparison of
the probability of a specific event against the probability of a reference event. In
Section 7.3.3.2 and 7.3.3.3, multinomial logistic regression was used to model re-
spectively the subjectively-perceived loading speed based on the measured objec-
tive loading time and the subjectively-perceived distortions based on the measured
objective packet-loss rate during video playback.
The subjective experience of the user, which is assessed through the question-
naire, can be influenced by multiple objective parameters including the quality of
the video, the transmission protocol, network parameters (network type and RSSI),
packet-loss rate, loading time, handovers, etc. Because of these different influenc-
ing objective parameters, the QoE is modelled in Section 7.3.3.4 via a decision
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tree, a classification technique that uses a tree-like graph or model of decisions
and their possible consequences [9]. This decision support tool is in some cases
preferred over other non-parametric techniques because of the readability of their
learned hypotheses and the efficiency of training and evaluation.
7.3.3.2 Modelling the subjectively-perceived loading speed
One of the quality aspects that the test subjects could evaluate was the loading
speed of the video. Table 7.5 shows the rating options for evaluating the perceived
loading speed, the mean of the measured loading time corresponding to each op-
tion for the subjective evaluation (i.e., the mean loading time of the videos that
received a specific rating), the number of video sessions that received a specific
rating, and the fraction of the video sessions that received a specific rating. The
loading time is measured as the time period between selecting a video and the mo-
ment when the video starts playing. The results indicate that the loading speed
of the majority of the video sessions (62.4%) is evaluated as ‘good’ or even ‘ex-
cellent’. Conversely, for a considerable part of the video sessions (15.4%), the
subjectively-perceived loading speed is ‘poor’ or ‘bad’.
Therefore, the influence of the measured objective loading time on the subjec-
tive evaluation of the perceived loading speed is investigated. Besides the loading
time, the duration of the video might also influence the subjective evaluation of the
loading speed. But since all videos of the experiment had approximately the same
duration, this parameter is not included in the analysis.
Evaluation of
the loading
speed
Mean loading
time (s)
Number of
sessions
Fraction of the
sessions
1 = Bad 29.3 59 7.9%
2 = Poor 18.7 56 7.5%
3 = Fair 5.7 167 22.2%
4 = Good 3.5 344 45.8%
5 = Excellent 2.9 125 16.6%
Total 7.1 751 100%
Table 7.5: Subjective evaluations and mean objective measurement of the loading time
For the multinomial logistic regression analysis, the subjective evaluation of
the loading speed was selected as dependent, the measured objective loading time
is an independent (covariate), and the reference event was the evaluation of the
loading speed as ‘fair’. So for each rating option, the regression model provides
a function for the ratio of the probability of obtaining that specific rating, e.g.,
P(excellent) and the probability of obtaining the reference rating P(fair), in terms
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of the measured loading time, i.e., LT. Table 7.6 lists the results of this multino-
mial logistic regression analysis: the probability ratios are exponential functions
in terms of the measured loading time (in seconds). The likelihood ratio χ2 of
164.7 with a p-value < 0.0001 and 4 degrees of freedom tells us that our model as
a whole fits significantly better than a model without the loading time as predictor.
(The χ2 statistic is the difference in 2 log-likelihoods between the final model and
a reduced model. The reduced model is formed by omitting an effect from the final
model [8].)
Probability Ratio Estimated Function
P (Bad)
P (Fair)
exp(−1.800 + 0.068 LT )
P (Poor)
P (Fair)
exp(−1.652 + 0.060 LT )
P (Fair)
P (Fair)
1
P (Good)
P (Fair)
exp(1.075− 0.081 LT )
P (Excellent)
P (Fair)
exp(0.261− 0.143 LT )
Table 7.6: The results of the multinomial logistic regression analysis with the subjective
evaluation of the loading speed as dependent and the measured objective loading
time as a covariate (LT = loading time)
Figure 7.7 visualizes these probability ratios for a measured loading time be-
tween 0 and 40 seconds. The graph shows that for short loading times (less than
10 seconds), a high probability exists that users will evaluate the loading speed
as ‘good’ or ‘excellent’. Given the large fraction of video sessions evaluated as
‘good’ (45.8% in Table 7.5), the probability of obtaining ‘good’ as subjective eval-
uation is higher than the probability of obtaining ‘excellent’. If the measured load-
ing time is more than 13 seconds, users are more willing to evaluate the loading
speed as ‘fair’ than to rate it as ‘good’. For short loading times, users are not in-
clined to give low evaluations like ‘bad’ or ‘poor’. However after a loading time
of approximately 27 seconds, ratings with the label ‘bad’ or ‘poor’ are more likely
than the reference rating, i.e., ‘fair’. And for instance after 40 seconds of loading
time, it is 2.5 times more likely that users perceive the loading speed as ‘bad’ than
that users perceive it as ‘fair’ (Figure 7.7).
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Figure 7.7: The probability ratios of the ratings options for the perceived loading speed
7.3.3.3 Modelling the subjectively-perceived distortion
In contrast to progressive download, which relies on packet retransmissions in case
of packet loss, video streaming via RTP might suffer from audiovisual distortions if
packets are lost during transmission. Therefore, the influence of packet loss on the
subjectively-perceived distortion during mobile video watching was investigated
for the video sessions which are streamed via RTP. Table 7.7 shows the rating op-
tions for evaluating the perceived distorting during video watching, the mean of
the measured packet-loss rate corresponding to the subjective evaluation (i.e., the
mean packet-loss rate of the videos that received a specific rating), the number of
video sessions that received a specific rating, and the fraction of the video sessions
that received a specific rating. This analysis was based on the data samples ob-
tained for the mobile video sessions using RTP (high- and low-resolution videos).
Table 7.7 shows that sessions which received a positive evaluation regarding
the perceived distortion (‘not noticeable’ or ‘noticeable, not annoying’) are char-
acterized by a low packet-loss rate (mean values of 0.8% and 0.4%). In con-
trast, low ratings for the perceived distortion (‘noticeable, annoying’ or ‘notice-
able, very annoying’) are typically due to high packet-loss rates (mean values of
respectively 18.9% and 32.5%). Therefore, the influence of this packet-loss rate
on the subjectively-perceived distortion during mobile video watching is further
investigated.
As already indicated in Chapter 5, the perceived distortion due to packet loss
depends on various technical parameters of the video, such as the codec. So if e.g.,
another video codec is used, the results can slightly change and the analysis should
be repeated. Moreover, different individual packet losses can have a different im-
pact on the perceived distortion due to patterns of subsequent packet losses (bursts)
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or the type of frame in which packet loss occurs (I, P, or B-frame). However for
this analysis, individual packet losses are not investigated in detail, but the effect
of a substantial packet loss rate as a whole is investigated.
Evaluation of the distortion
Mean
packet-loss rate
Number of
sessions
Fraction of the
sessions
1 = Noticeable, very annoying 32.5% 71 19.1%
2 = Noticeable, annoying 18.9% 67 18.0%
3 = Noticeable, slightly annoying 3.1% 78 21.0%
4 = Noticeable, not annoying 0.4% 68 18.3%
5 = Not noticeable 0.8% 88 23.7%
Total 10.5% 372 100%
Table 7.7: Subjective evaluations of the distortion and mean objective measurement of the
packet-loss rate
For the same reason as in the analysis of the loading speed, a multinomial lo-
gistic regression analysis was performed to estimate the probability of obtaining a
specific rating as a function of the packet-loss rate. For this analysis, the subjective
evaluation of the perceived distortion was selected as dependent, the measured ob-
jective packet-loss rate is an independent (covariate), and the reference event was
the evaluation of the distortion as ‘noticeable, slightly annoying’. For each rating
option, Table 7.8 lists the ratio of the probability of obtaining that specific rat-
ing, e.g., P(not noticeable), and the probability of obtaining the reference rating,
P(noticeable, slightly annoying), in terms of the measured packet-loss rate, i.e.,
PL. The likelihood ratio χ2 of 149.3 with a p-value < 0.0001 and 4 degrees of
freedom tells us that our model as a whole fits significantly better than a model
without the packet-loss rate as predictor.
Figure 7.8 visualizes the probability ratios of Table 7.8 for a packet-loss rate
ranging from 0% to 40% (using a logarithmic scale). Video sessions with a limited
packet-loss rate have a higher probability to obtain a positive rating regarding the
perceived distortion (‘not noticeable’ or ‘noticeable, not annoying’) than to receive
the reference rating (i.e., ‘noticeable, slightly annoying’). Around a packet-loss
rate of 0.25%, the probability of a positive evaluation starts decreasing. When
more than 2.6% of the packets are lost during transmission, the probability that
users are slightly annoyed by distortions is higher than the probability that users
do not notice these distortions (solid decreasing line versus dashed horizontal line
in Figure 7.8). If the packet-loss rate during video watching is higher than 30%,
the probability of receiving a positive evaluation from the user is very small (less
than 5% of the probability of receiving the reference rating).
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Probability Ratio Estimated Function
P (Noticeable, very annoying)
P (Noticeable, slightly annoying)
exp(−0.903 + 0.072 PL)
P (Noticeable, annoying)
P (Noticeable, slightly annoying)
exp(−0.609 + 0.058 PL)
P (Noticeable, slightly annoying)
P (Noticeable, slightly annoying)
1
P (Noticeable, not annoying)
P (Noticeable, slightly annoying)
exp(0.147− 0.287 PL)
P (Not noticeable)
P (Noticeable, slightly annoying)
exp(0.302− 0.115 PL)
Table 7.8: The results of the multinomial logistic regression analysis with the subjective
evaluation of the distortion as dependent and the measured objective packet-loss
rate as a covariate
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Figure 7.8: The probability ratios of the ratings options for the perceived distortion
Negative evaluations of the perceived distortion are less likely than the refer-
ence rating for low values of the packet-loss rate. On the other hand, the rating
options ‘noticeable, annoying’ and ‘noticeable, very annoying’ are more likely
than the reference option ‘noticeable, slightly annoying’ as soon as the packet-loss
rate is higher than respectively 10.5% and 12.5%.
7.3.3.4 Modelling the subjectively-perceived experience
In Section 7.3.3.3 the influence of packet-loss on the perceived distortion was in-
vestigated and in Section 7.3.3.2 the subjectively-observed loading speed is mod-
188 CHAPTER 7
elled based on only the measured loading time. In this section, multiple objective
parameters are considered to model the subjectively-perceived experience of the
user during video watching via a decision tree.
Each of the gathered objective parameters, as listed in Table 7.2, is a poten-
tial parameter on which to base the decisions that have to be made in the decision
tree. The minimum set of technical parameters required to model the QoE was
determined through a statistical analysis. The resulting parameters regarding the
video session that are used as input for the decision tree are: the transport protocol,
the quality of the video source, the types of data network that were used to trans-
mit the video, the number of handovers during transmission, and the percentage
of the video that was actually watched by the user. Because of the mutual cor-
relation1 of the technical parameters, additional parameters, such as packet loss,
jitter, mobility of the user, and signal strength of the network, have no additional
information value and do not further improve the classification model; i.e., the in-
clusion of these parameters in the decision tree did not lead to a further decrease
of the misclassification rate.
Figure 7.9 shows the visualization of the decision tree, which can be used
to predict the user’s experience based on the technical parameters of the video
session. To avoid overfitting and limit the complexity of the model, the decision
tree was pruned until a deviance2 of 0.008 was obtained. The starting point of this
decision tree is the root, situated at the top of the figure.
At the first fork, a decision is made based on the quality of the video source:
if the video source has a low quality, the left branch is chosen; the right branch is
followed, in case of a high-quality video source. These low-quality videos typi-
cally induce a poor to fair QoE: the estimated experience ratings for low-quality
videos are ranging from 1 to 3 points in the decision tree. To predict the QoE while
watching low-quality video sources, the type of data network used for transmitting
the video is important. If the video is mainly transmitted over a GPRS connection
(more than 90% of the video is transmitted over a GPRS connection, so less than
10% is transmitted over a faster data connection), the decision tree predicts a QoE
value of 1 point. The reason for this bad experience may be the combination of a
low-quality video source and a slow data connection type (GPRS). This slow data
connection may introduce interruptions during video playback (i.e., long rebuffer-
ing times if progressive download is used or audiovisual distortions if the video
is streamed). If the low-quality video is (partly) transmitted over a faster data
network, an additional criterion is investigated to estimate the user’s experience.
1If two parameters are mutually correlated, they are related to each other somehow, but not neces-
sarily by cause and effect.
2Prune on deviance is a measure that defines a stopping rule in the pruning process based on
maximum-likelihood principles.
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Figure 7.9: Decision tree modelling the QoE during video watching on a mobile device,
based on the watching behaviour and the technical parameters of the video and
network
The next branch is based on the part of the video that was actually watched
by the user. On the one hand, if the user watched the video (almost) completely
(more than 75%), this may suggest that no network problems occurred during
the video playback and the user experienced the video session as acceptable. In
this situation, the user will rate his/her experience with 3 points, according to the
decision tree. On the other hand, a video session that is stopped early by the
user (less than 75% of the video is watched) can indicate a bad experience due to
an unacceptable audiovisual quality or a disinterest of the user for the content of
the video. Alternatively, the video stoppage might be due to a network problem
(e.g., a network disconnection), which also induces a bad experience for the user.
Therefore the decision tree provides a prediction of 2 points for the QoE in this
condition.
In case of a high-quality video source, the right half of the decision tree is
used to classify the QoE. A GPRS connection is basically too slow to transmit the
high-quality video, thereby introducing distortions or interruptions during video
playback. So, if a GPRS network is used for (more than 10% of) the transmission
of the high-quality video, the QoE is estimated to be bad, which is indicated by
a prediction of 1 point for the experience value. The other branch represents the
situation of transmitting a high-quality video source over a fast data network (no or
limited GPRS is used). In this situation, the QoE is predicted based on the fraction
of the video that is actually watched by the user. Videos might be stopped by the
user because of a bad experience (due to a low audiovisual quality or uninteresting
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content). In addition, video stoppages / interruptions due to network problems
can be the cause of a bad QoE. As a result, these early video stoppages lead to a
prediction value of 1 point for the QoE.
High-quality videos that are transmitted over a fast network without an early
video stoppage (more than 25% of the video is watched) indicate a good QoE.
In this situation, the experience value is predicted based on the used transmission
protocol and the number of handovers. High-quality video sources streamed over
the cellular data network may via RTP suffer from packet loss and jitter, inducing
video distortions. Progressive download can resolve these packet losses and avoid
distortions by using retransmissions but may thereby introduce extra rebuffering
times. The subjective evaluations of the test subjects learned that in this exper-
iment users have a better experience with videos transmitted using progressive
download, than with streamed videos (using RTP). This finding confirms the re-
sults of a study on the impact of the underlying transport protocol on the QoE for
streaming media services [10]. Therefore, the experience of video sessions us-
ing progressive download is predicted to be (1 point) better than the experience of
video sessions based on streaming.
During a handover, an ongoing data session is transferred from one channel
or cell to another one. Since this process may introduce an interruption of the
data transmission, it can have an influence on the QoE. As a result, the decision
tree predicts a lower experience value for video sessions with handovers than for
sessions without handovers.
This decision tree can be used to predict and improve the user’s QoE of a
mobile video session. E.g., if a fast cellular data network is available for the trans-
mission of half of the video, (i.e., 50% of the video is transmitted over a GPRS
network and 50% is transmitted over a faster network such as UMTS or HSPA), a
low-quality video source might be preferred above a high-quality video source. In
this situation, the decision tree predicts an experience value of 1 point for the high-
quality video source, whereas the low-quality video source receives 2 or 3 points
depending on the fraction of the video that is actually watched. In contrast, if a
fast cellular data network is available for the complete transmission of the video
(and video playback is not stopped early), a high-quality video source might result
in a better QoE, as indicated by the decision tree.
To train the decision tree, 90% of the data samples were used as training set
(i.e., 616 randomly selected samples); the remaining 10% (68 samples) constitutes
the test set and was utilized for the validation of the decision tree. (Since the test
subjects specified their experience during video watching not for all 753 video
sessions, only 684 samples were available to train and validate the decision tree).
After training the decision tree, the samples in the test set were classified accord-
ing to the obtained decision model and the misclassification rate was calculated.
This procedure was repeated 20 times to eliminate influences of the random data
QOE RESEARCH IN A LIVING LAB ENVIRONMENT 191
partitioning in training and test set. The averages (arithmetic mean) of the misclas-
sification rates, obtained during these 20 iterations, are indicated in Table 7.9. For
almost half of the test samples (46.2%), the decision tree is able to correctly predict
the QoE rating provided by the user based on the watching behaviour, transport
protocol, and the technical parameters of the video and the network. Moreover
the QoE of 81.5% of the video sessions is classified correct (46.2%) or within an
acceptable error margin of 1 point (35.3%). The ratio of severe misclassifications
(i.e., 3 or 4 points deviance between the predicted experience and the actual ex-
perience) is limited to 2.3% of the samples, which proofs the usefulness of the
decision tree.
Classification Ratio of test samples
Correct classification 46.2%
1 point misclassification 35.3%
2 points misclassification 16.2%
3 points misclassification 1.6%
4 points misclassification 0.7%
Table 7.9: Misclassification rate of the decision tree
7.4 Conclusions
In this exploratory study drawing on the evaluation of objective and subjective
QoE aspects by a user panel, we investigated Quality of Experience (QoE) related
to mobile video watching in a semi-living lab environment. 28 video trailers were
watched by the test subjects in random combinations of two video resolutions (high
and low) and two data transfer protocols for video (RTP and progressive down-
load using TCP/HTTP). The participants were able to watch the videos when they
wanted, where they wanted and user evaluations were gathered by means of ques-
tionnaires on the device, complemented with traditional pen and paper diaries. The
results illustrate that most videos were watched at home and in the afternoon and
evening. In most cases, no other people were around during the watching session.
The presence of other people did not have a significant influence on the overall
experience rating and was in 90% of the cases not perceived as a disturbing factor.
A statistical analysis compared the subjective quality ratings for the four tech-
nical quality combinations. Both the qualitative and quantitative feedback showed
that the high-quality progressively downloaded videos yield a significantly better
experience than the streamed videos in terms of perceived technical quality, dis-
tortion, fluidity, and overall experience. The technical quality of the low-quality
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video sources using RTP was evaluated as the worst. Analysis of the qualitative
user feedback could help to understand which aspects influenced the overall QoE
in a positive and negative way in the four technical quality combinations.
The influence of the measured loading time on the subjective evaluations of
the loading speed was evaluated via a multinomial logistic regression analysis.
The resulting model showed that when the loading time increases from 10 to 30
seconds, the subjective evaluations of the loading speed gradually evolve from
mainly positive to mainly negative.
For video sessions using RTP, we investigated the subjectively-perceived dis-
tortion during mobile video watching as a function of the video packet-loss rate.
The probability of receiving a positive rating is rapidly decreasing as more packet
loss occurs during video watching (from a packet-loss rate of around 0.25%) and
video sessions with a packet-loss rate of more than 10% are in general evaluated
as ‘annoying’ or even ‘very annoying’.
Finally, this measurement study resulted in a decision tree for quantifying QoE
during mobile video watching based on objective parameters such as network and
video quality. This model provides application developers and service providers a
tool that clarifies which and how technical parameters influence the QoE and how
the parameters have to be adapted to optimize the QoE. E.g., if no fast cellular
data network is available (only a GPRS network is available), the model predicts
a bad QoE for high-quality video sources due to distortions or a large amount of
rebufferings during video playback. In this case, low-quality video sources might
result in a better QoE. If a fast data network is available, a high-quality video
transmitted using progressive download provides an optimal QoE.
The presented study can be seen as an example of QoE research in a real-life,
semi-living lab setting. Given the increased emphasis on contextual variables and
subjective, user-related characteristics of QoE, new context-aware tools and mea-
surement approaches should be explored to take these dimensions into account.
Whereas research in controlled settings is very valuable to assess the influence of
particular, isolated parameters, research in more natural and ecologically valid set-
tings might help to better understand the interplay between different parameters
and their relative influence on the overall QoE.
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8
The influence of QoE on the rating
behaviour
8.1 Introduction
Recommendation techniques share a common prerequisite: user preferences or
personal tastes regarding previously consumed content are required to generate
personal suggestions. These user preferences can be retrieved through implicit or
explicit feedback mechanisms [1]. However, a serious problem of these feedback
mechanisms is the discrepancy between the received feedback value, and the actual
interests of the user. Besides the content and personal interests, user feedback on
audiovisual material can be influenced by additional factors such as the picture and
sound quality, fluidity of the video, loading speed, distortions, etc. Studies have
already shown a strong correlation between user feedback regarding the content
and subjective evaluations of the video quality [2]. So, technical parameters and
audiovisual quality aspects might influence the user’s explicit feedback, which is
supposed to reflect his/her personal interests and to evaluate merely the content of
the video. However according to our knowledge, no solution is available to correct
for the influence of these technical parameters on the explicit feedback.
The efficiency of personal video suggestions generated by recommender sys-
tems is highly dependent on the quality of the obtained user feedback. This feed-
back has to reflect the personal interests in the content of the viewed video, to
obtain accurate recommendations. Consequently, the incorrect estimation of the
user’s actual interests in the content might erroneous update the preferences in the
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user profile thereby leading to inaccurate recommendations. To date, this issue has
received very little research attention.
8.2 Test setup
8.2.1 Goals of the study
The goal of this research is to investigate the influence of measured objective pa-
rameters and audiovisual quality aspects on the experience of users and the cou-
pled effect on the explicit feedback behaviour in a mobile context. Via a living
lab experiment, technical parameters are monitored and related to the subjective
experience of the end-user while watching streaming video on a mobile device in
a real-life setting.
According to our knowledge, no work has been done to correct the users’ ex-
plicit feedback for video content by considering the influence of a varying audio-
visual quality. This experiment resulted in a feedback model for recommender
systems which takes into account the technical parameters of the mobile network
and the video transmission, and the effect on the user’s rating behaviour. This
model can be used as an additional feedback filter for video recommender systems
that could help to eliminate the influences of audiovisual quality on explicit user
feedback.
8.2.2 Procedure
For this experiment, the test subjects were asked to use ‘PersonalTV Mobile’, the
mobile client application of the service discussed in Chapter 2. Via the Person-
alTV Mobile application, test subjects could select, watch, and evaluate streaming
videos from YouTube on a smart phone in their everyday environment, where and
when they wanted (i.e., in a living lab context).
Given the importance of the content and the users’ preferences for the content
in this experiment, the content was not predefined (like in the experiments of Chap-
ter 6 and 7), but test subjects could search and select the videos from YouTube’s
content catalog according to their preferences. This way, a much broader range
of content was available than in previous experiments, enabling all test subjects to
find videos that optimally suit their personal tastes. Driven by the aim of moni-
toring technical parameters in detail, which is not possible on the standard video
clients for mobile devices, we developed our own mobile video application. Us-
ing PersonalTV Mobile instead of the standard YouTube application enables the
logging of these technical parameters (Table 7.2), the same parameters that were
measured in the living lab experiment of Chapter 7.
The procedure followed in this experiment consists of 3 successive phases.
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8.2.2.1 Phase 1: profile building
Firstly, the test subjects were asked to watch and evaluate some YouTube videos
of their own choice, on their personal computer using the desktop client of the
PersonalTV application, as discussed in Chapter 2. This desktop client, which was
implemented as a Facebook application for authentication reasons, has the same
look and feel as its mobile counterpart. By using this desktop application, test sub-
jects explored the PersonalTV menus and got familiar with the interface. More-
over, the PersonalTV service could build a profile for every test subject, based on
the personal watching and rating behaviour. Using these user profiles, the Person-
alTV service was able to avoid the cold start problem [3] and calculate personal
suggestions for the mobile experiment.
8.2.2.2 Phase 2: instruction meetings
Secondly, the test subjects were divided in groups of five people and received a
briefing about the experiment. Similar to the procedure described in Section 7.2.2,
these instruction meetings were organized to explain the use of the application
before the actual test started. For this experiment, test subjects received an HTC
Android Developer Phone 1 (ADP1), since the Nexus One devices that were used
in the experiments of Chapter 6 and 7 were not available during the test period.
Nevertheless since these ADP1 devices are also running on the Android operat-
ing system (version 1.5), differences in the operation and usage of the phones
are limited. After filling in a short general questionnaire (including, e.g., socio-
demographical questions, general questions on their current use of (mobile) online
video sites, attitudes, etc.), they were invited to try the PersonalTV Mobile appli-
cation for the first time using the ADP1 devices.
8.2.2.3 Phase 3: mobile video watching in a living lab environment
Thirdly, every test subject took an ADP1 device at home to use PersonalTV Mobile
in their daily environment during the next three days. The videos, originating
from YouTube, were covering a wide range of content categories such as sports,
entertainment, music, comedy, technology, etc.
Figure 8.1(a) shows a screenshot of the PersonalTV Mobile application dis-
playing the main menu, consisting of four tabs, each containing a list of videos
with a thumbnail, the title, and the duration as additional information. The first
two tabs offer respectively the most viewed and top rated YouTube videos within
a selected period of time (today, last week, last month, or all time). The third
tab presents a set of personal video suggestions, recommended by the PersonalTV
service. These recommendations are based on the personal preferences of the end-
user as expressed by the ratings. Ideally, this user feedback should be adjusted
to compensate for the influence of objective, technical parameters of the network
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and video session, as will be described in Section 8.3. However, to obtain data
that allow to investigate this influence, this quality-based adjustment was not en-
abled during the user tests. Standard keyword-based searching among the available
YouTube videos can be performed using the fourth tab, listing the results either by
relevance, view count, or average rating.
For the experiment, test subjects were asked to select and watch (at least) 10
videos from their personal video suggestions generated by the application. These
video suggestions might better match the personal preferences of the test subjects
than random or the most-popular videos. During this video watching, the objective
parameters of Table 7.2 were monitored on the mobile device.
After video watching, PersonalTV Mobile offers users the possibility to eval-
uate the video through a 5-point scale star-rating mechanism, similar to the rating
mechanism of the desktop client of PersonalTV as illustrated in the screenshot of
Figure 8.1(b).
(a) The video selection mechanism (b) The rating mechanism that is shown after each
video
Figure 8.1: Screenshots of the mobile PersonalTV application
Table 8.1 lists the characteristics of the videos, as used in the PersonalTV Mo-
bile application. To investigate the influence of the QoE on the user’s explicit feed-
back expressed by the star-rating mechanism, the technical parameters of the video
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are chosen rather low in comparison with the parameters of Table 6.2 and 7.1. E.g.,
the total bandwidth requirement is 64 kbit/s which is rather low even in a mobile
context [4, 5]. Moreover, all videos are transmitted using RTP to optimally study
the influence of packet loss and jitter in this experiment.
Video Source
Audio Video
Codec AMR-NB Codec H.263 2000
Average bit rate 12 kbit/s Average bit rate 52 kbit/s
Maximum bit rate 18 kbit/s Maximum bit rate 230 kbit/s
Channels 1 Resolution 176 x 144
Sampling frequency 8000 Hz Frame rate 15 fps
Table 8.1: Technical parameters of the mobile video used to investigate the influence of
QoE on the rating behaviour
Finally, a small questionnaire is shown on the device, immediately after watch-
ing the video. As in the experiments described in Chapter 6 and 7, these questions
pop-up on the screen after the video playback and users have to answer them be-
fore the next video can be played. Similar to the questionnaire of Table 7.3, the
questions probe the users’ subjective evaluations of various quality aspects of the
watched video in detail. Furthermore, users were asked to evaluate the content of
the video on a 5-point scale, as if the video is available in perfect quality.
8.2.3 Sample description
For this experiment, we recruited 29 test subjects using a convenience panel-
sampling method. 79.3% of them were male and 20.7% was female. This majority
of male test subjects is largely due to the fact that we mainly recruited test subjects
at the Faculty of Engineering from Ghent University, which has a large majority of
male students and researchers. The age of the test subjects ranged between 23 and
36, with a mean age of 28.0 years old (standard deviation is 3.8). The majority of
the test subjects were employees (10.3% was still a student).
The experiment resulted in a total number of 392 observations, containing
metadata of the selected videos (title, category, URL, and tags), contextual infor-
mation (time stamp, location, and user movement), as well as objective (measured)
and subjective (questionnaire) parameters. This total number of 392 observations,
resulting from the 29 test subjects is considered sufficient for the central limit the-
orem to hold and ascertain normality of the residuals and estimated regression
coefficients following from linear regression [6]. By this, the distributional as-
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sumptions of the T-tests for the significance of regression coefficients are satisfied,
which makes these tests meaningful.
8.3 Results
Table 8.2 lists the correlations between some important, measured objective pa-
rameters of the video session, and the user’s subjective star-rating for the video.
As explained earlier, recommender systems extract the user’s preferences for the
content from these ratings in order to generate personal suggestions for the user.
As a result, these ratings should reflect the user’s tastes, independent of the techni-
cal quality of the video playback. However, Table 8.2 shows a significant negative
(Pearson) correlation between the technical aspects and the ratings, indicating a de-
pendency between the objective parameters and the subjective feedback. (P-values
below 0.05 indicate a significant correlation.)
Correlation with the
Star-Rating (SR) p-value
GPRS Percentage (GP) -0.142 0.002
mean Video Jitter (VJ) -0.111 0.016
mean Audio Jitter (AJ) -0.111 0.016
Video packet-Loss rate (VL) -0.171 0.000
Audio packet-Loss rate (AL) -0.161 0.001
Table 8.2: Correlations between the measured objective parameters of the video session and
the subjective rating for the video
Traditional recommender systems, which are based on the user’s rating be-
haviour, will perform below par if these ratings are influenced by quality aspects
of the video. After all, the audiovisual quality of streaming video is mainly deter-
mined by the data connection (type) and the network conditions, which are very
dependent on the (spatio-temporal) context of the end-user (and other users ac-
tive on the network). As a result, a user might rate the same video differently,
according to differences in the technical parameters of the video session.
As a solution to this undesired effect, the user’s star ratings should be corrected
and the influence of the audiovisual quality should be eliminated. This correction
can be done by a linear regression model that infers the user’s preferences for the
content, based on the obtained star-rating and the measured objective parameters of
the video session. So based on the data obtained in this experiment, a regression
analysis was performed with the user’s evaluation of the content as dependent
variable and the measured objective parameters and the star-rating as independent
variables, resulting in the following model.
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C = 0.5094 + 0.8795 SR+ 0.0086AL+ 0.0062GP
+ 0.0008 V L+ 0.0000 V J + 0.0000AJ
(8.1)
This regression model (8.1) expresses the user’s personal preferences for the
content (C) (as stated in the questionnaire) in terms of the subjective star-rating
(SR), audio packet-loss rate (AL), the percentage of the video streamed over a
GRPS connection (GP), video packet-loss rate (VL), mean video jitter in seconds
(VJ), and mean audio jitter in seconds (AJ). This model has an R2 value of 0.67.
R2 is the coefficient of determination and stands for the proportion of variability
in the data set that is accounted for by the statistical model. Because of the mutual,
positive correlation between the objective parameters, the regression model can
be simplified by eliminating insignificant predictors of the user’s personal pref-
erences for the content. Using a stepwise regression analysis with bidirectional
elimination, the predictor variables AL, VL, VJ, and AJ are removed from the
model resulting in a more compact formula:
C = 0.4887 + 0.8750 SR+ 0.0091GP (8.2)
The resulting model of (8.2) has still anR2 value of 0.67 and predicts the user’s
personal preferences for the content (C) based on merely the subjective star-rating
of the user (SR) and the percentage of the video streamed over a GRPS connection
(GP).
The high (and significant) regression coefficient of SR in (8.2) indicates that the
user’s personal preferences for the content are mainly determined by his/her gen-
eral star-rating. The (significant) regression coefficient of GP stands for the influ-
ence of the technical parameters on the user’s star-rating. Videos that are streamed
over a GPRS connection are typically suffering from interruptions or distortions
during video playback, which influence the user’s star-rating. Because of these
technical difficulties during playback, the content of the videos might be underes-
timated by the traditional star-rating. The resulting model (8.1) tries to correct this
influence by taking into account the technical aspects of the network, which are all
reduced to the connection type used for the video streaming in model (8.2). So, if
a video is streamed (partially) over a GPRS connection, the user’s true preference
for the content is estimated significantly higher than the provided star-rating. E.g.,
a rating of 2 stars on a video that is streamed over a GPRS connection (GP = 100)
is estimated to correspond to a true preference for the content of 3.15.
To validate the proposed regression model, an estimation of the user’s personal
preferences for the content was calculated with (8.2) for each video watching ses-
sion of the experiment using the cross-validation technique. Subsequently, these
estimations of the user’s personal preferences were compared with the user’s ac-
tual evaluation of the content as expressed by the user through the questionnaire.
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Table 8.3 summarizes the results of this evaluation by listing the root mean square
error (RMSE) of these estimations with respect to the actual evaluations of the con-
tent, and the number of samples used for the evaluation. (Because of some missing
values for the user’s evaluation of the content, the model could not be evaluated on
all 392 samples of the data set.)
The regression model is benchmarked against the traditional star-rating ap-
proach, which does not take the network conditions into account but estimates the
user’s preference for the content based on only the provided star-rating. The re-
sults of Table 8.3 demonstrate that the RMSE of the regression model is lower
than the RMSE of the star-rating approach, which proves that the estimations of
the regression model are a better reflection of the user’s actual preferences than the
traditional star-rating approach.
For a more in-depth validation, the estimations of the regression model are
rounded to the nearest integer value and compared with their actual evaluations
of the content. Table 8.3 lists the number of rounded estimations that equal the
actual evaluations (reported as correct predictions). The incorrect estimations are
classified according to their deviation from the actual evaluation (1, 2, 3 or 4-stars
errors). Table 8.3 indicates that 92% ( 336364 ) of the content evaluations are estimated
correctly or with a deviation of a single star by the regression model. Only a
minority of the estimations (3 for the regression model) deviate more than 2 stars
from the user’s actual evaluation of the content.
Again, a comparison with the traditional star-rating approach is made. As
indicated in Table 8.3, fewer errors are made by the regression model than by
the star-rating approach, which proves the usefulness of the regression model for
estimating the user’s preferences.
Star-rating model Regression model
Number of evaluations 364 364
RMSE 0.82 0.74
Number of correct predictions 238 249
Number of 1-star errors 89 87
Number of 2-star errors 32 25
Number of 3-star errors 5 3
Number of 4-star errors 0 0
Table 8.3: Evaluation of the regression model and the traditional star-rating mechanism
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8.4 Conclusions
This chapter discussed the influence of objective, technical parameters of the video
session on the user’s explicit feedback, in the form of a star-rating. In this living
lab experiment, test subjects were asked to select, watch, and rate streaming videos
on a smartphone, while the technical parameters of the network are monitored.
Correlations between the measured objective parameters and the users’ star-
ratings are in line with the assumption that users tend to give a lower star-rating if
the quality of the video playback is not optimal. This can have a serious impact on
the accuracy of recommender systems, which assume that the star-rating reflects
merely the user’s preferences for the content regardless the technical parameters
of the network during video playback.
Based on the obtained data samples, a regression model was proposed to cor-
rect for the influence of these technical parameters. Using a stepwise regression
analysis, the connection type used during video transmission turned out to be an
important factor for quantifying this influence. Validation of the model showed
that the proposed regression model generates more accurate estimations of the
user’s actual preferences for the content, than the traditional star-rating mecha-
nism.
This model can be used by video recommender systems to improve the accu-
racy of user feedback by eliminating the influence of a varying audiovisual quality
induced by changing network parameters. As the user feedback better reflects
the personal preferences for the content, personal recommendations become more
accurate.
Future research can comprise the refinement of the model by including ad-
ditional influencing factors such as the activity, location, and expectations of the
end-user. Moreover, incorporating the proposed model in a recommender system
followed by evaluating the efficiency of the recommendations is an interesting pos-
sibility for future work in this research domain. This way, traditional recommenda-
tions based on the star-rating mechanism can be compared with recommendations
based on the proposed regression model.
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Conclusions and future research
This chapter summarizes the conclusions obtained in the research chapters 2 to 4
and 6 to 8. Part of this chapter is also dedicated to opportunities for future research
in the domain of recommender systems and QoE.
9.1 Conclusions
In this dissertation, two topics are investigated for the purpose of optimizing online
services: recommender systems and Quality of Experience (QoE).
9.1.1 Recommender systems
The case study of the PersonalTV video delivery service (Chapter 2) showed that
the content retrieval method (most viewed, top rated, search, or algorithm sugges-
tions) has no significant effect on the consumption percentage, i.e. the fraction of
the video that is actually watched. A similar conclusion holds for the reported sat-
isfaction of the test subjects. Although a number of trends were identified, the four
content retrieval types do not yield significant differences in terms of user satis-
faction with the content, the audiovisual quality, and the way of content retrieval.
Also the relationship between the measured consumption percentage (implicit
feedback) and the subjective evaluations (explicit feedback) was investigated. The
results indicate that there is no significant correlation between the objective mea-
sure consumption percentage and two of the satisfaction measures (satisfaction
quality and satisfaction retrieval). In contrast, the consumption percentage turned
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out to be in proportion to the satisfaction with the content: (nearly) complete view-
ing corresponds to significantly higher satisfaction with the content of the video,
thus suggesting a convergence of both measures and implying that consumption
percentage could be used as an indirect rating mechanism.
A user-centric evaluation of five different recommendation algorithms (Chap-
ter 3) showed that the Hybrid algorithm, which combines the recommendations
of the content-based and collaborative filtering algorithm, outperforms other al-
gorithms (User-Based Collaborative Filtering (UBCF), a Content-Based recom-
mender (CB), a recommender based on Singular Value Decomposition (SVD), and
the random recommender) except for the diversity aspect. In terms of diversity, the
random recommendations turned out best, which are of course a very diverse set
of items. The runner-up for best algorithm in terms of qualitative aspects turned
out to be the UBCF algorithm, followed by the CB algorithm on the third position.
An analysis of the relationships between the different qualitative aspects of
recommender systems indicated that the accuracy and transparency are influential
predictors of the user satisfaction. Because of this effect of the transparency of
the recommendations on the user satisfaction, the low subjective evaluations of
the SVD algorithm in the experiment can be explained by the limited transparency
of SVD, which has a negative influence on the user satisfaction. An offline eval-
uation in terms of accuracy confirmed the results of the user evaluation to a large
extend, and also indicated that the SVD algorithm is capable of providing accurate
recommendations.
To evaluate the effectiveness of group recommendations (Chapter 4), the ag-
gregating recommendations strategy (which aggregates the users’ individual rec-
ommendations into recommendations for the whole group) and the aggregating
preferences strategy (which aggregates the users’ individual preferences into a
preference model of the group) were compared. Neither of these aggregation
strategies can be designated as the overall winner since the effectiveness of ag-
gregation strategies is influenced by the used recommendation algorithm. Ag-
gregating recommendations is the best strategy in terms of accuracy if individual
recommendations are calculated using Item-Based Collaborative Filtering (IBCF)
or an algorithm based on SVD, whereas aggregating preferences provides the most
accurate recommendations for UBCF or a CB algorithm. Combining the individ-
ual aggregation strategies into a new aggregation strategy can significantly improve
the accuracy of the group recommendations but increases the calculation require-
ments.
Furthermore, the influence of the group size and group composition on the ef-
fectiveness of the group recommendations was investigated. For randomly-composed
groups, the accuracy of the group recommendations decreases as the group size in-
creases. More users in a group means more (potentially conflicting) preferences
to take into account for the group recommendations. For groups that are com-
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posed of highly similar group members, the results show a higher accuracy of
the recommendations. The more similar the group members, the better they can
complement each other, resulting in more accurate recommendations. High simi-
larities between group members can even lead to group recommendations that are
more accurate than the recommendations for individual users. Besides the accu-
racy of the group recommendations, also the diversity, coverage, and serendipity
were evaluated. Group recommendations based on Collaborative Filtering (CF)
have the highest diversity, coverage, and serendipity; the CB algorithm obtains the
worst results for these metrics.
9.1.2 QoE analysis
In view of analysing the QoE during mobile video watching, a controlled environ-
ment (Chapter 6) allows to manipulate the (technical) parameters for the exper-
iment, such as the bandwidth of the data connection used to transfer the videos
to the mobile device. These objective technical parameters showed to be highly
correlated with the subjective quality assessments obtained via a questionnaire.
A detailed analysis of the influence of these objective technical parameters on
the subjective quality assessments resulted in a model for quantifying the accept-
ability of video interruptions. Although video interruptions due to rebufferings are
experienced as disturbing, users accept a (limited) number of these rebufferings in
a mobile context. Mobile video sessions with less than 10 short rebufferings are in
more than 80% of the cases evaluated as ‘acceptable’. Furthermore, the subjective
assessments of the video quality indicated that the test subjects of our experiment
preferred a fluent playback of the video above a higher resolution, frame rate, and
bit rate. In comparison with the fluidity of the playback, the test subjects consid-
ered the loading time of the video as less critical for having a good experience.
Analysing the QoE during mobile video watching in a real-life, so called liv-
ing lab context (Chapter 7) approximates the real-world that is being examined,
thereby allowing to investigate the influence of physical as well as social contex-
tual factors. The results of such a living lab experiment illustrated that most videos
are watched at home and in the afternoon and evening. In most video sessions of
the experiment, no other people were around during video watching. The presence
of other people did not have a significant influence on the overall experience rating
and was in the majority of the cases not perceived as a disturbing factor.
Modelling the subjective assessments of the loading speed showed that when
the loading time increases from 10 to 30 seconds, the subjective assessments
of the loading speed gradually evolve from mainly positive to mainly negative.
For video sessions using RTP, the subjectively-perceived distortion during mobile
video watching was modelled as a function of the video packet-loss rate. The
probability of receiving a positive rating is rapidly decreasing if more packet loss
occurs during video watching (from a packet-loss rate of around 0.25%) and video
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sessions with a packet-loss rate higher than 10% are in general evaluated as ‘an-
noying’ or even ‘very annoying’. Finally, the QoE during mobile video watching
can be quantified by a decision tree based on the objective parameters of the video
session such as network type and video quality. These results provide application
developers and service providers a tool that clarifies which and how technical pa-
rameters influence the QoE and how the parameters have to be adapted to optimize
the QoE.
Recommender systems and QoE analysis are not independent research do-
mains, since personalized recommendations can influence the general experience
of a user with a service or application and because the QoE has an influence on the
user’s explicit feedback that is used for generating recommendations (Chapter 8).
A living lab experiment with the mobile application of the PersonalTV video de-
livery service showed that users tend to give a lower evaluation for the content
(explicit feedback) if the quality of the video playback is not optimal.
This means that the user’s explicit feedback does not correctly reflect the pref-
erences of the user, thereby possibly effecting the accuracy of recommender sys-
tems. Modelling the objective technical parameters and the user’s explicit feed-
back enables to correct the user’s explicit feedback for video content by consid-
ering the influence of a varying QoE. The resulting model can be used by video
recommender systems to improve the accuracy of user feedback, and as a result to
improve the accuracy of the recommendations.
9.2 Future research
9.2.1 New challenges for recommender systems
Over the last decade, recommender systems rapidly emerged into a tool to increase
revenues for online services. Amazon is the best known example of the commer-
cialisation of a recommender system. Amazon is the world’s largest online retailer,
providing users suggestions on each product page as references to related or similar
products, thereby making 20 to 30% of its sales from these recommendations [1].
These commercial recommender systems have to work at greater-than-research
scales - handling millions of users and items and hundreds or thousands of trans-
actions per second [2]. As a result, these recommender systems have to face real-
world difficulties such as a limited computation time and scalability issues. Al-
gorithms such as item-based collaborative filtering and dimensionality-reduction
approaches are developed to handle these problems, but the integration of more
complex algorithms in large-scale commercial systems remains challenging.
Many recommender system operate as black boxes, providing no transparency
into the working of the recommendation process, nor offering any additional in-
formation besides the recommendations themselves [3]. An increased interest in
CONCLUSIONS AND FUTURE RESEARCH 209
a user-centric evaluation of recommender systems [4] has emphasized the impor-
tance of user perception, which is influenced by perceived qualities, such as trust
in the system and transparency of the recommendations. Explanations can pro-
vide that transparency and as a result also trust in the recommender system, by
exposing the reasoning and data behind a recommendation [5]. Explanations are
important for the end-user as well as for the system owner: e.g., in the context of an
online shop, the end-user may look for bargains and explanations that justify deci-
sions, whereas the system owner tries to increase profits by providing convincing
arguments for buying [2].
Content-based style explanations are typically based on the item’s attributes.
A movie recommendation for example, can be explained according to what the
system infers is the user’s favourite actor [6]. Or a more domain independent ap-
proach is to explain the recommendations based on specific keywords or tags that
have the recommendation and previously consumed items in common [7]. The
most well known example of collaborative-based style explanations are the ones
used by Amazon: “Customers who bought this item also bought. . . ”. An alterna-
tive explanation for collaborative filtering consists of indicating how neighbours or
similar users rated the recommended item [3]. More challenging and an interesting
topic for future research is the explanation of recommendations generated by less
intuitive algorithms, such as algorithms based on matrix factorisation.
Most existing research in the domain of recommender systems focuses on sug-
gesting users the most interesting items based on the user’s preferences, but with-
out taking into account any additional contextual information, such as the user’s
location, the device, the time of day, the day of the week, the user’s mobility, etc.
However, the context is an important aspect in the decision process for the user,
particularly for mobile applications. Three different algorithmic paradigms exist
for incorporating contextual information into the recommendation process: con-
textual pre-filtering, contextual post-filtering, and modelling [8]. The contextual
pre-filtering approach uses contextual information to select the most relevant user-
item data (i.e. users, items, and consumptions) for generating the recommenda-
tions. E.g., if a user wants to see a movie on Saturday, only Saturday consumption
data is used to recommend movies. The contextual post-filtering approach ignores
the context in the recommendation phase, and subsequently adjusts the obtained
recommendations using contextual information. E.g., if a users wants to see a
movie on Saturday, and on Saturday this user only watches comedies, this contex-
tual information can be taken into account by filtering out all non-comedies from
the recommended movie list. In the contextual modelling approach, the context is
more interwoven into the algorithm. The contextual information is directly used in
the recommendation technique to predict the user’s preferences. E.g., probabilis-
tic models can incorporate the context, in addition to user, item, and consumption
data, to estimate probabilities. As more contextual information becomes available
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through sensors of mobile devices, there is still room for improvement in the field
of context-aware recommender systems.
9.2.2 New challenges in the domain of QoE
The user’s experience with an application or service varies over time: at first use,
the user has prior expectations; but during the use process, these expectations may
change over time. In addition, also the user’s perceptions, personal skills, usage
pattern, and motivation may change over time [9]. To take into account the influ-
ence of these temporal dimensions and effects, a study with a longer time frame
(e.g., one to several weeks) could be set up. Such a study can provide insights
into the evolution of the user’s experience as (s)he becomes more familiar with the
application or service. This can be valuable information for service providers e.g.,
in order to determine the reasons for user dropout.
In future research, it could be further investigated which additional factors
might affect users’ overall experience and their acceptance or refusal of the pro-
duced quality as well as how these factors can be taken into account in order to op-
timize the experience. These factors can be of a technical nature such as the codec
and resolution of the video [10], related to the user and his/her context [11], such as
personal skills or the usage environment, and related to the service itself [12], such
as the price or the content availability. In this respect, it would be very relevant to
also look at other types of mobile devices (for instance smartphones vs. tablets) to
see if users adjust their expectations and acceptability thresholds depending on the
device characteristics (e.g., screen size).
Finally, the obtained results regarding the quantification of the QoE and the
user’s acceptability thresholds can be used as input for the development of a “QoE
agent”. Such a QoE agent can make an intelligent decision regarding the selection
of network or content format. For a voice call for example, if a data network with
sufficient throughput is available, the call can be made using voice-over-ip. When
the data connection is not available or deteriorates during the call, the QoE agent
will decide to route the call over the (sometimes more expensive,) GSM network
(Global System for Mobile Communications). Another example is the selection
of the optimal video format. When the technical conditions of the network and
device are optimal, the QoE agent will select the highest-quality version of a video
for transmission over the network. Switching to a lower-quality version (lower
bit rate, lower resolution, lower frame rate) can be considered, when the techni-
cal conditions deteriorate. Ideally, the QoE agent handles this change and selects
for each situation the version that will yield the highest experience for the user.
In case that the available network provides a very limited throughput, the QoE
agent can even decide to change the media type. For live sports commentary for
example, the QoE agent can decide to switch to audio-only if (fluent) video trans-
mission over the network is not possible. In case of a network with extreme low
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throughput, the audio track can even be replaced by textual reporting. Audio-only
or textual reporting as an alternative for video can yield a better experience than
no information at all in case of bad technical conditions.
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