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Abstract
We first construct a derived equivalence between a small crepant res-
olution of an affine toric Calabi-Yau 3-fold and a certain quiver with
a superpotential. Under this derived equivalence we establish a wall-
crossing formula for the generating function of the counting invariants of
perverse coherent sheaves. As an application we provide some equations
on Donaldson-Thomas, Pandharipande-Thomas and Szendroi’s invariants.
Introduction
This is a subsequent paper of [NN]. We study variants of Donaldson-Thomas
(DT in short) invariants on small crepant resolutions of affine toric Calabi-Yau
3-folds.
The original Donaldson-Thomas invariants of a Calabi-Yau 3-fold Y are de-
fined by virtual counting of moduli spaces of ideal sheaves IZ of 1-dimensional
closed subschemes Z ⊂ Y ([Tho00], [Beh09]). These are conjecturally equiv-
alent to Gromov-Witten invariants after normalizing the contribution of 0-
dimensional sheaves ([MNOP06]).
A variant has been introduced Pandharipande and Thomas (PT in short)
as virtual counting of moduli spaces of stable coherent systems ([PT09]). They
conjectured these invariants also coincide with DT invariants after suitable nor-
malization and mentioned that the coincidence should be recognized as a wall-
crossing phenomenon. Here, a coherent system is a pair of a coherent sheaf and
a morphism to it from the structure sheaf, which is first introduced by Le Potier
in his study on moduli problems ([LP93]). Note that an ideal sheaf IZ is the
kernel of the canonical surjections from the structure sheaf OY to the structure
sheaf OZ . So in this sense DT invariants also count coherent systems.
On the other hand, a variety sometimes has a derived equivalence with a non-
commutative algebra. A typical example is a noncommutative crepant resolution
of a Calabi-Yau 3-fold introduced by Michel Van den Bergh ([VdB04], [VdB]).
In the case of [VdB04], the Abelian category of modules of the noncommuta-
tive crepant resolution corresponds to the Abelian category of perverse coherent
sheaves in the sense of Tom Bridgeland ([Bri02]). Recently, Balazs Szendroi
proposed to study counting invariants of ideals of such noncommutative alge-
bras ([Sze08]). He called these invariants noncommutative Donaldson-Thomas
(NCDT in short) invariants. He originally studied on the conifold, but his
definition works in more general settings ([BY10], [MR10]).
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Inspired by his work, Hiraku Nakajima and the author introduced perverse
coherent systems (pairs of a perverse coherent sheaf and a morphism to it from
the structure sheaf) and study their moduli spaces and counting invariants
([NN]). This attempt seems successful since
• we can describe explicitly a space of stability parameters with a chamber
structure, and
• at certain chambers, the moduli spaces in DT, PT and NCDT theory are
recovered.
Moreover, in the conifold case, we established the wall-crossing formula for
the generating functions of counting invariants of perverse coherent systems
and provide some equations on DT, PT and NCDT invariants. The chamber
structure and the wall-crossing formula formally look very similar to the counter
parts for moduli spaces of perverse coherent sheaves on the blow-up of a complex
surface studied earlier by Nakajima and Yoshioka [NYa, NYb].
The purpose of this paper is to show the wall-crossing formula (Theorem
2.20) for general small crepant resolutions of toric Calabi-Yau 3-folds. Here
we say a crepant resolutions of affine toric Calabi-Yau 3-fold is small when the
dimensions of the fibers are less than 2. In such cases, the lattice polygon in
R2 corresponding to the affine toric Calabi-Yau 3-fold does not have any lattice
points in its interior. Such lattice polygons are classified up to equivalence into
the following two cases:
• trapezoids with heights 1, or
• the right isosceles triangle with length 2 isosceles edges.
In this paper we study the first case. The arguments in §1 and §2 work for the
second case as well1.
In §1, we construct derived equivalences between small crepant resolutions
of affine toric Calabi-Yau 3-folds and certain quivers with superpotentials2. In
§1.1, using toric geometry, we construct tilting vector bundles given by Van den
Bergh ([VdB04]) explicitly. Then, we review Ishii and Ueda’s construction of
crepant resolutions as moduli spaces of representations of certain quivers with
superpotentials ([IUb]) in §??. In §1.3 we show the tautological vector bundles
on the moduli spaces coincide with the tilting bundles given in §1.1. Using such
moduli theoretic description, we calculate the endomorphism algebras of the
tilting bundles in §1.4.
The argument in §2 is basically parallel to [NN]. In our case, the fiber on
the origin of the affine toric variety is the type A configuration of (−1,−1)-
or (0,−2)-curves. A wall in the space of stability parameters is a hypersurface
which is perpendicular to a root vector of the root system of type Aˆ. Stability
parameters in the chambers adjacent to the wall corresponding to the imagi-
nary root realize DT theory and PT theory ([NN, §2]). Note that the story
1Theorem 3.16 does not hold in the second case. We can not apply [MR10, Theorem 7.1]
since mutation of a quiver associated to a dimer model is not associated to any dimer model
in general.
2Moreover, the module category corresponds to the category of perverse sheaves under this
derived equivalence. This is stronger than what we can get from the general results such as
[MR10, Dav, Bro, IUa].
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is completely parallel to that of type Aˆ quiver varieties (of rank 1), which are
the moduli spaces of framed representations of type Aˆ preprojective algebras
([Nak94], [Nak98], [Nak01]). Quiver varieties associated with a stability pa-
rameter in a chamber adjacent to the imaginary wall realize Hilbert schemes of
points on the minimal resolution of the Kleinian singularities of type A, whose
exceptional fiber is the type A configuration of (−2)-curves ([Nak99], [Kuz07]).
Our main result is the wall-crossing formula for the generating functions of
the Euler characteristics of the moduli spaces (Theorem 2.20). The contribution
of a wall depends on the information of self-extensions of stable objects on the
wall. Note that in the conifold case ([NN]) every wall has a single stable object
on it and every stable object has a trivial self-extension. Computations of self-
extensions are done in §2.5.
The DT, PT and NCDT invariants are defined as weighted Euler charac-
teristics of the moduli spaces weighted by Behrend functions. It is the purpose
of §3 to compare the weighted Euler characteristics and the Euler characteris-
tics of the moduli spaces for a generic stability parameter. First, we provide
alternative descriptions of the moduli spaces. Given a quiver with a superpo-
tential A = (Q,ω), we can mutate it at a vertex k to provide a new quiver
with a superpotential µk(A) = (µk(Q), µk(ω)). For a generic stability param-
eter ζ, we can associate a sequence k1, . . . kr of vertices and the moduli space
of ζ-stable A-modules is isomorphic to the moduli space of finite dimensional
quotients of a module over the quiver with the superpotential µkr ◦ · · · ◦µk1(A).
As a consequence, we can apply Behrend-Fantechi’s torus localization theorem
([BF08]) to show that the weighted Euler characteristics coincide with the Euler
characteristics up to signs.
As in [NN], our formula does not cover the wall corresponding to the DT-
PT conjecture. We can provide the wall-crossing formula for this wall applying
Joyce’s formula ([Joy08])34.
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1 Derived equivalences
1.1 tilting generators
Let N0 > 0 and N1 ≥ 0 be integers such that N0 ≥ N1 and set N = N0 +N1.
We set
I = {1, . . . , N − 1} ,
Iˆ = {0, 1, . . . , N − 1} ,
I˜ =
{
1
2
,
3
2
, . . . , N − 1
2
}
,
Z˜ =
{
n+
1
2
∣∣∣n ∈ Z} .
For l ∈ Z and j ∈ Z˜, let l ∈ Iˆ and j ∈ I˜ be the elements such that l−l ≡ j−j ≡ 0
modulo N .
We denote by Γ the quadrilateral (or the triangle in the cases N1 = 0) in
(R2)x,y = {(x, y)} with vertices (0, 0), (0, 1), (N0, 0) and (N1, 1). Let M∗ ≃ Z3
be the lattice with basis {x∗, y∗, z∗} andM := HomZ(M∗,Z) be the dual lattice
of M∗. Let ∆ denote the cone of the image of Γ under the inclusion
(R2)x,y →֒ {(x, y, z)} =M∗R :=M∗ ⊗ R : (x, y) 7→ (x, y, 1)
and consider the semigroup
S∆ = ∆
∨ ∩M := {u ∈M | 〈u, v〉 ≥ 0 (∀v ∈ ∆)}.
Let R = RΓ := C[S∆] be the semi-group algebra and X = XΓ := Spec(RΓ) the
3-dimensional affine toric Calabi-Yau variety corresponding to ∆.
Let {x, y, z} ⊂M be the dual basis. The semigroup is generated by
X := x, (1)
Y := −x− (N0 −N1)y +N0z, (2)
Z := y, (3)
W := −y + z, (4)
and they have a unique relation X + Y = N1Z +N0W . So we have
R ≃ C[X,Y, Z,W ]/(XY − ZN1WN0).
A partition σ of Γ is a pair of functions σx : I˜ → Z˜ and σy : I˜ → {0, 1} such
that
• σ(i) := (σx(i), σy(i)) gives a bijection between I˜ and the following set:{(
1
2
, 0
)
,
(
3
2
, 0
)
, . . . ,
(
N0 − 1
2
, 0
)
,
(
1
2
, 1
)
,
(
3
2
, 1
)
, . . . ,
(
N1 − 1
2
, 1
)}
,
• if i < j and σy(i) = σy(j) then σx(i) > σx(j).
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Giving a partition σ of Γ is equivalent dividing Γ into N -tuples of triangles
{Ti}i∈I˜ with area 1/2 so that Ti has (σx(i)± 1/2, σy(i)) as its vertices. Let Γσ
be the corresponding diagram, ∆σ be the fan and fσ : Yσ → X be the crepant
resolution of X .
We denote byDε,x (ε = 0, 1 and 0 ≤ x ≤ Nε) the divisor of Yσ corresponding
to the lattice point (x, ε) in the diagram Γσ. Note that any torus equivariant
divisor is described as a linear combination of Dε,x’s. For a torus equivariant
divisor D let D(ε, x) denote its coefficient of Dε,x. The support function ψD of
D is the piecewise linear function on |∆σ| such that ψD((x, ε, 1)) = −D(ε, x) and
such that ψD is linear on each cone of ∆σ. We sometimes denote the restriction
of ψD on the plane {z = 1} by ψD as well.
Definition 1.1. For i ∈ I˜ and k ∈ I we define effective divisors E±i and F±k
by
E+i =
Nσy(i)∑
j=σx(i)+
1
2
Dσy(i),j , F
+
k =
k− 12∑
i= 12
E+i ,
E−i =
σx(i)−
1
2∑
j=0
Dσy(i),j , F
−
k =
N− 12∑
i=k+ 12
E−i .
Example 1.2. Let us consider as an example the case N0 = 4, N1 = 2 and
(σ(i))i∈I˜ =
((
7
2
, 0
)
,
(
3
2
, 1
)
,
(
5
2
, 0
)
,
(
3
2
, 0
)
,
(
1
2
, 1
)
,
(
1
2
, 0
))
.
We show the corresponding diagram Γσ in Figure 1. The divisors are given as
follows:
E+1
2
:=
[
0 0 0
0 0 0 0 1
]
, F+1 :=
[
0 0 0
0 0 0 0 1
]
,
E+3
2
:=
[
0 0 1
0 0 0 0 0
]
, F+2 :=
[
0 0 1
0 0 0 0 1
]
,
E+5
2
:=
[
0 0 0
0 0 0 1 1
]
, F+3 :=
[
0 0 1
0 0 0 1 2
]
,
E+7
2
:=
[
0 0 0
0 0 1 1 1
]
, F+4 :=
[
0 0 1
0 0 1 2 3
]
,
E+9
2
:=
[
0 1 1
0 0 0 0 0
]
, F+5 :=
[
0 1 2
0 0 1 2 3
]
,
E+11
2
:=
[
0 0 0
0 1 1 1 1
]
, F+6 :=
[
0 1 2
0 1 2 3 4
]
.
Here the (ε, x)-th matrix element represent the coefficient of the divisor Dε,x.
Lemma 1.3. (1) OYσ (E+i + E−i ) ≃ OYσ ,
(2) OYσ (F+k ) ≃ OYσ (F−k ).
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Figure 1: Γσ
Proof. We have
ψE+i +E
−
i
=
{
y − z (σy(i) = 0),
−y (σy(i) = 1),
so the equation (1) follows. Now, for the equation (2) it is enough to show that
the divisor
F+N :=
N− 12∑
i= 12
E+i
gives the trivial bundle. In fact, we have ψF+N
= −x.
We denote the line bundle OYσ (F+k ) ≃ OYσ (F−k ) on Yσ by Lk. We set
F± =
N−1∑
k=1
F±k , L =
N−1⊗
k=1
Lk.
Example 1.4. In the case Example 1.2,
F+ =
[
0 1 5
0 0 2 5 10
]
.
Lemma 1.5. For i ∈ I˜ we have
F+
(
σy(i), σx(i) +
1
2
)
− F+
(
σy(i), σx(i)− 1
2
)
= F+
(
σy(i+ 1), σx(i + 1) +
1
2
)
− F+
(
σy(i + 1), σx(i+ 1)− 1
2
)
+ 1.
Proof. First, note that
E+j
(
σy(i), σx(i) +
1
2
)
− E+j
(
σy(i), σx(i)− 1
2
)
= δi,j .
So we have
F+k
(
σy(i), σx(i) +
1
2
)
− F+k
(
σy(i), σx(i)− 1
2
)
=
{
0 (k < i),
1 (k > i),
and so
F+
(
σy(i), σx(i) +
1
2
)
− F+
(
σy(i), σx(i)− 1
2
)
= N − i− 1
2
.
Thus the claim follows.
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Proposition 1.6. The line bundles L is generated by its global sections.
Proof. It is enough to prove that the support function ψF+ is upper convex
([Ful93, §3.4]). It is enough to prove that ψF+ is upper convex on the interior
of Tk− 12 ∪ Tk+ 12 for any k ∈ I. We denote the edge which is the intersection of
Tk− 12 and Tk+
1
2
by lk. The configurations of lk, Tk− 12 and Tk+
1
2
are classified
into the following two cases:
(1) The union of Tk− 12 and Tk+
1
2
is a parallelogram and lk is its diagonal. In
this case, the point (σx(k+
1
2 )+
1
2 , σy(k+
1
2 )) is the intersection of lk and
lk−1, the point (σx(k − 12 ) + 12 , σy(k − 12 )) is the other end of lk−1.
(2) The union of Tk− 12 and Tk+
1
2
is a triangle and lk is its median line. In
this case, the point (σx(k +
1
2 ) +
1
2 , σy(k +
1
2 )) is the middle point and
σx(k − 12 ) = σx(k + 12 ) + 1, σy(k − 12 ) = σy(k + 12 ).
In both cases it follows from Lemma 1.5 that ψF+ is upper convex on Tk− 12 ∩
Tk+ 12 .
Given a divisor D the space of global sections of the line bundle OYσ (D) is
described as follows:
H0(Yσ,OYσ (D)) ≃
⊕
u∈S0∆(D)
C · eu,
where
S0∆(D) := {u ∈M | 〈u, v〉 ≥ ψD(v) (∀v ∈ |∆|)}.
For u ∈M we define
ZD(u) := {v ∈ |∆| | 〈u, v〉 ≥ ψD(v)}.
Then the cohomology of the line bundle OYσ (D) is given as follows ([Ful93,
§3.5]):
Hk(Yσ,OYσ (D)) ≃
⊕
u∈M
Hk(|∆|, |∆|\ZD(u);C)
(here the notation Hk represents the sheaf cohomology in the left hand side but
represents the relative singular cohomology in the right hand side). We have
the exact sequence of relative cohomologies
0 → H0(|∆|, |∆|\ZD(u)) → H0(|∆|) i∗−→ H0(|∆|\ZD(u))
→ H1(|∆|, |∆|\ZD(u)) → H1(|∆|) −→ · · ·
Note that H0(|∆|) = C, H1(|∆|) = 0 and if |∆|\ZD(u) is not empty then i∗
does not vanish. We define
Z◦D(u) := {v ∈ |∆| ∩ {z = 1} | 〈u, v〉 < ψD(v)},
then |∆|\ZD(u) is homeomorphic to Z◦D(u)× R.
Now, in our situation it follows from the convexity of ψ−F+ that the number
of connected components of Z◦−F+(u) is at most 2. Let us denote
S1∆(−F+) := {u ∈M | Z◦−F+(u) has two connected components}.
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Then we have
H1(Yσ,OYσ (−F+)) ≃
⊕
u∈S1∆(−F
+)
C · fu (5)
and the R-module structure is given by
eu′ · fu =
{
fu+u′ (u+ u
′ ∈ S1∆(−F+)),
0 (u+ u′ /∈ S1∆(−F+))
for u ∈ S1∆(−F+) and u′ ∈ S∆.
For i ∈ I˜, let tiF+ ∈M the element such that 〈tiF+ , ∗〉 ≡ ψ−F+ on the triangle
Ti. Note that t
i
F+ ∈ S1∆(−F+) for i ∈
{
3
2 , . . . , N − 32
}
.
Proposition 1.7. The set
{
fti
F+
∣∣ i ∈ {32 , . . . , N − 32}} is a set of generators
of H1(Yσ,OYσ (−F+)) as an R-module.
Proof. It is enough to check that for any u ∈ S1∆(−F+) there exist i ∈
{
3
2 , . . . , N − 32
}
and u′ ∈ S∆ and such that u = tiF+ + u′. For ε ∈ {0, 1} we put
mε := max
0≤j≤Nε
(〈u, (j, ε, 1)〉 − F+(ε, j)) ≥ 0.
Let u′ ∈ S∆ be the element such that 〈u′, (x, ε, 1)〉 = mε for any x and ε. Note
that Z◦−F+(u) has two connected components, Z
◦
−F+(u) ⊂ Z◦−F+(u − u′) and
there exist xε’s such that 〈u− u′, (xε, ε, 1)〉 − F+(ε, j) = 0. Thus Z◦−F+(u− u′)
also has two connected components, that is, u − u′ ∈ S1∆(−F+). The function
ψ−F+ −〈u−u′, ∗〉 is upper convex and does not take negative values on Γ. So if
for some xε’s we have F
+(ε, j)− 〈u− u′, (xε, ε, 1)〉 = 0, then (x0, 0) and (x1, 1)
should be the end points of some edge in Γσ. Since u− u′ ∈ S1∆(−F+), (x0, x1)
can be neither (0, 0) nor (N0, N1). So (x0, 0) and (x1, 1) is the end points of
an edge lk for some k ∈ I. By Lemma 1.5, ψ−F+ coincides with 〈u − u′, ∗〉 on
either Tk or Tk+1 since otherwise ψ−F+ −〈u−u′, ∗〉 takes negative values on Γ.
Thus the claim follows.
For a divisor D and a effective divisor E, let 1D,E be the canonical inclusion
OYσ (D) →֒ OYσ (D + E).
Let us denote effective divisors
G+i =
i− 12∑
k=1
F+k , G
−
i =
N−1∑
k=i+ 12
F−k .
Note that G+i +G
−
i is linearly equivalent to F
+ by lemma 1.3 and(
ψG+i
+ ψG−i
) ∣∣∣
Ti
= 0.
Hence we have
ψ−F+ − 〈tiF+ , ∗〉 = ψ−G+i + ψ−G−i .
Let us consider the following sequence:
0→ OYσ −→ OYσ (G+i )⊕OYσ (G−i ) −→ OYσ (G+i +G−i )→ 0.
Here the first map is given by 10,G+i
⊕ (−10,G−i ) and the second map is given by(
1G+i ,G
−
i
)
+
(
1G−i ,G
+
i
)
.
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Proposition 1.8. The above sequence is exact and corresponds to the element
fti
F+
∈ H1(Yσ,OYσ (−F+)).
Proof. Let Uj ≃ C3 = Spec(C[xj , yj .zj]) be the affine chart corresponding to
the triangle Tj. It is enough to show that the sequence is exact on each Uj . Let
Pa (a = x, y, z) be the vertices of Tj . Then we have
• for j < i, ψG+i (Pa) = ψG+i +G−i (Pa)(=: dj,a) and ψG−i (Pa) = 0,
• for j = i, ψG+i (Pa) = ψG+i +G−i (Pa) = ψG−i (Pa) = 0,
• for j < i, ψG−i (Pa) = ψG+i +G−i (Pa)(=: dj,a) and ψG+i (Pa) = 0.
The sequence in the claim is restricted on Uj to the following sequence of
C[xj , yj .zj ]-modules:
0→ (0, 0, 0) 1⊕(−1)−→ (0, 0, 0)⊕ (dj,x, dj,y, dj,z) 1+1−→ (dj,x, dj,y, dj,z)→ 0.
Here (0, 0, 0) (resp. (dj,x, dj,y, dj,z)) is spanned by
{xaybzc | a, b, c ≥ 0} (resp. {xaybzc | a ≥ −dj,x, b ≥ −dj,y, c ≥ −dj,z})
as a vector space and 1 is the map which maps xaybzc to xaybzc. We can verify
this is exact. The corresponding element in H1(Yσ,OYσ (−F+)) can be checked
by the Cˇech argument in [Ful93, §3.5].
For k ∈ I and i ∈ {32 , . . . , N − 32} we define divisors
F∆k := F
+
k − F−k , Hi :=
i− 12∑
k=1
F∆k , Ik := Hk− 12 + F
+
k ,
and the exact sequence
0→
⊕
i∈{ 32 ,...,N− 32}
OYσ (Hi)→
⊕
k∈I
OYσ (Ik)→ OYσ (F+)→ 0.
The first map the sum of compositions of the maps(
1Hi,F−
i− 1
2
⊕−1Hi,F+
i+1
2
)
: OYσ (Hi) −→ OYσ (Ii− 12 )⊕OYσ (Ii+ 12 )
and the canonical inclusions
OYσ (Ii− 12 )⊕OYσ (Ii+ 12 ) →֒
⊕
k∈I
OYσ (Ik).
The second map is the sum of 1Ik,F+−Ik ’s.
Proposition 1.9. The above sequence gives the universal extension correspond-
ing to the set {fti
F+
| i ∈ {32 , . . . , N − 32}} of generators of H1(Yσ ,OYσ (−F+))
as H0(Yσ ,OYσ )-module.
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Proof. For i ∈ { 32 , . . . , N − 32} we can check the sequence
0→ OYσ (Hi)→ (⊕kOYσ (Ik))
/
(⊕j 6=iOYσ (Hj))→ OYσ (F+)→ 0
is isomorphic to the exact sequence in Proposition 1.8.
Now we have the following theorem:
Theorem 1.10. The direct sum OYσ ⊕
⊕
k∈I Lk is a projective generator of
−1Per(Yσ/X ).
Proof. This claim follows from [VdB04, Proposition 3.2.5] and Proposition 1.9.
1.2 Crepant resolutions as moduli spaces
We will associate σ with a quiver with superpotential Aσ = (Qσ, ωσ). The set
of vertices of the quiver Qσ is Iˆ, which is identified with Z/NZ. The set of edges
of the quiver Qσ is given by
H :=

∐
i∈I˜
h+i

 ⊔

∐
i∈I˜
h−i

 ⊔

∐
k∈Iˆr
rk

 .
Here h+i (resp. h
−
i ) is an edge from i − 12 to i + 12 (resp. from i + 12 to i − 12 ),
rk is an edge from k to itself and
Iˆr :=
{
k ∈ Iˆ
∣∣∣σy(k − 1
2
) = σy(k +
1
2
)
}
.
The relation is given as follows:
• h+i ◦ ri− 12 = ri+ 12 ◦h
+
i and ri− 12 ◦h
−
i = h
−
i ◦ ri+ 12 for i ∈ I˜ such that i−
1
2 ,
i+ 12 ∈ Iˆr.
• h+i ◦ ri− 12 = h
−
i+1 ◦ h+i+1 ◦ h+i and ri− 12 ◦ h
−
i = h
−
i ◦ h−i+1 ◦ h+i+1 for i ∈ I˜
such that i− 12 ∈ Iˆr , i+ 12 /∈ Iˆr.
• h+i ◦ h+i−1 ◦ h−i−1 = ri+ 12 ◦ h
+
i and h
+
i−1 ◦ h−i−1 ◦ h−i = h−i ◦ ri+ 12 for i ∈ I˜
such that i− 12 /∈ Iˆr , i+ 12 ∈ Iˆr.
• h+i ◦h+i−1 ◦h−i−1 = h−i+1 ◦ h+i+1 ◦ h+i and h+i−1 ◦h−i−1 ◦ h−i = h−i ◦ h−i+1 ◦ h+i+1
for i ∈ I˜ such that i− 12 , i+ 12 /∈ Iˆr.
• h+
i− 12
◦ h−
i− 12
= h−
i+ 12
◦ h+
i+ 12
for k ∈ Iˆr .
This quiver is derived from the following bipartite graph on a 2-dimensional
torus. Let S be the union of infinite number of rhombi with edge length 1 as in
Figure 2 which is located so that the centers of the rhombi are on a line parallel
to the x-axis in R2 and H be the union of infinite number of hexagons with
edge length 1 as in Figure 3 which is located so that the centers of the hexagons
are in a line parallel to the x-axis in R2. We make the sequence Z → {S,H}
which maps l to S (resp. H) if l module N is not in Iˆr (resp. is in Iˆr) and
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Figure 2: S
Figure 3: H
cover the whole plane R2 by arranging S’s and H ’s according to this sequence
(see Figure 4). We regard this as a graph on the 2-dimensional torus R2/Λ,
where Λ is the lattice generated by (
√
3, 0) and (N0 −N1, (N0 −N1)
√
3 +N1).
We can colored the vertices of this graph by black or white so that each edge
Figure 4: Pσ in case Example 1.2
connect a black vertex and a white one. Let Pσ denote this bipartite graph on
the torus. For each edge h∨ in Pσ, we make its dual edge h directed so that we
see the black end of h∨ on our right hand side when we cross h∨ along h in the
given direction. The resulting quiver coincides with Qσ. For each vertex q of
Pσ, let ωq be the superpotential
5 which is the composition of all arrows in Qσ
corresponding to edges in Pσ with q as their ends. We define
ωσ :=
∑
q : black
ωq −
∑
q : white
ωq.
Remark 1.11. Take a polygon in the plane labeled by k ∈ Iˆ. Then, we have
the bijection between the set of equivalent classes of paths starting from k in Aσ
5A superpotential of a quiver Q is an element in CQ/[CQ,CQ], i.e. a linear combination
of equivalent classes of cyclic paths in Q where two paths are equivalent if they coincide after
a cyclic rotation.
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and the direct product of the set of polygons in the plane and Z≥0. See [MR10,
§4].
Put δ = (1, . . . , 1) = ZIˆ and take a stability parameter θ ∈ Hom(ZIˆ ,R) ≃ RIˆ
so that θ(δ) = 0.
Definition 1.12. An Aσ-module V is θ-(semi)stable if for any nonzero sub-
module 0 6= S ( V we have θ(dimS) (≤) 0.
By [Kin94] such a stability condition coincides with a stability condition
in geometric invariant theory and we can define the moduli space Mσθ (δ) of θ-
semistable Aσ-modules V such that dim V = δ. A stability parameter θ is said
to be generic if θ-semistability and θ-stability are equivalent to each other.
Theorem 1.13 ([IUb, Theorem 6.4]). For a generic stability parameter θ, the
moduli space Mσθ (δ) is a crepant resolution of X .
Proof. We can verify easily that the assumptions in [IUb, Theorem6.4] are sat-
isfied. We can also check that the convex hull of height charges (see [IUb,
§2]) is equivalent to ∆ (see the description of divisors before Theorem 1.15 for
example).
Let T ⊂Mσθ (δ) be the open subset consisting of representations t such that
t(h±i ) 6= 0 for any i ∈ I˜ and t(rk) 6= 0 for any k ∈ Iˆr. Then T is the 3-
dimensional torus acting on Mσθ (δ) by edge-wise multiplications (see [IUb, §3
and Proposition 5.1]). We define the map f : T → C∗ by f(t) = t(er)◦ · · ·◦ t(e1)
where er · · · · ·e1 is a representative of the superpotential wq for a vertex q in Pσ
(f(t) does not depend on the choice of the vertex q). We put T ′ := f−1(1) ⊂ T .
This is a 3-dimensional subtorus of T .
1.3 Description at a specific parameter
Let θ0 be a stability parameter so that θ0(δ) = 0 and (θ0)k < 0 for any k 6= 0.
For i ∈ I˜ let pi ∈Mσθ0(δ) be the representation such that
pi(h
+
j ) =
{
1 (j < i),
0 (j ≥ i), pi(h
−
j ) =
{
1 (j > i),
0 (j ≤ i), pi(rk) = 0.
This is fixed by the torus action. We can take a coordinate (xi, yi, zi) on the
neighborhood Ui of pi in M
σ
θ0
(δ) such that the representation v[xi, yi, zi] with
the coordinate (xi, yi, zi) is give by
v[xi, yi, zi](h
+
j ) = 1 (j < i),
v[xi, yi, zi](h
−
j ) = 1 (j > i),
v[xi, yi, zi](h
+
i ) = x,
v[xi, yi, zi](h
−
i ) = y,
v[xi, yi, zi](q
−
i− 12
) = v[xi, yi, zi](q
+
i+ 12
) = z,
where
q±l =
{
rl (l ∈ Iˆr),
h∓
l± 12
◦ h±
l± 12
(l /∈ Iˆr).
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For k ∈ I let c1k ∈Mσθ0(δ) be the representation such that
c1k(h
+
j ) =
{
1 (j < k),
0 (j > k),
c1k(h
−
j ) =
{
1 (j > k),
0 (j < k),
c1k(rl) = 0,
and Ck be the closure of the orbit of c1k with respect to the torus action. This
is isomorphic to P1, contained in Uk− 1
2
∩ Uk+ 1
2
and
Ck|U
k− 1
2
= {yk− 12 = zk− 12 = 0}, Ck|Uk+12 = {xk+ 12 = zk+ 12 = 0}.
Note that the coordinate transformation is given by
(xk+ 12 , yk+
1
2
, zk+ 12 ) 7−→
{
(x2
k− 12
yk− 12 , x
−1
k− 12
, zk− 12 ) (k ∈ Iˆr)
(xk− 12 zk−
1
2
, x−1
k− 12
, xk− 12 yk−
1
2
) (k /∈ Iˆr),
Hence Ck is a (0,−2)-curve if k ∈ Iˆr and a (−1,−1)-curve if k /∈ Iˆr .
For a crepant resolution ofX the configuration of (0,−2)-curves and (−1,−1)-
curves determines its toric diagrams. So we have the following proposition:
Proposition 1.14. The crepant resolution Mσθ0(δ) is isomorphic to Yσ. For
i ∈ I˜ the triangle Ti corresponds to the fixed point pi and for k ∈ I the edge lk
corresponds to the curve Ck.
For ε = 0 or 1 and 0 ≤ x ≤ Nε let d1ε,x ∈Mσθ0(δ) be the representation such
that
d1ε,x(h
+
j ) =
{
1 (σy(j) 6= ε or σx(i) > x),
0 (otherwise),
d1ε,x(h
−
j ) =
{
1 (σy(j) 6= ε or σx(i) < x),
0 (otherwise),
d1ε,x(rk) =
{
1 (σy(k ± 12 ) = ε),
0 (otherwise),
.
Then the closure of the orbit of d1ε,x with respect to the torus action coincides
with the divisor Dε,x.
Let ⊕k∈IˆLσ,θ0k be the tautological vector bundle on Mσθ0(δ), where Lσ,θ0k is
the tautological line bundle corresponding to the vertex k of the quiver Qσ. By
tensoring a line bundle if necessary, we may assume that Lσ,θ00 ≃ OMσθ0 (δ). We
have the tautological section of the line bundle Hom(Lσ,θ0
i∓ 12
, Lσ,θ0
i± 12
) corresponding
to the edge h±i . From the description above, its divisor coincides with E
±
i
defined in §1.1. Hence we have
Lσ,θ0k ≃ O(
k− 12∑
i= 12
E+i ) ≃ Lk,
where Lk is defined just after 1.3. In summary, we have the following theorem:
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Figure 5: Universal representations on Mσθ0(δ) in case Example 1.2
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Theorem 1.15. The tautological vector bundle Lσ,θ0 =
⊕
k∈Iˆ L
σ,θ0
k is a projec-
tive generator of Per(Yσ/X ).
In particular, we have the following equivalence:
Db(Coh(Yσ)) ≃ Db(mod(EndYσ (Lσ,θ0)))
∪ ∪
Per(Yσ/X ) ≃ mod(EndYσ (Lσ,θ0)).
1.4 Computation of the endomorphism algebra
In this subsection, we denote Lσ,θ0k and L
σ,θ0 simply by Lσk and L
σ respectively.
Since Lσ is the tautological bundle on the moduli space of Aσ-modules, we have
the tautological map
φ : Aσ → EndYσ (Lσ).
Proposition 1.16. Let ek ∈ Aσ be the idempotent corresponding to the vertex
k. Then the restriction of the tautological map
φk : ekAσek → EndYσ (Lσk ) ≃ H0(Yσ,OYσ ) ≃ C[X,Y, Z,W ]/(XY − ZN1WN0).
is bijective.
Proof. We have the tautological section of the line bundle EndYσ (Lσk ) ≃ OYσ
corresponding to the path
Xk := h
+
k− 12
◦ · · · ◦ h+1
2
◦ h+
N− 12
◦ · · · ◦ h+
k+ 32
◦ h+
k+ 12
.
Its divisor is
F+N =
N− 12∑
i= 12
E+i
and as we have seen in Lemma 1.3 we have −ψF+N = x. So φk(Xk) coincides
with X up to scalar multiplication (see the defining equation (1) of X in §1.1).
Similarly, we put
Yk := h
−
k+ 12
◦ · · · ◦ h−
N− 12
◦ h−1
2
◦ · · · ◦ h−
k− 32
◦ h−
k− 12
,
Zk :=


h−
k+ 12
◦ h+
k+ 12
(σy(k +
1
2 ) = 1),
h+
k− 12
◦ h−
k− 12
(σy(k − 12 ) = 1),
rk (otherwise),
Wk :=


h−
k+ 12
◦ h+
k+ 12
(σy(k +
1
2 ) = 0),
h+
k− 12
◦ h−
k− 12
(σy(k − 12 ) = 0),
rk (otherwise).
Then φk(Yk), φk(Zk) and φk(Wk) respectively coincide with Y , Z and W up
to scalar multiplications. Hence φk is surjective. To show the injectivity, it is
enough to check that Xk, Yk, Zk and Wk
• generate ekAek,
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• commute with each other, and
• satisfy the relation XkYk = ZN0k WN1k .
These follow from the lemma below.
We define an equivalent relation ∼ on the set of all paths in Qσ as follows:
P1 ◦ P2 ◦ P3 ∼ P1 ◦ P3 if P2 is one of rk, h+i ◦ h−i or h−i ◦ h+i . For a path P , let
Pred be the unique minimal length path which is equivalent to P . We set
rk(P ) = (the number of rk appearing in P ),
hi(P ) = (the number of h
+
i appearing in P )− (the number of h+i appearing in Pred)
= (the number of h−i appearing in P )− (the number of h−i appearing in Pred),
and
z(P ) =
∑
l∈Iˆr ,
σy(l±
1
2 )=1
rk(P ) +
∑
i∈I˜,
σy(i)=0
hi(P ),
w(P ) =
∑
l∈Iˆr ,
σy(l±
1
2 )=0
rl(P ) +
∑
i∈I˜,
σy(i)=1
hi(P ).
Lemma 1.17.
P = Pred ◦ (Zk)z(P ) ◦ (Wk)w(P ).
Proof. From the relations of Aσ we can verify directly that for any path P from
k to k′ we have
Zk′ ◦ P = P ◦ Zk, Wk′ ◦ P = P ◦Wk (6)
in Aσ.
For a path P in Qσ from k we have a expression
P = P ′ ◦ Zk′ ◦ P ′′ (or P ′ ◦Wk′ ◦ P ′′)
for some paths P ′, P ′′ in Qσ and k
′ ∈ I unless P = Pred. This case we have
P = P ′ ◦ P ′′ ◦ Zk (or P ◦ P ′′ ◦Wk)
in Aσ by the equation (6). Then apply the same procedure for P
′ ◦P ′′ unless it
is reduced. By the induction with respect to the lengths of paths, we can verify
the claim.
For k 6= k′ ∈ I let Xk,k′ (resp. Yk,k′ ) be the minimal length path from k
to k′ which is a composition of h+i ’s (resp. h
−
i ’s). Then we have the following
basis of ek′Aσek:
{(Xk′)n ◦Xk,k′ ◦ (Zk)m ◦ (Wk)l}n,m,l≥0 ⊔{(Yk′)n ◦Yk,k′ ◦ (Zk)m ◦ (Wk)l}n,m,l≥0.
We have
Xk′,k ◦ (Xk′)n ◦Xk,k′ ◦ (Zk)m ◦ (Wk)l = (Xk)n+1 ◦ (Zk)m ◦ (Wk)l,
Xk,k′ ◦ (Yk′ )n ◦ Yk,k′ ◦ (Zk)m ◦ (Wk)l = (Yk) ◦ (Zk)m+m′ ◦ (Wk)l+l′ ,
where m′ and l′ is nonnegative integer such that Xk,k′ ◦Yk,k′ = (Zk)m′ ◦ (Wk)l′ .
In particular, we have
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Lemma 1.18. The map
Xk,k′ ◦ − : ek′Aσek → ekAσek
is injective.
Proposition 1.19. For k 6= k′ ∈ I the restriction of the tautological map
φk,k′ : ek′Aek → HomYσ (Lσk , Lσk′)
is bijective.
Proof. The injectivity follows from Lemma 1.18 and the injectivity of φk. For
the surjectivity, it is enough to check that HomYσ (Lk, Lk′) is generated by the
image of Xk,k′ and Yk,k′ as an R-module. Let F
+
k.k′ (resp. F
−
k.k′ ) be the sum of
E+i ’s (resp. E
−
i ’s) corresponding to Xk,k′ (resp. Yk,k′ ). Note that ψF+
k.k′
−F−
k.k′
is
the unique element in M such that ψF+
k.k′
−F−
k.k′
(Nε, ε, 1) = ψF+
k.k′
(Nε, ε, 1) and
such that ψF+
k.k′
−F−
k.k′
(1, 0, 0) = −1.
Let u ∈ S0∆(F+k.k′ ) be an element such that 〈u, v〉 < 0 for some v ∈ Q.
It is enough to check there exists u′ ∈ S∆ such that u = ψF+
k.k′
−F−
k.k′
+ u′.
Since 〈u, (0, 0, 1)〉, 〈u, (0, 1, 1)〉 ≥ 0 and 〈u, v〉 < 0 for some v ∈ Q, we have
〈u, (1, 0, 0)〉 < 0. Let u′ ∈ S∆ be the element such that
〈u′, (1, 0, 0)〉 = 〈u, (1, 0, 0)〉+ 1
〈u′, (Nε, ε, 1)〉 = 〈u, (Nε, ε, 1)〉+ F+k,k′ (ε,Nε).
It follows from the characterization of ψF+
k.k′
−F−
k.k′
above that u−u′ = ψF+
k.k′
−F−
k.k′
.
In summary, we have the following theorem:
Theorem 1.20. The tautological homomorphism
Aσ → EndYσ (Lσ).
is an isomorphism.
2 Counting invariants
From now on, we denote Qσ and Aσ simply by Q and A. Let Q0 and Q1 denote
the sets of vertices and edges of the quiver Q respectively, and A-fmod denote
the category of finite dimensional A-modules.
2.1 Koszul resolution
We set a grading on the path algebra CQ such that
deg(ek) = 0, deg(h
±
i ) = 1, deg(rk) = 2.
The superpotential ω is homogeneous of degree 4 with respect to this grading.
So the quiver with superpotential A = (Q,ω) is graded 3-dimensional Calabi-
Yau algebra in the sense of [Boc08].
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We denote the subalgebra CQ0 = ⊕k∈Q0Cek of A by S. For an S-module T
we define an A-bimodule AT by
AT = A⊗S T ⊗S A.
For k, k′ ∈ I let Tk,k′ denote the 1-dimensional S-module given by
el · 1 = δk,l, 1 · el = δk′,l,
and we set
Ak := ATk,k , Ak,k′ := ATk,k′ .
Note that an element of Ak,k′ is described as a linear combination of {p⊗ 1 ⊗
q}p∈Aek, q∈ek′A.
For a quiver with superpotential A, the Koszul complex of A is the following
complex of A-bimodules:
0→
⊕
k∈Q0
Ak
d3−→
⊕
a∈Q1
Aout(a),in(a)
d2−→
⊕
b∈Q1
Ain(b),out(b)
d1−→
⊕
k∈Q0
Ak
m−→ A→ 0.
Here in(a) (resp. out(a)) is the vertex at which an arrow a ends (resp. starts).
The maps m, d1, d3 are given by
m(p⊗ 1⊗ q) = pq (p ∈ Aek, q ∈ ekA),
d1(p⊗ 1⊗ q) = (pb⊗ 1⊗ q)− (p⊗ 1⊗ bq) (p ∈ Aein(b), q ∈ eout(b)A),
d3(p⊗ 1⊗ q) =

 ⊕
a : in(a)=k
pa⊗ 1⊗ q

−

 ⊕
a : out(a)=k
p⊗ 1⊗ aq

 (p ∈ Aek, q ∈ ekA).
The map d2 is defined as follows: Let c be a cycle in the quiver Q. We define
the map ∂c;a,b : Aout(a),in(a) → Ain(b),out(b) by
∂c;a,b(p⊗ 1⊗ q) =
∑
arbs=c
ps⊗ 1⊗ rq. (7)
Then d2 = ∂ω is defined as the linear combination of ∂c’s.
Since A is graded 3-dimensional Calabi-Yau algebra, the Koszul complex is
exact ([Boc08, Theorem 4.3]).
Let E be a finite dimensional A-module. By taking the tensor product of E
and the Koszul complex, we get a projective resolution of E:
0→
⊕
k∈Q0
Aek ⊗C Ek d3−→
⊕
a∈Q1
Aeout(a) ⊗C Ein(a) d2−→
⊕
b∈Q1
Aein(b) ⊗C Eout(b) d1−→
⊕
k∈Q0
Aek ⊗C Ek m−→ E → 0. (8)
2.2 new quiver
We make a new quiver Q˜ by adding one vertex ∞ and one arrow from the
vertex ∞ to the vertex 0 to the original quiver Q. The original superpotential
ω gives the superpotential on the new quiver Q˜ as well. We set A˜ := (Q˜, ω)
and denote the category of finite dimensional A˜-modules by A˜-fmod. Giving a
18
finite dimensional A˜-module V˜ is equivalent to giving a pair (V,W, i) of a finite
dimensional A-module V , a finite dimensional vector space W at the vertex
∞ and a linear map i : W → V0. Let ι : A˜-fmod → A-fmod be the forgetting
functor mapping (V,W, i) to V .
We also consider the following Koszul type complex A˜-bimodules as well:
0→
⊕
k∈Q0
A˜k
d˜3−→
⊕
a∈Q1
A˜out(a),in(a)
d˜2−→
⊕
b∈Q˜1
A˜in(b),out(b)
d˜1−→
⊕
k∈Q˜0
A˜k
m˜−→ A˜→ 0,
where A˜i, A˜i,i′ , d˜• and m˜ are defined in the same way. This is also exact. The
exactness at the last three terms is equivalent to the definition of generators
and relations of the algebra A˜. The exactness at the first two terms is derived
from that of the exactness of the Koszul complex of A. For a finite dimensional
A˜-module, we get a projective resolution in the same way as (8).
Proposition 2.1. For E, F ∈ A˜-fmod we have
homA˜(E,F )− ext1A˜(E,F ) + ext1A˜(F,E) − homA˜(F,E)
= dimE∞ · dimF0 − dimE0 · dimF∞.
Proof. The bimodule resolution above provides a projective resolution of E.
We can compute Ext•
A˜
(E,F ) by the complex given by applying Hom(−, F ) for
projective resolution of E:
0→
⊕
k∈Q0
Hom(Ek, Fk)→
⊕
a∈Q1
Hom(Ein(a), Fout(a))→
⊕
b∈Q1
Hom(Eout(b), Fin(b))→
⊕
k∈Q0
Hom(Ek, Fk)→ 0. (9)
Let dA˜i (E,F ) denote the derivations in the complex above. We can compute
dAi (ι(E), ι(F )) in the same way. Let d
A
i (ι(E), ι(F )) denote the corresponding
derivation.
Note that
rank
(
dA˜2 (E,F )
)
= rank
(
dA2 (ι(E), ι(F ))
)
= rank
(
dA2 (ι(F ), ι(E))
)
= rank
(
dA˜2 (F,E)
)
,
where the second equation comes from the self-duality of the Koszul complex of
A. Hence we have
homA˜(E,F )− ext1A˜(E,F ) + ext1A˜(F,E) − homA˜(F,E)
=
∑
h∈Q˜1
(dimEout(h) · dimFin(h) − dimEin(h) · dimFout(h))
= dimE∞ · dimF0 − dimE0 · dimF∞.
Here the last equation follows from the fact that for any i, j ∈ I
♯(arrows from i to j) = ♯(arrows from j to i).
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Remark 2.2. By the Koszul resolution of A, the last equation in the proof is
equivalent to the vanishing of the Euler form on A-fmod. This is equivalent to
the vanishing of the Euler form on the category Cohcpt(Y) of coherent sheaves on
Y with compact supports. The vanishing on Cohcpt(Y) follows from Hirzebruch-
Riemann-Roch theorem.
Remark 2.3. Joyce-Song proved more general statement ([JS, Theorem 7.5]).
2.3 Counting invariants
For ζ˜ ∈ RQ˜0 and a finite dimensional A˜-module V˜ we set
θζ˜(V˜ ) =
∑
k∈Q˜0
ζ˜k · dim V˜k∑
k∈Q˜0
dim V˜k
.
Definition 2.4. A finite dimensional A˜-module V˜ is said to be θζ˜-(semi)stable
if we have
θζ˜(V˜
′) (≤) θζ˜(V˜ )
for any nonzero proper A˜-submodule V˜ ′
Here we adapt the convention for the short-hand notation. The above means
two assertions: semistable if we have ‘≤’, and stable if we have ‘<’.
Remark 2.5. (1) These stability conditions coincide with ones in geometric
invariant theory ([Kin94]).
(2) For a real number c, we put ζ˜′ := (ζk + c)k∈Q˜0 ∈ RQ˜0 . Then we have
θζ˜′(V˜ ) = θζ˜(V˜ ) + c.
Hence θζ˜′-(semi)stability and θζ˜-(semi)stability are equivalent.
Theorem 2.6 ([Rud97]). Let a stability parameter ζ˜ ∈ RQ˜0 be fixed.
(1) A finite dimensional A˜-module V˜ ∈ A˜-fmod has the Harder-Narasimhan
filtration :
V˜ = V˜0 ⊃ V˜1 ⊃ · · · ⊃ V˜k ⊃ V˜k+1 = 0
such that V˜i/V˜i+1 is θζ˜-semistable for i = 0, 1, . . . , k and
θζ˜(V˜0/V˜1) < θζ˜(V˜1/V˜2) < · · · < θζ˜(V˜k/V˜k+1).
The Harder-Narasimhan filtration is unique.
(2) A finite dimensional θζ˜-semistable A˜-module V˜ ∈ A˜-fmod has a Jordan-
Ho¨lder filtration :
V˜ = V˜0 ⊃ V˜1 ⊃ · · · ⊃ V˜k ⊃ V˜k+1 = 0
such that V˜i/V˜i+1 is θζ˜-stable for i = 0, 1, . . . , k and
θζ˜(V˜0/V˜1) = θζ˜(V˜1/V˜2) = · · · = θζ˜(V˜k/V˜k+1).
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We sometimes denote an A˜-module (V,C, i) with 1-dimensional vector space
at the vertex ∞ simply by (V, i).
Definition 2.7. (1) Given ζ ∈ RQ0 , we take ζ˜ ∈ RQ˜0 such that ζ˜k = ζk for
k ∈ Q0. A finite dimensional A-module V said to be ζ-(semi)stable if the
A˜-module (V, 0, 0) is θζ˜-(semi)stable. The definition does not depend on
the choice of ζ˜∞.
(2) Given (V, i) ∈ A˜-fmod and ζ ∈ RQ0 , we define ζ˜ ∈ RQ˜0 by ζ˜k = ζk for
k ∈ Q0 and
ζ˜∞ = −ζ · dimV.
We say (V, i) is ζ-(semi)stable if it is θζ˜-(semi)stable.
Lemma 2.8. An A˜-module (V, i) is ζ-(semi)stable if the following conditions
are satisfied:
(A) for any nonzero A-submodule 0 6= S ⊆ V , we have
ζ · dimS (≤) 0,
(B) for any proper A-submodule T ( V such that im(i) ⊂ T0, we have
ζ · dimT (≤) ζ · dimV.
For ζ ∈ RQ0 and v = (vk) ∈ (Z≥0)Q0 , let Mζ(v) (resp. M sζ (v)) denote
the moduli space of ζ-semistable (resp. ζ-stable) A˜-modules (V, i) such that
dimV = v. They are constructed using geometric invariant theory ([Kin94]).
A stability parameter ζ ∈ RQ0 is said to be generic if ζ-semistability and
ζ-stability are equivalent to each other. Since the defining relation of A is
derived from the derivation of the superpotential, the moduli space Mζ(v) has
a symmetric perfect obstruction theory ([Sze08, Theorem 1.3.1]). By the result
of [Beh09] a constructible Z-valued function ν is defined on the moduli space
Mζ(v). We define the counting invariants
Deuζ (v) := χ(Mζ(v)), Dζ(v) :=
∑
n∈Z
n · χ(ν−1(n))
where χ(−) denote topological Euler numbers. We encode them into the gen-
erating functions
Zeuζ (q) :=
∑
v∈(Z≥0)Q0
Deuζ (v) · qv, Zζ(q) :=
∑
v∈(Z≥0)Q0
Dζ(v) · qv
where qv =
∏
k∈Q0 q
vk
k and qk’s are formal variables.
In the rest of this section, we will work on Zeuζ (q). In §3, we will compare
Zζ(q) with Zeuζ (q).
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2.4 Wall-crossing formula
The set of non-generic stability parameters is the union of the hyperplanes in
RQ0 . Each hyperplane is called a wall and each connected component of the set
of generic parameters is called a chamber. The moduli space Mζ(v) does not
change as long as ζ moves in a chamber.
Let ζ◦ = (ζk)k∈Q0 be a stability parameter on a single wall and set ζ
± =
(ζk ± ε)k∈Q0 for sufficiently small ε > 0.
Proposition 2.9. (1) Let V˜ ′ = (V ′,C, i′) be a ζ+-stable A˜-module. Then we
have an exact sequence
0→ V˜ → V˜ ′ → V˜ ′′ → 0,
where V˜ = (V,C, i) is a ζ◦-stable A˜-module, V˜ ′′ = (V ′′, 0, 0) and V ′′
is a ζ◦-semistable A-module. The isomorphism class of V˜ and V ′′ are
determined uniquely. In particular, assume V˜ ′ = (V ′,C, i′) is T -invariant
then V˜ and V ′′ are also T -invariant.
(2) Let V˜ ′ = (V ′,C, i′) be a ζ−-stable A˜-module. Then we have an exact
sequence
0→ V˜ ′′ → V˜ ′ → V˜ → 0,
where V˜ = (V,C, i) is a ζ◦-stable A˜-module, V˜ ′′ = (V ′′, 0, 0) and V ′′
is a ζ◦-semistable A-module. The isomorphism class of V˜ and V ′′ are
determined uniquely. In particular, assume V˜ ′ = (V ′,C, i′) is T -invariant
then V˜ and V ′′ are also T -invariant.
Proof. We take ζ˜◦ ∈ RQ˜0 as in Definition 2.7. Let
V˜ ′ = V˜0 ⊃ · · · ⊃ V˜M ⊃ V˜M+1 = 0
be a Jordan-Ho¨lder filtration of V˜ ′ with respect to the θζ˜◦ -stability. Since
dim V˜ ′∞ = 1, there is an integer 0 ≤ m ≤ M such that dim(V˜m/V˜m+1)∞ = 1
and dim(V˜m′/V˜m′+1)∞ = 0 for any m
′ 6= m. Then for m′ 6= m we have
ζ+ · dim(V˜m′/V˜m′+1) = ε ·
∑
k∈I
(V˜m′/V˜m′+1)k > 0.
From the ζ+-stability of V˜ ′, we have m = M . Put V˜ = V˜M and V˜
′′ = V˜ ′/V˜M ,
we have the required sequence.
Let
V˜ ′′ = V˜ ′′0 ⊃ · · · ⊃ V˜ ′′M ′′ ⊃ V˜M ′′+1 = 0
be the the Harder-Narasimhan filtration of V˜ ′′ with respect to the θζ˜−-stability.
Since V˜ ′′ is θζ˜◦ -semistable, we have
ζ− · dim(V˜ ′′M ′′ ) < ζ◦ · dim(V˜ ′′M ′′ ) ≤ ζ◦ · dim(V˜ ′′) = 0 < ζ− · dim(V˜ ).
Then the sequence
V˜ ′ = π−1(V˜ ′′0 ) ⊃ · · · ⊃ π−1(V˜ ′′M ′′+1) = V˜ ⊃ 0
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gives the the Harder-Narasimhan filtration of V˜ ′ with respect to the θζ˜−-stability,
where π : V˜ ′ ։ V˜ ′′ is the projection. Assume V˜ ′ is T -invariant, then it follows
from the uniqueness of the Harder-Narasimhan filtration that V˜ and V˜ ′′ are
T -invariant.
We can verify the claim of (2) similarly.
We identify ZQ0 with the root lattice of affine Lie algebra of type AN and
denote the set of positive root vectors by Λ+. We putWα := {ζ ∈ ZQ0 | ζ·α = 0}
(α ∈ Λ+).
Proposition 2.10. Assume C is a ζ-stable A-module for some ζ ∈ RQ0 . Then
dimC ∈ Λ+. Moreover, given a positive real root α ∈ Λre,+ and a stability
parameter ζ◦ such that ζ◦ is on the wall Wα but not on any other wall Wα′
(α′ 6= α), then we have the unique ζ◦-stable T -invariant A-module C such that
dimC = α.
Proof. Note that we have the natural homomorphism
R→
⊕
k∈Iˆ
EndY(Lk)→ EndY(⊕Lk) ≃ A,
where the first one is the diagonal embedding. The image of this map is central
subalgebra of A. Any A-module has the R-module structure given by this
homomorphism. Any finite dimensional A-module is supported on finite number
of points on Spec(R) = X and so any finite dimensional A-module C which is ζ-
stable for some ζ is supported on a maximal ideal I ⊂ R. Any nonzero element
of I induces an A-module automorphism on C by the multiplication. Since
C is ζ-stable, any A-module automorphism on C is either zero or isomorphic.
But this can not be isomorphic, because C is supported on I. Hence we have
I · C = 0.
Suppose that I corresponds to a nonsingular point P on X and I · C = 0.
Then C is, as a complex of sheaves on Y, supported on π−1(P ). Then we can
verify that C = Opi−1(P ). The singular points on X is classified as follows:
• the unique T -invariant (X,Y, Z,W ),
• (X,Y, Z − a,W ) (a 6= 0) or
• (X,Y, Z,W − b) (b 6= 0).
An A-module C such that (X,Y, Z,W )·C = 0 is a module over the preprojective
algebra of type AˆN . The dimension of the moduli space of representations of
the preprojective algebra of type AˆN is vCv, where C is the Cartan matrix of
type AˆN ([Nak94]). If there exists a ζ-stable A-module C with dimC = v, then
vCv is nonnegative, which is the definition of the root vectors. The uniqueness
follows from the irreducibility of the moduli space ([CB02]). Let C be an A-
module such that (X,Y, Z − a,W ) · C = 0 (a 6= 0). For k ∈ Iˆ such that
σy(k +
1
2 ) = 1, h
−
k+ 12
and h+
k+ 12
give isomorphisms between Ck and Ck+1. For
k ∈ Iˆ such that σy(k + 12 ) = 0, we have
h+
k+ 12
◦ h−
k+ 12
= 0, h−
k+ 12
◦ h+
k+ 12
= 0.
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Thus we can identify an A-modules C such that (X,Y, Z−a,W ) ·C = 0 (a 6= 0)
with a module over the preprojective algebra of type AˆN0 . Under this iden-
tification, a root vector of the root system of type AˆN0 corresponds to a root
vector of the root system of type AˆN . Hence for a ζ-stable A-module C such that
(X,Y, Z−a,W )·C = 0 its dimension vector is a root vector of the root system of
type AˆN . Similarly, for a ζ-stable A-module C such that (X,Y, Z,W −b) ·C = 0
its dimension vector is a root vector of the root system of type AˆN .
Remark 2.11. Note that the fiber over the point corresponds to the maximal
ideal (X,Y, Z − a,W ) (resp. (X,Y, Z,W − b)) is the AN0 (resp. AN1) configu-
ration of P1’s.
Corollary 2.12. The set of nongeneric parameters is the union of the hyper-
planes Wα (α ∈ Λ+).
Take a positive real root α ∈ Λre,+ and a parameter ζ◦ ∈ RQ0 which is
on Wα but not on any other wall. Let C be the unique T -invariant ζ
◦-stable
A-module such that ζ◦ · dimC. We set ζ± = (ζk ± ε) for sufficiently small ε.
We fix these notations throughout this subsection.
Proposition 2.13 ([NN, Proposition 3.7]). For a ζ◦-stable A˜-module V˜ = (V, i)
we have
ext1
A˜
(C, V˜ )− ext1
A˜
(V˜ , C) = dimC0.
Proof. Since C and V˜ are ζ◦-stable and not isomorphic each other, we have
homA˜(C, V˜ ) = homA˜(V˜ , C) = 0. So the claim follows form Proposition 2.1.
Proposition 2.14. (1)
ext1A(C,C) =
{
0
∑
k/∈Iˆr
αk is odd,
1
∑
k/∈Iˆr
αk is even.
(2) Assume
∑
k/∈Iˆr
αk is even. For a positive integer m, we have the unique
indecomposable A-module Cm which is described as m−1 times successive
extensions of C’s.
We prove this proposition in §2.5.
Let α ∈ Λre,+ be a positive real root such that ∑k/∈Iˆr αk is odd. In such
cases, wall-crossing formulas are given in [NN]:
Theorem 2.15 ([NN, Theorem 3.9]).
Zeuζ−(q) = (1 + qα)α0 · Zeuζ+(q).
Remark 2.16. To be precise we should modify the argument in [NN] a little,
since the stable objects on the wall are not unique, while so are the T -invariant
stable objects. See the argument after Proposition 2.18 and Remark 2.19.
Proposition 2.17. (1) Let V˜ ′ = (V ′,C, i′) be a T -invariant ζ+-stable A˜-
module. Then we have an exact sequence
0→ V˜ → V˜ ′ → ⊕m′≥1(Cm′)
⊕
nm′ → 0,
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where V˜ = (V,C, i) is a T -invariant ζ◦-stable A˜-module. The integers nm′
and isomorphism class of V˜ are determined uniquely and satisfy
hom(V˜ ′, Cm) =
∑
m′≥1
nm′ ·min(m′,m).
Moreover, the composition of the maps
CNm →֒ HomA˜(Cm,⊕m′≥1(Cm′)⊕nm′ ) −→ Ext1A˜(C, V˜ )
is injective. Here Nm =
∑
m′≥m nm′ and the first map is induced by
inclusions Cm →֒ Cm′ (m′ ≥ m). The second map is given by composing
the inclusion C →֒ Cm and V˜ ′ ∈ Ext1A˜(⊕m′≥1(Cm′ )⊕nm′ , V˜ ).
(2) Let V˜ ′ = (V ′,C, i′) be a T -invariant ζ−-stable A˜-module. Then we have
an exact sequence
0→ ⊕m′≥1(Cm′)
⊕
nm′ → V˜ ′ → V˜ → 0,
where V˜ = (V,C, i) is a T -invariant ζ◦-stable A˜-module. The integers nm′
and isomorphism class of V˜ are determined uniquely and satisfy
hom(Cm, V˜
′) =
∑
m′≥1
nm′ ·min(m′,m).
Moreover, the composition of the maps
CNm →֒ HomA˜(⊕m′≥1(Cm′)⊕nm′ , Cm) −→ Ext1A˜(V˜ , C)
is injective. Here Nm =
∑
m′≥m nm′ and the first map is induced by
surjections Cm′ ։ Cm (m
′ ≥ m). The second map is given by composing
the surjection Cm ։ C and V˜
′ ∈ Ext1
A˜
(V˜ ,⊕m′≥1(Cm′)⊕nm′ ).
Proof. The existence of the sequences follow from Proposition 2.9, Proposition
2.10 and Proposition 2.14. Since hom(V˜ , Cm) = 0, we have hom(V˜
′, Cm) =
hom(⊕m′Cm′ , Cm) from the long exact sequences. The middle equations follow
from hom(Cm′ , Cm) = min(m
′,m). The compositions of the maps are injective
since otherwise V˜ ′ has C as its direct summand.
Given a non-increasing sequence (Nm)m≥1 of non-negative integers such that
Nm′′ = 0 for some m
′′, let Fl((Nk);N) be the flag variety
{0 =Wm′′ ⊆ · · · ⊆W1 ⊆ CN | dimWm = Nm}.
We can verify the following claim as well:
Proposition 2.18. (1) Let V˜ = (V, i) be a T -invariant ζ◦-stable A˜-module.
For an element
(Wk) ∈ Fl((Nk); ext1A˜(C, V˜ ))T ,
let V˜ ′ denote the A˜-module given by the universal extension
0→ V˜ → V˜ ′ →
⊕
m≥1
(Cm)
⊕nm → 0,
such that the image of the composition map in Proposition 2.17 coincides
with Wk. Then V˜
′ is T -invariant and ζ+-stable.
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(2) Let V˜ = (V, i) be a T -invariant ζ◦-stable A˜-module. For an element
(Wk) ∈ Fl((Nk); ext1A˜(V˜ , C))T ,
let V˜ ′ denote the A˜-module given by the universal extension
0→
⊕
m≥1
(Cm)
⊕nm → V˜ ′ → V˜ → 0
such that the image of the composition map in Proposition 2.17 coincides
with Wk. Then V˜
′ is T -invariant and ζ−-stable.
Hereafter we denote the set of T -fixed points on X by TX . Let R(T ) be
the representation ring of T . For a nonnegative integer N (resp. N ∈ R(T )),
let TM sζ◦(v)N (resp.
T
M
s
ζ◦(v)N ) denote the subscheme of
T
M
s
ζ◦(v) consisting
of closed points V˜ such that ext1(C, V˜ ) = N (resp. Ext1(C, V˜ ) = N as T -
modules). Let TMζ+(v
′)(nm) denote the subscheme of
T
Mζ+(v
′) consisting of
closed points V˜ ′ such that hom(V˜ ′, Cm) =
∑
m′≥1 nm′ ·min(m′,m) We have the
canonical morphism TMζ+(v
′)(nm) → TM sζ◦(v) where v = v′−
∑
mmnm·dimC
such that a closed point V˜ ′ ∈ TMζ+(v′)(nm) is mapped to the closed point
V˜ ∈ TM sζ◦(v) appeared in the exact sequence
0→ V˜ → V˜ ′ → ⊕m′≥1(Cm′ )
⊕
nm′ → 0.
Let TMζ+(v
′)(nm),N (resp.
T
Mζ+(v
′)(nm),N ) denote the inverse image of
T
M
s
ζ◦(v)N
(resp. TM sζ◦(v)N ) with respect to the above morphism. Similarly, we define
T
M
s
ζ◦(v)
N , TM sζ◦(v)
N , TMζ+(v
′)(nm), TMζ+(v
′)(nm),N and TMζ+(v
′)(nm),N .
By Proposition 2.17 and Proposition 2.18, the natural map
T
Mζ+(v
′)(nm),N → TM sζ◦(v)N
is a fibration. So we have∑
v
′
χ(TMζ+(v
′)) · qv′ =
∑
v
′,(nm),N
χ(TMζ+(v
′)(nm),N ) · qv
′
=
∑
v,(nm),N
χ(Fl((Nm);N)) · χ(TM sζ◦(v)N ) · qv+
∑
mnm·dim(C)
=
∑
v,N

∑
(nm)
χ(Fl((Nm);N)) · q
∑
mnm·dim(C)

χ(TM sζ◦(v)N ) · qv
=
∑
v,N
(
1− qdim(C)
)−N
χ(TM sζ◦(v)N ) · qv.
Similarly we have
∑
v
′
χ(TMζ−(v
′)) · qv′ =
∑
v,N
(
1− qdim(C)
)−N
χ(TM sζ◦(v)
N ) · qv.
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By Proposition 2.13 we have Mζ(v)N = Mζ(v)
N+dimC0 . Hence we have
∑
v
′
χ(Mζ−(v
′)) · qv′ =
∑
v,N
(
1− qdim(C)
)−N
χ(M sζ◦(v)
N ) · qv
=
∑
v,N
(
1− qdim(C)
)−N
χ(M sζ◦(v)N−dimC0) · qv
=
∑
v,N
(
1− qdim(C)
)−N−dimC0
χ(M sζ◦(v)N ) · qv
=
(
1− qdim(C)
)− dimC0 ·∑
v
′
χ(Mζ+(v
′)) · qv′ .
Remark 2.19. In the argument above, we do not use any module on a wall
which is not T -invariant.
In summary, we have the following wall-crossing formula:
Theorem 2.20. We have
Zeuζ−(q) = (1− ε(α)qα)−ε(α)α0 · Zeuζ+(q),
where
ε(α) = (−1)
∑
k/∈Iˆr
αk .
2.5 Appendix
In this subsection, we prove Proposition 2.14. First, recall the proof of Propo-
sition 2.10. We can take integers n0, n1 and a basis {vn}n0≤n≤n1 of C such
that
Ck =
⊕
n0≤n≤n1,
n≡k (modN)
Cvn,
(
h+i (vn), h
−
i (vn+1)
)
= (vn+1, 0), or (0, vn) (i− 1
2
≡ n),
h−i (vn0) = 0, (i−
1
2
≡ n0),
h+i (vn1) = 0, (i−
1
2
≡ n1),
rk(vn) = 0, (k ≡ n, k ∈ Iˆr).
Here the choice in the first equation depends on the stability.
Example 2.21. We put N = 4, |Iˆr| = 0, n0 = 0, n1 = 10 and take θ such that
0 < θ(0)≪ θ(1)≪ θ(2), θ(3) = −3(θ(0) + θ(1) + θ(2))/2.
For n0 < j < n1, we put
C(j) =
{
+ h+j (vj−1/2) = vj+1/2,
− h−j (vj+1/2) = vj−1/2.
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Figure 6: example of C
Then we have
(C(1/2), . . . , C(19/2)) = (+,+,+,−,−,−,+,−,−,−).
Lemma 2.22. Assume that we have d ∈ Z and j < j′ ∈ Z˜ such that n0 ≤
j + 12 , j + dN +
1
2 and j
′ − 12 , j′ + dN − 12 ≤ n1. If we have vj+ 12 /∈ im(h
+
j ),
vj+ 12+dN ∈ ker(h
−
j ), vj′− 12 /∈ im(h
−
j′) and vj′− 12+dN ∈ ker(h
+
j′), then d = 0 and
{j, j′} = {n0 − 12 , n1 + 12}.
Proof. Assume that (j, j′) 6= (n0− 12 , n1+ 12 ) or d 6= 0. Note that
⊕
j<n<j′ Cvn
is a nonzero proper A-submodule of C and
⊕
j+dN<n<j′+dN Cvn is a nonzero
proper A-quotient module of C. By the θ-stability of C we have∑
j<n<j′
θn < 0,
∑
j+dN<n<j′+dN
θn > 0.
This is a contradiction.
Using the Koszul complex, we can compute Ext1A(C,C) as the cohomology
of the following complex:⊕
a∈Q1
Hom(Cout(a), Cin(a))
d2−→
⊕
b∈Q1
Hom(Cin(b), Cout(b))
d1−→
⊕
k∈Q0
Hom(Ck, Ck).
For d ∈ Z and j ∈ Z˜ such that both j and j − 12 + dN (resp. j + 12 + dN)
are in the interval [n0, n1] we define an element
α±j,d ∈ Hom
(
Cin(h±j )
, Cout(h±j )
)
by
α±j,d(vn) = δn,j± 12 vj∓
1
2+dN
,
and for l ∈ Iˆr such that both l and l + dN are in the interval [n0, n1] we define
an element
βl,d ∈ Hom
(
Cin(rl), Cout(rl)
)
by
βl,d(vn) = δn,lvl+dN .
We define a set J0 by
J0 = {n ∈ Z | n0 ≤ n ≤ n1, n ∈ Iˆr} ⊔ {j ∈ Z˜ | n0 < j < n1}.
We define a set Jd for d ∈ Z>0 such that dN ≤ n1 − n0 by
{n ∈ Z | n0 ≤ n ≤ n1 − dN, n ∈ Iˆr} ⊔ {j ∈ Z˜ | n0 < j < n1 − dN} ⊔ {n0 − 1/2}
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if h+(n0−1/2)(vn0−1+dN) = 0, and
{n ∈ Z | n0 ≤ n ≤ n1 − dN, n ∈ Iˆr} ⊔ {j ∈ Z˜ | n0 < j < n1 − dN} ⊔ {n1 + 1/2}
if vn0+1−dN /∈ im
(
h+(n0+1/2)
)
. We also define a set Jd for d ∈ Z<0 such that
−dN ≤ n1 − n0 by
{n ∈ Z | n0 − dN ≤ n ≤ n1, n ∈ Iˆr} ⊔ {j ∈ Z˜ | n0 − dN < j < n1} ⊔ {n1 + 1/2}
if h−(n1+1/2)(vn1+1+dN) = 0, and
{n ∈ Z | n0−dN ≤ n ≤ n1, n ∈ Iˆr}⊔{j ∈ Z˜ | n0−dN < j < n1}⊔{n0−1/2−dN}
if vn0−1−dN /∈ im(h−(n0−1/2)). Applying Lemma 2.22 for j = n0 − 12 and j′ =
n1 +
1
2 − dN , we can see that these definitions make sense.
For d ∈ Z and j ∈ Z˜ ∩ Jd we take an element βj,d in the kernel of d1 as
follows:
• βj,d := α+j,d if vj+ 12 /∈ im(h
+
j ) and vj− 12+dN ∈ ker(h
+
j ),
• βj,d := α−j,d if vj− 12 /∈ im(h
−
j ) and vj+ 12+dN ∈ ker(h
−
j ),
• βj,d := α+j,d + α−j,d if h−j (vj+ 12 ) = h
+
j (vj− 12+dN) = 0 or h
+
j (vj− 12 ) =
h−j (vj+ 12+dN) = 0.
Note that the set
{βj,d}d∈Z,j∈Z˜∩Jd ⊔ {βl,d}d∈Z,l∈Z∩Jd
forms a basis of ker(d1).
Example 2.23. In Figure 7, we describe β9/2,−1, β13/2,−1 and β21/2,−1 in the
case of Example 2.21.
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Figure 7: examples of elements in ker(d1).
Lemma 2.24. (1) If |J0| is even, then the subspace of ker(d1) spanned by
{βa,d}a∈J0 is contained in im(d2). If |J0| is odd, then
dim({βa,d}a∈J0/im(d2) ∩ {βa,d}a∈J0) = 1.
(2) The subspace of ker(d1) spanned by {βa,d}a∈Jd is contained in im(d2).
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Proof. To make the notations less complicated, we give a proof only in the case
of |Iˆr| = 0. (The argument, with a slight modification, works in the general case
as well.) We define C(j) (n0 < j < n1) as in Example 2.21.
For d ∈ Z and j ∈ Z˜ such that both j and j − 12 + dN (resp. j + 12 + dN)
are in the interval [n0, n1] we define an element
γ±j,d ∈ Hom
(
Cout(h∓j )
, Cin(h∓j )
)
by
γ±j,d(vn) = δn,j± 12 vj∓
1
2+dN
.
For d = 0, we can verify6
d2(γ
C(j)
j,0 ) = βj−1,0 + βj+1,0, d2(γ
−C(j)
j,0 ) = 0
where we put βn0−1/2,0 = βn0+1/2,0 = 0. This is followed by the first claim.
For d 6= 0, if C(j) = ± and C(j + dN) = ∓ then we can verify
d2(γ
+
j,d) = d2(γ
−
j,d) = βj∓1/2,d.
Note that, by Lemma 2.22, if we have j and d such that C(j) = − and C(j +
dN) = +, then we do not have j′ such that C(j′) = + and C(j′ + dN) = −.
Then we can verify the second claim.
The lemma above implies Proposition 2.14 (1). Moreover, we can take
α
C(n0+1/2)
n0+1/2,0
as a generator of Ext1(C,C) in the case ext1(C,C) = 1 (we keep
using the notations in the case of |Iˆr | = 0 for brevity).
For 1 ≤ M ≤ m, let v(M)a denote the element in the M -th copy of C. By
putting
h+n0+1/2,0(v
(M)
n0 ) = v
(M)
n0+1
+ v
(M+1)
n0+1
if C(n0 + 1/2) = +, or
h−n0+1/2,0(v
(M)
n0+1
) = v(M)n0 + v
(M+1)
n0
if C(n0 + 1/2) = −, we can define a A-module Cm which is described as m− 1
times successive extensions of C’s.
Lemma 2.25. hom(C,Cm) = 1.
6Recall that d2 is the linear combination of ∂c’s (see (7)) for equvalent classes of the cycles
c which appear in the superpotential. For example, if we put
ck =
[
h+
k+ 1
2
◦ h+
k− 1
2
◦ h−
k− 1
2
◦ h−
k+ 1
2
]
(k ∈ I˜)
then we have
∂ck (γ
+
j,d
) = γ+
,d
◦ h−j ◦ h
−
j+1 + h
+
j+1 ◦ γ
+
,d
◦ h−j + h
−
j+1 ◦ h
+
j+1 ◦ γ
+
,d
.
Moreover, the third term equals to zero.
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Proof. We will prove by induction. Assume that hom(C,Cm) = 1. We apply
Hom(C,−) for the short exact sequence
0→ C → Cm+1 → Cm → 0
to get the long exact sequence. By the definition of Cm+1, the connected ho-
momorphism
Hom(C,Cm)→ Ext1(C,C)
is isomorphism. Hence we have hom(C,Cm+1) = hom(C,C) = 1.
Lemma 2.26. ext1(C,Cm) = 1
Proof. The proposition above implies that Cm+1 is a nontrivial extension of C
and Cm and that ext
1(C,Cm) ≥ 1. On the other hand, the long exact sequence
above implies ext1(C,Cm) ≤ 1. Then the claim follows.
These lemmas above imply Proposition 2.14 (2).
3 Mutations and stabilities
In the final section, we provide an alternative description of the moduli spaces
for a generic stability parameter. As by-products, we see that for a generic
stability parameter ”between DT and NCDT” the set of torus fixed points on
the moduli space is isolated and that the weighted Euler characteristics coincide
with the Euler characteristics up to signs. (The combinatorial description of the
fixed point set is given in [Nagc, Nagb].)
3.1 mutations
In §1.2 we associate a quiver with a superpotential A := Aτ with a map τ : Iˆ →
{±1}, where we use 1 and −1 instead of H and S respectively. For k ∈ Iˆ, let
µk(τ) : Iˆ → {±1} be the map given by
µk(τ)(l) =
{
τ(k)τ(l) (l = k ± 1),
τ(l) (otherwise),
and let µk(A) denote the quiver with the superpotential Aµk(τ).
Let Pk be the projective A-module associated with the vertex k ∈ Iˆ and we
set P :=
⊕
k Pk(= A). An element in Pk is a linear combination of paths which
start at the vertex k. We define the new A-module
P ′k := coker(Pk → Pk−1 ⊕ Pk+1) (10)
where Pk → Pk±1 be the maps given by composing the arrows from k ± 1 to k
to the paths.
Proposition 3.1. (1) The object µk(P ) =
⊕
l 6=k Pl⊕P ′k is a tilting generator
in Db(A-mod). In particular, non T-invariant
RHom(µk(P ),−) =: Ψk : Db(A-mod)→ Db(EndA(µk(P ))op-mod)
gives an equivalence.
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(2) µk(A)
∼−→ EndA(µk(P ))op.
Proof. (1) It is clear that µk(P ) is a generator.
Applying the functor Hom(−, Pl) (l 6= k) for the complex in the definition
(10), we get
Hom(Pk−1, Pl)⊕Hom(Pk+1, Pl)→ Hom(Pk, Pl). (11)
Take a path P from l to k. If k ∈ Iˆr then either
• P = (rk)a ◦ h+k− 12 ◦P
′ for a path P ′ from l to k− 1 and for a non-negative
integer a, or
• P = (rk)a ◦h−k+ 12 ◦P
′ for a path P ′ from l to k+1 and for a non-negative
integer a.
In each case, we have P = h±
k∓ 12
◦ P ′′ for a path P ′′ from l to k ± 1 (see the
relation given in §1.2). Thus the map in (11) is surjective and we have
Exti(P ′k, Pl) = 0 (i 6= 0).
We can show the vanishing for k ∈ Iˆr and the vanishing of Exti(Pl, P ′k) in the
same way.
The cohomologies of the total complex of the following double complex give
Exti(P ′k, P
′
k):
Hom(Pk−1 ⊕ Pk+1, Pk)

// Hom(Pk, Pk)

Hom(Pk−1 ⊕ Pk+1, Pk−1 ⊕ Pk+1) // Hom(Pk, Pk−1 ⊕ Pk+1)
(the middle cohomology gives Ext0(P ′k, P
′
k)). We can verify that the left map
in the total complex is injective and the right one is surjective.
Hence we have Exti(µk(P ), µk(P )) = 0 (i 6= 0). So µk(P ) is a tilting gener-
ator, which gives an equivalence.
(2) We will construct the isomorphism explicitly. Let H±i and Rl denote the
arrows of the mutated quiver µk(A), where h
±
i and rl are the arrows of the
original quiver A.
For an arrow in the mutated quiver from s 6= k to t 6= k, we associate the
element in Hom(P ′s, P
′
t ) = Hom(Ps, Pt) which is given by the same arrow in the
original quiver.
Assume that k ∈ Iˆr (we can verify for k /∈ Iˆr in the same way).
Note that the composition of Pk → Pk−1 ⊕ Pk+1 and
(h±
k± 12
◦ h±
k∓ 12
) + (h±
k∓ 12
◦ h∓
k± 12
) : Pk−1 ⊕ Pk+1 → Pk±1
is zero. We associate the induced map P ′k → Pk±1 with the arrow H±k± 12 .
For the arrow H∓
k± 12
, we associate the map Pk±1 → P ′k induced by
0⊕ idPk±1 : Pk±1 → Pk−1 ⊕ Pk+1.
32
Furthermore, the following diagram commutes:
Pk
rk

// Pk−1 ⊕ Pk+1(
rk−1 0
0 rk+1
)

Pk // Pk−1 ⊕ Pk+1,
where
Rk±1 =
{
rk±1 (k ± 1 ∈ Iˆr),
h∓
k± 32
◦ h±
k± 32
(k ± 1 /∈ Iˆr).
We associate this with the arrow Rk.
These maps satisfy the relations of the mutated quiver. We can also verify
that the correspondence above gives an isomorphism. For example, the cokernel
of the map (11) is isomorphic to Hom(Pk, Pl) and so we have Hom(P
′
k, Pl) =
Hom(Pk, Pl).
3.2 the affine Weyl group action
For k ∈ Iˆ we define the map µk : ZIˆ → ZIˆ by
(µk(v))l =
{
vk−1 − vk + vk+1 l = k,
vl otherwise
for v ∈ ZIˆ . We also define µk : RIˆ → RIˆ by
(µk(ζ))l =


−ζk l = k,
ζk±1 + ζk l = k ± 1,
ζl otherwise
for ζ ∈ RIˆ . Note that
v · ζ = µk(v) · µk(ζ)
for any v and ζ.
In the rest of this section, we fix a parameter ζ such that
∑
ζl < 0 and such
that ζ + c · 1 is not on an intersection of two walls for any c ∈ R. See Remark
3.11 for the case
∑
ζl > 0. Then we get the sequence H0, . . . , Hr of chambers
such that
• ζ − c · 1 ∈ ∪Hs for any c ≥ 0,
• for any Hs, there exists some c ≥ 0 such that ζ − c · 1 ∈ Hs, and
• suppose ζ − c · 1 ∈ Hs, ζ − c′ · 1 ∈ Hs′ and s < s′, then c > c′.
(See Figure 8 for example.) The chamber H0 is given by {ξ | ξ · αk < 0}, and
its boundary is the union of subsets of the hyperplanes
Wα = {ξ | ξ · αk = 0}.
Take k1 such that H0 ∩H1 is in Wαk1 . Then, the chamber H1 is given by
{ξ | ξ · µk1(αk) < 0}
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ξH3
H2
H1
H0
ξ + c · 1
Figure 8: example of Hs
and its boundary is the union of subsets of the hyperplanes
Wµk1 (αk) = {ξ | ξ · µk1(αk) = 0}.
In other words, we have H1 = µk1(H0). We can repeat to get the sequence
k1, . . . , kr such that
Hs = µks ◦ · ◦ µk1(H0) (1 ≤ s ≤ r).
We denote µs := µks ◦ · · · ◦ µk1 and µζ := µr. We define Ψs as the composition
Db(A-mod)
∼−→
Ψk1
Db(µ1(A)-mod)
∼−→
Ψk2
· · · ∼−→
Ψkr
Db(µr(A)-mod)
and we put Ψζ := Ψr.
Proposition 3.2. Let C be a θ(µs)−1(ξ)-stable µs(A)-module for ξ ∈ Hs+1. If C
is the simple µs(A)-module supported on the vertex ks+1, then Φks+1(C) is the
simple µs+1(A)-module supported on the vertex ks+1 shifted by one. Otherwise
Φks+1(C) is θ(µs+1)−1(ξ)-stable µs+1(A)-module.
Proof. The claim in the second sentence is trivial. For the third sentence, it is
enough to show in the case s = 0.
Since θξ-stability is equivalent to θξ′ -stability (ξ
′ = ξ + c · 1) for any c, we
may assume dim(C) · ξ = 0. Then ξ in not in H1 any more but we have ξk1 < 0.
Since C is θξ-stable for ξk1 < 0, the map
Ck1−1 ⊕ Ck1+1 → Ck1
is surjective. Hence Ψk1(C) is a µk1(A)-module. Suppose we have an exact
sequence
0→ V → Ψk1(C)→ V ′ → 0
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of nontrivial µk1(A)-modules. Let H
∗
A(−) denote the cohomology with respect
to the natural t-structure of Db(A-mod). Note that for a µk1(A)-module V ,
H∗A(Ψ
−1
k1
(V )) is concentrated on the degree 0 and −1 and (H−1A (Ψ−1k1 (V )))l = 0
for l 6= k1. In particular, we have
ξ · dimH−1A (Ψ−1k1 (V )) ≤ 0.
By the long exact sequence, we have H−1A (Ψ
−1
k1
(V )) = 0 and the following exact
sequence
0→ H−1A (Ψ−1k1 (V ′))→ Ψ−1k1 (V )→ C → H0A(Ψ−1k1 (V ′))→ 0
of A-modules. Since C is θξ-stable and ξ · dim(C) = 0, we have
ξ ·
(
dimΨ−1k1 (V )− dimH−1A (Ψ−1k1 (V ′))
)
< 0.
Then we have
µk1(ξ) · dimV = ξ · dimΨ−1k1 (V ) < ξ · dimH−1A (Ψ−1k1 (V ′)) ≤ 0.
Hence Ψk1(C) is µk1(ξ)-stable.
Corollary 3.3. Let C be a θζ-stable A-module. If ζ ·dim(C) < 0, then Φζ(C) ∈
A-mod. If ζ · dim(C) > 0, then Φζ(C) ∈ A-mod[1].
Proof. Note that there exists 1 ≤ s ≤ r such that αs = dim(C) if and only if ζ ·
dim(C) > 0. By Proposition 3.2, we can verify that if there exists 1 ≤ s ≤ r such
that αs = dim(C) then Φζ(C) ∈ A-mod[1] and otherwise Φζ(C) ∈ A-mod.
Remark 3.4. A more general statement is given in [Naga, Lemma 2.4].
3.3 the tilting generator is a vector bundle
We identify Db(Coh(Y)) and Db(modA) by the equivalence constructed in §1
(here we use the notation without the subscripts σ as we mentioned at the
beginning of §2). In this subsection, we assume that N · ζk <
∑
ζl for any
k 6= 07.
ιk : I˜ → I˜ be the permutation of k ± 1/2. We put ιs = ιk1 ◦ · · · ◦ ιks and
ιζ = ιr.
Proposition 3.5. Let Pζ,k be the projective µζ(A)-module. Then Ψ
−1
ζ (Pζ,k) is
a line bundle Lζk on Y. Moreover, it is the following map that is associated with
the arrow H±i :
Lζ
i∓ 12
→֒ Lζ
i∓ 12
⊗OY (Eιζ(i)) ≃ Lζi± 12 .
7This condition determines a chamber on the hyperplane {ζ′ |
∑
ζ′i = 0} in which the line
ζ + c · 1 intersect with the hyperplane. A chamber in this hyperplane determines a crepant
resolution. If we take another chamber, Proposition 3.5 holds for the corresponding crepant
resolution.
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Proof. We prove the claim by induction with respect to r.
By the argument in the proof of Proposition 1.8, we can verify that the
sequence
0→ O → O(E+i )⊕O(E−j )→ O(E+i + E−j )→ 0
is exact if i < j. Thus we have
(µs(P ))ks ≃ Pks ⊗O(E+ιs(ks−1/2) + E−ιs(ks+1/2)).
The second half of the claim can be verified by the explicit description of the
endomorphism algebra in the proof of Proposition 3.1.
As a corollary of the proposition, we can see that the set of the torus fixed
points Mζ(v)
T is isolated. In §3.5, we will show a stronger result.
3.4 mutations and change of stability parameters
We set P := A-fmod and denote by Pζ the image of the Abelian category
µζ(A)-fmod under the equivalence Ψ
−1
ζ . Let P (resp. Pζ) be the category
consisting of pairs (V,W, s), where V ∈ P (resp, ∈ Pζ),W is a finite dimensional
vector space and s : P0 ⊗W → V . An object (V,W, s) with 1-dimensional W is
simply written (F, s). Note that P is equivalent to A˜-fmod.
Definition 3.6. For ζ ∈ RIˆ , we say an object (V, s) ∈ Pζ is (ζ,Pζ)-(semi)stable
if the following conditions are satisfied:
(A) for any nonzero subobject 0 6= S ⊆ V in Pζ , we have
ζ · dimS (≤) 0,
(B) for any proper subobject T ( V in Pζ which s factors through, we have
ζ · dimT (≤) ζ · dimV.
From now on, the ζ-(semi)stability for objects in P ≃ A˜-fmod is written as
the ”(ζ,P)-(semi)stability”. We set ζcyclic := µζ(ζ). Note that (ζcyclic)l < 0
for any l ∈ Iˆ. The following four claims follow from Corollary 3.3 by the same
argument as in [NN, §4.4]:
Lemma 3.7. (see [NN, Lemma 4.8]) Let (F, s) be a (ζ,P)-stable object, then
F ∈ Pζ .
Proposition 3.8. (see [NN, Proposition 4.9]) Let (F, s) be a (ζ,P)-stable object,
then (F, s) is (ζcyclic,Pζ)-stable.
Lemma 3.9. (see [NN, Lemma 4.11]) Let (F, s) be a (ζcyclic,Pζ)-stable object,
then F ∈ P.
Proposition 3.10. (see [NN, Proposition 4.12]) Let (F, s) be a (ζcyclic,Pζ)-
stable object, then (F, s) is (ζ,P)-stable.
Remark 3.11. (1) For a parameter ζ such that
∑
ζl > 0, we can apply all
the argument after a slight modification: first, the information in which
chamber ζ + d · 1 (d ≥ 0) is contained defines the sequence k1, . . . , kr.
We define µζ and Ψζ in the same way and denote by Pζ the image of
(µζ(A))-fmod under the equivalence Ψ
−1
ζ [−1].
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(2) The Abelian category A-fmod and the function
Zζcyclic : K(A-fmod) ≃ ZIˆ → C
given by
Zζcyclic(v) := (1 · v) + (−ζcyclic · v)
√−1
provide a Bridgeland stability condition (Zζcyclic , {P(φ)}φ∈R), where P(φ)
is the full subcategory of Db(A-fmod) of semistable objects with phase φ.
For φ ∈ R, let P[φ,φ+1) denote the full subcategory of objects such that all
the factors in their Hardar-Narashimhan filtrations are in⋃
φ≤φ′<φ+1
P(φ′).
Then we have
P[0,1) = A-fmod, P[φ(d),φ(d)+1) = µζ(A)-fmod
where φ(d) is determined by the condition 0 ≤ φ(d) < 1/2 and tan(φ(d)π) =
d. This is the reason why our argument works (see [Nagc] for the detail).
By the claims above, we can identify the moduli space of ζ-stable framed
modules over the original quiver with the one of (ζcyclic,Pζ)-stable objects.
3.5 Torus fixed points and weighted Euler characteristics
The action of 2-dimensional torus T ′ (see §1.2) on the moduli spaces preserves
the symmetric obstruction theory. We want to compute the weighted Euler
characteristic Dζ(v) by using Behrend-Fantechi’s torus localization theorem
([BF08]). To apply the localization theorem, we need the combinatorial de-
scription of the set of torus fixed points given in [Nagc, Nagb]. Here, we show
sketches of the proofs.
In [Nagb, §3], we define a crystal of type (σ, θ, ν, λ) for the following data:
• σ is same as this paper,
• θ determines the chamber in which the stability parameter ζ is,
• ν and λ are sequences of Young diagrams which determines “asymptotic
behaviors” of the (complexes of) sheaves on Yσ.
8
Given a crystal C of type (σ, θ, ν, λ), we can construct a µζ(A)-module M(C)
with the basis parametrized by C 9. For an element B in the crystal C, let
vB denote the corresponding element in M(C). We have a distinct crystal
C
σ,θ,ν,λ
min (which is denoted by P (Vmin) in [Nagb])10. The moduli spaces ⊔vMζ(v)
coincide with the moduli spaces of quotient modules of M
(
C
σ,θ,∅,∅
min
)
.
8In [Nagc, Nagb], the author study “open” version of the invariants. If we take the se-
quences of the empty Young diagrams as ν and λ, then the invariants coincide with the ones
which we study in this paper.
9In [Nagb], we construct a µζ(A)-module for a transition of Young diagrams. Giving a
transition of Young diagrams is equivalent to giving a crystal as is mentioned in [Nagb].
10This should be called the grand state of the crystal model associated to the data (σ, θ, ν, λ)
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Proposition 3.12. The set of T ′-fixed points of ⊔vMζ(v) is parameterized by
the set of crystals of type (σ, θ, ∅, ∅).
Proof. We put C := C
σ,θ,∅,∅
min and M := M(C). For an element B ∈ C, vB is a
T -weight vector in M . The T -weights are multiplicity free. We put
c := XY = ZN1WN0 ∈ C[X,Y, Z,W ]/(XY − ZN1WN0) ≃ Z(Aσ).
Any T ′-weight space of M is described as C[c] · vB for some vB.
Assume that F is a T ′-invariant submodule of M . Then M/F , as a complex
of coherent sheaves on Yσ = SpecZ(Aσ) under the derived equivalence, must
be supported on the origin 0 ∈ SpecZ(Aσ) and so any T ′-weight space of F is
described as I · vB for a monomial ideal I ⊂ C[c]. Thus we have a subset CF
of C
σ,θ,∅,∅
min such that F is spanned by the basis elements which correspond to
the elements in CF . We can verify that such a subspace is preserved by the
Aσ-action if and only if CF is a crystal.
Lemma 3.13. Let F be a T ′-invariant submodule of M . Then neither (1)
Ext1Aσ(M/F,M/F ) nor (2) HomAσ (F,M/F ) has any T
′-invariant subspaces.
Proof. For (1), we can verify the claim in the same way as [NN, Proposition
4.22]. For (2), take an element B ∈ C\CF such that vB /∈ A>0σ · M where
A>0σ ⊂ Aσ is the subalgebra which consists of paths with positive lengths. Let
i be the vertex such that vB ∈Mi. We put
x = h+
i− 12
◦ h−
i− 12
, y =
{
h−
i+ 12
◦ h+
i+ 12
i /∈ Ir,
ri i ∈ Ir.
Note that we have c · ei = x · y = y ·x. We can verify the claim in the same way
as [NN, Proposition 4.21 (2)] using x and y instead of b1a1 and b2a2.
Proposition 3.14. For each T ′-fixed closed point P ∈ Mζ(v)T ′ , the Zariski
tangent space to Mζ(v) at P has no T
′-invariant subspaces.
Proof. The claim follows from Lemma 3.13 as [NN, Proposition 4.20].
Proposition 3.15. For each T ′-fixed point P ∈ Mζ(v)T ′ , the parity of the
dimension of the Zariski tangent space to Mζ(v) at P is same as the parity of∑
k∈Iˆr
vk +
∑
k∈I vk.
Proof. We regardMζ(v) as the moduli space of A˜-modules. The Zariski tangent
space is identified with Ext1
A˜
(P, P )0 where the subscript 0 denotes the trace free
part. The dimension of the Zariski tangent space equals to
ext1
A˜
(P, P )− 1 = ext1
A˜
(P, P ) − homA˜(P, P ). (12)
Even though A˜ is not 3-Calabi-Yau (that is, the Koszul complex is not exact),
as in the proof of [JS, Theorem 7.6] we can compute the value of (12) by the
same complex for A˜ as the one induced by the Koszul complex. Then we can
compute the parity of the value of (12) in the same way as the second half of
the proof of [MR10, Theorem 7.1].
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Now we see the following:
Theorem 3.16. We have
Zζ(q) =
∑
v∈(Z≥0)Q0
(−1)
∑
k∈Iˆr
vk+
∑
k∈I vk
∣∣Mζ(v)T ∣∣ · qv (13)
= Zeuζ (p)
where the new formal variables p are given by
pk =
{
qk k 6= 0, k ∈ Iˆr, or, k = 0, k 6= Iˆr,
−qk k 6= 0, k 6= Iˆr , or, k = 0, k ∈ Iˆr.
3.6 DT, PT and NCDT
Note that the set [Ck]k∈I form a basis of H2(Y ;Z). We identify H2(Y ) with
ZI . For n ∈ Z≥0 and β ∈ H2(Y ), let In(Y, β) denote the moduli space of ideal
sheaves IZ of one dimensional subschemes OZ ⊂ OY such that χ(OZ) = n and
[Z] = β. We define the Donaldson-Thomas invariants In,β from In(Y, β) using
Behrend’s function as is §2.3 ([Tho00], [Beh09]), and their generating function
by
ZDT(Y ; q, t) :=
∑
n,β
In,β · qntβ
where tβ =
∏
k∈I t
βk
k and tk (k ∈ I) is a formal variable.
Let Pn(Y, β) denote the moduli space of stable pairs (F, s) such that χ(F ) =
n and [supp(F )] = β. We define the Pandharipande-Thomas invariants Pn,β
and their generating function ZPT(Y ; q, t) similarly ([PT09]).
We set ζ◦ = (−N + 1, 1, . . . , 1), ζ± = (−N + 1± ε, 1, . . . , 1) and q = q0 · q1 ·
· · · · qN−1. By the result in [NN, §2], we have the following theorem:
Proposition 3.17.
ZDT(Y ; q, q−11 , . . . , q−1N−1) = Zζ−(q), ZPT(Y ; q, q−11 , . . . , q−1N−1) = Zζ+(q).
Let ζtriv be a parameter such that (ζtriv)k > 0 for any k. Note thatMζtriv (v)
is empty unless v = 0 and so Zζtriv (q) = 1. Let ζcyclic be a parameter such that
(ζcyclic)k < 0 for any k. The invariants Dζcyclic(v) are the non-commutative
Donaldson-Thomas invariants defined in [Sze08]. We denote their generating
function Zζcyclic(q) by ZNCDT(q).
We divide the set of positive real roots into the following two parts:
Λre,+± = {α ∈ Λre,+ | ±ζ◦ · α < 0}.
Applying the wall-crossing formula and comparing the equations (13) in §2.3,
we obtain the following relations between generating functions:
Theorem 3.18.
ZNCDT(q) =

 ∏
α∈Λre,+−
(1 + (−1)α0qα)ε(α)α0

 · ZDT(Y ; q, q−11 , . . . , q−1N−1),
ZPT(Y ; q, q−11 , . . . , q−1N−1) =
∏
α∈Λre,++
(1 + (−1)α0qα)ε(α)α0 .
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Remark 3.19. For the case N1 = 0, the formula on ZNCDT and ZDT have
been given in [BY10].
We define the sets of positive real roots of the finite root system by
Λfin,+ = {α[a,b] := αa + · · ·+ αb | 0 < a ≤ b < N},
then we have
Λre,++ = {α+ nδ | α ∈ Λfin,+, n ≥ 0}
where δ = (1, . . . , 1) is the minimal imaginary root. Note that for α ∈ Λ we
have ε(α+ nδ) = ε(α). Let
M(x, q) =
∞∏
n=1
(1− xqn)−n
be the MacMahon function.
Corollary 3.20.
ZPT(Y ; q, q1, . . . , qN−1) =
∏
0<a≤b<N
M(q[a,b],−q)ε(α[a,b]),
where q[a,b] = qa · · · · · qb.
The root lattice of the finite root system is identified with H2(Y ) so that
αk corresponds to [Ck]. The corollary claims the Gopakumar-Vafa BPS state
counts in genus g and class α defined in [PT09, §3.4] is given by
ng,α =
{
−ε(α[a,b]) α = α[a,b], g = 0,
0 otherwise.
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