Fast and scalable Content-Based Image Retrieval using visual features is required for document analysis, Medical image analysis, etc. in the present age. Convolutional Neural Network (CNN) activations as features achieved their outstanding performance in this area. Deep Convolutional representations using the softmax function in the output layer are also ones among visual features. However, almost all the image retrieval systems hold their index of visual features on main memory in order to high responsiveness, limiting their applicability for big data applications. In this paper, we propose a fast calculation method of cosine similarity with L2 norm indexed in advance on Elasticsearch. We evaluate our approach with ImageNet Dataset and VGG-16 pre-trained model. The evaluation results show the effectiveness and efficiency of our proposed method.
I. INTRODUCTION
Vector quantization using machine learning method and deep features from Deep Learning were devised and there are expected to improve accuracy of multimedia information retrieval increasing, but the scalability was still considered an issue. Specifically, we need large-scale content-based information retrieval method for some tasks of multimedia information retrieval with image queries, detecting copyright violation with imaged documents, and information retrieval task with word2vec [10] using bag-of-words on vector space model. However, scale up is difficult in calculating cost of high dimension vector. In addition, since search engines using inverted indices are premised on the inner product of vector space model for scoring, there are also problems with accuracy. Specifically, in the inner product scoring, there is a problem that the same contents of images and documents do not become the top of the search results. If you want to get the same image on the top of the search result, it is sufficient to search for a perfect match by feature value extraction by hash value or vector quantization. In order to make an image with different background for the same subject the top of the search results, another high precision contentbased information retrieval is desired.
One possible solution to this problem is to use memorybased approach, which indexes all image vectors in memory and calculates cosine similarity at high speed, as text search engine is adapted [11] . Furthermore, in order to increase this scale, it is conceivable to make memory-based system in distributed configurations. This method requires a computer environment that can use huge and high-speed memory. This is all the more so in the case of distributed configurations. As a method that does not require a large amount of memory, a method for dimensional compression of features is also proposed [1] , [5] , [6] , [8] . In these cases, it is suggested that an expensive computer environment is not necessary though, instead, search accuracy is sacrificed. As other methods of dimensionality reduction, including a method using transfer learning, are also proposed [4] . Still, the search accuracy is also encountered, and re-learning is necessary depending on the purpose of search.
Besides, a method to re-rank with top-k of search result is proposed [7] . And the system that can be searched realistically. However, this method is not accurate if the first search result does not contain a correct answer. In addition, there is room for improvement in terms of speed because the system needs re-ranking. We propose a method to calculate cosine similarity, Manhattan distance, and Euclidean distance by using the inverted-index search engine.
II. APPROACHES
We once proposed an image retrieval system using VGG-16. This is one of the simplest image retrieval methods using Deep Learning [9] . In this system, since the inner product is used for the search score, there are cases where around the top of the search results are occupied by undesirable ones. In order to eliminate those ones, it is preferable to adopt cosine similarity as a score.
To adopt cosine similarity as a score, it is necessary to change a search engine's scoring formula. However, in an inverted-index search engine, only an inner product score can be calculated. For this reason, Cun Mu et al. [7] proposed a method to re-rank the search results. The accuracy deterioration is unsolved when the first search result does not include the correct answer. Also, there is a problem of the processing cost of re-ranking. although Amato et al. [1] proposed the feature vector truncation to calculate similarity in memory. The effect of vector truncation on accuracy cannot be ignored. Besides, Liu et al. [4] have a strategy of making the number of dimensions overcoming the memory by dimensional compression using transfer learning, though. The problem is that it is necessary to re-learn each time for re-indexing.
Therefore, we decided to make improvements based on these problems in the following two points.
• First: high-speed score calculation • Second: truncating feature vectors One is to reduce response time using some score calculations including cosine similarity. As a methodology for realizing high-speed similarity calculation, storing some statistics necessary to calculate score into an index in advance. The other is the truncation of the vector without affecting the precision.
A. Baseline system (Inner Product)
The inner product (dot product) is a score expressed by the following equation, and can be processed at high speed by a search system using a inverted index based on a vector space model. The inner product is defined as:
where i is a variable for element of feature vector. n is the dimension number of feature vector. x means query vector and y means retrieved image vector.
B. Re-ranking system (Cosine)
The score using cosine similarity has high affinity to the vector representation where the feature vector is output by the softmax function, though. Cosine similarity is expressed by the following equation.
It is difficult to calculate cosine similarity fast, because the norm of indexed image vector needs calculating sequentially. Thus, re-calculating score within top-k (k = 10, 100, 1, 000) search result and re-ranking the search result.
C. Proposed system (Cosine)
The calculation formula of cosine similarity is possible to be divided into two phases. The L2 norm of the vector is calculated and registered in an index at the indexing phase. Then, the cosine similarity is calculated at the search phase, illustrated in Talbe I and Figure 2 . Here, the cosine similarity is re-defined as:
where x is unnecessary for ranking to a query. Then, L2 norm of document and normalized vector are defined as:
where y means an image feature vector normalized by L2 norm. Then, a pseudo cosine formura without L2 norm is defined as:
In other words, cos (x, y) is the same as calculating a unit vector. 
D. Proposed system (Manhattan)
It is also possible to introduce Manhattan distance (City Block Distance) instead of inner product. The Manhattan distance is defined as:
where x − y 1 means a Manhattan distance (L1 norm) from a query image x to an indexed image.
E. Proposed system (Euclid)
Similarly, Euclidean distance can be calculated with inner product. The Euclidean distance is defined as:
where x − y means an Euclidean distance (L2 norm) from a query image feature vector x to an indexed image feature vector. For search score, Manhattan distance and Euclidean distance are converted to complement. The prototype system implementation is naive using script score of Elasticsearch (https://www.elastic.co) on MacOS 10.14.5, 2.5GHz, 16GB DDR3, 500GB SSD.
III. EXPERIMENTS
In order to evaluate the effectiveness of the proposed system, using Dog and Cat's image file [3] , We compare the image retrieval system using a baseline system using dot product score, Manhattan distance score, Euclidean distance score, cosine score, and re-ranking cosine score for its search accuracy (Mean Average Precision) and response time.
When indexing the search engine database, the recognition results of VGG-16 were used for the index. The feature quantity is obtained as a random variable having a total of 1 in 1, 000 dimensions [2] , shown in Figure 1 . Each image is registered by adding the information, shown in Table I .
For the experiment, 10 images for test query, resolution rate is 5 levels, and quartered partial images ( Figure 5 ) are prepared (total: 250 images). The result of response time is shown in Table II . A result of Mean Average Precision (MAP) for each feature number is shown in Table III and Figure 3 . A result of MAP for each resolution rate is shown in Table IV and Figure 4 . A result of MAP for each feature number using quartered partial image query is shown in Table V and Figure 6 . IV. CONCLUSION Figure 3 describes a fact in the task of searching for the same image, the smaller the number of dimensions, the higher the accuracy when using the Manhattan distance and the Euclidean distance. Although cosine has the same degree of precision when the number of dimensions is 7 or more, the inner product still has low precision. We can improve it a bit with re-ranking. Then, Figure 4 describes that the accuracies of dot product and dot+cos are extremely low. Also, Figure 6 describes that cosine is the highest accuracy in the task of partial image search regardless of the number of dimensions. The Manhattan distance and the Euclid distance are unexpectedly good at the small number of dimensions. This means cosine similarity focuses on the common points only at the angle of the vectors, while the these distances can consider the difference in vector length. Even when targeting high-dimensional query vectors, it is possible to reduce the response time without sacrificing accuracy by adopting a topk method that truncates vectors with small impact using cosine similarity. In this research, it was shown that high-speed and high-precision content-based information retrieval method can be performed while suppressing the memory usage, using cosine similarity on inverted index search engine. From now on, we want to work on machine learning algorithm using distance such as k-NN, application to clustering method such as k-means, practical application of search system using deep feature vector, and transfer learning for vector quantization suitable for the content-based information retrieval system.
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