Abstract. When applied to high-dimensional pattern classification tasks such as face recognition, traditional kernel discriminant analysis methods often suffer from two problems: 1) small training sample size compared to the dimensionality of the sample (or mapped kernel feature) space, and 2) high computational complexity. In this chapter, we introduce a new kernel discriminant learning method, which attempts to deal with the two problems by using regularization and subspace decomposition techniques. The proposed method is tested by extensive experiments performed on real face databases. The obtained results indicate that the method outperforms, in terms of classification accuracy, existing kernel methods, such as kernel Principal Component Analysis and kernel Linear Discriminant Analysis, at a significantly reduced computational cost.
Introduction
Statistical learning theory tells us essentially that the difficulty of an estimation problem increases drastically with the dimensionality J of the sample space, since in principle, as a function of J, one needs exponentially many patterns to sample the space properly [18, 32] . Unfortunately, in many practical tasks such as face recognition, the number of available training samples per subject is usually much smaller than the dimensionality of the sample space. For instance, a canonical example used for face recognition is a 112×92 image, which exists in a 10304-dimensional real space. Nevertheless, the number of examples per class available for learning is not more than ten in most cases. This results in the so-called small sample size (SSS) problem, which is known to have significant influences on the performance of a statistical pattern recognition system (see e.g. [3, 5, 9, 12, 13, 16, 21, 33, 34] ).
When it comes to statistical discriminant learning tasks such as Linear Discriminant Analysis (LDA), the SSS problem often gives rise to high variance in the estimation for the between-and within-class scatter matrices, which are either poorly-or ill-posed. To address the problem, one popular approach is to introduce an intermediate Principal Component Analysis (PCA) step to remove the null spaces of the two scatter matrices. LDA is then performed in the lower dimensional PCA subspace, as it was done for example in [3, 29] . However, it has been shown that the discarded null spaces may contain significant discriminatory information [10] . To prevent this from happening, solutions without a separate PCA step, called direct LDA (D-LDA) approaches have been presented recently in [5, 12, 34] . The underlying principle behind the approaches is that the information residing in (or close to) the null space of the within-class scatter matrix is more significant for discriminant tasks than the information out of (or far away from) the null space. Generally, the null space of a matrix is determined by its zero eigenvalues. However, due to insufficient training samples, it is very difficult to identify the true null eigenvalues. As a result, high variance is often introduced in the estimation for the zero (or very small) eigenvalues of the within-class scatter matrix. Note that the eigenvectors corresponding to these eigenvalues are considered the most significant feature bases in the D-LDA approaches [5, 12, 34] .
In this chapter, we study statistical discriminant learning algorithms in some high-dimensional feature space, mapped from the input sample space by the so-called "kernel machine" technique [18, 22, 25, 32] . In the feature space, it is hoped that the distribution of the mapped data is simplified, so that traditional linear methods can perform well. A problem with the idea is that the dimensionality of the feature space may be extremely higher than that of the sample space, resulting in the introduction of the SSS problem, or the worse if it has existed. In addition, kernel-based algorithms are generally much more computationally expensive compared to their linear counterparts.
To address these problems, we introduce a regularized discriminant analysis method in the kernel feature space. This method deals with the SSS problem under the D-LDA framework of [12, 34] . Nevertheless, it is based on a modified Fisher's discriminant criterion specifically designed to avoid the unstable problem with the approach of [34] . Also, a side-effect of the design is that the computational complexity is significantly reduced compared to other two popular kernel methods, kernel PCA (KPCA) [26] and kernel LDA (GDA) [2] . The effectiveness of the presented method is demonstrated in the face recognition application.
Kernel-based Statistical Pattern Analysis
In the statistical pattern recognition tasks, the problem of feature extraction can be stated as follows: Assume that we have a training set,
consisting of a number of examples z ij ∈ R J , where R J denotes the J-dimensional real space. Taking as input such a set Z, the objective of learning is to find, based on optimization of certain separability criteria, a transformation ϕ which produces a feature representation y ij = ϕ(z ij ), y ij ∈ R M , intrinsic to the objects of these examples with enhanced discriminatory power.
Input Sample Space vs Kernel Feature Space
The kernel machines provide an elegant way of designing nonlinear algorithms by reducing them to linear ones in some high-dimensional feature space F nonlinearly related to the input sample space R J : The idea can be illustrated by a toy example depicted in Fig.1 , where two-dimensional input samples, say z = [z 1 , z 2 ], are mapped to a threedimensional feature space through a nonlinear transform:
replace dot products in F with a kernel function in the input space R J so that the nonlinear mapping is performed implicitly in R J . Let us come back to the toy example of Fig.1 , where the feature space is spanned by the second-order monomials of the input sample. Let z i ∈ R 2 and z j ∈ R 2 be two examples in the input space, and the dot product of their feature vectors φ(z i ) ∈ F and φ(z j ) ∈ F can be computed by the following kernel function,
From this example, it can be seen that the central issue to generalize a linear learning algorithm to its kernel version is to reformulate all the computations of the algorithm in the feature space in the form of dot product. Based on the properties of the kernel functions used, the kernel generation gives rise to neural-network structures, splines, Gaussian, Polynomial or Fourier expansions, etc. . Any function satisfying Mercer's condition [17] can be used as a kernel. Table 1 lists some of the most widely used kernel functions, and more sophisticated kernels can be found in [24, 27, 28, 36] . Table 1 . Some of the most widely used kernel functions, where z1, z2 ∈ R J .
Gaussian RBF k(z1, z2) = exp
Kernel Principal Component Analysis (KPCA)
To find principal components of a non convex distribution, the classic PCA has been generalized to the kernel PCA (KPCA) [26] . Given the nonlinear mapping of Eq.1, the covariance matrix of the training sample Z in the feature space F can be expressed as
where
Ci j=1 φ(z ij ) is the average of the ensemble in F. The KPCA is actually a classic PCA performed in the feature space F. Letg m ∈ F (m = 1, 2, · · · , M) be the first M most significant eigenvectors ofS cov , and they form a low-dimensional subspace, called "KPCA subspace" in F. All these {g m } M m=1 lie in the span of {φ(z ij )} zij ∈Z , and have
Ci j=1 a ij φ(z ij ), where a ij are the linear combination coefficients. For any input pattern z, its nonlinear principal components can be obtained by the dot product, y m =g m · (φ(z) −φ), computed indirectly through a kernel function k().
Generalized Discriminant Analysis (GDA)
As such, Generalized Discriminant Analysis (GDA, also known as kernel LDA) [2] is a process to extract a nonlinear discriminant feature representation by performing a classic LDA in the high-dimensional feature space F. LetS b and S w be the between-and within-class scatter matrices in the feature space F respectively, and they have following expressions:
is the mean of class Z i . In the same way as LDA, GDA determines a set of optimal nonlinear discriminant basis vectors by maximizing the standard Fisher's criterion:
Similar to KPCA, the GDA-based feature representation of an input pattern z can be obtained by a linear projection in F, y m =ψ m · z. From the above presentation, it can be seen that KPCA and GDA are based on the exactly same optimization criteria to their linear counterparts, PCA and LDA. Especially, KPCA and GDA reduce to PCA and LDA, respectively, when φ(z) = z. As we know, LDA optimizes the low-dimensional representation of the objects with focus on the most discriminant feature extraction while PCA achieves simply object reconstruction in a least-square sense. The difference may lead to significantly different orientations of feature bases as shown in Fig.2 :Left, where it is not difficult to see that the representation obtained by PCA is entirely unsuitable for the task of separating the two classes. As a result, it is generally believed that when it comes to solving problems of pattern classification, the LDA-based feature representation is usually superior to the PCA-based one [3, 5, 34] . given a large size sample of two classes, LDA finds a much better feature basis than PCA for the classification task. Right: given a small size sample of two classes, LDA gets over-fitting, and is outperformed by PCA [15] .
Discriminant Learning in Small-Sample-Size Scenarios
For simplicity, we start the discussion with the linear case of discriminant learning, i.e. LDA, which optimizes the criterion of Eq.6 in the sample space R J . This is equivalent to setting φ(z) = z during the GDA process.
The Small-Sample-Size (SSS) problem
As mentioned in Section 1, the so-called Small-Sample-Size (SSS) problem is often introduced when LDA is carried out in some high-dimensional space.
Compared to the PCA solution, the LDA solution is much more susceptible to the SSS problem given the same training set, since the latter requires many more training samples than the former due to the increased number of parameters needed to be estimated [33] . Especially when the number of available training samples is less than the dimensionality of the space, the two scatter matrix estimates,S b andS w , are highly ill-posed and singular. As a result, the general belief that LDA is superior to PCA in the context of pattern classification may not be correct in the SSS scenarios [15] . The phenomenon of LDA over-fitting the training data in the SSS settings can be illustrated by a simple example shown in Fig.2 :Right, where PCA yields a superior feature basis for the purpose of pattern classification [15] .
Where are the optimal discriminant features?
WhenS w is non-singular, the basis vectorsΨ sought in Eq.6 correspond to the first M most significant eigenvectors of (S −1 wSb ), where the "significant" means that the eigenvalues corresponding to these eigenvectors are the first M largest ones. However, due to the SSS problem, often an extremely singular S w is generated when N J. Let us assume that A and B represent the null spaces ofS b andS w respectively, while A = R J − A and B = R J − B denote the orthogonal complements of A and B. Traditional approaches attempt to solve the problem by utilizing an intermediate PCA step to remove A and B. LDA is then performed in the lower dimensional PCA subspace, as it was done for example in [3, 29] . Nevertheless, it should be noted at this point that the maximum of the ratio in Eq.6 can be reached only when Ψ TS wΨ = 0 and Ψ TS bΨ = 0. This means that the discarded null space B may contain the most significant discriminatory information. On the other hand, there is no significant information, in terms of the maximization in Eq.6, to be lost if A is discarded. It is not difficult to see at this point that whenΨ ∈ A, the ratio |Ψ
TS bΨ | |Ψ
TS wΨ | drops to its minimum value, 0. Therefore, many researchers consider the intersection space (A ∩ B) to be spanned by the optimal discriminant feature bases [5, 10] . Based on the above ideas, Yu and Yang proposed the so-called direct LDA (YD-LDA) approach in order to prevent the removal of useful discriminant information contained in the null space B [34] . However, it has been recently found that the YD-LDA performance may deteriorate rapidly due to two problems that may be encountered when the SSS problem becomes severe [13] . One problem is that the zero eigenvalues of the within-class scatter matrix are used as possible divisors, so that the YD-LDA process can not be carried out. The other is that the worse of the SSS situations may significantly increase the variance in the estimation for the small eigenvalues of the within-class scatter matrix, while the importance of the eigenvectors corresponding to these small eigenvalues is dramatically exaggerated.
The discussions given in these two Sections are based on LDA carried out in the sample space R J . When LDA comes to the feature space F, it is not difficult to see that the SSS problem becomes worse essentially due to the much higher dimensionality. However, GDA, following traditional approach, attempts to solve the problem simply by removing the two null spaces, A and B. As a result, it can be known from the above analysis that some significant discriminant information may be lost inevitably due to such a process.
Regularized Kernel Discriminant Learning (R-KDA)
To address the problems with the GDA and YD-LDA methods in the SSS scenarios, a regularized kernel discriminant analysis method, named R-KDA, is developed here.
A regularized Fisher's criterion
To this end, we first introduce a regularized Fisher's criterion [14] . The criterion, which is utilized in this work instead of the conventional one (Eq.6), can be expressed as follows:
where 0 ≤ η ≤ 1 is a regularization parameter. Although Eq.7 looks different from Eq.6, it can be shown that the modified criterion is exactly equivalent to the conventional one by the following theorem.
Theorem 1. Let R
J denote the J-dimensional real space, and suppose that
It can be seen from Eq.8 that q 2 (ψ) increases if f q 1 (ψ) increases.
Combining the above three cases, the theorem is proven.
The regularized Fisher's criterion is a function of the parameter η, which controls the strength of regularization. Within the variation range of η, two extremes should be noted. In one extreme where η = 0, the modified Fisher's criterion is reduced to the conventional one with no regularization. In contrast with this, strong regularization is introduced in another extreme where η = 1.
In this case, Eq.7 becomesΨ = arg max
, which as a variant of the original Fisher's criterion has been also widely used for example in [5, [10] [11] [12] . Among these examples, the method of [12] is a D-LDA variant with η = 1 (hereafter JD-LDA). The advantages of introducing the regularization will be seen during the development of the R-KDA method proposed in the following sections.
Eigen-analysis ofS b in the Feature Space F
Following the D-LDA framework of [11, 12] , we start by solving the eigenvalue problem ofS b , which can be rewritten here as follows,
Since the dimensionality of the feature space F, denoted as J , could be arbitrarily large or possibly infinite, it is intractable to directly compute the eigenvectors of the (J × J ) matrixS b . Fortunately, the first m (≤ C − 1) most significant eigenvectors of S b , corresponding to non-zero eigenvalues, can be indirectly derived from the eigenvectors of the matrixΦ T bΦ b (with size C × C) [11] . To this end, we assume that there exists a kernel function k(
The matrix K allows us to expressΦ T bΦ b as follows [11] :
where 
Using the kernel matrix K, a closed form expression ofΦ T bS wΦb can be obtained as follows [11] ,
eigenvectors and their corresponding eigenvalues, respectively. Then, the sought solution can be derived throughΓ =ŨP M (ηI +Λ w ) −1/2 , which is a set of optimal nonlinear discriminant feature bases.
Dimensionality Reduction and Feature Extraction
For any input pattern z, its projection into the subspace spanned by the set of feature bases,Γ , derived in Section 4.3, can be computed by
whereΦ
which is obtained by dot products of φ(z) and each mapped training sample φ(z ij ) in F. Reformulating Eq.14 by using the kernel vector, we obtain
is an (M × N ) matrix that can be computed off-line. Thus, through Eq.16, a low-dimensional nonlinear representation (y) of z with enhanced discriminant power has been introduced. The detailed steps to implement the R-KDA method are summarized in Fig.3 . Step 1. Compute the kernel matrix K using Eq.10.
Step Step 4. Compute Θ using Eq.17.
Step 5. Compute the kernel vector of the input z, ν(φ(z)), using Eq.15.
Step 6. The optimal nonlinear discriminant feature representation of z can be obtained by y = Θ · ν(φ(z)).
Fig. 3. R-KDA pseudo-code implementation (Matlab code is available by contacting the authors).

Comments
In this section ,we discuss the main properties and advantages of the proposed R-KDA method. Firstly, R-KDA effectively deals with the SSS problem in the highdimensional feature space by employing the regularized Fisher's criterion and the D-LDA subspace technique. It can be seen that R-KDA reduces to kernel YD-LDA and kernel JD-LDA (also called KDDA [11] ) when η = 0 and η = 1, respectively. Varying the values of η within [0, 1] leads to a set of intermediate kernel D-LDA variants between kernel YD-LDA and KDDA. Since the subspace spanned byΨ may contain the intersection space (A ∩ B), it is possible that there exist zero or very small eigenvalues inΛ w , which have been shown to be high variance for estimation in the SSS environments [7] . As a result, any bias arising from the eigenvectors corresponding to these eigenvalues is dramatically exaggerated due to the normalization process (P MΛ
−1/2 w
). Against the effect, the introduction of the regularization helps to decrease the importance of these highly unstable eigenvectors, thereby reducing the overall variance. Also, there may exist the zero eigenvalues inΛ w , which are used as divisors in YD-LDA due to η = 0. However, it is not difficult to see that the problem can be avoided in the R-KDA solution,Ψ =ŨP M (ηI +Λ w ) −1/2 , simply by setting the parameter η > 0. In this way, R-KDA can exactly extract the optimal discriminant features from both inside and outside ofS w 's null space, while avoiding the risk of experiencing high variance in estimating the scatter matrices at the same time. This point makes R-KDA significantly different from existing nonlinear discriminant analysis methods such as GDA in the SSS situations.
In GDA, to remove the null space ofS w , it is required to compute the pseudo inverse of the kernel matrix K, which could be extremely illconditioned when certain kernels or kernel parameters are used. Pseudo inversion is based on inversion of the nonzero eigenvalues. Due to round-off errors, it is not easy to identify the true null eigenvalues. As a result, numerical stability problems often occur [22] . However, it can be seen from the derivation of R-KDA that such problems are avoided in R-KDA. The improvement can be observed also in experimental results reported in Figs.8-9 :Left.
In GDA, both the two eigen-decompositions ofS b andS w have to be implemented in the feature space F. In contrast with this, it can be seen from Section 4.3 that the eigen-decomposition ofS w is replaced by that of U TS wŨ , which is an (m × m) matrix with m ≤ C − 1. Also, it should be noted at this point that it generally requires much more computational costs to implement an eigen-decomposition forS w thanS b , due to C N in most cases. Therefore, based on the two factors, it is not difficult to see that the computational complexity of R-KDA is significantly reduced compared to GDA. This point is demonstrated by the face recognition experiment reported in Section 6.2, where R-KDA is approximately 20 times faster than GDA.
Experimental Results
Two sets of experiments are included here to illustrate the effectiveness of the R-KDA method in different learning scenarios. The first experiment is conducted on Fisher's iris data [6] to assess the performance of R-KDA in traditional large-sample-size situations. Then, R-KDA is applied to face recognition tasks in the second experiment, where various SSS settings are introduced. In addition to R-KDA, other two kernel-based feature extraction methods, KPCA and GDA, are implemented to provide a comparison of performance, in terms of classification error and computational cost.
Fisher's Iris Data
The iris flower data set originally comes from Fisher's work [6] . The set consists of N = 150 iris specimens of C = 3 species (classes). Each specimen is represented by a four-dimensional vector, describing four parameters, sepal length/width and petal length/width. Among the three classes, one is linearly separable from the other two, while the latter are not linearly separable from each other. Due to J(= 4) N , there is no SSS problem introduced in this case, and thus we set η = 0.001 for R-KDA.
Firstly, it is of interest to observe how R-KDA linearizes and simplifies the complicated data distribution as GDA did in [2] . To this end, four types of feature bases are generalized from the iris set by utilizing the LDA, KPCA, R-KDA and GDA algorithms, respectively. These feature bases form four subspaces, accordingly. Then, all the examples are projected to the four subspaces. For each example, its projections in the first two most significant feature bases of each subspace are visualized in Fig.4 . As analyzed in Section 2.3, the PCA-based features are optimized with focus on object reconstruction. Not surprisingly, it can be seen from Fig.4 that the subjects are not separable in the KPCA subspace, even with the introduction of nonlinear kernel. Unlike the PCA approaches, LDA optimizes the feature representation based on separability criteria. However, subject to the limitation of linearity, the two non-separable classes remain non-separable in the LDA subspace. In contrast to this, we can see the linearization property in the R-KDA and GDA subspaces, where all of classes are well linearly separable when a RBF kernel with appropriate parameters is used. Fig. 4 . Iris data are project to four feature spaces obtained by LDA, KPCA, R-KDA and GDA respectively. LDA is derived from R-KDA by using a polynomial kernel with degree one, while all other three kernel methods use a RBF kernel.
Also, we examine the classification error rate (CER) of the three kernel feature extraction algorithms compared here with the so-called "leave one out" test method. Following the recommendation in [2] , a RBF kernel with σ 2 = 0.7 is used for all these algorithms in this experiment. The CERs obtained by GDA and R-KDA are only 7.33% and 6% respectively, while the CER of KPCA with the same feature number (M = 2) to the formers goes up to 20%. The two experiments conducted on the iris data indicate that the performance of R-KDA is comparable to that of GDA in the large-sample-size learning scenarios, although the former is designed specifically to address the SSS problem.
Face Recognition Face Recognition Evaluation Design
Face recognition is one of current most challenging applications in the pattern recognition literature [4, 23, 30, 31, 35] . In this work, the algorithms are evaluated with two widely used face databases, UMIST [8] and FERET [19] . The UMIST repository is a multi-view database, consisting of 575 images of 20 people, each covering a wide range of poses from profile to frontal views [8] . The FERET database has been considered current most comprehensive and representative face database [19, 20] . For the convenience of preprocessing, we only choose a medium-size subset of the database. The subset consists of 1147 images of 120 people, each one having at least 6 samples so that we can generalize a set of SSS learning tasks. These images cover a wide range of variations in illumination and facial expression/details with pose angles less than 30 degrees. Figs.5-6 depict some examples from the two databases. For computational convenience, each image is represented as a column vector of length J = 10304 for UMIST and J = 17154 for FERET. The SSS problem is defined in terms of the number of available training samples per subject, L. Thus the value of L has a significant influence on the required strength of regularization. To study the sensitivity of the performance, in terms of correct recognition rate (CRR), to L, five tests were performed with various L values ranging from L = 2 to L = 6. For a particular L, any database evaluated here is randomly partitioned into two subsets: a training set and a test set. The training set is composed of (L × C) samples: L images per person were randomly chosen. The remaining (N − L × C) images were used to form the test set. There is no overlapping between the two subsets. To enhance the accuracy of the assessment, five runs of such a partition were executed, and all the results reported below have been averaged over the five runs.
CRRs with Varying Regularization Parameter
In this experiment, we examine the performance of R-KDA with varying regularization parameter values in different SSS scenarios, L = 2 ∼ 4. For simplicity, R-KDA is only tested with a linear polynomial kernel in the FERET subset. Fig.7 . However, it also can be seen that kernel YD-LDA performed poorly when L = 2, 3. This should be attributed to the high variance in the estimate ofS w due to insufficient training samples. In these cases, evenŨ singular or close to singular, and the resulting effect is to dramatically exaggerate the importance associated with the eigenvectors corresponding to the smallest eigenvalues. Against the effect, the introduction of regularization helps to decrease the larger eigenvalues and increase the smaller ones, thereby counteracting for some extent the bias. This is also why KDDA outperforms kernel YD-LDA when L is small.
Performance Comparison with KPCA and GDA
This experiment compares the performance of the R-KDA algorithms, in terms of the CRR and the computational cost, to the KPCA and GDA algorithms. For simplicity, only the RBF kernel is tested in this work, and the classification is performed with the nearest neighbor rule. Tables 2-3 depict a quantitative comparison of the best CRRs with corresponding parameter values (σ 2 * , M * ), found by the three methods in the UMIST and FERET databases, each one having introduced five SSS cases from L = 2 to L = 6. In addition to σ affected by the regularization parameter, η. Considering the high computational cost of searching the best η * , we simply set η = 1.0 for the L = 2 cases and η = 0.001 for other cases based on the observation and analysis of the results in Section 6.2. Also, the CRRs as a function of σ 2 and M respectively in several representative UMIST cases are shown in Figs.8-9 . From these results, it can be seen that R-KDA is the top performer in all the experimental cases. On average, R-KDA leads KPCA and GDA up to 9.4% and 3.8% in the UMIST database, and 15.8% and 3.3% in the FERET database. It should be also noted that Figs.8-9:Left reveal the numerical stability problems existing in practical implementations of GDA. Comparing GDA to R-KDA, we can see that the later is more stable and predictable, resulting in a cost-effective determination of parameter values during the training phase.
In addition to the CRR, it is of interest to compare the performance with respect to the computational complexity. For each of the methods evaluated here, the simulation process consists of 1) a training stage that includes all operations performed in the training set; 2) a test stage for the CRR determination. The computational times consumed by these methods with the parameter configuration depicted in Tables 2-3 are reported in Table 4 . T trn and T tst are the amounts of time spent on training and testing respectively. The simulation studies reported in this work were implemented on a personal computer system equipped with a 2.0GHz Intel Pentium 4 processor and 1.0 GB RAM. All programs are written in Matlab v6.5 and executed in MS Windows 2000. For the convenience of comparison, we introduce a quantitative statistic in Table 5 regarding the computational time of KPCA or GDA over that of R-KDA, ξ trn (·) = T trn (·)/T trn (R-KDA) and ξ tst (·) = T tst (·)/T tst (R-KDA). As analyzed in Section 5, the computational cost of R-KDA should be less than that of GDA. It can be observed clearly at this point from Table 5 that R-KDA is approximately 20 times faster than GDA in both the training and test phases. Moreover, R-KDA is more than 3 times in training and 4 times in testing faster than KPCA. The higher computational complexity of KPCA is due to the significantly larger feature number used, M * as shown in Tables 2-3 . The advantage of R-KDA in computation is particularly important for the practical face recognition tasks, where algorithms are often required to deal with huge scale databases. 
Conclusion
Due to the extremely high dimensionality of the kernel feature spaces, the SSS problem is often encountered when traditional kernel discriminant anal- ysis methods are applied to many practical tasks such as face recognition. To address the problem, a regularized kernel discriminant analysis method is introduced in this chapter. The proposed method is based a novel regularized Fisher's discriminant criterion, which is particularly robust against the SSS problem compared to the original one used in traditional linear/kernel discriminant analysis methods. It has been also shown that a series of traditional LDA variants and their kernel versions including the recently introduced YD-LDA, JD-LDA and KDDA can be derived from the proposed framework by adjusting the regularization and kernel parameters. Experimental results obtained in the face recognition tasks indicate that the CRR performance of the proposed R-KDA algorithm is overall superior to those obtained by the KPCA or GDA approaches in various SSS situations. Also, the R-KDA method has significantly less computational complexity than the GDA method. This point has been demonstrated in the face recognition experiments, where R-KDA is approximately 20 times faster than GDA in both the training and test phases.
In conclusion, the R-KDA algorithm provides a general pattern recognition framework for nonlinear feature extraction from high-dimensional input patterns in the SSS situations. We expect that in addition to face recognition, R-KDA will provide excellent performance in applications where classification tasks are routinely performed, such as content-based image indexing and retrieval, video and audio classification.
