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Asynchronous Gossip for Averaging and Spectral
Ranking
Vivek S. Borkar, Rahul Makhijani and Rajesh Sundaresan
Abstract—We consider two variants of the classical gossip al-
gorithm. The first variant is a version of asynchronous stochastic
approximation. We highlight a fundamental difficulty associated
with the classical asynchronous gossip scheme, viz., that it may
not converge to a desired average, and suggest an alternative
scheme based on reinforcement learning that has guaranteed
convergence to the desired average. We then discuss a potential
application to a wireless network setting with simultaneous link
activation constraints. The second variant is a gossip algorithm
for distributed computation of the Perron-Frobenius eigenvector
of a nonnegative matrix. While the first variant draws upon a
reinforcement learning algorithm for an average cost controlled
Markov decision problem, the second variant draws upon a
reinforcement learning algorithm for risk-sensitive control. We
then discuss potential applications of the second variant to
ranking schemes, reputation networks, and principal component
analysis.
Index Terms—gossip algorithm; asynchronous stochastic ap-
proximation; Poisson equation; learning; Perron-Frobenius
eigenvector; ranking
I. INTRODUCTION
The so called ‘gossip algorithm’ has been a popular frame-
work for formulation of distributed schemes for in-network
computation. Some of the problems that have been addressed
in this framework are consensus or averaging, finding the
maximum or minimum, computation of separable functions,
etc., an excellent survey of which can be found in [46]. A
more recent application is a scheme for clock synchronization
[45]. In this article, we address two distinct albeit related issues
regarding gossip schemes. In the first, we consider the plain
vanilla gossip for computing a desired weighted average of the
initial values and observe that a natural asynchronous sampling
based version may not exhibit the desired asymptotic behavior.
Having analyzed this situation, we propose an alternative
scheme based on analogous constructs from reinforcement
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learning for approximate dynamic programming. At the ex-
pense of some added complexity, this scheme has guaranteed
convergence to the desired value. Our second aim here is to
broach yet another class of problems that seems amenable
to gossip based computation, viz., computing the Perron-
Frobenius eigenvector, i.e., the positive eigenvector of an
irreducible nonnegative matrix. This has been a popular means
of ranking and related evaluative exercises, particularly with
the success of PageRank [33]. The scheme proposed here is
simpler and more amenable to distributed implementation than
the more general schemes for principal component analysis
analyzed in [18], [32].
The connecting thread between the two problems, asyn-
chronous gossip for averaging and spectral ranking via com-
putation of the Perron-Frobenius eigenvector, is that both draw
upon reinforcement learning algorithms for controlled Markov
chains. The former draws upon an algorithm for the average
cost problem while the latter draws upon an algorithm for
risk-sensitive control. The dynamic programming equation and
learning algorithm for the latter can be viewed as multiplica-
tive counterparts of the additive structure in the former.
Section II describes the basic gossip scheme for averaging
and its stochastic approximation variant for distributed in-
network computation, and points out the pitfalls thereof.
Section III motivates and analyzes the reinforcement learning
algorithm which works around the pitfalls to guarantee de-
sired convergence properties. Section IV considers a naturally
asynchronous situation arising in a wireless setting and uses
a protocol of Jiang and Walrand [29], [30] for distributed
routing. Section V-A describes an important variant, viz., a
multihop version. Section V-B sketches a plausible conditional
importance sampling scheme for accelerating convergence.
With section VI, we analyze the second problem described
above – that of computing the Perron-Frobenius eigenvector
of an irreducible nonnegative matrix in a distributed fashion.
Section VII describes specific applications to ranking schemes,
reputation networks, and principal component analysis.
II. PLAIN VANILLA GOSSIP
Suppose that there are d agents in a network. Agent i,
1 ≤ i ≤ d, is endowed with an initial value xi(0) ∈ R. Write
x(0) = (x1(0), x2(0), . . . , xd(0))
T
. The agents successively
exchange information and compute to arrive at a desired
consensus value, which is taken to be a certain convex com-
bination of the initial values held by the agents. Specifically,
we take P = [[p(i, j)]] ∈ Rd×d to be a given irreducible and
aperiodic stochastic matrix with η = [η1, . . . , ηd]T its unique
2stationary distribution. The desired consensus value is then
ηTx(0) =
∑d
i=1 ηixi(0). Each agent’s goal is to settle at this
consensus value. The stochastic matrix P typically arises from
some local neighborhood structure and ηi denotes the desired
weight attached to the value of agent i.
The basic gossip algorithm [23], when agents have access to
their neighbors’ latest values, is a successive averaging scheme
of the form
x(n+ 1) = Px(n), n ≥ 0, (1)
which computes successive averages x(n + 1) ∈ Rd of the
previous iterate x(n) ∈ Rd with respect to the stochastic
matrix P , beginning with the initial data vector x(0). As P
is irreducible and aperiodic, this leads to the convergence [35,
Th. 4.9]
x(n)→ (ηTx(0)) 1, as n→∞
where η is the unique stationary distribution for P and 1 :=
[1, 1, . . . , 1]T is the vector of d ones. Convergence is to the
desired consensus value. An ‘incremental’ version is
x(n+ 1) = (1− a)x(n) + aPx(n), n ≥ 0,
where a ∈ (0, 1] is a parameter that modulates the emphasis
put on others’ opinions as opposed to one’s own evaluation.
In network applications, one often needs to consider a
stochastic approximation [14] version of the above wherein
at each time n, the agent i polls a neighbor j according
to probability p(i, j) and ‘pulls’ the latter’s data xj(n) for
averaging. The new recursion is
xi(n+1) = (1− a)xi(n)+ axξi(n+1)(n), 1 ≤ i ≤ d, n ≥ 0,
(2)
where ξi(n+ 1) is generated with probability p(i, ·) indepen-
dently of all other random variables realized till time n. By
adding and subtracting the one step conditional expectation of
the last term, (2) can be written as
x(n+ 1) = (1− a)x(n) + a
(
Px(n) +M(n+ 1)
)
, n ≥ 0,
where
M(n+ 1) = [M1(n+ 1), . . . ,Md(n+ 1)]
T (3)
is defined by
Mi(n+ 1) := xξi(n+1)(n)−
∑
j
p(i, j)xj(n).
The sequence {M(n)}n≥1 is a martingale difference sequence
with respect to the family of σ-fields
Fn := σ(ξi(m), x(m),m ≤ n, 1 ≤ i ≤ d), n ≥ 0.
The recursion (2) then becomes an instance of the ‘constant
stepsize’ version of the classical Robbins-Monro scheme for
stochastic approximation:
x(n+ 1) = x(n) + a
(
h(x(n)) +M(n+ 1)
)
, n ≥ 0, (4)
for a Lipschitz h : Rd 7→ Rd. Under reasonable conditions
(see [14, Ch. 9]), the iterate in (4) tracks the asymptotic
behavior of its limiting ordinary differential equation (in a
sense that is made precise in [14, Ch. 9], see this paper’s
Appendix)
x˙(t) = h(x(t)), t ≥ 0, (5)
which for us is the linear system
x˙(t) = (P − I)x(t), t ≥ 0. (6)
Here I ∈ Rd×d is the identity matrix. Since P is stochastic,
1 = [1, 1, . . . , 1]T is the right Perron-Frobenius eigenvector of
P . It is easy to see that x(t), the solution to (6), converges to
(ηTx(0))1, which depends on the initial condition x(0) [35,
Th. 20.1]. The convergence rate of this (hence of (4)) as well
as the convergence rate of the original discrete scheme (1)
are dictated by the eigenvalue of P with the second highest
absolute value. We shall refer to this as the ‘second eigenvalue’
henceforth. This has prompted a lot of analysis and algorithms
for minimizing the second eigenvalue, ipso facto maximizing
the rate of convergence [20], [46].
The stochastic approximation version already introduces
‘noise’, as we are replacing an averaging operation by a
sample picked according to the averaging probability weights.
An additional complication arises when the implementation is
asynchronous wherein,
• not all components of x(n) are updated concurrently,
• the agents may update at differing frequencies.
This is often the case in wireless systems where link activation
constraints disallow simultaneous transmission of certain links.
This leads to several nontrivial complications not present in
the deterministic versions (1) or (6). Even though (1) and
(6) converge to the unique (desired) limit (ηTx(0))1 for
any initial condition x(0), the same may not be true of the
stochastic case (4). We do, however, have the following. Let
Yn(i) := I{ith component is updated at time n} where I{A}
is the indicator of an event A. The asynchronous updates are
given by the following modification of (2):
xi(n+ 1) = (1− (aYn(i))) xi(n) + (aYn(i))xξi(n+1)(n),
for 1 ≤ i ≤ d and n ≥ 0. (7)
Theorem 1: Consider the iterates in (7). Suppose that for
each i, lim infn→∞ n−1
∑n−1
k=0 Yn(i) > 0 almost surely. Then
x(n) converges almost surely to a constant multiple of 1.
Proof: Since each component of every iterate is a convex
combination of components of the previous iterate, bounded-
ness of the iterates is obvious. We next argue that the iterates
converge almost surely (a.s.) to the set A := {c1 : c ∈ R}.
Let x∗ := c∗1 for some c∗ ∈ R. Then
xi(n+ 1)− x∗i = (1− (aYn(i))) (xi(n)− x∗i )
+ (aYn(i))
(
xξi(n+1)(n)− x∗ξi(n+1)
)
.
Defining the ‘span seminorm’ ‖x‖sp := maxi xi − mini xi,
we observe that
‖x(n+ 1)− x∗‖sp ≤ ‖x(n)− x∗‖sp.
Thus ‖x(n)− x∗‖sp converges.
Suppose it converges to a strictly positive number. For any
i, the event {Yn(i) = 1 infinitely often (i.o.)} occurs a.s. For
any i, j such that p(i, j) > 0, {ξi(n) = j} i.o. a.s. on the
3set {Yn(i) = 1 i.o.}, by the conditional Borel-Cantelli lemma
[22, p. 96, Cor. 5.29]. Since the latter has probability 1 for all
i, it follows that both
∪i {Yn(i)=1, i∈argmin
k
xk(n), ξi(n+ 1) /∈argmin
k
xk(n)}
∪i {Yn(i)=1, i∈argmax
k
xk(n), ξi(n+ 1) /∈argmax
k
xk(n)}
occur i.o., a.s., on the set {limn↑∞ ‖x(n)−x∗‖sp > 0}, and it
further follows that ‖x(n)− x∗‖sp must strictly decrease i.o.
as long as it is nonzero. Now note that the laws of
[(x(N +m), YN+m, ξ(N +m+ 1)),m ≥ 0], N ≥ 0,
are tight as probability measures on (Rd × {0, 1}d × Vd)∞,
where V = {1, . . . , d} is the set of agents. Let (xˇ(n), Yˇn, ξˇ(n+
1)), n ≥ 0, denote a limit in law thereof as N ↑ ∞. By
the foregoing, ‖xˇ(n) − x∗‖sp must equal a possibly random
constant C ≥ 0 independent of n. We now make the crucial
observation that {xˇ(n)} satisfies the same stochastic dynam-
ics as {x(n)}. This is because lim infn→∞ n−1
∑n−1
k=0 Yˇk(i)
continues to be strictly positive for each i, and the samplings
ξˇi(n+ 1) continue to be distributed according to p(i, ·) inde-
pendent of other samplings. By the foregoing, ‖xˇ(n)− x∗‖sp
must decrease i.o. on {C > 0}, a contradiction unless C = 0.
Hence ‖x(n)−x∗‖sp must converge to zero a.s. This ensures
a.s. convergence to A.
We also have ‖x(n + 1) − x∗‖∞ ≤ ‖x(n) − x∗‖∞,
i.e., the max-norm distance of x(n) from each x∗ ∈ A is
monotone. This ensures that the convergence is to a single,
possibly random, point in A; otherwise ‖x(n)−x∗‖∞ cannot
simultaneously decrease for two distinct choices of x∗ ∈ A.
Remark 2: If we consider a decreasing stepsize schedule
{a(n)} with ∑n a(n) = ∞,∑n a(n)2 < ∞, then the proof
is in fact simpler, because the iterates have the same a.s.
asymptotic limit set as the o.d.e., viz., A (see Appendix). The
final argument in the last paragraph of the above proof then
ensures convergence to a constant multiple of 1. A similar
result is established in [24].
Constant stepsize schemes have higher fluctuations in gen-
eral; so we introduce a parallel averaging scheme at each node
as follows, in order to reduce variance:
z(n+ 1) = z(n) +
1
n+ 1
(x(n+ 1)− z(n)) , n ≥ 0. (8)
This leads to a more graceful convergence.
Pleasing as the result of Theorem 1 may be, it falls short
of our target. It does ensure consensus, i.e., convergence
to a common value, but not to the desired common value
ηTx(0) which is the stationary average. We also consider the
case of ‘noisy measurements’ wherein xξi(n+1)(n) above gets
replaced by xξi(n+1)(n) +Wi(n+1) for any i.i.d. zero mean
noise {Wi(n)} with finite and positive variance. In this case,
the constant stepsize scheme does not even converge. These
behaviors can be seen in Figure 1.
Simulation – Description and discussion: Convergence to a
wrong consensus value can be seen even on the simplest of
networks with just two nodes, but node 2 updates twice as
fast as node 1. This could represent the case when node 2
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Fig. 1. Plain vanilla gossip reaches wrong consensus value.
receiver sees more ambient interference than node 1 receiver.
The stochastic matrix is such that node 1 samples node 2 with
probability 0.3 and node 2 samples node 1 with probability
0.5. The initial value x(0) is [0 1]T . The smooth curve in
Figure 1 represents plain vanilla gossip. The plotted errors are
the supremum norms of errors x(n)− (ηTx(0))1. Consensus
is reached (not shown in figure) at 0.2306, which is a value
different from the target stationary average ηTx(0) = 0.3750.
The dotted line hugging the smooth curve is for plain vanilla
gossip when the data is corrupted by additive white Gaussian
noise of variance 0.25. This curve hovers around the reached
(but incorrect) consensus, but does not converge. The two
curves at the bottom are the subject of the next section.
III. A REINFORCEMENT LEARNING TWIST
The foregoing discussion prompts us to consider a differ-
ent scheme to ensure convergence to the desired stationary
average. The scheme is motivated by reinforcement learning
algorithms for an average cost Markov decision problem [1].
This is based on the discrete Poisson equation
V = PV + x(0)− β1, (9)
which is to be solved for the pair V (·) ∈ Rd, β ∈ R. Under an
irreducibility hypothesis on P , (9) has a solution (V ∗(·), β∗).
Moreover, V ∗ is specified uniquely modulo an additive scalar
constant, whereas β∗ is characterized uniquely as the optimal
cost: β∗ = ηTx(0), where once again η is the stationary
distribution for P . The quantities V ∗ and β∗ can be computed
by the relative value iteration scheme, given by
V (n+ 1) = PV (n) + x(0)− Vi0(n)1, n ≥ 0,
where i0 is a fixed state. It can be shown that V (n) → V ∗
and Vi0 (n) → β∗, where V ∗ is the unique solution of (9)
satisfying V ∗i0 = β
∗
. See [44] for these and related facts for
relative value iteration on the more general controlled Markov
4chain, i.e.,
Vi(n+ 1) = min
u

∑
j
P (j|i, u)Vj(n) + c(i, u)− Vi0(n)

 ,
where u is a control parameter, P (j|i, u) is the transition
probability matrix for the controlled Markov chain, and c(i, u)
is the more general cost function. This more general case
simplifies to our special case when the control parameter is
degenerate and c(i, u) ≡ x(0).
A stochastic approximation version of our special case
of relative value iteration can be given along the lines of
Abounadi et al. [1] as
yi(n+1) = (1−a)yi(n)+a
(
yξi(n+1)(n) + xi(0)− yi0(n)
)
.
(10)
It is proved in [1, Th. 3.5] that y(n)→ V ∗, yi0(n)→ β∗, a.s.
when the stepsize schedule satisfies the conditions of Remark
2. For sake of completeness, we provide a short proof here
for the case of constant stepsize. (See also Theorem 5 later in
this section).
Theorem 3: The iterates (10) satisfy
lim sup
n↑∞
E[‖y(n)− V ∗‖2] = O(a)
lim sup
n↑∞
E[‖yi0(n)− β∗‖2] = O(a).
Proof: The limiting o.d.e. is a linear system of the form
x˙(t) = Ax(t) + b, where A = P − I − 1eTi0 , ei being the unit
vector in ith coordinate direction, and b = x(0). By a result of
Brauer [21, Th. 2.8], it follows that the eigenvalues of A are
precisely −1 and λ − 1 where λ ranges over the eigenvalues
of P other than 1. Since the latter are strictly less than 1
in absolute value, this is a stable linear system. The rest is
routine from the ‘o.d.e.’ analysis of stochastic approximation
summarized in the Appendix’s Theorems 12 and 13.
Remark 4: Note that the second claim shows that the aim
of computing β∗ = ηTx(0) (if approximately) is achieved.
See Remark 6 and the subsequent discussion.
Further discussion of simulation results: Our numerical
experiments showed significant reduction in error when (10)
was used in place of (2). The additional measurement noise
{W (n)} introduced above does not affect the conclusions. The
two curves at the bottom in Figure 1 depict the error in iterates
(10) with and without noise. The setting is the same as the
setting for the top two curves of Figure 1 and was described
in the previous section.
One can go a step further than in Theorem 3 and do finite
time analysis.
Theorem 5: Let e(n) := y(n)− V ∗ denote the error in the
iterates in (10) with 0 < a < 1, where V ∗ solves (9) with
V ∗i0 = β
∗
. Let A = P − I − 1eTi0 . Then the following hold.
(i) The spectral radius ρ(I + aA) < 1.
(ii) E[e(n)] = (I + aA)ne(0), and this expected error
converges to zero exponentially fast.
(iii) With ||I+aA|| denoting the operator norm of the matrix
I + aA, the sum
∞∑
k=0
||(I + aA)k|| =: C <∞.
(iv) The error concentrates in the following sense. For all
K > 0 and all n ≥ 1, we have
Pr {||e(n)− E[e(n)]|| ≥ Ka} ≤ 2d · e−K2/(4Cd2||x(0)||∞).
Proof: (i) The eigenvalues of A = P − I − 1eTi0 are −1
and λ−1 where λ ranges over the eigenvalues of P other than
1; see justification in the proof of Theorem 3. The eigenvalues
of I+aA are therefore 1−a and 1−a(1−λ) where λ ranges
over the eigenvalues of P other than 1. Since 0 < a < 1, we
have |1− a| < 1. Furthermore, using |λ| < 1, we have
|1− a(1− λ)|2 ≤ (1− a)2 + a2|λ|2 + 2a(1− a)|λ|
< (1− a)2 + a2 + 2a(1− a) = 1.
Thus the spectral radius ρ(I + aA) < 1.
(ii) Observe that for n ≥ 0, we have
y(n+ 1) = (I + aA)y(n) + ax(0) + aM(n+ 1),
where M(n+1), defined in (3), is a bounded martingale dif-
ference sequence. (We can take the bound on each component
to be 2||x(0)||∞). Since V ∗ satisfies (9), we also have
V ∗ = (I + aA)V ∗ + ax(0).
From these two equations, we get
e(n+ 1) = y(n+ 1)− V ∗ = (I + aA)e(n) + aM(n+ 1).
Iterating this, for all n ≥ 0, we have
e(n) = (I + aA)ne(0) + a
n∑
k=1
(I + aA)n−kM(k). (11)
The martingale-difference term disappears when an expecta-
tion is taken. Since ρ(I + aA) < 1, the second statement
follows .
(iii) This statement easily follows from Gelfand’s formula
ρ(I + aA) = limk→∞ ||(I + aA)k||1/k and ρ(I + aA) < 1.
(iv) From (11), the event ||e(n) − E[e(n)]|| ≥ Ka is the
same as ||∑nk=1(I+aA)n−kM(k)|| ≥ K . We now bound the
probability of this event. For 1 ≤ k ≤ n, we have
||(I + aA)n−kM(k)|| ≤ ||(I + aA)n−k|| · ||M(k)||
≤ ||(I + aA)n−k|| · (2d||x(0)||∞) .
It follows that for any i, the ith component martingale differ-
ence sequence is bounded by
|((I + aA)n−kM(k))i| ≤ ||(I + aA)n−k|| · (2d||x(0)||∞) .
Apply McDiarmid’s inequality [38, Lem. 4.1] to get
Pr
{∣∣∣∣∣
n∑
k=1
(
(I + aA)n−1M(k)
)
i
∣∣∣∣∣ ≥ K√d
}
≤ 2e−(K/
√
d)2/(4d||x(0)||∞
∑
n
k=1 ||(I+aA)n−k||)
≤ 2e−K2/(4d2||x(0)||∞
∑∞
k=0 ||(I+aA)k||)
= 2e−K
2/(4Cd2||x(0)||∞).
Finally, ||∑nk=1(I + aA)n−kM(k)|| ≥ K implies that there
is a component i such that
∣∣∑n
k=1
(
(I + aA)n−kM(k)
)
i
∣∣ ≥
K/
√
d. The result now follows from the union bound.
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Fig. 2. Relative value iteration on an Erdo¨s-Re´nyi graph with 100 nodes.
Remark 6: As pointed out in [1], we can replace yi0(n)
above by f(y(n)) for any f : R 7→ R satisfying f(1) = 1
and f(x + c1) = f(x) + c for c ∈ R.
One important issue with (10) is that the i0th component of
the iteration has to be broadcast to all nodes. This can be done
by another gossip algorithm as in [46, Ch. 3] on a faster time
scale. Alternatively, we can replace it by a suitable weighted
average of the xi(n)’s that is computed in a distributed manner,
again by a gossip algorithm akin to the one above, on a
faster time scale as follows: Let R = [[r(i, j)]]i,j∈V be an
irreducible stochastic matrix compatible with the graph G
(whose nodes are {1, . . . , d} and whose edges are all pairs
for which p(i, j) > 0), with κ := [κ1, . . . , κd]T as its unique
invariant probability vector. Then f(y(n)) := κT y(n) is a
possible replacement for yi0(n) in view of Remark 6 above.
Compute iteratively
xi(n+ 1) = xi(n) + b
(
yζi(n+1)(n)− xi(n)
)
, (12)
where ζi(n+1) are chosen from the neighbors N (i) of i in G,
with probability r(i, j) independently of all else, and b ≫ a.
Then by the ‘two time scale’ analysis of [14, Sec. 9.3, pp. 112-
113], x(n) ≈ κT y(n) with high probability for large n, and
we may use x(n) as a surrogate for yi0(n) in (10) with an
asymptotically negligible error. We skip the details.
Our algorithm is scalable. To demonstrate scalability, a
simulation was done on a randomly generated Erdo¨s-Re´nyi
graph of 100 nodes. The probability of an edge between a
pair of nodes was 0.2. A symmetric matrix was then generated
with each entry in the upper triangle having independent and
uniform distribution over [0, 1] whenever a link exists between
the corresponding nodes. Each row of this matrix was then
normalized to sum to 1, and the resulting stochastic matrix
was taken as P . The nodes were initialized with x(0) gen-
erated with independent and uniform distribution over [0, 1].
The plotted errors in Figure 2 are the supremum norms of
errors x(n)− (ηTx(0))1 and the subsequently time-averaged
z(n)− (ηTx(0))1. Data is noisy with AWGN variance 0.25.
The updates were asynchronous, and the update rates differed
across nodes. (Average inter-update time for node j was 10+j
time steps.) This difference was introduced in order to simulate
the effect of activation set transmission constraints causing
updates to occur at differing frequencies. This is a topic to
which we now turn our attention.
IV. GOSSIP WITH CSMA
Often in wireless systems not all links can be activated
simultaneously. Asynchronous updates are therefore necessary.
Let S denote the collection of subsets of links E that can
be concurrently active. The idea is to sample at each instant
a subset s from the permitted set S according to some
probability distribution ϕ on S, and then activate all links in
s. The probability distribution ϕ should satisfy the constraints∑
s∈S
ϕ(s)I{(i, j) ∈ s}
=
(∑
k
∑
s∈S
ϕ(s)I{(i, k) ∈ s}
)
p(i, j) ∀ (i, j) ∈ E , (13)
∑
s∈S
ϕ(s) = 1, and ϕ(s) ≥ 0 ∀s ∈ S. (14)
The first constraint above ensures that link (i, j) is activated
with frequency p(i, j). The next two constraints ensure that ϕ
is a probability distribution over S.
Any ϕ that meets the constraints is a good candidate. But
we shall choose the ϕ that minimizes negative entropy
Minimize −H(ϕ) =
∑
s∈S
ϕ(s) lnϕ(s) (15)
subject to (13) and (14).
This choice of ϕ leads to decentralization, yet respects the
constraints imposed by the activation set S, via use of a natural
CSMA/CA strategy [29], [30]. We now describe the solution
and its implementation.
The Lagrangian for problem (15), with Lagrange multipliers
ζ = (ζi,j ≥ 0, (i, j) ∈ E) that relax (13), is
L(ϕ, ζ) = − H(ϕ)
+
∑
i,j:i6=j
ζi,j
(
p(i, j)
∑
k
∑
s∈S
ϕ(s)I{(i, k) ∈ s}
−
∑
s∈S
ϕ(s)I{(i, j) ∈ s}
)
.
We now make the following remarks that naturally lead to the
decentralized algorithm. Write Ni(s) :=
∑
k 6=i I{(i, k) ∈ s}.
The minimum of L(ϕ, ζ) over ϕ, subject to (14), is easily
seen to be
ϕ(s) = Z−1 exp


∑
(i,j)∈s
ζi,j −
∑
i
Ni(s)
∑
k 6=i
p(i, k)ζi,k


(16)
where Z is the normalization that makes ϕ a probability
distribution on S. If ζ is constant, the following CSMA/CA
strategy will realize (16) as the stationary distribution of a
continuous-time Markov chain. The CSMA/CA strategy (and
the description of the Markov process) is the following:
6(a) Let s ∈ S be the currently active set of links. For each
inactive (i, j) ∈ E , i.e., (i, j) ∈ E \ s, if s∪ {(i, j)} ∈ S,
then link (i, j) changes state from inactive to active at
rate Ri,j = exp{ζi,j −
∑
k 6=i p(i, k)ζi,k}.
(b) Each active link v ∈ s changes from active to inactive at
rate 1.
Note that these state changes can be done in a decentralized
fashion. Let the inactive link be u = (i, j). Node i maintains
Poisson clocks of rates Ri,j for link (i, j) ∈ E . When the
earliest clock rings, say the clock for (i, j) rings, node i
queries node j if it can exchange packets, provided node i sees
no conflict. Node j responds positively (acknowledgement
or ACK) if there is no conflict, provides its information to
node i, and node i updates. If there is a conflict, node i
somehow gets to know this (e.g., no response from node
j or a negative acknowledgement (NACK)). If (i, j) can
become active, it does. Node i then restarts all its clocks at
appropriate rates Ri,k (with Ri,j = 1 if (i, j) is activated, and
Ri,j = exp{ζi,j −
∑
k 6=i p(i, k)ζi,k} otherwise). We assume
these exchanges are instantaneous. Carrier sensing is on all
the time to check for conflicts.
The correct choice of Lagrange multipliers ζ that will solve
the primal problem (15) is the maximizer of the Lagrangian
with ϕ taken to be (16). To reach this maximizer, we shall
locally update the Lagrange multipliers ζ(t) as a function of
time t at a slow time scale using stochastic gradient ascent on
L(ϕ, ζ), where ϕ is the current value. Observe that
∂L
∂ζi,j
= p(i, j)
∑
s∈S
ϕ(s)Ni(s)−
∑
s∈S
ϕ(s)I{(i, j) ∈ s}.
This naturally suggests the following update equation for ζ(t).
Let Tk = k and let {α(k)} be decreasing positive weights that
satisfy the conditions of Remark 2. For
∑l
k=2 Tk = θl ≤ t <
θl+1 =
∑l+1
k=2 Tk, set
ζi,j(t) = ζi,j(θl−1)
+ α(l)
(
p(i, j)(θl−1)#i(l − 1)−#(i,j)(l − 1)
)
.
Here, #(i,j)(l−1) is the number of times link (i, j) was active
in the time period [θl−1, θl) and #i(l − 1) is the number of
times some link (i, ·) was active in the same time period. We
have replaced the gradient component
p(i, j)
∑
s∈S
ϕ(s)Ni(s)−
∑
s∈S
ϕ(s)I{(i, j) ∈ s}
with its stochastic variant
p(i, j)(θl−1)#i(l − 1)−#(i,j)(l − 1),
with averaging done over increasing durations. The quantity ζ
is ascending along the direction of steepest ascent, and α(l)
is a decreasing stepsize.
There are two technical issues vis-a-vis this iteration, which
fortunately can be resolved in our favor. The first is that it
is intended as a gradient ascent in the Lagrange multipliers
to maximize the Lagrangian function. This it indeed is by
the ‘envelope theorem’ (see [37, pp. 964-966] or [6, pp. 42-
44] for a more general version). The other issue is that this
is an asynchronous stochastic approximation. Nevertheless,
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Fig. 3. Relative value iteration with CSMA/CA on an Erdo¨s-Re´nyi graph
with 100 nodes.
the asymptotic behavior is still as desired as long as all
components are updated ‘comparably often’, a situation that
holds true in our case, see, e.g., [14, Ch. 7].
We illustrate the behavior of our relative value iteration
scheme with CSMA/CA in Figure 3 for a graph with 100
nodes. The set up is the same as in Figure 2, except that the
update rates are now governed by the CSMA/CA algorithm.
The abscissa label is changed to ‘number of times links were
activated’, which is roughly two orders of magnitude smaller
than ‘iteration number’ for the parameters chosen. Naturally,
comparing Figure 3 with Figure 2, we find that convergence is
slow. This is the anticipated price paid for decentralization and
learning of the Lagrange multipliers. An additional observation
is that the maximum error can remain flat for long durations
because of the slower time scale.
V. GOSSIP MISCELLANY
A. Better connectivity via multihop
A further possibility to modulate the above scheme would be
to use multihop. Consider, for example, the possibility of two
hops. Let j ∈ V be a neighbor of i ∈ V and k1, k2, . . . , km ∈
V be neighbors of j that are not neighbors of i. Then each time
i polls j, i may either pull the current value at j or pull the
value at some kℓ that has been already pulled and stored by j.
Suppose the former is done with probability p0(i, j) and the
latter with probability pℓ(i, j). This is tantamount to replacing
the original P by a modified Q with additional edges from i to
the kℓ’s with weights pℓ(i, j) resp., and replacing the weight
p(i, j) of edge (i, j) by p0(i, j). There are, however, tradeoffs
involved. For one, i is actually sampling j’s value at a lower
rate, thereby increasing the associated mean delay. Note also
that the delay associated with i’s ‘virtual’ sampling of kl will
be a combination of delays due to its sampling of j and j’s
sampling of kl. The benefit however is that the network is
better connected.
We also need to choose the new sampling probabilities
so as to retain the stationary distribution η, since our focus
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Fig. 4. Single-hop versus two-hop on an Erdo¨s-Re´nyi graph of 100 nodes.
In the top subplot, the curve that descends quickly and then fluctuates more
is for two hops. In the bottom subplot, the bottom curve is for two hops.
is on averaging with respect to η, not merely on obtaining
a consensus. Some constraints suggest themselves, e.g., if
p(i, j, k) is the fraction of times i polls j in order to pull j’s
stored value from k, then
∑m′
ℓ′=0 p
ℓ′(j, k) ≥ p(i, j, k), where
ℓ′ runs over the indices in {kℓ′} of neighbors of k, so as to
avoid pulling the same value often. The tradeoffs and optimal
choice of the parameters pℓ(i, j) are items for further study.
There is one simple, perhaps suboptimal, method that pre-
serves the stationary distribution. Let P be the given stochastic
matrix. Node i polls neighbor j with probability p(i, j). Once
polled, node i pulls node j’s value with probability α, or pulls
node k’s value from node j with probability (1 − α)p(j, k),
where k is a neighbor of j. The resulting stochastic matrix is
αP + (1− α)P 2, instead of P , and its stationary distribution
continues to be η.
See Figure 4 for a comparison of single-hop with multihop.
The setting is the same as in Figure 2, but data is received
without noise. The multihop curve used α = 0.8. Note that
in the simulation, stored data from a neighbor k of j who
is also a neighbor of i is occasionally pulled. With spec(P )
denoting the eigenvalues of P , the magnitude of the ‘second
eigenvalue’ of αP + (1− α)P 2 satisfies
max
λ∈spec(P ),λ6=1
|αλ+ (1− α)λ2| < max
λ∈spec(P ),λ6=1
|λ|,
for 0 < α < 1. The improved spectral gap (from 1, 1
being the eigenvalue corresponding to the Perron-Frobenius
eigenvector) implies faster convergence to correct consensus
[35, eqn. (12.8)]. The trade-off of delays notwithstanding, one
does get faster convergence in Figure 4.
B. Conditional importance sampling
In the asynchronous case, there is an additional error term
due to delays, over and above the errors due to discretization
and noise. This can be shown to be bounded by a term pro-
portional to a and any bound on the mean delays {E[τji(n)]},
where τji(n) is the delay with which node i received the value
at node j at time n. This is not surprising, because on the
algorithm’s time scale, in τ steps, each component would have
changed by an amount that is O(τ). This suggests favoring low
values of E[τji(n)]. Since this will be inversely proportional
to the frequency with which i polls j, one natural approach
is to sample with a different polling matrix Q := [[q(i, j)]]
having
q(i, j) > 0⇐⇒ p(i, j) > 0,
and compensating for it by inserting the appropriate likelihood
ratio correction as in [2]. Thus we replace (2), (8) by
xi(n+ 1) = (1− a(n+ 1, i))xi(n)
+ a(n+ 1, i)
(
p(i, ξi(n+ 1))
q(i, ξi(n+ 1))
)
· xξi(n+1)(n),
1 ≤ i ≤ d, n ≥ 0, (17)
zi(n+ 1) = zi(n) +
1
n+ 1
(xi(n+ 1)− zi(n)) ,
n ≥ 0, (18)
where the stepsizes a(n) are judiciously chosen so as to
compensate for any differences in the relative rates of updates
across nodes. (We omit the details of this compensation, but
refer the reader to [14, Sec. 9.3.(vi)]). In view of (17), the
mean error due to delay in i receiving j’s value is weighted by
q(i, j)×
(
p(i,j)
q(i,j)
)
= p(i, j). The foregoing suggests choosing
Q to minimize ∑
i
∑
j∈N (i)
p(i, j)
q(i, j)
, (19)
subject to the constraints ∑j q(i, j) = 1 for every i and
q(i, j) ≥ 0 for every (i, j). It is easy to see that the optimal
Q is given by
q(i, j) =
√
p(i, j)∑
k
√
p(i, k)
.
We tried this scheme as well, but the improvement for mod-
erate sized problems was negligible, and the iterates are more
noisy (as expected), suggesting that the O(a) bound on delay
errors is pessimistic. See Figures 5 and 6 for plots without
and with noise, respectively, in the received data. Note that
relative value iteration is not used. The simulation settings are
the same as in Figures 2, but with noiseless data in Figure
5 and noisy data in Figure 6 (AWGN noise variance 0.25).
Despite the lack of improvement, we put this possibility on
the table as it might prove useful for very large scale problems.
In the foregoing we used a constant stepsize a > 0. One
could also use a slowly decreasing stepsize schedule {a(n)}
as in Remark 2. The results will in fact be stronger: The
conclusions of Theorem 3 can be strengthened to y(n) →
V ∗, yi0(n) → β∗ a.s. However, for the kind of applications
that motivate this analysis, one is often in a nonstationary
albeit slowly varying (compared to the algorithm’s time scale)
environment and the iterates are expected to track the slowly
changing average. In such a scenario, the algorithm becomes
too slow once a(n) becomes very small, so it is preferred
to use a small but constant stepsize a > 0. Again, there are
trade-offs involved: small a means lower fluctuations and a
more graceful convergence, but slower speed, and large a lead
81 2 3 4 5 6 7 8 9 10 11 12
x 104
0
0.1
0.2
0.3
0.4
0.5
M
ax
−
er
ro
r 
in
 x
 it
er
at
es
Iteration number
 
 
Sampling under P
Sampling under Q
1 2 3 4 5 6 7 8 9 10 11 12
x 104
0
0.1
0.2
0.3
0.4
0.5
M
ax
−
er
ro
r 
in
 z
 it
er
at
es
Iteration number
 
 
Sampling under P
Sampling under Q
Fig. 5. Comparison of residual error under normal P sampling and under
importance sampling (Q) over time. Data is noiselessly received.
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Fig. 6. Comparison of residual error under normal P sampling and under
importance sampling (Q) over time. Data is received with noise.
to faster convergence at the cost of higher variance. These
are standard considerations for all stochastic approximation
schemes and not specific to the ones under study here. For
comparison, we present the analysis of the following sections
under decreasing stepsizes.
VI. ESTIMATING THE PERRON-FROBENIUS EIGENVECTOR
In the previous problem, we sought a specific point on the
ray defined by the Perron-Frobenius eigenvector of a stochastic
matrix P , viz., 1. In many applications, see Section VII for
some, one wants to identify the Perron-Frobenius eigenvector
of a generic nonnegative matrix Q modulo a scalar multiple.
This is the problem we take up next, using gossip based
computation.
Let G := (V , E) denote a connected graph with V , E
denoting respectively its node and edge sets. Nodes as before
represent agents, d := |V|, and we set V = {1, · · · , d} without
any loss of generality. Let Q = [[q(i, j)]]i,j∈V denote an irre-
ducible nonnegative matrix with Perron-Frobenius eigenvalue
λ > 0 and the corresponding (Perron-Frobenius) eigenvector
q∗ ∈ int((Rd)+). Note that q∗ is specified as a unique vector
in int
(
(Rd)+) only up to a positive scalar multiple. Consider
the choice that satisfies
αT q∗ =
d∑
i=1
αiq
∗
i = λ
for prescribed weights α = [α1, . . . , αd]T , with all αi > 0,
which renders q∗ unique. One scheme for computing q∗ is the
iteration:
q˜(n+ 1) = Qq(n), q(n+ 1) =
q˜(n+ 1)
αT q˜(n+ 1)
, n ≥ 0. (20)
This is immediately recognized as a variant of the ‘power
method’ [25, Sec. 7.3]. Alternatively, it is the special ‘linear’
case of relative value iteration for risk-sensitive control of
Markov decision processes [17, Sec. 4], except for a different
normalization (αT q˜(n+ 1) instead of ||q˜(n+ 1)||).
The latter interpretation calls for a re-interpretation of
Q itself, which is the key to our ‘gossip’ scheme. Let
qˇi :=
∑d
j=1 q(i, j), i ∈ V and write Q = DP where
P := [[p(i, j)]]i,j∈V is a stochastic matrix defined by
p(i, j) :=
q(i, j)
qˇi
, i ∈ V ,
and D := diag[qˇ1, . . . , qˇd] a diagonal matrix. Then P is the
transition matrix of an irreducible Markov chain {X(n)} on
V (irreducible because Q is irreducible) and the qˇi’s may
be viewed as a per stage multiplicative cost. Then λ, thanks
to a standard multiplicative ergodic theorem [5], equals the
logarithm of the exponential growth rate of the multiplicative,
or risk-sensitive, cost:
λ = lim
N↑∞
1
N
logE
[
N−1∏
n=0
qˇX(n)
]
.
Using this interpretation of Q, we consider the following
gossip algorithm. Let {a(n)} denote strictly positive stepsizes
satisfying the conditions of Remark 2. (We shall impose more
conditions on {a(n)} later as needed.) At time n+1, agent i
samples a ‘neighbor’ ξi(n+1) who is chosen according to the
probability vector p(i, ·) as before, independently of all else.
Write x(n) = [x1(n), . . . , xd(n)]T . Agent i then performs the
9computation:
xi(n+ 1) = (1 − a(n))xi(n) + a(n)
qˇixξi(n+1)(n)
αTx(n)
= xi(n) + a(n)
[
qˇixξi(n+1)(n)
αTx(n)
− xi(n)
]
= xi(n) + a(n)
[
qˇi
∑d
j=1 p(i, j)xj(n)
αTx(n)
− xi(n)
]
+ a(n)M(n+ 1), (21)
where x0 ∈ int((Rd)+) and
M(n) := [M1(n), · · · ,Md(n)]T , n ≥ 1,
defined by
Mi(n+ 1) :=
qˇi
(
xξi(n+1) −
∑d
j=1 p(i, j)xj(n)
)
αTx(n)
, n ≥ 0,
is a vector martingale difference sequence adapted to σ-fields
Fn := σ(x(m), ξi(m),m ≤ n, 1 ≤ i ≤ d), n ≥ 0. This leads
to the vector iteration
x(n+ 1) = x(n) + a(n)
(
DPx(n)
x¯(n)
− x(n) +M(n+ 1)
)
,
(22)
where x¯(n) := αTx(n). We shall impose the convenient
condition
∑
i αi = 1, though in what follows, this can be
dropped with some extra work.
Equation (22) is immediately recognized as another instance
of a stochastic approximation algorithm, specifically a stochas-
tic approximation counterpart of (20). The term x¯(n) on the
right hand side may seem to defeat the purpose of having a
distributed scheme, but note that it can be separately computed
by any distributed averaging scheme operating on a faster time
scale such as another ‘classical’ gossip scheme as in (12). This
leads to the following result.
Theorem 7: The iterates {x(n)} in (22) remain almost
surely bounded and converge almost surely to the eigenvector
q∗ of Q satisfying αT q∗ = λ.
Proof: We provide only a sketch here because the proof
follows the steps of [13]. We associate with (22) its ‘approx-
imating o.d.e.’
x˙(t) = h(x(t)) :=
Qx(t)
x¯(t)
− x(t), (23)
with x¯(t) := αTx(t) and x(0) ∈ int((Rd)+). We also consider
another ‘limiting o.d.e.’
˙ˆxt = h∞(xˆt), (24)
where h∞(x) := lima↑∞ h(ax)a ∀x. By Theorem 11 of
Appendix, {x(n)} are a.s. bounded if (24) has the origin
as its unique asymptotically stable equilibrium. In our case,
h∞(x) = −x, for which this is obvious. The first claim
follows.
By arguments completely analogous to those in [13] leading
to [13, Th. 4.1], we conclude that the positive orthant is an
invariant set for (23), and in this set, q∗ (with αT q∗ = λ)
is the unique asymptotically stable equilibrium for (23). (We
omit the details, which use the fact that the trajectories of (23)
are related to those of a secondary o.d.e.
x˙′(t) =
Qx′(t)
λ
− x′(t) (25)
through a space-time scaling: x(t) = ψ(t)x′(τ(t)) for suitably
defined ψ, τ (see [13, Lem. 4.1])). It is also easy to see that
the original iterates, if initiated in the positive orthant, remain
in it, being successive convex combinations of elements of
this convex set. In fact, one can argue as in [13, Lem. 5.1]
to conclude that αTx(n) remains uniformly bounded away
from zero by a constant δ > 0 that depends on the initial data.
Therefore by confining to the appropriate subset of the positive
orthant, we have Lipschitz property for the driving vector field
of the o.d.e. (23). Since q∗ is the unique asymptotically stable
equilibrium for (23), the converse Liapunov theorem gives us
a continuously differentiable Liapunov function for (23). By
Theorem 10 of Appendix, the second claim on convergence
follows.
We have used synchronous updates above, i.e., all compo-
nents of the vector x(n) are updated at the same time. If the
scheme is totally asynchronous, i.e., each node autonomously
polls neighbors at the instants of its choice, then one replaces
the stepsize a(n) above by a(ν(i, n)) for the ith component,
where ‘n’ stands for some absolute global clock in the
background and ν(i, n) := the number of iterates executed
by node i till time n, a quantity known to i. Then under some
additional conditions on the sequence {a(n)} and {ν(i, n)}
as in [12, Sec. 7.4.(i)], it transpires that the limiting o.d.e.
is simply a time-scaled version of (23) and hence has the
same asymptotic behavior. In particular, the above analysis
applies. In fact, the aforementioned ‘global clock’ may be a
total artifice as long as causal relationships are respected.
Theorem 8: Assume that, for each i, the sequence ν(i, n)/n
remains uniformly bounded away from 0. Then the conclu-
sions of Theorem 7 continue to hold for the asynchronous
iterates.
Proof: The stability test used above for establishing
a.s. boundedness of iterates has been extended to the asyn-
chronous set-up in [10], which can be applied here to claim
a.s. boundedness of iterates. Given that, we sketch here the
convergence proof for the o.d.e. limits in the asynchronous
case. Specifically, consider the pair of time-inhomogeneous
o.d.e.s
x˙(t) = Λ(t)
(
Qx(t)
αTx(t)
− x(t)
)
, (26)
y˙(t) = Λ(t)
(
Qy(t)
λ
− y(t)
)
. (27)
Here Λ(t) is a diagonal matrix with nonnegative entries on the
diagonal. These o.d.e.s arise as counterparts of (23), (25) above
in the analysis of the asynchronous scheme if one were to
stick to the stepsize schedule {a(n)} [12]. Recall that ν(i, n)
denotes the number of iterates of the ith component up to
time n. Under the assumption that ν(i,n)n remains uniformly
bounded away from zero, the diagonal elements of Λ(t)
remain bounded from above and bounded away from zero
from below [12]. Intuitively, this means that all components
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are updated ‘comparably often’, see [14, Ch. 7], for some
sufficient conditions. Define
F (x) :=
Qx
x¯
,
Ft(x) := (I − Λ(t))x+ Λ(t)F (x),
G(x) :=
Qx
λ
,
Gt(x) := (I − Λ(t))x+ Λ(t)G(x),
‖x‖∗ := max
i
|xi|
wi
,
where w = [w1, . . . , wd]T is the right Perron-Frobenius
eigenvector of Q normalized to unit norm. Equations (26),
(27) can be rewritten as
x˙(t) = Ft(x(t)) − x(t), (28)
y˙(t) = Gt(y(t))− y(t). (29)
A direct verification shows that G(·) is nonexpansive w.r.t.
‖ · ‖∗ and hence so is Gt(·). Furthermore, under our conditions
on Λ(·), the set of fixed points for Gt is exactly the same
as that for G for all t ≥ 0. Hence the convergence of
(27) to a positive scalar multiple of of the Perron-Frobenius
eigenvector of Q follows as in Theorem 4.2, p. 354, [19].
The rest of the argument closely mimics the proof of Lemmas
4.1 – 4.2, pp. 301-303, of [13]. The a.s. convergence of the
algorithm then follows along the lines of Theorem 7 above
with minor modifications in the cited results of [14, Ch. 7] to
accommodate time-inhomogeneity.
Remark 9: The modifications needed to the arguments of
[13] are quite routine. In fact, the equation in [13] is much
more general. There is a slight difference in our normalization
by x¯(t) instead of by xi0 (t) for a fixed i0 ∈ V as in [13]
which corresponds to the choice αi0 = 1, αi = 0 for i 6= i0,
but this calls for only a minor adaptation of the proof. Our
choice is geared for the computability of the normalizing factor
by another gossip algorithm as mentioned in the discussion
following Remark 6.
We now present the finite time analysis of this algorithm,
confining ourselves to the synchronous case of Theorem 3 for
simplicity. This is much harder than in the previous case which
involved linear iterates, because now we have a nonlinearity
that is only locally Lipschitz. Just as in the convergence
analysis above, our estimates here will depend on the initial
data. To begin, we define as in [13] the quantities
φ(n) := max
i
∣∣∣∣xi(n)q∗i
∣∣∣∣ , µ(n) := mini
∣∣∣∣xi(n)q∗i
∣∣∣∣ .
Mimicking the arguments of Lemma 5.1 of [13], we obtain
φ(n+ 1) ≤ (1− a(n))φ(n) + a(n)K,
where K := φ(0)µ(0) ∈ (0,∞). It follows that supn φ(n) ≤ K
and thus, from the definition of φ(n) that
sup
n
‖x(n)‖ ≤
√
dK‖q∗‖∞.
Note that this is a deterministic bound. Coupled with the
already noted fact that αTx(n) ≥ δ > 0 ∀n, we have
supn ‖M(n)‖ ≤ C for a suitable deterministic C <∞. Thus
Corollary 14, p. 43, of [14] can be applied to obtain an estimate
of the type
Pr
(
‖x(n)− q∗‖ < ǫ ∀ n ≥ n0) ≥ 1− 2de
− Cˆǫ2∑
m≥n0
a(m)2
for ǫ > 0, suitable Cˆ < ∞, and n0 exceeding a certain
deterministic lower bound given by (4.1.4), p. 34, [14]. (The
derivation of this estimate requires a continuously differen-
tiable Liapunov function for (23), which is guaranteed by the
asymptotic stability of q∗ proved in Theorem 4.1 of [13] and
the converse Liapunov theorem.)
We now discuss some variants of the foregoing.
1) A different normalization: The following variant of (23):
˙˜x(t) = Qx˜(t)− (¯˜x(t))x˜(t), (30)
and the associated iteration
x(n+ 1) = x(n)
+ a(n) (DPx(n)− (x¯(n))x(n) +M ′(n+ 1))
for a suitably defined {M ′(n)}, are also valid alternatives
to (23), (22) resp. This is because (30) is only a time-
scaled version of (23) and therefore has the same trajectories.
Interestingly, (30) also arises in a totally different context, viz.,
self-organization in complex systems [28].
2) Better mixing: Another variant in the spirit of the pre-
ceding remark is to use a transition matrix Pˆ = [[pˆ(i, j)]]i,j∈V ,
with the property p(i, j) > 0 =⇒ pˆ(i, j) > 0, in place of P
above. That is, sample ξi(n + 1) according to pˆ(i, ·) instead
of p(i, ·) in the above. Further, replace (21) by
xi(n+ 1) = (1− a(n))xi(n) +
a(n)
qˇiℓ(i, ξi(n+ 1))xξi(n+1)(n)
x¯(n)
,
where ℓ(i, j) := p(i, j)/pˆ(i, j) is the ‘one step likelihood
function’. This scheme will have the same limiting o.d.e. as
the original and hence the same asymptotic behavior. The
matrix Pˆ can be chosen with an eye on the convergence rate,
e.g., it can introduce transitions across quasi-invariant sets
to reduce conductance and therefore facilitate mixing, even
though such transitions have zero probability in the original
transition matrix. Note that the one step likelihood for such
transitions will be zero, thus ‘wasting’ the learning step. Thus
there is a trade-off involved.
VII. APPLICATIONS
As mentioned in the introduction, the primary application
of spectral ranking is in all kinds of evaluative exercises. In
fact this field has a long history which, along with a fairly
extensive list of applications, can be found in the excellent
survey [47]. Here we touch upon a few instances of interest
to us.
A. Finding the argmin
Let N (i) be a prescribed neighborhood of i for each i ∈ V
with |N (i)| ≡ N ∀i (for simplicity). Suppose we are given a
function ψ : V 7→ R and want to find the point(s) at which
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it attains its minimum on V , i.e., the argmin. Note that this
is distinct from the problem of finding minψ. Consider the
stochastic matrix Pˇ = [[pˇ(i, j)]]i,j∈V where for a prescribed
temperature parameter C > 0,
pˇ(i, j) = 0, /∈ N (i), j 6= i
=
1
N
e−
(ψ(j)−ψ(i))+
C , j ∈ N (i),
= 1−
∑
k 6=i
pˇ(i, k), j = i.
Then its unique stationary distribution is the Gibbs distribution
η = [η1, · · · , ηd]T for ηi = Z−1e−ψ(i)C , i ∈ V , where Z is the
normalizing factor. This concentrates on argmin(ψ), peaking
more and more as C is lowered. In the above scheme, if we
take Q = PˇT , we get asymptotic convergence of the iterates
in (22) to η. One can in fact consider time-dependent T (n) in
place of T that is decreased to zero at a suitable ‘cooling rate’
as in simulated annealing [26], so that π(i) asymptotically
concentrates (in probability) on argmin(ψ). See [3] for more
general variants of simulated annealing.
Observe that when Q = PˇT for a stochastic matrix Pˇ ,
1TQ = 1T . Left-multiplying (23) by 1T , and taking α = 1,
we get
d
dt
(1Tx(t)) = 1− 1Tx(t),
implying in particular that the simplex of probability vectors
is invariant for this o.d.e. and attracts all trajectories starting
away from it in the positive orthant. This raises the issue:
why not drop the normalization by x¯(n) in the algorithm
(22), thus dropping the normalization by x¯(t) in (23) and
rendering it a linear system? More generally, why not use the
prior knowledge of the Perron-Frobenius eigenvalue λ when
available, replacing αTx(n) by λ in (22)? The problem then
is that the resultant linear o.d.e. converges to some point on
the ray defined by {cq∗ : c > 0} which depends on where it
starts, and the above stability test is inapplicable. Our earlier
results on stochastic gossip indicate that convergence may still
happen. Nevertheless, the above nonlinear scheme is superior
because of its better stability properties: If x is scaled by
a ≫ 1 , so are Qxλ and −x, but not Qxx¯ , which remains
unchanged. Thus as iterates blow up, the stabilizing negative
drift is much more pronounced for the nonlinear scheme.
One can avoid taking the transpose by considering a ‘push’
scenario instead of a ‘pull’. For simplicity, assume the fully
asynchronous case when only one node polls her neighbor at a
time. Suppose at time n, node i polls node j with probability
p(i, j) as before, but instead of ‘pulling’ the value of xj(n)
from node j, it ‘pushes’ the value of xi(n) to node j, who
then updates xj(n) according to
xj(n+ 1) = xj(n) + a(n) ×[∑
i:j∈N (i) xi(n)I{ξi(n+ 1) = j}
x¯(n)
− xj(n)
]
.
If more than one node were to poll j at the same time, then
j would have to do that many separate iterates at once.
Similar concerns arise for PageRank if one were to propose
the above scheme for it, but the convergence issues there are
much simpler (at least in theory). Evaluating PageRank [4],
[8], [33], [34] in a distributed manner amounts to setting Q =
the transpose of the ‘Google matrix’. Note that this Q is of
the form (1− ǫ)Q˜+ ǫJ where Q˜ is transpose of a stochastic
matrix and J := 1d11
T
. Set α = 1. One can then write (22)
as
x(n+1) = x(n)+a(n)
[
(1−ǫ)Q˜x(n)
x¯(n)
+
ǫ
d
1−x(n)+M(n+1)
]
.
If one were to drop the x¯(n) in the denominator by invoking
the prior knowledge of the Perron-Frobenius eigenvalue, then
the right hand side is an affine function involving the matrix
(1 − ǫ)Q˜ which is a contraction with respect to the norm
‖x‖1 :=
∑
i |xi|. Thus convergence of the associated o.d.e.
to its unique fixed point follows by [19, Th. 4.2, p. 354].
B. Other ranking problems
A similar situation arises in the computation of eigenvector
centrality, a centrality measure for social networks proposed by
Bonacich ( [11], see also [27, p. 40]), for which Q will be the
column normalized adjacency matrix of the graph. Yet another
instance is the ‘reputation networks’ studied in [31], where
the proposed ‘EigenTrust’ algorithm is based on an analogous
eigenvector computation.
Another ranking scheme is Kleinberg’s ‘HITS’ scheme
which assigns two distinct rankings to nodes (the ‘hubs
and authorities’ model), according to the Perron-Frobenius
eigenvectors of AAT and ATA resp., A being the adjacency
matrix ( [33], Chapter 11). The problem here is that both these
matrices have possibly nonzero entries not only for neighbors,
but also for neighbors’ neighbors. But there is a simple fix for
this. Instead of using a fixed matrix Q as above, let Q1 = A
and Q2 = AT and alternate between the iterates:
yi(n) = qˇ
1
i xξ1i (n+1)(n)
xi(n+ 1) = xi(n) + a(n)×[
qˇ2i yξ2i (n+1)(n)
x¯(n)
− xi(n)
]
,
where q1i , q2i are the row sums of the ith rows of Q1, Q2 resp.,
and the N (i)-valued random variables ξki (n + 1), k = 1, 2,
are picked according to the probability distribution given by
normalized ith row vectors of Qk, k = 1, 2, resp. Then x(n)
converges to the Perron-Frobenius eigenvector of ATA, almost
surely. Interchanging the roles of Q1, Q2, would give the
scheme for finding the Perron-Frobenius eigenvector of AAT .
The two are related through a simple linear transformation, so
computing one of them suffices. (This is reminiscent of the
‘Randomized HITS’ scheme of [42].)
It may be noted that the Perron-Frobenius eigenvector of a
positive definite matrix (AAT , ATA in particular) could also
be estimated by a pure Monte Carlo scheme based on the
stationary distribution of a vertex (node) reinforced random
walk [7], [43], wherein a random walk revisits a state with
a probability that is modified depending on the number of
past visits. This, however, requires additional book-keeping
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for each node, which may get cumbersome. For gradient–of–
error based schemes for PageRank that use prior knowledge
of the Perron-Frobenius eigenvalue, see [40], [41].
There are also other situations involving computation of the
Perron-Frobenius eigenvector of a nonnegative matrix, e.g., in
the regret based algorithms for learning in games (see Chapter
4 of [48]), where the above could be used as a ‘subroutine’.
See [47] for even more examples.
C. A reputation network
Consider a social network of people with a common interest
(books, movies, · · · ) who poll each other for their recom-
mendations according to a stochastic matrix P = [[p(i, j)]]
and then rate the recommendation received (say, by j from i
at time n) by a number q(i, j)(n), e.g., on a scale 1 − 10.
The ‘reputation’ of i is carried by a number xi(n) which
then is updated according to our algorithm given below in
(31). We have assumed here that only one person polls
exactly one other person at any given time. More general
scenarios can also be handled with some additional effort.
The important things to note here are that: (i) this is a ‘push’
model, and (ii) if i samples j with probability p(i, j), then an
‘importance sampling’ type adjustment is required to get the
correct limiting behavior. The algorithm then is
xi(n+ 1) = xi(n) + a(n)×[
I{ξi(n+ 1) = j}ℓ(i, j)(n)xj(n)
x¯(n)
− xi(n)
]
(31)
where ℓ(i, j)(n) := q(i, j)(n)/p(i, j).
The limiting o.d.e. is
x˙(t) =
DQx(t)
x¯(t)
− x(t),
where D := diag[ν(1), · · · , ν(d)] with ν(i) := the relative fre-
quency with which node i acts. This will then converge to the
Perron-Frobenius eigenvector of DQ. If D is a multiple of the
identity matrix, this gives the Perron-Frobenius eigenvector of
Q which can be viewed as a relative reputation measure. More
generally, the Perron-Frobenius eigenvector of DQ implicitly
incorporates a weight for the frequency of participation in the
evaluation process by the node. This may be desirable, but if
not, it can be avoided by explicitly compensating for the ν(i)’s
via a suitable choice of stepsizes as done in [14, p. 87].
D. Identifying the principal eigenvector(s)
We now consider an example where the aim is to find the
principal eigenvector of a positive definite, though not neces-
sarily nonnegative, matrix. This problem is inspired by [36].
While it does not completely fit the above framework, similar
techniques apply (not surprisingly, since power method does).
Suppose we have d-dimensional random vectors {x(n), n ≥ 1)
that are i.i.d. N(0, qqT + σ2I), where σ > 0 and q ∈ Rd is
a fixed (but unknown) unit vector. On the generative side,
this can be generated via x(n) = qz(n) + w(n), where
scalar random variables {z(n), n ≥ 1}) are i.i.d. N(0, 1) and
{w(n), n ≥ 1} are i.i.d. N(0, σ2I) vectors. The goal is to
identify q (the principal component). The power method (as
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Fig. 7. Comparison of block stochastic with stochastic approximation.
per discussion with C. Caramanis; see simulations in [36]) is
as follows. Here {a(n)} is a stepsize sequence satisfying the
conditions of Remark 2.
1) Initialize y(1) = x(1).
2) For each n ≥ 1 until a criterion to stop is reached
(error less than a target or up to a maximum number
of iterations), execute:
y(n+ 1) = (1− a(n))y(n)
+ a(n)
〈 y(n)
||y(n)|| , x(n+ 1)
〉
x(n+ 1).
Thus {y(n)} will track the o.d.e.
y˙(t) = (qqT + σ2I)
y(t)
||y(t)|| − y(t)
= A
(
y(t)
||y(t)||
)
− y(t),
where A = qqT + σ2I . The solution y(·) converges to the
unique solution to A
(
y
||y||
)
= y = ||y||
(
y
||y||
)
, so that ||y||
is the principal eigenvalue ‖q‖2 + σ2 and y is the principal
eigenvector (‖q‖2 + σ2)q. We compare this method with the
block-stochastic power method of [36] which we describe
next. Let B ≥ 1 be the chosen block size. Let T be the
total number of samples. We take T to be a multiple of B
for convenience. The block-stochastic power method is:
1) Sample Z ∼ N(0, I), and initialize z(0) = Z/||Z||.
2) For each τ = 0, 1, ..., TB − 1, execute:
a) zˆ(τ + 1) = 0.
b) For each n = Bτ+1, Bτ+2, ..., Bτ+B, execute:
zˆ(τ + 1) = zˆ(τ) +
1
B
〈
z(τ), x(n)
〉
x(n).
c) z(τ + 1) = zˆ(τ+1)||zˆ(τ+1)|| .
Simulation results: See Figure 7 for a comparison of block
stochastic power method with stochastic approximation. The
parameters for the simulation results are d = 20, σ = 1, B =
13
4, 000, T = 80, 000. This gives a total of 20 blocks for the
block stochastic method. For the block stochastic method’s
error to be within 0.15 (with guarantees) [36] suggests the
conservative T > 500, 000 with B > 150, 000. Both methods
have much faster convergence in practice. At the moment, we
do not have better theoretical estimates on convergence rates
or errors.
APPENDIX A
STOCHASTIC APPROXIMATION
We recall relevant results from the theory of stochastic
approximation. The archetypical stochastic approximation al-
gorithm is the d-dimensional iteration
x(n+ 1) = x(n) + a(n)[h(x(n), Y (n)) +M(n+ 1)], (32)
with the following description.
• {Y (n)} is a ‘parametric Markov chain’ on a finite state
space S, i.e., there is a family of transition matrices px =
[[px(i, j)]]i,j∈S , x ∈ Rd, such that, for every n ≥ 0,
Pr(Y (n+1) = j|Y (m), x(m),m ≤ n) = px(n)(Y (n), j).
For fixed x, px is assumed to be irreducible with a
(necessarily unique) stationary distribution νx.
• h : Rd × S →Rd is Lipschitz in its first argument.
• {a(n)}n≥0 is a chosen positive stepsize sequence satis-
fying
∑∞
n=0 a(n) =∞ and
∑∞
n=0(a(n))
2 <∞.
• {M(n)} is a square-integrable martingale difference se-
quence w.r.t. the σ−fields {Fn},
Fn := σ(x(0),M(i), Y (i), i ≤ n),
satisfying E[||M(n + 1)||2|Fn] ≤ L(1 + ||x(n)||2) a.s.
for some L > 0.
As a(n)→ 0, (32) can be viewed as a noisy discretization of
the limiting ordinary differential equation (o.d.e.)
x˙(t) = hˆ(x(t)) :=
∑
i∈S
h(x(t), i)νx(t)(i). (33)
This is the basis of the ‘o.d.e. approach’ [14] for analyzing
(32) that we describe next. Assume:
(A1) There is a continuously differentiable Liapunov func-
tion V : Rn → [0,∞) such that lim||x||→∞ V (x) =
∞, 〈∇V (x), hˆ(x)〉 < 0 for x /∈ H := {x ∈ Rn :
hˆ(x) = 0}, which is assumed to be finite.
Theorem 10: Suppose supn ‖x(n)‖ < ∞ almost surely.
Then {x(n)} converges almost surely to a possibly sample
path dependent point in H.
A test for almost sure boundedness is the following:
(A2) For all u, h∞(u) = limc↑∞(
∑
i h(cu, i)νcu(i))/c
exists (h∞ will be necessarily Lipschitz) and the
o.d.e. x˙(t) = h∞(x(t)) has origin as its globally
asymptotically stable equilibrium.
Theorem 11: Under (A2), supn ‖x(n)‖ <∞ almost surely.
Theorems 10 and 11 follow from Theorem [14, Th. 7, p.
74], and Theorem [14, Th. 9, p. 75].
The ‘constant stepsize’ version of the iteration uses a(n) ≡
a > 0. Here the above statements have weaker counterparts
as follows:
Theorem 12: Suppose that supnE[‖x(n)‖2] < ∞. Then
lim supn↑∞E[infy∈H ‖x(n)− y‖2] = O(a).
Theorem 13: Under (A2), supnE[‖x(n)‖2] <∞.
For details, see [14, Ch. 9].
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