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Abstract—Graph signal processing deals with signals which are
observed on an irregular graph domain. While many approaches
have been developed in classical graph theory to cluster vertices
and segment large graphs in a signal independent way, signal
localization based approaches to the analysis of data on graph
represent a new research direction which is also a key to big
data analytics on graphs. To this end, after an overview of
the basic definitions in graphs and graph signals, we present
and discuss a localized form of the graph Fourier transform.
To establish analogy with classical signal processing, spectral-
and vertex-domain definitions of the localization window are
given next. The spectral and vertex localization kernels are
then related to the wavelet transform, followed by a study of
filtering and inversion of the localized graph Fourier transform.
For rigour, the analysis of energy representation and frames
in the localized graph Fourier transform is extended to the
energy forms of vertex-frequency distributions, which operate
even without the need to apply localization windows. Another
link with classical signal processing is established through the
concept of local smoothness, which is subsequently related to the
particular paradigm of signal smoothness on graphs. This all
represents a comprehensive account of the relation of general
vertex-frequency analysis with classical time-frequency analysis,
and important but missing link for more advanced applications of
graphs signal processing. The theory is supported by illustrative
and practically relevant examples.
I. INTRODUCTION
Processing of data whose domain is a graph attracted
significant research interest recently [1], [2], [3], [4]. The Big
Data paradigm has revealed the possibility of using smaller
and localized subsets of the available information to enable
a reliable mathematical analysis and local characterization of
subsets of data of interest [5]. Oftentimes in practical applica-
tions concerned with large graphs, we may not be interested
in the analysis of the entire graph signal, but rather in its local
behavior. Aiming to characterize the localized signal behavior
in the joint vertex-frequency domain, a natural analogy with
the classical time-frequency analysis is established [6], [7],
[8].
Indeed, the concept of signal localization by using window
functions has been extended to signals defined on graphs
[9], [10], [11], [12], [13]. This extension is not straightfor-
ward, since, owing to inherent properties of graphs which
are irregular but interconnected domains, even an operation
which is very simple in classical time-domain analysis, like
the time shift, cannot be straightforwardly generalized to graph
signal domain. This has resulted in several approaches to
the definition of the graph shift operator, and much ongoing
research in this domain.
A common approach to windowing in the graph domain
is to utilize the signal spectrum to obtain window functions
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for each graph vertex [14]. Another possibility is to define a
window support as a local neighborhood for each vertex [13].
In either case, the localization window is defined by a set of
vertices that contain the current vertex, n, and all vertices that
are close to the vertex n, that is, a neighborhood of vertex n.
Special attention is paid to the local graph Fourier transform
approaches that can be implemented in the vertex domain,
since this domain can be a basis for numerically efficient
analysis in the case of very large graphs.
As in the classical signal analysis, a localization window
should be narrow enough in order to provide good localization
of the signal properties but wide enough to produce high
resolution in the spectral domain. To automatize the process
of making this compromise, optimization approaches shall
be involved, some of which are related to the uncertainty
principle.
Vertex-frequency analysis can be used for graph signal esti-
mation, filtering, and efficient representation. In many of these
applications the graph signal should be reconstructed after
an appropriate processing in the vertex-frequency domain.
Two forms of the local graph Fourier transform inversion
are considered. The inversion condition is defined within the
frames framework as well. The concept of frames is based on
the energy analysis of the graph spectrogram. The local graph
Fourier transform implementation and its inversion are related
to the graph wavelet transform.
Finally, the energy versions of the vertex-frequency rep-
resentations are considered. These representations can be
implemented without a localization window. They are studied
as the local smoothness index estimators. The reduced interfer-
ence vertex-frequency distributions, which satisfy the marginal
property and localize graph signal energy in the vertex-
frequency domain are defined and related to the classical
time-frequency analysis, as a special case. All concepts are
illustrated through examples.
The paper is organized as follows. The basic definitions of
graph signals and spectral graph domain are given in Section
II. The localized graph Fourier transform is presented in
Section III, where various approaches to define this transform
are considered. The local graph Fourier transform is also
related to the wavelet transform. The topic of Section IV
is the optimization of the graph signal localization window,
while in Section V, the inversion relations and conditions for
the considered graph transforms are given. The uncertainty
principle in graph signals is reviewed in Section VI. The graph
spectrogram is related to the frames in Section VII. The energy
vertex-frequency representations are defined and analyzed in
Section VIII. The paper ends with concluding remarks and a
reference list.
II. REVIEW OF BASIC DEFINITIONS
Consider a graph with N vertices, denoted as n ∈ V =
{1, 2, . . . , N}, connected with edges whose weights are Wmn.
If the vertices m and n are not connected then Wmn = 0.
The edge weights Wmn are commonly written in an N ×N
matrix form, W. For undirected graphs the weight matrix W
is symmetric, W = WT . In the case of unweighted, graphs
TABLE I
SUMMARY OF GRAPH SPECTRAL BASIS VECTORS.
Operator Eigenanalysis relation
Graph Laplacian Luk = λkuk
Generalized eigenvectors
of graph Laplacian Luk = λkDuk
Normalized graph Laplacian (D−1/2LD−1/2)uk = λkuk
Adjacency matrix Auk = λkuk
Normalized adjacency matrix
(
1
λmax
A
)
uk = λkuk
all nonzero elements in W are equal to unity, and this specific
form is called the connectivity or adjacency matrix, denoted
by A.
For an enhanced graph description, in addition to matrices
A or W, it is common to use a diagonal degree matrix
D, whose elements Dnn are equal to the sum of all edge
weights connected to the considered vertex, n, that is, Dnn =∑
mWmn, and indicate the vertex importance. The weight
matrix and the degree matrix can be combined to produce the
graph Laplacian, given by L = D−W. The Laplacian of an
undirected graph is symmetric, L = LT .
Spectral analysis of graphs is most commonly based on the
eigendecomposition of the graph Laplacian L or the adjacency
matrix, A. Some of the most common eigendecompositions in
graph signal analysis are given in Table I. By default, we will
assume the decomposition of the graph Laplacian L, if not
stated otherwise in the paper. The eigenvectors, uk, and the
eigenvalues, λk, of the graph Laplacian are calculated based
on the usual definition Luk = λkuk, k = 1, 2, . . . , N .
The graph Fourier transform (GFT),
X = [X(1), X(2), . . . , X(N)]T ,
of a graph signal, x = [x(1), x(2), . . . , x(N)]T , is defined an
expansion onto a set of orthonormal basis functions, uk, the
elements of which are uk(n), n = 1, 2, . . . , N , that is
X(k) = GFT{x(n)} =
N∑
n=1
x(n) uk(n). (1)
The inverse graph Fourier transform (IGFT) is then defined as
x(n) = IGFT{X(k)} =
N∑
k=1
X(k) uk(n). (2)
This set of transforms reduces to the classical pair of the
Fourier transform and the inverse Fourier transform, if the
graph is circular and directed. The eigenvectors of a directed
graph are complex-valued and for this case we should use
complex-conjugate basis functions, u∗k(n), in (1).
III. LOCALIZED GRAPH FOURIER TRANSFORM (LGFT)
The localized graph Fourier transform (LGFT) can be
considered an extension of the standard localized time (short
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time) Fourier transform (STFT), and can be calculated as the
GFT of a signal, x(n), multiplied by an appropriate vertex
localization window function, hm(n), to yield
S(m, k) =
N∑
n=1
x(n)hm(n) uk(n). (3)
In general, is assumed that the graph window function, denoted
by hm(n), should be such that it localizes the signal content
around the vertex m. Its values should be close to 1 at vertex
m and vertices in its close neighborhood, and should tend to
0 for vertices far from vertex m. For an illustration of the
localization window on a graph see Fig. 2, panels (a) and (c).
The local GFT in a matrix notation, S, contains all its
elements, S(m, k), m = 1, 2, . . . , N , k = 1, 2, . . . , N . The
columns of S which correspond to a vertex m are given by
sm = GFT{x(n)hm(n)} = UTxm,
where xm is the vector whose elements x(n)hm(n) are equal
to the graph signal samples, x(n), multiplied by the window
function, hm(n), centered at the vertex m, and matrix U is
composed of eigenvectors uk, k = 1, 2, . . . , N as its columns.
Special cases:
• For hm(n) = 1, the localized vertex spectrum is equal to
the standard spectrum S(m, k) = X(k) in (1) for each
m, meaning that no vertex localization is performed.
• If hm(m) = 1 and hm(n) = 0 for n 6= m, the
localized vertex spectrum is equal to the signal S(m, 0) =
x(m)/
√
N for k = 0.
The subsequent subsection outlines ways to create windows
in the vertex domain. We shall address two methods for
defining graph localization window functions hm(n). The
analysis will first focus on the windows, hm(n), defined using
their basic function in the spectral domain. Next, the spectral
domain definition will be related to the wavelet transform.
Subsequently, two vertex domain window definitions will be
presented: one bearing a direct relation to the spectral analysis
of the graph window, while another represents a purely vertex
domain formulation.
A. Windows Defined in the GFT Domain
Generalized convolution of graph signals. Consider two
signals, x(n) and y(n), defined on a graph. The corresponding
GFTs are denoted by X(k) and Y (k). A generalized convo-
lution, z(n), of signals x(n) and y(n) can then be defined in
the GFT domain, in analogy with the classical definition of
convolution, as
z(n) = x(n) ∗ y(n) = IGFT{Z(k)}, where
Z(k) = GFT{x(n) ∗ y(n)} = X(k)Y (k). (4)
Shift operator for graph signals. A “shift” on a graph cannot
be extended to graph signals in a direct analogy to the classical
signal shift. Among several forms of signal shift on a graph
which have been proposed in graph theory, the most popular
graph shift operator is based on the multiplication of the signal
with the adjacency matrix; here we will use the definition of
shift operator based on a generalized convolution [9]. Consider
the graph signal, h(n), and the delta function located at a
vertex m, given by δm(n) = δ(n − m). The GFT of delta
function, δm(n), is then given by
∆m(k) = GFT{δm(n)} =
N∑
n=1
δm(n)uk(n) = uk(m).
We will use the symbol hm(n) to denote a shifted version
of the graph signal, h(n), “toward” a vertex m. Based on
(4) this kind of graph signal shift will be defined following
the same reasoning as in classical signal processing, where
the shifted signal is obtained as a convolution of the original
signal and an appropriately shifted delta function. Therefore,
a graph shifted signal can be defined as a generalized graph
convolution, h(n) ∗ δm(n), the GFT of which is equal to
GFT{h(n) ∗ δm(n)} = H(k)uk(m). (5)
The graph-shifted signal then represents the IGFT of
H(k)uk(m), so that from (4) the window localized at the
vertex m, denoted by hm(n), is given by [10]
hm(n) = h(n) ∗ δm(n) =
N∑
k=1
H(k)uk(m)uk(n). (6)
The basic function of this window, h(n), can be conveniently
defined in the spectral domain, for example, in the form
H(k) = C exp(−λkτ), (7)
where C denotes the window amplitude and τ > 0 is a
constant which determines the window width. An example of
two windows obtained in this way is illustrated in Fig. 2(a),
(b). Observe that the exponential function in (7) corresponds
to a Gaussian window in classical analysis (thus offering the
best time-frequency concentration [6], [7], [8]), since graph
signal processing on a line graph reduces to classical signal
analysis. In that case, the eigenvalues of the graph Laplacian,
λ, may be related to the frequency, ω, in the classical signal
analysis as λ ∼ ω2.
Properties of graph window functions. The window local-
ized at the vertex m, and defined by (6), satisfies the following
properties:
W1: Symmetry, hm(n) = hn(m). This property follows from
the definition in (6).
W2: A sum of all localized window coefficients, hm(n), is
equal to H(1), since
N∑
n=1
hm(n) =
N∑
k=1
H(k)uk(m)
N∑
n=1
uk(n)
=
N∑
k=1
H(k)uk(m)δ(k − 1)
√
N = H(1),
with
∑N
n=1 uk(n) = δ(k − 1)
√
N , by definition of the
eigenvectors, uk(n).
W3: The Parseval theorem for hm(n) has the form
N∑
n=1
|hm(n)|2=
N∑
k=1
|H(k)uk(m)|2. (8)
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Fig. 1. Concept of a graph and a signal on a graph. (a) Vertices on a three-dimensional Swiss roll surface. (b) A graph representation on the Swiss roll
manifold. (c) Two-dimensional presentation of the three-dimensional graph from (b), with vertex colors defined by the graph Laplacian eigenvectors u1(n),
u2(n), and u3(n). (d) A signal on the graph in (c), which is composed of three eigenvectors (signal components). Supports of these three components are
designated by different vertex colors. The vertex-frequency representations are then assessed based on their ability to clearly resolve and localize these three
graph signal components.
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These properties will be used in the sequel in the inversion
analysis of the LGFT.
With that, the LGFT can be written as
S(m, k) =
N∑
n=1
x(n)hm(n) uk(n) (9)
=
N∑
n=1
N∑
p=1
x(n)H(p)up(m)up(n) uk(n). (10)
The modulated (frequency shifted) version of the window
centered at vertex m and for spectral index k will be referred
to as the vertex-frequency kernel, Hm,k(n), defined as
Hm,k(n) = hm(n)uk(n) =
( N∑
p=1
H(p)up(m)up(n)
)
uk(n).
(11)
Using the kernel notation, it becomes obvious that the LGFT,
for a given vertex m and spectral index k, physically represents
a projection of a graph signal x(n) onto the graph kernel
Hm,k(n), that is,
S(m, k) = 〈Hm,k(n), x(n)〉 =
N∑
n=1
Hm,k(n)x(n). (12)
Remark 1: The classical STFT, a basic tool in time-frequency
analysis, can be obtained as a special case of the GFT when
the graph is directed and circular. For this type of graph,
the adjacency matrix decomposition produces complex-valued
eigenvectors of the form uk(n)
√
N = exp(j2pink/N). Then,
having in mind the complex nature of eigenvectors, the value
of S(m, k) in (9) becomes the standard STFT, that is
S(m, k) =
N∑
n=1
N∑
p=1
x(n)H(p)ej2pimp/Ne−j2pinp/Nej2pink/N ,
=
N∑
n=1
x(n)h(m− n)ej2pink/N , (13)
where h(n) is the inverse DFT of H(k).
Example 1: To illustrate the principle of local vertex-frequency
representation consider the graph and the graph signal from Fig. 1.
A graph with N = 100 vertices, randomly placed on the so called
Swiss roll surface, is shown in Fig. 1(a). The vertices are connected
with edges whose weights are defined as Wmn = exp(−r2mn/α),
where rmn is the Euclidean distance between vertices m and n,
measured on the Swiss roll manifold, and α is a constant. The small
weight values are hard-thresholded to zero, to reduce the number of
edges associated with each vertex to only a few the strongest ones,
to produce the graph as in Fig. 1(b), two-dimensional presentation of
which is shown in Fig. 1(c). Vertices are ordered so that the values
of the Fiedler eigenvector, u2(n), are nondecreasing.
The signal on this graph composed of parts of three Laplacian
eigenvectors. For the subset of all vertices V , denoted by V1, which
comprises vertices with indices from m = 1 to m = 40, the
eigenvector with spectral index k = 72 was used. For the subset
V2, with vertex indices from m = 41 to m = 70, the signal was
equal to the eigenvector uk(n) with k = 50. The remaining vertices
form the vertex subset V3, and the signal on this subset was equal
to the eigenvector with the spectral index k = 6. Amplitudes of the
eigenvectors were scaled too.
Consider now the vertex-frequency localization kernels,
Hm,k(n) = hm(n)uk(n), shown in Fig. 2. The constant
eigenvector, u1(n) = 1/
√
N , is used in the panel shown in Fig.
2(a) at m = 28. In this case, the localization window, h28(n),
is presented since H28,1(n) = h28(n)/
√
N . The illustration is
repeated in the panel in Fig. 2(c) for the vertex m = 94. A
frequency shifted version of these two kernels, shown in Figs.
2(a) and (c), are given respectively in Figs. 2(b) and (d), where
Hm,21(n) = hm(n)u21(n) is shown for m = 28 and m = 94,
respectively.
The vertex-frequency representation, S(n, k), using the LGFT and
the localization window defined in the spectral domain is shown in
Fig. 3. From this representation, we can clearly follow the three
constituent signal components, within their intervals of support. The
marginal properties, such as the projections of S(n, k) to the vertex
index and spectral index axis, are also clearly distinguishable. From
the marginal properties we can conclude that the graph signal in
hand is spread over all vertex indices, while its spectral localization
is dominated by the three spectral indices which correspond to the
three components of the original graph signal. In an ideal case of
the vertex-frequency analysis, these marginals should respectively be
equal to |x(n)|2 and |X(k)|2, which is not the case here.
B. The LGFT and the Graph Wavelet Transform
As in classical signal processing, wavelet coefficients can
be defined as a projection of a graph signal onto the wavelet
kernel functions. Assume that the basic form for the wavelet
definition in the spectral domain is H(λp). The wavelet in
spectral domain then represents a scaled version of H(λp) in
scale s, and is denoted by Hs(λp) = H(sλp). Now, in the
same way as in the case of the kernel form of the LGFT in
(12), the graph wavelet transform is defined using the wavelet
kernel, ψm,s(n), instead of the LGFT kernel, Hm,s(n). The
only difference is that we do not need spectral modulation by
uk(n) since the wavelet kernel is already, by definition, of a
high-pass form. This yields
ψm,s(n) =
N∑
p=1
H(sλp)up(m)up(n). (14)
with the wavelet coefficients given by
W (m, s) =
N∑
n=1
ψm,s(n)x(n) =
N∑
n=1
N∑
p=1
H(sλp)x(n)up(m)up(n) =
N∑
p=1
H(sλp)X(p)up(m).
C. LGFT Realization with Band-Pass Functions
Assume that the GFT of the localization window, hm(n),
corresponds to a transfer function of a band-pass graph system,
centered at an eigenvalue, λk, and around it, and that it is
defined in the form of a polynomial given by
Hk(λp) = h0,k + h1,kλp + · · ·+ hM−1,kλM−1p , (15)
with M being the polynomial order, and k = 0, 1, . . . ,K − 1,
where K is the number of bands. The vertex shifted version
of the window, hm(n), according to (5), has the GFT in the
form Hk(λp)up(m). The inverse GFT of this function is the
vertex domain kernel centered around a frequency index k and
a vertex m, that is
Hm,k(n) =
N∑
p=1
Hk(λp)up(m)up(n). (16)
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Fig. 2. Illustration of localization kernels, Hm,k(n) = hm(n)uk(n), for vertex-frequency analysis based on spectral domain defined windows in the
local graph Fourier transform, S(m, k) =
∑N
n=1 x(n)Hm,k(n). (a) Localization kernel H28,1(n) = h28(n)u1(n) ∼ h28(n), for a constant eigenvector,
u1(n) = 1/
√
N , centered at the vertex m = 28. (b) The same localization kernel as in (a) but centered at the vertex m = 94. (c) Localization kernel,
H28,21(n) = h28(n)u21(n), centered at the vertex m = 28 and frequency shifted by u21(n). Notice that the variations in kernel amplitude indicate the
effects of modulation of the localization window hm(n). (d) The same localization kernel as in (c), but centered at the vertex m = 94. (e) Three-dimensional
representation of kernel H35,1(n) = h35(n)u1(n), (f) Three-dimensional representation of kernel H79,1(n) = h79(n)u1(n).
The vertex-frequency transform for the vertex m and spectral
index k then becomes
S(m, k) =
N∑
n=1
Hm,k(n)x(n),
=
N∑
n=1
N−1∑
p=0
x(n)Hk(λp)up(m)up(n)
=
N−1∑
p=0
X(p)Hk(λp)up(m). (17)
This relation can be written in a vector form as
sk = UHk(Λ)U
Tx = Hk(L)x =
M−1∑
p=0
hp,kL
p x, (18)
where sk is the column vector with elements S(m, k), m =
1, 2, . . . , N , and the property of eigendecomposition of a
matrix polynomial is used in this derivation. In this case,
the number of shifted windows, K, is not related to the total
number of indices N .
Example 2: Consider the simplest decomposition into a low-pass and
high-pass part of a graph signal with K = 2. In this case, two values
k = 0 and k = 1 represent the low-pass part and high-pass part of
the graph signal. Such a decomposition can be achieved by using the
graph Laplacian with h0,0 = 1, h0,1 = −1/λmax, and h1,0 = 0,
h1,1 = 1/λmax, where the coefficients are chosen to form a simple
linearly decreasing function of λp for the low-pass, and a linearly
increasing function of λp for the high-pass, in the corresponding
transfer functions. These transfer functions are given by
H0(λp) = (1− λp
λmax
), H1(λp) =
λp
λmax
,
further leading to the vertex domain implementation of the LGFT as
s0 = (I− 1
λmax
L)x, s1 =
1
λmax
L x.
To improve the spectral resolution, we can continue with the same
transfer function by dividing the low-pass part into its low-pass and
high-pass part. The same can be done for the high-pass part, to obtain
s00 =
(
I− L
λmax
)2
x, s01 = 2
(
I− L
λmax
) L
λmax
x, s11 =
L2
λ2max
x.
the factor of 2 appears in the new middle pass-band, s01, since the
low-high-pass and the high-low-pass components are the same.
The division can be done into K bands corresponding to the terms
of a binomial form(
(I− L/λmax) + L/λmax
)K
x,
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Fig. 3. Local vertex-frequency spectrum calculated using the LGFT and the
vertex-frequency localized kernels defined in the the spectral domain, as in
(11). From this representation, we can see that the graph signal consists of
three components located at spectral indices k = 72, k = 50, and k = 6,
with the corresponding vertex indices subsets V1, V2, and V3, where V1 ∪
V2∪V3 = V . The marginal (vertex and spectrum-wise) properties are shown
in the panels right and below the vertex-frequency representation. Observe
that, while the graph signal is spread across all vertices, its spectral content is
localized at three spectral indices which correspond to the constituent signal
components. In an ideal case of vertex-frequency analysis, these marginals
should be respectively equal to |x(n)|2 and |X(k)|2.
with the transfer functions in the vertex domain given by
Hk(L) =
(
K
k
)(
I− 1
λmax
L
)K−k( 1
λmax
L
)k
.
Example 3: The transfer functions Hk(λp), p = 1, 2, . . . , N , k =
0, 1, . . . ,K−1 in the spectral domain corresponding to the binomial
form terms for K = 25 are shown in Fig. 4. These functions are
used for the LGFT calculation at vertex indices m = 1, 2, . . . , N
in k = 0, 1, . . . ,K − 1 bands. Since the bands are quite spread, the
resulting LGFT is spread along the frequency axis. The concentration
can be improved by reassigning the values of S(m, k) to the position
of their maximum value along frequency band index, k, for each
vertex index, m. Such a reassigned LGFT values are given in Fig. 5.
Of course, any other polynomial form of standard band-pass
functions can be used to produce the LGFT (like, for example,
the spline or raised cosine functions). The condition for graph
signal reconstruction from the LGFT will be discussed in
Section V.
Example 4: The experiment from Example 3 is repeated with
the raised cosine transfer functions Hk(λp), p = 1, 2, . . . , N ,
k = 0, 1, . . . ,K−1, shown in Fig. 4(b) for K = 25. These functions
are used for the LGFT calculation at vertex indices m = 1, 2, . . . , N
in k = 0, 2, . . . ,K−1 bands. The reassigned LGFT values are given
in Fig. 5(b). Finally, a spectral index-varying (wavelet-transform like)
form of the raised cosine transfer functions Hk(λp), p = 1, 2, . . . , N ,
k = 0, 1, . . . ,K − 1, as depicted in Fig. 4(c), were considered. The
so-obtained LGFT values are shown in Fig. 5(c). In order to illustrate
the change of resolution in this case, the LGFT was not reassigned .
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Fig. 4. Exemplar transfer functions in the spectral domain. (a) The spectral
domain transfer functions Hk(λp), p = 1, 2, . . . , N , k = 0, 1, . . . ,K − 1
which correspond to the binomial form terms for K = 50. (b) The
transfer functions Hk(λp), p = 1, 2, . . . , N , k = 0, 1, . . . ,K − 1 which
correspond to the half-cosine form terms for K = 25. (c) The spectral
index-varying (wavelet-like) transfer functions Hk(λp), p = 1, 2, . . . , N ,
k = 0, 1, . . . ,K − 1 which correspond to the half-cosine form terms for
K = 25. Transfer function H6(λp) is presented with thick black line for
each considered domain.
Notice that the transfer functions, Hk(λp), in this example, satisfy
the condition
K−1∑
k=0
H2k(λp) = 1. (19)
which will be important for the frame-based LGFT inversion. Notice
that a simple transformation of the transfer functions H2k(λp) →
Hk(λp) would allow the condition
∑K−1
k=0 Hk(λp) = 1 to be
satisfied, as in Fig. 4(a).
D. Spectral Domain Localization of the LGFT
Recall that the classical STFT admits frequency localization
using a window in the spectral domain, whereby the dual form
of STFT is obtained using the DFT of the original signal and
spectral domain window. For graph signals, we can also use
this approach to perform localization in the spectral domain,
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Fig. 5. Vertex-frequency representation of a three-component signal in Fig.
1(d). (a) The LGFT of the signal from Fig 1(d), calculated by using the transfer
functions in Fig. 4(a) for frequency selection. The LGFT values, S(m, k),
were reassigned to the position of its maximum value along the frequency
band index, k, for each vertex index, m. (b) The LGFT of the signal from
Fig 1(d), calculated by using the transfer functions in Fig. 4(b) for frequency
selection. The LGFT values, S(m, k), were reassigned to the position of its
maximum value along the frequency band index, k, for each vertex index, m.
(c) The LGFT of the signal from Fig 1(d), calculated using the wavelet-like
transfer functions in Fig. 4(c) for frequency selection. The LGFT values were
not reassigned in this case in order to illustrate the change in resolution over
spectral indices.
whereby the LGFT is obtained as an inverse GFT of X(p)
localized by a spectral domain window, H(k − p), which is
centered around spectral index k, that is
S(m, k) =
N∑
p=1
X(p)H(k − p) up(m). (20)
Note that this form of the LGFT can be entirely implemented
in the graph spectral domain. It is also closely related to the
LGFT from in (17). The classical time-frequency analysis form
of (20) is S(m, k) =
∑N
p=1X(p)H(k − p) exp(j2pimp/N).
E. Windows Defined Using the Vertex Neighborhood
The window, hm(n), localized at a vertex m can also be
defined using the vertex neighborhood. Recall that the distance
between vertices m and n, dmn, is equal to the length of the
shortest walk from vertex m to vertex n, and that dmn are
integers. Then, the window function can be defined as
hm(n) = g(dmn),
where g(d) corresponds to any basic window function in
classical signal processing. For example, the Hann window
can be used, which is defined as
hm(n) =
1
2
(1 + cos(pidmn/D)), for 0 ≤ dmn < D,
where D is the assumed window width.
For convenience, window functions for every vertex can be
calculated in a matrix form as follows:
• The vertices for which the distance is dmn = 1 are de-
fined with an adjacency (neighborhood one) matrix A1 =
A. The vertices which belong to the one-neighborhood
of a vertex, m, are indicated by the unit-value elements
in the mth row of the adjacency matrix A (in unweighted
graphs). In weighed graphs, the corresponding adjacency
matrix A can be obtained from the weighting matrix W
as A = sign(W).
• Vertices m and n, for which the distance is dmn = 2 are
defined by the following matrix
A2 = (AA1) ◦ (1−A1) ◦ (1− I),
where  is the logical (Boolean) matrix product, ◦ is
the Hadamard (element-by-element) product, and 1 is a
matrix with all elements equal to 1. The mth row of
matrix AA1 gives information about all vertices that
are connected to the vertex m with walks of length K = 2
or lower. It should be mentioned that the element-by-
element multiplication of (AA1) by matrix (1−A1)
removes the vertices connected with walks of length 1,
while the multiplication by (1− I) removes its diagonal
elements.
• For dmn = d ≥ 2, we arrive at a recursive relation for the
calculation of a matrix which will give the information
about the vertices separated by distance d. Such a matrix
has the form
Ad = (AAd−1) ◦ (1−Ad−1) ◦ (1− I). (21)
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The window matrix for an assumed graph window width,
D, can now be defined as
PD = g(0)I + g(1)A1 + · · ·+ g(D − 1)AD−1,
so that a graph signal, localized around vertex m, may be
formed based on this matrix, as
xm(n) = hm(n)x(n) = PD(n,m)x(n).
The LGFT representation of a graph signal, x(n), then
becomes
S(m, k) =
N∑
n=1
x(n)hm(n) uk(n) =
N∑
n=1
x(n)PD(n,m) uk(n),
(22)
with the vertex-frequency kernel given by
Hm,k(n) = hm(n)uk(n) = PD(n,m)uk(n). (23)
This allows us to arrive at the matrix form of the LGFT, given
by
S = UT (PD ◦ [x, x, . . . , x]), (24)
where [x, x, . . . , x] is an N × N matrix the columns of
which are signal vector x.
For a rectangular function g(d) = 1, and for any d < D,
the LGFT can be calculated recursively with respect to the
window width, D, as
SD = SD−1 + UT (AD−1 ◦ [x, x, . . . , x]). (25)
Example 5: Consider the local vertex-frequency representation of the
signal from Fig. 1, using vertex domain defined windows.
The localization kernels, Hm,k(n) = hm(n)uk(n), are shown
in Fig. 6 for two vertices and two spectral indices. Observe that
for the spectral index k = 1, the localization kernel is proportional
to the localization function hm(n), given in 6(a) and (c) for the
vertices m = 28 and m = 94. Frequency modulated forms of these
localization functions are shown in Figs. 6(b) and (d), for the same
vertices and k = 21.
The vertex domain window is next used to analyze the graph signal
from Fig. 1. Vertex-frequency representation, S(n, k), obtained with
the LGFT and the vertex domain localization window is given in Fig.
7. Again, we can observe three graph signal components in three
vertex regions. The marginals of S(n, k) are also shown at the right
and bottom panels.
IV. WINDOW PARAMETER OPTIMIZATION
The concentration of local vertex spectrum representation
can be measured using the normalized one-norm [15], as
M = 1
F
N∑
m=1
N∑
k=1
|S(m, k)|= 1
F
‖S‖1, (26)
where F = ‖S‖F=
√√√√ N∑
m=1
N∑
k=1
|S(m, k)|2 is the Frobenius
norm of matrix S. Any other norm ‖S‖pp with 0 ≤ p ≤ 1 can
be used instead of ‖S‖1. Recall that norms with p close to
0 are noise sensitive, while the norm with p = 1 is the only
convex norm, thus allowing a gradient based optimization [15].
Example 6: The concentration measure M(τ) = ‖S‖1/‖S‖F for
the signal from Fig. 1 and the window given in (7) and for various
τ is shown in Fig. 8, along with the optimal vertex frequency
representation. This representation is similar to the one shown in
Fig. 3, where an empirical value of τ = 3 was used, with the same
localization window and kernel form.
The optimal τ can be obtained in only a few steps through the
iteration
τk = τk−1 − α(M(τk−1)−M(τk−2)),
with α being a step-size parameter.
The optimization of parameter τ can also be achieved by
using graph uncertainty principle based techniques [16], [17],
[18].
V. INVERSION OF THE LGFT
The inversion relation of the LGFT, calculated using any of
the presented localization (window) forms, can be considered
in a unified way; two approaches for the LGFT inversion will
be presented next.
A. Inversion by Summation of the LGFT
The reconstruction of a signal, x(n), from its local spec-
trum, S(m, k), can be performed through an inverse GFT of
(9), for the graph windowed signal, x(n)hm(n),
x(n)hm(n) =
N∑
k=1
S(m, k)uk(n) (27)
followed by a summation over all vertices, m, to yield
x(n) =
1∑N
m=1 hm(n)
N∑
m=1
N∑
k=1
S(m, k)uk(n). (28)
Remark 2: If the windows, hm(n), for every vertex, n, satisfy
the condition
N∑
m=1
hm(n) = 1,
then the reconstruction does not depend on the vertex index,
n, that is the reconstruction is vertex independent. In that case
x(n) =
N∑
m=1
N∑
k=1
S(m, k)uk(n) =
N∑
k=1
X(k)uk(n), (29)
where
X(k) =
N∑
m=1
S(m, k)
is a projection of the LGFT onto the spectral index axis.
For windows obtained using the generalized graph shift in
(21), this conditions is always satisfied since H(1) = 1.
The condition
∑N
m=1 hm(n) = 1 can be enforced by
normalizing the elements of the matrix Ad, d = 1, 2, . . . , D−1
in (21), prior to the calculation of matrix PD in such a way
that the sum for each column is equal to 1, to arrive at
N∑
m=1
hm(n) =
N∑
m=1
PD(n,m) =
D−1∑
d=1
g(d) = const.
In general, the local vertex spectrum, S(m, k), can be calcu-
lated over a reduced set of vertices, m ∈M ⊂ V . In this case,
the summation over m in the reconstruction formula should
be executed over only the vertices m ∈ M, while vertex-
independent reconstruction is achieved if
∑
m∈M hm(n) = 1.
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H35,1(n) = h35(n)u1(n) ∼ h35(n) H79,1(n) = h79(n)u1(n) ∼ h79(n)
Fig. 6. Localization kernels for vertex-frequency analysis,Hm,k(n) = hm(n)uk(n), for the case of vertex domain defined windows in the local graph Fourier
transform, S(m, k) =
∑N
n=1 x(n)Hm,k(n). (a) Localization kernel H28,1(n) = h28(n)u1(n) ∼ h28(n), for a constant eigenvector, u1(n) = 1/
√
N ,
centered at the vertex m = 28. (b) The same localization kernel as in (a), but centered at the vertex m = 94. (c) Localization kernel, H28,21(n) =
h28(n)u21(n), centered at the vertex m = 28 and frequency shifted by u21(n). Observe kernel amplitude variations, which indicate modulation of the
localization window, hm(n). (d) The same localization kernel as in (c), but centered at the vertex m = 94. (e) Three-dimensional representation of the kernel
H35,1(n) = h35(n)u1(n), (f) Three-dimensional representation of the kernel H79,1(n) = h79(n)u1(n).
B. Kernel-Based Inversion
Another approach to the inversion of the local vertex
spectrum, S(m, k), follows the Gabor expansion framework
[6], whereby, the local vertex spectrum, S(m, k), is projected
back to the vertex-frequency localized kernels, Hm,k(n), as
N∑
m=1
N∑
k=1
S(m, k)Hm,k(n) =
N∑
m=1
( N∑
k=1
S(m, k)hm(n)uk(n)
)
=
N∑
m=1
( N∑
i=1
IGFT
k→i
{S(m, k)}IGFT
k→i
{hm(n)uk(n)}
)
=
N∑
m=1
N∑
i=1
[x(i)hm(i)][hm(n)δ(n− i)]
=
N∑
m=1
x(n)h2m(n) = x(n)
N∑
m=1
h2m(n), (30)
where IGFT denotes the inverse GFT transform, while Parse-
val’s theorem for graph signals
N∑
n=1
x(n)y(n) =
N∑
k=1
X(k)Y (k)
was used in the derivation.
The inversion formula for the local vertex spectrum,
S(m, k), which yields the original graph signal, x(n), then
becomes
x(n) =
1∑N
m=1 h
2
m(n)
N∑
m=1
N∑
k=1
S(m, k)hm(n)uk(n). (31)
Remark 3: This kind of inversion is vertex-invariant if the
sum over all vertices m is n invariant and equal to 1, that is
N∑
m=1
h2m(n) = 1. (32)
If the local vertex spectrum, S(m, k), is calculated over a
reduced set of vertices, m ∈M ⊂ V , then the vertex indepen-
dent reconstruction condition becomes
∑
m∈M h
2
m(n) = 1.
C. Inversion of the LGFT with Band-Pass Functions
For the LGFT, defined in (18) as sk =
∑M−1
p=0 hp,kL
px, the
inversion is obtained by a summation over all spectral index
shifts, k, that is
K−1∑
k=0
sk =
K−1∑
k=0
N∑
p=1
hp,kL
px =
K−1∑
k=0
Hk(L)x = x, (33)
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Fig. 7. Local vertex-frequency spectrum calculated using the LGFT and the
vertex neighborhood windows, as in (23). This representation shows that the
graph signal consists of three components located at spectral indices k =
72, k = 50, and k = 6, with the corresponding vertex indices in their
respective vertex subsets V1, V2, and V3, where V1∪V2∪V3 = V . Marginal
properties are also given in the panels to the right and below the vertex-
frequency representation, and they differ from ideal ones given respectively
by |x(n)|2 and |X(k)|2.
if
∑K−1
k=0 Hk(L) = I. This condition is equivalent to the
following spectral domain condition
K−1∑
k=0
Hk(Λ) = I
since U
∑K−1
k=0 Hk(Λ)U
T = I and UTU = I. This condition
is used to define transfer functions in Fig. 4(a).
D. Vertex-Varying Filtering
The filtering in the vertex-frequency domain can be im-
plemented by using the vertex-frequency support function
B(m, k). The filtered local vertex spectrum is then given by
Sf (m, k) = S(m, k)B(m, k)
and the filtered signal, xf (n), is obtained by the inversion
of Sf (m, k) using the above mentioned inversion methods.
The filtering support function, B(m, k), can be obtained, for
example, by thresholding noisy values of the local vertex
spectrum, S(m, k).
VI. UNCERTAINTY PRINCIPLE OF GRAPH SIGNALS
In classical signal analysis, the purpose of a window
function is to enhance signal localization in the joint time-
frequency domain. However, the uncertainty principle prevents
an ideal localization in both time and frequency. Indeed, in the
DFT domain the uncertainty principle states that
‖x‖0‖X‖0≥ N, (34)
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Fig. 8. Principle of the optimization of localization window. (a) Measure of
the concentration of graph spectrogram for a varying spectral domain window
parameter τ . (b) The corresponding optimal vertex-frequency representation,
calculated with τ = 5, together with the marginals.
or in other words, that the product of the number of nonzero
signal values, ‖x‖0, and the number of its nonzero DFT
coefficients, ‖X‖0, is greater or equal than the total number of
signal samples N ; they cannot simultaneously assume small
values.
To arrive at the uncertainty principle for graph signals,
consider a graph signal, x, and its spectral transform, X, in
a domain of orthonormal basis functions, uk(n). Then, the
uncertainty principle states that [16], [17], [18], [19], [20]
‖x‖0‖X‖0≥ 1
maxk,m{|uk(m)|2} . (35)
This form of the uncertainty principle is generic, and indeed
when the basis functions are uk(n) = 1√N exp(j2pink/N),
the standard DFT uncertainty principle form (34) follows.
Note, however, that in graph signal processing, the eigen-
vectors/basis functions can assume quite different forms than
in the DFT case. For example, when one vertex is loosely
connected with other vertices, then max{|uk(m)|2} → 1 and
even ‖x‖0‖X‖0≥ 1 is possible for the condition in (35). This
means that a graph signal can be well localized in both the
vertex and the spectral domains.
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Example 7: For the graph shown in Fig. 1, we have
maxk,m{|uk(m)|2} = 0.8565 which indicates that even
‖x‖0‖X‖0≥ 1.1675 is possible. In other words, a graph signal for
which the number of nonzero samples, x(n), in the vertex domain is
just two, will not violate the uncertainty principle even if it has just
one nonzero GFT coefficient, X(k).
VII. GRAPH SPECTROGRAM AND FRAMES
Based on (9), the graph spectrogram is defined as
|S(m, k)|2=
∣∣∣ N∑
n=1
x(n)hm(n) uk(n)
∣∣∣2. (36)
.
Then, according to Parseval’s theorem, the vertex marginal
property, which is a projection of |S(m, k)|2 onto the vertex
index axis, is given by
N∑
k=1
|S(m, k)|2=
N∑
k=1
S(m, k)
N∑
n=1
x(n)hm(n) uk(n)
=
N∑
n=1
|x(n)hm(n)|2,
which would be equal to the signal power, |x(m)|2, at the
vertex m, if hm(n) = δ(m− n). Since this is not the case,
the vertex marginal property of the graph spectrogram is equal
to the power of the graph signal in hand, smoothed by the
window, hm(n).
Energy of graph spectrogram. For the total energy of vertex
spectrogram, we consequently have
N∑
m=1
N∑
k=1
|S(m, k)|2=
N∑
n=1
(
|x(n)|2
N∑
m=1
|hm(n)|2)
)
. (37)
If
∑N
m=1|hm(n)|2= 1 for all n, then the spectrogram on the
graph is energy unbiased (statistically consistent with respect
to the energy), that is
N∑
m=1
N∑
k=1
|S(m, k)|2=
N∑
n=1
|x(n)|2= ||x||2= Ex. (38)
The LGFT viewed as a frame. A set of functions, S(m, k),
is called a frame for the expansion of a graph signal, x, if
A||x||2≤
N∑
m=1
|S(m, k)|2≤ B||x||2,
where A and B are positive constants. If A = B, the frame is
termed Parseval’s tight frame and the signal can be recovered
as
x(n) =
1
A
N∑
m=1
N∑
k=1
S(m, k)hm(n)uk(n).
The constants A and B govern the numerical stability of
recovering the original signal x from the coefficients S(m, k).
The conditions for two forms of the LGFT, defined as in
(10) and (17), will be analyzed next:
(a) The LGFT, as defined in (10), is a frame, since Parseval
theorem holds [21], [22], [23], [24]
N∑
m=1
|hm(n)|2=
N∑
k=1
|H(k)|2|uk(n)|2, (39)
which allows us to write
1
N
H2(1) ≤
N∑
m=1
|hm(n)|2≤ max
m,k
|uk(n)|2
N∑
k=1
|H(k)|2= γ2Eh,
(40)
where γ = maxm,k|uk(n)| and Eh =
∑N
k=1|H(k)|2.
By multiplying each side of inequalities by ||x||2, we get
1
N
H2(1)||x||2≤
N∑
m=1
N∑
k=1
|S(m, k)|2≤ ||x||2γ2Eh. (41)
A frame is termed tight frame if the equality in (40) holds,
that is,
N∑
m=1
|hm(n)|2=
N∑
k=1
|H(k)|2|uk(n)|2= 1.
The condition is met if |uk(n)|2= 1/N and
∑N
k=1|H(k)|2= 1.
(b) The LGFT defined in (17) is Parseval’s tight frame if
K−1∑
k=0
N∑
m=1
|S(m, k)|2=
K−1∑
k=0
N∑
p=1
|X(p)Hk(λp)|2= Ex, (42)
where Parseval’s theorem for the S(m, k) as the GFT of
X(p)Hk(λp) is used to yield
N∑
m=1
|S(m, k)|2=
N∑
p=1
|X(p)Hk(λp)|2.
This means that the LGFT in (17) is a tight frame if
K−1∑
k=0
|Hk(λp)|2= 1 for p = 1, 2, . . . , N.
This condition is used to define transfer functions in Fig. 4(b)
and (c).
Form (42), it is easy to conclude that the graph spectrogram
energy is bounded with
AEx ≤
K−1∑
k=0
N∑
m=1
|S(m, k)|2≤ BEx, (43)
where A and B are respectively the minimum and the maxi-
mum of value of G(λp) =
∑K−1
k=0 |Hk(λp)|2.
The wavelet inversion formula
x(n) =
N∑
n=1
J−1∑
i=0
ψ(n, si)W (n, si) (44)
can be derived in the same way as in (30)-(31), where a set
of discrete scales for the wavelet calculation, denoted by s ∈
{s1, s2, . . . , sJ}, is assumed. In the same way as in the LGFT
case, it can be shown that the wavelet transform also represents
a frame with
A||x||2≤
N∑
n=1
J−1∑
i=0
|W (n, si)|2≤ B||x||2, (45)
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where [25], [26]
A = min
0≤λ≤λmax
G(λ),
B = max
0≤λ≤λmax
G(λ), and
G(λ) = (g20(λ) +
J−1∑
i=0
H(siλ)|2),
while the low-pass scale function, g20(λ), is added in the
reconstruction formula, ψ(n, s0)→ ψ(n, s0) +φ(n, s0), since
all H(siλ) = 0 for λ = 0. It should be mentioned that
the spectral functions of the wavelet transform, H(sλp), form
Parseval’s frame if
G(λ) = 1.
Since the number of wavelet transform coefficients, W (n, si),
is greater than the number of signal samples N , this rep-
resentation is redundant, and this redundancy allows us to
implement the transform trough a fast algorithm, rather than
using the explicit computation of all wavelet coefficients [25],
[26]. Indeed, for large graphs, it can be computationally
too complex to compute the full eigendecomposition of the
graph Laplacian. A common way to avoid this computational
burden is to use a polynomial approximation scheme for G(λ).
One such approach is the truncated Chebyshev polynomial
approximation method which is based on the application of
the continuous spectral window functions with Chebyshev
polynomials, which admit order recursive calculation. If, for
a given scale, s, the wavelet function is approximated by a
polynomial in the Laplacian, Ps(L) then the wavelet transform
can be efficiently calculated using
ws = Ps(L)x, (46)
where ws a vector column with elements W (m, s), m =
1, 2, . . . , N . Note that this form corresponds to the LGFT form
in (18).
VIII. VERTEX-FREQUENCY ENERGY DISTRIBUTIONS
The energy of a general signal is usually defined as
E =
N∑
n=1
x2(n) =
N∑
n=1
x(n)
N∑
k=1
X(k)uk(n).
This expression can be rearranged as
E =
N∑
n=1
N∑
k=1
x(n)X(k)uk(n) =
N∑
n=1
N∑
k=1
E(n, k),
where for each vertex, the vertex-frequency energy distribu-
tion, E(n, k), is defined by [27], [28]
E(n, k) = x(n)X(k)uk(n) =
N∑
m=1
x(n)x(m)uk(m)uk(n).
(47)
Remark 4: The definition in (47) corresponds to the Rihaczek
distribution in classical time-frequency analysis [6], [7], [8].
Observe that based on Rihaczek distribution and the expression
(47), we may obtain a vertex-frequency representation even
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Fig. 9. Vertex-frequency energy distribution for a signal whose vertex-
frequency representation is given in Fig. 3. No localization window was used
here.
without a localization window. This very important property
is also the main advantage (along with the concentration
improvement) of classical time-frequency distributions with
respect to the spectrogram and STFT based time-frequency
representations.
The marginal properties of the vertex-frequency energy
distribution, E(n, k), are defined as its projections onto the
spectral index axis, k, and the vertex index axis, m, to give
N∑
n=1
E(n, k) = |X(k)|2 and
N∑
k=1
E(n, k) = x2(n).
and correspond respectively to the squared spectra, |X(k)|2,
and the signal power, x2(n), of the graph signal, x(n).
Example 8: Fig. 9 shows the vertex-frequency distribution E(n, k)
of the graph signal from Fig. 1, together with its marginal properties.
The marginal properties are satisfied up to the computer precision,
and that the localization of energy is better than in cases obtained
with the localization windows in Figs. 3, 7, and 8. Importantly, the
distribution, E(n, k), does not use a localization window.
A. Smoothness Index and Local Smoothness
The smoothness index in graph signal processing plays the
role of frequency in classical spectral analysis, and is defined
as the Rayleigh quotient of matrix L and vector x, that is
l =
xTLx
xTx
≥ 0. (48)
Remark 5: The expression in (48) indicates that the smooth-
ness index can be considered as a measure of the rate of change
of a graph signal. Faster changing signals (corresponding to a
high-frequency signals) have larger values of the smoothness
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index. M=The maximally smooth graph signal is a constant
signal, x(n) = c, whose smoothness index is l = 0.
In the mathematic literature the inverse of the smoothness
index is known as the curvature (curvature ∼ 1/l). While
larger values of the smoothness index correspond to graph
signals with larges rates of change (less smooth graph signals),
for curvature its larger values would indicate smoother graph
signals.
The smoothness index for an eigenvector, uk, of the graph
Laplacian, L, is equal to its corresponding eigenvalue, λk, that
is
uTkLuk
uTk uk
= λk, (49)
since by definition Luk = λkuk.
Remark 6: If the above eigenvectors are the classical Fourier
transform basis functions, then the smoothness index cor-
responds to the squared frequency of the considered basis
function, λk ∼ ω2k, while the curvature corresponds to the
squared period in harmonic signals.
This makes it possible to define the local smoothness
index, λ(n), for a vertex n, in analogy with the standard
instantaneous frequency, ω(t), at an instant t, as [29]
λ(n) =
Lx(n)
x(n)
, (50)
where it was assumed that x(n) 6= 0 and Lx(n) are the
elements of the vector Lx.
The properties of the local smoothness include:
1) The local smoothness index λ(n) for a monocomponent
signal
x(n) = αuk(n),
is vertex independent, and is equal to the global smooth-
ness index, λk, since
Lx(n) = αLuk(n) = αλkuk(n).
In the time-domain signal analysis, this property means
that the instantaneous frequency of a sinusoidal signal is
equal to its global frequency.
2) Assume a piece-wise monocomponent signal
x(n) = αiuki(n) for n ∈ Vi, i = 1, 2, . . . ,M,
where Vi ⊂ V are the subsets of the vertices such that
Vi ∩ Vj = ∅ for i 6= j, V1 ∪ V2 ∪ · · · ∪ VM = V , that
is, every vertex belongs to only one subset Vi. Given the
monocomponent nature of the signal, within each subset,
the considered signal is proportional to the eigenvector
uki(n).
Then, for each interior vertex n ∈ Vi, i.e., a vertex
whose neighborhood lies in the same set Vi, the local
smoothness index is given by
λ(n) =
αiLuki (n)
αiuki(n)
= λki . (51)
3) An ideally concentrated vertex-frequency distribution
(ideal distribution) can be defined as
I(n, k) ∼ |x(n)|2δ
(
λk − [λ(n)]
)
,
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Fig. 10. Local smoothness index, λ(n), of graph signal from Fig. 1.
whereby it was assumed that the local smoothness index
is rounded to the nearest eigenvalue.
This distribution can also be used as a local smoothness
estimator, since for each vertex, n, the maximum of
I(n, k) is positioned at λk = λ(n). The index of the
eigenvalue, kˆ, that corresponds to the local smoothness
index is then obtained as
kˆ(n) = arg max
k
{I(n, k)},
so that the estimated local smoothness becomes λˆ(n) =
λkˆ(n). This estimator is quite common and is widely used
in classic time-frequency analysis [6], [7], [8].
4) Local smoothness property. The vertex-frequency dis-
tribution, E(n, k), satisfies the local smoothness property
if ∑N
k=1 λkE(n, k)∑N
k=1E(n, k)
= λ(n). (52)
In that case, the center of masses of vertex-frequency
distribution along the spectral index axis, k, should be
exactly at λ = λ(n), and it can be used as an unbiased
estimator of this graph signal parameter.
Example 9: The vertex-frequency distribution defined by E(n, k) =
x(n)X(k)uk(n) satisfies the local smoothness property. in (52), since∑N
k=1λkE(n, k)∑N
k=1E(n, k)
=
∑N
k=1λkx(n)X(k)uk(n)∑N
k=1x(n)X(k)uk(n)
=
Lx(n)
x(n)
= λ(n).
The above relation follows from the fact that
∑N
k=1 λkX(k)uk(n)
are the elements of the IGFT of λkX(k). Upon employing the
matrix form of the IGFT of ΛX, we get UΛX = UΛ(UTU)X =
(UΛUT )(UX) = Lx. With the notation, Lx(n), for the elements
of Lx, we obtain
N∑
k=1
λkX(k)uk(n) = Lx(n).
The local smoothness index for the graph signal from Fig. 1 is
presented in Fig. 10.
B. Reduced Interference Distributions (RID) on Graphs
In order to emphasize the relations and the resemblance
to the classical time-frequency analysis, in this subsection
we will use the complex-sensitive notation for eigenvectors
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and spectral vectors. The frequency domain definition of the
energy distribution in (47) is given by
E(n, k) = x(n)X∗(k)u∗k(n) =
N∑
p=1
X(p)X∗(k)up(n)u∗k(n).
Then, the general form of graph distribution can be defined
through introducing a kernel φ(p, k, q), as [30]
G(n, k) =
N∑
p=1
N∑
q=1
X(p)X∗(q)up(n)u∗q(n)φ(p, k, q). (53)
Observe that for φ(p, k, q) = δ(q−k), the graph Rihaczek dis-
tribution in (47) follows, while the unbiased energy condition∑N
k=1
∑N
n=1G(n, k) = Ex is satisfied if
N∑
k=1
φ(p, k, p) = 1.
The so obtained distribution G(n, k) may also satisfy the
vertex and frequency marginal properties, as elaborated bellow.
• The vertex marginal property is satisfied if
N∑
k=1
φ(p, k, q) = 1.
This is obvious from
N∑
k=1
G(n, k) =
N∑
p=1
N∑
q=1
X(p)X∗(q)up(n)u∗q(n) = |x(n)|2.
• The frequency marginal property is satisfied if
φ(p, k, p) = δ(p− k).
Then, the sum over vertex index produces
N∑
n=1
G(n, k) =
N∑
p=1
|X(p)|2φ(p, k, p) = |X(k)|2,
since
∑N
n=1 up(n)u
∗
q(n) = δ(p − q), that is, the eigen-
vectors are orthonormal.
C. Reduced Interference Distribution Kernels
A straightforward extension of classical time-frequency
kernels to graph signal processing would naturally be based on
exploiting the relation λ ∼ ω2, together with an appropriate
exponential kernel normalization.
The simplest reduced interference kernel in the frequency-
frequency shift domain, which would satisfy the marginal
properties, is the sinc kernel, given by
φ(p, k, q) =
{
1
1+2|p−q| , for |k − p|≤ |p− q|,
0, otherwise
and shown in Fig. 11 at the frequency shift corresponding to
k = 50.
Example 10: The sinc kernel was used for a vertex-frequency
representation of the signal from Fig. 1(d), with the results shown
in Fig. 12. This representation is a smoothed version of the energy
vertex-frequency distribution in Fig. 9, whereby both (vertex and
frequency) marginals are preserved.
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Fig. 11. The sinc kernel of the reduced interference vertex-frequency
distribution in the frequency domain.
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Fig. 12. Reduced interference vertex-frequency distribution of a signal whose
vertex-frequency representation is given in Fig. 3. The marginal properties are
given in the panels to the right and below the vertex-frequency representation,
and they are equal to their corresponding ideal forms given by |x(n)|2 and
|X(k)|2.
Remark 7: Graph spectrogram and marginal properties.
The general vertex-frequency distribution can be written for
the vertex-vertex shift domain as a dual form of (53)
G(n, k) =
N∑
m=1
N∑
l=1
x(m)x∗(l)uk(m)u∗k(l)ϕ(m,n, l), (54)
where ϕ(m,n, l) is the kernel in this domain (the same mathe-
matical form as for the frequency-frequency shift domain ker-
nel). The frequency marginal is satisfied if
∑N
n=1 ϕ(m,n, l) =
1 holds. The vertex marginal is met if ϕ(m,n,m) = δ(m−n).
The relation of this distribution with the vertex domain spec-
trogram (3) is simple, and given by
ϕ(m,n, l) = hn(m)h
∗
n(l).
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However, this kernel cannot satisfy both marginal properties,
while the unbiased energy condition
∑N
n=1 ϕ(m,n,m) = 1
reduces to (32).
Remark 8: Classical time-frequency analysis follows as
a special case from the general form of graph distributions,
(53), if the considered graph is a directed circular graph. This
becomes obvious upon recalling that the adjacency matrix
decomposition produces complex-valued eigenvectors of the
form uk(n) = exp(j2pink/N)/
√
N . With
φ(p, k, q) = φ(p− q, k − p) =
N∑
n=1
c(p− q, n)e−j 2pinkN ej 2pinpN
in (53), the classical (Rihaczek based) Cohen class of distri-
butions follows, where c(k, n) is the distribution kernel in the
ambiguity domain [6], [7], [8].
IX. CONCLUSION
Vertex-frequency analysis, as an approach to the localized
analysis of graph signals, is reviewed in this paper. Traditional
approaches for graph analysis, clustering and segmentation are
based only on the graph topology and spectral properties of
graphs. When dealing with signals on graphs, localized ana-
lyzes should be focused on data on graphs, incorporating the
graph topology. This unified approach to define and implement
graph signal localization methods, which takes into account
both the data on graph and the corresponding graph topology,
is in the core of vertex-frequency analysis. Like in classical
time-frequency analysis, the main research efforts are devoted
to the graph signal linear representations which include a local-
ization window. Several methods for definition of localization
widows in the spectral and vertex domain are presented in
this paper. Optimization of the window parameters, uncertainty
principle, and inversion methods are also discussed. Following
the classical time-frequency analysis, energy forms of vertex-
frequency energy and reduced interference distributions, which
do not use localization windows, are considered in the second
part of the paper. Their role as local smoothness index esti-
mator is presented.
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