The above proof shows how each of the conditions in the de nition of lattice representation is used and also shows how most of the additional conditions (5)-(9) are used. One condition which was not utilized is (9). This condition is used in arguments where one is trying to preserve greatest element. In the notation of the previous proof, the condition ensures that f 1L T f. ( 9] Manuel Lerman, Some nondistributive lattices as initial segments of the degrees of unsolvability, J. Symbolic Logic 34 (1969) , 85{98. take = . We will then have, for f extending , feg f q (j j) = feg q (j j) 6 = p (j j) = f p (j j). Otherwise, i.e., if feg q (j j) = p (j j), let be the same as but with (j j) = j. Even though we have switched from i to j, we will still have q = q since i (q) = j (q), but p (j j) = (j j) (p) = j (p), while p (j j) = (j j) (p) = i (p), so p (j j) 6 = p (j j). Thus, if f extends , we have feg f q (j j) = feg q (j j) = feg q (j j) = p (j j) 6 = p (j j) = f p (j j) and the requirement is met. To see that the requirement is met in this case, suppose that f extends and that fe 0 g f p = fe 1 g f q = g, total. We show how to compute g fromf r .
Given x, nd a such that r f r and fe 0 g p (x) #. (A large enough initial segment of f is one such .) We can nd e ectively in f r . We claim that fe 0 g p (x) = g(x). If not, then since g(x) = fe 1 g f q (x), we can take 0 to be a su ciently long initial segment of f to get fe 1 g 0 q (x) = g(x) 6 = fe 0 g p (x). We may also assume that j j = j 0 j by padding the shorter string so that the two strings agree on the extension. Then, ; 0 ; x satisfy the conditions given above for 0 ; 1 ; x, contradicting the assumption that no such 0 ; 1 ; x exist. Thus, fe 0 g p (x) = g(x) and g T f r . Now suppose that 0 ; 1 ; x as above do exist. Fix the rst such in some e ective ordering. We will show how to de ne in such a way that it meets the requirement by forcing the antecedent to be false. Let fe 0 g p 0 (x) = A; fe 1 g q 1 (x) = B. Let 1 ; 2 ; 3 be interpolant strings for 0 ; 1 , (i.e., for r = 1; 2; 3; r ; j r j = j 0 j, and for j j y < j 0 j; ( 0 (y) ; 1 (y) ; 2 (y) ; 3(y) ; 1 (y) ) is a sequence of (p; q)-interpolants from 0 (y) and 1 (y) ). The strings 1 ; 2 ; 3 exist by (3 3 ) and can be found e ectively, given 0 The entire process for meeting the requirement is computable from ; 0 , so the proof is complete.
The correctness of (11) follows from the de nition f p (x) = f(x) (p), the assumption that f T ; 0 and the fact that i; j: j (p i ) is computable.
To establish (12), it su ces to show that if p L q, then f p T f q . Given x, use an f q oracle to get f q (x). Then, nd the least i 2 I m such that f q (x) = i (q).
This can be done e ectively, given f q (x), since i; j: j (p i ) is computable. We know such an i exists since i = f(x) is one such. The i we nd might not be f(x). Nonetheless, i (q) = f(x) (q), so, by (1), i (p) = f(x) (p) = f p (x) and we have computed f p (x) e ectively in f q .
To see that (13) holds, assume that p_ L q = r. We must show that f p f q T f r . We have f p ; f q T f r from (12), so we need to show f r T f p f q . Given x, nd the least i 2 I m such that i (p) = f p (x) and i (q) = f q (x). (One such i is f(x).) Since i and f(x) agree on p and q, by (2), they agree on r and i (r) = f(x) (r) = f r (x). Thus, we have computed f r (x) e ectively in f p f q .
If L has a least element, then by (8), for all x 2 !, f
Thus, for our construction to succeed, we need to meet the following two additional conditions for all p; q; r 2 L. p 6 L q ! a p 6 T a q (15) p^L q = r ! a p^T a q = a r :
We will meet (15) if we meet all of the following requirements for e 2 !; p; q 2 L such that p 6 L q. feg f q 6 = f p :
We will meet (16) if we meet all of the following requirements for e 0 ; e 1 2 !, p; q; r 2 L with p^L q = r. fe 0 g f p = fe 1 g f q = g; total ! g T f r :
Our construction will be a nite extension construction using a ; 0 oracle. Thus, it su ces to show that given a string 2 I m <! and a requirement of the form (17) or (18), one can nd e ectively in ; 0 a string 2 I m <! extending such that if f is any function from ! to I m that extends , then the given requirement is met. It will be useful to have the following notation. If 2 I m <! and p 2 L, de ne p 2 I m <! by j p j = j j and p (i) = (i) (p) for i < j j.
Suppose rst that we are given 2 I m <! and a requirement of the form (17). We will force feg f q (t) 6 = f p (t) on the rst available t, namely, t = j j. By (1), since p 6 L q, there are i; j 2 I m such that i (q) = j (q) but i (p) 6 = j (p). Such a pair i; j can be found e ectively. Ask ; 0 if there is a 2 I m <! such that i and feg q (j j) #. If not, set = i. Then, if f extends , we have f q extends q , so feg f q (j j) " and the requirement is met. If such a does exist, take the rst such in some standard ordering of strings. If feg q (j j) 6 = p (j j), Proof: If L has only one element p, then we may take A = f0g and = f 0 g where 0 (p) = 0. Thus, we may suppose that L contains at least two elements.
Then, for any A-representation of L, we must have A 6 = ;.
We rst wish to produce a nite computability-theoretic A 1 -representation 1 for L that satis es conditions (8 0 ) and (9). If we are willing to use Theorem 18, which is claimed but not proven in 12], then we proceed as follows.
Using this theorem, let 1 be a nite lattice-theoretic A 1 representation for L dual that preserves least and greatest elements and let 1 = ( 1 ). Then, by Theorems 23 and 25 (since ( 1 ) = 1 ), 1 is a nite A 1 -representation for L that meets both conditions (8 0 ) and (9).
Alternatively, using Theorem 17, we may begin with a lattice-theoretic A 2 -representation 2 for L dual for some nite set A 2 . Next, we may obtain 3 , anite lattice-theoretic A 3 -representation for L dual that preserves greatest element by applying the method of Theorem 24. Then let 0 = ( 3 ). By Theorem 23, 0 is a nite A 3 -representation that meets condition (8 0 ). Now, obtain 1 from 0 using the process of Theorem 26 and an arbitrary linear ordering of A 3 . Then, A 1 is nite, and 1 meets condition (9) and also condition (8 0 ), since as sets of functions 0 and 1 are the same. Proof: The rst part is immediate from the de nition of . For the second,
It is obvious how to obtain condition (9). Maintaining computability is a little more delicate.
Theorem 26 Let L be a lattice and = f a ja 2 Ag be a computabilitytheoretic A-representation for L.
Suppose that A is well-ordered by . Let A 0 = fa 2 Aj(8b 2 A)(b a ! b 6 = a )g and de ne 0 = f 0 a ja 2 A 0 g by 0 a = a for all a 2 A 0 . Then 0 is a computability-theoretic A 0 -representation for L which meets (9).
Further, if L has a greatest element, and is computable, say with enumerations A = fa i ji 2 I n g and L = fp i ji 2 I m g, and the above process is carried out with respect to the given ordering of A, then 0 is computable.
Proof: The rst part is obvious. For the second part, let 1 L = p i1 . Then, A 0 = fa j j(8k < j)( a k (p i1 ) 6 = aj (p i1 ))g, so B = fxja x 2 A 0 g is computable, say f with domain I n 0 enumerates B in increasing order. Let a 0 i = a f(i) , so A 0 = fa 0 i ji 2 I n 0 g. Then, fhi; j; kij 0
Sharpened Existence Theorems
We can now give some sharpened existence theorems for lattice representations satisfying the additional conditions we have been discussing.
Theorem 27 Let L be a computably presented lattice with join and meet computable with respect to the enumeration L = fp i ji 2 I n g. Then there is a computability-theoretic A-representation for L of type 3 that satis es all of the conditions (5)- (9) We now look at what condition (9) means lattice-theoretically.
Theorem 25 Let L be a lattice, A be a set, = f a ja 2 Ag be a computabilitytheoretic A-representation for L and ( ) be the corresponding lattice-theoretic A-representation for L dual .
Theorem 21 Let L be a lattice and = f a ja 2 Ag be a computabilitytheoretic A-representation for L. Let Proof: This is immediate.
Conditions (6) and (7) Let A= (1 L ), the set of equivalence classes of the equivalence relation (1 L ), be given as fB i ji 2 Ig for some index set I, where i 6 = j implies B i 6 = B j , let C be Q i2I B i , i.e., C consists of all sequences x = (x i ) i2I such that for all i 2 I, x i 2 B i , and let b be a particular element of C.
De ne A 0 to be the set of all x 2 C such that fi 2 Ijx i 6 = b i g is nite and de ne 0 : L ! Eq(A 0 ) by 0 (p) = f(x; y) 2 A 0 A 0 j(8i 2 I)(x i (p)y i )g s+1 from 0 s+1 as follows. For each i; j; k 2 I n such that i; j; k s, p i j L p j and p i^L p j = p k and each ; 2 0 s+1 such that (p k ) = (p k ) and there is no sequence ( 0 ; : : : ; 4 ) of (p i ; p j )-interpolants from to in 0 s+1 , add to 0 s+1 the three interpolants 1 ; 2 ; 3 constructed using the method of the previous paragraph. Each time interpolants are added, choose for w; x; y; z odd numbers that do not appear in the range of any function in 0 s+1 and use di erent values for w; x; y; z for each sequence of interpolants added at stage s+1. If s+1 = s , then stop with = s . Otherwise, replace s with s + 1 and repeat the process.
If the construction does not stop at the end of some stage, then let be the union of all the s . In either case, let f i ji 2 I m g be an enumeration of in the order the elements were added. It follows easily by induction that for all s for which s is de ned, s f 2i ; 2i+1 ji 2 I n g satis es the left-to-right implication of condition (1) and also satis es condition (2 0 ). It follows from this that satis es these same conditions. Also, meets the right-to-left implication of (1) A is an initial segment of !
The range of each a is a subset of A
If L has a least element 0 L , then ( 8 2 
Condition (7) of course assumes that 0 2 A. We discuss how each of these properties can be obtained.
If A can be enumerated, then (5) is easily obtained.
Conversely, if 0 is equivalent to and meets the given conditions, then 0 is computable (using the enumerations of L and A with respect to which the condition is satis ed) and hence is computable.
In for some ; 2 0 . We show how to add 1 ; 2 ; 3 to 0 so that the augmented collection still satis es the left to right implication of (1) and also condition (2 0 ) and ( ; 1 ; 2 ; 3 ; ) is a sequence of (p i ; p j )-interpolants from to . Let w; x; y; z be objects not in the range of any of the functions in 0 Constructions in computability theory that use representations are often simpler if a nite representation is used, but can be modi ed to work with a computable representation, so it can be convenient, but is not essential, to invoke Pudl ak and T _ uma's di cult result. Being able to assume that the representation has type 3 can also make constructions somewhat easier to express, but these constructions will also work even if the representation used does not have any nite type.
In results in complexity theory such as Shore and Slaman 14] that use lattice representations, it is essential to have a nite representation and Pudl ak and T _ uma's result has to be invoked. Here again, fortunately, the constructions work no matter what the type of the representation, so the fact that it is not known if every nite lattice has a nite representation of type 3 does not cause any problem. (Shore and Slaman erroneously claim in 14] that Pudl ak and T _ uma showed that every nite lattice has a nite representation of type 3, but their constructions do not actually need the representation to be type 3.) Before we can give Shore's translation into computability-theoretic terms of J onsson's lattice representation construction, we need a preliminary lemma characterizing computable representations.
Lemma 19 Let L be a lattice and A be a set. A computability-theoretic Arepresentation is computable if and only if it is equivalent to some 0 = f 0 a ja 2 In the same paper, Pudl ak and T _ uma state that the following strengthening of the previous theorem follows easily from their methods, but they do not give the proof.
Theorem 18 (Pudl ak and T_ uma 12]) For every nite lattice L, there is a number n 0 such that for all nite sets A with jAj n 0 , there is a lattice representation : L ! Eq(A) that preserves 0 and 1. , , , , , l l l l l l l l l l , , , , , 
Existence Theorems for Lattice Representations
We now describe the results on the existence of representations proven by mathematicians outside of computability theory that are of most interest to computability theorists. The most basic result is due to Whitman in 1946, answering a question raised by Birkho in 1].
Connection Between the Two Types of Representations
As mentioned above, the use of computability-theoretic representations of lattices began with Lerman and Shoen eld, but it was Thomason in 16] who recognized how the type of representation needed in computability theory could be generated from a representation of a lattice as a lattice of equivalence relations.
The connection between the two types of representation is given in the next theorem.
Theorem 11 Let L be a lattice and let A be a set. Suppose now that is a representation of type m. It is obvious that conditions (3) and (4 m ) together imply condition (3 m ), so satis es conditions (1), (2), and (3 m ). Now suppose that conditions (1), (2) and (3 m ) hold. We have seen that (2) implies (2 0 ) and (3 m ) clearly implies (3 0 m ), so we have (1), (2 0 ) and (3 0 m ). If (1), (2 0 ) and (3 0 m ) hold, then, since (1) and (2 0 ) imply (2), we have (2) and (3 0 
Examples of Representations
Now we give some examples of computability-theoretic representations.
Example 8 The diamond lattice L (i.e., the Boolean algebra with two generators) and a lattice-theoretic f0; 1; 2g-representation f 0 ; 1 ; 2 g of type 2 for L are given in Figure 1 .
Example 9 The ve element modular but nondistributive lattice M 3 and a lattice-theoretic f0; 1; 2g-representation f 0 ; 1 ; 2 g of type 2 for M 3 are given in Figure 2 .
Example 10 The ve element nonmodular lattice N 5 and a lattice-theoretic f0; 1; 2; 3g-representation of type 3 for N 5 are given in Figure 3 .
and , so and agree on r. Thus, r L q and r is a lower bound for fp; qg. Suppose that t is any lower bound for fp; qg. If and are two elements of that agree on r, then, by hypothesis, there is a sequence ( 0 ; : : : ; n+1 ) of (p; q) interpolants between and . By (1) and the fact that t L p; q, i (t) = i+1 (t) for all i n, so (t) = (t). Thus, any two elements of that agree on r agree on t. It follows from (1) that t L r. Hence, p^L q = r. This establishes the right to left implication of (3) There are still more weakenings of De nition 4 that turn out to be equivalent to it. However, not every variation on the de nition is equivalent. In de ning representation, Fejer-Shore 3] and Haught 4] replace the second \$" in conditions (2) and (3) with \!", but leave the rst \$" alone. This version is strictly stronger than our de nition, in fact, no nontrivial lattice has a \representation" in this stronger sense. (In both papers, the usual de nition of representation is what was meant.)
We can prove a result similar to Theorem 6 for computability-theoretic representations of type m.
Theorem 7 Let L be a lattice, A be a set and = f a ja 2 Ag be a collection of functions with domain L. For p; q; r 2 L and n 2 !, let (3 n ) and (3 0 n ) be the conditions obtained from (3) p^L q = r implies that any members of that agree on r also agree on p. By (1), this implies that if p^L q = r, then p L r, so p = r. This in turn implies that L has only one element. Thus, for all p; q; r 2 L, we have p^L q = r, so the right to left implication of (3 m ) holds trivially.
Proof: We will show that condition (2) holds for all p; q; r 2 L if and only if conditions (1) and (2 0 ) hold for all p; q; r 2 L and that condition (3) holds for all p; q; r 2 L if and only if conditions (1) and (3 0 ) hold for all p; q; r 2 L. This will clearly imply the result.
It is obvious that condition (2) implies condition (2 0 ). Setting r to be q in (2) gives a statement that is easily seen to be equivalent to (1). Thus, (2) implies (1) and (2 0 ). Conversely, suppose that (1) and (2 0 ) hold for all p; q; r 2 L. Let p; q; r be in L. We show that (2) holds. Suppose rst that p _ L q = r. If and are in and they agree on both p and q then, by (2 0 ), they agree on r and, if they agree on r, then, by (1), since p; q L r, they agree on p and q. Thus, we get the left to right implication of (2) . Now, suppose that any two elements of agree on r if and only if they agree on p and q. Then, by (1), r is an upper bound for fp; qg. Suppose that t is an upper bound for fp; qg. Then, if and are two elements of which agree on t, then, by (1), they agree on both p and q and hence, by hypothesis, they agree on r. Thus, by (1), r L t, so r = p_ L q, as desired. Now suppose that condition (3) holds. Then condition (3 0 ) obviously holds.
To see that (1) holds, we argue as follows. Suppose rst that p L q and that (q) = (q) for ; 2 . Then, since q^L p = p and ( ; ) is a sequence of (q; p)-interpolants from to , (3) implies that (p) = (p). This establishes the left to right direction of (1). Now suppose that any two elements of that agree on q also agree on p. Let ; be in . If (p) = (p), then ( ; ) is a sequence of (p; q)-interpolants from to . Conversely, if ( 0 ; : : : ; n+1 ) is a sequence of (p; q)-interpolants from to , then i (p) = i+1 (p) for all i n (because any two elements of that agree on q also agree on p), so (p) = (p). Thus, two elements of agree on p if and only if there is a sequence of (p; q)-interpolants between them. It follows from (3) that p^L q = p and, hence, p L q. This establishes the right to left implication of (1).
Conversely, suppose that conditions (1) and (3 0 ) hold for all p; q; r 2 L. We show that (3) holds for all p; q; r 2 L. Suppose rst that p^Lq = r. If and are in and (r) = (r), then, by (3 0 ), a sequence of (p; q)-interpolants between and exists. Conversely, if a sequence ( 0 ; : : : ; n+1 ) of (p; q)-interpolants exists between and , then, by (1), since r L p; q, i (r) = i+1 (r) for all i n, so (r) = (r). This gives the left to right implication of (3). Now, suppose that two elements of agree on r if and only if there is a sequence of (p; q)-interpolants between them. If and are two elements of that agree on p, then ( ; ) is a sequence of (p; q)-interpolants between and , so, by hypothesis, and agree on r. It follows by (1) that r L p. Similarly, if and agree on q, then ( ; ; ) is a sequence of (p; q)-interpolants between important in practice, and making it explicit will help to explain the connection between the lattice-theoretic and computability-theoretic viewpoints.
In 
Equivalent De nitions of Representation
The conditions given in De nition 4 are in a strong form, which is useful if one has a representation and wants to use it for a lattice-embedding construction. As the next theorem shows, the individual conditions can be weakened or eliminated in various ways with the resulting set of conditions equivalent to the ones of the de nition. Such weakened sets of conditions are useful for showing that a given collection of functions is in fact a representation of a given lattice.
Theorem 6 Let L be a lattice, A be a set and = f a ja 2 Ag be a collection of functions with domain L. For p; q; r 2 L, let (2 0 ) 
A sequence ( 0 ; : : : ; n+1 ) as in (3) The rst published use of lattice representations similar to the ones de ned in De nition 4 is in Lerman's paper 9]. (Around the same time, Shoen eld used a similar type of representation in an unpublished manuscript.) Although similar sorts of representations were used by Thomason in 16] and Lerman in 10], the rst explicit de nition of computability-theoretic lattice representation, essentially the same as ours, was given by Lerman in 11], where representations are called lattice tables.
Note that a nite representation is computable and is type m for some m.
Our de nition of computability-theoretic representation is somewhat broader than what a computability theorist means in practice by a representation. Namely, one usually assumes that all of the functions in the representation take their values in ! and that the index set A is an initial segment of !. We will see later why this can be assumed.
The conditions given in (1), (2) and (3) do not depend on the index set A at all. This suggests that one might de ne a representation simply to be a collection of functions satisfying the given conditions. However, the index set is is certainly contained in any equivalence relation on A which contains both E 1 and E 2 , so it is the join of E 1 and E 2 in Eq(A). From general principles about the transitive closure, it follows that for each a; b 2 A, (a; b) 2 (E 1 E 2 ) + if and only if there is an n 1 and a sequence x 0 ; : : : ; x n of elements of A such that x 0 = a, x n = b for each i < n, x i (E 1 E 2 )x i+1 . Because E 1 is transitive and re exive and E 2 is transitive, the last condition can be replaced by for each i < n, if i is even then x i E 1 x i+1 and if i is odd then x i E 2 x i+1 . To say the same thing in yet another way, if E 1 and E 2 are equivalence relations,
where we denote the usual relation product by juxtaposition. We will denote the n + 1st term in the union given above as P n (E 1 ; E 2 ) (so P 0 (E 1 ; E 2 ) = E 1 , P 1 (E 1 ; E 2 ) = E 1 E 2 , etc.). If E 1 and E 2 are equivalence relations and n m, then P n (E 1 ; E 2 ) P m (E 1 ; E 2 ).
De nition 3 Let L be a lattice and let A be a set. A lattice-theoretic Arepresentation for L is a lattice monomorphism (i.e., a meet and join preserving injection) : L ! Eq(A). A lattice-theoretic representation for L is a function which is a lattice-theoretic A-representation for L for some A. (As mentioned previously, lattice theorists have studied other types of representations for lattices, but since they have recognized the type given above as being most fundamental, it is not too much of an abuse to call these \lattice-theoretic" representations.) The study of the lattices (Eq(A); ) and the idea of representing an arbitrary lattice as a lattice of equivalence relations began with the paper 1] of Birkho .
We now turn to the computability-theoretic view of lattice representations.
In many papers in computability theory that use lattice representations, it is desirable to assume that the representations have certain additional properties that do not follow immediately from the underlying lattice-theoretic representations. In some cases, (most notably the homogeneity assumptions used in initial segments results) these desired additional properties take quite some work to obtain. In other cases, the additional properties are more easily obtained, and papers say that these properties can be assumed without loss of generality, but do not give any justi cation. Although it is folklore that these additional properties can in fact be obtained, no easily accessible justi cation exists in print.
In this expository paper, we present the basic de nitions and results about lattice representations needed by computability theorists. The plan of the paper is as follows. We rst de ne lattice representations both from the lattice-theoretic and computability-theoretic points of view, give examples and show the connection between the two types of representations. Then, we discuss some of the known theorems on the existence of lattice representations that are of interest to computability theorists. Next, we discuss some additional properties of representations that computability theorists have found useful and show how they can be obtained. Finally, we give a simple example of the use of lattice representations in an embedding result.
De nition of Representation
For n 2 !, we write I n for f0; : : : ; n?1g and we write I ! for !. If P is a partial order, then we assume that P = (P; P ). We will call a lattice L computably presented if there is an enumeration without repetitions fp i ji 2 I m g of L with m 2 ! + such that both the sets f(i; j; k)jp i _ L p j = p k g and f(i; j; k)jp i^L p j = p k g are computable.
De nition 1 For any set A, Eq(A) denotes the set of all equivalence relations over A. Theorem 2 For any set A, (Eq(A); ) is a lattice. Proof: Inclusion is obviously a partial order. The intersection of any nonempty family of equivalence relations over A is again an equivalence relation over A and A A is the greatest element of (Eq(A); ), so this partial order is a complete lower semilattice with greatest element, so is a lattice, with meet given by intersection.
We can also give an explicit description of the join operation in Eq(A).
Let E 1 and E 2 be equivalence relations over A. 
Introduction
Lattice embeddings are a common tool employed by computability theorists to study the structures they are interested in. They are used both to show the undecidability of the full theory of a structure and to decide fragments of the structure's theory. Since every countable distributive lattice can be embedded into the countable atomless Boolean algebra, and this Boolean algebra has easily constructed computable representations, there is no problem of representation if one wishes to embed all countable distributive lattices into a structure. However, if one wishes to embed all nite or all computably presentable lattices into a structure, some sort of representation for these lattices is needed. Not surprisingly, representations for lattices have concerned lattice theorists since the early days of their subject. They have looked at representations of the elements of an arbitrary lattice (up to isomorphism) by various sorts of objects, such as subgroups of a xed group or geometries on a xed set, but they have recognized as most fundamental, representations of an arbitrary lattice as a lattice of equivalence relations on a xed set. It is exactly this sort of representation that computability theorists have used to create the representations they need to carry out their embedding theorems. The rst use of a type of lattice representation derived from a representation of a lattice by equivalence relations to prove a computability-theoretic embedding theorem is due to Thomason in 16]. Since this paper, practitioners in the eld have recognized the connection between the type of representation they use and the type of representation developed by lattice theorists, but this connection has not received a thorough discussion in print.
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