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Abstract-This paper suggests ways in which the concept of neighbourhood consensus functions, 
which were applied to definitive consensus in [I], can be extended to comparative and compound 
consensus. 
1. INTRODUCTION 
Suppose a panel of individuals has to decide on an arrangement of n issues (or objects) into 
order of importance or merit. For the sake of simplicity, let the issues be numbered 1 to n. 
Each panel member decides on his own arrangement, which might be expected to differ from the 
arrangements of others. The problem of establishing a compromise arrangement and the amount 
of agreement amongst the panel arises. A trivial but typical example of this situation is the 
newspaper competition in which a number of elements must be ranked in order of priority, e.g., 
good accommodation, easy access, etc., when selecting a holiday. 
2. COMPARATIVE CONSENSUS 
Consensus of this type, which involves only the ranking of a number of issues, has been described 
as “comparative consensus” [2] in contrast to the simpler notion of “definitive consensus,” (treated 
by the authors in [l]) in which the agreement of a panel on a single issue is assessed. The obvious 
question in the situation where several panelists judge several issues is whether it is preferrable 
to determine the agreement on each issue on the basis of scores, and rank on the basis of the 
consensus scores, or whether each panel member should rank on the issues on the basis of his 
or her scores, and subsequently look for consensus on the set of rankings. This has never been 
satisfactorily resolved. The methodologies described in this paper, however, should be helpful in 
future research. 
Diaconis [3] has suggested a method of determining comparative consensus among a large 
panel judging a small number of issues. In this case, by the Pigeon-hole Principle (41, many panel 
members will agree on at least one arrangement. However, this method is clearly not applicable 
to a small panel judging even a moderate number of issues. For example, the number of possible 
arrangements of five issues is 5! = 120, but a panel is unlikely to exceed 20 “experts” (and even 
this number might be counterproductive). 
Here, we suggest a method of tackling this type of “comparative consensus,” where the data 
is almost certain to be too sparse for the application of Diaconis’ method. Such a scenario has 
been suggested by Saaty [5], when his AHP is used by a relatively small panel to produce a set of 
rankings. The method entails an adaption of the concept of neighbourhood consensus functions 
previously defined for “definitive consensus” [l]. For this, we require a domain on which to 
define the functions and a measure, preferably a metric, to specify the notion of “distance” in 
the domain. 
3. THE PERMUTATION SPACE 
The idea of defining a measure on the set of all permutations of the issues in question to create 
a metric space is not original. In recent years, considerable research has been carried out on how 
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thii might be used to determine consensus [6,7]. Of classic and impressive simplicity is the theory 
used by Kemeny and Snell [8], although this is intended primarily as an illustration of the power 
of mathematics in explication. While this yields both a focal point for consensus and, implicitly, 
a measure of agreement, it falls short as a definitive theory of comparative consensus in a number 
of respects. 
First, the metric used is based solely on the differences between two permutations and takes 
no account of the similarities. (This is a consequence of Kemeny and Snell’s Axiom 4.) Thus, 
for example, (A, B, C, D, E) is closer to (E, D, C, B, A) than to (E, A, B, C, D), since it 
has four differences rather than five. This contradicts intuitive notions of comparative consensus. 
(Similar objections could be raised to other measures, such as Pearson’s correlation coefficient 
and Kendall’s concordance.) However, this difficulty can be eliminated simply by using a different 
metric, and indeed, Kemeny and Snell suggest this possibility. The well-known chain metric (see 
for example, [9]) is a natural candidate. This is simply a count of the number of breaks of 
sequence required to arrive at one permutation from the other. In the example above, the metric 
is four in the first case, and one in the second. While this metric is not easily formulised, it is 
highly computable. 
Secondly, only permutations actually selected by panel members are permitted as focal points. 
This restriction was, no doubt, dictated by the lack of facility to process very large sets at the 
time of writing (1972), since the set of permutations increases dramatically with n, e.g., ten items 
can be permuted in over 350,000 ways. This problem is vanishing rapidly under the power of 
modern computers. 
4. NEIGHBOURHOOD CONSENSUS 
It has been argued in [l] that the concept of neighbourhood consensus functions resolves the 
controversy regarding the mean versus the median as a measure of consensus. It is worth pointing 
out in this connection that Kemeny and Snell effectively base their theory on the mean, on the 
subset of permutations actually used, i.e., minimising the value of 
C AXi, Xj>, (1) 
ii 
where zi, xj are rankings of different panel members, i and j. 
The apparent difficulty in the neighbourhood consensus approach, in the case of comparative 
consensus, is the absence of the order required for an ordinal (and, a fodori interval) scale. 
However, since prioritising a set of issues is equivalent to imposing a linear order on the set of 
permutations, the metric may be treated as a measure of distance between pairs of permutations 
and the assumption of normality of distribution retained. (The argument for this is similar to 
the normal distribution as an approximation to the binomial for sufficiently large n). To retain 
the form of the neighbourhood consensus function already used in [l], the maximum distance 
between any two permutations would have to be 5, of course, but such scaling is trivial. Thus, 
if for the moment we wish to retain as much of Kemeny and Snell’s basic theory as possible, we 
must modify their Axiom 3, and divide their metric by n (n - 1) / 10, where n is the number of 
issues. The chain metric would similarly have to be divided by its maximum value, n - 1, and 
multiplied by 5. 
We can then adapt the formula in [l] so that, for a set of rankings, {xi}, we find the z which 
maximises: 
_ i=N 
f(x) = + C exp(- p(z, ~i)~‘~ 2), 
where N is the number of members in the set. In effect, we are imposing the order which 
maximises the function for the metric. This would provide both a consensus ranking or focal 
point, Pm,lz, and a measure of the agreement on that ranking, p,, . 
5. COMPOUND CONSENSUS 
The method can easily be expanded to cater for “compound consensus” [a]. In this, both the 
ranking and weightings assigned to each element must be taken into account. This would be 
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the case where results produced by Saaty’s AHP [5] were under investigation. A more elaborate 
measure may be the key here. For example, a predetermined linear combination of the chain 
metric (to cover the comparative aspect), and a metric based on the differences of the weighting8 
assigned to each element (to cover the definitive aspect) would allow a weighting of each of the 
priorities, i.e., 
P(Xc, Y> = WC& Y> + PPZ(Z, Y>, Q> P E R, (3) 
where p1 is a metric based on ranking as discussed above, and p2 a metric based on distance, 
e.g., 
Ip = qz%$W, 
(4) 
where bj is the value assigned to the issue in the second permutation corresponding to ai in the 
first. 
This idea could be taken further. It could be argued that differences near the top of two 
rankings are more significant than differences near the bottom. To cater for this in the case of 
comparative consensus, the differences contributing to the value of the metric could be modified 
according to their position in the ranking. For example, if five issues, A to E, axe involved, then 
the difference generated by an issue at the top of one of the rankings could be multiplied by 5, 
but if the highest position affected was second from the bottom, the difference, due to this, by 2. 
Thus, using the chain metric, the difference between (A, B, C, D, E) and (B, A, C, D, E) would 
be 5, but between (A, B, C, D, E) and (A, B, C, E, D) 2. In a compound consensus situation 
where weighting8 for each element are available, these weighting8 could be used instead of the 
ranking positions. 
6. FURTHER POSSIBLE REFINEMENTS 
In practical applications, the method has several additional advantages. It would enable iden- 
tification and elimination of extremists, if it were considered that these had not been sufficiently 
weighted out by the neighbourhood consensus function. Also, results for successive rounds could 
be compared in a multi-round situation as, for example, in a Delphi survey [lo]. 
It is worth noting that, in practice, the complete permutation space need not be searched for 
the consensus permution. An iterative approach based on searches over subspaces determined by 
tentative orderings (arrived at by preliminarly counts) could shorten the process considerably if 
the number of issues exceeded six or seven. However, comparisons of more than ten issues might 
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