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Introduion
La teora de la evoluion fue desarrollada de forma independiente por Charles Darwin
(1809{1882) y Alfred Wallae (1823{1913), y presentada en 1858. Darwin es el autor del
libro mas famoso sobre el tema: \Sobre el Origen de las Espeies mediante la Seleion
Natural". La hipotesis que ambos ientos defendan es que peque~nos ambios heredables
en los seres vivos y la seleion natural son los dos hehos que provoan el ambio en la
Naturaleza y la evoluion de las espeies. Sin embargo, ninguno de los dos onoa la base de
la herenia. Pensaban que los rasgos de un ser vivo eran omo un \uido" y que los \uidos"
de los dos padres se mezlaban en la desendenia.
Gregor Mendel (1822{1884), on sus trabajos sobre la transmision de los arateres de
las plantas a traves de suesivas generaiones, desubrio los meanismos de la herenia: los
arateres se heredan de forma disreta y se toman del padre o de la madre. A estos arateres,
que pueden tomar diferentes valores, se les llamo posteriormente genes y a los valores que
toman, alelos.
Mendel, atualmente onsiderado el fundador de la Genetia moderna, presento sus re-
sultados en 1865 ante la Soiedad de Cienias Naturales de Brunn, que los publio al a~no
siguiente on el ttulo \Experimentos de hibridaion de plantas". Las teoras de Mendel, quien
trabajo en total aislamiento, se olvidaron y no se volvieron a redesubrir hasta prinipios del
siglo XX.
En la misma epoa en que Darwin y Mendel publiaban sus desubrimientos, otros inves-
tigadores estudiaban la estrutura del nuleo elular. Walther Flemming (1843{1905) observo
estruturas en forma de inta en el interior del nuleo, a las que denomino \romatina". De
heho, observo que tales intas (en realidad los romosomas) se dividen longitudinalmente en
2 Introduion
dos mitades identias, es deir, apreio el omportamiento paralelo de la division romosomia
y la segregaion de los \arateres" de Mendel. No fue hasta 1900 uando tres investigado-
res, Hugo de Vries (1848{1935), Carl Correns (1864{1933) y Hugo Tshermak (1871{1962),
redesubrieron los mismos prinipios que Mendel y \fundieron" en un unio maro explia-
tivo general tanto la teora elular omo la genetia mendeliana y la teora darwinista de la
evoluion.
Con el paso de los a~nos se desubrio que las elulas de ada espeie viviente tienen un
numero jo y araterstio de romosomas, que la base moleular de los genes esta en el
ADN (aido desoxirribonuleio), que los romosomas estan ompuestos de ADN y que, por
tanto, los genes estan en los romosomas.
La maromoleula de ADN esta ompuesta por bases purias y pirimidnias: adenina,
itosina, guanina y timina. La seuenia de estas bases (genotipo) es unia para ada ser vivo
y es ella la que a su vez determina la seuenia de aminoaidos araterstia de las protenas
que onstituyen ada organismo (fenotipo).
Todos estos hehos forman hoy en da la teora del neodarwinismo, que arma que la
historia de la mayora de la vida esta ausada por una serie de proesos que atuan en y
dentro de las poblaiones: reproduion, mutaion, ompetenia y seleion. La evoluion se
puede denir entones omo los ambios en el onjunto genetio de una poblaion.
Son varios los meanismos que provoan la evoluion de una determinada poblaion:
 Meanismos que disminuyen la variabilidad:
Seleion natural: los individuos menos aptos no llegaran a reproduirse y, por lo
tanto, su patrimonio genetio desapareera de la poblaion.
Deriva genia: en poblaiones peque~nas pueden desapareer variantes. El heho de
que un alelo sea mas omun en la poblaion que otro, provoara que su proporion
aumente en diha poblaion.
 Meanismos que aumentan la diversidad:
Mutaion: es una alteraion del genotipo. Las mutaiones, que se produen on baja
freuenia, son totalmente aleatorias y onstituyen un meanismo fundamental de
generaion de variabilidad genetia.
Poliploida: mientras que las elulas somatias poseen dos opias de ada romosoma
(diploides), las elulas reprodutivas solo tienen una (haploides). Si por aidente
alguna elula reprodutiva tuviera dos opias y se lograse ombinar on otra elula
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dara lugar a un ser vivo on varias opias de ada romosoma (poliploide). La
mayora de las vees la poliploida da lugar a individuos on algun defeto, pero
en algunos asos se rean individuos viables.
Reombinaion: uando las dos elulas sexuales (una masulina y otra femenina)
se ombinan, los romosomas de ada una tambien lo haen, interambiandose
fragmentos de ADN, que a partir de ese momento perteneeran a un romosoma
diferente.
Flujo genetio: es el interambio de material genetio entre seres vivos de diferentes
espeies.
En resumen, la seleion natural atua sobre el fenotipo y suele disminuir la diversidad,
haiendo que sobrevivan solo los individuos mas aptos. Los meanismos que generan diver-
sidad y que ombinan araterstias atuan habitualmente sobre el genotipo.
En la naturaleza, los individuos de una poblaion ompiten entre s en la busqueda de
reursos tales omo omida, agua o refugio. Inluso los miembros de una misma espeie
ompiten a menudo en la busqueda de una pareja. Aquellos individuos que tienen mas exito
en sobrevivir y en atraer parejas, tienen mayor probabilidad de generar un gran numero de
desendientes. Por el ontrario, individuos poo adaptados produiran un menor numero de
desendientes. Esto signia que los genes de los individuos mejor adaptados se propagaran
en suesivas generaiones mas que los de los menos adaptados. La ombinaion de buenas
araterstias provenientes de diferentes anestros puede a vees produir desendientes uya
adaptaion es muho mayor que la de ualquiera de sus anestros (\superindividuos"). De
esta manera, las espeies evoluionan logrando unas araterstias ada vez mejor adaptadas
al entorno en que viven.
As, la evoluion puede ser onsiderada omo un metodo de busqueda entre una enorme
antidad de posibles soluiones. En Biologa, esas soluiones son las posibles seuenias
genetias y la soluion deseada, el individuo que mejor se adapta: un organismo apaz de
sobrevivir y reproduirse en el ambiente en que vive. Visto de esta forma, los meanismos
de la evoluion pueden inspirar metodos omputaionales de busqueda. Los riterios que
haen a un individuo optimo son variables, por lo que la evoluion \elige" en un onjunto
de posibilidades que esta en permanente ambio. La busqueda de soluiones en un ambiente
variable es preisamente lo requerido para programas de omputaion adaptativos. Ademas,
la evoluion es un metodo de busqueda paralelo: no solo trabaja sobre una espeie, sino que
evalua y ambia millones de espeies a la vez. Finalmente, diremos que las reglas que rigen la
evoluion pareen laras: las espeies evoluionan mediante meanismos aleatorios (mutaion,
reombinaion y otros operadores) seguidos de la seleion natural. Los individuos optimos
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tienden a reproduirse y sobrevivir, propagando as su material genetio a las generaiones
venideras.
Los Algoritmos Genetios (abreviadamente AG) son metodos adaptativos basados en el
proeso genetio de los organismos vivos, que pueden usarse para resolver problemas de
busqueda y optimizaion. Imitando el proeso de la evoluion, los Algoritmos Genetios son
apaes de ir reando soluiones para problemas del mundo real.
Un Algoritmo Genetio onsiste en una funion matematia o una rutina de software que
toma omo entradas a los individuos y retorna omo salidas uales de ellos deben generar
desendenia para la nueva generaion. Una deniion bastante ompleta de un Algoritmo
Genetio es la propuesta por John Koza ([29℄):
\Es un algoritmo matematio altamente paralelo que transforma
un onjunto de objetos matematios individuales on respeto al tiem-
po, usando operaiones modeladas de auerdo al prinipio darwiniano
de reproduion y supervivenia del mas apto, y tras haberse presen-
tado de forma natural una serie de operaiones genetias de entre
las que destaa la reombinaion sexual. Cada uno de estos objetos
matematios suele ser una adena de arateres (letras o numeros)
de longitud ja que se ajusta al modelo de las adenas de romoso-
mas, y se les asoia on una ierta funion matematia que reeja su
aptitud."
El onsiderado \padre" de los Algoritmos Genetios, John Holland (1929{), se preguntaba
omo logra la naturaleza rear seres ada vez mas perfetos. Lo urioso es que todo se lleva
a abo a base de interaiones loales entre individuos, y entre estos y lo que les rodea.
Desonoa la respuesta, pero tena una ierta idea de omo hallarla: tratando de haer
peque~nos modelos de la naturaleza, que tuvieran alguna de sus araterstias y viendo omo
funionaban, para luego extrapolar sus onlusiones a la totalidad.
A prinipios de los a~nos 60, en la Universidad de Mihigan, enontro un ambiente inte-
letual fertil que permitio que sus ideas omenzaran a dar frutos. Fue ademas, leyendo un
libro esrito por el matematio y biologo evoluionista R. A. Fisher (1890{1962), titulado \La
teora genetia de la seleion natural", omo omenzo a desubrir los medios para llevar a
abo sus propositos de omprension de la naturaleza. De ese libro aprendio que la evoluion
es una forma de adaptaion mas potente que el simple aprendizaje y tomo la deision de
apliar estas ideas para desarrollar programas bien adaptados para un n determinado.
En esa universidad, Holland imparta un urso titulado \Teora de sistemas adaptativos".
Dentro de este urso, y on una partiipaion ativa por parte de sus estudiantes, fue donde
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surgieron las ideas que mas tarde se onvertiran en los AG. Cuando Holland omenzo a
dise~nar Algoritmos Genetios, los objetivos de su investigaion eran dos:
 imitar los proesos adaptativos de los sistemas naturales, y
 dise~nar sistemas artiiales (normalmente programas) que imiten los meanismos im-
portantes de los sistemas naturales.
Unos 15 a~nos mas tarde, David E. Goldberg (1953{) onoio a Holland y se onvirtio en
alumno suyo. Goldberg, ingeniero industrial, fue uno de los primeros que trato de apliar los
Algoritmos Genetios a problemas industriales. Aunque Holland trato de disuadirle, porque
pensaba que el problema era exesivamente ompliado omo para apliarle AG, Goldberg
onsiguio lo que quera, esribiendo un Algoritmo Genetio en un ordenador personal Apple
II.

Estas y otras apliaiones readas por estudiantes de Holland onvirtieron a los Algoritmos
Genetios en un ampo on base suiente para elebrar el primer ongreso sobre el tema
en 1985: International Conferene on Geneti Algorithms. Tal ongreso se sigue elebrando
bianualmente.
Para resolver un problema espeo, los Algoritmos Genetios usan una analoga direta
on el omportamiento de la naturaleza. La entrada del AG es un onjunto de soluiones
poteniales de ese problema, odiadas en vetores de smbolos (adenas) y una funion,
llamada tness o funion de idoneidad, que permite evaluar uantitativamente a ada andi-
dato. En la naturaleza esto equivaldra al grado de efetividad de un organismo para ompetir
por unos determinados reursos. Luego el AG evalua ada posible soluion de auerdo on
la funion de idoneidad. Cuanto mayor sea la idoneidad de una adena, mayor sera la pro-
babilidad de que sea seleionada para reproduirse, ruzando su material genetio on otra
adena seleionada. Esta reombinaion genetia produira nuevos individuos desendientes
de los anteriores, que omparten algunas araterstias on sus padres. Los individuos que
no han mejorado on los ambios en su genotipo son eliminados y los que han mejorado se
seleionan para formar una nueva generaion.
De esta manera se produe una nueva poblaion de posibles soluiones, que reemplaza a la
anterior y veria la interesante propiedad de que ontiene una proporion mayor de buenas
araterstias que la poblaion anterior. As, a lo largo de las generaiones, las buenas
araterstias se propagan a traves de la poblaion. Favoreiendo el rue de los individuos
mejor adaptados van siendo exploradas las areas mas prometedoras del espaio de busqueda.
Los prinipios basios de los Algoritmos Genetios fueron estableidos por Holland [17℄
y se enuentran bien desritos en varios textos, por ejemplo, Goldberg [13℄, Davis [5℄ o
Mihalewiz [30℄.
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Figura 1: Esquema de un Algoritmo Genetio.
Las prinipales propiedades que araterizan a los AG son:
 No neesitan onoimientos espeos sobre el problema que intentan resolver.
 Operan de forma simultanea on varias soluiones, en vez de trabajar de forma seuen-
ial omo las tenias tradiionales.
 Cuando se usan para problemas de optimizaion (maximizar una funion objetivo)
resultan menos afetados por los maximos loales (falsas soluiones) que las tenias
tradiionales.
 Resulta sumamente fail ejeutarlos on las modernas arquiteturas masivamente pa-
ralelas.
 Usan operadores probabilstios en vez de los tpios operadores determinstios de las
otras tenias.
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 Pueden tardar muho en onverger o no onverger en absoluto, dependiendo en ierta
medida de los parametros que se utilien: tama~no de la poblaion, numero de genera-
iones, et.
 Pueden onverger prematuramente.
El poder de los Algoritmos Genetios proviene del heho de que onstituye una tenia
robusta y que puede tratar on exito una gran variedad de problemas provenientes de dife-
rentes areas, inluyendo aquellos en los que otros metodos enuentran diultades. Si bien
no se garantiza que un Algoritmo Genetio enuentre la soluion optima de un problema,
existe evidenia empria de que se enuentran soluiones de un nivel aeptable en un tiempo
ompetitivo on el resto de algoritmos de optimizaion.
El gran ampo de apliaion de los Algoritmos Genetios se halla en aquellos problemas
para los que no existen tenias espeializadas. Inluso en el aso en que dihas tenias
existan y funionen bien, pueden efetuarse mejoras de las mismas hibridandolas on los AG.
La apliaion mas omun de los Algoritmos Genetios ha onsistido en la soluion de
problemas de optimizaion, en donde han mostrado ser muy eientes y ables. Sin embargo,
no todos los problemas son apropiados para esta tenia y, en general, se reomienda tener
en uenta las siguientes araterstias del problema antes de intentar su apliaion:
 Su espaio de busqueda (i.e., sus posibles soluiones) debe estar delimitado dentro de
un ierto rango.
 Debe poderse denir una funion de aptitud que nos indique uan buena o mala es una
ierta respuesta.
 Las soluiones deben odiarse de una forma que resulte relativamente fail de imple-
mentar en la omputadora.
El primer punto es muy importante y lo mas reomendable es intentar resolver problemas
que tengan espaios de busqueda disretos, aunque estos sean muy grandes.
La funion de aptitud no es mas que la funion objetivo de nuestro problema de optimiza-
ion. El Algoritmo Genetio se dise~na habitualmente para maximizar, pero la minimizaion
puede realizarse failmente utilizando la opuesta de la funion maximizante. Una ara-
terstia que debe tener esta funion es que tiene que ser apaz de \astigar" a las malas
soluiones y \premiar" a las buenas, de forma que sean estas ultimas las que se propaguen
on mayor rapidez.
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La odiaion mas omun de las soluiones es la que se realiza a traves de adenas
binarias, aunque se han utilizado tambien numeros reales y letras. El primero de estos
esquemas es el que se propuso originalmente, por ser muy senillo su proesamiento en un
ordenador.
A pesar de la gran apliabilidad que han demostrado tener los AG en la optimizaion
funional, existen oasiones en las que esta tarea resulta extremadamente difil. Cuando un
AG no puede enontrar el optimo de una funion en una antidad razonable de tiempo, es
deir, uando el numero de generaiones que el AG neesita rear hasta veriarse la ondiion
de parada es alto, se die que la funion es \difil" para el algoritmo. No existe un riterio
denitivo que permita araterizar a los \problemas difiles" para un Algoritmo Genetio,
aunque s se han determinado algunos de los fatores que provoan esta \diultad".
La primera expliaion sobre la \diultad" ondujo al onepto de enga~no (deeption)
{al que nosotros nos referiremos omo deepion{, que tiene que ver on la existenia de datos
enga~nosos que onduen al algoritmo lejos del optimo. Ejemplos de funiones difiles, pero
no deepionantes, omo las funiones Royal Road (que se introduen en la seion 1.4) y de
funiones deepionantes failes para el algoritmo, llevaron a los investigadores a onluir que
la existenia de deepion no es neesaria ni suiente para justiar por s sola la diultad
de una funion. Otra de las ausas de la diultad de optimizar un funion es la epistasis,
un onepto proedente de la Genetia, que tiene que ver on la existenia de interaiones
entre los alelos de las distintas posiiones de las adenas que odian los individuos de la
poblaion. En Genetia, se die que un gen es epistatio si enmasara el efeto fenotpio de
otro gen.
En esta memoria se profundiza en el analisis del onepto de epistasis. Se muestra o-
mo {onjuntamente on el orden de una funion (otra araterstia a tener en uenta){ la
epistasis permite expliar el omportamiento de, entre otras, dos lases de funiones, uyos
extremos son onoidos (y su diultad tambien) y que habitualmente sirven omo \funiones
de laboratorio" en el estudio de la diultad.
Esta adeuada orrelaion en funiones de orden bajo paree resultar inompleta omo ex-
pliaion en el aso de funiones de ordenes altos. Ello nos ha llevado a generalizar la noion de
epistasis, mostrando omo esta generalizaion omplementa la informaion que proporiona
la epistasis \lasia". La omplejidad de la formulaion matematia que onlleva este estudio
hae neesario el uso de la herramienta algebraia junto on las transformadas de Walsh, que
nos han permitido araterizar distintas propiedades, de las funiones de idoneidad, de forma
senilla y elegante. El desarrollo de este estudio en esta memoria se estrutura de la forma
siguiente: el primer aptulo se dedia a la introduion de los Algoritmos Genetios, la des-
ripion de su funionamiento y una omparativa on los metodos lasios de optimizaion.
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Se introduen los oneptos de esquema, orden y longitud de deniion de un esquema y
se relaionan on el proeso de seleion y los operadores genetios, onduiendo al teorema
fundamental de los AG: el Teorema de los Esquemas, estableido por Holland en 1975 ([17℄),
uya demostraion onstituye el apendie A.
El aptulo 2 omienza on un resumen de los resultados ya onoidos sobre epistasis,
entendida omo estimador de la diultad. En el ampo de los AG, la idea iniial de epistasis
la introdue de forma intuitiva Rawlins en [35℄. Rawlins observa dos omportamientos extre-
mos de las funiones de idoneidad: aquellas para las que el valor de una adena se obtiene
omo ombinaion lineal de funiones ada una de las uales depende de un solo bit (epistasis
mnima) y el aso ontrario en el que ningun subonjunto de bits es independiente de los
demas en el alulo de la idoneidad de una adena (epistasis maxima).
Davidor ([4℄) formula matematiamente la deniion de epistasis y, posteriormente, Van
Hove ([41℄) la reesribe de forma mas ompata. Por ultimo, el heho de que para ualquier
numero real no nulo , las funiones f y f deban tener la misma epistasis, ondue a
la normalizaion del onepto, deniendose la epistasis normalizada de una funion ([39℄).
Ademas, el estudio algebraio de los valores extremos de este indiador, muestran que la
epistasis normalizada es mnima uando la funion f es de orden 1, es deir f =
P
i
g
i
, siendo
g
i
una funion que depende uniamente del i-esimo bit.

Estas son las funiones lineales,
senillas de optimizar por los AG. Para funiones no negativas, se omprueba que el valor
maximo se alanza para un tipo de funiones uyo valor sobre una adena depende de todos
y ada uno de los bits de la misma.
El alulo pratio de la epistasis normalizada resulta en oasiones muy ompliado.
Esta ardua tarea se simplia on la apliaion de las transformadas de Walsh.

Estas pueden
onsiderarse una version binaria de la transformada disreta de Fourier, y han demostrado una
gran eienia en el alulo de este estimador. Los llamados oeientes de Walsh araterizan
ompletamente a ualquier funion, y su alulo se realiza de una forma omoda mediante
el Teorema del Valor Medio para Hiperplanos. Para resaltar la simpliaion alanzada en el
alulo de la epistasis normalizada on el uso de este teorema, frente al alulo direto de la
epistasis a partir de la deniion, inluimos en el apartado 2.2.3 el desarrollo realizado en [20℄
para alular la epistasis normalizada de las funiones Template a partir de la deniion y en
el 2.3.2 el que realizamos nosotros on el uso del Teorema del Valor Medio para Hiperplanos.
El ontenido de esta subseion es parte de una omuniaion presentada en el ongreso
Enontro de

Algebra Linear e Apliaoes, elebrado en Lisboa en septiembre de 2003 (ver
[21℄).
En los apartados 2.4 y 2.5 estableemos onlusiones aera de otro de los estimadores
de la diultad: el orden de la funion de idoneidad. Este ultimo apartado onstituye el
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ontenido de la publiaion Order and Deeptivity (remitido para su publiaion a Bulletin
of the Belgian Mathematial Soiety Simon Stevin).
El aptulo 2 onluye on la araterizaion del orden de una funion mediante sus
oeientes de Walsh, problema que estaba ompletamente resuelto para funiones de orden
uno y parialmente para las de orden dos. Gran parte de la seion 2.6 onstituye el ontenido
de la publiaion Higher order funtions and Walsh oeÆients (aeptada en: Bulletin of the
Belgian Mathematial Soiety Simon Stevin).
En el aptulo 3 se introdue un nuevo estimador de la diultad de una funion, la
2-epistasis normalizada. Siguiendo las ideas de Davidor que ondujeron a la epistasis nor-
malizada, nosotros proponemos estableer una medida de distania entre ualquier funion
de idoneidad y el espaio de funiones de orden 2. Cabe preguntarse por que introduir
este estimador uando la epistasis normalizada proporiona una buena araterizaion de
las funiones difiles. La respuesta a esta pregunta se enuentra en la seion 2.4, en la
que se ompara la ejeuion de un Algoritmo Genetio sobre dos funiones de laboratorio:
las funiones Template y las funiones Royal Road generalizadas, denidas sobre adenas de
longitud 64. La epistasis normalizada ree a la vez que lo hae el numero de generaiones
neesarias para la onvergenia del algoritmo. Sin embargo, para valores altos de la epistasis
normalizada, resulta sorprendente la gran diferenia de generaiones alanzada para estas dos
funiones. Por el ontrario, los valores de la epistasis normalizada no reejan esa signiati-
va diferenia en el omportamiento de ambas funiones. Paree que la omparaion de una
funion de ajuste on las funiones de orden 1 podra ser demasiado fuerte. Cabe plantearse
si la epistasis normalizada es o no apaz de distinguir bien entre los diferentes \grados" de
diultad que presentan dos funiones uando los valores de este estimador son altos. La
generalizaion de este onepto, introduido en el aptulo 3, ayuda a entender mejor estas
uestiones.
En la subseion 3.4.1 se relaiona satisfatoriamente la 2-epistasis normalizada on las
funiones de segundo orden: son preisamente aquellas funiones que alanzan el valor mnimo
(ero) para este estimador. Reordemos que la epistasis normalizada lasia veria que se
anula si y solo si se alula sobre las funiones de primer orden. Asimismo, el alulo de
la 2{epistasis normalizada para algunas funiones interesantes, en partiular las funiones
Template y las Royal Road generalizadas, permite entender un poo mejor el diferente om-
portamiento del Algoritmo Genetio frente a estas funiones.
Gran parte del ontenido de este terer aptulo onstituye la publiaion 2{epistasis over
binary alphabets (remitido para su publiaion a Computers and Informatis). Asimismo,
los resultados expuestos en la subseion 3.2.4 on las funiones Royal Road generalizadas
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ompletan los ya obtenidos en Computing epistasis of Generalized Royal Road funtions using
Walsh transforms and the Hyperplane Averaging Theorem, omuniaion presentada en el
ongreso International Symposium on Symboli and Algebrai Computation, elebrado en
Santander en julio de 2004 (ver [22℄).
En el ultimo aptulo se introdue el onepto de epistasis de orden superior, desde un
punto de vista puramente algebraio. La formulaion matematia del onepto de epistasis
normalizada desarrollado por Van Hove y la obtenida en el aptulo 2 para la 2{epistasis,
permiten realizar un desarrollo similar para ualquier valor de k, 0  k  `. Se introdue
el onepto de k{epistasis normalizada y se alula su valor para las funiones onsideradas
en el aptulo 3. En el ultimo apartado de este aptulo se relaiona el entramado algebraio
desarrollado on las ideas iniiales de epistasis desritas por Davidor.
Como ya se ha omentado al prinipio de la introduion, en el apendie A se detalla la
demostraion del Teorema de los Esquemas.
En el apendie B se exponen algunos resultados utilizados en los aptulos 2 y 4. Aun-
que podran enontrarse en textos de Combinatoria, dado que sus demostraiones no son
inmediatas, hemos onsiderado onveniente inluirlos en un apendie. Los hemos enuniado
omo lemas, pues onstituyen resultados intermedios en las demostraiones de algunas de las
proposiiones de esos dos aptulos.
El ultimo apendie ontiene un resumen de resultados experimentales. Comprobamos la
vala de los estimadores denidos a lo largo de este trabajo. La onlusion obtenida es que la
k{epistasis normalizada, denida el aptulo 4, es un buen omplemento para los estimadores
de la diultad de una funion hasta ahora onoidos.
Captulo 1
Algoritmos Genetios
\La vehemente busqueda de la perfeion por
parte del hombre se expresa en la teora de la opti-
mizaion.

Esta estudia omo desribir y onseguir
lo que es mejor, una vez se onoe omo medir y
alterar lo que es bueno o malo... La teora de la
optimizaion abara el estudio uantitativo de los
optimos y los metodos para enontrarlos."
Beightler, C.S. et al ([1℄)
1.1 Aspetos generales sobre optimizaion
La optimizaion funional pretende la obtenion y mejora de metodos que permiten llegar
a un punto o puntos optimos. Existe una lara distinion entre el proeso de aeramiento
al optimo y la obtenion del mismo. De heho, uando se juzgan proesos de optimizaion,
se insiste en la onvergenia del metodo, y se tiende a olvidar la ejeuion intermedia. Este
enfasis, que proede de los orgenes del alulo, es un heho natural.
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1.1.1 Metodos lasios de optimizaion
Dentro del ampo de la optimizaion funional, los metodos lasios se pueden agrupar
en los siguientes tipos:
1. Metodos analtios
Los metodos basados en el alulo se subdividen a su vez en indiretos e diretos. Los
metodos indiretos realizan la busqueda de extremos loales mediante la resoluion
de sistemas de euaiones, generalmente no lineales, resultantes de igualar a ero el
gradiente de la funion a optimizar. Por otro lado, los metodos diretos busan optimos
loales moviendose sobre el espaio de busqueda en la direion que mara el maximo
valor del gradiente loal.

Este es el omportamiento del metodo analtio direto mas
senillo, denominado esalamiento de la olina (hilllimbing), que ante la busqueda
de un maximo loal en una superie esalara a traves de la misma hasta que ya no
obtenga mejora.
Los metodos analtios areen de robustez, pues, en primer lugar, se neesita onoer
explitamente la expresion de la funion a optimizar, obteniendose ademas, en muhos
asos, optimos loales. Los indiretos neesitan para su apliaion algunas ondiiones
sobre la funion a optimizar, pueden quedar atrapados en el optimo loal mas erano
a la soluion iniial y, ademas, presentan un mal omportamiento en zonas donde la
funion es asi onstante. Por ultimo, no son validos para problemas multimodales, en
los uales la funion a optimizar tiene varios optimos.
2. Metodos exhaustivos o enumerativos
La tenia que emplean estos algoritmos es bastante lara: reorren todo el espaio
de busqueda y evaluan la funion objetivo en ada punto del espaio, quedandose on
la mejor soluion. Aunque la simpliidad de este algoritmo lo hae atrativo, sufren
de una gran arenia {la eienia{ ya que, en general, los espaios de trabajo suelen
resultar demasiado grandes para realizar esta busqueda elemento a elemento.
Por ejemplo, algunos de los problemas a los que no se le puede apliar este tipo de
algoritmos son los llamados NP-ompletos, que son un subonjunto de problemas es-
peialmente difiles entre aquellos uya omplejidad ree exponenialmente on el
tama~no del problema. Uno de ellos es el Problema del Viajante (Travelling Salesman
Problem), en el ual un viajante debe reorrer un numero determinado de iudades y
volver al punto de partida minimizando la distania reorrida.
Aspetos generales sobre optimizaion 15
3. Metodos aleatorios
En los metodos aleatorios se va muestreando el espaio de busqueda aotando las zonas
que no han sido exploradas; se esoge la mejor soluion y ademas se proporiona el
intervalo de onanza de la soluion enontrada.
Un algoritmo de este tipo es el onoido omo Templado Simulado (Simulated Annea-
ling o SA) (ver [28℄), nombre que proede de la forma en que se onsiguen iertas
aleaiones en forja: una vez fundido el metal, se va enfriando poo a poo, para on-
seguir nalmente la estrutura ristalina orreta, que haga que la aleaion sea dura y
resistente.
El SA es una generalizaion del metodo de Montearlo que ha demostrado ser util
en numerosos problemas de optimizaion ombinatoria, y es partiularmente eaz en
problemas de dise~nos de iruitos.
Este algoritmo se podra aliar omo un esalador estoastio, y su prinipal objetivo
es evitar los mnimos loales en los que suelen aer los metodos esaladores. Para ello,
no siempre aepta la soluion optima, sino que a vees puede esoger una soluion
suboptima, siempre que esta supere un nivel umbral prejado, que depende de un
parametro denominado \temperatura". La estrategia del metodo es omenzar on una
temperatura inial alta, lo ual proporiona una probabilidad tambien alta de aeptar
un movimiento de no mejora. En ada iteraion se va reduiendo la temperatura y
por lo tanto la probabilidad de no mejorar es ada vez mas peque~na onforme avanza
el proedimiento y nos aeramos a la soluion optima. De este modo, iniialmente
se realiza una diversiaion de la busqueda sin ontrolar demasiado el oste de las
soluiones visitadas. En iteraiones posteriores resulta ada vez mas difil aeptar
malos movimientos y, por lo tanto, se produe un desenso del oste.
1.1.2 Inteligenia Artiial
Se llama Inteligenia Artiial (IA) a la rama ienta que se dedia a la reaion de
sistemas que exhiben ierto poder de aprendizaje que imite, de algun modo, la inteligenia
humana. Para ello, la IA no solo onsiste en idear algoritmos y estruturas de datos para
resolver problemas, tambien trata aera de la inteligenia humana y, por extension, de la
vida.
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Dentro de la IA se enuentra un apartado denominado Computaion Natural, que se ara-
teriza por simular las tenias que emplean los seres vivos para evoluionar en la naturaleza.
Algunos de los ampos que abara son:
Logia Difusa
Tiene omo objetivo rear un modelo aproximado al del raioinio humano, pretendien-
do desarrollar sistemas omputaionales apaes de tomar deisiones raionales en un
ambiente de inertidumbre e impreision. La Logia Difusa ofree un meanismo para
manipular informaiones impreisas, tales omo los oneptos de muho, poo, alto,
bueno, aliente, tibio, fro, ... suministrando una respuesta para una uestion basada
en un onoimiento que es inexato, inompleto, o no totalmente able.
Sistemas Expertos
Es una rama de la Inteligenia Artiial que ejeuta, a partir de una base de onoimien-
tos o de reglas, algunas tareas que normalmente requieren ierto nivel de experienia
por parte del ser humano.
Los expertos en un determinado ampo soluionan los problemas utilizando una om-
binaion de onoimientos basados en hehos onstatados y en su apaidad de razo-
namiento. En los sistemas expertos, estos dos elementos basios estan ontenidos en
dos omponentes separados, aunque relaionados: una base de onoimientos y una
maquina de deduion, o de inferenia. La base de onoimientos proporiona hehos
objetivos y reglas sobre el tema, mientras que la maquina de deduion proporiona la
apaidad de razonamiento que permite al sistema experto extraer onlusiones.
Redes Neuronales Artiiales (RNA)
Son modelos omputaionales inspirados en la estrutura y modo de operaion del e-
rebro humano, uyo objetivo es onseguir que las maquinas reproduzan araterstias
del hombre, tales omo: aprendizaje, perepion, raioinio, evoluion y adaptaion.
La programaion informatia basada en RNA parte de un onjunto de datos de en-
trada suientemente signiativo y tiene omo objetivo onseguir que la red aprenda
automatiamente las propiedades deseadas. En este sentido, el dise~no de la red tiene
que ver menos on ujos de datos y deteion de ondiiones, y mas on uestiones ta-
les omo seleion del modelo de red, de las variables a inorporar y del proesamiento
de la informaion que formara el onjunto de entrenamiento. Asimismo, el proeso de
reaion de la red no se denomina generiamente programaion, sino entrenamiento.
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Por ejemplo, en una red que se va a apliar al diagnostio de imagenes medias, la fase de
entrenamiento onsiste en la reepion de imagenes de tejidos que se saben anergenos
y otros que se saben sanos, as omo las respetivas lasiaiones de dihas imagenes.
Una vez onluido el entrenamiento y si este es adeuado, el sistema prodra lasiar
imagenes de tejidos (sano/no sano) on un buen grado de abilidad.
Computaion Evolutiva
En la naturaleza todos los seres vivos se enfrentan a problemas que deben resolver on
exito, omo onseguir el alor de la luz del sol o alimentarse on los produtos de su
entorno. La Computaion Evolutiva (CE) interpreta la naturaleza omo una inmensa
maquina de resolver problemas y trata de enontrar el origen de diha potenialidad
para utilizarla en programas informatios.
La Computaion Evolutiva retoma los oneptos de la Evoluion y la Genetia para
resolver prinipalmente problemas de optimizaion. La prinipal aportaion de la CE a
la metodologa de resoluion de problemas onsiste en el uso de meanismos de seleion
de soluiones poteniales y de onstruion de nuevos andidatos por reombinaion de
araterstias de otros ya presentes, de modo pareido a omo ourre en la evoluion
de los organismos naturales. La CE no trata tanto de reproduir iertos fenomenos
que sueden en la naturaleza, omo de aprovehar las ideas generias que hay detras de
ellos.
Esta rama de la IA tiene sus raes en tres tenias relaionadas pero independientes
entre s: Algoritmos Genetios, Programaion Evolutiva y Estrategias Evolutivas.
 Algoritmos Genetios
Son algoritmos que haen evoluionar a una poblaion sometiendola a aiones
aleatorias semejantes a las que atuan en la evoluion biologia (reombinaion
genetia); as omo tambien a una seleion de auerdo a un riterio previamente
estableido, en funion del ual se deide uales son los individuosmejor adaptados,
que sobreviven, y los menos aptos que, en general, son desartados.
 Programaion Evolutiva
Es una tenia en la ual los andidatos a ser soluion para una tarea determinada
se representan por maquinas de estados nitos, uyos diagramas de estados de
transiion evoluionan mediante mutaion aleatoria.
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 Estrategias Evolutivas
Trabajan on una poblaion de individuos que perteneen al dominio de los nume-
ros reales, que mediante proesos de reombinaion, evoluionan para alanzar el
optimo de la funion objetivo.
Cada individuo de la poblaion es un posible optimo de la funion objetivo. La
representaion de ada individuo de la poblaion onsta de dos tipos de varia-
bles: las variables objeto y las variables estrategias. Las variables objeto son los
posibles valores que haen que la funion objetivo alane el optimo global y las
variables estrategias son los parametros mediante los que se gobierna el proeso
evolutivo.
Vida artiial
Puede ser denida omo el intento de rear vida, o algo pareido a la vida, mediante
la ombinaion de smbolos (datos) y proesos de smbolos (programas) independiente-
mente del soporte fsio de estos smbolos y proesos.
Por una parte estan los intentos \hardware" de emulaion de vida. Por ejemplo, es
posible onstruir un peque~no robot on aspeto de raton apaz de enontrar la salida
de un laberinto.
Por otra parte estan las simulaiones \software", que tienen la ventaja de permitir la
onstruion de un gran numero de seres vivos y entornos en los que estos existen,
de manera que es mas fail estudiar omportamientos soiales. Podemos onstruir los
seres artiiales on el objetivo de soluionar los problemas de interes y que aprendan
o olaboren entre ellos hasta onseguir el resultado deseado.
Nosotros nos entraremos, a partir de ahora, en los Algoritmos Genetios. Como ya se
ha omentado anteriormente, son una herramienta matematia inspirada en los meanismos
de la evoluion natural y reombinaion genetia que se vienen empleando on exito en
ampos tan diversos omo la Eonoma (evoluion del merado bursatil), la Mediina (analisis
de eletroardiogramas), la Ingeniera Aeronautia (dise~no de turbinas de aviones) y, por
supuesto, en Matematias en la optimizaion funional, nuestro ampo de trabajo.
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1.2 Desripion general del Algoritmo Genetio Clasio
John Holland, matematio de la Universidad de Mihigan, fue quien, durante las deadas
de 1960 y 1970, sento las bases atuales de los Algoritmos Genetios. En ontraste on
las estrategias evolutivas y la programaion evolutiva, el proposito original de Holland no
era dise~nar algoritmos para resolver problemas onretos, sino estudiar, de un modo formal,
el fenomeno de la adaptaion, tal y omo ourre en la naturaleza, y desarrollar vas para
extrapolar estos meanismos de adaptaion natural a los sistemas omputaionales.
La tenia de los AG ofree un meanismo de busqueda adaptativa basada en el prinipio
Darwiniano de reproduion y supervivenia de las espeies. De auerdo on la teora de
Darwin, el prinipio de seleion privilegia a los individuos mas aptos on una mayor lon-
gevidad y, por lo tanto, on mayor probabilidad de reproduion. Los individuos on mas
desendientes tienen mas oportunidades de transmitir sus odigos genetios a las generaiones
venideras.
En [17℄, Holland presenta el Algoritmo Genetio omo una abstraion de la evoluion
biologia, y proporiona su entramado teorio. El algoritmo de Holland es un metodo para
desplazarse de una poblaion de individuos a una nueva poblaion, utilizando un sistema
similar a la \seleion natural", junto on operadores de rues y mutaiones inspirados en
la Genetia. En esa monografa, publiada en 1975, se sientan las bases teorias que funda-
mentan el desarrollo, desde el punto de vista omputaional, de la teora de los Algoritmos
Genetios; abstrayendo los oneptos de la genetia natural y apliandolos a la Eonoma, al
Reonoimiento de Patrones y a la Teora de Juegos.
Frente a las limitaiones de los metodos lasios de optimizaion, los Algoritmos Genetios
pueden ser usados para la resoluion de ualquier tipo de problema, sin ninguna exigenia
previa respeto de la funion a optimizar, ni al espaio de posibles soluiones.
A pesar de que existe la evidenia empria de que los AG enuentran la soluion optima
de muhos problemas, no son una panaea. Existen oasiones en que fraasan, debido a
diversos fatores.
Con todas estas onsideraiones, se puede deir que estos algoritmos son una buena herra-
mienta de busqueda y optimizaion donde los metodos de alulo tradiional no son viables.
En denitiva, son una herramienta omplementaria a las ya existentes y no una tenia
sustitutoria de las mismas.
Se puede araterizar un AG mediante las siguientes omponentes:
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1. Representaion de las soluiones del problema
Los AG no trabajan diretamente on las posibles soluiones del problema (individuos),
sino que emplean omo elementos de la poblaion (romosomas) odiaiones de las
mismas. Estas odiaiones son vetores de longitud ja (adenas). Cada una de las
posiiones de la adena se onoe omo gen. Cualquier arater de un individuo puede
tener diferentes manifestaiones, es deir, el gen puede tomar diferentes valores (alelos)
y oupara una posiion determinada de la adena (lous).
Si denotamos porD al onjunto de elementos del espaio de busqueda y por  al alfabeto
utilizado (onjunto de todos los alelos), la odiaion genetia de los individuos se
onsigue on una apliaion inyetiva C : D ,! 
`
que representa, de forma unvoa,
ada elemento de D.
En los Algoritmos Genetios lasios los romosomas son adenas binarias, por ser
failes de manipular a traves de operadores genetios y failmente transformables en
un numero entero o real. A lo largo de esta memoria trabajaremos on este tipo de
odiaion.
Por ejemplo, si se desea obtener un valor optimo para una funion f : R
2
! R en el
dominio (x; y) 2 [ 3:0; 12:1℄  [4:1; 5:8℄ y se supone que la preision requerida para la
soluion es de 4 dgitos en la parte deimal de ada variable, entones, una odiaion
binaria exigira que el dominio de la primera variable, que tiene longitud 15.1, sea dividi-
do en al menos 15:110000 intervalos de igual longitud. Dado que 2
17
< 151000 < 2
18
,
se neesitaran 18 bits para la primera parte del romosoma. Por una razon analoga,
se neesitaran 15 bits para la segunda parte (pues 2
14
< 17000 < 2
15
). La longi-
tud total del romosoma es 33. La deodiaion de un romosoma, por ejemplo el
(010001001011010000111110010100010) se realiza omo sigue:
x =  3:0 + deimal(010001001011010000
2
)
12:1   ( 3:0)
2
18
  1
= 1:052426;
y = 4:1 + deimal(111110010100010
2
)
5:8  (4:1)
2
15
  1
= 5:755330:
2. Iniializaion de la poblaion
Se forma una poblaion iniial P; on individuos elegidos, generalmente, de forma
aleatoria entre todos los elementos del espaio de busqueda.
3. Evaluaion
Se realiza a traves de una funion de ajuste o idoneidad (tness funtion), que repre-
sente de forma adeuada el problema y tenga omo objetivo suministrar una medida de
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aptitud de ada posible soluion, es deir, mide la alidad de ada individuo del espaio
de busqueda. La funion de ajuste se dene sobre las odiaiones de las posibles
soluiones del problema, y no sobre el espaio de estas.
4. Seleion
Este proeso elige una parte de la poblaion P para la reombinaion. Esta seleion se
basa, de nuevo, en la alidad de los individuos: los individuos mas aptos tienen mayor
probabilidad de ser esogidos para la siguiente etapa.
Algunos de los riterios de seleion son: el Torneo, la Regla de la Ruleta y el Ranking
Lineal.
 Torneo: Se baraja la poblaion y se hae ompetir a los individuos que la integran
en grupos de tama~no predenido. Si la ompetiion se realiza por parejas, enton-
es la poblaion se debe barajar dos vees. Notese que esta tenia garantiza la
obtenion de multiples opias del mejor individuo en la proxima generaion.
 Regla de la Ruleta (Seleion proporional): Intuitivamente el proeso onstruye
una ruleta o diagrama de setores en el que ada setor representa un individuo.
El setor que orresponde a ada individuo es proporional a su valor de ajuste.
A ontinuaion, y al igual que en un asino, se hae girar la ruleta y se elige el
individuo al que orresponde el setor en el que se ha detenido la bola.
 Ranking Lineal: La poblaion se ordena de auerdo on sus valores en la funion
objetivo. El nivel de ajuste asignado a ada individuo depende de su posiion en
el rango y no de su valor en la funion objetivo. Con este riterio de seleion
se evita una onvergenia prematura haia un individuo no optimo on valor de
ajuste alto, ya que el rango de reproduion es limitado: ningun individuo genera
un numero exesivo de hijos.
5. Reombinaion
A los individuos elegidos se les aplian los operadores genetios para rear desendientes
y onstruir una nueva y mejor poblaion (que onstituira una nueva generaion). Los
operadores genetios mas usuales son:
 Crue: reombina dos individuos de la poblaion iniial (los padres) para for-
mar nuevos individuos (los desendientes). Este proeso se aplia on una ierta
probabilidad ja llamada probabilidad de rue.
La forma tradiional de rue es la de rue basado en un punto, en el que se
seleiona un punto entre dos posiiones previamente determinadas, se rompen las
adenas y se interambian las partes, omo se reeja en la gura 1.1.
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Punto de rue Punto de rue
? ?
? ?
X
X
X
X
X
X
X
X
X
X
X
X
X
X
Xz














9
Padres
1 0 1 0 0 0 1 1 1 0 0 0 1 1 0 1 0 0 1 0
Desendientes 1 0 1 0 0 1 0 0 1 0 0 0 1 1 0 0 1 1 1 0
Figura 1.1: Crue basado en un punto.
Existen variantes del metodo de rue anterior. Una de las mas onoidas es el
rue basado en dos puntos, que seleiona dos puntos entre posiiones previamente
determinadas, rompiendose las adenas en tres trozos e interambiandose las partes
entrales (ver gura 1.2).
Puntos de rue Puntos de rue
? ? ? ?
? ? ? ?
X
X
X
X
X
X
X
X
X
X
X
X
X
X
Xz
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












9
Padres
1 0 1 0 0 0 1 1 1 0 0 0 1 1 0 1 0 0 1 0
Desendientes
1 0 1 0 0 1 0 1 1 0 0 0 1 1 0 0 1 0 1 0
Figura 1.2: Crue basado en dos puntos.
Una generalizaion de los rues basados en puntos es el rue uniforme, donde
para ada bit en el primer desendiente se deide, on una probabilidad p, que
progenitor ontribuye a su valor en esa posiion. El segundo desendiente reibe
el bit del otro progenitor (ver gura 1.3).
 Mutaion: Atua sobre individuos, ambiando el valor de un gen. La mutaion se
produe on una probabilidad usualmente baja, manteniendo la idea de que este
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Padre 1 Padre 2
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P





































????????
1 0 1 0 1 1 0 1 1 1 1 0 1 1 1 0
1 1 1 0 1 1 1 1 Desendiente 2
Figura 1.3: Crue uniforme.
no es un heho orriente en la naturaleza (ver gura 1.4).
 Inversion: Seleiona dos puntos entre posiiones previamente jadas e invierte el
orden de los alelos entre estas posiiones (ver gura 1.5).
6. Criterio de parada
Deide si el algoritmo ontinua o se para.

Esta es una etapa ruial, pues el algoritmo
debe desubrir si ontiene al optimo o esta suientemente era de el. Existen varios
riterios: se puede detener el algoritmo tras un numero preestableido de iteraiones (o
generaiones) {onsiderando omo optimo el optimo de la poblaion en ese momento{,
o tambien se puede parar el proeso uando una parte suientemente grande de la
poblaion alanza un valor umbral prejado.
En el aso en el que el riterio deida ontinuar on el algoritmo, se vuelve a la etapa
de evaluaion on la poblaion obtenida tras la reombinaion.
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gen mutado
?
?
Desendiente 1 0 1 0 0 0 1 1 1 0
Desendiente mutado 1 0 1 0 1 0 1 1 1 0
Figura 1.4: Mutaion.
posiiones elegidas
? ?
Desendiente 1 0 1 0 0 0 1 1 1 0
Desendiente invertido 1 0 1 0 1 0 0 1 1 0
Figura 1.5: Inversion.
Las prinipales diferenias entre los metodos de optimizaion lasios y los Algoritmos
Genetios, son que estos:
i) trabajan on odiaiones de las posibles soluiones del problema, no on ellas dire-
tamente,
ii) no se limitan a busar en un entorno de un punto, sino que trabajan on onjuntos de
puntos,
iii) utilizan uniamente la informaion que les proporiona la funion objetivo,
iv) utilizan reglas de transiion probabilstias, y no deterministas, para realizar la bus-
queda.
En uanto a uando se deben usar los Algoritmos Genetios, De Jong proporiona en [6℄
el siguiente riterio:
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\El punto lave para deidir si usar o no un Algoritmo Genetio para un problema on-
reto se entra en la uestion: >Cual es el espaio en el que se realiza la busqueda? Si este
espaio se entiende bien y posee una estrutura que puede ser explotada para usar tenias
de busqueda espeas, el uso de Algoritmos Genetios es, en general, omputaionalmente
menos eiente. Si el espaio de busqueda no se entiende bien y esta relativamente de-
sestruturado, y se puede obtener una representaion efetiva de este espaio, entones los
Algoritmos Genetios proporionan una sorprendentemente poderosa busqueda heurstia para
espaios grandes y omplejos."
Por supuesto, si se desea estudiar teoriamente el omportamiento de un Algoritmo
Genetio, se deben utilizar funiones uyo optimo sea onoido de antemano.
1.3 >Como atuan los Algoritmos Genetios y por que?
Teorema de los esquemas
Para expliar el proeso de atuaion de los Algoritmos Genetios onsideremos, por ejem-
plo, las siguientes adenas binarias y sus orrespondientes valores de ajuste en un determinado
problema: alular el maximo de la funion f dada por f(x) = x
2
.
Cadena Ajuste
01101 169
11000 576
01000 64
10011 361
Tabla 1.1: Algunos valores de f(x) = x
2
.
Observando en la tabla anterior las adenas onsideradas y sus valores se idoneidad, pode-
mos notar que un 1 en la primera posiion de la izquierda paree ser una buena araterstia
para onseguir un valor alto de la funion. La propia dinamia del AG explotara esta ara-
terstia generando muhas adenas on un 1 en ese primer bit, debido a que estas tienen, en
general, un valor de idoneidad alto, y los operadores de rue y mutaion tienden a mantener
ese 1 en la desendenia. Si la alidad de los romosomas que tienen un 1 esa posiion es
superior al valor de ajuste medio de todos los romosomas del espaio de busqueda, diremos
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que esas adenas son un buen patron o esquema. El heho de que existan \buenos esquemas"
es determinante para la onvergenia de los AG.
Formalmente, un esquema desribe un onjunto de adenas on similitudes en iertas
posiiones. Si se onsidera el alfabeto binario  = f0; 1g y a~nadimos un smbolo # para
rear un alfabeto extendido

 = f0; 1;#g, entones un esquema en el alfabeto binario es un
elemento de


`
, H = h
` 1
:::h
0
2 f0; 1;#g
`
, donde ada vez que en una posiion apareza
# signia que esa posiion puede estar oupada por ualquier alelo del alfabeto binario.
As pues, H es el subonjunto del onjunto de todas las adenas binarias de longitud `; que
denotamos por 

`
= f0; 1g
`
,
H = h
` 1
:::h
0
$ fs
` 1
:::s
0
2 

`
: 8j; h
j
6= # =) s
j
= h
j
g :
Por ejemplo, si ` = 3,
H = 1## $ f100; 101; 110; 111g:
Cualquier onjunto de adenas C dene un esquema H, dado por
h
j
=
8
>
>
<
>
:
# si 
j
(C) = f0; 1g
1 si 
j
(C) = f1g
0 si 
j
(C) = f0g
donde 
j
: 

`
! f0; 1g denota la proyeion sobre la j{esima omponente.
Notese que el onjunto de adenas que genera el rue sobre los elementos de C es exata-
mente el esquema H determinado por C. Es deir, los esquemas son los onjuntos explorados
por el rue.
Por otra parte, observese la importania del operador mutaion. Su introduion permite
al AG salir de un rango onreto en el espaio de busqueda y explorar nuevas zonas en las
que el operador rue, por si solo, no onsigue entrar.
El rue es tradiionalmente onsiderado omo el prinipal meanismo de exploraion de
los AG, por lo que la tendenia ha sido etiquetar a los algoritmos que solo usan mutaion
on nombres diferentes al de \Algoritmo Genetio". Si el rue es el operador que dene a
los AG, y si los esquemas araterizan a los onjuntos a los que el rue explora, se entiende
la importania del estudio de los esquemas.
Fijada una longitud ` para las adenas, existen 3
`
esquemas sobre el alfabeto binario.
Ademas, ada adena de longitud ` representara a 2
`
esquemas. En onseuenia, en una
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poblaion de n individuos el numero de esquemas representados estara omprendido entre 2
`
y n 2
`
. Esto da una idea de la magnitud de informaion que proesa un Algoritmo Genetio.
Obviamente, diferentes esquemas poseen araterstias diferentes. Existen dos parame-
tros importantes en los esquemas: orden y longitud de deniion.
 El orden de un esquema H {que se denota por o(H){ es el numero de posiiones jas
del esquema, es deir, aquellas oupadas por un 0 o un 1. Por ejemplo, los esquemas
H
1
= 0110#1##;
H
2
= 0#######;
tienen ordenes o(H
1
) = 5 y o(H
2
) = 1, respetivamente.
La noion de orden de un esquema es util para el alulo de la probabilidad de super-
vivenia
1
de un esquema tras una mutaion: uanto mayor sea el orden, mayor sera la
probabilidad de sufrir mutaion en uno de sus alelos jos.
 La longitud de deniion de un esquema H {que se denota por Æ(H){ es la distania
entre la primera y la ultima de sus posiiones jas. De esta forma, para los esquemas
denidos anteriormente tenemos: Æ(H
1
) = 5 y Æ(H
2
) = 0.
La noion de longitud de deniion de un esquema esta relaionada on su probabilidad
de supervivenia tras un rue: a mayor longitud de deniion, mayor probabilidad de
que un rue lo destruya.
El efeto ombinado de la seleion, el rue y la mutaion ondue a la formulaion de-
nitiva del Teorema de los Esquemas o Teorema Fundamental de los Algoritmos Genetios,
que establee que esquemas on idoneidad por enima de la media de la poblaion, on longi-
tud de deniion peque~na y on orden bajo {onoidos omo bloques onstrutivos (building
bloks){ aumentaran su presenia en la siguiente generaion (para una exposiion detallada
de este teorema vease el apendie A).
Paree razonable esperar que la yuxtaposiion de bloques onstrutivos onduza al al-
goritmo a alanzar un omportamiento optimo. Este suposiion, basada en la onlusion del
1
Se die que un esquema sobrevive a un operador uando la estrutura del esquema pervive en, al menos,
uno de los desendientes.
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teorema de los esquemas, se onoe omo Hipotesis de los Bloques Construtivos (Building
Blok Hypothesis o BBH).
Sin embargo, aunque en muhos asos los AG se omportan de auerdo on la BBH, esto
no siempre es as. Ello se debe a que la expliaion que proporiona el teorema de los esquemas
sobre el modo de atuaion de los AG es puramente ualitativa. El teorema desribe el modo
de propagaion de un esquema \presente en la poblaion", de una generaion a la siguiente,
pero no informa sobre la evoluion futura de esquemas que todava no estan representados y
que pueden surgir omo onseuenia de rues y/o mutaiones.
Tampoo explia el omportamiento del Algoritmo Genetio si la poblaion iniial es de
baja alidad. Podra sueder que bloques onstrutivos desplaen a bloques mejores dirigiendo
el algoritmo haia soluiones suboptimas. En este aso se die que el AG ha sufrido un
enga~no (deeption). A lo largo de esta memoria, nosotros nos referiremos a este heho omo
al fenomeno de la deepion y a las funiones deepionantes.
1.4 Funiones deepionantes. Funiones difiles. Resultados
sorprendentes
Aunque los Algoritmos Genetios se vienen apliando on exito a la resoluion de muhos
problemas, existen tambien resultados menos afortunados. En ambas irunstanias, exito o
fraaso, existe todava un esaso onoimiento aera de por que uno u otro se han produido.
Dado el reiente interes en apliar este tipo de algoritmos a un rango de problemas ada
vez mas amplio es esenial, en su estudio teorio, entender de una forma mas ompleta omo
funionan y determinar \a priori" uando lo haran satisfatoriamente.
Por ello, quiza mas que en ualquier otra uestion, los investigadores teorios de los
Algoritmos Genetios se han entrado en identiar fatores que inuyan en la apaidad de
un AG para resolver problemas.
Como se ha diho, una de las ausas que puede onduir a un mal funionamiento de
los Algoritmos Genetios es el enga~no sufrido uando esquemas de bajo orden proporionan
informaion enga~nosa al algoritmo aera de esquemas de mayor orden que renan a los
anteriores (esquemas de orden alto ontenidos en los de bajo orden).
Existen varias propuestas de deniion formal del onepto de deepion que se basan
en la noion de ompetiion entre esquemas: dos esquemas son ompetitivos uando los bits
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denidos de ambos oupan las mismas posiiones, pero al menos uno de los valores de esos
bits es diferente. Por ejemplo, en adenas binarias de longitud uatro, on la estrutura
#dd# (donde \d" denota un alelo denido) se pueden representar los uatro esquemas del
onjunto P = f#00#; #01#; #10#; #11#g. Notese que P onstituye una partiion del
espaio de busqueda 

4
= f0; 1g
4
. Se die que el orden de la partiion es dos por ser ese el
numero de posiiones denidas en la estrutura #dd#. El ganador de la ompetiion entre
los hiperplanos de P es el esquema on valor de idoneidad media mas alta.
Por otra parte, se puede estableer una relaion de orden entre las partiiones de esquemas:
la subsumision. Se die que una partiion P subsume a una partiion P
0
si ada esquema de
P
0
es un subonjunto de un esquema de P. Por ejemplo, la anterior partiion P representada
por la estrutura #dd#, subsume a la partiion P
0
de orden tres, ompuesta por los oho
elementos on estrutura #ddd.
A ontinuaion enuniamos algunas de las propuestas de deniion de deepion (esta-
bleidas por Whitley en [46℄), que son onsistentes on la mayora de las deniiones que de
este onepto apareen en la literatura.
Deniion 1.4.1. Un problema ontiene deepion si el ganador de una partiion P posee un
bit denido on diferente valor al del orrespondiente ganador de otra partiion Q de mayor
orden subsumida por P:
Deniion 1.4.2. Un problema es ompletamente deepionante de orden n si, dada una
partiion P de orden n; los ganadores de todas las partiiones de menor orden que subsumen
a P; onduen a un esquema en P distinto del ganador.
Algunos autores han intentado uantiar la antidad de enga~no que requiere un problema
para haer errar a un Algoritmo Genetio. Con ese n, Goldberg ([11℄) onstruye el problema
mas senillo que puede provoar la divergenia del AG del optimo global. Para haer esto, se
viola la hipotesis de los bloques onstrutivos, es deir, se desea que los bloques onstrutivos
ortos y de bajo orden onduzan a otros bloques onstrutivos largos y de orden alto que
proproionen un suboptimo. El problema mas senillo que puede ontener enga~no, onoido
omo Problema Deepionante Mnimo (Minimal Deeptive Problem o MDP), es un problema
de dos bits.
Se onsidera el espaio 

2
; formado por las uatro adenas 00, 01, 10 y 11, y supongamos
que 11 es la adena en la que una funion f : 

2
! R alanza el maximo, es deir:
f(11) > f(00); f(11) > f(01); f(11) > f(10):
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Para introduir el enga~no se obliga a que el esquema ganador de orden 1 diera en su alelo
jo del orrespondiente alelo de la adena 11. Esto se onsigue exigiendo una de las dos
siguientes ondiiones:
f(0#) > f(1#); f(#0) > f(#1); (1.1)
donde f(H) denota la idoneidad media del esquema H, i.e.,
f(H) =
1
jHj
X
s2H
f(s);
on jHj el ardinal de H.
Las ondiiones (1.1) son, respetivamente, equivalentes a:
f(00) + f(01)
2
>
f(10) + f(11)
2
;
f(00) + f(10)
2
>
f(01) + f(11)
2
:
El umplimiento simultaneo de las dos ineuaiones onduira a que f(00) > f(11); on-
tradiiendo
2
la hipotesis iniial. Por ello, y sin que suponga ninguna restriion, se onsiderara
ierta la primera. As, el MDP queda araterizado por las dos siguientes ondiiones:
i) 11 es la adena optima,
ii) f(0#) > f(1#):
Estas dos ondiiones permiten lasiar el problema en dos tipos, tipo I: f(01) > f(00)
y tipo II: f(00)  f(01).
Los resultados experimentales demuestran que el MDP de tipo I no resulta difil para el
algoritmo. Aunque iniialmente la adena suboptima 01 tiene mayor numero de representan-
tes que 11, nalmente el algoritmo onverge haia el optimo gobal en un tiempo razonable
(ver gura 1.6)
En uanto al MDP de tipo II, no siempre se puede asegurar la onvergenia al optimo 11.
La evoluion de las poblaiones dependera del valor medio de los esquemas y del numero de
representantes de estos esquemas en la poblaion iniial. De heho, en la gura 1.7 se observa
que on un 25% de opias de adenas de ada uno de los uatro esquemas de la partiion,
el algoritmo onverge haia el optimo global. Sin embargo, esta situaion en la pratia no
siempre se tiene. En general, en la poblaion iniial la proporion de representantes de ada
uno de los esquemas no es la misma. En la gura 1.8 se observa que en el aso de partir de
un 75% de adenas on valor 00, el algoritmo es enga~nado y onverge al suboptimo.
2
Esta ontradiion signia que el problema no es ompletamente deepionante de orden uno.
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Figura 1.6: Ejeuion de un AG para el MDP de tipo I (tomada de [11℄).
Del estudio del MDP se dedue que la existenia del fenomeno de deepion no es su-
iente para garantizar la diultad en la busqueda del optimo. Tampoo es una ondiion
neesaria. Existen diversos ejemplos de problemas difiles que no ontienen deepion
3
.
Nosotros a ontinuaion resumimos los resultados obtenidos por Forrest y Mithell en [8℄.
En este trabajo, las autoras onstruyen funiones aparentemente failes (Royal Road fun-
tions), aunque resultaron ser difiles. Para su onstruion se seleiono una adena optima,
rompiendola posteriormente en bloques onstrutivos.
Por omodidad en la notaion, denotaremos por 
(n)
los esquemas formados por n opias
de , on  2 f0; 1;#g; i.e., 
(n)
= 
n
z}|{
: : : :
La adena optima es 1
(64)
; y los bloques onstrutivos que araterizan a la primera de
las funiones Royal Road (<
1
) son:

1
= 1
(8)
#
(56)

2
= #
(8)
1
(8)
#
(48)

3
= #
(16)
1
(8)
#
(40)

4
= #
(24)
1
(8)
#
(32)

5
= #
(32)
1
(8)
#
(24)

6
= #
(40)
1
(8)
#
(16)

7
= #
(48)
1
(8)
#
(8)
3
Para un estudio mas detallado ver, por ejemplo, [15℄.
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Figura 1.7: Ejeuion de un AG para el MDP de tipo II, aso onvergente (tomada de [11℄).
Figura 1.8: Ejeuion de un AG para el MDP de tipo II, aso divergente (tomada de [11℄).
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
8
= #
(56)
1
(8)
:
A ada bloque se le asigna un valor 
i
= 8 (i = 1; :::; 8), oinidente on el numero de bits
denidos. La funion <
1
: 
 = f0; 1g
64
! R se dene omo sigue: una adena s 2 
 a~nade 8
puntos a su valor de ajuste por ada esquema 
i
al que representa. Por ejemplo, si s pertenee
exatamente a dos de los bloques onstrutivos de orden 8, entones <
1
(s) = 16: En general,
<
1
(s) es la suma de los oeientes 
i
orrespondientes a ada uno de los esquemas dados de
los uales es un ejemplo. La ontribuion al valor de ajuste de una esalon intermedio en el
amino haia el optimo (un bloque onstrutivo de tama~no un multiplo de 8, resultante de
la omposiion de 
i
y 
j
, i 6= j) es, por tanto, una ombinaion lineal de las ontribuiones
de los bloques onstrutivos de bajo orden.
La funion <
2
se onstruye de forma similar a <
1
; a~nadiendo a los bloques onstrutivos
anteriores, los seis siguientes:

9
= 1
(16)
#
(48)

10
= #
(16)
1
(16)
#
(32)

11
= #
(32)
1
(16)
#
(16)

12
= #
(48)
1
(16)

13
= 1
(32)
#
(32)

14
= #
(32)
1
(32)
;
siendo ahora 
i
= 8 (i = 1; :::; 8), 
i
= 16 (i = 9; :::; 12), 
i
= 32 (i = 13; 14). <
2
(s) se obtiene
sumando los oeientes 
i
(i = 1; :::; 14) orrespondientes a los esquemas 
i
de los uales s
es un representante. Por ejemplo, <
2
(1
(8)
#
(48)
1
(8)
) = 16, ya que la adena representa a 
1
y

8
, mientras que <
2
(1
(16)
#
(48)
) = 32, ya que la adena representa a 
1
, 
2
y 
9
. Por tanto,
el valor de ajuste de una adena no solo depende del numero de bloques onstrutivos a los
que representa, sino tambien de sus posiiones en la adena.
De antemano, abe esperar que el algoritmo enuentre mas rapidamente el optimo en <
2
que en <
1
. En <
2
existe un laro amino que muestra omo obtener, mediante el operador
rue, los bloques onstrutivos de orden 16 a partir de los de orden 8, a ontinuaion los de
orden 32 y, nalmente, el optimo (ver gura 1.9). Paree razonable esperar que la existenia de
esta va aelere la obtenion del optimo por parte del algoritmo. Sin embargo, los resultados
experimentales mostraron lo ontrario: ambas funiones resultaron ser difiles siendo <
2
mas
difil que <
1
:
Analizando las ejeuiones del algoritmo se observa omo la apariion de adenas repre-
sentantes de bloques onstrutivos de orden alto hae que desaparezan de la poblaion, en
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Figura 1.9: Evoluion de los bloques onstrutivos en la funion <
2
.
la siguiente generaion, los representantes de bloques onstrutivos de orden bajo adyaentes
al anterior, que son neesarios para la onstruion del optimo (para mas detalles ver [8℄).
En <
1
, que aree de la informaion extra que proporionan los bloques onstrutivos
intermedios, la apariion de representantes de bloques onstrutivos de orden alto no produe
un efeto tan dramatio en el desubrimiento y persistenia de los bloques onstrutivos de
orden mas bajo. Tengamos en uenta, por ejemplo, que un elemento s de 
11
tiene valores
de ajuste <
1
(s) = 16 y <
2
(s) = 32, mientras que si s
0
es un representante de 
4
, se tiene
<
1
(s
0
) = 8 y <
2
(s
0
) = 8. El refuerzo no lineal (epistasis) usado para denir <
2
paree ser
uno de los ausantes de la lenta onvergenia haia el optimo, en omparaion on <
1
: En el
aptulo siguiente se analiza esta araterstia.
Captulo 2
Epistasis en el aso binario
2.1 Varianza epistatia
Como se ha expuesto en el aptulo anterior, existen muhos fatores que provoan que
una funion sea difil de optimizar mediante un AG. Uno de ellos es la existenia de vnulos
entre los alelos de las adenas en las que se odian las posibles soluiones del problema
{omo suede en las funiones Royal Road{. En [35℄ Rawlins ompara este fenomeno on
una situaion similar en Genetia: uando un gen situado en un lous enmasara el efeto de
otro gen situado en diferente lous. Cuando este fenomeno ourre, se die que el primer gen
es epistatio on el segundo.
Adaptando esta idea al ampo de los Algoritmos Genetios, Rawlins habla de epistasis
mnima uando ada gen de una adena es independiente de ualquier otro; es deir, uando
la funion de idoneidad puede onsiderarse basiamente omo una ombinaion lineal de
funiones, ada una de las uales depende uniamente de un gen. En el otro extremo, se tiene
epistasis maxima si ningun subonjunto propio de genes es independiente de ningun otro gen,
y esta situaion se orrresponde esenialmente on una funion de idoneidad aleatoria.
En [4℄, para una odiaion binaria, Davidor propone una medida que predie el valor
de la funion a partir de los bits, omo estimaion de la no linealidad que existe en la
representaion. Esta medida, llamada varianza epistatia, presenta una perspetiva sobre la
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diultad de optimizaion mediante un AG, diferente a la araterizada on el fenomeno de
la deepion.
Para la deniion formal de la varianza epistatia, en [4℄, se parte del espaio 

`
= f0; 1g
`
de adenas binarias de longitud `, de una funion f : 

`
! R y, dada una muestra P de 

`
de tama~no N
P
=j P j, se onsidera la idoneidad media de la poblaion P:

f =
1
N
P
X
s2P
f(s);
donde f(s) denota el valor de ajuste de la adena s. Para un alelo a 2 f0; 1g; situado en la
i-esima posiion de las adenas de P, Davidor dene el ajuste medio de a omo:
f
i
(a) =
1
N
i
(a)
X
s2P
i
(a)
f(s);
siendo P
i
(a) el onjunto formado por las adenas de P uya posiion i-esima esta oupada
por el alelo a, y N
i
(a) = jP
i
(a)j es el ardinal de P
i
(a). El valor de exeso del alelo se dene
omo:
E
i
(a) = f
i
(a) 

f:
Para una adena s 2 

`
, el valor de exeso genio es:
EG(s) =
` 1
X
i=0
E
i
(s
i
)
y su valor genio previsto:
~
f(s) = EG(s) +

f:
La diferenia "(s) = f(s)  
~
f(s) es la epistasis de la adena s. Finalmente dene la
varianza epistatia omo:

2
=
1
N


`
X
s2

`
"(s)
2
:
A ontinuaion mostramos el alulo de la varianza epistatia de tres funiones. La
primera (L) es una funion lineal. La segunda () se anula en todas las adenas salvo dos de
ellas. La eleion de las adenas on imagen no nula no es arbitraria, deben ser una adena y
su omplemento a uno. A las funiones de este tipo se las onoe omo \funiones amello"
{debido a sus dos pios{ y se analizan en la subseiones 2.2.2, 3.2.2 y 4.2.2. La terera
funion (Æ) se anula en todas las adenas exepto en una de ellas. La normalizaion de esta
funion proporiona la funion de Dira Æ
0
, que se estudia en las subseiones 3.2.1, 4.2.1 y
4.3.1.
Los valores que toman las funiones L;  y Æ sobre adenas de longitud 3 se reejan en la
tabla 2.1.
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adenas L  Æ
000 0 14 28
001 1 0 0
010 2 0 0
011 3 0 0
100 4 0 0
101 5 0 0
110 6 0 0
111 7 14 0

L =  =

Æ = 3:5
Tabla 2.1: Valores de las funiones L,  y Æ sobre adenas de longitud 3.
i a L
i
(a) E
i
(a)
0 0 3  0:5
1 4 0:5
1 0 2:5  1
1 4:5 1
2 0 1:5  2
1 5:5 2
s L(s) EG(s)
~
L(s) "(s)
000 0  3:5 0 0
001 1  2:5 1 0
010 2  1:5 2 0
011 3  0:5 3 0
100 4 0:5 4 0
101 5 1:5 5 0
110 6 2:5 6 0
111 7 3:5 7 0
Tabla 2.2: Calulo de la epistasis de las adenas de 

3
para una funion lineal.
La funion L tiene varianza epistatia nula, omo se dedue de los alulos de la tabla 2.2
(tomada de [4℄).
Por otra parte, la varianza epistatia de  es 
2
= 36:75. Este valor se obtiene failmente
de la tabla 2.3.
Finalmente, la varianza epistatia de Æ, 
2
= 67:375; se alula on los datos de tabla 2.4.
38 Epistasis en el aso binario
i a 
i
(a) E
i
(a)
0 0 3:5 0
1 3:5 0
1 0 3:5 0
1 3:5 0
2 0 3:5 0
1 3:5 0
s (s) EG(s) ~(s) "(s)
000 14 0 3:5 10:5
001 0 0 3:5  3:5
010 0 0 3:5  3:5
011 0 0 3:5  3:5
100 0 0 3:5  3:5
101 0 0 3:5  3:5
110 0 0 3:5  3:5
111 14 0 3:5 10:5
Tabla 2.3: Calulo de la epistasis de las adenas de 

3
para una funion amello.
i a Æ
i
(a) E
i
(a)
0 0 7 3:5
1 0  3:5
1 0 7 3:5
1 0  3:5
2 0 7 3:5
1 0  3:5
s Æ(s) EG(s)
~
Æ(s) "(s)
000 28 10:5 14 14
001 0 3:5 7  7
010 0 3:5 7  7
011 0  3:5 0 0
100 0 3:5 7  7
101 0  3:5 0 0
110 0  3:5 0 0
111 0  10:5  14 14
Tabla 2.4: Calulo de la epistasis de las adenas de 

3
para una funion Æ.
Como se puede observar de estos tres senillos ejemplos, el alulo de la varianza epistatia
de una funion (a traves del proeso denitorio de Davidor) es un trabajo laborioso, por lo
que se hae neesario un metodo alternativo menos ostoso. Esto se onsigue on la ayuda
del

Algebra Lineal.
Desripion algebraia de la epistasis 39
2.2 Desripion algebraia de la epistasis
Con vistas a obtener la desripion algebraia de la epistasis, introduimos en esta seion
alguna terminologa y notaiones basias. Asimismo se exponen, sin demostraion, algunos
resultados onoidos que nos seran utiles posteriormente.
2.2.1 Epistasis normalizada
Como en el epgrafe anterior, tomaremos omo alfabeto  = f0; 1g; as los romosomas
son todas las adenas binarias de longitud `. Enumeraremos las posiiones de las adenas
{bits{ de dereha a izquierda y de 0 a `  1.
Asimismo, denotaremos porM
n
(C) al onjunto de las matries uadradas de orden n on
elementos en C. En nuestro aso, C sera Z o Q .
Considerando omo poblaion P = 

`
el onjunto de adenas binarias de longitud `,
en [41℄ se reesribe la deniion de Davidor en una unia formula. As, para una adena
s = s
` 1
:::s
1
s
0
1
, su epistasis es:
"
`
(s) = f(s) 
` 1
X
i=0
1
2
` 1
X
t2

i
(s
i
)
f(t) +
`  1
2
`
X
t2

`
f(t);
donde 

i
(s
i
) denota el onjunto de adenas en t 2 

`
tales que t
i
= s
i
.
Los autores denen la epistasis global de f omo:
"
`
(f) =
s
X
s2

`
"
2
`
(s) :
En [42℄, esta deniion se reformula on el uso del

Algebra Lineal al introduir los vetores:
e =
0
B
B
B
B
B

"(00 : : : 0)
"(00 : : : 1)
.
.
.
"(11 : : : 1)
1
C
C
C
C
C
A
;
f =
0
B
B
B
B
B

f(00 : : : 0)
f(00 : : : 1)
.
.
.
f(11 : : : 1)
1
C
C
C
C
C
A
=
0
B
B
B
B
B

f
0
f
1
.
.
.
f
2
`
 1
1
C
C
C
C
C
A
;
1
En oasiones, identiaremos una adena s = s
` 1
: : : s
1
s
0
2 

`
on el valor numerio
P
0i<`
s
i
2
i
.
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y la matriz real simetria 2
`
-dimensional E
`
=
 
e
`
st

2M
2
`
(Q), dada por:
e
`
st
=
1
2
`
(`+ 1  2d
st
); 0  s; t  2
`
  1;
donde d
st
denota la distania Hamming entre s y t, i.e., el numero de bits en los uales las
representaiones binarias de s y t dieren
2
. Para valores peque~nos de ` se tiene:
E
0
= (1) ;
E
1
=
 
1 0
0 1
!
;
E
2
=
1
4
0
B
B
B
B

3 1 1  1
1 3  1 1
1  1 3 1
 1 1 1 3
1
C
C
C
C
A
y
E
3
=
1
8
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B

4 2 2 0 2 0 0  2
2 4 0 2 0 2  2 0
2 0 4 2 0  2 2 0
0 2 2 4  2 0 0 2
2 0 0  2 4 2 2 0
0 2  2 0 2 4 0 2
0  2 2 0 2 0 4 2
 2 0 0 2 0 2 2 4
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
;
por ejemplo.
En [42℄ se demuestra que e = f  E
`
f . Notese que "
`
(f) = kek.
La intuiion die que dada una funion f , ella y ualquier multiplo suyo f ( 6= 0) deben
tener la misma epistasis. En [39℄, los autores normalizan este onepto deniendo la epistasis
normalizada de una funion de ajuste f omo
"

`
(f) = "
2
`

f
k f k

=
t
f (I
`
 E
`
) f
t
f f
= 1 
t
f E
`
f
t
f f
; (2.1)
donde I
`
es la matriz identidad de orden 2
`
.
2
Cuando sea neesario, se trabajara on adenas de distintas longitudes. En ese aso, si s 2 

`
y t 2 

|
,
su distania Hamming se alulara on las subadenas s
m 1
:::s
0
y t
m 1
:::t
0
, siendo m =mnimof`; |g, y se
denotara d
m
st
.
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En la pratia es mas fail trabajar on la matriz G
`
= 2
`
E
`
2 M
2
`
(Z). Esto permite
esribir la epistasis normalizada de f omo
"

`
(f) = 1 
1
2
`

`
(f)
kfk
2
; (2.2)
donde 
`
(f) =
t
f G
`
f .
En [39℄ se demuestra que, para todo `  0, G
`
puede onstruirse reursivamente mediante:
G
`+1
=
 
G
`
+U
`
G
`
 U
`
G
`
 U
`
G
`
+U
`
!
; (2.3)
siendo U
`
=
0
B
B

1 ::: 1
.
.
.
.
.
.
.
.
.
1 ::: 1
1
C
C
A
2M
2
`
(Z) y G
0
= (1).
Ademas, se veria que Rg (G
`
) = ` + 1, y sus autovalores son 0 y 2
`
(ver [39℄ para
detalles). En onseuenia, los autovalores de E
`
son 0 y 1, y R
2
`
= Ker(E
`
) Im(E
`
):
2.2.2 Valores extremos de la epistasis normalizada
La deniion original de epistasis (debida a Davidor) esta basada en la idea de que si una
representaion de los datos tiene baja epistasis debera ser proesada de forma eiente por
un AG, mientras que si ontiene alta epistasis el proeso de busqueda probablemente aabara
dirigiendo el algoritmo a un optimo loal. En esta subseion resumimos la araterizaion
de las funiones on epistasis mnima y maxima obtenida en [39℄.
En [41℄ se ha demostrado que "

`
(f) = 0 si y solo si f tiene epistasis mnima en el sentido
de Rawlins; es deir, uando f(s
` 1
; :::; s
0
) =
P
` 1
i=0
g
i
(s
i
), donde g
i
depende solo del i esimo
bit s
i
de s. En [39℄, esta araterizaion se obtiene de una forma senilla y elegante. Para
ello, los autores onsideran, para 0  i  `  1; las funiones h
`
i
: f0; 1g ! R:
h
`
i
(s
i
) =
8
<
:
1 si s
i
= 1
0 en otro aso,
uyos vetores asoiados denotan por h
`
i
. Asimismo onsideran u
`
, la funion onstante
on valor 1, uyo vetor asoiado es u
`
. Entones, un argumento de induion les permite
demostrar que fh
`
0
; :::; h
`
` 1
; u
`
g es una base para el subespaio Im(G
`
).
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Por otra parte, una funion g
i
: f0; 1g ! R que depende solo del i-esimo bit se puede
desribir omo:
g
i
(s
i
) =
(
a
i
si s
i
= 1
b
i
si s
i
= 0,
es deir, g
i
= a
i
h
`
i
+ b
i
(u
`
  h
`
i
).
Claramente, si f tiene epistasis mnima en el sentido de Rawlins, entones f 2 Im(G
`
),
es deir, "

`
(f) = 0. Reproamente, si "

`
(f) = 0 se tiene
f =
` 1
X
i=0

i
h
`
i
+ u
`
=
` 1
X
i=0
g
i
;
donde g
0
= (
0
+ )h
`
0
+ (u
`
  h
`
0
) y g
i
= 
i
h
`
i
, para i = 1; :::; `   1.
En efeto, el valor mnimo teorio de la epistasis normalizada "

`
(f) = 0 se alanza para
ualquier valor de `. De heho, si ` = 1 entones
t
fG
1
f =
t
f 2 I
2
f = 2 kfk
2
, por lo que
"

1
(f) = 1 
1
2
t
fG
1
f
kfk
2
= 0:
Por otra parte, si ` > 1 basta onsiderar, por ejemplo, f = 2
 
`
2
u
`
, siendo u
`
=
t
(1; :::; 1) 2
R
2
`
. Entones kfk = 1 y
t
f G
`
f =
2
`
 1
X
i;j=0
g
ij
f
i
f
j
= 2
 `
2
`
 1
X
i;j=0
g
ij
= 2
 `
2
`
 1
X
i=0
2
` 1
 1
X
j=0

g
ij
+ g
i
^
j

= 2:
Aqu se ha utilizado que g
ij
+ g
i
^
j
= 2, (0  i; j  2
`
  1), donde
^
j = 2
`
  1   j (ver [39℄
para mas detalles).
Con respeto al valor maximo de "

`
, en [39℄ se demuestra:
Proposiion 2.2.1. ([39℄) Para ualquier entero positivo ` y ualquier funion f : 

`
! R
no negativa, on kfk = 1, se veria:
"

`
(f)  1 
1
2
` 1
:
Este valor teorio maximo para funiones positivas se alanza. Para ello basta onsiderar
f =
0
B
B
B
B
B
B
B

p
2
2
0
.
.
.
0
p
2
2
1
C
C
C
C
C
C
C
A
:
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Este ejemplo (funiones amello) es, esenialmente, el unio. De heho,
Proposiion 2.2.2. ([39℄) Para ualquier entero positivo `  2 y ualquier funion no ne-
gativa f , on kfk = 1, son equivalentes:
1. "

`
(f) = 1 
1
2
` 1
;
2. existe algun 0  i  2
` 1
tal que f
i
= f
2
`
 1 i
= 1, f
j
= 0 en otro aso.
2.2.3 Un ejemplo de alulo direto de la epistasis normalizada "
*
A pesar de que, desde el punto de vista teorio, esta formulaion algebraia del alulo de la
epistasis normalizada es senilla y elegante, a nivel pratio los alulos que se deben efetuar
son de una gran omplejidad. Como ejemplo de ello resumimos aqu el desarrollo realizado
en [20℄ para un tipo de funiones {las llamadas funiones Template{ que se utilizan omo
una interesante lase de funiones de laboratorio on las que hequear iertas propiedades de
los AG.
Las funiones Template (Funiones Patron) se araterizan porque el valor de ajuste de
las adenas depende de dos parametros: la longitud de las adenas (`, si 
 = f0; 1g
`
) y
la longitud n de una subadena t, jada de antemano, que atua omo un \patron" uya
presenia (o ausenia) en la adena determina su valor de idoneidad. En onreto, el valor
de ajuste de una adena s es el numero de vees que el patron t aparee en s. Si el patron es
la adena t = 1
n
=
n
z }| {
1    1 y T
n
`
denota la funion Template denida en 
 = f0; 1g
`
, entones
se tiene, por ejemplo,
T
2
`
(1
`
) = T
2
`
(11 : : : 11) = `  1;
y
T
3
`
(01110 : : : 011) = 1:
Denotando por T
n
`
2 R
2
`
el vetor que determina la funion T
n
`
; i.e.,
T
n
`
=
0
B
B

T
n
`
(00 : : : 0)
.
.
.
T
n
`
(11 : : : 1)
1
C
C
A
;
se sigue que T
n
`
es el vetor nulo si ` < n y, para ualquier `  n, se tiene:
T
n
`
=
 
T
n
` 1
T
n
` 1
+D
n
` 1
!
;
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on
D
n
` 1
=
0
B
B
B
B
B

0
` 2
.
.
.
0
` n
u
` n
1
C
C
C
C
C
A
2 R
2
` 1
;
donde, para todo 2  i  n, se denota por 0
` i
el vetor nulo en R
2
` i
y u
` n
=
t
(1; :::; 1) 2
R
2
` n
:
Para alular la norma de T
n
`
, un argumento de induion muestra que:
Lema 2.2.3. ([20℄) Para ualquier par de enteros n  ` y para ualquier 0  i  n, se tiene:
1.
Tr(T
n
`
) = 2
` n
(`  n+ 1); (2.4)
2.
jjT
n
n+i
jj
2
= 2
i
(3i  1) + 2;
donde Tr(T
n
`
) denota la traza del vetor T
n
`
.
De este resultado se dedue que:
Proposiion 2.2.4. ([20℄) Para ualquier par de enteros `  n, se veria:
jjT
n
`
jj
2
=
(
2
` n
(3(`  n)  1) + 2 si `  2n;
2
` n
(3(`  n)  1) + 2
` 2n
(2 + (`  2n)(`  2n  1)) si `  2n:
Demostraion. El primer aso (`  2n) es exatamente la segunda parte del lema previo.
Para `  2n, se aplia induion en ` y se usa T
n
n+i
D
n
n+i
= 2
i+1
  1 y la aserion (2.4) del
lema 2.2.3.
Por la formula dada en (2.2), para obtener la expresion de la epistasis normalizada de T
n
`
,
se neesita alular (T
n
`
) =
t
T
n
`
G
`
T
n
`
.
En [20℄ se omprueba que, para todo `  n;
(T
n
`
) =
t
T
n
`
G
`
T
n
`
=
 
t
T
n
` 1
;
t
T
n
` 1
+
t
D
n
` 1

 
G
` 1
+U
` 1
G
` 1
 U
` 1
G
` 1
 U
` 1
G
` 1
+U
` 1
! 
T
n
` 1
T
n
` 1
+D
n
` 1
!
= 4
t
T
n
` 1
G
` 1
T
n
` 1
+ 4
t
T
n
` 1
G
` 1
D
n
` 1
+
t
D
n
` 1
G
` 1
D
n
` 1
+
t
D
n
` 1
U
n
` 1
D
n
` 1
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donde:
t
D
n
` 1
G
` 1
D
n
` 1
= n  4
` n
y
t
D
n
` 1
U
n
` 1
D
n
` 1
= 2
` n
ku
` n
k
2
= 4
` n
:
Asimismo, usando la simetra de G
`
y un argumento reursivo, los autores obtienen:
t
T
n
` 1
G
` 1
D
n
` 1
= 2
n 2
 
2
t
u
` n
G
` n
T
n
` n
+
t
u
` n
G
` n
D
` n
+
t
u
` n
U
` n
D
` n

+4
` n 1
(n  2)(n+ 3)
y, omo
t
u
` n
G
` n
=
t
u
` n
U
` n
= 2
` n t
u
` n
y
t
T
n
n+i
D
n
n+i
= 2
i+1
  1, entones
t
T
n
` 1
G
` 1
D
n
` 1
= 2
` 1
 
Tr(T
n
` n
) + Tr(D
n
` n
)

+ 4
` n 1
(n  2)(n+ 3)
= 2
` 1

2
` 2n
(`  2n+ 1) + 2
` 2n+1

+ 4
` n 1
(n  2)(n+ 3)
= 4
` n 1
(n
2
  3n+ 2`):
Combinando todos estos hehos, se veria para `  2n,
(T
n
`
) = 4
t
T
n
` 1
G
` 1
T
n
` 1
+ 4
` n
(n
2
  3n+ 2`) + n 4
` n
+ 4
` n
= 4
` n

(`  2n)(n
2
+ `+ 2) +
n
3
(2n
2
+ 7) + 2n
2
+ 1

:
La demostraion del aso n  `  2n es similar (ver [20℄ para detalles), y se obtiene:
(T
n
n+i
) = 4
i

n(i+ 1)
2
+ 1 +
i
3
(4  i
2
)

;
para 0  i  n.
En onseuenia,
Teorema 2.2.5. ([20℄) La epistasis normalizada de la funion Template T
n
`
es:
"

(T
n
`
) =
8
>
>
<
>
>
:
1 
1+n (` n+1)
2
+
(` n)
3
(
4 (` n)
2
)
2
n
(3(` n) 1+2
n `+1
)
si n  `  2n
1 
(` 2n)(n
2
+`+2)+
n
3
(2n
2
+7)+2n
2
+1
2
n
(3(` n) 1)+(` 2n)
2
+2(n+1) `
si `  2n:
(2.5)
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2.3 Epistasis y transformadas de Walsh
2.3.1 Coeientes de partiion y transformadas de Walsh
El ejemplo de las funiones Template muestra que, aunque el uso de la notaion algebraia
simplia el alulo de la epistasis de Davidor, la reursividad de la matrizG
`
y su dimension,
uando ` ree, impiden realizar los alulos en una antidad razonable de tiempo. Con el
objeto de simpliar estos alulos y teniendo en uenta que, omo se arma en [24℄,
\Las transformadas de Walsh pareen desempe~nar un papel fundamental en el
analisis de los Algoritmos Genetios. Tanto ellas omo sus oeientes de Walsh
desriben esenialmente la idoneidad media de la funion respeto a iertos es-
quemas elementales bien determinados, lo que proporiona una desripion muy
pratia de su epistasis"
Naudts et al utilizan en [33℄ las Funiones de Walsh (analizadas en [12℄) que introduimos a
ontinuaion.
Para ualquier adena t 2 

`
= f0; 1g
`
, la funion de Walsh  
t
es:
 
t
(s) = ( 1)
st
=
` 1
Y
i=0
( 1)
s
i
t
i
;
donde s  t denota el produto esalar de s y t, i.e., s  t =
` 1
P
i=0
s
i
t
i
.
Por ejemplo,  
01101
(10111) = 1 y  
01101
(10110) =  1.
Es sabido ([12℄) que las funiones de Walsh onstituyen una base del espaio vetorial de
funiones sobre 

`
on valores reales, ya que son independientes y ada funion f : 

`
! R
se puede esribir omo:
f(s) =
X
t2

`
v
t
 
t
(s)
0


2
`
 1
X
j=0
v
j
 
j
(s)
1
A
para ualquier s 2 

`
, donde ada oeiente v
t
2 R esta dado por:
v
t
=
1
2
`
X
t2

`
f(s) 
t
(s):
Como  
0
 1, v
0
es el valor medio de f en 

`
.
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Si se onsidera:
v =
0
B
B

v
0
.
.
.
v
2
`
 1
1
C
C
A
y la matriz simetria, 2
`
-dimensional, V
`
= ( 
t
(s))
s;t2

`
, se sigue que:
f = V
`
v:
En la pratia, es habitual trabajar on la matriz (simetria) W
`
= 2
 `=2
V
`
, llamada
matriz de Walsh, que veriaW
2
`
= I
`
. Para valores peque~nos de `,W
`
se alula failmente:
W
0
= (1) (= V
0
);
W
1
= 2
 1=2
 
1 1
1  1
!
; W
2
= 2
 1
0
B
B
B
B

1 1 1 1
1  1 1  1
1 1  1  1
1  1  1 1
1
C
C
C
C
A
:
Ademas puede obtenerse por reursion ya que satisfae, para `  0 (ver [33℄):
W
`+1
= 2
 
1
2
 
W
`
W
`
W
`
 W
`
!
: (2.6)
Se denominan oeientes de Walsh de f a las omponentes w
t
= w
t
(f) = 2
`=2
v
t
(f) del
vetor w tal que f =W
`
w, lo que ondue a:
f(s) = 2
 `=2
X
t2

`
w
t
 
t
(s):
Notese que, al ser la matriz W
`
idempotente, se veria:
k f k = kw k: (2.7)
Por otra parte, si se onsidera la matriz diagonal D
`
, uyos unios elementos no nulos d
ii
tienen valor 1 y estan situados en i = 0 y i = 2
j
, 0  j  `  1 entones:
Lema 2.3.1. ([33℄) Para todo `  0;
W
`
E
`
W
`
= D
`
:
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Este resultado, junto on la idempotenia de W
`
y las expresiones (2.1) (pagina 40) y
(2.7) proporiona el valor de "

`
(f) en terminos de los oeientes de Walsh:
Proposiion 2.3.2. ([33℄) Si w
0
;    ; w
2
`
 1
son los oeientes de Walsh de una funion de
ajuste f; entones la epistasis normalizada de f esta dada por
"

`
(f) = 1 
w
2
0
+
` 1
P
i=0
w
2
2
i
2
`
 1
P
j=0
w
2
j
: (2.8)
La expresion (2.8) arateriza, de forma senilla, las funiones on epistasis normalizada
mnima. Claramente, el valor mnimo, "

`
(f) = 0, se alanza para aquellas funiones tales que
w
2
0
+
` 1
X
i=0
w
2
2
i
=
2
`
 1
X
j=0
w
2
j
;
es deir, aquellas funiones uyos unios oeientes de Walsh no nulos son w
0
y w
2
i
(0 
i  `  1).
Estas funiones que, omo no poda ser de otra manera, oiniden exatamente on las
araterizadas en la subseion 2.2.2, se denominan funiones de primer orden: funiones
on la propiedad de que existen
g
i
: f0; 1g ! R; (0  i  `  1)
tales que
f(s) =
` 1
X
i=0
g
i
(s
i
):
Hemos indiado al prinipio de esta seion que los oeientes de Walsh desriben el
valor medio de la funion sobre iertos esquemas elementales. En efeto, se ha demostrado
en [12℄ el llamado Teorema del Valor Medio para Hiperplanos que establee:
f(H) = 2
 `=2
X
t2J(H)
w
t
 
t
((H));
donde
 f(H) es el valor medio de f sobre el esquema H, i.e.,
f(H) =
1
jHj
X
s2H
f(s);
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  : f0; 1;#g
`
! 

`
es la funion dada por:
(H)
i
=
(
1 si h
i
= 1;
0 en otro aso;
y
 J(H) = ft 2 

`
; 8 0  i < `; h
i
= # ) t
i
= 0g, es deir, el onjunto de todas las
adenas que tienen un 0 en las posiiones en que H tiene un #.
Por ejemplo, si H = 1#00#1 entones (H) = 100001 y J(H) = #0##0#.
Esto hae que, en partiular,
I) si H = 

`
= #:::# entones J(H) = f0:::0g, (H) = 0:::0 y, en onseuenia,
f(

`
) = f(#:::#) = 2
 `=2
w
0
;
II) si H = #   #
i
#
a#   #, on a 2 f0; 1g, esta laro que (H) = 0   
i
#
a    0 y t 2 J(H),
si y solo si, t = 0    0t
i
0    0, entones:
 
t
((H)) =
8
<
:
1 si t
i
= 0
( 1)
a
si t
i
= 1
y
f(H) = f(# : : :#
i
#
a# : : :#) = 2
 `=2
(w
0
+ ( 1)
a
w
2
i
) :
Por otra parte, tambien en [12℄ se dene el valor (H) {llamado oeiente de partiion
del esquema H{ omo
f(H) =
X
H
0
H
(H
0
);
que permite esribir el valor medio de un esquema mas general en funion de los oeientes
de Walsh. De heho, usando la deniion anterior, se sigue que:
(H) = f(H) 
X
H
0
%H
(H
0
);
lo que permite alular (H) por reursion.
En partiular, si se onsideran 

`
= #:::# y H
i
= #:::#
i
#
0#:::#, entones:
(#:::#) = f(

`
) = 2
 `=2
w
0
; (2.9)
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(#:::#
i
#
0#:::#) = f(H
i
)  f(

`
) = 2
 `=2
w
2
i
;
por lo que
w
2
i
= 2
`=2
f(H
i
) w
0
(2.10)
y, si ahora se onsidera H
ij
= #:::#
j
#
0#:::#
i
#
0#:::#; entones:
(#:::#
j
#
0#:::#
i
#
0#:::#) = f(H
ij
)  (#:::#
j
#
0#:::#
i
#
##:::#)  (#:::#
j
#
##:::#
i
#
0#:::#)
 (#:::#)
= 2
 `=2
w
2
i
+2
j
;
y, en onseuenia,
w
2
i
+2
j
= 2
`=2
f(H
ij
)  w
2
i
  w
2
j
 w
0
: (2.11)
En general, si H
i
1
i
k
= #:::#
i
k
#
0#:::#
i
1
#
0#:::#; entones
(#:::#
i
k
#
0#:::#
i
1
#
0#:::#) = f (H
i
1
:::i
k
)
 (#:::#) 
k 1
X
p=1
X
1
1
<:::<
p
k
(#:::#
i

p
#
0 #:::#
i

1
#
0 #:::#)
= 2
 `=2
w
2
i
1
++2
i
k
;
y
w
2
i
1
++2
i
k
= 2
`=2
f (H
i
1
:::i
k
)  w
0
 
k 1
X
p=1
0

X
1
1
<:::<
p
k
w
2
i

1
++2
i

p
1
A
: (2.12)
A ontinuaion {y on el objeto de omparar el oste omputaional del alulo de la
epistasis normalizada diretamente de la deniion y a traves de las transformadas de Walsh{
nosotros alularemos nuevamente, mediante un metodo mas simple, la epistasis normalizada
de las funiones Template ya obtenida en la subseion 2.2.3.
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2.3.2 Funiones Template: alulo de su epistasis mediante los oeientes
de Walsh
Para alular la epistasis normalizada de T
n
`
, teniendo en uenta (2.7) y las proposiiones
2.2.4 y 2.3.2, basta determinar el valor de los oeientes de Walsh de orden ero, w
0
, y los
de orden uno, w
2
i
, para i = 0; : : : ; `  1.
Para ello, en primer lugar notese que:
Lema 2.3.3. Para ualquier 0  i < `; el valor de ajuste del esquema H
i
= #   #
i
#
0#   # 2
f0; 1;#g
`
esta dado por
T
n
`
(H
i
) = 2
i `+1
Tr(T
n
` i 1
) + 2
 i
Tr(T
n
i
):
Demostraion. Como ualquier adena s 2 H
i
se puede esribir en la forma s = s
0
0s
00
on s
0
=
s
` 1
: : : s
i+1
2 

` i 1
y s
00
= s
i 1
: : : s
0
2 

i
entones, por la deniion de T
n
`
; diretamente
se sigue
T
n
`
(s) = T
n
`
(s
` 1
; : : : ; s
i+1;
0; : : : ; 0) + T
n
`
(0; : : : ; 0; s
i 1
; : : : ; s
0
)
= T
n
` i 1
(s
0
) + T
n
i
(s
00
);
para todo s 2 H
i
: Por tanto,
T
n
`
(H
i
) =
1
2
` 1
X
s2H
i
T
n
`
(s)
=
1
2
` 1
8
<
:
2
i
X
s
0
2

` i 1
T
n
` i 1
(s
0
) + 2
` i 1
X
s
00
2

i
T
n
i
(s
00
)
9
=
;
= 2
i `+1
Tr(T
n
` i 1
) + 2
 i
Tr(T
n
i
):
Ahora tenemos:
Proposiion 2.3.4. Para ualquier par de enteros `  n; el valor de   = w
2
0
+
P
` 1
i=0
w
2
2
i
es:
  =
8
>
>
<
>
:
2
` 2n
n
(2n  `+ 1)(`  n+ 1)
2
+
(` n)(` n+1)(2(` n)+1)
3
o
si `  2n;
2
` 2n
n
(`  n+ 1)
2
+ n
2
(`  2n) +
n(n+1)(2n+1)
3
o
si `  2n:
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Demostraion. Con los resultados previos y (2.10), nosotros diretamente obtenemos los o-
eientes de Walsh w
2
i
; (0  i < `), que estan reejados en las tablas 2.5 y 2.6:
i T r(T
n
` i 1
) Tr(T
n
i
) T
n
`
(H
i
) w
2
i
0  i < `  n 2
` n i 1
(`  n  i) 0 2
 n
(`  n  i)  2
` 2n
2
(i+ 1)
`  n  i < n 0 0 0  w
0
n  i < ` 0 2
i n
(i  n+ 1) 2
 n
(i  n+ 1)  2
` 2n
2
(`  i)
Tabla 2.5: Coeientes de Walsh de primer orden de T
n
`
(`  2n).
i T r(T
n
` i 1
) Tr(T
n
i
) T
n
`
(H
i
) w
2
i
0  i < n 2
` n i 1
(`  n  i) 0 2
 n
(`  n  i)  2
` 2n
2
(i+ 1)
n  i < `  n 2
` n i 1
(`  n  i) 2
i n
(i  n+ 1) 2
 n
(`  2n+ 1)  2
` 2n
2
n
`  n  i < ` 0 2
i n
(i  n+ 1) 2
 n
(i  n+ 1)  2
` 2n
2
(`  i)
Tabla 2.6: Coeientes de Walsh de primer orden de T
n
`
(`  2n).
Ademas por (2.4),
w
0
= 2
`=2
T
n
`
(

`
) = 2
 `=2
Tr(T
n
`
) = 2
` 2n
2
(`  n+ 1):
Por tanto, para `  2n, tenemos que
w
2
0
+
` 1
X
i=0
w
2
2
i
= w
2
0
+
` n 1
X
i=0
2
` 2n
(i+ 1)
2
+
n 1
X
i=` n
w
2
0
+
` 1
X
i=n
2
` 2n
(`  i)
2
= (2n  `+ 1)w
2
0
+ 2
` n
X
j=1
2
` 2n
j
2
= (2n  `+ 1)w
2
0
+ 2
` 2n+1

`  n+ 1
2

2(`  n) + 1
3
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= 2
` 2n

(2n  `+ 1)(`  n+ 1)
2
+
(`  n)(`  n+ 1)(2(`   n) + 1)
3

;
ya que
P
` n
j=1
j
2
=
 
` n+1
2

2(` n)+1
3
:
Similarmente, si `  2n; se tiene
w
2
0
+
` 1
X
i=0
w
2
2
i
= w
2
0
+ 2
` 2n
(
n 1
X
i=0
(i+ 1)
2
+
` n 1
X
i=n
n
2
+
` 1
X
i=` n
(`  i)
2
)
= 2
` 2n
8
<
:
(`  n+ 1)
2
+ n
2
(`  2n) + 2
n
X
j=1
j
2
9
=
;
= 2
` 2n

(`  n+ 1)
2
+ n
2
(`  2n) +
n(n+ 1)(2n+ 1)
3

:
Ahora un alulo direto nos ondue a la expresion de "

`
(T
n
`
) = 1 
 
kT
n
`
k
2
dada en (2.5),
en la pagina 45.
2.4 Relaion entre orden y diultad
Se ha mostrado ya en el aptulo anterior, que existen diversos fatores (v.g. fenomeno
de la deepion, epistasis) que pueden ontribuir a que un problema sea difil de optimizar
por un AG pero que, por s solos, no son suientes para estimar esa diultad. De heho,
en [9℄ se asegura:
\Cualquier esfuerzo investigador que tenga exito en la teora de la eje-
uion de los AG debe tener en uenta esta multipliidad, en vez de on-
entrarse solo en un fator."
El aserto anterior esta avalado por numerosos resultados experimentales que muestran que,
aun siendo independientes, estos fatores pareen reforzarse mutuamente. Se ha demostrado
(por ejemplo en [34℄) que existe una fuerte orrelaion entre la alta epistasis y la diultad
para algunas lases de funiones, en partiular para aquellas que se pueden araterizar por
un numero limitado de parametros. Las funiones Template, las funiones Royal Road y sus
generalizadas son ejemplos de tales funiones.
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Por otra parte, las denominadas funiones de primer orden (ver pagina 48) {funiones on
epistasis nula{ no presentan ninguna diultad para ser optimizadas.
Las funiones de primer orden se llaman as porque solo ontienen omponentes de primer
orden; es deir, funiones que dependen exatamente de un unio bit, i.e.,
f : 

`
! R
s = s
` 1
:::s
0
7! f(s) =
` 1
X
i=0
g
i
(s
i
)
donde g
i
: f0; 1g ! R.
Este onepto se puede generalizar deniendo una funion f de orden k (k > 1) omo
f(s) =
X
0i<`
g
i
(s
i
) +
X
0i
1
<i
2
<`
g
i
1
i
2
(s
i
1
; s
i
2
) +   +
X
0i
1
<<i
k
<`
g
i
1
i
k
(s
i
1
; : : : ; s
i
k
); (2.13)
donde g
i
1
i
r
(s
i
1
; : : : ; s
i
r
) desribe la interaion entre los r alelos situados en las posiiones
i
1
; i
2
; :::; i
r
:
Observese que, de auerdo on la deniion anterior, las difiles funiones amello {funio-
nes de epistasis normalizada maxima{ son funiones de orden alto, en onreto orden ` si ` es
impar y orden `  1 si ` es par (omo se demostrara en la subseion 4.2.2). El orden, pues,
paree ser un fator importante en el estudio de la diultad.
En esta seion realizamos un estudio omparativo entre las funiones Template y las
funiones Royal Road. Ambas presentan un omportamiento difil frente a los Algoritmos
Genetios. Calulamos su orden y mostramos omo su diultad se puede expliar a traves
del analisis de su orden junto on su epistasis. Nosotros tenemos:
Lema 2.4.1. La funion T
n
`
es de orden n.
Demostraion. En efeto, T
n
`
(s) =
` n
P
k=0

k
(s
k
; :::; s
k+n 1
), donde, para k = 0; :::; `   n;

k
: 

n
! R;

k
(s
k
; :::; s
k+n 1
) =
8
<
:
1 si s
k
= ::: = s
k+n 1
= 1;
0 en otro aso.
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En vista de los lazos existentes entre los valores de los alelos, paree razonable esperar
que, jado `; al aumentar n tambien lo haga el valor de la epistasis normalizada de T
n
`
, as
omo la diultad de optimizaion. Este heho se demuestra en [20℄, en donde se omprueba
experimentalmente la fuerte orrelaion existente entre la epistasis normalizada y el numero
de generaiones neesarias por un Algoritmo Genetio Simple para alanzar el optimo, y se
alula explitamente (de forma laboriosa) el valor de "

`
(T
n
`
) dada por (2.5) omo se ha
indiado en la subseion 2.2.3.
Imitando las onstruiones realizadas en [9℄ (detalladas en la seion 1.4), en [34℄ se
introduen, para ada par de numeros enteros no negativos m  n; las funiones Royal Road
generalizadas <
n
m
de tipo I a traves de los esquemas

n;m
p
= #
(2
m
p)
1
(2
m
)
#
(2
n
 2
m
(p+1))
donde 0  p < 2
n m
(p 2 Z). El valor de <
n
m
sobre una adena s de longitud 2
2
n
, i.e.,
s 2 

2
n
= f0; 1g
2
n
, es:
<
n
m
(s) =
X
s2
n;m
p
2
m
:
Por ejemplo, si n = 4 y m = 2, entones se tiene <
4
2
(0:::00011) = 0, <
4
2
(1:::11100) = 12 y
<
4
2
(0:::01111) = 4.
Obviamente, <
6
3
es la funion Royal Road <
1
originalmente denida por Forrest y Mithell
en [9℄ (ver seion 1.4).
Ademas, en [34℄ (por un proedimiento largo y ompliado) se obtiene
"

2
n
(<
n
m
) =
2
2
m
  2
m
  1
2
2
m
+ 2
n m
  1
:
Nosotros ahora tenemos:
Lema 2.4.2. La funion <
n
m
es de orden 2
m
.
Demostraion. <
n
m
(s) =
2
n m
 1
P
j=0

j
(s
j2
m
; :::; s
(j+1)2
m
 1
); siendo

j
(s
j2
m
; :::; s
(j+1)2
m
 1
) =
8
<
:
2
m
si s
j2
m
=    = s
(j+1)2
m
 1
= 1;
0 en otro aso;
on j = 0; :::; 2
n m
  1.
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En [34℄ se omprueba la buena orrelaion entre la (alta) epistasis y la diultad de las
funiones <
n
m
(en adenas de longitud 64).
Nosotros, en la tabla 2.7, realizamos un estudio omparativo entre los resultados obtenidos
por Naudts et al en [34℄ y los que nosotros hemos obtenido al ejeutar un AG sobre funiones
Template denidas en 

64
. Para que el estudio sea valido, el AG onsiderado tiene las mismas
araterstias que el jado por los autores para las funiones Royal Road: seleion ranking
lineal, rue en un punto on probabilidad 0.7 y mutaion on probabilidad 0.001. Se para el
AG uando el 50% de la poblaion esta onstituido por opias de la adena de valor maximo,
y omo medida de la diultad se utiliza el numero de generaiones (NG) neesarias para
alanzar el optimo.
orden funion "

64
NG
1 <
6
0
0 37
T
1
64
0 41
2 <
6
1
0.0285 68
T
2
64
0.0147 46
4 <
6
2
0.3548 164
T
4
64
0.2134 63
8 <
6
3
0.9391 > 1200
T
8
64
0.8505 99
16 <
6
4
0.9997 > 1200
T
16
64
0.9985 > 1200
Tabla 2.7: Comparativa entre las funiones Template y Royal Road generalizadas.
Se observa que, jado un mismo orden para ambas funiones, a medida que este aumenta,
reen el valor de la epistasis normalizada y el numero de generaiones neesarias para alan-
zar el maximo, on valores oherentes on la diultad de las funiones (mayor NG en las
funiones Royal Road que en las funiones Template para un orden jo, salvo si orden = 1
en el que ambas funiones son la misma y la diferenia en el numero de generaiones se debe
al omponente probabilstio de este tipo de algoritmos). Esto paree indiar que el orden
refuerza la utilidad de la epistasis omo estimador de la diultad.
A pesar de esta satisfatoria relaion entre orden y epistasis, se pueden apreiar grandes
diferenias entre el numero generaiones neesitados por las funiones anteriores para alanzar
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el valor maximo. El aso mas evidente es aquel en que se onsideran funiones de orden 8,
donde se obtiene un valor de 99 generaiones de poblaiones para la funion Template, frente
a las mas de 1200 que neesitaron las Royal Road.
Desde el punto de vista pratio, queda por resolver todava omo araterizar de una
forma simple el orden de una funion. El aso de las funiones de primer orden se resolvio
satisfatoriamente en [33℄ on el uso de transformadas de Walsh. En la seion 2.6, nosotros
ompletamos este estudio para funiones de orden superior a uno. Lo haremos inspirandonos
en las ideas de Goldberg ([12℄), quien aplio on exito el analisis de Walsh para alular
idoneidades medias de esquemas. Esta araterizaion a nosotros nos ha permitido hallar
una forma muy eiente de alular su epistasis.
2.5 Orden y deepion
Dos de las medidas de diultad analizadas en esta memoria, deepion y epistasis, han
sido relaionadas ya en [33℄. En ese trabajo se alula la epistasis normalizada de ualquier
funion de ajuste f : 

2
! R; on el objetivo de relaionar epistasis y deepion en las
funiones on las que Goldberg desribio el problema deepionante mnimo. Se omprueba
que el valor de la epistasis normalizada es proporional al uadrado de w
3
, el unio oeiente
de Walsh de orden dos de f: Conretamente, si
t
f = (f
00
; f
01
; f
10
; f
11
), entones "

(f) =
1
4
(f
00
  f
01
  f
10
+ f
11
)
2
. Suponiendo que f alanza el valor maximo en la adena 11 y en
funion de las relaiones entre f
00
, f
01
y f
10
; los autores lasian la epistasis normalizada de
f en tres tipos: baja, media y alta, omprobando que si la epistasis es baja la funion no es
deepionante; si la epistasis tiene valor medio la funion es deepionante de tipo I, mientras
que si la epistasis es alta la funion es deepionante de tipo II.
En diho trabajo tambien se omprobo que las funiones denidas en 
 = f0; 1g
2
on
valor mnimo de la epistasis normalizada, es deir, las funiones de orden 1, no pueden ser
ompletamente deepionantes de orden 1. A ontinuaion, nosotros generalizaremos este
resultado, onluyendo que no puede ourrir ningun tipo de deepion en las funiones de
primer orden.
Proposiion 2.5.1. Si f : 

`
! R es funion de primer orden, entones f no ontiene
deepion.
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Demostraion. Si f es funion de primer orden, se puede esribir omo suma de funiones
simples de orden 1, es deir:
f(s) =
` 1
X
i=0
g
i
(s
i
), on g
i
(s
i
) =
(
a
i
si s
i
= 0;
b
i
si s
i
= 1:
(2.14)
Sin perdida de generalidad, se puede suponer que el maximo de f es unio y se alanza para
la adena 1
(`)
=
`
z}|{
1:::1. As, f(1
(`)
) > f(s) para toda adena s 2 

`
, s 6= 1
(`)
, en partiular
para las adenas (1:::1
k
#
01:::1). Por tanto, para todo k = 0; :::; `   1, se umple:
` 1
X
i=0
b
i
= f(1
(`)
) > f(1:::1
k
#
01:::1) = a
k
+
` 1
X
i=0
i 6=k
b
i
y, en onseuenia: b
k
> a
k
.
Consideremos ahora una partiion P formada por esquemas ompetitivos, de orden n;
tales que las posiiones denidas de los esquemas de P son los elementos del onjunto I =
fi
1
; :::; i
n
g: Entones, si para ada J  I denotamos por H
I J
J
el onjunto de adenas
H
I J
J
= fs 2 

`
; s
j
= 0 para j 2 J; s
k
= 1 para k 2 I   Jg;
es fail ver que P = fH
I J
J
; J  Ig: Por ejemplo, si ` = 3, para n = 2 y P = f#00; #01; #10;
#11g (I = fi
1
; i
2
g = f0; 1g) entones H
I
= H
f0; 1g
?
= #11; H
f1g
f0g
= #10; H
f0g
f1g
= #01 y
H
?
f0; 1g
= #00:
Si el esquema ganador de P es H
I
= #:::#
i
n
#
1#:::#
i
n 1
#
1 #:::#
i
1
#
1#:::#; la funion f no puede
ontener deepion de orden n. En efeto, dado ualquier esquema H
I J
J
de P on J 6= ?,
se veria:
f

H
I J
J

=
1
2
` n
X
s2H
I J
J
f(s) =
1
2
` n
X
s2H
I J
J
` 1
X
i=0
g
i
(s
i
) =
1
2
` n
` 1
X
i=0
X
s2H
I J
J
g
i
(s
i
)
=
1
2
` n
0
B

X
j2J
X
s2H
I J
J
g
j
(s
j
) +
X
k2I J
X
s2H
I J
J
g
k
(s
k
) +
X
k=2I
X
s2H
I J
J
g
k
(s
k
)
1
C
A
=
1
2
` n
2
4
2
` n
X
j2J
a
j
+ 2
` n
X
k2I J
b
k
+ 2
` n 1
X
k=2I
(a
k
+ b
k
)
3
5
=
X
j2J
a
j
+
X
k2I J
b
k
+
1
2
X
k=2I
(a
k
+ b
k
)
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<
X
j2J
b
j
+
X
k2I J
b
k
+
1
2
X
k=2I
(a
k
+ b
k
)
= f
 
H
I

:
Las funiones de segundo orden no presentan un omportamiento tan satisfatorio omo
las de orden 1, en uanto a la deepion. Es fail onstruir funiones de segundo orden que
ontengan deepion {de heho, el MDP de tipo II propuesto por Goldberg es un ejemplo de
ello{. Sin embargo, s podemos armar que las funiones de segundo orden no pueden ser
ompletamente deepionantes.
Proposiion 2.5.2. Si f : 

`
! R es una funion de segundo orden, entones no puede ser
ompletamente deepionante de primer orden.
Demostraion. Si f es funion de segundo orden, existen funiones basias de primer orden
g
i
, 0  i < `; y de segundo orden g
ij
, 0  i < j < `, tales que f se puede esribir omo
ombinaion lineal de ellas, es deir:
f(s) =
X
0i<`
g
i
(s
i
) +
X
0i<j<`
g
ij
(s
i
; s
j
)
on g
i
omo en (2.14) y
g
ij
(s
i
; s
j
) =
8
>
>
>
>
<
>
>
>
>
>
:
a
ij
si s
j
= 0; s
i
= 0
b
ij
si s
j
= 0; s
i
= 1

ij
si s
j
= 1; s
i
= 0
d
ij
si s
j
= 1; s
i
= 1:
Supongamos que f(1
(`)
) > f(s) para toda adena s 2 

`
, s 6= 1
(`)
. Si la funion es
ompletamente deepionante de primer orden, entones debe sueder que, para todo k 2
f0; :::; `  1g, f(H
k
) > f(H
k
), siendo H
k
= #:::#
k
#
0#:::# y H
k
= #:::#
k
#
1#:::#. As, teniendo
en uenta que
f(H
k
) =
1
2
` 1
X
s2H
k
f(s) =
1
2
` 1
X
s2H
k
2
4
` 1
X
i=0
g
i
(s
i
) +
X
0i<j<`
g
ij
(s
i
; s
j
)
3
5
=
1
2
` 1
2
4
` 1
X
i=0
X
s2H
k
g
i
(s
i
) +
X
0i<j<`
X
s2H
k
g
ij
(s
i
; s
j
)
3
5
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=
1
2
` 1
2
6
6
4
2
` 1
a
k
+ 2
` 2
` 1
X
i=0
i 6=k
(a
i
+ b
i
) + 2
` 3
X
0i<j<`
i;j 6=k
(a
ij
+ b
ij
+ 
ij
+ d
ij
)
+2
` 2
` 1
X
i=0
i<k
(a
ik
+ b
ik
) + 2
` 2
` 1
X
j=0
k<j
(a
kj
+ 
kj
)
3
7
7
5
= a
k
+
1
2
` 1
X
i=0
i 6=k
(a
i
+ b
i
) +
1
4
X
0i<j<`
i;j 6=k
(a
ij
+ b
ij
+ 
ij
+ d
ij
)
+
1
2
` 1
X
i=0
i<k
(a
ik
+ b
ik
) +
1
2
` 1
X
j=0
k<j
(a
kj
+ 
kj
)
y que, de forma analoga,
f(H
k
) = b
k
+
1
2
` 1
X
i=0
i 6=k
(a
i
+ b
i
) +
1
4
X
0i<j<`
i;j 6=k
(a
ij
+ b
ij
+ 
ij
+ d
ij
)
+
1
2
` 1
X
i=0
i<k
(
ik
+ d
ik
) +
1
2
` 1
X
j=0
k<j
(b
kj
+ d
kj
) ;
resulta evidente que f(H
k
) > f(H
k
) si y solo si
a
k
+
1
2
2
6
4
` 1
X
i=0
i<k
(a
ik
+ b
ik
) +
` 1
X
i=0
k<j
(a
kj
+ 
kj
)
3
7
5
> b
k
+
1
2
2
6
4
` 1
X
i=0
i<k
(
ik
+ d
ik
) +
` 1
X
i=0
k<j
(b
kj
+ d
kj
)
3
7
5
:
Entones:
` 1
X
k=0
0
B

a
k
+
` 1
X
i=0
i<k
a
ik
+ b
ik
2
+
` 1
X
i=0
k<j
a
kj
+ 
kj
2
1
C
A
>
` 1
X
k=0
0
B

b
k
+
` 1
X
i=0
i<k

ik
+ d
ik
2
+
` 1
X
i=0
k<j
b
kj
+ d
kj
2
1
C
A
;
o, equivalentemente,
` 1
X
k=0
a
k
+
X
0i<j<`
a
ij
+
1
2
X
0i<j<`
(b
ij
+ 
ij
) >
` 1
X
k=0
b
k
+
X
0i<j<`
d
ij
+
1
2
X
0i<j<`
(b
ij
+ 
ij
):
En onseuenia,
` 1
X
k=0
a
k
+
X
0i<j<`
a
ij
>
` 1
X
k=0
b
k
+
X
0i<j<`
d
ij
;
Orden y deepion 61
lo que equivale a f(0
(`)
) > f(1
(`)
), ontradiiendo la hipotesis iniial sobre el maximo de
f .
El resultado anterior nos permite demostrar ahora:
Proposiion 2.5.3. Una funion f : 

`
! R de segundo orden no puede ser ompletamente
deepionante de orden n; para ningun n.
Demostraion. Sea f funion de segundo orden y sea 1  n  `. En lo que sigue se onsiderara
f(s) =
X
0i<j<`
g
ij
(s
i
; s
j
), on g
ij
(s
i
; s
j
) =
8
>
>
>
>
<
>
>
>
:
a
ij
si s
j
= 0, s
i
= 0
b
ij
si s
j
= 0, s
i
= 1

ij
si s
j
= 1, s
i
= 0
d
ij
si s
j
= 1, s
i
= 1.
(2.15)
que es una funion que denominaremos funion simple de orden 2. Esto supone una gran
simpliaion en los alulos y no resta generalidad al resultado.
Si f es ompletamente deepionante de orden n, entones los ganadores de todas las
partiiones de orden menor que n tienen al menos un bit diferente al ganador de la orres-
pondiente partiion de orden n, en partiular los de orden n  1.
Sea P una partiion formada por esquemas ompetitivos de orden n en la que, sin perdida
de generalidad, suponemos denidas las posiiones del onjunto I = f0; :::; n   1g. Sin que
ello suponga ninguna restriion, onsideraremos que el esquema ganador de P es H
I
=
#:::#
n
z}|{
1:::1 = fs 2 
, s
i
= 1, 0  i  n  1g. Entones se veria:
f(H
I
) =
1
2
` n
X
s2H
I
f(s) =
1
2
` n
X
s2H
I
X
0i<j<`
g
ij
(s
i
; s
j
) =
1
2
` n
X
0i<j<`
X
s2H
I
g
ij
(s
i
; s
j
)
=
1
2
` n
2
4
2
` n 2
X
j;in
(a
ij
+ b
ij
+ 
ij
+ d
ij
) + 2
` n 1
X
i<nj
(b
ij
+ d
ij
)
+2
` n
X
i;j<n
d
ij
3
5
=
1
4
X
j;in
(a
ij
+ b
ij
+ 
ij
+ d
ij
) +
1
2
X
i<nj
(b
ij
+ d
ij
) +
X
i;j<n
d
ij
:
Cualquier esquema de P diferente de H
I
esta araterizado por un subonjunto J de I.
As, estos representantes de P se pueden esribir en la forma H
I J
J
= fs 2 

`
; s
j
= 0; j 2
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J; s
i
= 1; i 2 I   Jg; para algun subonjunto I de ndies. Ademas,
f(H
I J
J
) =
1
2
` n
X
s2H
I J
J
f(s) =
1
2
` n
X
s2H
I J
J
X
0i<j<`
g
ij
(s
i
; s
j
)
=
1
2
` n
X
0i<j<`
X
s2H
I J
J
g
ij
(s
i
; s
j
)
=
1
2
` n
2
4
2
` n 2
X
j;in
(a
ij
+ b
ij
+ 
ij
+ d
ij
)
+2
` n 1
X
jn
i2J
(a
ij
+ 
ij
) + 2
` n 1
X
jn
i2I J
(b
ij
+ d
ij
)
+2
` n
X
i;j2J
a
ij
+ 2
` n
X
i2J
j2I J

ij
+ 2
` n
X
i2I J
j2J
b
ij
+ 2
` n
X
i;j2I J
d
ij
3
7
7
5
=
1
4
X
j;in
(a
ij
+ b
ij
+ 
ij
+ d
ij
) +
1
2
X
jn
i2J
(a
ij
+ 
ij
) +
1
2
X
jn
i2I J
(b
ij
+ d
ij
)
+
X
i;j2J
a
ij
+
X
i2I J
j2J
b
ij
+
X
i2J
j2I J

ij
+
X
i;j2I J
d
ij
:
Con los oeientes a
ij
, b
ij
, 
ij
y d
ij
que se usan en (2.15) para denir f , se onstruye una
nueva funion de segundo orden h : 

n
! R, h(s
n 1
; :::; s
0
) =
P
0i<j<n
h
ij
(s
i
; s
j
)+
P
0i<n
h
i
(s
i
),
dada por:
h
ij
(s
i
; s
j
) =
8
>
>
>
<
>
>
>
:
a
ij
si s
j
= 0, s
i
= 0
b
ij
si s
j
= 0, s
i
= 1

ij
si s
j
= 1, s
i
= 0
d
ij
si s
j
= 1, s
i
= 1
h
i
(s
i
) =
8
>
<
>
:
1
2
P
jn
(a
ij
+ 
ij
) si s
i
= 0
1
2
P
jn
(b
ij
+ d
ij
) si s
i
= 1.
Para ualquier esquema de la partiion P se veria entones:
f(#:::#s
n 1
:::s
0
) =
1
4
X
j;in
(a
ij
+ b
ij
+ 
ij
+ d
ij
) + h(s
n 1
:::s
0
);
por lo que si f es ompletamente deepionante de orden n, entones h sera ompletamente
deepionante de orden 1, lo que, por la proposiion 2.5.2 no es posible al ser h funion de
segundo orden.
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2.6 Coeientes de Walsh de las funiones de orden k
2.6.1 Caraterizaion de las funiones de segundo orden en terminos de
sus oeientes de Walsh
Las funiones de segundo orden son aquellas que, omo ya se ha menionado, se pueden
esribir en la forma:
f(s
` 1
; : : : ; s
0
) =
X
0i<`
g
i
(s
i
) +
X
0i<j<`
g
ij
(s
i
; s
j
);
para iertas funiones g
i
y g
ij
on valores reales, que solo dependen, respetivamente, de una
y dos posiiones.
Debido a la simpliidad de estas funiones, no es difil alular sus oeientes de Walsh.
De heho, en [40℄ se demuestra que los oeientes w
t
no nulos son aquellos que verian
t = 0; 2
i
; 2
i
+ 2
j
; para 0  i < j < `.
Ahora nosotros podemos demostrar:
Proposiion 2.6.1. Si f es una funion uyos oeientes de Walsh w
t
son nulos para
t 6= 0; 2
i
; 2
i
+ 2
j
, on 0  i < j < `, entones f es una funion de segundo orden.
Demostraion. Consideremos los vetores w
(1)
y w
(2)
uyas k-esimas omponentes w
(1)
k
; resp.
w
(2)
k
, son:
w
(1)
k
=
8
<
:
w
k
para k = 0; 2
i
(0  i < `)
0 en otro aso
y
w
(2)
k
=
8
<
:
w
k
para k = 2
i
+ 2
j
(0  i < j < `)
0 en otro aso,
respetivamente.
Entones w = w
(1)
+w
(2)
y, omo f =W
`
w, obtenemos:
f(s) = (W
`
w)
s
= 2
 `=2
(V
`
w)
s
= 2
 `=2

V
`
w
(1)

s
+ 2
 `=2

V
`
w
(2)

s
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= 2
 `=2
X
k2

`
( 1)
sk
w
(1)
k
+ 2
 `=2
X
k2

`
( 1)
sk
w
(2)
k
= 2
 `=2
w
0
+ 2
 `=2
X
0i<`
( 1)
s
i
w
2
i
+ 2
 `=2
X
0i<j<`
( 1)
s
i
+s
j
w
2
i
+2
j
:
Ahora, basta denir las funiones g
i
: f0; 1g ! R; respetivamente g
ij
: f0; 1gf0; 1g ! R,
g
i
(s
i
) = 2
 `=2

1
`
w
0
+ ( 1)
s
i
w
2
i

; (0  i < `)
y
g
ij
(s
i
; s
j
) = 2
 `=2

( 1)
s
i
+s
j
w
2
i
+2
j

; (0  i < j < `)
entones,
f(s) =
X
0i<`
g
i
(s
i
) +
X
0i<j<`
g
ij
(s
i
; s
j
);
omo se quera.
2.6.2 Coeientes de Walsh de las funiones de ualquier orden
Dado que las transformadas de Walsh respetan la separaion formal entre las partes de
orden 1, 2, ..., k de la expresion dada en (2.13), para una funion f arbitraria de orden k;
basta onsiderar ada una de esas omponentes separadamente.
Denotando por G una funion denida en 

`
, de orden k (k  `) en la que no intervienen
omponentes de orden inferior a k; es deir, G(s) = G
i
1
:::i
k
(s
i
1
; :::; s
i
k
) (a la que nos referiremos
omo funion simple de orden k), demostraremos que los oeientes de Walsh de G de orden
mayor que k son nulos y de ello se deduira el resultado para una funion arbitraria f de
orden k dada por (2.13). Para ello neesitamos introduir alguna notaion y haer uso de
algunos lemas, dos de los uales se demuestran en el apendie B.
En lo que sigue, dado 1  p  `; y jado un onjunto de ndies J = fj
1
;    ; j
p
g 
f0; :::; `   1g de ardinal p, para ada 0  n  p; onsideraremos el onjunto
P
J
= f(
n
; 
p n
); f
n
; 
p n
g es una partiion de Jg  P(J) P(J)
y denotaremos por H

p n

n
2 f0; 1;#g
`
el esquema de orden p
H

p n

n
= ft 2 

`
; t
i
= 0 si i 2 
n
; t
j
= 1 si j 2 
p n
g;
donde (
n
; 
p n
) 2 P
J
:
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Nota: Los subndies de los elementos de P(J) indian los ardinales de los respetivos
elementos de la partiion.
En oasiones sera onveniente esribir explitamente las posiiones jas del esquema, en
uyo aso denotaremos por H
j
1
:::j
p n
i
1
:::i
n
el esquema
H
j
1
:::j
p n
i
1
:::i
n
= fs 2 

`
; s
i
1
=    = s
i
n
= 0; s
j
1
=    = s
j
p n
= 1g:
Por otra parte, H
i
1
:::i
p
; respetivamente H
j
1
:::j
p
, orresponde al esquema
H
i
1
:::i
p
= fs 2 

`
; s
i
1
= ::: = s
i
p
= 0g
respetivamente
H
j
1
:::j
p
= fs 2 

`
; s
j
1
= ::: = s
j
p
= 1g:
Es fail ver que 

`
(esquema de orden ero) se puede esribir omo union disjunta de dos
esquemas de orden 1. Por ejemplo, jado i y onsiderando los esquemasH
i
= fs 2 

`
; s
i
= 0g
y H
i
= fs 2 

`
; s
i
= 1g; entones fH
i
;H
i
g dene una partiion de 

`
: Ademas, para
ualquier funion de ajuste f : 

`
! R, si f(

`
), f(H
i
) y f(H
i
) son los valores medios de


`
, H
i
y de H
i
, respetivamente, entones:
f(

`
) =
1
2
`
X
s2

`
f(s) =
1
2
`
2
4
X
s2H
i
f(s) +
X
s2H
i
f(s)
3
5
=
1
2

f(H
i
) + f(H
i
)

:
En general, ualquier esquema de orden p se puede esribir omo union disjunta de dos esque-
mas de orden p+1: Entones, en partiular, f(

`
) =
1
4
h
f(H
ij
) + f(H
j
i
) + f(H
i
j
) + f(H
ij
)
i
;
por ejemplo. Iterando el proeso, tenemos:
Lema 2.6.2. 

`
se puede esribir omo la union de 2
p
esquemas de orden p disjuntos dos a
dos.
Demostraion. Sea E
p n
n
(J) =
S
P
J
H

p n

n
(
 
p
n

esquemas disjuntos dos a dos), entones:


`
=
[
0np
E
p n
n
(J) =
[
0np
0

[
P
J
H

p n

n
1
A
:
Como onseuenia direta, la idoneidad del espaio de 

`
es la media aritmetia de las
idoneidades de dihos esquemas, pues
f(E
p n
n
(J)) =
1
2
` p
 
p
n

X
s2
S
P
J
H

p n

n
f(s)
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=
1
2
` p
 
p
n

X
P
J
X
s2H

p n

n
f(s) =
1
 
p
n

X
P
J
f(H

p n

n
) (2.16)
y, entones, la media f (

`
) es:
f (

`
) =
1
2
`
p
X
n=0
X
s2E
p n
n
(J)
f(s) =
1
2
`
p
X
n=0
2
` p
 
p
n

f(E
p n
n
(J)) =
1
2
p
p
X
n=0
X
P
J
f

H

p n

n

: (2.17)
Consideraremos ahora para el onjunto de ndies J = fj
1
; :::; j
p
g  f0; :::; `   1g y para
una partiion de J formada por dos elementos, Q = fj

1
; :::; j

q
g y J   Q; el esquema de
orden p; H

q m
e

p n (q m)

m
e
n m
2


`
; dado por:
H

q m
e

p n (q m)

m
e
n m
= ft 2 

`
; t
j
= 0; j 2 
m
[ e
n m
; t
j
= 1; j 2 
q m
[
e

p n (q m)
g (2.18)
donde (
m
; 
q m
) 2 P
Q
y (e
n m
;
e

p n (q m)
) 2 P
J Q
: Como antes, los subndies en (2.18)
denotan los ardinales de los respetivos elementos de las partiiones y en las partiiones
impropias se suprime el orrespondiente ndie.
Ejemplo 2.6.3. Si ` = 4, J = f0; 2; 3g y Q = f0; 2g, entones tenemos: H
023
; H
3
02
si m = 2;
H
2
03
; H
23
0
; H
03
2
; H
0
23
si m = 1 y H
02
3
; H
023
para m = 0.
Sea ahora el onjunto de ndies I = fi
1
; :::; i
k
g  f0; : : : ; `   1g, para un valor k jo
(k  1). Si denotamos por
e
H

q m
e

p n (q m)

m
e
n m
el esquema en


k
obtenido de H

q m
e

p n (q m)

m
e
n m
,
al onsiderar solo los bits t
i
1
; :::; t
i
k
, i.e.,
e
H

q m
e

p n (q m)

m
e
n m
2 

k
, de forma analoga al lema
anterior, se tiene:
Lema 2.6.4. Cada esquema de orden q se puede esribir omo union de 2
p q
esquemas de
orden p disjuntos dos a dos.
Demostraion. Para demostrar el resultado basta tener en uenta que, dado un esquema
H

q m

m
de orden q y dado un onjunto dendies J = fj
1
; :::; j
p q
g tales que J\f
m
[
q m
g =
?; se puede esribir:
H

q m

m
=
[
P
J
H

q m
e

p n (q m)

m
e
n m
;
donde

e
n m
;
e

p n (q m)

es una partiion de J .
Conseuenia de este resultado es que:
f

H

q m

m

=
1
2
` q
X
s2H

q m

m
f(s)
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=
1
2
` q
X
0np q
X
P
J
X
s2H

q m
e

p n (q m)

m
e
n m
f(s)
=
1
2
p q
X
0np q
X
P
J
f

H

q m
e

p n (q m)

m
e
n m

:
Proposiion 2.6.5. Para ualquier onjunto J = fj
1
; : : : ; j
p
g  f0; : : : ; `   1g, el valor del
oeiente w
2
j
1
++2
j
p
de una funion simple de orden k; G; es:
w
2
j
1
+:::+2
j
p
=
8
<
:
2
`=2
2
p
p
P
n=0
( 1)
p n
 
p
n

G(E
p n
n
(J)) si J  I;
0 si J 6 I:
Demostraion. (Por induion en p). Por omodidad alulamos los valores v
2
j
(= 2
 `=2
w
2
j
):
Para p = 1, J = fjg. Entones, si j 2 I;
v
2
j
= G(H
j
)  v
0
= G(H
j
)  G(

`
) = G(H
j
) 
1
2

G(H
j
) + G(H
j
)

=
1
2

G(H
j
)  G(H
j
)

=
1
2

 G(E
1
0
(J)) + G(E
0
1
(J))

:
Si j =2 I entones, omo G es una funion simple de orden k; laramente G(H
j
) = G(H
j
)
y, en onseuenia v
2
j
= 0.
Supuesto ahora el resultado valido hasta p  1; para demostrarlo para p distinguimos dos
asos:
Caso 1. J  I.
En primer lugar, no es difil demostrar que {por ser G una funion simple de orden k{, dado
un onjunto de ndies Q  J; de ardinal q; entones
G(H

q m

m
) = G(
e
H

q m

m
); (2.19)
para todo par (
m
; 
q m
) 2 P
Q
: En efeto,
G(H

q m

m
) =
1
2
` p
X
s2H

q m

m
G(s) =
1
2
` p
X
s2
e
H

q m

m
2
` k
G(s)
=
1
2
k p
X
s2
e
H

q m

m
G(s) = G(
e
H

q m

m
):
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En partiular,
G(H
j
1
:::j
p
) = G(
e
H
j
1
:::j
p
):
Ademas, si q < p, por la hipotesis de induion y por (2.16) y (2.19),
v
2
j

1
++2
j

q
=
1
2
q
q
X
m=0
( 1)
q m
 
q
m

G
 
E
q m
m
(Q)

=
1
2
q
q
X
m=0
( 1)
q m
X
P
Q
G

H

q m

m

=
1
2
q
q
X
m=0
( 1)
q m
X
P
Q
G

e
H

q m

m

(2.20)
=
1
2
p
p
X
n=0
X
P
Q
P
J Q
( 1)
q m
G

e
H

q m
e

p n (q m)

m
e
n m

=
1
2
p
p
X
n=0
X
P
J
( 1)
q m
G

e
H

p n

n

;
donde m es el ardinal de 
n
\Q y q  m el de 
p n
\Q.
Ademas, por (2.17) y (2.20)
v
0
= G(

`
) =
1
2
p
p
X
n=0
X
P
J
G

e
H

p n

n

=
1
2
p
0

G

e
H
j
1
:::j
p

+
p 1
X
n=0
X
P
J
G

e
H

p n

n

1
A
: (2.21)
Ahora, para alular v
2
j
1
++2
j
p
{utilizando (2.12) de la pagina 50{ tenemos en uen-
ta previamente el valor de   = v
0
+
p 1
P
q=1
P
1
1
<<
q
p
v
2
j

1
++2
j

q
que, por la hipotesis de
induion y por (2.20) y (2.21), es:
  =
1
2
p
0

G

e
H
j
1
:::j
p

+
p 1
X
n=0
X
P
J
G

e
H

p n

n

1
A
+
p 1
X
q=1
X
1
1
<<
q
p
1
2
p
p
X
n=0
X
P
J
( 1)
q m
G

e
H

p n

n

=
1
2
p
0

G

e
H
j
1
j
p

+
p 1
X
n=0
X
P
J
G

e
H

p n

n

1
A
+
1
2
p
p
X
n=0
X
P
J
8
<
:
p 1
X
q=1
X
1
1
<<
q
p
( 1)
q m
G

e
H

p n

n

9
=
;
:
Coeientes de Walsh de las funiones de orden k 69
Si n = p; en el ultimo sumando de la expresion anterior q m = 0 y
e
H

p n

n
=
e
H
j
1
j
p
; por
lo que,
p 1
X
q=1
X
1
1
<<
q
p
( 1)
q m
G

e
H

p n

n

=
p 1
X
q=1
X
1
1
<<
q
p
G

e
H
j
1
j
p

=
p 1
X
q=1

p
q

G

e
H
j
1
j
p

= (2
p
  2)G

e
H
j
1
j
p

:
Por otra parte, si n < p, jado un elemento (
n
; 
p n
) 2 P
J
y un valor de q (q < p),
entones
X
1
1
<:::<
q
p
( 1)
q m
G

e
H

p n

n

=
q
X
m=0

n
m

p  n
q  m

( 1)
q m
G

e
H

p n

n

; (2.22)
donde, omo antes, m denota el ardinal de 
n
\ Q y q  m el ardinal de 
p n
\ Q; para
todas las posibles eleiones de subonjuntos Q  J de ardinal q (Q = fj

1
; :::; j

q
g)
3
. As,
X
P
J
8
<
:
p 1
X
q=1
X
1
1
<<
q
p
( 1)
q m
G

e
H

p n

n

9
=
;
=
X
P
J

p;n
G

e
H

p n

n

on

p;n
=
p 1
X
q=1
q
X
m=0
( 1)
q m

n
m

p  n
q  m

:
Ahora, on la ayuda del lema B.2.1 (pagina 164), se obtiene de forma direta:
v
2
j
1
++2
j
p
= G

e
H
j
1
j
p

   
= G

e
H
j
1
j
p

 
2
p
  1
2
p
G

e
H
j
1
j
p

 
1
2
p
p 1
X
n=0
X
P
J
(1 + 
p;n
)G

e
H

p n

n

=
1
2
p
G

e
H
j
1
j
p

 
1
2
p
p 1
X
n=0
X
P
J
( 1)
p n+1
G

e
H

p n

n

=
1
2
p
p
X
n=0
( 1)
p n
X
P
J
G

e
H

p n

n

3
En (2.22) hemos utilizado que, jado un elemento de P
J
; existen
 
p
q

sumandos en la primera parte de la
expresion (2.22) ada uno de los uales va preedido del signo ( 1)
q m
; determinado por la ardinalidad de
Q \ 
p n
.
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=
1
2
p
p
X
n=0
( 1)
p n
 
p
n

G
 
E
p n
n
(J)

:
Caso 2. J = fj
1
; : : : ; j
p
g 6 I.
Consideremos, sin que ello suponga restriion, que R = fj
1
; : : : ; j
r
g  I; fj
r+1
; : : : ; j
p
g\
I = ?: Un razonamiento analogo al del aso 1 muestra ahora que G
 
H
j
1
j
p

= G

e
H
j
1
j
r

:
En efeto:
G
 
H
j
1
:::j
p

=
1
2
` p
X
s2H
j
1
:::j
p
G(s)
=
1
2
` p
X
s2
e
H
j
1
:::j
r
2
` k (p r)
G(s)
=
1
2
k r
X
s2
e
H
j
1
:::j
r
G(s)
= G

e
H
j
1
:::j
r

:
Por otra parte, por la hipotesis de induion:
v
2
j
1
++2
j
p
= G(H
j
1
j
p
) 
 
v
0
+
p 1
X
q=1
X
1
1
<<
q
p
v
2
j

1
++2
j

q
!
= G(H
j
1
j
p
) 
 
v
0
+
r
X
q=1
X
1
1
<<
q
r
j

i
2R
v
2
j

1
++2
j

q
!
= G(H
j
1
j
p
)   :
Para un onjunto Q = fj

1
; : : : ; j

q
g  R; de ardinal q; la hipotesis de induion junto
on un razonamiento analogo al del aso 1 nos ondue ahora a que:
v
2
j

1
++2
j

q
=
1
2
r
r
X
n=0
X
P
Q
P
R Q
( 1)
q m
G

e
H

q m
e

r n (q m)

m
e
n m

=
1
2
r
r
X
n=0
X
P
R
( 1)
q m
G

e
H

r n

n

;
siendo m el ardinal de 
n
\Q y q  m el de 
r n
\Q. As,
  =
1
2
r
r
X
n=0
X
P
R
G

e
H

r n

n

+
1
2
r
r
X
q=1
X
1
1
<<
q
r
0

r
X
n=0
X
P
R
( 1)
q m
G

e
H

r n

n

1
A
=
1
2
r
8
<
:
G

e
H
j
1
j
r

+
r 1
X
n=0
X
P
R
G

e
H

r n

n

9
=
;
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+
1
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r
r
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X
P
R
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<
:
r
X
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1
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( 1)
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e
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
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
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=
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=
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G

e
H
j
1
j
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+
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X
1
1
<<
q
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G

e
H
j
1
j
r

9
=
;
+
1
2
r
8
<
:
r 1
X
n=0
X
P
R
0

1 +
r
X
q=1
X
1
1
<<
q
r
( 1)
q m
1
A
G

e
H

r n

n

9
=
;
= A+ B
donde,
A =
1
2
r
8
<
:
G

e
H
j
1
j
r

+
r
X
q=1
X
1
1
<<
q
r
G

e
H
j
1
j
r

9
=
;
=
1
2
r
8
<
:
G

e
H
j
1
j
r

+
r
X
q=1

q
r

G

e
H
j
1
j
r

9
=
;
=
1
2
r
r
X
q=0
G

e
H
j
1
j
r

= G

e
H
j
1
j
r

= G
 
H
j
1
j
p

;
(ya que si n = r entones
e
H

r n

n
=
e
H
j
1
j
r
y, en onseuenia, q  m = 0)
y
B =
1
2
r
8
<
:
r 1
X
n=0
X
P
R
0

1 +
r
X
q=1
X
1
1
<<
q
r
( 1)
q m
1
A
G

e
H

r n

n

9
=
;
: (2.23)
Para nalizar la demostraion basta tener en uenta que en los sumandos de la expresion
B se umple n < r y entones el razonamiento empleado en el aso 1 nos ondue a que:
X
P
R
r
X
q=1
X
1
1
<<
q
r
( 1)
q m
G

e
H

r n

n

=
X
P
R
r
X
q=1
 
q
X
m=0
( 1)
q m
 
n
m
 
r n
q m

!
G

e
H

r n

n

=
X
P
R

r;n
G

e
H

r n

n

on

r;n
=
r
X
q=1
q
X
m=0
( 1)
q m
 
n
m
 
r n
q m

= 
r;n
+
r
X
m=0
( 1)
r m
 
n
m
 
r n
r m

(2.24)
=

( 1)
r n+1
  1

+ ( 1)
r n
=  1:
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Sustituyendo (2.24) en (2.23) se obtiene diretamente que B = 0 y entones   = A =
G
 
H
j
1
j
p

: Ahora, de (2.12) laramente v
2
j
1
++2
j
p
= G
 
H
j
1
j
p

    = 0.
Corolario 2.6.6. Si G : 

`
! R es una funion simple de orden k, entones los oeientes
de Walsh de G de orden p son nulos, para ada p > k.
Finalmente, obtenemos:
Teorema 2.6.7. Una funion de ajuste f : 

`
! R, es de orden k si, y solo si, sus oeientes
de Walsh w
t
son nulos para t =2 f0; 2
i
1
+   + 2
i
j
; 0  i
1
<    < i
j
< `; 1  j  kg:
Demostraion. Por los resultados anteriores, solo falta demostrar el reproo del orolario
anterior. Ahora bien, omo
f(s) = (W
`
w)
s
= w
0
+
k
X
j=1
X
0i
1
<<i
j
<`
( 1)
(s
i
1
++s
i
j
)
w
2
i
1
++2
i
j
;
basta denir para 0  i
1
<    < i
j
< `, j  1,
g
i
1
i
j
(s
i
1
:::s
i
j
) = 2
 `=2
 
w
0
k
 
`
j

+ ( 1)
(s
i
1
++s
i
j
)
w
2
i
1
++2
i
j
!
:
Entones, f(s) =
k
P
j=1
P
0i
1
<<i
j
<`
g
i
1
i
j
(s
i
1
:::s
i
j
):
Captulo 3
2-epistasis sobre alfabetos binarios
En este aptulo, y en el siguiente, extenderemos la teora de la epistasis del aptulo 2. La
motivaion es doble: desde un punto de vista matematio la extension del onepto es natural
y no debera suponer demasiadas ompliaiones. Por otra parte, la epistasis normalizada
introduida por Van Hove en [42℄ puede distinguir funiones de primer orden de funiones de
orden superior, pero no puede difereniar de modo able entre grados de interaion de orden
mayor que uno. No obstante, los experimentos muestran (ver tabla 2.7) que la epistasis de
las funiones de orden n tiene un valor mas bajo que la epistasis de funiones de orden n+1.
Ademas, en dos grandes lases de funiones {las funiones Template y las funiones Royal
Road generalizadas{ hemos omprobado que el orden de las funiones presenta una buena
orrelaion on la diultad de las mismas a ser optimizadas usando Algoritmos Genetios.
Como se arma en [24℄,
\..., paree demasiado ambiioso tratar de resumir toda la riqueza de la vasta
antidad de los diferentes problemas de busqueda en un numero que represente la
distania a una lase partiular de problemas senillos. Si los unios problemas
failes para un AG fuesen las funiones de primer orden, la idea de medir la
distania desde un onjunto pareera razonable ..., sin embargo, este no es el
aso..."
Esto nos ha llevado a estudiar una nueva medida epistatia que, generalizando a la epis-
tasis normalizada, permita ompletar la informaion que ya se tiene sobre la diultad de
una funion, sobre todo para funiones de orden superior a uno.
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3.1 2-epistasis y su representaion matriial
3.1.1 2 epistasis global de una funion
En este primer epgrafe introduimos un nuevo estimador de la diultad de optimizaion
de una funion mediante un AG: la 2-epistasis normalizada. Su deniion sigue las ideas de-
sarrolladas tanto en [4℄, sobre los alulos de valores medios esperados para iertos esquemas,
omo en [42℄, para el posterior desarrollo algebraio.
Dada ualquier adena binaria s = s
` 1
:::s
0
2 

`
= f0; 1g
`
, para denir su 2-epistasis
omenemos onsiderando el subonjunto de 

`
:


i;k
(a; b) = ft 2 

`
; t
i
= a; t
k
= bg = #:::#
k
#
b#:::#
i
#
a#:::#;
para ualesquiera alelos a; b 2 f0; 1g y posiiones i; k (i 6= k); y tambien 

i
(a), el onjunto
de adenas en 

`
uyo i-esimo bit toma el valor a. Denotemos por f
i;k
(a; b) el valor medio
de la funion f en 

i;k
(a; b), es deir:
f
i;k
(a; b) = f(

i;k
(a; b)) =
1
2
` 2
X
t2

i;k
(a;b)
f(t):
Para un par de alelos (a; b), y posiiones i; k 2 f0; :::; `   1g, (i 6= k) se dene el valor de
exeso alelio del par (a; b) omo:
E
i;k
(a; b) = f
i;k
(a; b)  

f:
donde

f , omo siempre, denota el valor medio de la funion, i.e.,

f =
1
2
`
X
s2

`
f(s):
Para s 2 

`
, denimos su valor de exeso genio:
EG(s) =
X
0i<k<`
E
i;k
(s
i
; s
k
)  (`  2)
X
0i<`
E
i
(s
i
);
donde, omo en la seion 2.1, E
i
(s
i
) denota el valor de exeso alelio de s
i
. Entones, el
valor genio previsto es:
~
f(s) = EG(s) +

f:
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Deniion 3.1.1. La 2-epistasis de la adena s 2 

`
es:
~"
`
(s) = f(s) 
~
f(s):
Como onseuenia de las deniiones anteriores, la 2{epistasis de la adena s es:
~"
`
(s) = f(s) 
~
f(s)
= f(s) 

EG(s) +

f

= f(s) 
2
4
X
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(s
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E
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
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
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
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X
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X
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i
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
`
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

f +

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3
5
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1
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1
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 

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
1
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X
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`
f(t)
3
5
= f(s) 
1
2
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4
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i;k
(s
i
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k
)
f(t)
 (`  2)
X
0i<`
2
X
t2

i
(s
i
)
f(t) +
(`  1)(`  2)
2
X
t2

`
f(t)
3
5
= f(s) 
1
2
`
fC
1
  C
2
+ C
3
g;
siendo, respetivamente,
C
1
= 4
P
0i<k<`
P
t2

i;k
(s
i
;s
k
)
f(t);
C
2
= 2(`  2)
P
0i<`
P
t2

i
(s
i
)
f(t)
y
C
3
=
 
` 1
2

P
t2

`
f(t):
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Dado que la suma C = C
1
  C
2
+ C
3
es una ombinaion lineal de los valores f(t), t 2 

`
,
C =
X
t2

`

t
f(t);
para obtener ada oeiente 
t
basta onoer, para ada t 2 

`
, el numero de vees que
aparee f(t) en C
i
, (i = 1; 2; 3). Para ello tengamos en uenta que, jado s 2 

`
,
 una adena t del espaio de busqueda pertenee al onjunto 

i;k
(s
i
; s
k
) si y solo si
d
`
st
 `   2. Ahora, omo una tal adena t pertenee a un total de
 
` d
`
st
2

onjuntos


i;k
(s
i
; s
k
), on 0  i < k < `, tenemos diretamente que el oeiente de C
1
es 4
 
` d
`
st
2

,
 una ondiion neesaria y suiente para que una adena t 2 

`
sea un elemento del
onjunto 

i
(s
i
) es que d
`
st
 `   1: En ese aso, t pertenee a tantos onjuntos 

i
(s
i
)
omo alelos omunes tiene on s; es deir, t es elemento de `  d
`
st
onjuntos 

i
(s
i
) y,
en onseuenia, el oeiente de C
2
es 2 (`  2)
 
`  d
`
st

.
Por todo ello,

t
= 4

`  d
`
st
2

  2(`  2)

`  d
`
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1

+

`  1
2

y entones:
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`
(s) = f(s) 
1
2
`
X
t2

`
"
4

`  d
`
st
2

  2(`  2)

`  d
`
st
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
+

`  1
2

#
f(t):
Podemos emplear ahora algebra matriial para reesribir la 2{epistasis de una funion f
denida sobre 

`
y araterizada por el vetor f . Denotando el vetor epistatio por b
`
:
b
`
=
0
B
B
B
B
B

~"
`
(00 : : : 0)
~"
`
(00 : : : 1)
.
.
.
~"
`
(11 : : : 1)
1
C
C
C
C
C
A
y por B
`
2M
2
`
(Q) la matriz (simetria) uyo elemento generio b
`
st
es:
b
`
st
=
1
2
`
"
4

`  d
`
st
2

  2(`  2)

`  d
`
st
1

+

`  1
2

#
;
para ualesquiera 0  s; t < 2
`
, se puede entones esribir:
b
`
= f  B
`
f = (I
`
 B
`
) f ;
siendo I
`
la matriz identidad de orden 2
`
.
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Deniion 3.1.2. La 2{epistasis global de una funion f se dene omo:
~"
`
(f) = kb
`
k :
A ontinuaion proedemos al alulo de la 2{epistasis global de algunas funiones de-
nidas sobre adenas de longitud 4.

Estas son: L, una funion lineal, , funion amello y Æ,
aquella uya normalizaion proporiona la funion de Dira Æ
0
.
Los valores que toman las funiones L,  y Æ sobre adenas de longitud 4 se reejan
en la tabla 3.1.
adenas L  Æ
0000 0 60 120
0001 1 0 0
0010 2 0 0
0011 3 0 0
0100 4 0 0
0101 5 0 0
0110 6 0 0
0111 7 0 0
1000 8 0 0
1001 9 0 0
1010 10 0 0
1011 11 0 0
1100 12 0 0
1101 13 0 0
1110 14 0 0
1111 15 60 0

L =  =

Æ = 7:5
Tabla 3.1: Valores de las funiones L,  y Æ sobre adenas de longitud 4.
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En las tablas 3.2, 3.4 y 3.6 se reogen los valores de exeso de ada alelo y ada par de alelos,
neesarios para obtener la 2{epistasis global de las funiones onsideradas.
i a L
i
(a) E
i
(a)
0 0 7  0:5
1 8 0:5
1 0 6:5  1
1 8:5 1
2 0 5:5  2
1 9:5 2
3 0 3:5  4
1 11:5 4
i; k a; b L
i;k
(a; b) E
i;k
(a; b)
0; 0 6  1:5
1; 0 0; 1 7  0:5
1; 0 8 0:5
1; 1 9 1:5
0; 0 5  2:5
2; 0 0; 1 6  1:5
1; 0 9 1:5
1; 1 10 2:5
0; 0 3  4:5
3; 0 0; 1 4  3:5
1; 0 11 3:5
1; 1 12 4:5
0; 0 4:5  3
2; 1 0; 1 6:5  1
1; 0 8:5 1
1; 1 10:5 3
0; 0 2:5  5
3; 1 0; 1 4:5  3
1; 0 10:5 3
1; 1 12:5 5
0; 0 1:5  6
3; 2 0; 1 5:5  2
1; 0 9:5 2
1; 1 13:5 6
Tabla 3.2: Calulo de los valores de exeso de alelos y pares de alelos de una funion lineal.
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La funion L tiene 2{epistasis nula, omo se dedue de los alulos de la tabla 3.3.
s L(s) EG(s) L(s) ~"(s)
0000 0  7:5 0 0
0001 1  6:5 1 0
0010 2  5:5 2 0
0011 3  4:5 3 0
0100 4  3:5 4 0
0101 5  2:5 5 0
0110 6  1:5 6 0
0111 7  0:5 7 0
1000 8 0:5 8 0
1001 9 1:5 9 0
1010 10 2:5 10 0
1011 11 3:5 11 0
1100 12 4:5 12 0
1101 13 5:5 13 0
1110 14 6:5 14 0
1111 15 7:5 15 0
Tabla 3.3: Calulo de la 2{epistasis de las adenas de 

4
para una funion lineal.
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i a 
i
(a) E
i
(a)
0 0 7:5 0
1 7:5 0
1 0 7:5 0
1 7:5 0
2 0 7:5 0
1 7:5 0
3 0 7:5 0
1 7:5 0
i; k a; b 
i;k
(a; b) E
i;k
(a; b)
0; 0 15 7:5
1; 0 0; 1 0  7:5
1; 0 0  7:5
1; 1 15 7:5
0; 0 15 7:5
2; 0 0; 1 0  7:5
1; 0 0  7:5
1; 1 15 7:5
0; 0 15 7:5
3; 0 0; 1 0  7:5
1; 0 0  7:5
1; 1 15 7:5
0; 0 15 7:5
2; 1 0; 1 0  7:5
1; 0 0  7:5
1; 1 15 7:5
0; 0 15 7:5
3; 1 0; 1 0  7:5
1; 0 0  7:5
1; 1 15 7:5
0; 0 15 7:5
3; 2 0; 1 0  7:5
1; 0 0  7:5
1; 1 15 7:5
Tabla 3.4: Calulo de los valores de exeso de alelos y pares de alelos de una funion amello.
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Por otra parte, la 2{epistasis global de  es ~"() = 42:43. Este valor se obtiene failmente de
la tabla 3.5.
s (s) EG(s) ~(s) ~"(s)
0000 60 30 37:5 22:5
0001 0 0 7:5  7:5
0010 0 0 7:5  7:5
0011 0  15  7:5 7:5
0100 0 0 7:5  7:5
0101 0  15  7:5 7:5
0110 0  15  7:5 7:5
0111 0 0 7:5  7:5
1000 0 0 7:5  7:5
1001 0  15  7:5 7:5
1010 0  15  7:5 7:5
1011 0 0 7:5  7:5
1100 0  15  7:5 7:5
1101 0 0 7:5  7:5
1110 0 0 7:5  7:5
1111 60 30 37:5 22:5
Tabla 3.5: Calulo de la 2{epistasis de las adenas de 

4
para una funion amello.
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i a Æ
i
(a) E
i
(a)
0 0 15 7:5
1 0  7:5
1 0 15 7:5
1 0  7:5
2 0 15 7:5
1 0  7:5
3 0 15 7:5
1 0  7:5
i; k a; b Æ
i;k
(a; b) E
i;k
(a; b)
0; 0 30 22:5
1; 0 0; 1 0  7:5
1; 0 0  7:5
1; 1 0  7:5
0; 0 30 22:5
2; 0 0; 1 0  7:5
1; 0 0  7:5
1; 1 0  7:5
0; 0 30 22:5
3; 0 0; 1 0  7:5
1; 0 0  7:5
1; 1 0  7:5
0; 0 30 22:5
2; 1 0; 1 0  7:5
1; 0 0  7:5
1; 1 0  7:5
0; 0 30 22:5
3; 1 0; 1 0  7:5
1; 0 0  7:5
1; 1 0  7:5
0; 0 30 22:5
3; 2 0; 1 0  7:5
1; 0 0  7:5
1; 1 0  7:5
Tabla 3.6: Calulo de los valores de exeso de alelos y pares de alelos de la funion Æ.
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Finalmente, la 2{epistasis de Æ es 187:35. Este valor se obtiene failmente de la tabla 3.7.
s Æ(s) EG(s)
~
Æ(s) ~"(s)
0000 120 30 37:5 82:5
0001 0 75 82:5  82:5
0010 0 75 82:5  82:5
0011 0  15  7:5 7:5
0100 0 75 82:5  82:5
0101 0  15  7:5 7:5
0110 0  15  7:5 7:5
0111 0  15  7:5 7:5
1000 0 75 82:5  82:5
1001 0  15  7:5 7:5
1010 0  15  7:5 7:5
1011 0  15  7:5 7:5
1100 0  15  7:5 7:5
1101 0  15  7:5 7:5
1110 0  15  7:5 7:5
1111 0 15 22:5  22:5
Tabla 3.7: Calulo de la 2{epistasis de las adenas de 

4
para la funion Æ.
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3.1.2 Representaion matriial
Al igual que en el aptulo 2, y por omodidad en los alulos posteriores, de ahora en
adelante se onsiderara la matriz A
`
= 2
`
B
`
2 M
2
`
(Z): Para valores peque~nos de `; las
matries orrespondientes son:
A
0
= (1) (=G
0
)
A
1
=
 
2 0
0 2
!
(= G
1
)
A
2
=
0
B
B
B
B

4 0 0 0
0 4 0 0
0 0 4 0
0 0 0 4
1
C
C
C
C
A
(= 4 I
2
)
A
3
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B

7 1 1  1 1  1  1 1
1 7  1 1  1 1 1  1
1  1 7 1  1 1 1  1
 1 1 1 7 1  1  1 1
1  1  1 1 7 1 1  1
 1 1 1  1 1 7  1 1
 1 1 1  1 1  1 7 1
1  1  1 1  1 1 1 7
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
:
De la deniion de distania Hamming, diretamente se dedue que d
`+1
st
= d
`
st
para
0  s; t < 2
`
o 2
`
 s; t < 2
`+1
y d
`+1
st
= d
`
st
+ 1 para s 2 f0; :::; 2
`
  1g, t 2 f2
`
; :::; 2
`+1
  1g.
En el primer aso, i.e., si d
`+1
st
= d
`
st
; tenemos que el elemento a
`+1
st
situado en la posiion
(s; t) de la matriz A
`+1
esta dado por:
a
`+1
st
= 4

`+ 1  d
`+1
st
2

  2(`  1)

`+ 1  d
`+1
st
1

+

`
2

= 4

`  d
`
st
2

+ 4(`  d
`
st
)  2(`  1)(`  d
`
st
)  2(`  1) +

`  1
2

+ (`  1)
= 4

`  d
`
st
2

  2 (`  2)

`  d
`
st

+

`  1
2

+
h
`+ 1  2d
`
st
i
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= a
`
st
+ g
`
st
;
donde, on nuestra notaion, g
`
st
denota una omponente generia de la matrizG
`
del aptulo
anterior.
Por otra parte, uando s 2 f0; :::; 2
`
  1g y t 2 f2
`
; :::; 2
`+1
  1g se tiene d
`+1
st
= d
`
st
+ 1,
por lo que:
a
`+1
st
= 4

`+ 1  d
`+1
st
2

  2(`  1)

`+ 1  d
`+1
st
1

+

`
2

= 4

`  d
`
st
2

  2(`  2)

`  d
`
st
1

  2

`  d
`
st
1

+

`  1
2

+ (`  1)
= 4

`  d
`
st
2

  2(`  2)

`  d
`
st
1

+

`  1
2

 

`+ 1  2d
`
st

= a
`
st
  g
`
st
:
Entones, un proeso de induion ondue a:
Proposiion 3.1.3. Para todo `  0 se tiene:
A
`+1
=
 
A
`
+G
`
A
`
 G
`
A
`
 G
`
A
`
+G
`
!
; (3.1)
siendo A
0
= (1).
Como onseuenia de los resultados previos se obtienen las siguientes propiedades de la
matriz A
`
:
Lema 3.1.4. Para ualquier entero positivo `, la suma de todos los elementos de A
`
esta
dada por:
2
`
 1
X
i;j=0
a
`
ij
= 2
2`
:
Demostraion. Para A
0
= (1) la armaion es evidente. Supongamosla ierta hasta `  1 y
usemos la formula de reursion para A
`
. Entones,
2
`
 1
X
i;j=0
a
`
ij
= 4
2
(` 1)
 1
X
i;j=0
a
` 1
ij
= 4  2
2(` 1)
= 2
2`
;
omo armabamos.
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Proposiion 3.1.5. Para ualquier `  0, Rg A
`
=
 
`
2

+ `+ 1:
Demostraion. Proedamos por induion en `. El resultado es obviamente ierto para ` = 0.
Supongamos ahora que se umple para 0; : : : ; ` 1 y demostremoslo para `. En primer lugar,
notese que, por la formula de reursion dada en la proposiion 3.1.3, la expresion de A
`
puede
transformarse en:
 
A
` 1
O
` 1
O
` 1
G
` 1
!
;
mediante operaiones elementales de las y olumnas, donde O
`
denota la matriz nula de
orden 2
`
. Si apliamos ahora la hipotesis de induion, tenemos:
Rg A
`
= Rg A
` 1
+Rg G
` 1
=

`  1
2

+ (`  1) + 1 + (`  1) + 1
=

`  1
2

+

`  1
1

+ `+ 1
=

`
2

+ `+ 1:
Proposiion 3.1.6. Para `  0, (A
`
)
2
= 2
`
A
`
.
Demostraion. Nuevamente atuamos mediante induion en `. La armaion obviamente es
ierta para ` = 0. Por otra parte, para ` > 0 las formulas de reursion para A
`
y G
`
, junto
on la hipotesis de induion, proporionan diretamente el resultado:
(A
`
)
2
= 2
 
(A
` 1
)
2
+ (G
` 1
)
2
(A
` 1
)
2
  (G
` 1
)
2
(A
` 1
)
2
  (G
` 1
)
2
(A
` 1
)
2
+ (G
` 1
)
2
!
= 2  2
` 1
 
A
` 1
+G
` 1
A
` 1
 G
` 1
A
` 1
 G
` 1
A
` 1
+G
` 1
!
= 2
`
A
`
:
As, los autovalores de A
`
son 0 y 2
`
. De heho, si v 2 R
2
`
es un autovetor on autovalor
, de A
`
v =  v; se dedue que:
2
`
v = 2
`
A
`
v = (A
`
)
2
v = 
2
v
y, por tanto,  = 0 o  = 2
`
, omo se armo.
Como onseuenia direta de esto, tenemos una interesante y util propiedad de B
`
:
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Corolario 3.1.7. Para ualquier entero positivo ` la matriz B
`
es idempotente y sus auto-
valores son 0 y 1.
Denotemos por V
0
y V
1
(o V
0
`
resp. V
1
`
si existiese ambiguedad) los espaios de autove-
tores en R
2
`
orrespondientes a los autovalores 0 y 1, respetivamente, de B
`
(o, equivalen-
temente, a 0 resp. 2
`
, autovalores de A
`
), entones R
2
`
= V
0
 V
1
y omo V
0
= ker B
`
y
V
1
= Im B
`
, se tiene:
dim V
0
= 2
`
 

`
2

  `  1
y
dim V
1
=

`
2

+ `+ 1:
Con el objeto de obtener explitamente una base de V
1
onsideramos la matriz diagonal
~
D
`
2 M
2
`
(Z), uyos unios elementos no nulos
~
d
ss
toman el valor 1 y estan situados en las
las s = 0, s = 2
i
y s = 2
i
+ 2
j
; para 0  i < j < `. Por tanto,
~
D
0
= (1),
~
D
1
=
 
1 0
0 1
!
,
~
D
2
=
0
B
B
B
B

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1
C
C
C
C
A
y
~
D
3
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
;
por ejemplo.
Un argumento direto de induion demuestra que:
Proposiion 3.1.8. Para ualquier `  1;
~
D
`
=
 
~
D
` 1
O
` 1
O
` 1
D
` 1
!
;
donde D
` 1
denota la matriz diagonal introduida en el aptulo anterior.
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Ahora nosotros tenemos:
Proposiion 3.1.9. Para ualquier `  0, se veria:
W
`
B
`
W
`
=
~
D
`
; (3.2)
donde W
`
es la matriz de Walsh que satisfae la propiedad de reursividad (2.6).
Demostraion. Usemos un argumento de induion en `. Para ` = 0 la armaion es evidente.
Se supone ierto el resultado hasta ` y lo demostraremos para `+ 1.
En primer lugar, notese que:
W
`+1
= 2
 1=2
 
W
`
W
`
W
`
 W
`
!
= 2
 1=2
 
1 1
1  1
!

 W
`
;
donde 
 denota el produto de Kroneker de matries (ver seion B.1 del apendie). Por
otra parte, la matriz A
`+1
se puede esribir:
A
`+1
=
 
A
`
+G
`
A
`
 G
`
A
`
 G
`
A
`
+G
`
!
=
 
A
`
A
`
A
`
A
`
!
+
 
G
`
 G
`
 G
`
G
`
!
=
 
1 1
1 1
!

 A
`
+
 
1  1
 1 1
!

 G
`
:
Entones, laramente,
W
`+1
A
`+1
= 2
 1=2
" 
1 1
1  1
!

W
`
# " 
1 1
1 1
!

A
`
#
+2
 1=2
" 
1 1
1  1
!

W
`
#" 
1  1
 1 1
!

G
`
#
= 2
 1=2
" 
2 2
0 0
!

 (W
`
A
`
) +
 
0 0
2  2
!

 (W
`
G
`
)
#
y, por tanto,
W
`+1
A
`+1
W
`+1
= 2
 1
" 
2 2
0 0
!

 (W
`
A
`
)
#" 
1 1
1  1
!

W
`
#
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+2
 1
" 
0 0
2  2
!

 (W
`
G
`
)
#" 
1 1
1  1
!

W
`
#
= 2
" 
1 0
0 0
!

 (W
`
A
`
W
`
) +
 
0 0
0 1
!

 (W
`
G
`
W
`
)
#
:
Ahora, teniendo en uenta la hipotesis de induion, que B
`+1
= 2
 (`+1)
A
`+1
, G
`
= 2
`
E
`
y el lema 2.3.1 de la pagina 47, obtenemos nalmente:
W
`+1
B
`+1
W
`+1
=
1
2
`+1
W
`+1
A
`+1
W
`+1
=
 
~
D
`
O
`
O
`
O
`
!
+
 
O
`
O
`
O
`
D
`
!
=
~
D
`+1
:
Una base para V
1
se proporiona en el siguiente resultado:
Proposiion 3.1.10. Para ualquier entero positivo `, el onjunto formado por los vetores
olumna de la matriz de Walsh W
`
, situados en las posiiones i = 0, 2
j
, 2
j
+ 2
k
, on
0  j < k < `, es una base para V
1
.
Demostraion. Dada la base anonia de R
2
`
, fe
i
; 0  i < 2
`
g, onsideramos el onjunto
formado por los vetores w
m
= W
`
e
m
; on m = 0, 2
j
, 2
j
+ 2
k
y 0  j < k < `.

Este
es laramente un onjunto de vetores linealmente independientes y omo su ardinal es
 
`
2

+ `+ 1 solo falta demostrar que todos estos vetores perteneen a V
1
.
El heho de que un vetor v 2 R
2
`
perteneza al espaio vetorial V
1
si, y solo si, B
`
v = v,
junto on la idempotenia de la matriz de Walsh, la proposiion 3.1.9 y el heho de que, por
la deniion de
~
D
`
, para todo m 2 f0; 2
j
; 2
j
+ 2
k
; 0  j < k < `g,
e
m
=
~
D
`
e
m
;
nos permite esribir:
w
m
= W
`
e
m
= W
`
~
D
`
e
m
=W
`
~
D
`
W
`
W
`
e
m
= W
`
~
D
`
W
`
w
m
= B
`
w
m
;
lo que onluye la demostraion.
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Como ya se ha se~nalado en la introduion, la epistasis (y la 2-epistasis tambien) es una
medida de interaiones entre genes. Por supuesto, estas interaiones no deben ambiar si se
multiplia una funion de ajuste por una onstante. Puesto que ~"(f) = ~"(f), es neesario
remediar esto normalizando el onepto omo sigue:
Deniion 3.1.11. La 2-epistasis normalizada ~"

`
(f) de una funion f : 

`
! R se dene
omo:
~"

`
(f) = ~"
2
`

f
k f k

:
Por ser la matrizB
`
idempotente y simetria (es deir, una proyeion ortogonal), tambien
lo es I
`
 B
`
. De esta forma:
~"

`
(f) = ~"
2
`

f
kfk

=




(I
`
 B
`
)

f
kfk





2
=
1
kfk
2
k (I
`
 B
`
) fk
2
=
1
kfk
2
t
f(I
`
 B
`
)
t
(I
`
 B
`
)f =
1
kfk
2
t
f(I
`
 B
`
)f (3.3)
=
t
f f  
t
f B
`
f
kfk
2
= 1 
t
f B
`
f
kfk
2
:
Nota: En lugar de utilizar la norma del vetor b
`
= f  B
`
f ; para denir la epistasis de la
funion f; se podra usar R = k os  k; donde  es el angulo formado por f y b
`
. De heho,
R
2
= os
2
(f ; (I
`
 B
`
)f)
=
hf ; (I
`
 B
`
)fi
2
kfk
2
k(I
`
 B
`
)fk
2
=
t
f(I
`
 B
`
)f
t
f(I
`
 B
`
)f
t
f f
t
f(I
`
 B
`
)f
=
t
f(I
`
 B
`
) f
t
f f
= 1 
t
f B
`
f
k f k
2
:
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En Estadstia, R
2
se onoe omo la razon de orrelaion (o oeiente de determinaion)
entre f y b
`
y en los modelos lineales es el uadrado del oeiente de orrelaion. As
R
2
=
 
2
`
 1
P
i=0
f
i
(b
`
)
i
!
2
2
`
 1
P
i=0
f
2
i
2
`
 1
P
i=0
(b
`
)
2
i
= ~"

`
(f):
Notese que 0  ~"

`
(f)  1. Claramente ~"

`
(f) = 0; (respetivamente ~"

`
(f) = 1) si y solo
si, f 2 V
1
`
(respetivamente f 2 V
0
`
).
Como la proyeion ortogonal sobre subespaios es unia, la 2{epistasis normalizada de
una funion, ~"

`
(f); proporiona una medida de la distania de f a la lase de funiones
que perteneen al espaio V
1
`
. En la seion 3.4 demostraremos que estas funiones son las
funiones de orden dos.
Ahora, de la proposiion 3.1.9 se dedue el siguiente resultado:
Proposiion 3.1.12. Si w
i
; 0  i < 2
`
, son los oeientes de Walsh de una funion
f : 

`
! R entones, la 2{epistasis normalizada esta dada por:
~"

`
(f) = 1 
w
2
0
+
P
0i<`
w
2
2
i
+
P
0i<j<`
w
2
2
i
+2
j
P
0i<2
`
w
2
i
: (3.4)
Demostraion. Omitiremos el subndie ` en esta demostraion. Al ser f =Ww yW matriz
simetria e idempotente se tiene que:
t
f f =
t
(Ww) (Ww) =
t
w
t
WWw =
t
ww:
Por otra parte,
t
f B f =
t
w
t
WBWw =
t
w
~
Dw;
por lo que,
~"

(f) = 1 
t
f B f
t
f f
= 1 
t
w
~
Dw
t
ww
;
omo queramos.
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3.2 2{epistasis normalizada de algunas funiones interesantes
Presentamos en este apartado el alulo de la 2{epistasis normalizada de algunas funiones
que onsideramos interesantes en la investigaion sobre el omportamiento de los Algoritmos
Genetios, en la optimizaion funional. Las funiones onsideradas aqu responden a la
pregunta formulada en [9℄ en donde se espeula sobre la posibilidad de que sea la alta no
linealidad presente en algunas representaiones binarias, la ausante de las diultades que
los AG enuentran para optimizar estas representaiones.
3.2.1 La funion de Dira
La funion de Dira se dene omo aquella en la que solo uno de los 2
`
individuos tiene
asignado un valor de idoneidad no nulo. Sin perdida de generalidad, nosotros onsideramos
la funion de Dira f = Æ
0
, i.e., f(t) = Æ
t0
uya representaion vetorial es:
Æ
0
=
0
B
B
B
B
B

1
0
.
.
.
0
1
C
C
C
C
C
A
:
Cuando un AG busa el maximo de esta funion, se enfrenta a un problema esenialmente
aleatorio, por lo que esta resulta ser una funion \difil" para el algoritmo.
Al ser la funion de Walsh  
0
tal que  
0
(t) = 1, para todo t 2 

`
, obviamente se sigue
que:
w =W
`
Æ
0
= 2
 `=2
0
B
B

1
.
.
.
1
1
C
C
A
y por tanto:
~"

`
(Æ
0
) = 1 
w
2
0
+
P
0i<`
w
2
2
i
+
P
0i<j<`
w
2
2
i
+2
j
kwk
2
= 1 
n
1 +
 
`
1

+
 
`
2

o
 
2
 `=2

2
2
`
 
2
 `=2

2
= 1 
1 + `+
 
`
2

2
`
;
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valor que tiende a uno a medida que ` ree. Esto se orresponde on el heho de que si la
loalizaion del maximo es desonoida, es tan ineiente omo un algoritmo de busqueda
exhaustiva. De heho, los resultados experimentales han mostrado que el tiempo esperado
para alanzar la soluion ree exponenialmente on la longitud de las adenas. El problema
que enierra la optimizaion de esta funion {onoido en la literatura omo onemax problem{
as omo la optimizaion de las funiones que onsideraremos a ontinuaion, las funiones
amello (twomax o twin peaks problem) han sido extensamente estudiados (ver [7℄).
3.2.2 Funiones Camello
Una funion  : 

`
! R se die de tipo amello (Camel funtion), si existe una unia
adena s 2 

`
tal que (s) = (s^) = 1, on d(s; s^) = `, y (t) = 0 en otro aso. Estas funiones
son las que alanzan el maximo valor de la epistasis normalizada itada en el aptulo 3 (ver
[39℄). Son funiones \difiles" para un Algoritmo Genetio pues el operador rue rompe,
on probabilidad alta, las adenas mas idoneas formando desendientes de peor alidad. Se
podra deir que el extremo de la funion de Dira es mas estable que los dos extremos (on
igual valor de idoneidad) de la funion amello y esto le onvierte en mas difil de optimizar
que el problema de un solo pio.
Consideremos, por ejemplo, la funion  : 

`
! R denida por (0:::0) = (1:::1) = 1
y (t) = 0 para las restantes adenas t 2 

`
. Claramente,  = Æ
0
+ Æ
2
`
 1
y, por tanto, su
representaion vetorial es:
 =
0
B
B
B
B
B
B
B

1
0
.
.
.
0
1
1
C
C
C
C
C
C
C
A
:
Entones, para ualquier adena s 2 

`
:
w
s
= (w)
s
= (W)
s
= 2
 `=2
( 
0:::0
(s) +  
1:::1
(s))
= 2
 `=2

( 1)
0s
+ ( 1)
(2
`
 1)s

= 2
 `=2

1 + ( 1)
u(s)

; (3.5)
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siendo u(s) el numero de unos de la adena s.
En partiular, w
0
= 2
 `=2
 
1 + ( 1)
0

= 2  2
 `=2
y, para ualquier par 0  i < j < `,
w
2
i
= 2
 `=2
 
1 + ( 1)
1

= 0 y w
2
i
+2
j
= 2
 `=2
 
1 + ( 1)
2

= 2  2
 `=2
= w
0
.
Por tanto,
~"

`
() = 1 
w
2
0
+
P
0i<`
w
2
2
i
+
P
0i<j<`
w
2
2
i
+2
j
kwk
2
= 1 

1 +
 
`
2


w
2
0
1
2
+ 1
2
= 1 

1 +
 
`
2


 
2  2
 `=2

2
2
= 1 
1 +
 
`
2

2
` 1
;
uyo valor tiende a 1 uando `!1.
Notese que, para un ` jo, ~"

`
() > ~"

`
(Æ
0
), lo que se orresponde on el omportamiento
de los AG al tratar estas dos lases de problemas.
3.2.3 Funiones de Ponderaion
Las llamadas funiones de ponderaion (unitation funtions) son funiones f denidas en
terminos del numero de unos de una adena. Formalmente, tienen la propiedad de que existe
una funion h : R ! R tal que f(s) = h(u(s)), para todo s 2 

`
(ver [18℄). Este tipo de
funiones puede tomar, omo maximo, `+1 valores diferentes, en ontraste on los 2
`
valores
que pueden llegar a tomar las funiones arbitrarias. En este aso, la idoneidad de una adena
depende del numero de unos, sin importar el orden de oloaion de los mismos. Por ejemplo,
f(0011) = f(0101) = f(0110) = f(1001) = f(1010) = f(1100) = h(2):
Como para ada 0  u  ` hay
 
`
u

adenas en 

`
on valor de ajuste h(u); es fail ver
([33℄) que
w
0
= 2
 
`
2
`
X
u=0

`
u

h(u)
y
w
2
i
= 2
 
`
2
`
X
u=0

`  1
u

 

`  1
u  1

h(u): (3.6)
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Notese que w
2
i
no depende de i.
Con el objeto de obtener el valor de la 2{epistasis normalizada, es neesario alular los
oeientes de Walsh de segundo orden: w
2
i
+2
j
on 0  i < j < `. De (2.11) se dedue
diretamente que, para las funiones de ponderaion,
w
2
i
+2
j
= 2
`
2
f(H
ij
)  (w
0
+ 2 w
2
i
) ;
donde la idoneidad media del esquema H
ij
= #:::#
j
#
0#:::#
i
#
0#:::# esta dada por:
f(H
ij
) =
1
2
` 2
X
t2H
ij
f(t) =
1
2
` 2
X
t2H
ij
h(u(t))
=
1
2
` 2
` 2
X
u=0

`  2
u

h(u) = 2
 (` 2)
`
X
u=0

`  2
u

h(u):
Entones, laramente,
w
2
i
+2
j
= 2
`
2
f(H
ij
)  (w
0
+ 2 w
2
i
)
= 2
`
2
2
 (` 2)
`
X
u=0

`  2
u

h(u)
 2
 
`
2
`
X
u=0

`
u

h(u)  2  2
 
`
2
`
X
u=0

`  1
u

 

`  1
u  1

h(u)
= 2
 
`
2
`
X
u=0

4

`  2
u

  2

`  1
u

+ 2

`  1
u  1

 

`
u

h(u)
= 2
 
`
2
`
X
u=0

`  2
u

  2

`  2
u  1

+

`  2
u  2

h(u):
De la expresion anterior se obtiene que, omo en el aso de los oeientes de Walsh de
primer orden, los de segundo orden tampoo dependen de i ni de j.
Finalmente, teniendo en uenta que, para ualquier 0  i < j < `, w
2
i
= w
2
0
y w
2
i
+2
j
=
w
2
0
+2
1
, el valor de la 2{epistasis normalizada de las funiones de ponderaion es:
~"

`
(f) = 1 
w
2
0
+
 
`
1

w
2
1
+
 
`
2

w
2
3
`
P
u=0
 
`
u

h(u)
2
:
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Notese que la funion de Dira Æ
0
es un aso partiular de una funion de ponderaion.
En este aso, w
0
= w
1
= w
3
= 2
 `=2
y la funion h : f0; :::; `g ! R asoiada a f (i.e.,
f(s) = h(u(s))) es
h(u) =
8
<
:
1 si u = 0
0 en otro aso.
3.2.4 Funiones Royal Road generalizadas
Las funiones Royal Road generalizadas <
n
m
de tipo I (denidas en [31℄) se han introduido
en la seion 2.4 a traves de los esquemas

n;m
p
= #
(2
m
p)
1
(2
m
)
#
(2
n
 2
m
(p+1))
;
donde 0  p < 2
n m
(p 2 Z). El valor de <
n
m
sobre una adena s 2 

2
n
= f0; 1g
2
n
es:
<
n
m
(s) =
X
s2
n;m
p
2
m
:
Si se denota por j
n;m
p
j el ardinal de 
n;m
p
(el numero de adenas \en" o \satisfaiendo"

n;m
p
) entones j
n;m
p
j = 2
2
n
 2
m
, para ualquier 0  p < 2
n m
.
Para alular la 2{epistasis normalizada de las funiones <
n
m
se neesita en primer lugar
obtener sus oeientes de Walsh. Observese que el valor medio de 

2
n
= #:::# esta dado
por:
<
n
m
(
) =
1
2
2
n
X
s2

<
n
m
(s) =
1
2
2
n
X
s2

0

X
p; s2
n;m
p
2
m
1
A
=
1
2
2
n
2
n m
 1
X
p=0
0

X
s2
n;m
p
2
m
1
A
=
1
2
2
n
2
n m
 1
X
p=0
2
m
j
n;m
p
j
=
1
2
2
n
2
n m
2
m
2
2
n
 2
m
= 2
n 2
m
:
As, teniendo en uenta que, por (2.9), w
0
= 2
2
n
2
<
n
m
(

2
n
), entones tenemos
w
0
= 2
2
n
2
2
n 2
m
= 2
n+2
n 1
 2
m
= 2
n m
!; (3.7)
siendo ! = 2
m+2
n 1
 2
m
.
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En lo que sigue denominamos \bloque", B
j
; de longitud 2
m
a la estrutura ompuesta
por los 2
m
loi onseutivos situados a partir de la posiion (j   1)  2
m
para algun j on
1  j  2
n m
. Es deir,
B
j
= 
j2
m
 1
:::
(j 1)2
m
+1

(j 1)2
m
:
As, dada una adena s 2 

2
n
, diremos que la subadena s
i+2
m
 1
:::s
i+1
s
i
es un representante
del bloque B
j
(o que lo determina) si i = (j   1)  2
m
, para algun j (1  j  2
n m
). Por
ejemplo, si n = 4 y m = 2, existen uatro bloques determinados, respetivamente, por las
subadenas generias
B
1
= s
3
s
2
s
1
s
0
; B
2
= s
7
s
6
s
5
s
4
; B
3
= s
11
s
10
s
9
s
8
y B
4
= s
15
s
14
s
13
s
12
:
Notese que un bloque B
j
no es mas que el esquema de orden 0 en 

2
m
onsiderado omo
subestrutura en 

2
n
oloada a partir de iertas posiiones.
Se puede demostrar:
Proposiion 3.2.1. Para ualesquiera i
1
; :::; i
k
2 f0; :::; 2
n
  1g, se veria:
w
2
i
1
+:::+2
i
k
=
8
<
:
( 1)
k
! si (j   1)  2
m
 i
1
; :::; i
k
< j  2
m
; para algun j 2 f1; :::; 2
n m
g
0 en otro aso:
Demostraion. Proedamos por induion en k: Para k = 1 onsideremos el esquema H
i
=
#:::#
i
#
0#:::# y sea j el entero tal que (j   1)  2
m
 i < j  2
m
. Entones obviamente,

n;m
2
n m
 j
\H
i
= ? y j
n;m
p
\H
i
j = 2
2
n
 2
m
 1
, para ualquier 0  p < 2
n m
on p 6= 2
n m
  j.
Por tanto, para todo 0  i < 2
n
, el valor medio del esquema H
i
es:
<
n
m
(H
i
) =
1
jH
i
j
X
s2H
i
<
n
m
(s) =
2
2
2
n
X
s2H
i
0

X
p;s2
n;m
p
2
m
1
A
=
2
2
2
n
X
p;
n;m
p
\H
i
6=?
0

X
s2H
i
\
n;m
p
2
m
1
A
=
2
2
2
n
X
p;p6=2
n m
 j
2
m
j
n;m
p
\H
i
j
=
2
2
2
n
2
m
2
2
n
 2
m
 1
(2
n m
  1)
= 2
 2
m
(2
n
  2
m
)
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y por (2.10),
w
2
i
= 2
2
n
2
<
n
m
(H
i
)  w
0
= 2
2
n
2
2
 2
m
(2
n
  2
m
)  2
n+2
n 1
 2
m
=  2
m+2
n 1
 2
m
=  !:
Ahora, supongamos que la armaion es ierta hasta k   1 y demostremosla para k.
Para alular w
2
i
1
+:::+2
i
k
onsideremos primero el aso en que k  2
m
y tambien onsi-
deremos el esquema:
H
i
1
:::i
k
= #:::#
i
k
#
0#:::#
i
1
#
0#:::#
y supongamos que existe j tal que (j   1)  2
m
 i
1
; :::; i
k
< j  2
m
. En este aso H
i
1
:::i
k
\

n;m
2
n m
 j
= ? y j
n;m
p
\ H
i
1
:::i
k
j = 2
2
n
 2
m
 k
, para p 2 f0; :::; 2
n m
  1g, p 6= 2
n m
  j.
Entones:
<
n
m
(H
i
1
:::i
k
) =
1
jH
i
1
:::i
k
j
X
s2H
i
1
:::i
k
<
n
m
(s)
=
2
k
2
2
n
2
m
2
2
n
 2
m
 k
 
2
n m
  1

(3.8)
= 2
n 2
m
  2
m 2
m
= 2
 2
m
(2
n
  2
m
)
y por (2.12) y la hipotesis de induion:
w
2
i
1
+:::+2
i
k
= 2
2
n 1
<
n
m
(H
i
1
:::i
k
)  w
0
 
8
<
:
k
X
p=1
w
2
p
+
X
1p
1
<p
2
k
w
2
p
1
+2
p
2
+ :::+
X
1p
1
<:::<p
k 1
k
w
2
p
1
+:::+2
p
k 1
9
=
;
= 2
2
n 1
<
n
m
(H
i
1
:::i
k
)  w
0
 
8
<
:
k
X
p=1
( 1)! +
X
1p
1
<p
2
k
( 1)
2
! + :::+
X
1p
1
<:::<p
k 1
k
( 1)
k 1
!
9
=
;
= 2
2
n 1
2
 2
m
(2
n
  2
m
)  w
0
  !
k 1
X
p=1

k
p

( 1)
p
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= w
0
  !   w
0
  !
k 1
X
p=1

k
p

( 1)
p
=  !
k 1
X
p=0

k
p

( 1)
p
= ( 1)
k
!;
omo se quera.
Supongamos ahora que no existe j tal que (j   1)  2
m
 i
1
; :::; i
k
< j  2
m
. Esto signia
que no existe un bloque que ontenga a todas las posiiones jas del esquema H
i
1
:::i
k
: Es
deir, esas posiiones se enuentran distribuidas en b bloques, on b > 1. Sea 
r
el numero
de posiiones on alelos nulos que se enuentran en el bloque B
r
(r = 1; :::; b). Entones, por
(2.12) y la hipotesis de induion,
w
2
i
1
+:::+2
i
k
= 2
2
n
=2
<
n
m
(H
i
1
:::i
k
)  w
0
 
k 1
X
p=1
X
1
1
<:::<
p
k
w
2
i

1
+:::+2
i

p
= 2
2
n 1
<
n
m
(H
i
1
:::i
k
)  w
0
  ; (3.9)
on
 =
X
1
1
k
9j = 
1
2B
j
w
2
i

1
+
X
1
1
<
2
k
9j = f
1
;
2
gB
j
w
2
i

1
+2
i

2
+ :::+
X
1
1
<:::<
p
k
9j = f
1
;:::;
p
gB
j
w
2
i

1
+:::+2
i

p
=
b
X
j=1
8
>
>
>
<
>
>
>
:
X
1
1
k

1
2B
j
w
2
i

1
+
X
1
1
<
2
k
f
1
;
2
gB
j
w
2
i

1
+2
i

2
+ :::+
X
1
1
<:::<
p
k
f
1
;:::;
p
gB
j
w
2
i

1
+:::+2
i

p
9
>
>
>
=
>
>
>
;
=
b
X
j=1


j
1

( 1)! +


j
2

( 1)
2
! + :::+


j

j

( 1)

j
!

=
b
X
j=1

j
X
=1


j


( 1)

! =
b
X
j=1
 ! =  b!: (3.10)
Por otra parte, un razonamiento similar al empleado en (3.8) ondue aqu a que
<
n
m
(H
i
1
:::i
k
) =
2
k
2
2
n
2
m
2
2
n
 2
m
 k
 
2
n m
  b

= 2
 2
m
(2
n
  b 2
m
) : (3.11)
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Sustituyendo (3.7), (3.10) y (3.11) en (3.9) se tiene diretamente que:
w
2
i
1
+:::+2
i
k
= 2
2
n 1
2
 2
m
(2
n
  b 2
m
)  2
2
n
2
2
n 2
m
+ b ! = 0:
Para nalizar la demostraion, si k > 2
m
, no existe j tal que (j  1)  2
m
 i
1
< ::: < i
k
<
j 2
m
, por lo que la demostraion se redue al aso anterior y, en onseuenia, w
2
i
1
+:::+2
i
k
= 0:
Ahora, teniendo en uenta que los unios oeientes de Walsh no nulos son aquellos que
se onstruyen on ndies orrespondientes a un mismo bloque y que el numero de bloques
es 2
n m
; se tiene:
Corolario 3.2.2. Para 1  k  2
n
se veria:
X
0i
1
<:::<i
k
<2
n
w
2
2
i
1
+:::+2
i
k
=

2
m
k

2
n m
!
2
:
Ya estamos en ondiiones de alular la norma del vetor <
n
m
.
Proposiion 3.2.3. Para ualquier m  n se tiene:
k<
n
m
k
2
= 2
n m
 
2
n m
+ 2
2
m
  1

!
2
:
Demostraion. Puesto que k<
n
m
k = kwk, el orolario previo y (3.7) onduen a:
k<
n
m
k
2
=
2
2
n
 1
X
i=0
w
2
i
= w
2
0
+
2
n
X
k=1
2
4
X
0i
1
<:::<i
k
<2
n
w
2
2
i
1
+:::+2
i
k
3
5
= w
2
0
+
2
m
X
k=1
2
4
X
0i
1
<:::<i
k
<2
n
w
2
2
i
1
+:::+2
i
k
3
5
= 2
2n 2m
!
2
+
2
m
X
k=1

2
m
k

2
n m
!
2
= 2
2n 2m
!
2
+ 2
n m
!
2
 
2
2
m
  1

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= 2
n m
 
2
n m
+ 2
2
m
  1

!
2
:
Nota: En [34℄ este valor se obtiene de una forma mas tenia y por un amino extremada-
mente mas ompliado. Finalmente, obtenemos:
Proposiion 3.2.4. La 2{epistasis normalizada de las funiones Royal Road generalizadas
de tipo I esta dada por:
~"

2
n
(<
n
m
) =
2
2
m
  2
2m 1
  2
m 1
  1
2
n m
+ 2
2
m
  1
:
Demostraion. Es onseuenia inmediata de (3.7), las proposiiones 3.1.12, 3.2.1, 3.2.3 y el
orolario 3.2.2. De heho:
~"

2
n
(<
n
m
) = 1 
w
2
0
+
P
0i<2
n
w
2
2
i
+
P
0i<j<2
n
w
2
2
i
+2
j
P
0i<2
2
n
w
2
i
= 1 
(2
n m
!)
2
+
P
0i<2
n
( !)
2
+
P
0i<j<2
n
!
2
P
0i<2
2
n
w
2
i
= 1 
(2
n m
!)
2
+ 2
n
!
2
+
 
2
m
2

2
n m
!
2
2
n m
(2
n m
+ 2
2
m
  1)!
2
= 1 
2
n m
+ 2
m
+
 
2
m
2

2
n m
+ 2
2
m
  1
= 1 
2
n m
+ 2
2m 1
+ 2
m 1
2
n m
+ 2
2
m
  1
=
2
2
m
  2
2m 1
  2
m 1
  1
2
n m
+ 2
2
m
  1
:
3.2.5 Funiones Template
Nuestro ultimo ejemplo lo onstituyen las funiones Template introduidas en la subse-
ion 2.2.3 y reonsideradas en la subseion 2.3.2 y en la seion 2.4. Para el alulo de la
2{epistasis normalizada de este tipo de funiones se neesita onoer sus oeientes de Walsh
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de orden 0, 1 y 2. Aunque los oeientes de orden 0 y 1 ya se han alulado en la proposiion
2.3.4 y por lo tanto solo restara alular los de orden 2, dado que estos se van a obtener por
un proedimiento distinto al usado para alular w
0
y w
2
i
(i = 0; :::; `   1), realularemos
tambien los ya onoidos. La ombinaion del uso de las transformadas de Walsh, junto on
el heho de que la funion Template T
n
`
es de orden n (omo se estableio en el lema 2.4.1
de la seion 2.4), pone de maniesto la lara ventaja del uso de las transformadas de Walsh
para obtener de una forma muho mas senilla la 2{epistasis.
De auerdo on el lema 2.4.1, el vetor w = W
`
T
n
`
se puede esribir omo suma de los
vetores de Walsh asoiados a las funiones 
k
w =W
`
T
n
`
=W
`
 
` n
X
k=0

k
!
=
` n
X
k=0
W
`

k
; (3.12)
donde 
k
denota el vetor asoiado a la funion 
k
, para todo k. Si denotamos por w
(
k
)
=
W
`

k
=

w
(
k
)0
; w
(
k
)1;
:::; w
(
k
)2
`
 1

al vetor de Walsh asoiado a 
k
, entones, por (2.9),
w
(
k
)0
= 2
`
2

k
(

`
) = 2
`
2
1
2
`
X
s2

`

k
(s) = 2
 
`
2
2
` n
= 2
` 2n
2
:
As, el oeiente de orden ero asoiado a T
n
`
es
w
0
= (W
`
T
n
`
)
0
=
` n
X
k=0
(W
`

k
)
0
=
` n
X
k=0
!
(
k
)0
=
` n
X
k=0
2
` 2n
2
= (`  n+ 1) 2
` 2n
2
:
Para alular los oeientes de Walsh de primer orden asoiados a 
k
(0  k  `   n)
denotemos por 
k
el onjunto de n ndies onseutivos, omenzando en k, i.e., 
k
= fk; k+
1; :::; k + n  1g.
Fijado un ndie i (0  i < `), onsideramos el esquema H
i
= #:::#
i
#
0#:::#. Si i 2 
k
(para algun k) entones, de la deniion de 
k
y de la expresion (2.10) de la pagina 50, se
tiene:

k
(H
i
) = 0;
w
(
k
)2
i
= 2
`
2

k
(H
i
)  w
(
k
)0
= 0  2
` 2n
2
=  2
` 2n
2
; (3.13)
mientras que si i =2 
k
,

k
(H
i
) =
1
2
` 1
X
s2H
i

k
(s) =
1
2
` 1
2
` n 1
= 2
 n
;
w
(
k
)2
i
= 2
`
2

k
(H
i
)  w
(
k
)0
= 2
`
2
2
 n
  2
` 2n
2
= 0:
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Entones, de (3.12), el oeiente de Walsh de orden uno w
2
i
asoiado a T
n
`
es:
w
2
i
=
` n
X
k=0
w
(
k
)2
i
=
` n
X
k=0
k; i2
k
 2
` 2n
2
:
Debemos pues, determinar a uantos onjuntos de ndies 
k
pertenee i. Este numero
queda reejado en las tablas 3.8 y 3.9 (Notese que es neesario distinguir dos asos, depen-
diendo de la longiutd n del patron en la adena s = s
` 1
:::s
0
).
Posiion del ndie Numero de onjuntos
i 2 f0; :::; `   n  1g i+ 1
i 2 f`  n; :::; n  1g `  n+ 1
i 2 fn; :::; `   1g `  i
Tabla 3.8: Conjuntos de ndies 
k
a los que pertenee i en el aso `  2n.
Posiion del ndie Numero de onjuntos
i 2 f0; :::; n   1g i+ 1
i 2 fn; :::; `   n  1g n
i 2 f`  n; :::; `   1g `  i
Tabla 3.9: Conjuntos de ndies 
k
a los que pertenee i en el aso `  2n.
De esta forma, se puede asegurar que, para `  2n:
w
2
i
=
8
>
>
<
>
:
 2
` 2n
2
(i+ 1) si 0  i < `  n
 2
` 2n
2
(`  n+ 1) si `  n  i < n
 2
` 2n
2
(`  i) si n  i < `
y, para ` > 2n,
w
2
i
=
8
>
<
>
:
 2
` 2n
2
(i+ 1) si 0  i < n
 2
` 2n
2
n si n  i < `  n
 2
` 2n
2
(`  i) si `  n  i < `:
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Como era de esperar, estos valores oiniden on los obtenidos en las ultimas olumnas
de las tablas 2.5 y 2.6 de la proposion 2.3.4.
Los oeientes de orden dos asoiados a 
k
se alularan a partir de la formula (2.11) de
la pagina 50:
w
(
k
)2
i
+2
j
= 2
`
2

k
(H
ij
)  w
(
k
)2
i
  w
(
k
)2
j
  w
(
k
)0
;
siendo H
ij
= #:::#
j
#
0#:::#
i
#
0#:::#.
Si fi; jg  
k
entones 
k
(H
ij
) = 0 y, por (3.13),
w
(
k
)2
i
= w
(
k
)2
j
=  2
` 2n
2
:
As,
w
(
k
)2
i
+2
j
= 0 + 2
` 2n
2
+ 2
` 2n
2
  2
` 2n
2
= 2
` 2n
2
:
Si i =2 
k
, j 2 
k
entones 
k
(H
ij
) = 0, w
(
k
)2
i
=  2
` 2n
2
y w
(
k
)2
j
= 0. As,
w
(
k
)2
i
+2
j
= 0 + 2
` 2n
2
+ 0  2
` 2n
2
= 0:
Por ultimo, si fi; jg \
k
= ? entones 
k
(H
ij
) =
1
2
` 2
2
` n 2
= 2
 n
,
w
(
k
)2
i
= w
(
k
)2
j
= 0:
Por ello,
w
(
k
)2
i
+2
j
= 2
`
2
2
 n
  0  0  2
` 2n
2
= 0:
Entones,
w
2
i
+2
j
=
` n
X
k=0
w
(
k
)2
i
+2
j
=
` n
X
k=0
k; fi;jg
k
2
` 2n
2
:
Finalmente, para alular el oeiente de Walsh de orden dos asoiado a T
n
`
, w
2
i
+2
j
(i < j),
se debe determinar uantos onjuntos 
k
ontienen a fi; jg. Al igual que antes, este numero
queda reejado en las tablas 3.10 y 3.11.
Proposiion 3.2.5. Dada la funion Template T
n
`
, el valor de  
2
=
P
0i<j<`
w
2
2
i
+2
j
viene
dado por:
 
2
=
8
<
:
2
` 2n
n
 
` n+1
2

h
 
` n
2

+
2
3
(2n  `)(2(`   n) + 1)
i
+
 
2n `
2

(`  n+ 1)
2
o
si `  2n;
2
` 2n
 
n
2
  
n+1
2

+
1
3
(2n  1)(`  2n)

si `  2n:
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Posiion de los ndies Numero de onjuntos
i 2 f0; :::; `   n  1g; j 2 fi+ 1; :::; `   n  1g i+ 1
i 2 f0; :::; `   n  1g; j 2 f`  n; :::; n  1g i+ 1
i 2 f0; :::; `   n  1g; j 2 fn; :::; i + n  1g n  j + i
i 2 f`  n; :::; n  1g; j 2 fi+ 1; :::; n   1g `  n+ 1
i 2 f`  n; :::; n  1g; j 2 fn; :::; `   1g `  j
i 2 fn; :::; `  2g; j 2 fi+ 1; :::; `   1g `  j
Tabla 3.10: Coeientes de Walsh de orden 2 de T
n
`
(`  2n).
Posiion de los ndies Numero de onjuntos
i 2 f0; :::; n   1g, j 2 fi+ 1; :::; n   1g i+ 1
i 2 f0; :::; n   1g; j 2 fn; :::; i + n  1g n  j + i
i 2 fn; :::; `  n  1g; j 2 fi+ 1; :::; i + n  1g n  j + i
i 2 f`  n; :::; `  2g, j 2 fi+ 1; :::; `   1g `  j
Tabla 3.11: Coeientes de Walsh de orden 2 de T
n
`
(`  2n).
Demostraion. Para `  2n,
 
2
=
X
0i<j<`
` n
X
k=0
k; fi;jg
k

2
` 2n
2

2
= 2
` 2n
2
4
` n 1
X
i=0
` n 1
X
j=i+1
(i+ 1)
2
+
` n 1
X
i=0
n 1
X
j=` n
(i+ 1)
2
+
` n 1
X
i=0
i+n 1
X
j=n
(n  j + i)
2
+
n 1
X
i=` n
n 1
X
j=i+1
(`  n+ 1)
2
+
n 1
X
i=` n
` 1
X
j=n
(`  j)
2
+
` 2
X
i=n
` 1
X
j=i+1
(`  j)
2
3
5
:
No resulta difil omprobar que los sumandos primero, terero y sexto de la expresion
anterior oiniden, ya que:
` n 1
X
i=0
` n 1
X
j=i+1
(i+ 1)
2
=
` n 1
X
i=0
(i+ 1)
2
(`  n  (i+ 1))
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= (`  n)
` n 1
X
i=0
(i+ 1)
2
 
` n 1
X
i=0
(i+ 1)
3
= (`  n)
` n
X
k=1
k
2
 
` n
X
k=1
k
3
;
` n 1
X
i=0
i+n 1
X
j=n
(n  j + i)
2
=
` n 1
X
i=0
i 1
X
k=0
(i  k)
2
=
` n 1
X
k=0
(`  n  k) k
2
=
` n
X
k=1
(`  n  k) k
2
= (`  n)
` n
X
k=1
k
2
 
` n
X
k=1
k
3
y
` 2
X
i=n
` 1
X
j=i+1
(`  j)
2
=
` 2
X
i=n
` i 1
X
k=1
k
2
=
` n 1
X
k=1
(`  n  k) k
2
=
` n
X
k=1
(`  n  k) k
2
= (`  n)
` n
X
k=1
k
2
 
` n
X
k=1
k
3
:
Ahora, omo
` n
X
k=1
k
2
=
2(`  n) + 1
3

`  n+ 1
2

y
` n
X
k=1
k
3
= (1 + 2 + :::+ (`  n))
2
=

`  n+ 1
2

2
;
tenemos que el valor de ada una de esas tres sumas dobles es:
(`  n)
` n
X
k=1
k
2
 
` n
X
k=1
k
3
=

`  n+ 1
2

(`  n)(2(`   n) + 1)
3
 

`  n+ 1
2

=
1
3

`  n+ 1
2

`  n
2

:
Por otra parte,
` n 1
X
i=0
n 1
X
j=` n
(i+ 1)
2
= (2n  `)
` n 1
X
i=0
(i+ 1)
2
= (2n  `)
` n
X
k=1
k
2
;
n 1
X
i=` n
` 1
X
j=n
(`  j)
2
=
n 1
X
i=` n
` n
X
k=1
k
2
= (2n  `)
` n
X
k=1
k
2
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y
n 1
X
i=` n
n 1
X
j=i+1
(`  n+ 1)
2
= (`  n+ 1)
2
n 1
X
i=` n
(n  (i+ 1))
= (`  n+ 1)
2
(
(n  1)(2n  `) 
n 1
X
i=` n
i
)
= (`  n+ 1)
2

(n  1)(2n  `) 
`  1
2
(2n  `)

= (`  n+ 1)
2

2`  n
2

:
Entones,
 
2
= 2
` 2n

`  n+ 1
2

`  n
2

+
2
3
(2n  `)

`  n+ 1
2

(2(`  n) + 1)
+

2n  `
2

(`  n+ 1)
2

= 2
` 2n

`  n+ 1
2

`  n
2

+
2
3
(2n  `)(2(`  n) + 1)

+

2n  `
2

(`  n+ 1)
2

:
Por otra parte, si `  2n,
 
2
= 2
` 2n
2
4
n 1
X
i=0
n 1
X
j=i+1
(i+ 1)
2
+
n 1
X
i=0
i+n 1
X
j=n
(n  j + i)
2
+
` n 1
X
i=n
i+n 1
X
j=i+1
(n  j + i)
2
+
` 2
X
i=` n
` 1
X
j=i+1
(`  j)
2
3
5
Ahora, teniendo en uenta que, por un razonamiento analogo al del aso `  2n,
n 1
X
i=0
n 1
X
j=i+1
(i+ 1)
2
=
n 1
X
i=0
i+n 1
X
j=n
(n  j + i)
2
= n
n
X
k=1
k
2
 
n
X
k=1
k
3
=
1
3

n+ 1
2

n
2

;
` n 1
X
i=n
i+n 1
X
j=i+1
(n  j + i)
2
=
` n 1
X
i=n
n 1
X
k=1
k
2
= (`  2n)
n 1
X
k=1
k
2
= (`  2n)
2n  1
3

n
2

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y
` 2
X
i=` n
` 1
X
j=i+1
(`  j)
2
=
` 2
X
i=` n
` i 1
X
k=1
k
2
=
n 1
X
k=1
(n  k) k
2
=
n
X
k=1
(n  k) k
2
= n
n
X
k=1
k
2
 
n
X
k=1
k
3
;
un alulo direto ondue a que
 
2
= 2
` 2n

1
3

n+ 1
2

n
2

+
1
3

n+ 1
2

n
2

+
1
3

n
2

(2n  1) (`  2n)
+
1
3

n+ 1
2

n
2

= 2
` 2n

n
2

n+ 1
2

+
1
3
(2n  1)(`  2n)

:
Teniendo en uenta todos los alulos anteriores y el valor de la norma del vetor T
n
`
se
veria:
Proposiion 3.2.6. El valor de la 2{epistasis normalizada de la funion Template T
n
`
;
~"

`
(T
n
`
); viene dado por
a) 1  2
` 2n
[
(2n `+1)+
(
2n `
2
)℄
(` n+1)
2
+
(
` n+1
2
)[
2
3
(2(` n)+1)+
(
` n
2
)
+
2
3
(2(` n)+1)(2n `)
℄
2
` n
(3(` n) 1)+2
si `  2n;
b) 1  2
` 2n
(` n+1)
2
+n
2
(` 2n)+
2
3
(2n+1)
(
n+1
2
)
+
(
n
2
)[(
n+1
2
)
+
1
3
(2n 1)(` 2n)
℄
2
` n
(3(` n) 1)+2
` 2n
(2+(` 2n)(` 2n 1))
si `  2n:
Demostraion. El valor de la 2{epistasis normalizada de la funion T
n
`
se obiene mediante la
formula
"

`
(T
n
`
) = 1 
 
0
+  
1
+  
2
kT
n
`
k
2
;
donde  
0
= w
2
0
,  
1
=
P
0i<`
w
2
2
i
y  
2
=
P
0i<j<`
w
2
2
i
+2
j
.
Ahora, una sustituion direta del valor  
0
+ 
1
obtenido en la proposiion 2.3.4 y  
2
de
la proposiion anterior, junto on las relaiones (2.7) y (3.4) y la proposiion 2.2.4, onluyen
la demostraion.
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3.3 Invarianza de la 2{epistasis normalizada
En el estudio de la 2{epistasis normalizada se observa que existen distintas funiones para
las que el valor de este estimador oinide. Casos partiulares son las funiones de segundo
orden, para las que la 2{epistasis normalizada se anula. Ahora, nosotros expondremos un ri-
terio que permitira determinar en que asos permanee invariante la 2{epistasis normalizada
de una funion.
En lo que sigue, denotamos por T una transformaion ortogonal sobre funiones f : 

`
!
R, y sea O
n
(R) el grupo de matries ortogonales de orden n.
Se veria:
Proposiion 3.3.1. El onjunto de transformaiones ortogonales que dejan invariante la
2 epistasis normalizada es isomorfo al grupo O
(
`
2
)
+`+1
(R) O
2
`
 
(
`
2
)
 ` 1
(R).
Demostraion. En tanto no haya onfusion, se suprimiran los subndies en la demostraion.
Sea T 2M
2
`
(R) la matriz asoiada a una transformaion ortogonal T . La araterizaion
de la 2{epistasis normalizada de una funion f : 

`
! R; dada por (3.3) permite asegurar
que
~"

`
(T (f)) = ~"

`
(f) ,
t
TBT = B , BT = TB:
Consideremos la matriz diagonal
~
D denida en la subseion 3.1.2 (ver pagina 87), y sea
P (=P
`
) la matriz 2
`
 dimensional que veria
P
~
DP =
 
~
I
(
`
2
)
+`+1
e
O
t
e
O
b
O
!
;
donde aqu,
~
I
n
denota la matriz identidad de orden n,
e
O la matriz nula de orden

 
`
2

+ `+ 1



2
`
 
 
`
2

  `  1

y
b
O la matriz uadrada nula de orden 2
`
 
 
`
2

  `  1.
La idempotenia de las matries W y P permite armar que la relaion BT = TB es
equivalente a
P (WBW)PPWTWP = PWTWPP (WBW)P;
es deir, por la relaion (3.2),
P
~
DPPWTWP = PWTWPP
~
DP: (3.14)
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Sean
J = P
~
DP
y
S = PWTWP:
Esta matriz S se puede esribir por bloques de la siguiente forma:
S =
 
S
00
S
01
S
10
S
11
!
on S
00
matriz uadrada de orden
 
`
2

+`+1, S
01
de orden

 
`
2

+ `+ 1



2
`
 
 
`
2

  `  1

,
S
10
de orden

2
`
 
 
`
2

  `  1



 
`
2

+ `+ 1

y S
11
matriz uadrada de orden 2
`
 
 
`
2

 ` 1.
Entones, la relaion (3.14) es equivalente a JS = SJ; es deir
 
~
I
(
`
2
)
+`+1
e
O
t
e
O
b
O
! 
S
00
S
01
S
10
S
11
!
=
 
S
00
S
01
S
10
S
11
! 
~
I
(
`
2
)
+`+1
e
O
t
e
O
b
O
!
i.e.,
 
S
00
S
01
t
e
O
b
O
!
=
 
S
00
e
O
S
10
b
O
!
:
As, la transformaion ortogonal T deja invariante la 2 epistasis normalizada si y solo si
su matriz asoiada T veria la relaion:
T =WPSPW;
on
S =
 
Q
e
O
t
e
O

Q
!
;
donde Q 2 O
(
`
2
)
+`+1
(R) y

Q 2 O
2
`
 
(
`
2
)
 ` 1
(R):
Ejemplo 3.3.2.
Si ` = 3 entones
 
`
2

+ ` + 1 = 7; por lo que las matries S obtenidas en el resultado
anterior son de la forma
S =
 
Q
e
O
t
e
O 
!
on Q 2 O
7
(R) y  2 O
1
(R), es deir,  = 1.
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Si onsideramos, por ejemplo, la matriz
Q =
0
B
B
B
B
B
B
B
B
B
B
B
B

0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0
1
C
C
C
C
C
C
C
C
C
C
C
C
A
2 O
7
(R);
Entones, teniendo en uenta que en este aso P =
~
I
4
, las transformaiones ortogonales T
uyas matries asoiadas, obtenidas a partir de S =
 
Q
e
O
t
e
O 
!
; onmutan on B son dos y
tienen asoiadas las matries
1
2
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B

2 0 0 0 0 0 0 0
0 0 1  1 0 0  1  1
0 1 1 0 0  1 1 0
0  1 0 1 0  1 0  1
0 0 0 0 2 0 0 0
0 0  1  1 0 0 1  1
0  1 1 0 0 1 1 0
0  1 0  1 0  1 0 1
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
si  = 1
y
1
4
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B

3 1 1  1 1  1  1 1
1  1 1  1  1 1  1  3
1 1 1 1  1  1 3  1
 1  1 1 1 1  3  1  1
1  1  1 1 3 1 1  1
 1 1  1  3 1  1 1  1
 1  1 3  1 1 1 1 1
1  3  1  1  1  1 1 1
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
si  =  1:
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3.4 Valores extremos
En la seion 3.1 ya se ha demostrado que la 2{epistasis normalizada ~"

`
toma valores entre
0 y 1. Ahora alularemos sus valores extremos. En primer lugar, observemos que los valores
mnimo y maximo de ~"

`
(f) se orresponden, respetivamente, on el maximo y mnimo de

`
(f) =
t
f A
`
f , on A
`
= 2
`
B
`
y donde, por supuesto, 0  
`
(f)  2
`
k f k
2
. En partiular,
para funiones on vetor asoiado unitario, se tiene 0  
`
(f)  2
`
.
Para ualquier funion f : 

`
! R on vetor
t
f = (f
0
; :::; f
2
`
 1
) 2 R
2
`
, denotamos por
f
0
; f
1
: 

` 1
! R las funiones uyos respetivos vetores en R
2
` 1
son:
f
0
=
0
B
B

f
0
.
.
.
f
2
` 1
 1
1
C
C
A
; f
1
=
0
B
B

f
2
` 1
.
.
.
f
2
`
 1
1
C
C
A
: (3.15)
Asimismo, onsideremos las funiones:
g
+
= f
0
+ f
1
; g
 
= f
0
  f
1
: (3.16)
Si ademas de la forma 
`
onsideramos

`
(f) =
t
f G
`
f
y se tiene en uenta que las matries G
`
y A
`
verian las formulas de reurrenia (2.3) y
(3.1), respetivamente, entones:

`
(f) =
t
f A
`
f
=

t
f
0 t
f
1

 
A
` 1
+G
` 1
A
` 1
 G
` 1
A
` 1
 G
` 1
A
` 1
+G
` 1
! 
f
0
f
1
!
=

t
f
0 t
f
1

 
A
` 1
A
` 1
A
` 1
A
` 1
! 
f
0
f
1
!
+

t
f
0 t
f
1

 
G
` 1
 G
` 1
 G
` 1
G
` 1
! 
f
0
f
1
!
=
t
 
f
0
+ f
1

A
` 1
 
f
0
+ f
1

+
t
 
f
0
  f
1

G
` 1
 
f
0
  f
1

= 
` 1
(g
+
) + 
` 1
(g
 
): (3.17)
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Utilizando en (2.3) un razonamiento similar al empleado en (3.17) podemos armar que
las formas 
`
y 
`
verian la relaion:

`
(f) = 
` 1
(g
+
) + 
` 1
(g
 
); (3.18)
donde

`
(f) =
t
f U
`
f =
0

2
`
 1
X
k=0
f
k
1
A
2
:
Siguiendo la pauta estableida en (3.15), para ualquier funion f : 

`
! R on vetor
t
f = (f
0
; :::; f
2
`
 1
) 2 R
2
`
denotamos por f
00
; f
01
; f
10
; f
11
: 

` 2
! R las funiones uyos
respetivos vetores en R
2
` 2
son:
f
00
=
0
B
B

f
0
.
.
.
f
2
` 2
 1
1
C
C
A
; f
01
=
0
B
B

f
2
` 2
.
.
.
f
2
` 1
 1
1
C
C
A
;
f
10
=
0
B
B

f
2
` 1
.
.
.
f
2
` 1
+2
` 2
 1
1
C
C
A
; f
11
=
0
B
B

f
2
` 1
+2
` 2
.
.
.
f
2
`
 1
1
C
C
A
(3.19)
y, de forma similar a la estableida en (3.16), denotamos por g
++
, g
+ 
, g
 +
y g
  
las
funiones denidas en 

` 2
dadas por:
g
++
=
 
g
+

0
+
 
g
+

1
= f
00
+ f
01
+ f
10
+ f
11
;
g
+ 
=
 
g
+

0
 
 
g
+

1
= f
00
  f
01
+ f
10
  f
11
;
g
 +
=
 
g
 

0
+
 
g
 

1
= f
00
+ f
01
  f
10
  f
11
;
g
  
=
 
g
 

0
 
 
g
 

1
= f
00
  f
01
  f
10
+ f
11
:
3.4.1 Valor mnimo
Observese en primer lugar, que el valor mnimo teorio ~"

`
(f) = 0 {o, equivalentemente,
el maximo valor de 
`
(f){ se alanza. De heho, para ` = 2; dimV
1
2
= 4 y entones V
1
2
= R
4
.
As, para todo f 2 R
4
; se tiene
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
2
(f) =
t
f A
2
f =
t
f 4 I
2
f = 4 k f k
2
: (3.20)
Por otra parte, para ` > 2, onsideremos el vetor v
2
=
0
B
B
B
B

1
0
0
1
1
C
C
C
C
A
2 R
4
y denamos
reursivamente los vetores v
`
=
 
v
` 1
v
` 1
!
. Si f es la funion de ajuste uyo vetor asoiado
es v
`
2 R
2
`
entones {usando un argumento de induion{ es fail demostrar que 
`
(f) =
2
`
kv
`
k
2
: El aso ` = 2 se omprobo en (3.20). Supongamos que el resultado es ierto para
`  1 y demostremoslo para `:

`
(f) =
t
v
`
A
`
v
`
=

t
v
` 1
t
v
` 1

 
A
` 1
+G
` 1
A
` 1
 G
` 1
A
` 1
 G
` 1
A
` 1
+G
` 1
! 
v
` 1
v
` 1
!
= 4
t
v
` 1
A
` 1
v
` 1
= 4  2
` 1
kv
` 1
k
2
= 2
`
kv
`
k
2
;
para todo ` > 2.
De las proposiiones 2.6.1 y 3.1.12 se sigue inmediatamente que:
Teorema 3.4.1. Para ualquier funion f : 
! R, las siguientes armaiones son equiva-
lentes:
1. f es una funion de segundo orden,
2. ~"

`
(f) = 0:
3.4.2 Valor maximo
Nuestro proximo objetivo es enontrar el maximo valor de la 2{epistasis normalizada ~"

`
.
Ya se ha menionado que ~"

`
 1. No obstante, si ` > 2 y nos restringimos a funiones
no negativas on vetor asoiado unitario, entones podemos asegurar que el valor maximo
\teorio" no se alanza. De heho, el valor maximo de ~"

`
(f) es 1  2
2 `
, omo se demuestra
a ontinuaion.
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Proposiion 3.4.2. Para ualquier ` > 2 y ualquier funion de ajuste f que tome valores
no negativos on kfk = 1, se veria:
~"

`
(f)  1 
1
2
` 2
:
Demostraion. Dado que la armaion es equivalente a omprobar que 
`
(f)  4 y, teniendo
en uenta que si ` = 2 y kfk = 1; entones 
2
(f) = 4, bastara demostrar que 
`
(f)  4 para
` > 2. Para ello, observemos que, omo f es no negativa, entones
t
f
0
 f
1
 0. Ademas,
kg
+
k  1 ya que k f k = 1.
Ahora supongamos que, para algun entero positivo ` > 2 y para alguna funion f en
las hipotesis de la proposiion, se veria 
`
(f) < 4. Sea g =
g
+
kg
+
k
on vetor asoiado g
(kgk = 1). Entones,

` 1
(g) = 
` 1

g
+
kg
+
k

=
1
kg
+
k
2

` 1
(g
+
)  
` 1
(g
+
)
 
` 1
(g
+
) + 
` 1
(g
 
) = 
`
(f) < 4:
(En la segunda ineuaion se ha utilizado el heho de que G
`
es una matriz semidenida
positiva y, en onseuenia, 
` 1
(g
 
)  0).
Iterando este proedimiento se llegara a que existen funiones de ajuste no negativas f
denidas sobre 
 = f0; 1g
2
on k f k = 1 y 
2
(f) < 4, lo ual es imposible, omo ya sabemos.
Esta ontradiion demuestra la armaion.
Por ultimo, nos proponemos araterizar a las funiones no negativas on vetor asoiado
unitario y uya 2{epistasis normalizada es maxima. Equivalentemente, aquellas funiones
para las que 
`
(f) = 4 (k f k = 1).
Hemos demostrado ya en la proposiion anterior que ese valor lo alanza ualquier funion
de ajuste denida en 

2
= f0; 1g
2
. Sea ahora ` > 2 y denamos los vetores
w
+
=W
` 1
g
+
=
t

w
+
0
; w
+
1
; :::; w
+
2
` 1
 1

y
w
 
=W
` 1
g
 
=
t

w
 
0
; w
 
1
; :::; w
 
2
` 1
 1

:
Entones, utilizando la idempotenia de la matriz W
`
, por la proposiion 3.1.9 de la pagina
88 (respetivamente lema 2.3.1 de la pagina 47), 
` 1
(g
+
) (resp. 
` 1
(g
 
)) se puede reesribir
omo:

` 1
(g
+
) =
t
g
+
A
` 1
g
+
= 2
` 1 t
g
+
B
` 1
g
+
= 2
` 1 t
w
+
~
D
` 1
w
+
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= 2
` 1
8
<
:
(w
+
0
)
2
+
X
0i<` 1
(w
+
2
i
)
2
+
X
0i<j<` 1
(w
+
2
i
+2
j
)
2
9
=
;
respetivamente,

` 1
(g
 
) =
t
g
 
G
` 1
g
 
= 2
` 1 t
g
 
E
` 1
g
 
= 2
` 1 t
w
 
D
` 1
w
 
= 2
` 1
8
<
:
(w
 
0
)
2
+
X
0i<` 1
(w
 
2
i
)
2
9
=
;
: (3.21)
Ahora, teniendo en uenta que 
` 1
(g
 
)  0 y que

` 1
(g
+
) = kg
+
k
2

` 1

g
+
kg
+
k

 4 kg
+
k
2
 4;
se obtiene diretamente que el valor mnimo de 
`
(f) = 
` 1
(g
+
) + 
` 1
(g
 
) se alanza si

` 1
(g
+
) = 4 y 
` 1
(g
 
) = 0, lo que es imposible si kg
+
k > 1.
Ademas, nosotros obtenemos:
Proposiion 3.4.3. Sea f una funion de ajuste no negativa uyo vetor asoiado f 2 R
2
`
es unitario y tiene la propiedad de que kg
+
k = 1. Entones,
1. Si ` = 3; ~"

`
(f) = 1 
1
2
` 2
si, y solo si, f =
1
2
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B

1
0
0
1
0
1
1
0
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
o f =
1
2
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B

0
1
1
0
1
0
0
1
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
:
2. Si `  4 entones ~"

`
(f) < 1 
1
2
` 2
:
Demostraion. Para demostrar la primera armaion observamos que si ` = 3 entones, de
la expresion (3.21), se tiene que el unio oeiente de Walsh de w
 
no nulo debe ser !
 
3
, ya
que exigimos 
` 1
(g
 
) = 0.
Por otra parte,
t
f
0
f
1
=
2
` 1
 1
X
k=0
f
0
k
f
1
k
=
2
` 1
 1
X
k=0
f
k
f
2
` 1
+k
= 0; (3.22)
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pues kg
+
k = kfk = 1. Por supuesto, (3.22) es equivalente a
f
k
f
2
` 1
+k
= 0; para todo 0  k < 2
` 1
; (3.23)
por ser f no negativa.
Ademas, para ` = 3 y w
 
=W
2
g
 
, on kg
 
k = kg
+
k = 1, un alulo senillo demuestra
que !
 
3
= 1 o !
 
3
=  1 y, por tanto, w
 
=
t
(0; 0; 0; 1) o w
 
=
t
(0; 0; 0; 1), respetivamente.
En onseuenia,
t
g
 
= (0; 0; 0; 1)W
2
=

1
2
; 
1
2
; 
1
2
;
1
2

;
respetivamente,
t
g
 
= (0; 0; 0; 1)W
2
=

 
1
2
;
1
2
;
1
2
; 
1
2

:
Observemos que, omo todas las omponentes de g
 
= f
0
  f
1
son no nulas y f  0
entones, por (3.23) diretamente obtenemos que
t
f =

1
2
; 0; 0;
1
2
; 0;
1
2
;
1
2
; 0

o
t
f =

0;
1
2
;
1
2
; 0;
1
2
; 0; 0;
1
2

;
omo asegurabamos.
Para demostrar la segunda armaion, onsideremos primero ` = 4 y, posteriormente,
argumentaremos por induion en `.
Utilizaremos las dos siguientes relaiones de reursion de 
`
que se deduen diretamente
de (3.17) y (3.18).

`
(f) = 
` 1
(g
+
) + 
` 1
(g
 
)
= 
` 1
(g
+
) + 
` 2
(g
 +
) + 
` 2
(g
  
) (3.24a)
y

`
(f) = 
` 1
(g
+
) + 
` 1
(g
 
)
= 
` 2
(g
++
) + 
` 2
(g
+ 
) + 
` 1
(g
 
): (3.24b)
Estamos interesados en las funiones de ajuste on 
4
(f) = 4. Usando la formula re-
urrente de 
`
dada en (3.24a), el mismo argumento que el empleado en el aso ` = 3 nos
ondue a que 
3
(g
+
) = 4, on kg
+
k = 1, y que 
3
(g
 
) = 0, de donde se dedue que
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2
(g
 +
) = 
2
(g
  
) = 0. Por tanto, obviamente, g
+
es uno de los vetores dados en la
primera parte de la proposiion. Es deir,
t
g
+
=
1
2
(1; 0; 0; 1; 0; 1; 1; 0)
o
t
g
+
=
1
2
(0; 1; 1; 0; 1; 0; 0; 1) :
Comenzamos on el aso en que
t
g
+
=
1
2
(1; 0; 0; 1; 0; 1; 1; 0).
Como 
2
(g
 +
) = 0 (lo que equivale a que g
 +
2 V
0
2
) entones g
 +
es un multiplo del
vetor (1; 1; 1; 1). Por ello, los unios valores posibles para el vetor g
 
son:
g
 
= 
t
(1=2; 0; 0; 1=2; 0; 1=2; 1=2; 0):
Entones, en el primer aso g
  
=
t
(1=2; 1=2; 1=2; 1=2), mientras que en el segundo
g
  
=
t
( 1=2; 1=2; 1=2; 1=2). En ambos asos se veria:

2
(g
  
) =
t
g
  
U
2
g
  
=
 
3
X
k=0
g
  
k
!
2
= 4
y, por tanto, el valor mnimo de 
4
no se alanza, i.e., 
4
> 4.
De forma similar, si
t
g
+
=
1
2
(0; 1; 1; 0; 1; 0; 0; 1), se obtienen los mismos valores para el
vetor g
  
.
Esto naliza la demostraion del aso ` = 4.
Finalmente, para `  4; iterando el proeso dado por (3.24b), y onsiderando las funiones
g
p
z }| {
+   +
=
0
B

g
p 1
z }| {
+   +
1
C
A
0
+
0
B

g
p 1
z }| {
+   +
1
C
A
1
;
y
g
p 1
z }| {
+   +  
=
0
B

g
p 1
z }| {
+   +
1
C
A
0
 
0
B

g
p 1
z }| {
+   +
1
C
A
1
obtenemos que

`
(f) = 
` 1
(g
+
) + 
` 1
(g
 
)
= 
` 2
(g
++
) + 
` 2
(g
+ 
) + 
` 1
(g
 
)
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= 
` 3
(g
+++
) + 
` 3
(g
++ 
) + 
` 2
(g
+ 
) + 
` 1
(g
 
)
.
.
.
= 
4
(g
` 4
z }| {
+   +
) +
` 4
X
k=1

` k
(g
k 1
z }| {
+   +  
) > 4;
ya que 
4
> 4 y 
` k
 0, para todo k.
Esto naliza la demostraion.
Captulo 4
Epistasis superior
4.1 Epistasis de orden superior
Como se ha omentado ya, en el analisis de la diultad que presenta una funion para
ser optimizada por un Algoritmo Genetio, se ha demostrado empriamente que la epistasis
normalizada es un buen estimador (ver [20℄ o [34℄, por ejemplo). Ademas, los resultados
obtenidos en la seion 2.4 pareen indiar que el orden de la funion objetivo es un buen
omplemento para medir esta diultad.
En esta seion deniremos un nuevo estimador de la diultad de una funion que, a su
vez, proporiona informaion sobre el orden de la misma. Una generalizaion del entramado
algebraio de la epistasis normalizada onduira al onepto de la k-epistasis normalizada.
4.1.1 Las matries G
`;k
Este apartado se dedia a la onstruion de un onjunto de matries G
`;k
, siendo ` y k
enteros no negativos. Las introduimos de forma indutiva y, posteriormente, alulamos la
expresion explita de sus elementos.
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Para `  0 y k = 0,
G
`;0
=
0
B
B

1 : : : 1
.
.
.
.
.
.
.
.
.
1 : : : 1
1
C
C
A
= U
`
2M
2
`
(Z):
Cuando k  1 y ` = 0
G
0;k
= (1) 2M
1
(Z)
y, si `  1, se dene de forma reursiva:
G
`;k
=
 
G
` 1;k
+G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
+G
` 1;k 1
!
2M
2
`
(Z): (4.1)
Por la onstruion de la matriz G
`;k
, es fail ver que, para k  `:
G
`;k
= 2
`
I
`
; (4.2)
donde I
`
, omo siempre, denota la matriz identidad 2
`
-dimensional.
En el aso en que k < ` se veria:
Proposiion 4.1.1. Para ` > k, la matriz G
`;k
=

g
`;k
st

0s;t<2
`
esta dada por:
g
`;k
st
=
k
X
j=0
( 1)
j
2
k j

`  1  k + j
j

`  d
`
st
k   j

:
Demostraion. Se realizara por induion en el valor de `. Para ` = 1 el resultado es evidente.
Se supone que la expresion es valida para `, y se demostrara para `+ 1.
Por (4.1), si s; t 2

0; :::; 2
`
  1
	
o s; t 2

2
`
; :::; 2
`+1
  1
	
se tiene:
g
`+1;k
st
= g
`;k
st
+ g
`;k 1
st
;
siendo:
g
`;k 1
st
=
k 1
X
j=0
( 1)
j
2
k 1 j

`  k + j
j

`  d
`
st
k   1  j

= 2
k 1
X
j=0
( 1)
j
2
k 1 j

`  k + j
j

`  d
`
st
k   1  j

 
k 1
X
j=0
( 1)
j
2
k 1 j

`  k + j
j

`  d
`
st
k   1  j

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=
k 1
X
j=0
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   1  j

+
k 1
X
j=0
( 1)
j+1
2
k 1 j

`  k + j
j

`  d
`
st
k   1  j

=
k 1
X
j=0
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   1  j

+
k
X
j=1
( 1)
j
2
k j

`  1  k + j
j   1

`  d
`
st
k   j

:
Entones,
g
`+1;k
st
= g
`;k
st
+ g
`;k 1
st
=
k
X
j=0
( 1)
j
2
k j

`  1  k + j
j

`  d
`
st
k   j

+
k
X
j=1
( 1)
j
2
k j

`  1  k + j
j   1

`  d
`
st
k   j

+
k 1
X
j=0
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   1  j

= 2
k

`  d
`
st
k

+
k
X
j=1
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   j

+
k 1
X
j=0
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   1  j

= 2
k

`  d
`
st
k

+
k 1
X
j=1
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   j

+( 1)
k

`
k

+ 2
k

`  d
`
st
k   1

+
k 1
X
j=1
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   1  j

= 2
k

`+ 1  d
`
st
k

+
k 1
X
j=1
( 1)
j
2
k j

`  k + j
j

`+ 1  d
`
st
k   j

+ ( 1)
k

`
k

=
k
X
j=0
( 1)
j
2
k j

`  k + j
j

`+ 1  d
`
st
k   j

:
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Ademas, en este aso, d
`+1
st
= d
`
st
, por lo que:
g
`+1;k
st
=
k
X
j=0
( 1)
j
2
k j

`  k + j
j

`+ 1  d
`+1
st
k   j

:
Por otra parte, si s 2

0; :::; 2
`
  1
	
; t 2

2
`
; :::; 2
`+1
  1
	
:
g
`+1;k
st
= g
`;k
st
  g
`;k 1
st
=
k
X
j=0
( 1)
j
2
k j

`  1  k + j
j

`  d
`
st
k   j

 
k 1
X
j=0
( 1)
j
2
k 1 j

`  k + j
j

`  d
`
st
k   1  j

=
k
X
j=0
( 1)
j
2
k j

`  1  k + j
j

`  d
`
st
k   j

 
k
X
j=1
( 1)
j+1
2
k j

`  1  k + j
j   1

`  d
`
st
k   j

=
k
X
j=0
( 1)
j
2
k j

`  1  k + j
j

`  d
`
st
k   j

+
k
X
j=1
( 1)
j
2
k j

`  1  k + j
j   1

`  d
`
st
k   j

= 2
k

`  d
`
st
k

+
k
X
j=1
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   j

=
k
X
j=0
( 1)
j
2
k j

`  k + j
j

`  d
`
st
k   j

:
Teniendo en uenta que ahora d
`
st
= d
`+1
st
  1 se obtiene:
g
`+1;k
st
=
k
X
j=0
( 1)
j
2
k j

`  k + j
j

`+ 1  d
`+1
st
k   j

:
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4.1.2 Propiedades algebraias
Lema 4.1.2. Para 0  k  `, la matriz G
`;k
veria:
X
0s;t<2
`
g
`;k
st
= 2
2`
: (4.3)
Demostraion. La demostraion se realizara por induion en `. Si ` = 0, G
0;0
= (1), por lo
que el resultado es evidente. Supongamos que se veria para `  1 y demostremosla para `.
El uso de (4.1) permite esribir
X
0s;t<2
`
g
`;k
st
= 4
X
0s;t<2
` 1
g
` 1;k
st
= 4  2
2(` 1)
= 2
2`
:
Para determinar el rango de G
`;k
, observemos que la relaion (4.2) proporiona dire-
tamente que Rg G
`;k
= 2
`
si `  k. En el aso ` > k observemos, en primer lugar, que
Rg G
`;0
= 1 y, uando k  1, el uso de transformaiones elementales permite armar que
G
`;k
es equivalente a
 
G
` 1;k
O
` 1
O
` 1
G
` 1;k 1
!
; (4.4)
siendo O
` 1
=
0
B
B

0 : : : 0
.
.
.
.
.
.
.
.
.
0 : : : 0
1
C
C
A
2M
2
` 1
(Z), de lo que se dedue:
Rg G
`;k
= Rg G
` 1;k
+Rg G
` 1;k 1
: (4.5)
Entones:
Proposiion 4.1.3. Para ` > k  0 se veria:
Rg G
`;k
=
k
X
j=0

`
j

:
Demostraion. La onstruion de G
`;k
permite rear un diagrama de tipo arbol que ayuda
a alular su rango en funion del rango de las matries G
|;i
, on i  k y |  `:
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G
`;k
G
` 1;k 1
G
` 1;k
G
` 2;k 2
G
` 2;k 1
G
` 2;k
.
.
.
.
.
.
.
.
.
.
.
.
G
` k;0
: : : G
` k;k 2
G
` k;k 1
G
` k;k
G
` k 1;0
: : : G
` k 1;k 2
G
` k 1;k 1
G
` k 1;k
.
.
.
.
.
.
.
.
.
.
.
.
G
0;0
: : : G
0;k 2
G
0;k 1
G
0;k
Usando reursivamente (4.5) tenemos
Rg G
`;k
= Rg G
` 1;k
+Rg G
` 1;k 1
= Rg G
` 2;k
+ 2 Rg G
` 2;k 1
+Rg G
` 2;k 2
.
.
.
=
k
X
j=0

`
`  j

Rg G
0;k j
=
k
X
j=0

`
j

:
Proposiion 4.1.4. La matriz G
`;k
(`  k  0) veria (G
`;k
)
2
= 2
`
G
`;k
.
Demostraion. Realizaremos la demostraion por induion en el valor de k.
Si k = 0, G
`;0
=
0
B
B

1 : : : 1
.
.
.
.
.
.
.
.
.
1 : : : 1
1
C
C
A
, por lo que es evidente que se umple la relaion para todo
`  0.
Supongamos que se veria la propiedad para 1; :::; k   1 y para ualquier `  0. Demos-
traremos el resultado para k, y ualquier `  0, por induion en `.
Para ` = 0, G
0;0
= (1), por lo que el resultado es obviamente ierto. Se supone ahora que
(G
` 1;k
)
2
= 2
` 1
G
` 1;k
, y se demostrara para G
`;k
.
G
2
`;k
=
 
G
` 1;k
+G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
+G
` 1;k 1
!
2
=
 
2G
2
` 1;k
+ 2G
2
` 1;k 1
2G
2
` 1;k
  2G
2
` 1;k 1
2G
2
` 1;k
  2G
2
` 1;k 1
2G
2
` 1;k
+ 2G
2
` 1;k 1
!
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= 2
 
G
2
` 1;k
+G
2
` 1;k 1
G
2
` 1;k
 G
2
` 1;k 1
G
2
` 1;k
 G
2
` 1;k 1
G
2
` 1;k
+G
2
` 1;k 1
!
= 2
 
2
` 1
[G
` 1;k
+G
` 1;k 1
℄ 2
` 1
[G
` 1;k
 G
` 1;k 1
℄
2
` 1
[G
` 1;k
 G
` 1;k 1
℄ 2
` 1
[G
` 1;k
+G
` 1;k 1
℄
!
= 2  2
` 1
 
G
` 1;k
+G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
+G
` 1;k 1
!
= 2
`
G
`;k
:
Al igual que sueda on la 2{epistasis, de este resultado se sigue diretamente:
Corolario 4.1.5. Los autovalores de la matriz G
`;k
son 0 y 2
`
.
Si para ` y k enteros no negativos se onsidera la matriz 2
`
{dimensional on oeientes
raionales dada por E
`;k
=
1
2
`
G
`;k
entones, de esta relaion, se dedue inmediatamente que
E
`;k
es simetria e idempotente, lo que implia que sus autovalores son 0 y 1.
Analogamente a omo se haa en la pagina 87, dados 0  k  `, denotamos ahora por V
0
`;k
y V
1
`;k
los espaios de autovetores en R
2
`
orrespondientes, respetivamente, a los autovalores
0 y 1 de E
`;k
.
Entones R
2
`
= V
0
`;k
 V
1
`;k
, siendo V
0
`;k
= ker (E
`;k
) y V
1
`;k
= Im (E
`;k
). Ademas,
dim V
1
`;k
=
k
X
j=0

`
j

y
dim V
0
`;k
= 2
`
 
k
X
j=0

`
j

=
`
X
j=k+1

`
j

:
Asimismo, para `; k  0, denotamos por D
`;k
a la matriz diagonal enM
2
`
(Z) que deni-
mos omo sigue:
 D
`;0
es la matriz uyos elementos son todos nulos, exepto d
00
= 1;
 para ` > k > 0; los unios elementos no nulos deD
`;k
, d
ss
= 1, estan situados en las las
s = 0, s = 2
i
1
, on 0  i
1
< `, s = 2
i
1
+2
i
2
, on 0  i
1
< i
2
< `,..., s = 2
i
1
+2
i
2
+:::+2
i
k
,
on 0  i
1
< i
2
< ::: < i
k
< `,
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 para k  ` > 0; D
`;k
= I
`
.
Observaion: la matriz
~
D
`
onsiderada en la pagina 87 es el aso partiular on k = 2 de
las matries D
`;k
.
Si `  k > 0, las matries D
`;k
se pueden onstruir por reurrenia. En efeto,
Proposiion 4.1.6. Para `  k > 0 se veria:
D
`;k
=
 
D
` 1;k
O
` 1
O
` 1
D
` 1;k 1
!
;
donde, omo siempre, O
` 1
denota la matriz nula 2
` 1
{dimensional.
Ahora no es difil omprobar que:
Proposiion 4.1.7. Para ualquier `  0 se veria:
W
`
E
`;k
W
`
= D
`;k
:
Demostraion. Si k  `, el resultado es onseuenia inmediata de la idempotenia de W
`
:
Si ` > k, el resultado se probara por induion en k.
Para k = 0
W
`
E
`;0
W
`
= 2
 
`
2
V
`
2
 `
G
`;0
2
 
`
2
V
`
= 2
 2`
V
`
0
B
B

1 : : : 1
.
.
.
.
.
.
.
.
.
1 : : : 1
1
C
C
A
V
`
= 2
 `
0
B
B
B
B
B

1 : : : 1
0 : : : 0
.
.
.
.
.
.
.
.
.
0 : : : 0
1
C
C
C
C
C
A
V
`
= D
`;0
:
Supongamos que hasta k, para todo ` > k, W
`
E
`;k
W
`
= D
`;k
. Demostraremos, por
induion en el valor de `, la igualdad para k + 1.
Si ` = 1 entones k = 0 y el resultado se redue al aso anterior. Ahora, supuesto ierto
hasta `, se demuestra para `+1. Para ello, teniendo en uenta las relaiones de reursividad
de G
`;k
y W
`
, dadas por (4.1) y (2.6) (ver pagina 47) respetivamente, tenemos:
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W
`+1
E
`+1;k+1
W
`+1
= 2
 
1
2
 
W
`
W
`
W
`
 W
`
!
2
 (`+1)
G
`+1;k+1
2
 
1
2
 
W
`
W
`
W
`
 W
`
!
= 2
 (`+2)
" 
W
`
W
`
W
`
 W
`
! 
G
`;k+1
G
`;k+1
G
`;k+1
G
`;k+1
! 
W
`
W
`
W
`
 W
`
!
+
 
W
`
W
`
W
`
 W
`
! 
G
`;k
 G
`;k
 G
`;k
G
`;k
! 
W
`
W
`
W
`
 W
`
!#
= 2
 (`+2)
" 
2W
`
G
`;k+1
2W
`
G
`;k+1
O
`
O
`
! 
W
`
W
`
W
`
 W
`
!
+
 
O
`
O
`
2W
`
G
`;k
 2W
`
G
`;k
! 
W
`
W
`
W
`
 W
`
!#
= 2
 (`+2)
" 
4W
`
G
`;k+1
W
`
O
`
O
`
O
`
!
+
 
O
`
O
`
O
`
4 W
`
G
`;k
W
`
!#
=
 
2
 `
W
`
G
`;k+1
W
`
O
`
O
`
2
 `
W
`
G
`;k
W
`
!
=
 
W
`
E
`;k+1
W
`
O
`
O
`
W
`
E
`;k
W
`
!
=
 
D
`;k+1
O
`
O
`
D
`;k
!
= D
`+1;k+1
:
El siguiente resultado proporiona una base para V
1
`;k
.
Proposiion 4.1.8. Para ualquier entero positivo `, el onjunto formado por los vetores
olumna de la matriz W
`
situados en las posiiones i = 0, i = 2
j
1
+ ::: + 2
j
p
, 0  j
1
< ::: <
j
p
< `, on 1  p  k, es una base para V
1
`;k
.
Demostraion. Dada la base anonia de R
2
`
, fe
i
; 0  i < 2
`
g, onsideramos el onjunto
formado por los vetores w
m
=W
`
e
m
; on m = 0, m = 2
j
1
+ :::+ 2
j
p
, 0  j
1
< ::: < j
p
< `,
para ada p tal que 1  p  k.

Este es laramente un onjunto de vetores linealmente
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independientes, y omo su ardinal
P
k
i=0
 
`
i

oinide on la dimension de V
1
`;k
, solo falta
demostrar que ada uno de esos vetores pertenee a V
1
`;k
= Im(E
`;k
).
El heho de que, por la deniion de D
`;k
, se verique que e
m
= D
`;k
e
m
, para todo
m 2 f0; 2
j
1
+ ::: + 2
j
p
; 0  j
1
< ::: < j
p
< `; 1  p  kg, junto on la idempotenia de W
`
,
ondue a:
w
m
= W
`
e
m
=W
`
D
`;k
e
m
= W
`
D
`;k
W
`
W
`
e
m
= W
`
D
`;k
W
`
w
m
= E
`;k
w
m
;
lo que onluye la demostraion.
4.1.3 k{epistasis
Deniion 4.1.9. Dada una funion f : 

`
! R, la k-epistasis normalizada (k  `) se
dene omo:
"

`;k
(f) = 1 
t
f E
`;k
f
t
f f
= 1 
1
2
`
t
f G
`;k
f
t
f f
: (4.6)
Como E
`;k
es una proyeion ortogonal entones, al igual que para la epistasis y la 2{
epistasis normalizadas, 0  "

`;k
(f)  1. De heho, ambas son asos partiulares de este nuevo
estimador.
El valor mnimo teorio "

`;k
(f) = 0 se alanza uando f = E
`;k
f, es deir, uando f 2 V
1
`;k
.
Por ejemplo, si para ualesquiera enteros `; k (0  k  `), se onsidera la funion u, on
vetor asoiado u =
t
(1; :::; 1) 2 R
2
`
y si se tiene en uenta (4.3) (ver pagina 125), entones
se veria
"

`;k
(u) = 1 
1
2
`
t
uG
`;k
u
t
uu
= 1 
1
2
`
P
0s;t<2
`
g
`;k
st
2
`
= 1 
2
2`
2
2`
= 0:
El alulo pratio de la k{epistasis normalizada se puede realizar en funion de los
oeientes de Walsh de la funion:
Proposiion 4.1.10. Sea f : 

`
! R una funion on oeientes de Walsh w
0
; : : : ; w
2
`
 1
,
entones la k{epistasis normalizada de f toma el valor:
"

`;k
(f) = 1 
w
2
0
+
P
0i<`
w
2
2
i
+ :::+
P
0i
1
<:::<i
k
<`
w
2
2
i
1
+:::+2
i
k
P
0j<2
`
w
2
j
: (4.7)
k{epistasis normalizada de algunas funiones 131
Demostraion: Omitiremos los subndies en la demostraion.
Se veria, por ser W simetria e idempotente,
t
f f =
t
(Ww) (Ww) =
t
w
t
WWw =
t
ww:
Por otra parte, omo onseuenia de la proposiion 4.1.7, tenemos
t
fE f =
 
t
w
t
W

E (Ww) =
t
wDw;
y, por tanto, por (4.6),
"

(f) = 1 
t
f E f
t
f f
= 1 
t
wDw
t
ww
:
4.2 k{epistasis normalizada de algunas funiones
4.2.1 Funion de Dira
Al igual que en la subseion 3.2.1, onsideramos la funion de Dira Æ
0
, uyo vetor
asoiado es:
Æ
0
=
0
B
B
B
B
B

1
0
.
.
.
0
1
C
C
C
C
C
A
y su vetor de Walsh es
w =W Æ
0
= 2
 `=2
0
B
B

1
.
.
.
1
1
C
C
A
:
As, w
s
= 2
 `=2
para todo s 2 

`
y kwk = 1. Entones el valor de la k{epistasis normalizada
es:
"

`;k
(Æ
0
) = 1 
w
2
0
+
k
P
j=1
 
P
0i
1
<:::<i
j
<`
w
2
2
i
1
+:::+2
i
j
!
kwk
2
= 1 
0

1 +
k
X
j=1

`
j

1
A

2
 `=2

2
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= 1 
k
P
j=0
 
`
j

2
`
:
Claramente, jado k, a medida que ` aumenta, "

`;k
(Æ
0
) tiende a 1, omo era de esperar.
Reproamente, jado `, a medida que aumenta k, la k{epistasis normalizada sobre 

`
disminuye. En la tabla 4.1 se reogen, a modo de ejemplo, los valores obtenidos para las
longitudes ` = 10, 11, 12 y 13 de las k{epistasis orrespondientes.
k{epistasis ` = 10 ` = 11 ` = 12 ` = 13
0 0.9902 0.9995 0.9997 0.9998
1 0.9892 0.9941 0.9968 0.9982
2 0.9453 0.9672 0.9807 0.9887
3 0.8281 0.8867 0.927 0.9538
4 0.623 0.7255 0.8061 0.8665
5 0.3769 0.5 0.6127 0.7094
6 0.1718 0.2744 0.3872 0.5
7 0.0546 0.1132 0.1938 0.2905
8 0.0107 0.0327 0.0729 0.1334
9 0.0009 0.0058 0.0192 0.0461
10 0 0.0004 0.0031 0.0112
11 0 0 0.0002 0.0017
12 0 0 0 0.0001
13 0 0 0 0
Tabla 4.1: k{epistasis de la funion de Dira.
En las uatro longitudes se observa que las epistasis de orden bajo toman valores muy
altos, indiando as una gran diultad de la funion.
4.2.2 Funiones Camello
Tambien ahora estudiamos las funiones amello onsideradas ya en la subseion 3.2.2. Al
igual que entones (y sin perdida de generalidad) onsideramos la funion amello  denida
por (0:::0) = (1:::1) = 1, y (t) = 0 para los demas valores de t en 

`
. As, la representaion
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vetorial de  (= Æ
0
+ Æ
2
`
 1
) es:
 =
0
B
B
B
B
B
B
B

1
0
.
.
.
0
1
1
C
C
C
C
C
C
C
A
y por (3.5), para ada s 2 

`
:
w
s
= 2
 `=2

1 + ( 1)
u(s)

:
donde, omo siempre, u(s) es el numero de bits no nulos en s. En partiular:
w
0
= 2  2
 `=2
y
w
2
i
1
+:::+2
i
q
=
8
<
:
2  2
 `=2
si q es par
0 si q es impar.
(4.8)
Nota: Como onseuenia de (4.8) se tiene que si ` es par, la funion  es de orden `, mientras
que si es impar, su orden `  1.
El valor de la k{epistasis normalizada (k  `) es:
"

`;k
() = 1 
w
2
0
+
k
P
j=1
 
`
j

w
2
2
i
1
+:::+2
i
j
kwk
2
= 1 
w
2
0
+
m
P
j=1
 
`
2j

w
2
2
i
1
+:::+2
i
2j
kwk
2
= 1 
 
2  2
 `=2

2
+
m
P
j=1
 
`
2j
  
2  2
 `=2

2
1
2
+ 1
2
= 1 
m
P
j=0
 
`
2j

2
` 1
;
donde m es el mayor entero tal que 2m  k.
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4.2.3 Funiones uasi-amello
Introduimos a ontinuaion una funion que usaremos en el apendie C, que denomina-
mos funion uasi-amello, d; denida sobre adenas de 

`
as: d(0:::00) = d(1:::10) = 1, y
d(t) = 0 para los demas valores de t. La representaion vetorial de d es:
d =
0
B
B
B
B
B
B
B
B
B
B

1
0
.
.
.
0
1
0
1
C
C
C
C
C
C
C
C
C
C
A
:
Por la relaion entre w y d se tiene, para ada s = (s
` 1
; :::; s
1
; s
0
) 2 

`
w
s
= (w)
s
= (Wd)
s
= 2
 `=2
( 
0:::00
(s) +  
1:::10
(s))
= 2
 `=2

( 1)
0s
+ ( 1)
(2
`
 2)s

= 2
 `=2

1 + ( 1)
u(s
` 1
;:::;s
1
)

;
donde u(s
` 1
; :::; s
1
) denota el numero de bits no nulos en la subadena (s
` 1
; :::; s
1
) de s. En
partiular:
w
0
= 2
 `=2
 
1 + ( 1)
0

= 2  2
 `=2
y los oeientes de Walsh de orden 1 son
w
2
0
= 2
 `=2
 
1 + ( 1)
0

= 2  2
 `=2
y, si i 6= 0;
w
2
i
= 2
 `=2
 
1 + ( 1)
1

= 0:
En general, para 2  j  ` y 1  i
1
< ::: < i
j 1
< `;
w
2
0
+2
i
1
+:::+2
i
j 1
=
8
<
:
0 si j es par;
2  2
 `=2
si j es impar:
y, si 1  i
1
< ::: < i
j
< `;
w
2
i
1
+:::+2
i
j
=
8
<
:
2  2
 `=2
si j es par;
0 si j es impar:
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De esta forma, se puede asegurar que existen
 
` 1
j

oeientes de orden j no nulos si j
es par y
 
` 1
j 1

oeientes de orden j no nulos si j es impar.
Finalmente, el valor de la k{epistasis normalizada de la funion uasi-amello es:
"

`;k
(d) =
8
>
>
>
>
<
>
>
>
>
>
:
1  2
 `+1
(
2
m 1
P
j=0
 
` 1
2j

+
 
` 1
2m

)
si k = 2m,
1  2
 `+2
m
P
j=0
 
` 1
2j

si k = 2m+ 1.
4.2.4 Funiones de Ponderaion
En este apartado se alula la k{epistasis normalizada de las llamadas funiones de pon-
deraion ya desritas en la subseion 3.2.3. Para ello se generaliza la expresion que ha
permitido alular los oeientes de Walsh de segundo orden para este tipo de funiones
(ver pagina 94).
En primer lugar reordemos que el valor del oeiente de Walsh de orden 0 de una funion
de ponderaion f (alulado en [33℄) es
w
0
= 2
 
`
2
`
X
u=0

`
u

h(u): (4.9)
donde h es la funion asoiada a f , i.e., f(s) = h(u(s)), s 2 

`
y u(s) es el numero de unos
de s.
Ahora nosotros tenemos.
Proposiion 4.2.1. Si f es una funion de ponderaion, sus oeientes de Walsh w
t
, on
t = 2
i
1
+ :::+ 2
i
p
, 0  i
1
< ::: < i
p
< ` son:
w
2
i
1
+:::+2
i
p
= 2
 
`
2
`
X
u=0
2
4
p
X
j=0
( 1)
j

p
j

`  p
u  j

3
5
h(u):
Demostraion. La demostraion para p = 1 puede verse en [33℄ (nosotros hemos inluido la
expresion de w
2
i
en la formula (3.6) de la pagina 94).
Como hipotesis de induion se onsidera ierto el resultado para el aso p y se omprobara
para p+ 1.
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Para ello onsideramos el esquema H = #:::#
i
p+1
#
0 #:::#
i
p
#
0#:::#
i
1
#
0#:::#, uyo valor medio
es:
f(H) =
1
2
` (p+1)
X
s2H
f(s) = 2
 (` (p+1))
` (p+1)
X
u=0

`  (p+ 1)
u

h(u)
= 2
 (` (p+1))
`
X
u=0

`  (p+ 1)
u

h(u):
Por otra parte, de (2.12) (ver pagina 50) y de (4.9), utilizando la hipotesis de induion,
tenemos:
w
2
i
1
+:::+2
i
p+1
= 2
`
2
f(H) 
2
4
w
0
+
p
X
q=1
X
1
1
<:::<
q
<p+1
w
2
i

1
+:::+2
i

q
3
5
= 2
`
2
f(H) 
2
4
w
0
+
p
X
q=1

p+ 1
q

w
2
i
1
+:::+2
i
q
3
5
= 2
`
2
2
 `+(p+1)
`
X
u=0

`  (p+ 1)
u

h(u)   2
 
`
2
`
X
u=0

`
u

h(u)
 2
 
`
2
p
X
q=1

p+ 1
q

`
X
u=0
2
4
q
X
j=0
( 1)
j

q
j

`  q
u  j

3
5
h(u)
= 2
 
`
2
`
X
u=0
2
p+1

`  (p+ 1)
u

h(u)
 2
 
`
2
p
X
q=0

p+ 1
q

`
X
u=0
2
4
q
X
j=0
( 1)
j

q
j

`  q
u  j

3
5
h(u)
= 2
 
`
2
`
X
u=0
(u)h(u);
donde
(u) = 2
p+1

`  (p+ 1)
u

 
p
X
q=0

p+ 1
q

q
X
j=0
( 1)
j

q
j

`  q
u  j

:
Puesto que

`  q
u  j

=
p+1 q
X
i=0

p+ 1  q
i

`  (p+ 1)
u  j   i

;
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se tiene:
(u) = 2
p+1

`  (p+ 1)
u

 
p
X
q=0

p+ 1
q

2
4
q
X
j=0
( 1)
j

q
j

p+1 q
X
i=0

p+ 1  q
i

`  (p+ 1)
u  j   i

3
5
= 2
p+1

`  (p+ 1)
u

 
p
X
q=0

p+ 1
q

2
4
q
X
j=0
( 1)
j

q
j

j+p+1 q
X
r=j

p+ 1  q
r   j

`  (p+ 1)
u  r

3
5
=
p+1
X
r=0
(u; r)

`  (p+ 1)
u  r

;
donde,
i) si r = 0,
(u; 0) = 2
p+1
 
p
X
q=0

p+ 1
q

=

p+ 1
p+ 1

= 1;
ii) si r > 0, el lema B.3.2 permite armar que
(u; r) =  
p
X
q=0

p+ 1
q

2
4
q
X
j=0
( 1)
j

q
j

p+ 1  q
r   j

3
5
= ( 1)
r

p+ 1
r

:
As
(u) =
p+1
X
r=0
(u; r)

`  (p+ 1)
u  r

=
p+1
X
r=0
( 1)
r

p+ 1
r
 
`  (p+ 1)
u  r

y, nalmente,
w
2
i
1
+:::+2
i
p
+2
i
p+1
= 2
 
`
2
`
X
u=0
(u)h(u) = 2
 
`
2
`
X
u=0
"
p+1
X
r=0
( 1)
r

p+ 1
r

`  (p+ 1)
u  r

#
h(u);
omo se quera demostrar.
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Corolario 4.2.2. Para ualesquiera 0  i
1
< i
2
< ::: < i
p
< `, se veria:
w
2
i
1
+2
i
2
+:::+2
i
p
= w
2
0
+2
1
+:::+2
p 1
= w
2
p
 1
:
Corolario 4.2.3. La k{epistasis normalizada de una funion de ponderaion f : 

`
! R
esta dada por:
"

`;k
(f) =
`
P
i=k+1

`
i

w
2
2
i
 1
`
P
i=0

`
i

w
2
2
i
 1
:
Demostraion. Es onseuenia direta de la expresion (4.7) de la pagina 130 junto on el
orolario 4.2.2 y el heho de que kwk
2
=
`
P
i=0

`
i

w
2
2
i
 1
.
En efeto:
"

`;k
(f) = 1 
P
0i
1
<:::<i
k
<`
w
2
2
k
 1
P
0j<2
`
w
2
j
= 1 
k
P
i=0

`
i

w
2
2
i
 1
`
P
i=0

`
i

w
2
2
i
 1
=
`
P
i=k+1

`
i

w
2
2
i
 1
`
P
i=0

`
i

w
2
2
i
 1
:
4.2.5 Funiones Royal Road generalizadas
El alulo de la k{epistasis normalizada de las funiones Funiones Royal Road generali-
zadas resulta ahora senillo, si tenemos en uenta que en la seion 3.2.4 se alularon todos
los oeientes de Walsh. Ademas, por el orolario 3.2.2 de la pagina 100 se veria:
X
0i
1
<:::<i
j
<2
n
w
2
2
i
1
+:::+2
i
j
=

2
m
j

2
n m
!
2
;
donde ! = 2
m+2
n 1
 2
m
(ver pagina 96). As:
w
2
0
+
k
X
j=1
2
4
X
0i
1
<:::<i
j
<2
n
w
2
2
i
1
+:::+2
i
j
3
5
= 2
2n 2m
w
2
+
k
X
j=1

2
m
j

2
n m
!
2
= 2
n m
!
2
2
4
2
n m
+
k
X
j=1

2
m
j

3
5
;
en donde se ha utilizado el valor de w
0
alulado en (3.7).
k{epistasis normalizada de algunas funiones 139
Finalmente, teniendo en uenta el valor de k<
n
m
k
2
dado en la proposiion 3.2.3, nosotros
tenemos:
"

2
n
;k
(<
n
m
) = 1 
2
n m
+
k
P
j=1
 
2
m
j

2
n m
+ 2
2
m
  1
=
2
2
m
 
k
P
j=0
 
2
m
j

2
n m
+ 2
2
m
  1
=
2
m
P
j=k+1
 
2
m
j

2
n m
+ 2
2
m
  1
:
4.2.6 Funiones Template
Para la obtenion de la k{epistasis normalizada de las funiones Template se proedera
a alular sus oeientes de Walsh. Dado que los oeientes de ordenes 0, 1 y 2 ya se han
alulado (seiones 2.3.2 y 3.2.5), en esta apartado vamos a alular los restantes.
Como ya se ha omentado en la seion 2.4, la funion Template T
n
`
: 

`
! R es de orden
n y se puede obtener omo suma de las funiones simples 
k
de orden n, siendo:

k
: 

n
! R; 
k
(s
k
; :::; s
k+n 1
) =
(
1 si s
k
= ::: = s
k+n 1
= 1;
0 en otro aso.
Para alular los oeientes de Walsh asoiados a T
n
`
se obtendran, en primer lugar, los
asoiados a las funiones 
k
. Manteniendo las notaiones de la subseion 3.2.5, denotamos
por w
(
k
)2
i
1
+:::+2
i
p
a los itados oeientes y por 
k
al onjunto de ndies fk; :::; k +n  1g
(0  k  `  n). Se veria:
Proposiion 4.2.4. Para 1  k  `, los oeientes de Walsh de orden k, asoiados a 
k
toman el valor:
w
(
k
)2
i
1
+:::+2
i
p
=
(
( 1)
p
2
` 2n
2
si fi
1
; :::; i
p
g  
k
,
0 en otro aso.
Demostraion. Se realizara por induion en los valores de p.
El aso p = 1 se demostro en la seion 3.2.5. Supongamos ahora el resultado ierto para
p   1 y demostremoslo para p. El oeiente w
(
k
)2
i
1
+:::+2
i
p
de orden p se alulara on la
relaion
w
(
k
)2
i
1
+:::+2
i
p
= 2
`
2

k
(H
i
1
:::i
p
) 
0

p 1
X
q=1
X
0
1
<:::<
q
p
w
(
k
)2
i

1
+:::+2
i
q
1
A
 w
(
k
)0
;
siendo H
i
1
:::i
p
= #:::#
i
p
#
0#:::#
i
1
#
0#:::#.
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Si fi
1
; :::; i
p
g  
k
entones 
k
(H
i
1
:::i
p
) = 0 y por la hipotesis de induion el valor de
w
(
k
)2
i

1
+:::+2
i
q
es ( 1)
q
2
` 2n
2
. As,
w
(
k
)2
i
1
+:::+2
i
p
= 0 
0

p 1
X
q=1
X
0
1
<:::<
q
p
( 1)
q
2
` 2n
2
1
A
  2
` 2n
2
=  
0

p 1
X
q=1
( 1)
q

p
q

2
` 2n
2
1
A
  2
` 2n
2
=  
0

p 1
X
q=0
( 1)
q

p
q

2
` 2n
2
1
A
= ( 1)
p
2
` 2n
2
:
Si fi
1
; :::; i
p
g 6 
k
y fi
1
; :::; i
p
g\
k
6= ?, entones 
k
(H
i
1
:::i
p
) = 0. Sin ninguna restriion
se puede suponer que fi
1
; :::; i
r
g  
k
, fi
r+1
; :::; i
p
g \
k
= ?. Por la hipotesis de induion,
w
(
k
)2
i

1
+:::+2
i
q
= ( 1)
q
2
` 2n
2
uando fi

1
; :::; i

q
g  
k
y w
2
i

1
+:::+2
i
q
= 0 en otro aso.
Entones
w
(
k
)2
i
1
+:::+2
i
p
= 0 
0

r
X
q=1
X
0
1
<:::<
q
r
( 1)
q
2
` 2n
2
1
A
  2
` 2n
2
=  
0

r
X
q=1
( 1)
q

r
q

2
` 2n
2
1
A
  2
` 2n
2
=  2
` 2n
2
r
X
q=0
( 1)
q

r
q

= 0:
Si fi
1
; :::; i
p
g \ 
k
= ? entones 
k
(H
i
1
:::i
p
) =
1
2
` p
2
` n p
= 2
 n
y, por la hipotesis de
induion, w
2
i

1
+:::+2
i
q
= 0 para todo f
1
; :::; 
q
g  f1; :::; pg, por lo que
w
(
k
)2
i
1
+:::+2
i
p
= 2
`
2
2
 n
  0  2
` 2n
2
= 0:
Ahora observemos que, para el alulo de un oeiente w
2
i
1
+:::+2
i
p
(0  i
1
< ::: < i
p
< `),
se debe realizar un reuento de los onjuntos 
k
que ontienen a fi
1
; i
2
; :::; i
p
g. Es evidente
que fi
1
; i
2
; :::; i
p
g  
k
si y solo si fi
1
; i
p
g  
k
. Por lo que los numeros de onjuntos
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Posiion de los ndies Numero de onjuntos
i
1
2 f0; :::; `   n  1g; i
p
2 fi
1
+ 1; :::; `   n  1g i
1
+ 1
i
1
2 f0; :::; `   n  1g; i
p
2 f`  n; :::; n  1g i
1
+ 1
i
1
2 f0; :::; `   n  1g; i
p
2 fn; :::; i
1
+ n  1g n  i
p
+ i
1
i
1
2 f`  n; :::; n  1g; i
p
2 fi
1
+ 1; :::; n   1g `  n+ 1
i
1
2 f`  n; :::; n  1g; i
p
2 fn; :::; `   1g `  i
p
i
1
2 fn; :::; `   pg; i
p
2 fi
1
+ 1; :::; `   1g `  i
p
Tabla 4.2: Reuento de los onjuntos 
k
que ontienen a fi
1
; i
p
g si `  2n.
Posiion de los ndies Numero de onjuntos
i
1
2 f0; :::; n   1g, i
p
2 fi
1
+ 1; :::; n   1g i
1
+ 1
i
1
2 f0; :::; n   1g; i
p
2 fn; :::; i
1
+ n  1g n  i
p
+ i
1
i
1
2 fn; :::; `   n  1g; i
p
2 fi
1
+ 1; :::; i
1
+ n  1g n  i
p
+ i
1
i
1
2 f`  n; :::; `  pg, i
p
2 fi
1
+ 1; :::; `   1g `  i
p
Tabla 4.3: Reuento de los onjuntos 
k
que ontienen a fi
1
; i
p
g si `  2n.
busados oiniden on los de las tablas 3.8 y 3.9 de la subseion 3.2.5 al onsiderar i = i
1
,
j = i
p
y que nosotros ahora reogemos en las tablas 4.2 y 4.3.
Proposiion 4.2.5. El valor de la suma  
p
=
P
0i
1
<:::<i
p
<`
w
2
2
i
1
+:::+2
i
p
es:
1. Si `  2n y 1  p  ` entones:
 
p
= 2
` 2n
2
4

2n  `
p

(`  n+ 1)
2
+
` n
X
j=1
j
2

2

n  j
p  1

+ (`  n  j)

n  j   1
p  2

3
5
:
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2. Si `  2n y 2  p  `, entones:
 
p
= 2
` 2n
n 1
X
j=1
j
2

2

n  j
p  1

+ (`  n  j)

n  j   1
p  2

:
Demostraion. Para `  2n y p = 1 los valores que proporiona el enuniado son los ya
obtenidos en la proposiion 2.3.4. Consideremos ahora p  2. La demostraion se basa en
un reuento de los oeientes de Walsh uyos valores oiniden.
Los valores de los oeientes de Walsh de orden p de T
n
`
son:
w
2
i
1
+:::+2
i
p
=
` n
X
k=0
w
(
k
)2
i
1
+:::+2
i
p
=
` n
X
k=0
k; fi
1
;i
p
g
k
( 1)
p
2
` 2n
2
:
Haiendo uso de la tabla 4.2 se observa que los posibles valores de los oeientes de Walsh
de orden p, (p  2) son (salvo el signo): j  2
` 2n
2
; j 2 f1; :::; `  n+1g: Si j 2 f1; :::; ` ng el
valor se alanza uando i
1
= j 1; i
p
  i
1
= n  j o i
p
= `  j; mientras que para j = ` n+1
se obtiene uando fi
1
; i
p
g  f`  n; :::; n  1g: Analizaremos por separado ada una de estas
situaiones.
(i) Si i
1
= j   1, entones i
p
2 fj; :::; n   1g. As, para obtener un oeiente on valor
absoluto j  2
` 2n
2
bastara on situar los p  1 ndies i
2
; :::; i
p
en fj; :::; n   1g. De esta
manera, existen
 
n j
p 1

oeientes de orden p on valor j  2
` 2n
2
:
(ii) Si i
p
  i
1
= n  j, existen n  j 1 posiiones intermedias entre las uales, para obtener
un oeiente de orden p, se deben elegir p 2 de ellas en las que situar i
2
; :::; i
p 1
. As,
se obtienen
 
n j 1
p 2

oeientes de orden p on valor absoluto j  2
` 2n
2
:
(iii) Si i
p
= `  j, estamos ante una situaion analoga al aso (i).
(iv) Si j = `   n + 1, el valor de un oeiente de Walsh es (`   n + 1) 2
` 2n
2
si y solo si
fi
1
; i
p
g  f`   n; ::; n   1g, por lo que el numero de oeientes de orden p on valor
absoluto (`  n+ 1) 2
` 2n
2
es
 
2n `
p

.
La demostraion del aso `  2n es similar al aso `  2n, teniendo en uenta que ahora
los posibles valores (salvo el signo) de los oeientes de Walsh de orden p (p  2) son:
j  2
` 2n
2
; j 2 f1; :::; n   1g y, por ello, ningun oeiente de orden mayor que 1 oinide on
w
0
= 2
` 2n
2
(`  n+ 1).
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Ahora, estamos en ondiiones de alular la norma del vetor T
n
`
: A pesar de que este
valor ha sido alulado ya en [20℄, el metodo es diferente al que seguimos nosotros, el uso de
todos los oeientes de Walsh asoiados a T
n
`
: Por esta razon, hemos deidido inluirlo en
esta memoria.
Proposiion 4.2.6. El valor de kT
n
`
k
2
es:
kT
n
`
k
2
=
(
2
` n
(3(`  n)  1) + 2 si `  2n;
2
` n
(3(`  n)  1) + 2
` 2n
(2 + (`  2n)(`  2n  1)) si `  2n:
Demostraion. Si `  2n
kT
n
`
k
2
= w
2
0
+
`
X
k=1
X
0
1
<:::<
k
<`
w
2
2
i

1
+:::+2
i

k
= w
2
0
+
`
X
k=1
 
k
= 2
` 2n
(`  n+ 1)
2
+ 2
` 2n
`
X
k=1

2n  `
k

(`  n+ 1)
2
+2
` 2n
`
X
k=1
` n
X
j=1
j
2

2

n  j
k   1

+ (`  n  j)

n  j   1
k   2

= 2
` 2n
2n `
X
k=0

2n  `
k

(`  n+ 1)
2
+2
` 2n
n
X
k=1
` n
X
j=1

2

n  j
k   1

+ (`  n  j)

n  j   1
k   2

j
2
= (`  n+ 1)
2
+ 2
` 2n
` n
X
j=1
n
X
k=1

2

n  j
k   1

+ (`  n  j)

n  j   1
k   2

j
2
= (`  n+ 1)
2
+ 2
` 2n
` n
X
j=1

2  2
n j
+ (`  n  j)  2
n j 1

j
2
= (`  n+ 1)
2
+ 2
`+1 n
` n
X
j=1
2
 j
j
2
+
` n
X
j=1
(`  n  j) j
2
2
` n j 1
Ahora, ayudandonos de los apartados a) y ) del lema B.3.6, se tiene
kT
n
`
k
2
= (`  n+ 1)
2
+ 12  2
` n
  2(`
2
  2`n+ n
2
+ 4`  4n+ 6)
144 Epistasis superior
+2
` n
(3`  3n  13) + `
2
  2`n+ n
2
+ 6`  6n+ 13
= (`  n+ 1)
2
+ 2  (`  n+ 1)
2
+ 2
` n
(3(`   n)  1)
= 2 + 2
` n
(3(`  n)  1):
Si `  2n, de nuevo el lema B.3.6, junto on el heho de que
P
n 1
j=1
j
2
=
1
3
n
3
 
1
2
n
2
+
1
6
n,
proporiona:
kT
n
`
k
2
= w
2
0
+
`
X
k=1
X
0
1
<:::<
k
<`
w
2
2
i

1
+:::+2
i

k
= 2
` 2n

(`  n+ 1)
2
+
2
3

n+ 1
2

(2n+ 1) + n
2
(`  2n)
+
`
X
k=2
n 1
X
j=1

2

n  j
k   1

+ (`  n  j)

n  j   1
k   2

j
2
3
5
= 2
` 2n

(`  n+ 1)
2
+
2
3

n+ 1
2

(2n+ 1) + n
2
(`  2n)
+
n 1
X
j=1
`
X
k=2
j
2

2

n  j
k   1

+ (`  n  j)

n  j   1
k   2

3
5
= 2
` 2n

(`  n+ 1)
2
+
2
3

n+ 1
2

(2n+ 1) + n
2
(`  2n)
+
n 1
X
j=1
(
2
`
X
k=2

n  j
k   1

j
2
)
+
n 1
X
j=1
(
`
X
k=2
(`  n  j)

n  j   1
k   2

j
2
)
3
5
= 2
` 2n

(`  n+ 1)
2
+
2
3

n+ 1
2

(2n+ 1) + n
2
(`  2n)
+2
n 1
X
j=1
 
2
n j
  1

j
2
+
n 1
X
j=1
(`  n  j) 2
n j 1
j
2
3
5
= 2
` 2n

(`  n+ 1)
2
+
2
3

n+ 1
2

(2n+ 1) + n
2
(`  2n)

+2
` n+1
n 1
X
j=1
2
 j
j
2
  2
` 2n+1
n 1
X
j=1
j
2
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+2
` n 1
(`  n)
n 1
X
j=1
2
 j
j
2
  2
` n 1
n 1
X
j=1
2
 j
j
3
= 2
` 2n

`
2
  2`n+ 2`+ 2n
2
 
5
3
n+ 1 + n
2
` 
4
3
n
3

+12  2
` n
  2
` 2n
(4n
2
+ 8n+ 12)  2
` 2n

2
3
n
3
  n
2
+
1
3
n

+2
` n
3 (`  n)  2
` 2n
 
`n
2
+ 2`n+ 3`  n
3
  2n
2
  3n

 13  2
` n
+ 2
` 2n
(n
3
+ 3n
2
+ 9n+ 13)
= 2
` n
(3 (`  n)  1) + 2
` 2n
(2 + (`  2n)(`  2n  1)) :
Corolario 4.2.7. El valor de la k{epistasis de la funion Template T
n
`
es:
1. si `  2n y 1  k  `,
"

`;k
(T
n
`
) = 1 
2
` 2n
"
 
2n `
k

(`  n+ 1)
2
+
` n
P
j=1
j
2
n
2
 
n j
k 1

+ (`  n  j)
 
n j 1
k 2

o
#
2
` n
(3(`   n)  1) + 2
;
2. si `  2n y 2  k  `,
"

`;k
(T
n
`
) = 1 
n 1
P
j=1
j
2
h
2
 
n j
k 1

+ (`  n  j)
 
n j 1
k 2

i
2
n
(3(`  n)  1) + 2 + (`  2n)(`  2n  1)
:
4.3 Valores extremos de la k{epistasis
En esta seion araterizaremos a las funiones on k{epistasis mnima (nula). Veremos
que son preisamente las funiones de orden k. Asimismo, alulamos el valor maximo de la
k{epistasis y disutimos uando se alanza ese valor.
El estudio realizado en la primera seion de este aptulo, muestra laramente omo
la denominada k{epistasis generaliza a la epistasis normalizada denida por Van Hove en
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[42℄ y a nuestra 2{epistasis denida en el terer aptulo de esta memoria. En onreto, la
epistasis normalizada de Van Hove (denotada en el aptulo 2 omo "

) orresponde a la k{
epistasis normalizada on k = 1. Al aso (degenerado) de la 0{epistasis se dedia la siguiente
subseion.
4.3.1 Valores extremos de la 0-epistasis
Como la expresion de "

`;0
(f) en terminos de los oeientes de Walsh se redue a:
"

`;0
(f) = 1 
w
2
0
kwk
2
;
entones, el valor mnimo se alanza para aquellas funiones f tales que w = W
`
f veria
que w
j
= 0, para j 6= 0. Por ello:
f =W
`
w =W
`
0
B
B
B
B
B

a
0
.
.
.
0
1
C
C
C
C
C
A
=
0
B
B
B
B
B

a
a
.
.
.
a
1
C
C
C
C
C
A
;
esto es, el valor mnimo se alanza en las funiones onstantes (funiones de orden ero).
Por otra parte,
Proposiion 4.3.1. Para una funion de ajuste f : 

`
! R que toma valores no negativos,
se veria:
"

`;0
(f)  1 
1
2
`
:
Demostraion.
"

`;0
(f) = 1 
1
2
`
t
fG
`;0
f
t
f f
= 1 
1
2
`
t
fU
`
f
t
f f
= 1 
1
2
`
 
P
0i<2
`
f
i
!
2
P
0i<2
`
f
2
i
: (4.10)
Como
 
P
0i<2
`
f
i
!
2

P
0i<2
`
f
2
i
entones
 
P
0i<2
`
f
i
!
2
P
0i<2
`
f
2
i
 1, de lo se dedue el resultado.
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Proposiion 4.3.2. Para f : 

`
! R
+
[ f0g, on kfk = 1, las siguientes ondiiones son
equivalentes:
1. "

`;0
(f) = 1 
1
2
`
,
2. f es una funion de Dira.
Demostraion. Supongamos que "

`;0
(f) = 1 
1
2
`
, entones por (4.10)
"

`;0
(f) = 1 
1
2
`
 
P
0i<2
`
f
i
!
2
P
0i<2
`
f
2
i
= 1 
1
2
`
equivale a que
 
P
0i<2
`
f
i

2
=
P
0i<2
`
f
2
i
, es deir
P
0i;j<2
`
f
i
f
j
= 0. Ahora bien, omo la funion
es no negativa, la ondiion
P
0i;j<2
`
f
i
f
j
= 0 equivale a que f
i
f
j
= 0 (i 6= j). Ademas, omo
f es no nula, debe existir al menos un ndie i para el que f
i
6= 0 y, en onseuenia, f
j
= 0,
para todo i 6= j. Finalmente, al ser f un vetor unitario y f
k
 0, para todo k, se tiene que
f
i
= 1 y, en onseuenia, f = Æ
i
.
Veamos que el reproo tambien es ierto. Si f es funion de Dira, entones existe
i 2 f0; :::; 2
`
  1g on f
i
= 1, f
j
= 0 para i 6= j. As:
"

`;0
(Æ
i
) = 1 
1
2
`
t
Æ
i
U
`
Æ
i
t
Æ
i
Æ
i
= 1 
1
2
`
u
ii
= 1 
1
2
`
:
4.3.2 Valor mnimo
Tras haber omprobado que la 0{epistasis, respetivamente la 1{epistasis (epistasis lasia)
y la 2{epistasis, se anulan para funiones de orden ero, respetivamente funiones de orden
uno (ver subseion 2.2.2) y de orden dos (ver subseion 3.4.1), a ontinuaion ompletamos
este estudio para la k{epistasis on k de orden superior. Para ello basta tener en uenta la
expresion (4.7) de la pagina 130 que proporiona el valor de la k{epistasis normalizada en
terminos de los oeientes de Walsh. Esta expresion permite asegurar que:
"

`;k
(f) = 0 , w
2
0
+
X
0i<`
w
2
2
i
+ :::+
X
0i
1
<:::<i
k
<`
w
2
2
i
1
+:::+2
i
k
=
X
0j<2
`
w
2
j
:
Es deir,
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w
j
= 0, para j =2 f0; 2
i
1
+:::+i
p
; 1  p  k; 0  i
1
< ::: < i
k
< `g.
En onseuenia, se tiene demostrado el siguiente resultado:
Teorema 4.3.3. Para una funion de ajuste f : 

`
! R las siguientes ondiiones son
equivalentes:
1. "

`;k
(f) = 0,
2. f es una funion de orden k.
Demostraion. Es onseuenia direta del teorema 2.6.7 de la pagina 72.
4.3.3 Valor maximo
Una vez estudiados los asos k = 0; 1; 2, nos entramos en la busqueda del valor maximo
para la k{epistasis, on k  3.
Ya se ha omentado que el valor maximo de la k{epistasis normalizada es 1. Sin embargo,
si `  k y nos restringimos a funiones no negativas on vetor asoiado unitario, se puede
asegurar que el maximo valor teorio no se alanza.
Observemos, en primer lugar, que la relaion reurrente (4.1), on la se onstruyeron las
matries G
`;k
, permite omprobar que las formas 
`;k
(f) =
t
f G
`;k
f verian:

`;k
(f) =

t
f
0 t
f
1

 
G
` 1;k
+G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
 G
` 1;k 1
G
` 1;k
+G
` 1;k 1
! 
f
0
f
1
!
=

t
f
0 t
f
1

 
G
` 1;k
G
` 1;k
G
` 1;k
G
` 1;k
! 
f
0
f
1
!
+

t
f
0 t
f
1

 
G
` 1;k 1
 G
` 1;k 1
 G
` 1;k 1
G
` 1;k 1
! 
f
0
f
1
!
=
t
 
f
0
+ f
1

G
` 1;k
 
f
0
+ f
1

+
t
 
f
0
  f
1

G
` 1;k 1
 
f
0
  f
1

= 
` 1;k
(g
+
) + 
` 1;k 1
(g
 
); (4.11)
donde g
+
y g
 
son las funiones sobre 

` 1
denidas en (3.16), i.e., aquellas uyos respetivos
vetores asoiados son g
+
= f
0
+ f
1
y g
 
= f
0
  f
1
, on f
0
y f
1
dados por la expresion
(3.15) de la pagina 112.
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Proposiion 4.3.4. Para una funion de ajuste f : 

`
! R que tome valores no negativos
y on kfk = 1 se veria, para `  k:
"

`;k
(f)  1 
1
2
` k
:
Demostraion. Comprobar que la armaion del enuniado es ierta equivale a omprobar
que 
`;k
(f) =
t
f G
`;k
f  2
k
, para `  k. Observemos en primer lugar que, si ` = k, entones

k;k
(f) =
t
f 2
k
I
2
k
f = 2
k
k f k
2
= 2
k
:
Supongamos ahora que, para algun entero positivo ` > k, y para alguna funion f en las on-
diiones del enuniado, se veria 
`;k
(f) < 2
k
. Manteniendo las notaiones de la subseion
3.4.2 onsideramos la funion g =
g
+
kg
+
k
uyo vetor asoiado g es unitario.
Entones:

` 1;k
(g) = 
` 1;k

g
+
kg
+
k

=
1
kg
+
k
2

` 1;k
(g
+
)
 
` 1;k
(g
+
)  
` 1;k
(g
+
) + 
` 1;k 1
(g
 
)
= 
`;k
(f) < 2
k
;
ya que G
` 1;k 1
es una matriz semidenida positiva.
Iterando este proedimiento se llegara a que existen funiones de ajuste no negativas f
denidas sobre 
 = f0; 1g
k
on k f k = 1 y 
k;k
(f) < 2
k
, lo que es imposible.
Esta ontradiion naliza la demostraion.
A ontinuaion, abordamos el estudio de las funiones no negativas on vetor asoiado
unitario y uya k{epistasis normalizada es maxima, o equivalentemente, aquellas funiones f
para las que 
`;k
(f) = 2
k
, siendo k f k = 1: Veremos que, para ` > k + 1; la ota estableida
en la proposiion 4.3.4 no se alanza.
Consideremos los vetores g
+
= f
0
+ f
1
y g
 
= f
0
  f
1
, as omo
w
+
=W
` 1
g
+
=
t

w
+
0
; w
+
1
; :::; w
+
2
` 1
 1

y
w
 
=W
` 1
g
 
=
t

w
 
0
; w
 
1
; :::; w
 
2
` 1
 1

:
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Entones, la relaion entre G
`
y E
`
; la idempotenia de W
`
; junto on la proposiion
4.1.7 (pagina 128) permiten esribir

` 1;k
(g
+
) =
t
g
+
G
` 1;k
g
+
= 2
` 1 t
g
+
E
` 1;k
g
+
= 2
` 1 t
(W
` 1
w
+
)E
` 1;k
W
` 1
w
+
= 2
` 1 t
w
+
D
` 1;k
w
+
= 2
` 1
8
<
:
(w
+
0
)
2
+
X
0i<` 1
(w
+
2
i
)
2
+
X
0i<j<` 1
(w
+
2
i
+2
j
)
2
+ ::: (4.12a)
:::+
X
0i
1
<:::<i
k
<` 1
(w
+
2
i
1
+:::+2
i
k
)
2
9
=
;
y, analogamente,

` 1;k 1
(g
 
) = 2
` 1 t
w
 
D
` 1;k 1
w
 
= 2
` 1
8
<
:
(w
 
0
)
2
+
X
0i<` 1
(w
 
2
i
)
2
+
X
0i<j<` 1
(w
 
2
i
+2
j
)
2
+ ::: (4.12b)
:::+
X
0i
1
<:::<i
k 1
<` 1
(w
 
2
i
1
+:::+2
i
k 1
)
2
9
=
;
:
Ahora, teniendo en uenta que, por (4.11),

`;k
(f) = 
` 1;k
(g
+
) + 
` 1;k 1
(g
 
)  
` 1;k
(g
+
)
(ya que 
` 1;k 1
(g
 
)  0; por ser G
` 1;k 1
semidenida positiva) y que, por la proposiion
4.3.4,

` 1;k
(g
+
) = kg
+
k
2

` 1;k

g
+
kg
+
k

 2
k
kg
+
k
2
;
se dedue que el valor mnimo de 
`;k
(f) = 2
k
se alanzara uando se verique 
` 1;k
(g
+
) = 2
k
y 
` 1;k 1
(g
 
) = 0. Esto solo puede sueder si kg
+
k = 1: (Notese que, en general, kg
+
k 
kfk = 1).
Nosotros ahora tenemos:
Proposiion 4.3.5. Sea f una funion de ajuste no negativa, uyo vetor asoiado f 2 R
2
`
es unitario y veria kg
+
k = k f
0
+ f
1
k = 1, entones:
1. Si ` = k + 1, "

`;k
(f) = 1 
1
2
` k
si y solo si:
t
f = 2
 
k+2
2


1 + ( 1)
u(s)

0s<2
k
;

1 + ( 1)
u(s)+1

0s<2
k

(4.13a)
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o
t
f = 2
 
k+2
2


1 + ( 1)
u(s)+1

0s<2
k
;

1 + ( 1)
u(s)

0s<2
k

; (4.13b)
donde, omo antes, u(s) denota el numero de bits no nulos de la adena s.
2. Si `  k + 2, entones "

`;k
(f) < 1 
1
2
` k
.
Demostraion.
1. Comenzamos la demostraion on el aso ` = k + 1.
Como es sabido, "

`;k
(f) = 1  

`;k
(f)
2
`
kfk
2
. Por tanto, si kfk = 1, para ` = k + 1 equivale
"

k+1;k
(f) = 1  
1
2
a que 
k+1;k
(f) = 2
k
. Como se omento en la pagina anterior, para
que 
k+1;k
(f) = 2
k
se neesita, en partiular, que 
k;k 1
(g
 
) = 0; es deir, por (4.12b) los
oeientes de Walsh de g
 
de orden menor que k deben ser nulos. As, el unio oeiente
de Walsh de g
 
que puede tomar valor distinto de ero es w
 
2
1
+:::+2
k
.
Por otra parte, omo f y g
+
= f
0
+ f
1
son unitarios, neesariamente
t
f
0
f
1
=
2
k
 1
X
j=0
f
j
f
2
k
+j
= 0; (4.14)
y omo f toma valores no negativos se umple f
j
f
2
k
+j
= 0, para todo 0  j < 2
k
. Esto
ondue a que g
 
= f
0
  f
1
tambien es unitario.
Ahora, por la idempotenia de W
`
; kw
 
k = kg
 
k = 1 y omo onseuenia de esto
w
 
= (0; :::; 0; 1):
Entones
t
g
 
= w
 
W
k
= (0; :::; 0; 1) 2
 k=2
V
k
= 2
 
k
2

( 1)
u(s^2
k
 1)

0s<2
k
= 2
 
k
2

( 1)
u(s)

0s<2
k
o
t
g
 
= (0; :::; 0; 1)W
k
=  2
 
k
2

( 1)
u(s^2
k
 1)

0s<2
k
= 2
 
k
2

( 1)
u(s)+1

0s<2
k
:
De esta forma, si w
 
= (0; :::; 0; 1); se tiene
t
g
 
= (0; :::; 0; 1) W
k
= 2
 
k
2

( 1)
u(s)

0s<2
k
= 2
 
k
2
 
( 1)
u(s)
1 + ( 1)
u(s)
2
!
0s<2
k
  2
 
k
2
 
( 1)
u(s)+1
1 + ( 1)
u(s)+1
2
!
0s<2
k
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= 2
 
k+2
2

1 + ( 1)
u(s)

0s<2
k
  2
 
k+2
2

1 + ( 1)
u(s)+1

0s<2
k
:
Esta separaion de las omponentes segun su signo permite armar que:
t
f
0
= 2
 
k+2
2

1 + ( 1)
u(s)

0s<2
k
;
t
f
1
= 2
 
k+2
2

1 + ( 1)
u(s)+1

0s<2
k
;
y, en onseuenia
t
f = 2
 
k+2
2


1 + ( 1)
u(s)

0s<2
k
;

1 + ( 1)
u(s)+1

0s<2
k

:
Del mismo modo, para g
 
=W
k
t
(0; :::; 0; 1), se obtiene:
t
f = 2
 
k+2
2


1 + ( 1)
u(s)+1

0s<2
k
;

1 + ( 1)
u(s)

0s<2
k

:
2. En la segunda parte de la demostraion (` > k + 1) veremos que ningun vetor alanza
el valor maximo de la k{epistasis normalizada. Comenzaremos demostrando que, para ` =
k + 2, no existen funiones no negativas f , on vetor asoiado f 2 R
2
k+2
unitario, tales que

k+2;k
(f) = 2
k
.
Teniendo en uenta la relaion (4.11) de la pagina 148, se veria:

k+2;k
(f) = 
k+1;k
(g
+
) + 
k+1;k 1
(g
 
)
= 
k+1;k
(g
+
) + 
k;k 1
(g
 +
) + 
k;k 2
(g
  
):
Puesto que 
k+1;k
(g
+
)  2
k
, 
k;k 1
(g
 +
)  0 y 
(k;k 2)
(g
  
)  0, para que 
k+2;k
(f)
tome el valor 2
k
, se neesita 
k+1;k
(g
+
) = 2
k
y 
k;k 1
(g
 +
) = 
k;k 2
(g
  
) = 0.
Supondremos que 
k+1;k
(g
+
) = 2
k
, 
k;k 1
(g
 +
) = 0 y demostraremos que, en estas
ondiiones, 
k;k 2
(g
  
) > 0.
Si 
k+1;k
(g
+
) = 2
k
, entones g
+
es uno de los vetores dados en (4.13a) y (4.13b). Supon-
dremos, sin que ello suponga ninguna restriion, que g
+
es el vetor dado por la expresion
(4.13a), i.e.,
t
g
+
= 2
 
k+2
2


1 + ( 1)
u(s)

0s<2
k
;

1 + ( 1)
u(s)+1

0s<2
k

:
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De esta forma, se puede asegurar que:
(g
+
)
s
=
8
>
>
>
>
<
>
>
>
>
:
2
 
k
2
para 0  s < 2
k
; y u(s) par,
0 para 0  s < 2
k
; y u(s) impar,
0 para 2
k
 s < 2
k+1
; y u(s) par,
2
 
k
2
para 2
k
 s < 2
k+1
; y u(s) impar.
Observemos que, al ser f no negativa, si (g
+
)
s
=
 
f
0

s
+
 
f
1

s
= f
s
+ f
s+2
k
= 0; entones
f
s
= f
s+2
k
= 0 y, en onseuenia, (g
 
)
s
= f
s
  f
s+2
k
= 0. Por ello, para 0  s < 2
k
i) si u(s) es impar, entones (g
 
)
s
= 0;
ii) si u(s) es par, entones (g
 
)
s+2
k
= 0:
De esto se dedue que el vetor g
 +
= (g
 
)
0
+ (g
 
)
1
veria, si 0  s < 2
k
:
(g
 +
)
s
= (g
 
)
s
+ (g
 
)
s+2
k
=
8
<
:
(g
 
)
s
para u(s) par,
(g
 
)
s+2
k
para u(s) impar,
y el vetor g
  
= (g
 
)
0
  (g
 
)
1
veria para 0  s < 2
k
:
(g
  
)
s
= (g
 
)
s
  (g
 
)
s+2
k
=
8
<
:
(g
 
)
s
para u(s) par,
 (g
 
)
s+2
k
para u(s) impar.
Como, por hipotesis, 
k;k 1
(g
 +
) = 0, la proposiion B.3.3 arma que g
 +
es un multiplo
del vetor formado por los elementos de la ultima olumna de la matriz de Walsh W
k
, es
deir:
(g
 +
)
s
= 2
 
k
2
( 1)
u(s)
8
<
:
2
 
k
2
para u(s) par,
 2
 
k
2
para u(s) impar,
y, en onseuenia,
(g
  
)
s
=
8
<
:
2
 
k
2
para u(s) par,
2
 
k
2
para u(s) impar,
es deir, (g
  
)
s
= 2
 
k
2
t
(1; :::; 1).
Nota: La otra opion posible para el vetor g
+
ondue al mismo vetor g
  
.
En ualquier aso, teniendo en uenta (4.3) (ver pagina 125), se veria:

k;k 2
(g
  
) = 2
 k t
(1; :::; 1)G
k;k 2
(1; :::; 1)
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= 2
 k
X
0i;j<2
k
g
k;k 2
ij
= 2
 k
2
2k
= 2
k
> 0;
lo que onluye la demostraion.
4.4 Relaion on la epistasis en el sentido de Davidor
En el aptulo 3 se introdujo la noion de 2{epistasis siguiendo las ideas originalmente
desritas por Davidor en [4℄. Posteriormente, el uso del

Algebra Lineal nos ha permitido
manejar el onepto de 2{epistasis normalizada on una araterizaion que, al menos desde
el punto de vista teorio y alulatorio, resulta omoda. Sin embargo, en este aptulo, se
ha introduido la k{epistasis normalizada desde un punto de vista puramente algebraio, sin
tener en uenta las ideas originales de Davidor.
En esta seion veremos omo el desarrollo algebraio realizado en las seiones preeden-
tes de este uarto aptulo enlaza satisfatoriamente on el onepto de epistasis denido a
traves de los valores medios de iertos esquemas.
Para una funion f : 

`
! R se ha denido la k{epistasis normalizada omo:
"

`;k
(f) = 1 
t
f E
`;k
f
t
f f
=
t
f (I
`
 E
`;k
) f
t
f f
:
En lo que sigue, dado que no existe posibilidad de onfusion, suprimiremos los ndies `
y k.
En primer lugar, denimos el vetor e = f  Ef de omponentes:
e
s
= f(s)  (Ef)
s
;
siendo:
(Ef )
s
=
1
2
`
(Gf )
s
=
1
2
`
2
`
 1
X
t=0
g
st
f(t)
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=
1
2
`
2
`
 1
X
t=0
2
4
k
X
j=0
( 1)
j
2
k j

`  1  k + j
j

`  d
`
st
k   j

3
5
f(t)
=
1
2
`
k
X
j=0
( 1)
j
2
k j

`  1  k + j
j

2
4
2
`
 1
X
t=0

`  d
`
st
k   j

f(t)
3
5
=
k 1
X
j=0
( 1)
j
2
k j `

`  1  k + j
j

2
4
2
`
 1
X
t=0

`  d
`
st
k   j

f(t)
3
5
+2
 `
( 1)
k

`  1
k

2
`
 1
X
t=0
f(t):
Para j 2 f0; :::; k   1g, la suma
2
`
 1
X
t=0

`  d
`
st
k   j

f(t) (4.16)
es una ombinaion lineal de los valores de f en aquellas adenas t 2 

`
para las que ` d
`
st

k   j, es deir, las adenas que oiniden on s en, al menos, k   j alelos.
Si denotamos por 

i
1
:::i
k j
(s) el onjunto de adenas uyos alelos i
1
; :::; i
k j
oiniden on
los de s, es deir:


i
1
:::i
k j
(s) =

t 2 

`
; t
i
1
= s
i
1
; :::; t
i
k j
= s
i
k j
	
y por f
 


i
1
:::i
k j
(s)

su idoneidad media,
f
 


i
1
:::i
k j
(s)

=
1
2
` k+j
X
t2

i
1
:::i
k j
(s)
f(t);
entones se veria que las adenas t para las que el oeiente de f(t) es no nulo en la
suma (4.16) son las que perteneen a alguno de los onjuntos 

i
1
:::i
k j
(s) antes desritos.
Ademas, el oeiente
 
` d
`
st
k j

no es otra osa que el numero de onjuntos 

i
1
:::i
k j
(s) a los
que pertenee la adena t, es deir:
2
`
 1
X
t=0

`  d
`
st
k   j

f(t) =
X
0i
1
<<i
k j
<`
X
t2

i
1
;:::;i
k j
(s)
f(t):
Entones:
(Ef )
s
=
k 1
X
j=0
( 1)
j
2
k j `

`  1  k + j
j

0
B

X
0i
1
<:::<i
k j
<`
X
t2

i
1
:::i
k j
(s)
f(t)
1
C
A
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+2
 `
( 1)
k

`  1
k

X
t2

`
f(t)
=
k 1
X
j=0
( 1)
j

`  1  k + j
j

0
B

X
0i
1
<:::<i
k j
<`
1
2
` k+j
X
t2

i
1
:::i
k j
(s)
f(t)
1
C
A
+( 1)
k

`  1
k

1
2
`
X
t2

`
f(t):
Sustituyendo en el ultimo sumando de la expresion anterior el valor de
 
` 1
k

dado por el
lema B.3.5 tenemos:
(Ef )
s
=
k 1
X
j=0
( 1)
j

`  1  k + j
j

X
0i
1
<:::<i
k j
<`
f
 


i
1
:::i
k j
(s)

+( 1)
2k
8
<
:
1 +
k 1
X
j=0
( 1)
j+1

`
k   j

`  1  k + j
j

9
=
;

f
=
k 1
X
j=0
( 1)
j

`  1  k + j
j

X
0i
1
<:::<i
k j
<`
f
 


i
1
:::i
k j
(s)

(4.17)
 
8
<
:
k 1
X
j=0
( 1)
j

`
k   j

`  1  k + j
j

9
=
;

f +

f
=
k 1
X
j=0
( 1)
j

`  1  k + j
j


8
<
:
0

X
0i
1
<:::<i
k j
<`
f
 


i
1
:::i
k j
(s)

1
A
 

`
k   j


f
9
=
;
+

f
=
k 1
X
j=0
( 1)
j

`  1  k + j
j

2
4
X
0i
1
<:::<i
k j
<`

f
 


i
1
:::i
k j
(s)

 

f
	
3
5
+

f:
Con las notaiones usadas en la epistasis ordinaria y en la 2{epistasis, el termino
f
 


i
1
:::i
k j
(s)

 

f
se dene omo el valor de exeso alelio de la (k j) tupla (s
i
1
; :::; s
i
k j
), E
i
1
:::i
k j
(s
i
1
:::s
i
k j
),
y la suma
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EG(s) =
k 1
X
j=0
( 1)
j

`  1  k + j
j

X
0i
1
<:::<i
k j
<`

f
 


i
1
:::i
k j
(s)

 

f
	
=
k 1
X
j=0
( 1)
j

`  1  k + j
j

E
i
1
:::i
k j
(s
i
1
:::s
i
k j
)
se dene omo el exeso genio de la adena s 2 

`
. Por todo ello,
EG(s) +

f = (Ef )
s
es el valor genio previsto de s y, nalmente, e
s
es su k{epistasis, retornando as a la idea
original de Davidor, ahora generalizada.
Apendie A
El Teorema de los Esquemas
Este primer apendie lo dediamos a una expliaion detallada del Teorema de los Es-
quemas, tambien onoido omo teorema fundamental de los Algoritmos Genetios. En el
se analiza la evoluion de los esquemas presentes en una poblaion a la que se le aplia un
Algoritmo Genetio y se proporiona una estimaion del numero de individuos perteneientes
a estos esquemas que se espera tener en la generaion siguiente.
Supongamos que en una determinada generaion t en la poblaion P(t) existen m =
m(H; t) individuos perteneientes a un esquema H (nuestra notaion reeja el heho de que
este numero m depende tanto del esquema elegido H; omo de la generaion t de la pobla-
ion) y onsideremos el modelo de seleion proporional. Entones, durante la seleion,
la probabilidad de que un individuo i sea seleionado es proporional a su alidad, i.e.,
p
i
=
f(i)
P
j2P (t)
f(j)
. En onseuenia, la probabilidad de elegir un elemento del esquema H es:
p(s 2 H) =
X
s2H
p
s
=
X
s2H
f(s)
P
j2P(t)
f(j)
= p:
Si el tama~no de la poblaion P(t) es n, entones el numero esperado de representantes de
H en la generaion siguiente sera la esperanza de la variable aleatoria que sigue la distribuion
binomial B(n; p), es deir:
E (m(H; t+ 1)) = np = n
X
s2H
f(s)
P
j2P(t)
f(j)
= m(H; t)
f(H)

f
(A.1)
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donde,

f denota la idoneidad media de la poblaion P(t),

f =
1
n
X
j2P(t)
f(j)
y
f(H) =
1
m(H; t)
X
s2H
f(s)
es el ajuste medio del esquema H en la generaion t{esima.
De (A.1) se dedue que reera el numero de individuos perteneientes a esquemas on
idoneidad por enima de la media

f , mientras que disminuira ese numero en aquellos esquemas
uya alidad es inferior a la alidad media.
Dado que la seleion no introdue elementos nuevos en la poblaion (no explora otras
zonas del espaio de busqueda ya que simplemente realiza opias de individuos presentes en
la poblaion) es neesario introduir el efeto de los operadores genetios.
Con el objeto de analizar omo afeta el rue en los diferentes esquemas onsideremos
la adena  = 01 1 1 0 0 0 que representa (entre otros) a los esquemas H
1
= #1####0 y
H
2
= ###10##.
Si onsideramos el rue lasio (en un punto) entre el terer y uarto alelo
1
, a no ser que
el romosoma que se rue on  tenga un ero en su ultimo alelo o un uno en el segundo,
la estrutura del esquema H
1
se destruira on ese rue. Por el ontrario el esquema H
2
sobrevivira al rue, pues al menos uno de los desendientes onserva la estrutura de H
2
.
Teniendo en uenta que en el rue lasio el punto de orte se elige aleatoriamente,
entones la probabilidad de que el esquema H
1
sea destruido es
Æ(H
1
)
6
=
5
6
; mientras que la
probabilidad de que lo sea H
2
es
Æ(H
2
)
6
=
1
6
. En general la probabilidad de supervivenia de
un esquema H tras el rue sera: p
superv
= 1 
Æ(H)
` 1
; siendo ` la longitud de las adenas.
En realidad, el rue se realiza on una probabilidad p

{jada por el analista{ y, por
tanto, la probabilidad de supervivenia de un esquema H es:
p
superv
 1  p

Æ(H)
`  1
: (A.2)
El smbolo  se debe a que aun en el supuesto de que el punto de rue aiga entre dos
posiiones jas, es posible que el esquema sobreviva aunque, obviamente, esta probabilidad
es muy peque~na.
1
Las posiiones se onsideran aqu ontadas de izquierda a dereha.
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Considerando el efeto ombinado (e independiente) de la seleion y el rue, las formulas
(A.1) y (A.2) proporionan:
E (m(H; t+ 1))  m(H; t)
f(H)

f

1  p

Æ(H)
`  1

:
Finalmente, denotemos por p
m
la probabilidad de realizar una mutaion en un alelo.
Para que un esquema sobreviva a una mutaion no debe ambiar ninguno de sus alelos jos
(aquellos distintos de #). As, la probabilidad de que un esquemaH sobreviva a una mutaion
es (1  p
m
)
o(H)
que, para valores muy peque~nos de p
m
, se aproxima por 1  o(H)p
m
.
El efeto ombinado de la seleion, el rue y la mutaion ondue a:
E (m(H; t+ 1))  m(H; t)
f(H)

f

1  p

Æ(H)
`  1

[1  p
m
o(H)℄ :
expresion que, para valores peque~nos de p
m
; se aproxima por
E (m(H; t+ 1))  m(H; t)
f(H)

f

1  p

Æ(H)
`  1
  p
m
o(H)

:
que onstituye la formulaion denitiva del Teorema de los Esquemas o Teorema Fundamental
de los Algoritmos Genetios:
El Teorema de los Esquemas desribe la propagaion de un esquema de una generaion a
otra. Sin embargo, si la omposiion de la poblaion es desonoida, determinar el numero de
representantes de un esquema es imposible. Reproamente, si los esquemas se desonoen,
tambien sera desonoida la poblaion. Por ello, freuentes armaiones que aluden a la
direion en que los AG realizan la busqueda no se ajustan elmente a las onlusiones del
teorema.
Como se arma en [45℄,
\El Teorema de los esquemas lasio no es suientemente poderoso
para haer prediiones aera de la direion de la busqueda genetia. No
die nada aera de uando o omo un esquema puede ser representado
por adenas que no estan en la poblaion iniial. [...℄ El Teorema de los
Esquemas es solo una armaion aera de omo la seleion atua sobre
la poblaion iniial."
Lo que se puede resumir diiendo que este teorema proporiona una expliaion ualitativa
de la atuaion de los AG.
Apendie B
Resultados auxiliares
En la primera seion de este apendie se inluyen, de forma onisa, la deniion y algunas
de las propiedades del produto tensor de matries {o produto de Kroneker{ utilizadas a
lo largo de aptulos anteriores.
Las seiones restantes del apendie ontienen una serie de resultados que se han utilizado
a lo largo de la presente memoria. Aunque pueden resultar onoidos para el letor, se ha
onsiderado onveniente inluirlos. Otros son novedosos, pero su gran extension pueden
distraer del argumento prinipal del resultado en el que se utilizan.
B.1 El produto tensor de matries
Deniion B.1.1. El produto tensor de dos matries A 2 M
nm
(Q) y B 2 M
pq
(Q) es
la matriz:
A
B = (a
ij
B)
ij
2M
npmq
(Q):
Por ejemplo, si A =
 
a
11
a
12
a
21
a
22
!
y B =
 
b
11
b
12
b
21
b
22
!
, entones
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A
B =
 
a
11
B a
12
B
a
21
B a
22
B
!
=
0
B
B
B
B

a
11
b
11
a
11
b
12
a
12
b
11
a
12
b
12
a
11
b
21
a
11
b
22
a
12
b
21
a
12
b
22
a
21
b
11
a
21
b
12
a
22
b
11
a
22
b
12
a
21
b
21
a
21
b
22
a
22
b
21
a
22
b
22
1
C
C
C
C
A
:
Proposiion B.1.2. Para ualesquiera A;C 2M
nm
(Q) y B;D 2M
pq
(Q), se veria:
i) (A
B)  (C
D) = (A C)
 (B D) :
ii)
t
(A
B) =
t
A

t
B:
iii) A
B+A
D = A
 (B+D) :
B.2 Resultados auxiliares del aptulo 2
El siguiente lema se utiliza en la demostraion de la proposiion 2.6.5.
Lema B.2.1. Para ualesquiera numeros enteros p y n tales que 0  n  p, on p > 0; se
veria:
p 1
X
q=0
0

q
X
j=0
( 1)
q j

n
j

p  n
q   j

1
A
= ( 1)
p n+1
:
Demostraion.
p 1
X
q=0
0

q
X
j=0
( 1)
q j

n
j

p  n
q   j

1
A
=
p 1
X
j=0
0

p 1
X
q=j
( 1)
q j

n
j

p  n
q   j

1
A
=
p 1
X
j=0
 
p j 1
X
z=0
( 1)
z

n
j

p  n
z

!
=
p 1
X
z=0
0

p z 1
X
j=0
( 1)
z

n
j

p  n
z

1
A
=
p n
X
z=0
( 1)
z

p  n
z

p z 1
X
j=0

n
j

:
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Ahora, omo
p z 1
X
j=0

n
j

=
8
>
>
>
<
>
>
>
:
n
P
j=0
 
n
j

= 2
n
si p  z   1  n (i.e., z > p  n)
n 1
P
j=0
 
n
j

= 2
n
  1 si z = p  n
entones
p n
X
z=0
( 1)
z

p  n
z

p z 1
X
j=0

n
j

=
p n 1
X
z=0
( 1)
z

p  n
z

p z 1
X
j=0

n
j

+ ( 1)
p n
n 1
X
j=0

n
j

= 2
n
p n 1
X
z=0
( 1)
z

p  n
z

+ ( 1)
p n
(2
n
  1)
= 2
n
p n
X
z=0
( 1)
z

p  n
z

+ ( 1)
p n+1
= ( 1)
p n+1
;
omo se quera.
B.3 Resultados auxiliares del aptulo 4
El siguiente lema se utiliza en la demostraion del lema B.3.2 de este apendie.
Lema B.3.1. Dados p; q; r; i 2 N, se veria:

p+ 1
q

q
q   i

p+ 1  q
r   q + i

=

p+ 1
r

p+ 1  r
i

r
q   i

:
Demostraion. Si denotamos por  al produto
 
p+1
q
 
q
q i
 
p+1 q
r q+i

, se veria
 =
(p+ 1)!
q! (p+ 1  q)!
q!
(q   i)! i!
(p+ 1  q)!
(r   q + i)! (p+ 1  r   i)!
=
(p+ 1)!
(q   i)! i! (r   q + i)! (p+ 1  r   i)!
166 Resultados auxiliares
=
(p+ 1)!
r! (p+ 1  r)!
(p+ 1  r)!
i! (p+ 1  r   i)!
r!
(q   i)! (r   q + i)!
=

p+ 1
r

p+ 1  r
i

r
q   i

:
El siguiente lema se utiliza en la demostraion de la proposiion 4.2.1.
Lema B.3.2. Para todo p 2 N y 0 < r  p+ 1 se veria:
p
X
q=0

p+ 1
q

2
4
q
X
j=0
( 1)
j

q
j

p+ 1  q
r   j

3
5
= ( 1)
r+1

p+ 1
r

: (B.1)
Demostraion. Denotemos por S al primer miembro de (B.1), entones
S =
p
X
q=0

p+ 1
q

"
q
X
i=0
( 1)
q i

q
q   i

p+ 1  q
r   q + i

#
=
p
X
q=0

p+ 1
q

2
4
minfq; p+1 rg
X
i=0
( 1)
q i

q
q   i

p+ 1  q
r   q + i

3
5
=
p
X
q=0
minfq; p+1 rg
X
i=0
( 1)
q i

p+ 1
q

q
q   i

p+ 1  q
r   q + i

=
minfp; p+1 rg
X
i=0
2
4
p
X
q=i
( 1)
q i

p+ 1
q

q
q   i

p+ 1  q
r   q + i

3
5
=
p+1 r
X
i=0
2
4
p
X
q=i
( 1)
q i

p+ 1
q

q
q   i

p+ 1  q
r   q + i

3
5
:
Ahora, el lema B.3.1 ondue a
S =
p+1 r
X
i=0
2
4
p
X
q=i
( 1)
q i

p+ 1
r

p+ 1  r
i

r
q   i

3
5
=
p+1 r
X
i=0

p+ 1
r

p+ 1  r
i

2
4
p
X
q=i
( 1)
q i

r
q   i

3
5
:
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Ahora bien, en la suma on ndie i, todos los sumandos se anulan, exepto el ultimo. En
efeto, si i  p  r, entones p  i  r y as:
p
X
q=i
( 1)
q i

r
q   i

=
i+r
X
q=i
( 1)
q i

r
q   i

=
r
X
z=0
( 1)
z

r
z

= 0:
En onseuenia, el sumando orrespondiente al ndie i = p+ 1  r proporiona el valor de
la suma S:
S =

p+ 1
r

p
X
q=p+1 r
( 1)
q (p+1 r)

r
q   (p+ 1  r)

=

p+ 1
r

r 1
X
z=0
( 1)
z

r
z

=

p+ 1
r

( 1)
r+1
:
El siguiente resultado se ha utilizado en la demostraion de la proposiion 4.3.5.
Proposiion B.3.3. Sea f : 

`
! R on vetor asoiado f . Si 
`;` 1
(f) = 0 entones f es
proporional al vetor v
`
=
 
( 1)
u(s)

0s<2
`
:
Nota: Las omponentes de v
`
oiniden on los elementos del vetor que onstituye la ultima
olumna de la matriz de Walsh W
`
.
Demostraion. La demostraion se realiza por induion en el valor de `.
Si ` = 1 el resultado es evidente. Supongamos que este se veria para ` y lo omproba-
remos para `+ 1.
Si 
`+1;`
(f) = 0; entones

`+1;`
(f) = 
`;`
(f
0
+ f
1
) + 
`;` 1
(f
0
  f
1
)
= 2
`


f
0
+ f
1


2
+ 
`;` 1
(f
0
  f
1
):
Por ser la matriz G
`;` 1
semidenida positiva y la hipotesis de induion, la igualdad

`+1;`
(f) = 0 implia f
0
=  f
1
y f
0
  f
1
= v
`
, para algun  2 R. En onseuenia,
f
0
=
1
2
 
f
0
  f
1

=

2
v
`
=

2

( 1)
u(s)

0s<2
`
;
f
1
=  

2

( 1)
u(s)

0s<2
`
=

2

( 1)
u(s)+1

0s<2
`
=

2

( 1)
u(s)

2
`
s<2
`+1
168 Resultados auxiliares
y, nalmente,
f =

2

( 1)
u(s)

0s<2
`+1
=

2
v
`+1
:
El siguiente lema es neesario para demostrar el lema B.3.5 de este apendie.
Lema B.3.4. Para ualesquiera `; k 2 Z, tales que 0  k  `  2, se veria:
k
X
i=0
( 1)
i
`  k + i  1

k
i

=
1
(k + 1)
 
` 1
k+1

:
Demostraion. Se realizara por induion en el valor de `. Para k = 0 el resultado es evidente
para ualquier `, en partiular para ` = 2 (k = 0 es el unio valor posible en ese aso).
Supongamos ahora la armaion valida hasta `   1 y demostremosla para ` (por induion
en los valores de k).
Dado que para k = 0 es ierta (para ualquier valor de `), supondremos que para ` es
ierto el resultado hasta k y lo demostraremos para k + 1.
En efeto,
k+1
X
i=0
( 1)
i
`  (k + 1) + i  1

k + 1
i

=
k+1
X
i=0
( 1)
i
`  k + i  2

k
i  1

+

k
i

=
1
`  k   2
+
k
X
i=1
( 1)
i
`  k + i  2

k
i  1

+

k
i

+
( 1)
k+1
`  1
=
1
`  k   2
+
( 1)
k+1
`  1
+
k
X
i=1
( 1)
i
`  k + (i  1)  1

k
i  1

+
k
X
i=1
( 1)
i
`  (k + 1) + (i  1)

k
i

=
( 1)
k+1
`  1
+
k 1
X
j=0
( 1)
j+1
`  k + j   1

k
j

+
1
`  k   2
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+
k
X
i=1
( 1)
i
`  (k + 1) + (i  1)

k
i

=  
k
X
j=0
( 1)
j
`  k + j   1

k
j

+
k
X
i=0
( 1)
i
`  (k + 1) + (i  1)

k
i

=  
1
(k + 1)
 
` 1
k+1

+
1
(k + 1)
 
` 2
k+1

=
1
k + 1
 
` 1
k+1

 
 
` 2
k+1

 
` 2
k+1
 
` 1
k+1

=
1
`  k   2
1
 
` 1
k+1

=
1
k + 2
(k + 2)!(`   k   3)!
(`  1)!
=
1
k + 2
1
 
` 1
k+2

:
El siguiente lema se ha utilizado para obtener la expresion (4.17) de la pagina 156.
Lema B.3.5. Para ualesquiera k; ` 2 Z, 0  k  `  1 se veria:

`  1
k

= ( 1)
k
2
4
1 +
k 1
X
j=0
( 1)
j+1

`
k   j

`  1  k + j
j

3
5
:
Demostraion. Teniendo en uenta que:

`
k   j

`  1  k + j
j

=
` (`  1)!
(k   j)! (`  k + j) (`  k + j   1)!
(`  k + j   1)!
j! (`  k   1)!
=
`
(`  k + j)
(`  1)!
(`  k   1)!
1
(k   j)! j!
=
`
(`  k + j)
(`  1)!
(`  k   1)! k!
k!
(k   j)! j!
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=
`
(`  k + j)

`  1
k

k
j

;
bastara demostrar que:

`  1
k

= ( 1)
k
2
4
1 + `

`  1
k

k 1
X
j=0
( 1)
j+1
`  k + j

k
j

3
5
: (B.2)
Esto lo haremos por induion en los valores de `. Si ` = 1 entones k = 0 y el resultado
es evidente.
Supongamos la propiedad ierta para `  1 y demostremosla para ` (por induion en los
valores de k). Si k = 0 de nuevo el resultado se obtiene de la sustituion direta en (B.2).
Supongamos que la propiedad es ierta para k y la demostraremos para k + 1. Como

`  1
k + 1

=
(`  1)!
(k + 1)! (`  k   2)!
(B.3)
=
`  k   1
k + 1

`  1
k

=

`  (k + 1)
k + 1

( 1)
k
2
4
1 + `

`  1
k

k 1
X
j=0
( 1)
j+1
`  k + j

k
j

3
5
= ( 1)
k+1

1 
`
k + 1

2
4
1 + `

`  1
k

k 1
X
j=0
( 1)
j+1
`  k + j

k
j

3
5
= ( 1)
k+1
2
4
1 
`
k + 1
+ `
k + 1  `
k + 1

`  1
k

k 1
X
j=0
( 1)
j+1
`  k + j

k
j

3
5
= ( 1)
k+1
2
4
1 + `
8
<
:
 
1
k + 1
 

`  1
k + 1

k 1
X
j=0
( 1)
j+1
`  k + j

k
j

9
=
;
3
5
;
omprobar (B.2) es equivalente a demostrar que

`  1
k + 1

k
X
j=0
( 1)
j+1
`  (k + 1) + j

k + 1
j

=  
1
k + 1
 

`  1
k + 1

k 1
X
j=0
( 1)
j+1
`  k + j

k
j

o, lo que es lo mismo,

`  1
k + 1

8
<
:
k
X
j=0
( 1)
j+1
`  (k + 1) + j

k + 1
j

+
k 1
X
j=0
( 1)
j+1
`  k + j

k
j

9
=
;
=  
1
k + 1
:
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En efeto, el valor de S =
k
P
j=0
( 1)
j+1
` (k+1)+j
 
k+1
j

+
k 1
P
j=0
( 1)
j+1
`+j k
 
k
j

es:
S =  
1
`  (k + 1)
+
k
X
j=1
( 1)
j+1
`  (k + 1) + j

k + 1
j

 
k
X
j=1
( 1)
j+1
`  (k + 1) + j

k
j   1

=  
1
`  (k + 1)
+
k
X
j=1
( 1)
j+1
`  (k + 1) + j

k
j

=
k
X
j=0
( 1)
j+1
`  (k + 1) + j

k
j

=  
1
(k + 1)
 
` 1
k+1

;
donde la ultima igualdad se debe al lema B.3.4.
Esto naliza la demostraion.
El siguiente lema se ha usado en la demostraion de la proposiion 4.2.6.
Lema B.3.6. Para todo numero natural p se veria:
a)
p
X
j=1
j
2
2
j
= 6 
p
2
+ 4p+ 6
2
p
;
b)
p
X
j=1
j
3
2
j
= 26 
p
3
+ 6p
2
+ 18p+ 26
2
p
;
)
p
X
j=1
(p  j)j
2
2
j+1 p
= 2
p
(3p  13) + p
2
+ 6p+ 13:
Demostraion. Se realiza por induion en los valores de p.
a) El aso p = 1 es evidente. Supongamos ierto el resultado para el aso p y demostremoslo
para p+ 1.
p+1
X
j=1
j
2
2
j
=
p
X
j=1
j
2
2
j
+
(p+ 1)
2
2
p+1
= 6 
p
2
+ 4p+ 6
2
p
+
(p+ 1)
2
2
p+1
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= 6 
p
2
+ 6p+ 11
2
p+1
= 6 
(p+ 1)
2
+ 4(p+ 1) + 6
2
p+1
:
b) La demostraion de este apartado es analoga a la del anterior.
) El aso p = 1 evidente. Supuesto ierto el resultado para el aso p, usando el apartado a),
lo demostraremos para p+ 1.
p+1
X
j=1
(p+ 1  j)j
2
2
j p
=
p+1
X
j=1
(p  j)j
2
2
j p
+
p+1
X
j=1
j
2
2
j p
= 2
p+1
X
j=1
(p  j)j
2
2
j+1 p
+ 2
p
p+1
X
j=1
j
2
2
j
= 2

2
p
(3p  13) + p
2
+ 6p+ 13  2
 2
(p+ 1)
2
	
+2
p
n
6  2
 (p+1)

(p+ 1)
2
+ 4(p+ 1) + 6

o
= 2
p+1
(3p  10) + p
2
+ 8p+ 20
= 2
p+1
(3(p+ 1)  13) + (p+ 1)
2
+ 6(p+ 1) + 13:
Apendie C
Resultados experimentales
La ultima seion de la memoria la dediamos a reoger algunos resultados experimentales.
Presentamos dos ejemplos on los que tratamos de mostrar la eaia de los estimadores de la
diultad introduidos a lo largo de este trabajo. El algoritmo implementado es el onstruido
en [37℄.
En el primer ejemplo se aplia un AG para optimizar funiones difiles: una funion nula
en todas las adenas salvo en una, una funion amello y una uasi-amello. El segundo
trata de expliar, para dos tipos de funiones de laboratorio {funiones Template y funiones
Royal Road generalizadas{, la diferenia en la diultad de optimizaion de dihas funiones
mediante un AG.
Ejemplo C.1:
Las funiones elegidas en este primer ejemplo son: la funion de Dira Æ
0
, que resulta
difil para el algoritmo por ser, esenialmente, una busqueda aleatoira; la funion amello
 = Æ
0
+Æ
2
`
 1
, una de las funiones para las que el valor de la epistasis normalizada es maximo
y la funion uasi-amello d = Æ
0
+ Æ
2
`
 2
introduida en la subseion 4.2.3 que, al menos
desde un punto de vista teorio, debe ser una funion difil {aunque menos que la amello,
pues en esta el rue de dos adenas optimas diferentes ondue a la reaion de una nueva
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adena no optima{. Sin embargo, en las uasi-amello existe una posibilidad entre `   1 de
que esto no se produza.
El algoritmo se ha ejeutado sobre adenas de longitudes 10, 11, 12 y 13. Partimos de
una poblaion iniial de 50 individuos, siendo Ranking Lineal el tipo de seleion elegido,
p

= 0:125 la probabilidad de rue y p
m
= 0:01 la de mutaion. Se ejeuta el algoritmo en
20 oasiones, deteniendose si el numero de generaiones es superior a 5000 o si el 90% de la
poblaion esta formada por individuos en los que la funion alanza el valor maximo.
longitud de las adenas Æ
0
 d
` = 10 932 514 503
` = 11 1152 789 735
` = 12 2475 1564 1314
` = 13 3101 2318 2119
Tabla C.1: Numero de generaiones neesarias para obtener el maximo.
Los resultados, reejados en la tabla C.1, pueden sorprender si se omparan on los valores
de la epistasis normalizada de ada una de las funiones, pero se omprenden si, en lugar de
onsiderar solo este estimador, se onsideran los valores de la k{epistasis para 1  k < `.
Estos valores se muestran en las tablas C.2 y C.3.
Los valores de estas tablas pareen mostrar que, si bien los valores de la k{epistasis (on
k peque~no) lasian bien las funiones difiles, no es suiente el valor de estos estimadores
para \ordenar" las funiones atendiendo al grado de diultad, entendiendo por grado de
diultad el numero de generaiones que neesita un algoritmo genetio para obtener el
maximo.
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` = 10
k{epistasis Æ
0
 d
0 0:9902 0:998 0:9980
1 0:9892 0:998 0:996
2 0:9453 0:9101 0:9257
3 0:8281 0:9101 0:8554
4 0:6230 0:5 0:6093
5 0:3769 0:5 0:3632
6 0:1718 0:0898 0:1992
7 0:0546 0:0898 0:0351
8 0:0107 0:0019 0:0175
9 0:0009 0:0019 0
` = 11
k-epistasis Æ
0
 d
0 0:9995 0:999 0:999
1 0:9941 0:999 0:998
2 0:9672 0:9453 0:9541
3 0:8867 0:9453 0:9101
4 0:7255 0:623 0:705
5 0:5 0:623 0:5
6 0:2744 0:1718 0:2949
7 0:1132 0:1718 0:0898
8 0:0327 0:0107 0:0458
9 0:0058 0:0107 0:0195
10 0:0004 0 0:0009
Tabla C.2: Ejeuion de un AG para las funiones Æ
0
,  y d on ` = 10; 11.
` = 12
k-epistasis Æ
0
 d
0 0:9997 0:9995 0:9995
1 0:9968 0:9995 0:999
2 0:9807 0:9672 0:9721
3 0:927 0:9672 0:9453
4 0:8061 0:7255 0:7841
5 0:6127 0:7255 0:623
6 0:3872 0:2744 0:3974
7 0:1938 0:2744 0:1718
8 0:0729 0:0327 0:0913
9 0:0192 0:0327 0:0174
10 0:0031 0:0004 0:0053
11 0:0002 0:0004 0
` = 13
k-epistasis Æ
0
 d
0 0:9998 0:9997 0:9997
1 0:9982 0:9997 0:9995
2 0:9887 0:9807 0:9834
3 0:9538 0:9807 0:9672
4 0:8665 0:8061 0:8464
5 0:7094 0:8061 0:7255
6 0:5 0:3872 0:5
7 0:2905 0:3872 0:2744
8 0:1334 0:0729 0:1535
9 0:0461 0:0729 0:0327
10 0:0112 0:0031 0:0166
11 0:0017 0:0031 0:0004
12 0:0001 0 0:0002
Tabla C.3: Ejeuion de un AG para las funiones Æ
0
,  y d on ` = 12; 13.
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Ejemplo C.2:
Al igual que en el aso de las funiones anteriores, se ha apliado un AG para omparar la
diultad de las funiones Royal Road generalizadas y las funiones Template. En la seion
2.4 se inlua una tabla on el numero de generaiones que ha neesitado el algoritmo para
alanzar el maximo de ada funion, as omo la epistasis normalizada de ada una de ellas.
En esa seion haamos notar la gran diferenia entre el numero de generaiones neesitado
para la onvergenia en las funiones <
6
3
y T
8
64
, a pesar de que la diferenia entre los valores
de la epistasis no paree tan grande. A nuestro juiio la razon esta en que, en el alulo de
la epistasis, se mide la distania de ualquier funion f a un onjunto de funiones \muy
seletivo": las funiones de primer orden.
Si onsultamos las tablas C.4, C.5 y C.6, en las que se muestran los valores de la k{
epistasis de las funiones T
2
i
64
y <
6
i
(2  i  4) para 1  k  2
i
  1, se puede observar que los
valores de k para los que las k{epistasis mas se diferenian son k = 2; 3 y 4. Esto onsolida
nuestra armaion de que los valores de estos nuevos estimadores para valores peque~nos
de k diferenian mejor la diultad de las funiones que onsiderar uniamente la epistasis
normalizada lasia.
orden = 4 T
4
64
<
6
2
Diferenia
"

1
0:2134 0:3548 0:1414
"

2
0:0714 0:1612 0:0898
"

3
0:0102 0:0322 0:0220
Tabla C.4: k{epistasis de las funiones T
4
64
y <
6
2
(1  k  7).
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orden = 8 T
8
64
<
6
3
Diferenia
"

1
0:8505 0:9391 0:0886
"

2
0:6788 0:8327 0:1539
"

3
0:4361 0:6197 0:1836
"

4
0:2094 0:3536 0:1442
"

5
0:0692 0:1406 0:0714
"

6
0:0138 0:0342 0:0204
"

7
0:0012 0:0038 0:0026
Tabla C.5: k{epistasis de las funiones T
8
64
y <
6
3
(1  k  7).
orden = 16 T
16
64
<
6
4
diferenia
"

1
0:9985 0:9996 0:0011
"

2
0:9925 0:9978 0:0053
"

3
0:9719 0:9893 0:0174
"

4
0:9193 0:9615 0:0422
"

5
0:8169 0:8949 0:0780
"

6
0:6606 0:7727 0:1121
"

7
0:4714 0:5981 0:1267
"

8
0:2887 0:4017 0:1130
"

9
0:1478 0:2272 0:0794
"

10
6:1626  10
 2
0:1050 4:3374  10
 2
"

11
2:0269  10
 2
3:8405  10
 2
1:8136  10
 2
"

12
5:0435  10
 3
1:0635  10
 2
5:5915  10
 3
"

13
8:9014  10
 4
2:0904  10
 3
1:2003  10
 3
"

14
9:9118  10
 5
2:5939  10
 4
1:6027  10
 4
"

15
5:2280  10
 6
1:5258  10
 5
1:003  10
 5
Tabla C.6: k{epistasis de las funiones T
16
64
y <
6
4
(1  k  15).
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