We are interested in the positive doubly periodic solutions, even in each variable, of a stationary nonlinear Schrödinger equation in R 2 , with a small parameter. For any pair of periods (2a, 2b), we construct a branch of solutions that concentrate uniformly to the ground state solution of the equation.
Introduction
Let p be a real number such that p > 1. We consider the positive bounded solutions of the following equation −∆u + u − u p = 0 in R 2 (1.1)
The positive solutions of (1.1) that depend on one or two variables and that tend to 0 at infinity are the well known ground state solutions. We will denote by w 1 the radial ground state solution of (1.1). The function w 1 decreases to 0 at infinity. Moreover, all the solutions of (1.1) that depend only on one variable are known (see Kwong [9] ). For ε > 0 and a > 0, let us consider the equation: −ε 2 ∆u + u − u p = 0 in aS 1 π × R (1.2)
For any ε > 0 and any period, there exist bounded positive solutions of (1.2), even in x 1 and in x 2 , that are periodic in one variable and that tend to 0 at infinity in the other variable (see Dancer [4] ). In [1] , we studied properties of such solutions. Let w 0 be the radial ground-state solution in R. Let us quote the main result of [1] : Theorem 1.1 (i) The first continuum Σ 1 of positive bounded solutions even in x 1 and x 2 of (1.2) bifurcating from (ε , w 0 (x 2 /ε )) is composed of (ε , w 0 (x 2 /ε )) and of all the solutions (ε, z) of (1.2) such that z > 0, z even in x 1 and x 2 , lim x 2 →∞ z = 0 and ∂z ∂x 1 < 0 in ]0, a[×R+.
(ii)There exists a bounded subset A of L ∞ ( aS 1 π × R+) such that the set Σ 1 is entirely contained in ]0, ε ] × A.
(iii) For each (ε, z) ∈ Σ 1 , z is an isolated point of {v ∈ L ∞ ( aS 1 π × R+); v even in x 1 and x 2 ; (ε, v) solution of (1.2)}. For every ε > 0, ε < ε , there exists a finite number of solutions (ε, z) in Σ 1 . (iv) There exists ε 0 such that for all 0 < ε < ε 0 this continuum is a curve that has a one to one C 1 parameterization ε → (ε, z ε ).
In the present paper we will prove the following exponential decay result, for the solutions on the branch Σ 1 . Lemma 1.1 Let (ε, z) be a branch of singly periodic solutions of (1.2), defined in Theorem 1.1, (iv). For all β ∈]0, 1[, there exists a real number K, independent from the solution (ε, z), such that for all x 1 and all x 2 , we have
Actually, the better following estimates are true:
We will prove them in another paper, [2] . The main result concerns the doubly periodic solutions for any prescribed pair of periods. Let a, b and ε be positive real numbers. We consider the equation
It is classical (Ni-Takagi, [10] ) that there exists M > 0 such that for every solution (ε, u) of (1.3), with u > 0 and u bounded, we have u L ∞ (R 2 ) ≤ M . Firstly, we will prove the following proposition, concerning the large values of the parameter ε.
Proposition 1.1 There exists ε > 0 such that for ε > ε any bounded positive solution of (1.3) can only be a constant function.
Secondly, we will be interested in the connected subsets of the set of the solutions (ε, u) of (1.3) in a chosen Banach space. We will suppose that u is even in x 1 and in x 2 . A trivial solution of (1.3) will be the solution (ε, 1) or (ε, 0). A semi-trivial solution of (1.3) will be a solution (ε, u), where u is not constant and depends only on one variable. As it is explained in Shi (see [12] ), the semi-trivial solutions (ε, u) are obtained by bifurcation from the trivial solution (ε, 1). Let us summarize some results of Shi: [12] , page 3132, Proposition 3.1.) For any positive number a (respectively b), the bifurcation from the trivial solution (ε, 1) gives a branch of semi-trivial solutions of (1.3), that depend only on the variable x 1 (respectively x 2 ).
Let us define a continuum of doubly periodic solutions as any connected component of the closure of the set of the non trivial and non semi-trivial solutions of (1.3) in a chosen Banach space. Shi proved the existence of such a continuum, obtained by bifurcation from a curve of semi-trivial solutions, in other words, by secondary bifurcation from the trivial solution (ε, 1). Proposition 1.3 (Shi [12] , page 3134, Proposition 4.2 and page 3136, Remark 4.3.2.) Let us suppose that the prescribed period a and b verify a condition, that is generically verified. Then there exists a continuum of doubly periodic solutions of (1.3). This continuum can be obtained either by bifurcation from a curve of 2a-periodic solutions depending only on x 1 , or from a curve of 2b-periodic solutions depending only on x 2 .
The condition for this construction is that b doesn't belong to a set E a , of null Lebesgue measure. Let us denote by Σ the continuum constructed by Shi, when the condition on the periods is satisfied. Proposition 1.4 (Shi, see [12] , page 3137, Theorem 5.1 and Lemma 5.2.) Under the condition on the periods, the continuum Σ is defined for ε tending to 0. Moreover, for the solutions belonging to Σ, u decreases in the both variables in [0, a] × [0, b].
We have an existence result, for ε small enough, valid without any restriction on the periods. Theorem 1.2 For all positive real numbers a and b and for all ε sufficiently small, there exists at least one positive solution u of (1.3), even in x 1 and in x 2 . This solution is such that the norm ofũ − w 1 in L ∞ ( aS 1 πε × bS 1 πε ) tends to 0, as ε tends to 0, whereũ is defined byũ(x) = u(εx).
Such solutions are called spike-layer solutions. The general problem of the construction of spike-layer solutions has been studied by many authors (For example, [10] , [8] , [13] , [3] , [6] , ...). In order to prove Theorem 1.2, we will need Lemma 1.1.
We will prove that the solutions belonging to Σ have the same asymptotic behavior than the solutions given by Theorem 1.2. Theorem 1.3 Let (ε, u) be a sequence of solutions of (1.3), with ε tending to 0. Let us suppose that u is even in x 1 and x 2 and decreases in [0, a] × [0, b]. Then the norm of u − w 1 in L ∞ (aS 1 /πε × bS 1 /πε) tends to 0. Corollary 1.1 For ε small enough, the solutions defined in Theorem 1.2 belong to the continuum Σ, when it exists.
We will use the following notations
The doubly periodic solutions, for a large parameter Proof of Proposition 1.1 First, let us prove the following claim. There exists ε and
Let us verify that for ε large enough, there exists C such that for all ε ≥ ε,
We suppose that v and f are even in x 1 and x 2 , but the proof works in the general case. There exists real numbers a i,j such that
We have a similar Fourier decomposition for f , with coefficients
We deduce that there exists M such that for ε large enough and for (i, j) = (0, 0),
Finally, we have (2.4). Now let u be a solution of (1.3). We have
Let us deduce that there exists η 0 > 0 such that for u = 0,
Standard elliptic estimates give
, Theorem 8.8). It follows from this estimate and from (1.3) that if u L 2 is as small as we want for ε large enough, then so is u ∞ . We deduce (2.9). Now there exists real numbers a i,j such that u has a Fourier expansion like in (2.5). For all (i, j), we have (2.6), with f replaced by u p . As u is bounded independently of ε,
We integrate this identity on aS 1 π × bS 1 π and we use (2.10) to get
By (2.10) and (2.11), u approaches 1 or 0 in L 2 . But if u = 0, it cannot be near 0, by (2.9). We deduce that u−1 L 2 is as small as we want, for ε large enough. It follows from the equation verified by u − 1 that ∇u L 2 is as small as we want, for ε large enough. Now, we have by standard elliptic estimate that
is as small as we want, for ε large enough and, by the Sobolev estimates, so is u − 1 L ∞ (Ω ) too. Then u = 1. This ends the proof of the proposition.
3 Existence of the doubly periodic solutions for any torus
πε ×R) tends to 0 as ε tends to 0. For all η < 1, there exists ε 0 > 0 and X > 0 such that for x 2 > X and for ε < ε 0 we have for all x 1
Let us define
Thanks to the equation −∆z +z −z p = 0 (3.14)
We deduce from (3.15 ) and from the fact that u 0 is bounded independently of ε, that there exists C such that for all ε < ε 0 and all x 2 > 0,
Now, let us use a Harnack inequality (Theorem 9.20 in [7] ). We consider the operator
Let y ∈ R × R + . Let R > 0 be a given positive real number. There exists a constant C independent from y and from ε such that
We deduce that sup
Now, we consider the operator L = ∆ + I(−1 + pz p−1 ) and we use (3.17) again. We obtain sup
Now, for ε < ε 0 , x 2 being given and R < 2a ε 0 , ∂z ∂x 1 changes its sign at most once in [y 1 − 2R, y 1 + 2R]. So there exists C independent from y and from ε such that
We are led to
The same argument applied to ∂z ∂x 2 gives, for all
and Theorem 9.20 of [7] again to get
We are led to 
= v ε (εx 1 , εx 2 ) and we complete the definition of u ε in R by 2b/ε-periodicity. Then u ε is a C 2 function in R, 2a/ε-periodic in x 1 and 2b/ε-periodic in x 2 . It is an approximation of a solution in the sense that −∆u ε + u ε − u p ε tends to 0 as ε tends to 0. More precisely, we have Let us turn now to the linearized problem around u ε .
There exists M independent of f , ξ and ε, such that
Proof Let us suppose that there exist a sequence of functions f such that f ∞ = 1 and a sequence of solutions ξ of (3.26) such that ξ ∞ tends to +∞. Let C = ξ ∞ and let c ∈ aS 1 πε × bS 1 πε be such that | ξ(c) |= ξ ∞ . First we prove that | c | tends to ∞. If not, we would define α = ξ C . As ε tends to 0, α tends to a limit, that is a bounded solution, not equal to 0, even in x 1 and x 2 , of the equation −∆ϕ + ϕ − pw p−1 1 ϕ = 0 in R 2 . But such a function does not exist (Dancer, [5] p.969 or [1] p.1287). We deduce that | c | tends to ∞ as ε tends to 0. Now we define η(
We have that | c |≤ a/ε. As ε tends to 0, the function η tends to a limit η, uniformly on the compact sets of R 2 . Let φ be a smooth function, with a compact support K included in aS 1 /(π | c | ε) × bS 1 /(π | c | ε), for ε small enough. We deduce from (3.27) that
Letting ε → 0, we get K ηφ = 0 So, η vanishes on the limit of the domain aS 1 /(π | c | ε) × bS 1 /(π | c | ε). This gives a contradiction, since the norm of this function is 1, attained at the point lim(c/ | c |). So we have proved the lemma. Now, we have to find v in a neighborhood of 0 such that M(u ε + v) = 0. We use a fixed point argument.
Lemma 3.4 Let v be a function defined in aS
Let us define H(v) as the solution of the equation
Then there exists R > 0 such that H is a contraction from the ball B(0, R) of L ∞ ( aS 1 πε × bS 1 πε ) to itself. Moreover, R tends to 0 as ε tends to 0.
Proof By Lemma 3.3, there exists M such that
We use (3.24), Theorem 1.1 and the fact that u ε is bounded, to deduce the existence of a constant M and of a constant γ such that
We deduce the existence of a constant α such that for R < αe −γ ε , we have
Now, for v 1 and v 2 in B(0, R), we have
But there exists η between v 1 and v 2 such that
We deduce a constant M such that
Thus there exists ε 0 such that for ε < ε 0 , G is a contraction from B(0, R) to itself. Finally, there exists a unique v in B(0, R) that verifies M(1, u ε + v) = 0. We have
that tends to 0 as ε tends to 0. Now, let us remark that u ε + v is positive, for ε small enough. Let us suppose that there exists a sequence ε n such that the minimal value of u εn + v is attained at x n , with (u εn + v)(x n ) < 0. By the maximum principle, we must have (u εn + v)(x n ) ≤ −1. This is impossible when R < 1 because u εn ≥ 0. Last, u ε + v being not identically equal to 0, it has to be positive, as soon as it is non negative, by the Hopf maximum principle ( [11] , ch.2,Th.8).
Concentration to the ground state solution
In [12] , Shi proved the existence of a branch of positive solutions of (1.3) that are decreasing in x 1 and in x 2 in [0, a] × [0, b]. It is obtained by secondary bifurcation from a branch of semi-trivial solutions and is defined when ε tends to 0. With more generality, let (ε, u ε ) be a sequence of 2a and 2b even periodic solutions such that u ε decreases in x 1 and
First, thanks to standard elliptic results, we have thatũ ε tends to a limit w, uniformly on the compact subsets of R 2 and w verifies −∆w + w − w p = 0 in R 2 . Proposition 4.5 The limit w is w 1 , the ground-state solution on R 2 , and the convergence is uniform in [0, a/ε] × [0, b/ε].
In order to prove Proposition 4.5, we will use the following results. The proof can be found in [5] , p 965, after an adaptation of the notations. Consequently, w can only be equal to 1, or w 0 (x 1 ), or w 0 (x 2 ) or w 1 ([9] ). We want now to prove the uniform convergence, that is ũ ε − w L ∞ ([0,a/ε]×[0,b/ε]) tends to 0, in each case. We need the following lemma Lemma 4.6 Let (ε i ,ũ i ) be a sequence of solutions with ε i → 0 and let
be such that a i or b i tends to +∞ and such that limũ i (A i ) = λ. If w depends on x 1 and x 2 , then λ = 0. If w depends only on x 1 and if a i tends to +∞, then λ = 0. If w = 1, then λ = 1.
Proof If a i and b i tend to +∞, we obtain, from the decreasing properties, that λ ≤ inf R 2 w. If a i tends to +∞ and b i tends to b, we obtain that λ ≤ inf x 1 ∈R + w(x 1 , b). This gives the proof of the lemma, for the cases where w depends either of the both variables or of one variable. Now, let us suppose that w = 1 and that a i tends to +∞. We have obtained that λ ≤ 1. Let us define v i (x 1 , x 2 ) =ũ i (a i + x 1 , b i + x 2 ). Let v be the uniform limit of v i on the compact sets of R 2 . As above, we have that
Moreover v may be defined by evenness in R 2 and we have ∆v ≥ 0 in R 2 and v is bounded. Thus the only possibilities are v = 0 or v = 1. Consequently, λ may only be equal to 0 or 1. Let us suppose that λ = 0. We haveũ i (a i , b i ) → 0 andũ i (0, 0) → 1. Consequently, for any µ ∈]0, 1[ we can define sequencesã i andb i such thatũ i (ã i ,b i ) tends to µ. This is a contradiction. We deduce that λ = 1. This proves the lemma.
We have now to complete the proof of the uniform convergence ofũ ε to w, when w = w 0 (x 1 ) or w 0 (x 2 ). First, we prove the following lemma.
Lemma 4.7
Let v be a positive bounded solution of −∆v + v − v p = 0 in R 2 . Let α and β be real numbers. Let us suppose that v is either non increasing in x 1 ∈ R, or is symmetric in x 1 with respect to x 1 = α and non increasing for x 1 ≤ α and that v is either non increasing in x 2 ∈ R, or symmetric in x 2 with respect to x 2 = −β and monotone for x 2 > 0. Then we have either v = 0, or v = 1, or v = w 0 (x 2 + β).
Proof Let us define h(x 2 ) = lim x 1 →−∞ v(x 1 , x 2 ). We have v ≤ h and h verifies −h + h − h p = 0 (4.29) in R. All the bounded positive solutions of (4.29) are described in Kwong [9] . If h is a constant solution, then v is constant, too. Otherwise, the only possibility is h(
Once more, we use the proof of [5] , p 965, in order to prove that ϕ = 0. Let us give a sketch of the proof. There exist φ a positive function and γ a negative real number such that
We differentiate with respect to x 1 and we are led to
for −x 1 large enough, together with z ≥ 0. That leads to z = 0. So, v = w 0 (x 2 + β). This ends the proof of the lemma.
End of the proof of Proposition 4. 5 We have for all ε,ũ ε (0, 0) ≥ 1, so w(0, 0) ≥ 1. By Lemma 4.6, we have the uniform convergence, if w = 1. Let us verify that the uniform convergence to 1 leads to a contradiction. Let
]×R) . As i → +∞, h i tends to a limit h uniformly on the compact sets.
We have −∆h + h(1 − p) = 0 in Ω, h ≥ 0, h = 0 and h = 0 on the boundary of Ω. But, such a function h does not exist. This can be proved by use of the first eigenvalue of the Laplacian, in large balls, with Dirichlet conditions (such an argument is used in [5] , p 965). Thus the case w = 1 is eliminated. Now, let us suppose that w = w 0 (x 2 ). Let us prove the uniform convergence ofũ i to w. Let us suppose that a i ∈ [0, a ε i ], that a i tends to +∞ as i tends to +∞, that b i ∈ [0, b ε i ] tends to a limit β and thatũ i (a i , b i ) tends to a real number λ. We claim that λ = w 0 (β). Let us prove the claim. We define v i by v i (x 1 , x 2 ) =ũ i (x 1 + a i , x 2 + b i )
Then v i tends to a function v, uniformly on the compact sets of R 2 , that is a bounded solution of −∆v + v − v p = 0, v(0, 0) = λ. If lim i→∞ ( a ε i − a i ) = +∞, then v is non increasing in x 1 . If there exists a real number α such that lim i→∞ ( a ε i − a i ) = α, then v is non increasing in x 1 ∈] − ∞, α[ and is symmetric in x 1 with respect to x 1 = α. By Lemma 4.7, v is either 0, or 1, or w 0 (x 2 + β). Then λ can only be equal to 0, or 1, or w 0 (β). Now, let us suppose that λ = w 0 (β). We know thatũ i (0, b i ) tends to w 0 (β). Thus, for all µ ∈]λ, w 0 (β)[ (and especially µ = 1), there exists a sequence a i , such that u i (a i , b i ) tends to µ. That is a contradiction. So, for all sequence a i → +∞ and all sequence b i → β, we haveũ i (a i , b i ) → w 0 (β). This result, together with Lemma 4.6 gives the uniform convergence ofũ i to w 0 (x 2 ). Now, we use the proof of Dancer [4] , p555, to see that this uniform convergence leads to a contradiction. So, we have proved that w = w 1 and that the convergence to w is uniform.
Proof of Corollary 1.1 We have the uniqueness of a branch of solutions that tend to w 1 , as ε tends to 0, uniformly in the sense of Theorem 1.2. This can be proved by an adaptation of the proof in Dancer, [5] p969 or in [1] p.1287.
