Abstract. We present an updated survey of the known constructions and bounds for (t; m; s)-nets as well as tables of upper and lower bounds on their parameters for various bases.
1. Introduction. The main purpose of this paper is to update the tables and the list of constructions for (t; m; s)-nets and (t; s)-sequences given in Mullen, Mahalanabis, and Niederreiter 35] . To this end, we begin by giving de nitions for the fundamental concepts of (t; m; s)-nets and (t; We refer to 38] for a systematic development of the theory and various constructions of such nets and sequences and to 38, 39] for applications of nets and sequences to various areas of numerical analysis. There has been considerable progress both in nding constructions as well as in obtaining bounds on the parameters of (t; m; s)-nets, and so the tables presented here should be of value to researchers and to those who use nets. We also note that in recent years, considerable emphasis has been placed by a number of researchers on the subclass of (t; m; s)-nets known as digital (t; m; s)-nets in base b; see for example 11, 19, 22, 51, 53] . We note that the transposed array is sometimes used, as for example in 15] . We now state the orthogonal array bound for nets, due to Lawrence 27 The di culty with calculating numerical values of this orthogonal array bound for nets is that exact values of the quantities f(b h ; b; h ? t) are not known in all cases. However, very good upper bounds for these quantities are available in many cases, as we now explain. A general upper bound on k; the number of rows in an orthogonal array (N; k; b; d); was obtained by Rao 49] and expressed in the form of certain inequalities which the parameters of any orthogonal array must satisfy, see 49, 26, 27, 15] . Let The linear programming bound actually gives a lower bound on the number of columns, N; in an orthogonal array (N; k; b; d) for xed values of k; b and d; from which corresponding upper bounds on the number of rows can be inferred. Thus for example, by solving an appropriate linear programming problem we nd that in an orthogonal array (N; 30; 2; 4) we must have N > 2 9 : It follows that no orthogonal array (2 9 ; 30; 2; 4) exists and hence that LP(2 9 ; 2; 4) 29; in fact equality holds. We note that for certain parameter ranges there is also an explicit lower bound for N; the dual Plotkin bound, which is due to Bierbrauer 2] . In the binary case, this explicit bound is equivalent to the LP bound, see 3]. Lawrence has inverted the dual Plotkin bound and obtained explicit upper bounds for the quantities f(N; b; d) for the same parameter ranges, see 29] .
We computed the upper bounds for s which follow from the orthogonal array bound for nets and appear in the s tables for bases b = 2; 3; 5 by using the following procedure. First, we easily computed the values of R(b h ; b; h ? t) for all necessary values of the parameters (up to h = 50) for b = 2; 3; 5: Next, we calculated the upper bounds for f(b h ; b; h ? t) where possible, from the explicit bounds due to Lawrence. The linear programming bounds for certain parameter values were then obtained using Delsarte's method, which was implemented in two ways. If the number of rows did not exceed about 40 , satisfactory results were obtained very easily using the AMPL mathematical programming language 14] in combination with the CPLEX optimization system 4]. However, for larger numbers of rows (up to 100) this procedure did not yield results that were accurate to the nearest integer, and we instead used the simplex algorithm that is implemented in the MAPLE programming language 7]. This was very much slower, but did produce exact answers in these parameter situations, i.e. for orthogonal arrays with 100 or fewer rows. However, in the case b = 3 the values of LP(b h ; b; h ? t) not exceeding 99 were determined only for t 10; and for b = 5 these were computed only for t 5: It is a consequence of the foregoing that for b = 2; 3; 5 many of the upper bounds for s which appear in these tables for m t + 4 and which exceed 99 might perhaps be reduced with knowledge of the linear programming bound for certain orthogonal arrays (with more than 100 rows). Furthermore, some additional upper bounds for s with t 11 in case b = 3 and t 6 in case b = 5 might also be reduced in a similar manner. However, we observe that the equality f(b h ; b; h ? t) = LP(b h ; b; h ? t) is known to hold in many cases, and so further improvement in many of the upper bounds on s which do not exceed 99 will not be possible solely by using the orthogonal array bound. We refer the reader to 26, 29] for further discussion of these issues.
It is of special interest to note that the orthogonal array bound for nets cannot always be attained and so is not best possible, in general. In particular, it follows from this bound that a (1; 5; s)-net in base 2 can exist only if s 6: However, Lawrence 30] Furthermore, these bounds for the existence of (t; m; s)-nets also immediately imply corresponding bounds for the existence of (t; s)-sequences, in light of the standard result that the existence of a (t; s)-sequence in base b implies the existence of a (t; m; s + 1)-net in base b for all integers m t: For example, the nonexistence of a (1; 5; 6)-net in base 2 implies the nonexistence of a (1; 5)-sequence in base 2.
We conclude this section by observing that if one considers the subclass of digital (t; m; s)-nets in base b, necessary conditions for existence which are more restrictive than the orthogonal array bound have been obtained in certain instances. We refer to Schmid and Wolf 53] for a series of examples of necessary conditions, some of which are optimal, for the existence of certain digital nets.
5. Related results. Since the writing of 35] there has been a lot of other work related to (t; m; s)-nets and (t; s)-sequences. For the sake of completeness we include a brief discussion of this work.
An important aspect is the combinatorial theory of (t; m; s)-nets which leads not only to some of the constructions listed in Section 2, but also to the bounds for the existence of nets which were discussed in the previous section. The crucial concepts in this combinatorial theory are orthogonal arrays, generalized orthogonal arrays and orthogonal hypercubes, and (as indicated in Section 2) certain types of these combinatorial objects turn out to be equivalent to (t; m; s)-nets. We refer to the work of Lawrence 26 Niederreiter 42] .
A new way of obtaining upper bounds for the star discrepancy of digital (t; m; s)-nets was developed by Larcher 19] , and this method was applied in Larcher 18 ] to obtain probabilistic results on the star discrepancy of sequences constructed by the digital method. Faure and Chaix 13] proved a lower bound of the best possible order of magnitude for the star discrepancy of a special (0; 2)-sequence in base 2. Rote and Tichy 50] gave bounds for the dispersion of (t; m; s)-nets. The volume discrepancy of (0; s)-sequences was studied by Xiao 56] In an e ort to keep this paper to a manageable length, we have however not included any tables in base b = 10 since in this base there have been few if any new results other than those which arise by use of a product construction from bases 2 and 5.
As in 35], in the t table base 2, at the intersection of row m and column s; we list three numbers. The top number is a lower bound for the smallest value of t for which a (t; m; s)-net in base 2 can possibly exist (see Section 4 for a discussion of these bounds). The middle value is the smallest value of t which arises from any known construction and the bottom value is a tag to that construction (see Section 2 for a discussion of the known constructions). Similar statements hold for the t tables in bases 3 and 5.
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