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Abstract 
An important topic in modem circuit design is the development of mixed analogue-digital circuits. Analogue circuits 
usually contain oscillating elements. Self-excited oscillating circuits transfer a constant input signal into an oscillating 
periodic output signal. The stability properties of this class of circuits are of special interest. A loss of stability means 
bifurcation and bifurcation is one of the main reasons for the birth of an irregular behaviour of a dynamic system. 
The implementation f a tool for stability analysis in a simulation package usually requires a charge-oriented approach 
for the investigation of local stability. For the investigation of industrially relevant circuits using a commercial simulator, 
it is necessary to adapt hat approach to differential-algebraic equations (DAEs). 
For that purpose a generalized efinition of the monodromy matrix is introduced in the case of ordinary differential 
equations (ODEs). We show that - -  using this generalized efinition - -  some basic results of classical ODE stability 
analysis can be transfered to the index-1 DAE case. 
The present approach uses for the computation of the monodromy matrix provisional results produced by harmonic 
balance, a nonlinear frequency analysis, that is used for the computation of stable and unstable periodic solutions. 
The Floquet multipliers help to characterize the stability and bifurcation behaviour of the periodic signals of an electronic 
circuit. Because in simulation packages table as well as unstable periodic solutions can be computed, stability analysis 
is an indispensable tool for a proper interpretation f simulation results. 
Keywords: Asymptotic stability; Bifurcation; Circuit simulation; Differential-algebraic equation; Index; Floquet 
multiplier; Monodromy matrix; Harmonic balance 
AMS classification." 34A50; 34C15; 58F10; 58F14; 58F22; 65L07; 70-08; 94C99 
1. Introduction 
Simulation, in general, can be understood as a numerical experiment with a mathematical model. 
Applying modified nodal analysis to an electrical network gives a model in the form of network 
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equations. In the case of self-sustaining oscillators we get an autonomous system of differential- 
algebraic equations (DAEs) of the form 
f( j~(t),y(t))=O, f :R  2" -+ ~". (1) 
The DAE system (1) usually is of differentiation i dex l, but higher indices can also appear [3]. 
Important topics in circuit simulation are direct approaches to compute periodic solutions of (1). 
They can be classified as shooting methods, finite difference methods and expansion methods [6]. 
A reliable, tmiversal and flexible tool used in simulation packages i  the method of harmonic balance, 
which is a generalization of the method of "describing function" [7] or "locus curve" [11]. Harmonic 
balance uses a Fourier ansatz for a periodic solution of the DAE system (1) [3]. The unknown Fourier 
coefficients and - -  in the autonomous case - -  the base frequency are computed as a solution of a 
nonlinear equation system by Newton's method. 
Harmonic balance computes table as well as unstable periodic solutions. Hence, for a reasonable 
interpretation of the simulation results a tool for numerical stability analysis for periodic solutions 
of DAE systems is indispensable. A survey of different, nonequivalent s ability notions is presented 
in [10]. 
In circuit simulation it is of special interest if a perturbed signal will return to the original signal, 
i.e., if a small perturbation will increase or decay when time tends to infinity. So, for an ODE 
stability analysis of self-sustaining oscillators, the concept of orbital asymptotic stability is a proper 
stability approach [12]. 
In the following text, we investigate different solutions of (1) with respect o orbital asymptotic 
stability, which form a set of trajectories. A specific trajectory is selected by requesting that it 
passes prescribed initial values Y0 at a special point of time to. Without loss of generality, we 
choose to = 0. We denote the solution trajectory - -  expressed in terms of initial conditions - -  by 
~p(t, Y0) with q~(0, Y0) = Y0. 
2. Numerical stability analysis 
In most nonlinear stability problems a linearized stability analysis together with numerical simu- 
lation and bifurcation studies provides practical useful results. 
This linearized stability approach for autonomous ODEs is a consequence of a theorem of 
Lyapunov [9] together with linear Floquet theory. 
The theorem of Lyapunov for ODEs is cited in [8], where the result of Lyapunov is generalized 
for the DAE case. 
Instead of the nonlinear system (1) the linearized system with periodic coefficients 
A(t)~(t) + B(t)y(t) = 0 (2) 
is investigated with respect o local stability, where A(t):= ~f/?fi(~o(t, Yo)), A(t)C R "×" and B(t):= 
a f  /Oy(~o(t, Y0)), B(t) E •"×". 
The linearization is done about the investigated T-periodic solution q~(t, yo). 
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In the ODE case, the monodromy matrix M associated to a periodic solution ~p(t, Y0) of  (1) can 
be defined as 
M:= c3 (p(T, Y0) 
According to Floquet theory, the monodromy matrix can be computed numerically, e.g., as solu- 
tion of  a matrix differential equation system [13], i.e., the linearized system (2). The n eigenval- 
ues p], j E {1, . . . ,n} of  the monodromy matrix characterize stability. In the autonomous case, one 
eigenvalue, e.g. #n, is equal to 1.0. A Floquet stability approach for nonautonomous DAE systems 
of index-1 is formulated in [8]. 
Due to Lyapunov, we get the following stability criteria for the nonlinear system: 
• q9 is stable (with respect o perturbations of the initial value Y0), if ]/t][ < 1 for j - -  1 , . . . ,n  - 1, 
• ~o is unstable, if [#]1 > 1 for at least one j, j E { 1 . . . .  , n - 1 }, 
• critical case in the sense of Lyapunov 2 : if [p][ ~< 1 for j---- 1 , . . . ,n  - 1, and Ipjl = 1 for at least 
one jE  {1 , . . . ,n -  1}. 
A transfer of  this stability concept to autonomous index-1 systems is possible. 
In order to prepare for the DAE case, we redefine the monodromy matrix in a more generalized 
form. We start our investigation with the ODE case, i.e., rank(A(t))= n. 
2.1. Some familiar results about ODEs 
Some useful results for stability analysis will be noted here briefly. 
Definition 2.1. Let be X(t )  = (xl(t),x2(t) . . . . .  x,(t))  E ~n×, a set of n linearly independent solutions 
of the T-periodic linear differential equation of index-0: 
A(t)j2 + B(t)y ---- 0. (3) 
Then we call the matrix M E ~n×n, which solves the equation 
X(O)M =X(T)  
a monodromy matrix of Eq. (3). 
Remark 2.2. For the special choice of the set X(0)----E, E: identity matrix, we have 
M =X(0)M =X(T) .  
This is the well-known classical definition of the monodromy matrix [13]. 
In our definition, a monodromy matrix of a T-periodic linear differential equation is not unique. 
In fact, it depends on the choice of the set X(t) .  However, all monodromy matrices of an equation 
2 In this critical case a local stability analysis gives no stability predication. Bifurcation studies may help to clear the 
stability question. 
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describe the same linear mapping E" ~ E', with respect o the special base X(0)= (xl(0),x2(0),..., 
x.(0)). 
Lemma 2.3. Let be Ml and M2 two monodromy matrices of  T-periodic linear differential equation 
of  index-O (3). Then we have 
ml m2. 
Therefore, M1 and M2 can be interpreted as two descriptions of  a linear mapping R" ~ ~" using 
different bases. 
This property implies immediately: 
Lemma 2.4. All monodromy matrices of  Eq. (3) have the same spectrum. 
Therefore, for the stability analysis the new definition is a suitable basis for a generalized DAE 
application, as only the spectrum is of interest. 
2.2. Monodromy matrices for DAEs 
In the DAE case with rank(A(t)) = k < n not any initial value x(0) E E" is suitable. Rather the 
equation A(t)~ + B(t)y = 0 demands that the relation 
B(0)x(0) E Im(A(0)) C R n 
has to be fulfilled. Based on the index-1 assumption, there exists a k-dimensional subspace J /C  En 
such that d / /= {x:B(O)x E Im(A(0))}: 
• if x(t) is a solution of the equation, then x(0) is an element of the subspace J//; 
• on the other hand, for each element x0 of J/g, there is a solution x(t) with x(0)--x0. 
Due to these properties, a definition of a monodromy matrix for DAEs of index-1 can be given in 
a very similar way. 
Definition 2.5. Let be X(t )= (xl(t),x2(t),... ,xk(t))E R "×k a set of k linearly independent solutions 
of the T-periodic linear differential equation of index-l: 
A(t)j~ + B(t)y -- 0. (4) 
Then we call the matrix M E Ek×k, which solves the equation 
x(o)M =X(T) 
a monodromy matrix of Eq. (4). 
In this case we have a similar result as in Lemma 2.3: 
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Lemma 2.6. Let M1 and M2 be two monodromy matrices of the T-periodic linear differential 
equation of index-1 (4). Then we have 
Ml -~ M2. 
Therefore, Ml and M2 can be interpreted as two descriptions of a linear mapping ~// ~ d/[ using 
different bases. 
Proof. The assumption leads to the existence of two sets of linearly independent solutions of Eq. (4) 
Xl(t) and Xz(t). Because XI(0) and )(2(0) span the same subspace ~ we can write 
= {x , (o )  ~ I ~ ~ ~} 
= {x2(0) v I v e a*} .  
This implies the existence of a regular matrix Q E Nk×k, which transforms Xl(0) to )(2(0) 
Y2(0) zXl(0)O. 
Due to the linearity of Eq. (4) we have 
X2(t) =Xl(t)Q, 
for all t E E. Therefore, 
X2(0) Q-1MIQ = X1(O)Q Q-1MIQ 
= X, (T )Q 
= X2(T) .  
This means 
M2 =Q-1MIQ. [] 
Then it is clear, also for DAEs of index-1 we have 
Lemma 2.7. All monodromy matrices of Eq. (4) have the same spectrum. 
According to the principle of linearized stability, the stability behaviour of a periodic solution, 
especially the mechanism of losing stability, etc. can be studied by the spectrum of a monodromy 
matrix of the T-periodic linear differential Eq. (4) without regard to the choice of the set X(t). The 
numerical calculation of a monodromy matrix will be the content of the next section. 
2.3. Numerical computation of the monodromy matrix 
In this section we present a numerical approach for the computation of a set of initial values 
X(0) E ~n×k with k linearly independent columns. 
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For this purpose we transform the linear differential equation of index-1 (4) with a nonsingular 
matrix HA C ~'×" so that 
HAA(O) = 0 ' B2(0) ' 
where AI(0) E ~k×,, BI(0) E ~k×,, B2(0) E ~(n-k)×n and rank(A(O)) = rank(Al(O)) = k. 
( A.(O)~ R,×, Then in the index-1 case the matrix ~82(0)J E is nonsingular. 
For the determination f the transformation HA we compute a Householder decomposition of A(0) 
with rank determination 3 [4]. 
Then the Householder t ansformation HA is applied to the matrix B(O) 
\B2(0)} 
In practice, only the submatrix B2(0) has to be computed because we will not use B~(0) in the 
further computations. 
To determine X(0) we prescribe two conditions: 
• X(O)TX(O)=E with E E ~k×k, E: identity matrix, 
• B2(0)X(0) = 0 i.e., B(0)X(0) E Im(A(0)). 
In order to determine X(0) we compute a Householder decomposition HB E ~'×" of BT(0) E ~,×(,-k) 
and denote 
=(hl,...,h,). 
Then we get X(0) as the last k columns of H T 
X(0) --= (hn-k+l,... ,h,). 
X(0) satisfies the orthogonality condition X(0)Tx(0)=E and provides also consistent initial values 
because with (5) follows: 
B2(O)h,_k+i=( R,~ 0,,.~) HBh,_k+¢=O, iC{1 . . . . .  k}. 
Y 
n - -k  k e,~-k+i 
With the initial values X(0) we can now compute X(T)  as a solution of the system (4). 
The monodromy matrix M can be computed now - -  according to its definition - -  as 
M =X(O)TX(T),  M E ~k×k. 
3 The rank k of the matrix A(0) is a priori unknown. 
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Fig. 1. RC oscillator. 
3. Simulation examples 
The numerical examples have been computed with the circuit simulation package TITAN [3] on 
sun sparc computers. For the computation of the periodic solutions, harmonic balance has been used. 
The algorithm for computing the monodromy matrix for ODE and index-1 DAE systems described in 
the previous section, has been implemented in TITAN which uses a charge/flux-oriented formulation 
for the basic equations and algorithms [14]. 
The Floquet multipliers, which give a local stability criterion for the investigated periodic solution, 
are computed with a standard QR algorithm. 4 
This section gives three network examples that show the reliability of the presented DAE stabil- 
ity approach and the necessity of a tool for local stability analysis in circuit design for a proper 
interpretation of  the simulation results. By variation of a special network parameter, the bifurca- 
tion behaviour of  the network can be studied. The simulation results give insight into a variety of 
interesting phenomena of the underlying dynamic system. 
3.1. RC oscillator 
The first example is a nonlinear RC oscillator. The circuit description is given in Fig. 1. The 
voltage source V depends on the nodal voltage UI at node I. 
TITAN sets up a system of dimension = 4 
f(U1, Uz, U3,I)= 
1 
(U2 - U3)C1 +I  
1 
(U3 - U2)C l - ] - (g3  - g l )~2 
P( U, ) - u2 
=0 
4 For a local stability analysis only the eigenvalues with dominant absolute value are of interest, but for circuit design 
also the other eigenvalues contain useful information. In circuit simulation of self-sustaining oscillators, we have to deal 
with small and mid-size circuits; so it is not a problem to compute all eigenvalues of the monodromy matrix. 
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Fig. 2. Periodic solution of the RC oscillator. 
with coefficient matrix of rank k = 2 
C 0 0 0 
0 C1 -Cl 0 
A = 0 --C1 C1 0 
0 0 0 0 
of the linearized system. Harmonic balance computes for the index-1 system the periodic solution 
plotted in Fig. 2. 
A local stability analysis computes the appropriate monodromy matrix 
( 0.94321888504731 -0.30802055649789 ) 
M= -0.07501464506999 0.59301995150996 " 
The real eigenvalues of the monodromy matrix are 
~1 = 0.99999411716280, 
#2 =0.53624471939446. 
Thus, the computed periodic solution is stable. 
3.2. Rin9 oscillator 
A ring oscillator can be classified as a series of  coupled inverters, where the output of  the inverter 
chain is used as an input signal. 
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Fig. 3. Four different periodic solutions which bifurcate from a steady-state solution; only one branch is stable. 
Table 1 
Eigenvalues of the four different periodic solutions with 
absolute value greater than 1.0 
Eigenvalues 
Reprod. o f  1.0 Absolute value > 1.0 
Solution 1 1.0918 
Solution 2 1.0003 -0 .5000 4- 0.9251 i
Solution 3 1.0005 0.6473 4- 1.3996 i 
-1 .1341 4- 0.4724 i 
Solution 4 0.9997 1.9803 i 1.0555 i
- 1.2229 4- 1.8056 i 
- 1.0788 ± 1.0293 i
The circuit diagram of a special ring oscillator with 17 inverters, investigated in this section, is 
described in detail in [2]. The drain voltage source VDD of the CMOS-inverters is used as bifurcation 
parameter in the following studies of the stability and bifurcation behaviour. For this ring oscillator 
four different periodic solutions could be computed that bifurcate from a steady-state solution. Fig. 3 
shows the bifurcation diagram, where on the horizontal axis the voltage VDD is varied; the vertical 
axis shows the magnitude of the first Fourier coefficient 'al' of 'U2'. 
The solution branch that bifurcates at VDD ---- 2.003 is the stable branch. Fig. 4 shows the nodal 
voltage 'U2' for the drain voltage source VDD ----- 5.0 V. Table 1 shows the eigenvalues with absolute 
value ~> 1.0 for the four different periodic solutions. 
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Fig. 4. Four different periodic solutions; only solution 1 is stable. 
3.3. Colpitts oscillator 
The Colpitts oscillator is a typical LC oscillator. It is used in the frequency range 10kHz-10 GHz. 
The circuit and its parameter values are described in [5]. 
In this example the operating voltage source VDD is varied for bifurcation studies. For VDD = 
0.6V a stable as well as an unstable periodic solution exists. Fig. 5 shows the nodal voltage 'U2' 
of the stable and unstable periodic solution. These two nodal voltages significantly differ in the 
amplitude. 
Fig. 6 shows that an unstable branch of periodic solutions bifurcates from a steady-state solution 
and bends back. Having passed the turning point, the branch bends back again and gains stability. 
Fig. 7 shows the real eigenvalue 'el' which is first greater than 1.0, passes the eigenvalue 1.0 in 
the turning point and decays as the solution gains stability. 
The Colpitts oscillator is used in practice with an operating voltage of 10V where only a stable 
solution exists. 
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Fig. 5. Stable and unstable periodic solution for VDD = 0.6 V. 
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