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Abstract
Rogue waves on the periodic background are considered for the nonlinear Schro¨dinger
(NLS) equation in the focusing case. The two periodic wave solutions are expressed by the
Jacobian elliptic functions dn and cn. Both periodic waves are modulationally unstable with
respect to long-wave perturbations. Exact solutions for the rogue waves on the periodic
background are constructed by using the explicit expressions for the periodic eigenfunctions
of the Zakharov–Shabat spectral problem and the Darboux transformations. These exact
solutions labeled as rogue periodic waves generalize the classical rogue wave (the so-called
Peregrine’s breather). The magnification factor of the rogue periodic waves is computed as
a function of the wave amplitude (the elliptic modulus). Rogue periodic waves constructed
here are compared with the rogue wave patterns obtained numerically in recent publications.
1 Introduction
Nonlinear waves in fluids are modeled by the nonlinear Schro¨dinger (NLS) equation in many
physical situations. The same model is also relevant to describe frequent occurrence of gigantic
waves on the ocean’s surface called rogue waves [21]. By its definition, a rogue wave appears from
nowhere and disappears without a trace [5]. From a physical perspective, the rogue waves emerge
on the background of modulationally unstable nonlinear waves, e.g. constant wave background,
periodic waves, or quasi-periodic spatially-temporal patterns [2, 3, 10].
In what follows, we take the focusing NLS equation in the normalized form:
iut + uxx + 2|u|2u = 0. (1)
The NLS equation (1) appears as a compatibility condition of the following Lax pair of linear
equations on ϕ ∈ C2:
ϕx = Uϕ, U =
(
λ u
−u¯ −λ
)
(2)
and
ϕt = V ϕ, V = i
(
2λ2 + |u|2 ux + 2λu
u¯x − 2λu¯ −2λ2 − |u|2
)
, (3)
where u¯ is the conjugate of u. The first equation (2) is usually referred to as the Zakharov–Shabat
spectral problem with the spectral parameter λ, whereas the second equation (3) determines the
time evolution of the eigenfunctions of the Zakharov–Shabat spectral problem.
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The classical rogue wave up to the translations in the (x, t) plane is given by the exact
rational solution of the NLS equation (1):
u(x, t) =
[
1− 4(1 + 4it)
1 + 4x2 + 16t2
]
e2it. (4)
As |t| + |x| → ∞, the rogue wave (4) approaches the constant wave background u0(x, t) = e2it.
At the origin (x, t) = (0, 0), the rogue wave reaches the maximum at |u(0, 0)| = 3, from which
the magnification factor of the constant wave background is defined to be M0 = 3. The rogue
wave (4) was derived by Peregrine [23] as an outcome of the modulational instability of the
constant wave background of the focusing NLS equation (1) and is sometimes referred to as
Peregrine’s breather. More complicated rational solutions for rogue waves in the NLS equation
(1) were constructed by applications of the multi-fold Darboux transformations [4, 16,22].
It is relatively less studied on how to construct rogue waves on the non-constant background.
Several recent publications offer different computational tools in the context of rogue waves on
the background of periodic or two-phase solutions.
Computations of rogue waves on the periodic background were performed in [20], where
solutions of the Zakharov–Shabat spectral problem were computed numerically and these ap-
proximations were substituted into the one-fold Darboux transformation. Since the spectral
parameter was selected at random in [20] without connection to the band-gap spectrum of the
Zakharov–Shabat spectral problem, the resulting wave patterns do not represent accurately the
rogue waves on the periodic background.
Computations of rogue waves on the two-phase background were achieved in [11] with a
more accurate numerical scheme. The authors constructed numerical solutions of the Zakharov–
Shabat spectral problem for particular branch points obtained also numerically, after which the
one-fold Darboux transformation was used. The resulting wave patterns are periodic both in
space and time with a rogue wave placed at the origin and these patterns matched well with
experimental data for rogue waves in fluids [11].
General two-phase solutions of the focusing NLS equation (1) were analyzed in [27] and
in [7,8]. Although the wave patterns for the general two-phase solutions are quasi-periodic both
in space and time, some parts of the quasi-periodic pattern look like rogue waves on the periodic
background. In particular, the magnification factor of a rogue wave was computed as a ratio
between the maximal amplitude and the mean value of the two-phase solution [7, 8].
Integrable turbulence and rogue waves were observed numerically in [3] during the modu-
lational instability of the dn-periodic waves. In particular, the magnification factor of a rogue
wave arising as a result of two-soliton collisions was observed to be two, in agreement with recent
results of [25] obtained in the context of the focusing modified KdV equation. The rogue wave
at the time of their maximal elevation was observed to have a quasi-rational profile similar to
that of the Peregrine’s breather [3].
The purpose of our work is to obtain exact analytical solutions for the rogue waves on the
periodic background, which we name here as rogue periodic waves. We show how to compute
exactly the branch points in the band-gap spectrum of the Zakharov–Shabat problem associ-
ated with the periodic background, how to represent analytically the periodic and non-periodic
solutions of the Zakharov–Shabat problem, and how to generate accurately the rogue periodic
waves by means of the one-fold or two-fold Darboux transformations.
The standing periodic wave solutions to the focusing NLS equation (1) can be represented
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in the form
u(x, t) = U(x)eict, (5)
where the periodic function U satisfies the following second-order equation
d2U
dx2
+ 2|U |2U = cU. (6)
The second-order equation (6) can be integrated to yield the following first-order invariant
∣∣∣∣dUdx
∣∣∣∣
2
+ |U |4 = c|U |2 + d. (7)
Here c and d are real-valued constants. In addition to the standing periodic wave solutions (5),
there exist traveling periodic wave solutions with nontrivial dependence of the wave phase (see,
e.g., in [15]). For simplicity of our presentation, we only consider rogue waves on the standing
periodic waves (5).
There are two particular families of the periodic wave solutions in the focusing NLS equation
(1) expressed by the Jacobian elliptic functions dn and cn [1]. The positive-definite dn-periodic
waves are given by
U(x) = dn(x; k), c = 2− k2, d = −(1− k2), k ∈ (0, 1), (8)
whereas the sign-indefinite cn-periodic waves are given by
U(x) = kcn(x; k), c = 2k2 − 1, d = k2(1− k2), k ∈ (0, 1). (9)
In both cases, the periodic waves are even and centered at the point x = 0 thanks to the
translational invariance of the NLS equation (1) in x. The parameter k ∈ (0, 1) is elliptic
modulus and in the limit k → 1, both solutions converge to the normalized NLS soliton
U(x) = sech(x), c = 1, d = 0. (10)
In the limit k → 0, the dn wave converges to the constant wave background u0(x, t) = e2it,
whereas the cn wave converges to the zero background.
Spectral stability of the periodic waves in the focusing NLS equation was investigated in
details [15] (see also [17,19]). It was found that both dn- and cn-periodic waves are modulation-
ally unstable with respect to the long-wave perturbations (see review in [9]). The rogue periodic
waves constructed in our work are related to the modulational instability of the two periodic
waves with respect to the long-wave perturbations.
We will adopt the following definition of a rogue wave on the periodic background. For a
given periodic wave uper(x, t) = U(x)e
ict, we say that the new solution u is a rogue periodic wave
if it is different from an orbit of the periodic wave uper due to translational and phase invariance
of the NLS equation (1) but
inf
x0,α0∈R
sup
x∈R
∣∣u(x, t) − U(x− x0)eiα0 ∣∣→ 0 as t→ ±∞. (11)
This definition corresponds to the common understanding of rogue waves as the waves that
appear from nowhere and disappear without a trace as the time evolves [5].
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Our work relies on the analytical algorithm introduced recently in the context of periodic
waves in the focusing modified Korteweg–de Vries (KdV) equation [13]. First, by using the alge-
braic technique based on nonlinearization of the Lax pair [12], we obtain the explicit expressions
for the branch points λ with Re(λ) > 0 and the periodic eigenfunctions in the Zakharov–Shabat
spectral problem (2) associated with the dn- and cn-periodic waves. For each periodic eigen-
function, we construct the second, linearly independent solution to the linear system (2)–(3),
which is not periodic but linearly growing in (x, t). Finally, substituting non-periodic solutions
to the linear system (2)–(3) into the one-fold and two-fold Darboux transformations [18] yields
the rogue periodic waves in the sense of the definition (11).
The paper is organized as follows. Section 2 reports construction of the periodic eigenfunc-
tions of the linear system (2)–(3). Section 3 describes construction of the rogue periodic waves.
Section 4 concludes the paper with further discussions.
2 Periodic eigenfunctions of the Lax pair
The algebraic technique based on the nonlinearization of the Lax pair was introduced in [12].
It was implemented for the linear system (2)–(3) in [28,29]. Here we use this algebraic technique
for a novel purpose of constructing the explicit expressions for periodic eigenfunctions of the
Zakharov–Shabat spectral problem associated with the periodic wave solutions (8) and (9).
2.1 Nonlinearization of the Lax pair
We introduce the following constraint [28,29],
u = p21 + q¯
2
1 , (12)
between the potential u and a particular nonzero solution ϕ = (p1, q1)
T of the linear system
(2)–(3) for λ = λ1, where λ1 ∈ C is fixed arbitrarily.
Substituting (12) into the spectral problem (2) yields a finite-dimensional Hamiltonian sys-
tem in complex variables
dp1
dx
=
∂H
∂q1
,
dq1
dx
= −∂H
∂p1
, (13)
which is associated with the real-valued Hamiltonian function
H = λ1p1q1 + λ¯1p¯1q¯1 +
1
2
(p21 + q¯
2
1)(p¯
2
1 + q
2
1). (14)
There exists two constants of motion for the system (13)–(14):
F0 = i(p1q1 − p¯1q¯1), (15)
F1 = λ1p1q1 + λ¯1p¯1q¯1 +
1
2
(|p1|2 + |q1|2)2, (16)
Indeed, F0 is constant in x due to the following cancelation:
dF0
dx
= iq1
[
λ1p1 + (p
2
1 + q¯
2
1)q1
]
+ ip1
[−λ1q1 − (p¯21 + q21)p1]
−iq¯1
[
λ¯1p¯1 + (p¯
2
1 + q
2
1)q¯1
]− ip¯1 [−λ¯1q¯1 − (p21 + q¯21)p¯1] = 0,
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whereas F1 is constant in x because it is related to the constant values of H and F0 as follows:
H − F1 = 1
2
[|p1|4 + p21q21 + p¯21q¯21 + |q1|4]− 12 [|p1|4 + 2|p1|2|q1|2 + |q1|4] = −12F 20 . (17)
Substituting (12) into the time-evolution system (3) yields another Hamiltonian system
dp1
dt
=
∂K
∂q1
,
dq1
dt
= −∂K
∂p1
, (18)
associated with the real-valued Hamiltonian function
K = i
[
2λ21p1q1 − 2λ¯21p¯1q¯1 + |p21 + q¯21|2(p1q1 − p¯1q¯1)
+(λ1p
2
1 − λ¯1q¯21)(p¯21 + q21) + (p21 + q¯21)(λ1q21 − λ¯1p¯21)
]
. (19)
In the derivation of system (18)–(19) from system (3), we have used the constraint (12) and the
following constraint
ux = 2p1(λ1p1 + (p
2
1 + q¯
2
1)q1)− 2q¯1(λ¯1q¯1 + (p21 + q¯21)p¯1)
= 2(λ1p
2
1 − λ¯1q¯21) + 2(p21 + q¯21)(p1q1 − p¯1q¯1), (20)
which follows from the differentiation of (12) and the substitution of (13)–(14).
The two quantities F0 and F1 given by (15) and (16) are constants of motion for the system
(18)–(19). Indeed, F0 is constant in t due to the following cancelation:
dF0
dt
= −q1
[
(2λ21 + |u|2)p1 + (ux + 2λ1u)q1
]− p1 [−(2λ21 + |u|2)q1 + (u¯x − 2λ1u¯)p1]
−q¯1
[
(2λ¯21 + |u|2)p¯1 + (u¯x + 2λ¯1u¯)q¯1
]− p¯1 [−(2λ¯21 + |u|2)q¯1 + (ux − 2λ¯1u)p¯1]
= − [u¯ux + uu¯x + 2u(λ1q21 − λ¯1p¯21) + 2u¯(λ¯1q¯21 − λ21p21)]
= 0,
where the last identity follows by (20) and its complex conjugate. In order to prove that F1 is
constant in t, it is sufficient to prove that H is constant in t, thanks to the relation (17) between
H, F0, and F1. To do so, we introduce the complex Poisson bracket in C
2 associated with the
symplectic structures of the systems (13)–(14) and (18)–(19):
{f, g} := ∂f
∂p1
∂g
∂q1
− ∂f
∂q1
∂g
∂p1
+
∂f
∂p¯1
∂g
∂q¯1
− ∂f
∂q¯1
∂g
∂p¯1
.
Then, it follows from (14), (19), and (20) that
{H,K} = i [(λ1q1 + u¯p1)((2λ21 + |u|2)p1 + (ux + 2λ1u)q1)
+(λ1p1 + uq1)((u¯x − 2λ1u¯)p1 − (2λ21 + |u|2)q1)
−(λ¯1q¯1 + up¯1)((2λ¯21 + |u|2)p¯1 + (u¯x + 2λ¯1u¯)q¯1)
−(λ¯1p¯1 + u¯q¯1)((ux − 2λ¯1u)p¯1 − (2λ¯21 + |u|2)q¯1)
]
= i
[
λ1(uxq
2
1 + u¯xp
2
1)− λ¯1(u¯xq¯21 + uxp¯21) + (u¯ux + u¯xu)(p1q1 − p¯1q¯1)
]
= i
[
ux(λ1q
2
1 − λ¯1p¯21 + u¯(p1q1 − p¯1q¯1)) + u¯x(λ1p21 − λ¯1q¯21 + u(p1q1 − p¯1q¯1))
]
= 0.
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Since H and K commutes, then H is constant in t and K is constant in x.
Let us summarize this first step of our computational algorithm. We have obtained two
commuting Hamiltonian systems (13)–(14) and (18)–(19) on the eigenfunction (p1, q1) of the
linear system (2)–(3) associated with the eigenvalue λ1 and the potential u related to (p1, q1)
by the algebraic constraint (12). In the next step, we obtain differential constraints on the
potential u from the integrability scheme for the Hamiltonian system (13)–(14). One differential
constraint is already obtained in (20), which can be written in the equivalent form:
du
dx
= 2(λ¯1p
2
1 − λ1q¯21) + 2(p21 + q¯21)(λ1 − λ¯1 + p1q1 − p¯1q¯1), (21)
where the ordinary derivatives are used for convenience and the time dependence is also assumed.
We will obtain other differential constraints on u, which resemble the second-order equation (6)
and its first-order invariant (7) for the periodic waves (8) and (9). From here, we will conclude
that the differential constraints are satisfied if u is the periodic wave of the NLS equation (1)
given by (5). Since u is a compatibility condition of the linear system (2)–(3), we do not have
to deal with the commuting Hamiltonian system (18)–(19), as the time evolution of (p1, q1) can
be deduced from the algebraic constraint (12) and the conserved quantities F0 and F1 in (15)
and (16).
We note here that the extension of the constraint (12) is possible with several solutions of
the linear system (2)–(3) for distinct values of λ [28, 29]. This multi-function construction is
related to the multi-phase (quasi-periodic) solutions of the NLS equation (1) expressed by the
Riemann’s Theta function [6]. It remains open due to higher computational difficulties to obtain
rogue waves on the background of multi-phase solutions.
2.2 Differential constraints on the potential u
Hamiltonian system (13)–(14) is a compatibility condition for the Lax equation
d
dx
W (λ) = [Q(λ),W (λ)], λ ∈ C, (22)
where
Q(λ) =
(
λ p21 + q¯
2
1
−p¯21 − q21 −λ
)
, W (λ) =
(
W11(λ) W12(λ)
W12(−λ¯) −W11(−λ¯)
)
(23)
with
W11(λ) = 1− p1q1
λ− λ1 +
p¯1q¯1
λ+ λ¯1
,
and
W12(λ) =
p21
λ− λ1 +
q¯21
λ+ λ¯1
.
In particular, the (1, 2)-entry of the Lax equation (22) is rewritten in the form:
d
dx
W12(λ) = 2λW12(λ)− 2(p21 + q¯21)W11(λ). (24)
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We rewrite W11(λ) and W12(λ) in terms of u and constants of motion F0 and F1 by using
relations (12), (15), (16), and (21). Some routine computations yields the following explicit
expressions:
W11(λ) = 1− λ(p1q1 − p¯1q¯1) + λ¯1p1q1 + λ1p¯1q¯1
(λ− λ1)(λ+ λ¯1)
= 1 +
iF0(λ− λ1 + λ¯1) + 12F 20 − F1 + 12 |u|2
(λ− λ1)(λ+ λ¯1)
and
W12(λ) =
λ(p21 + q¯
2
1) + λ¯1p
2
1 − λ1q¯21
(λ− λ1)(λ+ λ¯1)
=
(λ− λ1 + λ¯1 + iF0)u+ 12ux
(λ− λ1)(λ+ λ¯1)
.
Substituting these expressions for W11(λ) and W12(λ) into equation (24) yields the following
differential constraint on u:
d2u
dx2
+ 2i(F0 + iλ1 − iλ¯1)du
dx
+ 2|u|2u = 4
(
|λ1|2 + F1 − 1
2
F 20 + iF0(λ1 − λ¯1)
)
u. (25)
This equation is to be compared with the second-order differential equation (6). In order to
obtain the first-order invariant (7), we consider the determinant of W (λ). As is well-known [26],
• detW (λ) has simple poles at λ = λ1 and λ = −λ¯1
• detW (λ) is independent of x and t as it is related to the integrals of motion F0 and F1
for the Hamiltonian systems (13)–(14) and (18)–(19).
These two properties are verified with the following explicit computation:
detW (λ) = −W11(λ)W11(−λ¯)−W12(λ)W12(−λ¯)
= −1 + 2p1q1
λ− λ1 −
2p¯1q¯1
λ+ λ¯1
+
(|p1|2 + |q1|2)2
(λ− λ1)(λ+ λ¯1)
= −(λ− λ1)(λ+ λ¯1) + 2i(λ− λ1 + λ¯1)F0 − 2F1
(λ− λ1)(λ+ λ¯1)
.
On the other hand, sinceW11(−λ¯) =W11(λ), we can also use the explicit expressions forW11(λ)
and W12(λ) and rewrite detW (λ) in the following form:
detW (λ) = −
[
1 +
iF0(λ− λ1 + λ¯1) + 12F 20 − F1 + 12 |u|2
(λ− λ1)(λ+ λ¯1)
]2
+
[
(λ− λ1 + λ¯1 + iF0)u+ 12ux
] [
(λ− λ1 + λ¯1 + iF0)u¯− 12 u¯x
]
(λ− λ1)2(λ+ λ¯1)2
.
The representation above has double poles at λ = λ1 or λ = −λ¯1, which are identically zero
due to the properties of detW (λ). Removing the double poles at λ = λ1 or λ = −λ¯1 yields the
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following two differential constraints on u:∣∣∣∣dudx
∣∣∣∣
2
+ |u|4 − 2(iF0 + λ¯1)(u¯ux − u¯xu)
+2
(
3F 20 − 2F1 − 2iF0λ¯1 − 2λ¯21
) |u|2 + (F 20 + 2iF0λ¯1 − 2F1)2 = 0
and ∣∣∣∣dudx
∣∣∣∣
2
+ |u|4 − 2(iF0 − λ1)(u¯ux − u¯xu)
+2
(
3F 20 − 2F1 + 2iF0λ1 − 2λ21
) |u|2 + (F 20 − 2iF0λ1 − 2F1)2 = 0.
Let us represent λ1 = α+ iβ with α, β ∈ R. Subtracting one differential constraint from the
other one yields the following simpler constraint on u:
u¯
du
dx
− udu¯
dx
= 2i(2β − F0)|u|2 + 2iF0(F 20 + 2F0β − 2F1). (26)
Substituting this constraint in either of the two differential constraints above yields another
equivalent differential constraint on u:∣∣∣∣dudx
∣∣∣∣
2
+ |u|4 + 2 (F 20 − 2F1 + 4F0β − 2α2 − 2β2) |u|2
+
(
F 20 + 2F0β − 2F1
) (
5F 20 − 2F0β − 2F1
)− 4F 20 α2 = 0. (27)
The latter equation is to be compared with the first-order invariant (7).
We note here that the differential constraints (25), (26), and (27) are more general than
the differential equations (6) and (7). In particular, the constraints can be used to address
traveling periodic wave solutions of the NLS equation (1) with a nontrivial dependence of the
wave phase [15]. The corresponding extension is straightforward and is omitted for the sake of
clarity.
2.3 dn- and cn-periodic waves
Let us connect the differential equations (6) and (7) for the periodic waves (8) and (9) with
the differential constraints (25), (26), and (27). Both periodic waves give zero in the left-hand
side of equation (26). Hence, we obtain the following relations:
F0 = 2β, β(F1 − 4β2) = 0. (28)
Comparing coefficients in (6) and (7) with the coefficients in (25) and (27) yields
c = 4(α2 − 5β2 + F1), d = 4(4α2β2 − (F1 − 4β2)(F1 − 8β2)), (29)
where the relations (28) have been taken into account. The second equation in (28) can be
satisfied with two choices: either β = 0 or β 6= 0 and F1 = 4β2. Both choices are relevant for
the periodic waves (8) and (9).
If β = 0, then relations (28) yield F0 = 0, whereas relations (29) yield
c = 4(α2 + F1), d = −4F 21 . (30)
8
Since d < 0, we can only compare these expressions for (c, d) with those for the dn-periodic wave
in (8). This yields the following expressions for F1 and λ1 = α in terms of the elliptic modulus
k ∈ (0, 1):
F1 = ±1
2
√
1− k2, λ21 =
1
4
[
2− k2 ∓ 2
√
1− k2
]
.
The expressions for λ1 give two real eigenvalues in the right half-plane
λ± :=
1
2
(1±
√
1− k2) (31)
and two symmetric eigenvalues −λ± in the left half-plane.
If β 6= 0, then relations (28) yield F0 = 2β and F1 = 4β2, whereas relations (29) yield
c = 4(α2 − β2), d = 16α2β2. (32)
Since d > 0, we can only compare these expressions for (c, d) with those for the cn-periodic wave
in (9). This yields the following expression for λ1 = α+ iβ in terms of the elliptic modulus k:
λ21 =
1
4
[
2k2 − 1± 2ik
√
1− k2
]
.
The expressions for λ1 give the eigenvalue in the first quadrant
λI :=
1
2
[
k + i
√
1− k2
]
. (33)
and three symmetric eigenvalues λ¯I , −λI , and −λ¯I in the other three quadrants.
2.4 Periodic eigenfunctions
We complete the last step of the algorithm and obtain identities for the periodic eigenfunc-
tions of the Zakharov–Shabat spectral problem (2) associated with the periodic wave u. These
identities arise due to the constraints imposed on the periodic wave u and the eigenfunction
(p1, q1). In particular, relations (12), (15), and (20) set up the following linear system for
(p21, q¯
2
1): {
p21 + q¯
2
1 = u,
λ1p
2
1 − λ¯1q¯21 = 12ux + iuF0
Since λ1 = α+ iβ and F0 = 2β, we can obtain the squared eigenfunctions explicitly as follows:
p21 =
2λ1u+ ux
2(λ1 + λ¯1)
, q¯21 =
2λ¯1u− ux
2(λ1 + λ¯1)
, (34)
In what follows, it will be useful to separate the time dependence from the periodic wave
u(x, t) = U(x)eict. Then, representation (34) implies the following time dependence of the
periodic eigenfunction (p1, q1):
p1(x, t) = P1(x)e
ict/2, q1(x, t) = Q1(x)e
−ict/2. (35)
Since U is real, the squared complex eigenfunctions are expressed by
P1(x)
2 =
2λ1U(x) + U
′(x)
2(λ1 + λ¯1)
, Q¯1(x)
2 =
2λ¯1U(x)− U ′(x)
2(λ1 + λ¯1)
. (36)
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For the dn-periodic waves (8), we have U(x) = dn(x; k), β = 0, and α = λ+ given by (31).
Since F0 = 0 and H = F1 = −12
√
1− k2 in this case, the representations (14) and (15) yield
4λ+p1q1 = 4λ+p¯1q¯1 = −|u|2 −
√
1− k2, whereas the representation (16) yields (|p1|2 + |q1|2)2 =
|u|2. The previous two relations can be rewritten explicitly as
P1(x)Q1(x) = − 1
4λ+
[
U(x)2 +
√
1− k2
]
(37)
and
P1(x)
2 +Q1(x)
2 = U(x). (38)
It follows from (36) with λ1 = λ+ that the squared eigenfunctions P
2
1 and Q
2
1 are real. Then it
follows from (38) with U(x) = dn(x; k) > 0 that P1 and Q1 are real.
For the cn-periodic waves (9), we have U(x) = kcn(x; k), α = 12k and β =
1
2
√
1− k2, so that
λI = α + iβ is given by (33). Since F0 = 2β, F1 = 4β
2, and H = 2β2, it follows from (14) and
(15) that Re(p1q1) = − 12k |u|2 and Im(p1q1) = −12
√
1− k2 so that 2kp1q1 = −|u|2 − ik
√
1− k2,
which can be written explicitly as
P1(x)Q1(x) = − 1
2k
[
U(x)2 + ik
√
1− k2
]
. (39)
On the other hand, it follows from (16) and (39) that (|p1|2 + |q1|2)2 = 1− k2 + |u|2, hence
|P1(x)|2 + |Q1(x)|2 = dn(x; k). (40)
Furthermore, by using F1 = F
2
0 , we derive another relation
λ1p1q1 + λ¯1p¯1q¯1 + p
2
1q
2
1 + p¯
2
1q¯
2
1 +
1
2
(|p1|2 − |q1|2)2 = 0,
which yields (|p1|2 − |q1|2)2 = |u|2 − |u|4/k2 due to (33) and (39). Taking the negative square
root yields the relation
|P1(x)|2 − |Q1(x)|2 = −ksn(x; k)cn(x; k). (41)
The reason why the negative square root must be taken is explained from the following argument.
By using (36), we know that
|P1(x)|4 = 1
4k2
[
(kU(x) + U ′(x))2 + (1− k2)U(x)2]
and
|Q1(x)|4 = 1
4k2
[
(kU(x) − U ′(x))2 + (1− k2)U(x)2] ,
where U ′(x) = −ksn(x; k)dn(x; k). Since dn(x; k) > 0, we have |P (x)| < |Q(x)| if sn(x; k)cn(x; k) >
0. This is true for the negative square root in (41) and false for the positive square root.
It follows from (40) and (41) that
|P1(x)|2 = dn(x; k)− ksn(x; k)cn(x; k)
2
, |Q1(x)|2 = dn(x; k) + ksn(x; k)cn(x; k)
2
. (42)
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Furthermore, it follows from (33) and (36) that
P1(x)
2Q¯1(x)
2 =
1
4
[
cn2(x; k) − sn2(x; k)dn2(x; k) + 2i
√
1− k2sn(x; k)cn(x; k)dn(x; k)
]
Taking the negative square root yields the following relation:
P1(x)Q¯1(x) = −1
2
cn(x; k)dn(x; k) − i
2
√
1− k2sn(x; k). (43)
The choice of the negative square root is explained as follows. Combining (39) with (43) yields
P1(x)
2|Q1(x)|2 = 1
4
(kcn3(x; k)dn(x; k) − (1− k2)sn(x; k))
+
i
4
√
1− k2cn(x; k)(dn(x; k) + ksn(x; k)cn(x; k)),
which coincides with the expression for P1(x)
2|Q1(x)|2 obtained from (36) and (42). In the case
of the positive square root in (43), the expression for P1(x)
2|Q1(x)|2 obtained from (39) would
be negative to the one obtained from (36). Thus, the negative sign in (43) is justified.
3 Construction of rogue periodic waves
The rogue periodic waves can be constructed with the one-fold or two-fold Darboux transfor-
mations involving the periodic eigenfunction (p1, q1) for the eigenvalue λ1 and possibly another
periodic eigenfunction (p2, q2) for the eigenvalue λ2, since two eigenvalues with positive real
parts were identified for each periodic wave. However, such Darboux transformations recover
only trivial solutions produced from the periodic wave by means of spatial translations. In order
to obtain nontrivial solutions which corresponds to a rogue wave on the periodic background in
the sense of the definition (11), we will obtain the non-periodic solutions to the linear system
(2)–(3) for the same eigenvalue λ1.
3.1 Non-periodic solutions of the Lax pair
Let u be a periodic wave of the NLS equation (1) and (p1, q1) be the x-periodic eigenfunc-
tions of the linear system (2) and (3) with λ = λ1. Let us now construct the second, linearly
independent solution of the linear system (2)–(3) with λ = λ1 denoted by (p1, q1). If λ1 is a
simple eigenvalue of the periodic spectral problem (2), then (p1, q1) is not periodic in x. We set
p1 =
θ − 1
q1
, q1 =
θ + 1
p1
, (44)
so that the Wronskian between the two linearly independent solutions (p1, q1) and (p1, q1) is
normalized by 2. Substituting (44) into (2) yields a first-order equation on θ:
dθ
dx
= θ
uq21 − u¯p21
p1q1
+
uq21 + u¯p
2
1
p1q1
. (45)
Note that this differential equation is invariant with respect to t thanks to the representation
(5) and (35). Hence we write
dθ
dx
= θU
Q21 − P 21
P1Q1
+ U
Q21 + P
2
1
P1Q1
, (46)
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where U is real for both periodic waves (8) and (9).
For the dn-periodic waves with U(x) = dn(x; k), it follows from (31) and (36) that
4λ+
[
P1(x)
2 −Q1(x)2
]
= 2U ′(x), (47)
where λ1 = λ+ is used. Together with (37) and (38) for real P1 and Q1, we rewrite the differential
relation (46) in the explicit form:
d
dx
θ
U2 +
√
1− k2 = −
4λ+U
2
(U2 +
√
1− k2)2 , (48)
which can be integrated to the form
θ(x, t) =
[
U(x)2 +
√
1− k2
] [
−4λ+
∫ x
0
U(y)2
(U(y)2 +
√
1− k2)2 dy + θ0(t)
]
, (49)
where θ0 is a constant of integration in x that may depend on t.
For the cn-periodic waves with U(x) = kcn(x; k), it follows from (33) and (36) that
2k
[
P1(x)
2 −Q1(x)2
]
= 2U ′(x) (50)
and
2k
[
P1(x)
2 +Q1(x)
2
]
= 2λIU(x), (51)
where λ = λI is used. Together with (39), we rewrite the differential relation (46) in the explicit
form:
d
dx
θ
|U |2 + ik√1− k2 = −
4λIU
2
(U2 + ik
√
1− k2)2 , (52)
which can be integrated to the form
θ(x, t) =
[
U(x)2 + ik
√
1− k2
] [
−4λI
∫ x
0
U(y)2
(U(y)2 + ik
√
1− k2)2 dy + θ0(t)
]
, (53)
where θ0 is a constant of integration in x that may depend on t.
We shall now add the time dependence for the function θ. By using (35) and (44), we can
write the non-periodic solutions (p1, q1) in the form
p1(x, t) =
θ(x, t)− 1
Q1(x)
eict/2, q1(x, t) =
θ(x, t) + 1
P1(x)
e−ict/2. (54)
Substituting (54) into (3) yields the following equation on θ:
∂θ
∂t
= i
2Q1(x)(U
′(x) + 2λ1U(x))
P1(x)
.
By using (36), this equation can be further rewritten in the form
∂θ
∂t
= 8iRe(λ1)P1(x)Q1(x). (55)
For both dn- and cn-periodic waves, we substitute either (49) or (53) into (55) and use either
(37) or (39). Both cases yield the same equation θ′0(t) = −2i with the solution θ0(t) = −2it,
where the constant of integration in t is neglected due to translational invariance of the NLS
equation (1) with respect to t.
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3.2 Darboux transformation
The N -fold transformation for the NLS equation was derived and justified in [14] by using
the dressing method. Adopting the present notations with N = 1, λ1 = −iz1, (p1, q1) = σ3σ1s¯1,
where s1 and z1 were used in [14] and σ1 and σ3 are standard Pauli matrices, we obtain the
one-fold transformation in the explicit form:
u˜ = u+
4Re(λ1)p1q¯1
|p1|2 + |q1|2 . (56)
The one-fold transformation (56) is fairly well-known for the NLS equation (1) (see, e.g., [24]
and references therein). Note that (p1, q1) is any nonzero solution of the linear system (2)–(3)
with λ = λ1.
In order to obtain the two-fold Darboux transformation by using the formalism of [14], we
set N = 2, λ1,2 = −iz1,2, (p1,2, q1,2) = σ3σ1s¯1,2, and the transformation matrix
M =
[
|p1|2+|q1|2
2Re(λ1)
p¯1p2+q¯1q2
λ¯1+λ2
p1p¯2+q1q¯2
λ1+λ¯2
|p2|2+|q2|2
2Re(λ2)
]
=
[
M11 M12
M21 M22
]
.
By solving the linear system of the dressing method obtained in [14], we obtain solutions r1,2 of
the linear system (2)–(3) with λ1,2 and the new potential u˜, where r1, r2, and u˜ are defined in
the form:
r1 =
1
det(M)
[
q¯2M12 − q¯1M22
p¯1M22 − p¯2M12
]
, r2 =
1
det(M)
[
q¯1M21 − q¯2M11
p¯2M11 − p¯1M21
]
and
u˜ = u+
2Σ
det(M)
, (57)
with
Σ = p1q¯1M22 + p2q¯2M11 − p1q¯2M12 − p2q¯1M21
=
p1q¯1(|p2|2 + |q2|2)
2Re(λ2)
+
p2q¯2(|p1|2 + |q1|2)
2Re(λ1)
− p2q¯1(p1p¯2 + q1q¯2)
λ1 + λ¯2
− p1q¯2(p¯1p2 + q¯1q2)
λ¯1 + λ2
and
det(M) = M11M22 −M12M21
=
(|p1|2 + |q1|2)(|p2|2 + |q2|2)
4Re(λ1)Re(λ2)
− |p1p¯2 + q1q¯2|
2
|λ1 + λ¯2|2
.
This solution was used in [14] to inspect two-soliton solutions of the NLS equation (1).
By using the non-periodic solutions of the linear system (2)–(3) and the Darboux transfor-
mations (56) and (57), we can finally obtain the exact solutions for the rogue periodic waves of
the NLS equation (1) in the sense of the definition (11).
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3.3 Rogue dn-periodic waves
Let u be the periodic wave given by (5) and (8), while (p1, q1) be the x-periodic eigenfunction
of the linear system (2)–(3) with λ = λ+ given by (31). Substituting (35), (37), and (38), into
the one-fold Darboux transformation (56) yields a new solution to the NLS equation (1) in the
form:
u˜(x, t) = −
√
1− k2
dn(x; k)
eict = −dn(x+K(k); k)eict, (58)
where K(k) is the complete elliptic integral and Table 16.8 in [1] has been used for the half-
period of the function dn(x; k) in x. The new solution u˜ is just a translation of the dn-periodic
wave in x, hence it is not a new rogue wave in the sense of definition (11).
In order to obtain a rogue dn-periodic wave, we replace (p1, q1) in (56) by the non-periodic
solution (p1, q1) of the linear system (2)–(3) with λ = λ+ given by (31). Substituting (37), (38),
(47), and (54) into the one-fold Darboux transformation (56) yields a new solution to the NLS
equation (1) in the form:
u˜(x, t) = eict
[
U(x)− 4λ+(1− 2iImθ(x, t)− |θ(x, t)|
2)P1(x)Q¯1(x)
(|θ(x, t)|2 + 1)(|P1(x)|2 + |Q1(x)|2) + 2Reθ(x, t)(|Q1(x)|2 − |P1(x)|2)
]
= eict
[
dn(x; k) +
(1− 2iImθ(x, t)− |θ(x, t)|2)(dn(x; k)2 +√1− k2)
(|θ(x, t)|2 + 1)dn(x; k) + 2(1−√1− k2)Reθ(x, t)sn(x; k)cn(x; k)
]
,
where
θ(x, t) =
[
U(x)2 +
√
1− k2
] [
−4λ+
∫ x
0
U(y)2
(U(y)2 +
√
1− k2)2 dy − 2it
]
. (59)
The new solution u˜ is no longer periodic in x. Thanks to the separation of real and imaginary
parts in (59), |θ(x, t)| → ∞ as |x|+ |t| → ∞ everywhere on the plane (x, t), so that
|u˜(x, t)| → dn(x+K(k); k) as |x|+ |t| → ∞.
Hence, u˜ is a rogue dn-periodic wave in the sense of the definition (11). Similarly to the
computations in [13] one can show that the maximum of |u˜(x, t)| occurs at (x, t) = (0, 0), for
which we use θ(0, 0) = 0 and obtain |u˜(0, 0)| = 2 +√1− k2. Since the maximum of dn(x; k) is
one, the magnification factor of the rogue dn-periodic wave is Mdn(k) = 2 +
√
1− k2.
Figure 1 illustrates the rogue dn-periodic waves for k = 0.5 (left) and k = 0.999 (right). In
the small-amplitude limit k → 0, the rogue dn-periodic wave looks like the Peregrine’s breather
(4) but the wave background is periodic rather than constant. In the soliton limit k → 1, the
rogue dn-periodic wave looks like a non-trivial interaction of the two adjacent NLS solitons (10).
This comparison is confirmed with the limits of the magnification factor Mdn(k). As k → 0,
Mdn(k) → M0 = 3, where M0 is the magnification factor of the Peregrine’s breather (4). As
k → 1, Mdn(k) → 2 for two nearly-identical NLS solitons (10) of unit amplitude. The latter
result is in agrement with the recent work [25], where it was shown in the context of the modified
KdV equation that the magnification factor of the rogue waves built from N nearly identical
solitons is exactly N .
Note that the one-fold Darboux transformation (56) can be used with the periodic function
(p1, q1) defined for λ1 = λ− given by (31). However, since U(x)
2 − √1− k2 vanishes for some
x ∈ [0,K(k)], the expression for θ becomes singular. It is apparently a technical difficulty, which
can be resolved, but we leave this problem for future work.
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Figure 1: The rogue dn-periodic wave of the NLS for k = 0.5 (left) and k = 0.999 (right).
3.4 One-fold rogue cn-periodic waves
Let u be the periodic wave given by (5) and (9), while (p1, q1) be the x-periodic eigenfunction
of the linear system (2)–(3) with λ = λI given by (33). Substituting (35), (40), and (43) into
the one-fold Darboux transformation (56) yields a new solution to the NLS equation (1) in the
form:
u˜(x, t) = − ik
√
1− k2sn(x; k)
dn(x; k)
eict = ikcn(x+K(k); k)eict, (60)
where Table 16.8 in [1] has been used for the quarter-period of the function cn(x; k) in x. The
new solution is just a translation of the cn-periodic wave u by the gauge and spatial symmetries
of the NLS equation (1), hence it is not a rogue wave in the sense of definition (11).
In order to obtain a rogue cn-periodic wave, we replace (p1, q1) in (56) by the non-periodic
solution (p1, q1) of the linear system (2)–(3) with λ = λI given by (33). Substituting (40), (41),
(43), and (54) into the one-fold Darboux transformation (56) yields a new solution to the NLS
equation (1) in the form:
u˜(x, t) = eict
[
U(x)− 2k(1 − 2iImθ(x, t)− |θ(x, t)|
2)P1(x)Q¯1(x)
(|θ(x, t)|2 + 1)(|P1(x)|2 + |Q1(x)|2) + 2Reθ(x, t)(|Q1(x)|2 − |P1(x)|2)
]
= eict

kcn(x; k) + k(1 − 2iImθ(x, t)− |θ(x, t)|2)
[
cn(x; k)dn(x; k) + i
√
1− k2sn(x; k)
]
(|θ(x, t)|2 + 1)dn(x; k) + 2Reθ(x, t)ksn(x; k)cn(x; k)

 ,
where
θ(x, t) =
[
U(x)2 + ik
√
1− k2
] [
−4λI
∫ x
0
U(y)2
(U(y)2 + ik
√
1− k2)2 dy − 2it
]
. (61)
The new solution u˜ is no longer periodic in x. If∫ 4K(k)
0
U(y)2(U(y)4 − k2(1− k2))
(U(y)2 + k2(1− k2))2 dy 6= 0 (62)
which is satisfied at least for small k, then |θ(x, t)| → ∞ as |x| + |t| → ∞ everywhere on the
plane (x, t), so that
|u˜(x, t)| → k|cn(x+K(k); k)| as |x|+ |t| → ∞.
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Hence, u˜ is a rogue cn-periodic wave in the sense of the definition (11). Similarly to the compu-
tations in [13] one can show that the maximum of |u˜(x, t)| occurs at (x, t) = (0, 0), for which we
use θ(0, 0) = 0 and obtain |u˜(0, 0)| = 2k. Since the maximum of cn(x; k) is one, the magnification
factor of the one-fold rogue cn-periodic wave is Mcn(k) = 2 uniformly in k ∈ (0, 1).
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Figure 2: The one-fold rogue cn-periodic wave of the NLS for k = 0.5 (left) and k = 0.999
(right).
Figure 2 illustrates the one-fold rogue cn-periodic waves for k = 0.5 (left) and k = 0.999
(right). In the small-amplitude limit k → 0, the rogue cn-periodic wave looks like a propagating
solitary wave, however, it is a visual illusion since the rogue wave is localized in space and time.
In the soliton limit k → 1, the rogue cn-periodic wave looks like a non-trivial interaction of the
two adjacent NLS solitons (10) but it has a different pattern compared to the interaction of the
two adjacent solitons in the rogue dn-periodic wave (shown on the right panel of Figure 1). It is
surprising that the magnification factor of the one-fold rogue cn-periodic wave does not depend
on the amplitude of the cn-periodic wave.
The one-fold rogue cn-periodic wave does not exist for the modified KdV equation [13],
because the one-fold Darboux transformation (56) with complex λ1 produces a complex-valued
solution of the modified KdV equation. In comparison, the NLS equation (1) is written for
a complex-valued function u, hence the one-fold Darboux transformation (56) produces a new
rogue cn-periodic wave.
3.5 Two-fold rogue cn-periodic waves
Let us now use the two-fold Darboux transformation (57) with λ2 = λ¯1, where λ1 = λI is
given by (33). The periodic eigenfunction (p2, q2) is related to the periodic eigenfunction (p1, q1)
in (35) by the following relation:
p2(x, t) = P¯1(x)e
ict/2, q2(x, t) = Q¯1(x)e
−ict/2, (63)
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Substituting (39), (40), (41), and (43) into the two-fold Darboux transformation (57) yields a
new solution to the the NLS equation (1) in the form:
u˜(x, t) = U(x)eict +
2k
[
(P1Q¯1 + P¯1Q1)(|P1|2 + |Q1|2)− 2kRe[(k + i
√
1− k2)P1Q1(P¯ 21 + Q¯21)]
]
(|P1|2 + |Q1|2)2 − k2|P 21 +Q21|2
eict
=
[
kcn(x; k) +
2kcn(x; k)
[
k2cn(x; k)2 − dn(x; k)2]
dn(x; k)2 − k2cn(x; k)2
]
eict
= −kcn(x; k)eict,
which is again a reflection of u by the cubic symmetry.
In order to obtain a rogue cn-periodic wave, we replace (p1, q1) by the non-periodic solution
(p1, q1) of the same linear system (2)–(3) with λ1 = λI . The non-periodic solution (p1, q1) is
given by (54) with θ given by the same expression (61). For λ2 = λ¯1, the non-periodic solution
(p2, q2) is given by
p2(x, t) =
θc(x, t)− 1
Q¯1(x)
eict/2, q2(x, t) =
θc(x, t) + 1
P¯1(x)
e−ict/2, (64)
where θc is given by
θc(x, t) =
[
U(x)2 − ik
√
1− k2
] [
−4λ¯I
∫ x
0
U(y)2
(U(y)2 − ik√1− k2)2 dy − 2it
]
. (65)
After some lengthy computations, we obtain a new solution to the NLS equation (1) in the form:
u˜(x, t) = U(x)eict +
2kN(x, t)
D(x, t)
eict, (66)
where
D = (|P1|2|θ − 1|2 + |Q1|2|θ + 1|2)(|P1|2|θc − 1|2 + |Q1|2|θc + 1|2)
−k2|P 21 (θ − 1)(θ¯c − 1) +Q21(θ + 1)(θ¯c + 1)|2,
N = P1Q¯1(θ − 1)(θ¯ + 1)(|P1|2|θc − 1|2 + |Q1|2|θc + 1|2)
+P¯1Q1(θc − 1)(θ¯c + 1))(|P1|2|θ − 1|2 + |Q1|2|θ + 1|2)
−k(k + i
√
1− k2)P1Q1(θ − 1)(θ¯c + 1)(P¯ 21 (θ¯ − 1)(θc − 1) + Q¯21(θ¯ + 1)(θc + 1))
−k(k − i
√
1− k2)P¯1Q¯1(θc − 1)(θ¯ + 1)(P 21 (θ − 1)(θ¯c − 1) +Q21(θ + 1)(θ¯c + 1)).
Under the same constraint (62), |θ(x, t)|, |θc(x, t)| → ∞ as |x|+ |t| → ∞ everywhere on the
plane (x, t), so that
u˜(x, t)→ −u(x, t) as |x|+ |t| → ∞.
Hence u˜ is a new rogue cn-periodic wave in the sense of the definition (11). By using θ(0, 0) =
θc(0, 0) = 0, we obtain u˜(0, 0) = 3k. Since the maximum of cn(x; k) is one, the magnification
factor of the two-fold rogue cn-periodic wave is Mcn(k) = 3 uniformly in k ∈ (0, 1).
Figure 3 illustrates the two-fold rogue cn-periodic waves for k = 0.5 (left) and k = 0.999
(right). In the small-amplitude limit k → 0, the rogue cn-periodic wave looks like two propagat-
ing solitary waves but they are again localized in space and time. In the soliton limit k → 1, the
17
−15
−10
−5
0
5
10
15
−15
−10
−5
0
5
10
15
0
0.5
1
1.5
tx
−30
−20
−10
0
10
20
30
−30
−20
−10
0
10
20
30
0
1
2
3
x
t
Figure 3: The two-fold rogue cn-periodic wave of the NLS for k = 0.5 (left) and k = 0.999
(right).
rogue cn-periodic wave looks like a non-trivial interaction of the three adjacent NLS solitons (10)
and these explain why the magnification factor is three, in agreement with the recent work [25].
It is still surprising that the magnification factor of the two-fold rogue cn-periodic wave does
not depend on the amplitude of the cn-periodic wave.
4 Further discussion
We have developed a computational algorithm of constructing rogue periodic waves in the
context of the focusing NLS equation. Since both dn- and cn-periodic waves are modulationally
unstable, both waves exhibit rogue waves on their background which appears from nowhere and
disappears without any trace. For the rogue dn-periodic waves, we were only able to use one-fold
Darboux transformation since the non-periodic solutions were obtained in the closed analytical
form for only one branch point of the Zakharov–Shabat spectral problem. For the rogue cn-
periodic waves, we were able to use both one-fold and two-fold Darboux transformations because
the two branch points in the Zakharov–Shabat spectral problem are related to each other by
complex conjugation and reflection symmetries.
These results can be developed further in view of high interest to rogue waves in the focusing
NLS equation [7,8,11,20]. A relatively simple extension of these solutions would include traveling
periodic waves with a nontrivial dependence of the wave phase. A more difficult problem is
to extend the computational algorithm of constructing the rogue waves for Riemann’s Theta
functions, which represent quasi-periodic solutions including the two-phase solutions considered
in [7, 8, 11]. These open questions are left for further studies.
Acknowledgements: Jinbing Chen is grateful to the Department of Mathematics of Mc-
Master University for the generous hospitality during his visit. The work of J.C. was supported
by the National Natural Science Foundation of China (No.11471072), and the Jiangsu Over-
seas Research & Training Programme for University Prominent Young & Middle-aged Teachers
and Presidents (No. 1160690028). The work of D.P. is supported by the state task of Russian
Federation in the sphere of scientific activity (Task No. 5.5176.2017/8.9).
18
References
[1] Handbook of mathematical functions with formulas, graphs, and mathematical tables, Eds.
M. Abramowitz and I.A. Stegun (Dover Publications, NY, 1972).
[2] D.S. Agafontsev and V.E. Zakharov, “Integrable turbulence and formation of rogue waves”,
Nonlinearity 28 (2015), 2791–2821.
[3] D.S. Agafontsev and V.E. Zakharov, “Integrable turbulence generated from modulational
instability of cnoidal waves”, Nonlinearity 29 (2016), 3551–3578.
[4] N. Akhmediev, A. Ankiewicz, and J.M. Soto-Crespo, “Rogue waves and rational solutions
of the nonlinear Schro¨dinger equation”, Phys. Rev. E 80 (2009), 026601 (9 pp).
[5] N. Akhmediev, A. Ankiewicz, and M. Taki, “Waves that appear from nowhere and disappear
without a trace”, Phys. Lett. A 373 (2009) 675–678.
[6] E.D. Belokolos, A.I. Bobenko, V.Z. Enol´skii, A.R. Its, and V.B. Matveev, Algebro–Geomtric
Approach to Nonlinear Integrable Equations (Springer, Berlin, 1994).
[7] M. Bertola, G.A. El, and A. Tovbis, “Rogue waves in multiphase solutions of the focusing
nonlinear Schro¨dinger equation”, Proc. R. Soc. A 472 (2016) 20160340 (12 pp).
[8] M. Bertola and A. Tovbis, “Maximal amplitudes of finite-gap solutions for the focusing
nonlinear Schro¨dinger equation”, Comm. Math. Phys. 354 (2017), 525–547.
[9] J.C. Bronski, V.M. Hur, and M.A. Johnson, “Modulational instability in equations of KdV
type”, in New approaches to nonlinear waves, Lecture Notes in Phys. 908 (Springer, Cham,
2016), pp. 83–133.
[10] A. Calini and C.M. Schober, “Dynamical criteria for rogue waves in nonlinear Schro¨dinger
models”, Nonlinearity 25 (2012), R99–R116.
[11] A. Calini and C.M. Schober, “Characterizing JONSWAP rogue waves and their statistics
via inverse spectral data”, Wave Motion 71 (2017), 5–17.
[12] C.W. Cao and X.G. Geng, “Classical integrable systems generated through nonlinearization
of eigenvalue problems”, Nonlinear physics (Shanghai, 1989), pp. 68–78 (Research Reports
in Physics, Springer, Berlin, 1990).
[13] J. Chen and D.E. Pelinovsky, “Rogue periodic waves in the modified Korteweg-de Vries
equation”, Nonlinearity, accepted (2017)
[14] A. Contreras and D.E. Pelinovsky, “Stability of multi-solitons in the cubic NLS equation”,
J. Hyperbolic Diff. Eqs. 11 (2014), 329–353.
[15] B. Deconinck and B.L. Segal, “The stability spectrum for elliptic solutions to the focusing
NLS equation”, Physica D 346 (2017), 1–19.
[16] P. Dubard and V.B. Matveev, “Multi-rogue waves solutions: from the NLS to the KP-I
equation”, Nonlinearity 26 (2013), R93–R125.
19
[17] S. Gustafson, S. Le Coz, and T.P. Tsai, “Stability of periodic waves of 1D cubic nonlinear
Schro¨dinger equations”, Appl. Math. Res. Express 2017 (2017), 431–487.
[18] C.H. Gu, H.S. Hu and Z.X. Zhou, Darboux Transformation in Integrable Systems: Theory
and their Applications to Geometry (Springer, Heidelberg, Germany, 2005).
[19] T. Ivey and S. Lafortune, “Spectral stability analysis for periodic traveling wave solutions
of NLS and CGL perturbations”, Physica D 237 (2008), 1750–1772.
[20] D.J. Kedziora, A. Ankiewicz, and N. Akhmediev, “Rogue waves and solitons on a cnoidal
background”, Eur. Phys. J. Special Topics 223 (2014), 43–62.
[21] Ch. Kharif, E. Pelinovsky, and A. Slunyaev, Rogue Waves in the Ocean (Springer, Heidel-
berg, 2009).
[22] Y. Ohta and J. Yang, “General high-order rogue waves and their dynamics in the nonlinear
Schro¨dinger equation”, Proc. R. Soc. A 468 (2012), 1716–1740.
[23] D.H. Peregrine, “Water waves, nonlinear Schro¨dinger equations and their solutions”, J.
Austral. Math. Soc. B. 25 (1983), 16–43.
[24] D.H. Sattinger and V.D. Zurkowski, “Gauge theory of Ba¨cklund transformations”, Physica
D 26 (1987), 225–250.
[25] A.V. Slunyaev and E.N. Pelinovsky, “Role of multiple soliton interactions in the generation
of rogue waves: the modified Kortewegde Vries framework”, Phys. Rev. Lett. 117 (2016),
214501 (5 pp).
[26] G.Z. Tu, “The trace identity, a powerful tool for constructing the Hamiltonian structure of
integrable systems”, J. Math. Phys. 30 (1989) 330–338.
[27] O.C. Wright, “Effective integration of ultra-elliptic solutions of the focusing nonlinear
Schro¨odinger equation”, Physica D 321322 (2016), 16–38.
[28] R.G. Zhou, “Mixed hierarchy of soliton equations”, J. Math. Phys. 50 (2009), 123502 (12
pp).
[29] R.G. Zhou, “Finite-dimensional integrable Hamiltonian systems related to the nonlinear
Schro¨dinger equation”, Stud. Appl. Math. 123 (2009), 311–335.
20
