As an important processing step for rough set theory, attribute reduction aims at eliminating data redundancy and drawing useful information. Covering rough set, as a generalization of classical rough set theory, has attracted wide attention on both theory and application. By using the covering rough set, the process of continuous attribute discretization can be avoided. Firstly, this paper focuses on consistent covering rough set and reviews some basic concepts in consistent covering rough set theory. Then, we establish the model of attribute reduction and elaborate the steps of attribute reduction based on consistent covering rough set. Finally, we apply the studied method to actual lagging data. It can be proved that our method is feasible and the reduction results are recognized by Least Squares Support Vector Machine (LS-SVM) and Relevance Vector Machine (RVM). Furthermore, the recognition results are consistent with the actual test results of a gas well, which verifies the effectiveness and efficiency of the presented method.
Introduction
Attribute reduction has become an important step in pattern recognition and machine learning tasks [1, 2] . The main goal of attribute reduction is to remove redundant information in datasets and draw useful information so as to improve classification ability [3] . The theory of classical rough set, as proposed by Pawlak in 1982, has been used as a mathematical tool to deal with various types of insufficient and imperfect data [4] . Rough set theory, which provides a popular mathematical framework for knowledge discovery, feature selection, data mining, and rule extraction, has been concerned by many research scholars since it was first proposed. Generally speaking, the traditional rough set theory can partition the objects of a universe into mutually exclusive equivalence classes, which was based on equivalence relations. The data table that needs to be analyzed by rough set theory is called an information system. Information system, as a mathematical model in artificial intelligence, is deemed as an important application of rough sets [5, 6] . Over the last decades, there has been much work on information systems with rough set, including some successful applications in machine learning, decision analysis, and knowledge discovery. Therefore, rough set theory has been playing a significant role in the unpredictable and uncertain information systems [7, 8] .
A drawback of attribute reduction in traditional rough sets is that it can only deal with discrete databases. Therefore, the continuous databases need to be discretized before attribute reduction. Presently, the existing discretization methods can be roughly classified into two categories: supervised discretization method and unsupervised discretization method [9] . Supervised discretization methods generally include discretization based on information entropy and discretization based on ChiMerge algorithm [10] , while unsupervised discretization methods arguably include box method for equal frequency or equal width, intuitive division discretization, and discretization based on cluster analysis [11, 12] . There are two limitations in traditional attribute reduction based on rough set theory: (1) databases are numerical in the real world, so that they cannot be handled directly by traditional rough set theory; (2) numerical data have to be discretized before attribute reduction, which inevitably leads to information loss. Therefore, it is desirable to develop an efficient method which can deal with numerical databases directly. The covering rough set theory was proposed to solve this problem efficiently and it avoids the attribute discretization [13] .
Covering rough set theory is a generalization of traditional rough set theory, which can deal directly with numerical data. Once launched, covering rough set was of great concern. So far, many researchers conducted studies on the approximation problems based on covering rough set [14] [15] [16] [17] . However, to the best of the authors' knowledge, there are relatively few results published on the attribute reduction of covering rough sets and simultaneously its practical application, which motivates the present study.
In this paper, we will first review the theory of traditional rough set and upper-lower approximations, present some basic concepts of consistent covering rough set theory, and establish a model of attribute reduction. Then, the attribute reduction based on consistent covering rough set will be presented and further generalized, which will be compared with attribute reduction based on traditional rough set. Finally, we will apply the studied attribute reduction method to actual logging gas data. LS-SVM and RVM algorithms will be used to recognize the reduction results to confirm its validity.
Basic Theory Relate to Rough Set

Pawlak's Rough Sets.
In rough set theory, the quadruplet = ⟨ , , , ⟩ is called an information system, where = { 1 , 2 , . . . , } is a nonempty set of samples, called a universe or a sample space. And = { 1 , 2 , . . . , } is a nonempty set of attributes or features, which is divided into the set of conditional attributes and the set of decision attributes, = ∪ . Every subset of attributes can induce binary relation Ind( ), also called -indiscernibility relation and defined as Ind( ) = {( , ) ∈ × : ( ) = ( ), ∀ ∈ }.
= ⋃ ∈ , is the range of ∈ ; is a mapping function of × → ; it gives an attribute value for each object, where ∀ ∈ , ∈ , ( , ) ∈ . For ⊆ , -upper approximation and -lower approximation are defined as follows: . The set of all indispensable attributes in is called the core of ( , ), denoted as Core( ). If is relatively independent in ( , , ) and Pos ( ) = Pos ( ), is called a reduction of ( , ).
Basic Nations Related to Covering Rough Set
Definition 1 (see [18] ). Let be a universe of discourse and be a family of subsets of . Then, is called a covering of if no subset in is empty and ⋃ = .
It is obvious that a partition of is certainly a covering of and the concept of a covering is an extension of a partition. In [19, 20] the notion of coverings was used to construct lower and upper approximation operators and to study properties of these operators.
Definition 2 (see [21] ). Let = { 1 , 2 , . . . , } be a covering of . For every ∈ , let = ⋂{ : ∈ ∧ ∈ }, cov( ) = { : ∈ } is also a covering of , and is the minimal set including in cov( ); one calls cov( ) the induced covering of .
For every ∈ , is the minimal set including in cov( ). Every element in cov( ) cannot be written as the union of other elements in cov( ). cov( ) = if and only if is a partition. For any , ∈ , if ∈ then ⊇ ; so if ∈ and ∈ , then = .
Definition 3 (see [21] ). Let Δ = { : = 1, . . . , } be a family of coverings of . For every ∈ , let Λ = ⋂{ : C ∈ cov( ), = 1, 2, . . . , }, and cov(Δ) = {Λ : ∈ } is then also a covering of ; Λ is the intersection of all coverings including in Λ.
Obviously Λ is the intersection of all coverings including in Δ. So, for every ∈ , Λ is the minimal set including in cov(Δ). cov(Δ) can be viewed as the intersection of coverings in Δ. Every element in cov(Δ)cannot be written as the union of other elements in cov(Δ). If every covering in Δ is a partition, then cov(Δ) is also a partition and Λ is the equivalence class that includes . For every , ∈ , if ∈ Λ , then Λ ⊇ Λ , so if ∈ Λ and ∈ Λ , then Λ = Λ . Definition 4 (see [21] ). Let Δ = { : = 1, . . . , } be a family of coverings of . For any ⊆ , the lower and upper approximations of with respect to cov(Δ) are defined as follows:
The positive domain, negative domain, and boundary domain of relative to Δ are, respectively, computed by the following formulas:
= pos Λ ( ), neg Λ ( ) = − , and ( ) = − .
Attribute Reduction and Simulation Experiment
Attribute Reduction Based on Traditional Rough Set.
In an information system, attribute reduction is an important application of rough set theory. The key idea is to reduct redundant information while maintaining the indiscernibility relation. Then, traditional reduction methods, such as attribute reduction based on discernibility matrix [22] , attribute reduction based on heuristic information [23] , and attribute reduction based on evolutionary computation [24] , can be used to obtain the attribute reduction results. In the following, we take the particle swarm optimization (PSO) algorithm as an example to study attribute reduction based on an evolutionary algorithm.
Attribute Reduction Based on PSO Algorithm.
The basic concepts of attribute reduction in rough set theory and the ideas of particle swarm optimization (PSO) are briefly combined to construct attribute reduction algorithm based on PSO. It reduces algorithm complexity effectively. The steps of its algorithm are as follows.
Step 1. Discretize data in original information table (the discretization method is attribute discretization based on curve inflection points) [25] .
Step 2. Initialize the particle swarm randomly.
Step 3. Construct the fitness function:
calculate the fitness value of each particle swarm.
Step 4. For each particle swarm, set current fitness value as the new , if the current fitness value is better than the past one. Select the best as , and continue to update the position. Step 5. Determine whether the termination condition is satisfied; if yes, go to Step 6. Otherwise, return to Step 2 (or take the iteration times as termination condition).
Step 6. Test each particle by using the reduction definition, get all the candidate reduction sets, remove the redundant attributes, and then get the final reduction sets. Table 1 is weather information of a city during daytime.
Classic Example Simulation and Comparative Analysis.
And "No." shows the number of tested days. There are 5 condition attributes which are "c1" (luminosity), "c2" (temperature), "c3" (relative humidity), "c4" (wind speed), and "c5" (precipitation), respectively. "D" is decision attribute which represents travel condition. After discretization based on curve inflection points [25] , see Table 2 .
After attribute reduction based on PSO algorithm, the reduction result is = {c2, c4, c5}, which means that the condition attributes c1 and c3 are redundant. And 3 key attributes determine the travel condition, which are c2 (temperature), c4 (wind speed), and c5 (precipitation), respectively.
However, if we apply discretization based on information entropy, see Table 3 .
After the same reduction method based on PSO algorithm but not same discretization method, the reduction result is = {c1, c3, c4, c5}. Apparently, 4 key attributes determine travel condition. They are c1 (luminosity), c3 (relative humidity), c4 (wind speed), and c5 (precipitation), respectively.
We examine that the numerical data have to be discretized through traditional rough set theory in real life. However, it should be pointed out that attribute discretization destroys indiscernibility relations between condition attributes and decision attributes to some extent, and it also leads to lack of 1  2  2  2  2  1  1  2  1  1  2  2  1  1  3  2  2  1  1  1  0  4  1  2  2  2  2  0  5  1  1  2  1  2  1  6  2  2  1  1  1  1 information and different reduction results. As a result, the accuracy of attribute reduction is affected. In order to solve the complexity of continuous attribute discretization, we will present a method of attribute reduction based on consistent covering rough set. And the present method can be used to greatly improve the accuracy and efficiency of attribute reduction.
Attribute Reduction Based on Consistent Covering Rough Set
Basic Definitions and Principles.
In practical applications, a large number of databases cannot be directly handled by classical rough sets. For this reason, neighborhood rough sets and similarity relation rough sets were developed. These models induce coverings of a universe instead of partitions and can thus be categorized into covering rough sets. In the following, we review some definitions of consistent covering rough sets.
Definition 5 (see [26] ). Let Δ = { : = 1, 2, . . . , } be a family of coverings of . is a decision attribute set. / is a decision division on .
If, ∀ ∈ , ∃ ∈ / such that Δ ⊆ , then decision system ( , Δ, ) is called a consistent covering decision system and donated as cov(Δ) ≤ / . The positive region of relative to Δ is defined as Pos Δ ( ) = ⋃ ∈ / Δ( ). Otherwise, ( , Δ, ) is called an inconsistent covering decision system. Definition 6. Let ( , Δ, = { }) be a consistent covering decision system. Supposing = { 1 , 2 , . . . , }, by ( , Δ, ) we donate × matrix ( ), called the discernibility matrix of ( , Δ, ) and defined as follows.
(1) when (Δ ) ̸ = (Δ ),
(2) When (Δ ) = (Δ ),
If ∈ for (Δ ) ̸ = (Δ ), is one of the covers to maintain the relation between and with respect to Δ.
Here we should point out that if = { : = 1, . . . , }, the relations between elements in are a disjunction; if = { , ∧ : , ≤ }, we mean it is conjunction between and , 0 , 0 , 1 , 1 ≤ . Since ( , Δ, ) is symmetric and = Δ, for = Δ = 1, . . . , , we represent ( , Δ, ) only by elements in the lower triangle of ( , Δ, ).
Theorem 7.
Let ( , Δ, = { }) be a consistent covering decision system, ( , Δ, ) = ( : , ≤ ) is the discernibility matrix of ( , Δ, ), and the discernibility function is as follows:
where ⋁ means, for every , or ∧ conducts a disjunctive operation. Make ( , Δ, ) = ⋁ =1 (⋀ Δ ) (Δ ⊆ Δ); then the set {Δ : ≤ } is the collection of all the reductions of the system.
Classic Example Simulation.
In order to further validate the feasibility of the algorithm, illustrative example is applied for simulation analysis. Table 4 is logging dataset of a typical well, where "No." represents the number of wells. "c1" represents acoustic time, "c2" represents caliper, "c3" represents natural gamma, "c4" represents plate radius, "c5" represents induction resistivity, and "c6" represents flushed zone resistivity. "D" is the type of a well, "0" represents dry well, and "1" represents oil well [27] .
Obviously, all the condition attributes are numerical data in Table 4 . So data have to be discretized and they cannot be directly handled by traditional rough sets. Therefore, consistent covering rough set can be applied to deal with the data in Table 4 so that the lack of information by traditional rough set theory is avoided.
According to the definition of covering rough set, ≤7 = {( ) ( ) : = 1, 2, . . . , 7} is a covering of sample set = {1, 2, . . . , 7}. Therefore, Δ = { 1 , 2 , 3 , 4 } constitutes 4 coverings of sample . In decision attribute table, for every condition attribute, the "descending order" is used to establish the equivalence relation. So we can get Δ 1 = {1}, Δ 2 = {2}, Δ 3 = {3}, Δ 4 = {4}, Δ 5 = {5}, Δ 6 = {6}, Δ 7 = {7}. The sample can be divided into two categories which are 1 , 2 according to decision attribute , and 1 = {1, 2, 3}, 2 = {4, 5, 6, 7}. Obviously, Pos Δ ( ) = ⋃ ∈ / Δ( ) = Δ( 1 ) ∪ Δ( 2 ) due to the definition of consistent covering rough set. And Δ( 1 ) = (1) ∪ (3) ∪ (6) = {1, 2, 3}, Δ( 2 ) = (2) ∪ (4) ∪ (5) = {4, 5, 6, 7}. Therefore, the discernibility matrix of ( , Δ, ) is as follows: For every Δ, calculation results are as follows:
Reduction results based on discernibility function are as follows:
According to the results, there are two reduction results in this decision system, which are
Algorithm Description Based on Consistent Covering Rough Set
Attribute reduction is a core application of rough set. In this paper, the main emphasis is laid on the attribute reduction based on consistent covering rough set. For consistent covering decision system, the essence of attribute reduction is to ensure the minimum subset of conditional attribute so as to achieve the purpose of attribute reduction [28] . According to the above classic example (Section 3.2.2), the flow chart of attribute reduction model based on consistent covering rough set is provided in Figure 2 . According to Figure 2 , algorithm steps are designed as follows. Furthermore, the algorithm of attribute reduction based on consistent rough set is programmed in this paper.
Step 1. Read sample data in decision information table.
Step 2. Sort sample data as descending order, and build coverings of the sample.
Step 3. Ensure the decision system is consistent; then run
Step 4 (we only consider consistent covering decision system in this paper).
Complexity
Step 4. Build discernibility matrix ( , Δ, ), that is, ( ), 1 ≤ ≤ ≤ .
Step 5. Write discernibility function: ( , Δ, ) = ⋀ , =1 (⋁ ), ( ̸ = ) according to discernibility matrix.
Step 6. Get the reduction set {Δ : ≤ } through conjunctive and disjunctive forms; that is, Red (Δ) = {Δ : ≤ }.
Practical Application and Experimental Analysis
In order to validate the effectiveness of the studied method for attribute reduction based on consistent covering rough set, we adopt the logging data of a gas well named "Su6" in Xinjiang (China) as showed in Table 5 and conduct a comparative analysis. All condition attributes are numerical.
Moreover, 200 experimental sample data types (well depth 3000 m-3400 m) are selected instead of all logging data in order to maintain confidentiality. Among them, they are 80 gas layer points and 120 nongas layer points according to the actual test results. There are 13 condition attributes in Table 5 , which are GR (natural gamma), DT (acoustic time), SP (spontaneous potential), WQ (flush zone resistivity), LLD (deep investigated double lateral resistivity), LLS (shallow investigated double lateral resistivity), DEN (density), NPHI (compensated neutron), PE (photoelectric absorption index), U (uranium), TH (thorium), K (potassium), and CALI (borehole diameter). The decision attributes of sample information are the nongas layer and the gas layer, the decision attributes are denoted by 1 , 2 , respectively. And "0" is for nongas layer; "1" is for gas layer. (Note: gas field is abbreviated as natural gas field that is rich in natural gas. Typically, organic matter is buried between 1 and 6 km depth, and oil will be produced with temperatures between 65 and 150 degrees Celsius. Natural gas will be produced while deeper.) According to the definition of consistent covering rough set, Pos Δ ( ) = ⋃ ∈ / Δ( ) = Δ( 1 ) ∪ Δ( 2 ). Obviously, logging data in Table 5 is consistent decision system. The data in Table 5 are input to the program of attribute reduction based on consistent covering rough set. Then, reduction results are {GR, DT, SP, LLD, LLS, DEN, K}. The two different traditional reduction methods of the rough set, which are attribute reduction based on identification matrix and particle swarm optimization-(PSO-) based attribute reduction of rough set, are used to deal with the data in Table 5 for comparison and analysis. Reduction results are shown in Table 6 .
According to reduction results and running time in Table 6 , we know that reduction method based on consistent covering rough set has advantages of fewer reduction attributes and shorter running time.
In order to further validate the effectiveness of attribute reduction based on consistent covering rough set, the reduction results are recognized by Least Squares Support Vector Machine (LS-SVM) [29] and Relevance Vector Machine (RVM) [30] . Recognition results are shown in Table 7 . The recognition results show that recognition accuracies of the studied algorithm are 94.2% (LS-SVM) and 91.5% (RVM), respectively, which are higher than the other two reduction algorithms. Figure 3 shows the actual gas distribution, Figure 4 shows that recognition results of the studied algorithm by LS-SVM, and the recognition accuracy is 94.2%. Figure 5 shows recognition results of the studied algorithm by RVM and the recognition accuracy is 91.5%.
According to a comparison of recognition results in Figures 3, 4 , and 5, we know both recognition accuracies of the studied algorithm by LS-SVM and RVM go up to 90%. It can effectively reduce the tedious work in gas recognition and improve the recognition accuracy. Figures 6 and 7 show classification of the studied algorithm by LS-SVM and RVM, respectively. Among them, the red line indicates classification line, the green points indicate gas layer points, and the black asterisks indicate nongas layer points.
The proposition of attribute reduction based on consistent covering rough set is of great significance. On one hand, it avoids the tedious steps of continuous attribute discretization and reduces the lack of important information in decision information table. For these reasons, the accuracy and efficiency of attribute reduction based on traditional rough set can be improved largely. On the other hand, the proposed algorithm can directly handle the numerical data in the real world and significantly reduce the workload compared with traditional attribute reduction. The presented method was applied to actual lagging data; it proved that gas exploration is effective and the recognition accuracy is high. The presented method is feasible and reasonable and it has important theoretical significance and practical value for artificial intelligence and data mining.
Conclusion
An efficient attribute reduction algorithm on the basis of consistent covering rough set has been presented. The knowledge of traditional rough set and covering rough set has been analyzed. The drawbacks of attribute reduction based on traditional rough set and the advantages of covering rough set have been also discussed. The actual logging data have been applied to test the feasibility and efficiency of the presented algorithm. The experimental results have shown that the studied reduction method can effectively handle numerical data and is much more efficient than traditional rough set theory. The reduction results have been compared with actual recognition results by LS-SVM and RVM algorithm so as to validate the algorithm's effectiveness. It has been demonstrated that the proposed recognition results are consistent with the actual gas distribution and the recognition accuracy is high.
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