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ABSTRACT
Atomic force microscopy (AFM) is a powerful tool for imaging topography or other
characteristics of sample surfaces at nanometer-scale spatial resolution by recording
the interaction of a sharp probe with the surface. Dispute its excellent spatial resolu-
tion, one of the enduring challenges in AFM imaging is its poor temporal resolution
relative to the rate of dynamics in many systems of interest. This has led to a large re-
search effort on the development of high-speed AFM (HS-AFM). Most of these efforts
focus on mechanical improvement and control algorithm design. This dissertation in-
vestigates a complementary HS-AFM approach based on the idea of undersampling
which aims at increasing the imaging rate of the instrument by reducing the number
of pixels in the sample surface that need to be acquired to create a high-quality image.
The first part of this work focuses on the reconstruction of images sub-sampled
according to a scheme known as µ path patterns. These patterns consist of ran-
domly placed short and disjoint scans and are designed specifically for fast, efficient,
and consistent data acquisition in AFM. We compare compressive sensing (CS) re-
construction methods with inpainting methods on recovering µ-path undersampled
vi
images. The results illustrate that the reconstruction quality depends on the choice
of reconstruction methods and the sample under study, with CS generally producing
a superior result for samples with sparse frequency content and inpainting perform-
ing better for samples with information limited to low frequencies. Motivated by
the comparison, a basis pursuit vertical variation (BPVV) method, combing CS and
inpainting, is proposed. Based on single image reconstruction results, we also extend
our analysis to the problem of multiple AFM frames, in which higher overall video
reconstruction quality is achieved by pixel sharing among different frames.
The second part of the thesis considers patterns for sub-sampling in AFM. The
allocation of measurements plays an important role in producing accurate reconstruc-
tions of the sample surface. We analyze the expected image reconstruction error using
a greedy CS algorithm of our design, termed simplified matching pursuit (SMP), and
propose a Monte Carlo-based strategy to create µ-path patterns that minimize the
expected error. Because these µ path patterns involve a collection of disjoint scan
paths, they require the tip of the instrument to be repeatedly lifted from and re-
engaged to the surface. In many cases, the re-engagements make up a significant
portion of the total data acquisition time. We therefore extend our Monte Carlo de-
sign strategy to find continuous scan patterns that minimize the reconstruction error
without requiring the tip to be lifted from the surface.
For the final part of the work, we provide a hardware demonstration on a com-
mercial AFM. We describe hardware implementation details and image a calibration
grating using the proposed µ-path and continuous scan patterns. The sample surface
is reconstructed from acquired data using CS and inpainting methods. The recovered
image quality and achievable imaging rate are compared to full raster-scans of the
sample. The experimental results show that the proposed scanning combining with
reconstruction methods can produce higher image quality with less imaging time.
vii
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1Chapter 1
Introduction
1.1 Overview
Atomic force microscopy (AFM) is a powerful tool for imaging systems with nanometer-
scale features in a variety of application domains including metrology, materials sci-
ence and biology. The instrument can probe a variety of surface characteristics,
including topology, electrical properties, and mechanical properties through interac-
tions between the sample and an atomically sharp tip (Ando, 2012; Casuso et al.,
2011; Liu and Wang, 2010; Oliver, 2008; Seo and Jhe, 2007; Rabe et al., 2002). An
image of the property under study is typically produced by rastering the probe rel-
ative to the sample using a piezoelectric actuator (Abramovitch et al., 2007). The
sample is systematically traversed and images generated pixel-by-pixel and line-by-
line. Limited in large part by the mechanics of the instrument and by the nature of
the scanning process, image acquisition times are typically measured in seconds to
minutes or even longer.
Due in part to the interest in using AFM to study dynamic processes at the
nanometer scale, there continues to be ongoing research in improving its imaging rate
(Ando, 2012). Since an AFM is fundamentally a mechanical microscope, many of
the approaches to achieve higher speed have focused on modifications to the physical
components. These have included the use of small cantilevers and the development of
faster actuators to allow for more rapid imaging (Yong et al., 2012) as well as the appli-
cation of advanced controllers, such as adaptive proportional-integral-derivative and
2feedforward compensators (Leang et al., 2009; Butterworth et al., 2010; Butterworth
et al., 2011) to push existing hardware to higher speeds. With these improvements,
high-end commercial instruments can reach rates on the order of one to ten frames
per second. Most commercial instruments, however, continue to have imaging rates
significantly below one frame per second.
A complementary high-speed AFM (HS-AFM) approach, which benefits a large
installed base of slower instruments, considers sampling schemes. These include the
use of spirals, cycloids, and Lissajous patterns that reduce harmonic content of the
scan trajectories (Tuma et al., 2012; Rana et al., 2014; Yong et al., 2010; Mahmood
and Moheimani, 2009) as well as feedback schemes that modify the tip trajectory in
real time to focus the scan on areas of interest (Huang and Andersson, 2014; Chang
et al., 2011; Hartman and Andersson, 2018).
Another group of non-raster scanning schemes introduced in (Song et al., 2011;
Andersson and Pao, 2012) is based on the idea of undersampling. Only a small
collection of pixels are visited in the scanning schemes and thus the overall data
acquisition time can be reduced. In addition to reducing the overall imaging time,
these schemes reduce the amount of tip-sample interaction, thereby reducing the
likelihood of tip or sample damage or disturbance relative to a standard raster-scan.
Taking advantage of the redundancy in many natural signals of interest, the final
surface image can be recovered from the measured pixels using imaging processing
techniques such as compressive sensing (CS) (Cande`s and Wakin, 2008) or inpainting
(Chen et al., 2013).
One straightforward way to create a sub-sampling scheme is by modifying existing
full scan trajectories (such as raster scans, spirals, cycloids and Lissajous). For exam-
ple, subline sampling (Jensen et al., 2013) is generated by randomly skipping some of
the horizontal lines in raster scanning. For spiral and Lissajous patterns, parameters
3defining the pattern can be selected to ensure the trajectory passes through only a
fraction of the pixels.
One discrete sub-sampling scheme, called µ-path pattern, was proposed in (Maxwell
and Andersson, 2014) to improve sampling efficiency. The idea of the µ-path pattern
comes from the theory of CS. In CS, random sampling, such as selecting to sample
each pixel with the same probability is an effective strategy to capture the fundamen-
tal structure of natural sparse signals and thus achieve high reconstruction quality.
However, in the application of AFM, doing so requires extra time on repeatedly lifting
and re-engaging the tip with the sample, since the probe has to visit scattered pixel
locations to take measurements (Andersson and Pao, 2012). µ-path pattern, which
consists of randomly placed short scans, is designed to balance randomness needed
to ensure good reconstruction with continuous scanning to ensure fast scanning.
1.2 Fundamental concepts of atomic force microscopy
The basic mechanism of an AFM is illustrated in Fig. 1·1. A sharp tip with a radius of
curvature on the order of nanometers is mounted to a cantilever to scan the specimen
surface. When the tip is close to or in contact to the surface, the force between the
tip atoms and the surface atoms leads to a deflection of the cantilever. The deflection
is quantified by measuring the shift of a laser beam, which reflects off the back of the
cantilever, and onto a photodetector.
AFM has three primary imaging modes, each defined by the way the tip moves on
the sample surface. These are contact mode, tapping mode and non-contact mode.
For tapping mode and non-contact mode, the cantilever is excited by a sinusoidal
signal at or near its resonance frequency. In contact mode, the tip remains in con-
stant contact with sample surface during scanning process (Abramovitch et al., 2007).
There are two methods of imaging in contact mode: constant force or constant height.
4Figure 1·1: Basic AFM principles.
In constant force mode, the height of the cantilever is continually adjusted to main-
tain a constant deflection level and the height signal under scanning is the topography
measurements. In contrast, constant height mode maintains height constant and uses
deflection as topography measurements. While constant height mode can achieve
higher scanning speed, it is limited to sufficiently smooth samples. For simplicity, in
the remainder of this thesis, we focus on constant force contact mode. However, the
algorithms we develop are essentially agnostic to the choice of imaging mode and are
easily applied to other modes.
In AFM, the sample surface is typically scanned back and forth in a raster pattern.
The motion of the tip is shown in Fig. 1·2. Each pass of X scan generates one line
of pixels in an image (trace image). Passes in the opposite direction are used for a
separate image (re-trace image). For a conventional AFM, the data acquisition rate is
typically on the order of minutes to generate an image using raster scanning, severely
limiting the ability of AFM to study dynamic in many systems of interest.
5Figure 1·2: The raster scan motion. The alternating shade areas
represent the pixels of the image. Image is obtained from (Abramovitch
et al., 2007).
1.3 Sub-sampling techniques
In this work we consider four different non-raster patterns that can be found in the
literature. Each is either explicitly designed for subsample-based imaging or is easily
applied to that purpose.
The first and likely the simplest is subline imaging in which only a fraction of
the fast-axis scan lines are acquired (Chen et al., 2013). Lines to be scanned can be
selected periodically (such as every fifth line), randomly, or more judiciously so as
to focus measurements in areas of interest when those are known. An example of a
random subline scan pattern with 20% sampling is shown in Fig. 1·3a.
The second scan pattern we consider, an Archimedian spiral, has previously been
deployed to increase the scan speed in AFM (Mahmood and Moheimani, 2009; Kot-
sopoulos and Antonakopoulos, 2010; Rana et al., 2014). Because the spiral pattern
has reduced frequency content over the standard raster pattern, the piezoactuators
of typical AFMs can more easily follow them, leading to faster scan rates. An Archi-
6median spiral scan pattern is described by
r(t) = Pft, x(t) = r(t) cos (2pift) , y(t) = r(t) sin (2pift) , (1.1)
where P is the pitch of the spiral, defined as the distance between two consecutive
intersections of the spiral with any line passing through the origin and f is the fre-
quency defining the speed of the scan. The pitch is constant along the scan and thus
the spiral pattern is well suited for constant resolution sampling of an image. Sub-
sampling is easily achieved by choosing a pitch which is larger than the final desired
resolution. An example spiral scan with 20% sampling is shown in Fig. 1·3b.
The third pattern, Lissajous scanning, has also been applied in AFM to reduce
scanning time (Tuma et al., 2012). Under this pattern, the nanopositioner of the
AFM is driven in two orthogonal axes with a single frequency in each axis. That is,
x(t) = Xo +
A
2
sin (2pifxt) , y(t) = Yo +
A
2
sin (2pifyt) . (1.2)
The resolution and scanning time is determined by choice of the two frequencies.
Unlike spiral scanning, the corresponding sampling is not uniform over the measured
area. An example Lissajous scan with 20% sampling is shown in Fig. 1·3c.
(a) Subline sampling (b) Spiral scan (c) Lissajous scan
Figure 1·3: Example scan patterns used for subsample imaging. Each
pattern samples 20% of the avai lable pixels.
7Figure 1·4: An example of a sensor path for a 64 × 64 pixel image
on acquiring 30% of the pixels using horizontal µ-paths of size q = 4.
Dots indicate pixels to be sampled.
The final pattern, µ-paths, was developed with the goal of applying compressive
sensing (CS) techniques to reduce imaging time in AFM (Maxwell and Andersson,
2014; Andersson and Pao, 2012). As noted above, in CS, random sampling is con-
sidered a simple and effective strategy to ensure good reconstruction result. A true
random sampling would thus select a small number of individual pixels for the AFM
to query; motion between those pixels is achieved by lifting the tip from the sample,
rapidly moving it to the next location, and reengaging the tip. However, the time to
reengage the tip is nontrivial and can make the overall acquisition time on the same
order as or even longer than a full raster scan, even when only a small fraction of
the pixels are sampled. In practice, then, a compromise pattern is adopted in which
short, horizontal scans are performed at randomly selected locations, balancing the
randomness needed to ensure good reconstruction with the continuity of the scan
pattern to ensure fast scanning. An example horizontal µ-path pattern with 30%
sampling using randomly placed horizontal paths of 4 pixels is shown in Fig. 1·4. We
use the term µ-path to refer to a single short scan and a µ-path pattern to refer to
the collection of all the µ-paths that define an entire scan.
8For spiral and Lissajous sampling pattern, one concern is that under these trajecto-
ries, the tip motion across a pixel is not always in the same direction and thus different
portions of the image may use different sides of the tip, leading to different imaging
artifacts. Though a µ-path can be of any shape, horizontal µ-path sub-sampling is
an efficient way to keep data consistent. However, allowing non-horizontal scans pro-
vides advantages in terms of optimizing the scan for maximal information gain. We
will explore this in Sec. 3.3 but otherwise use horizontal µ-path scans throughout the
rest of the thesis.
The scanning time for the first three smooth undersampling patterns can be es-
timated based on the proportion of the pixels in the trajectory. Scanning according
to a µ-path pattern involves moving the tip to the next starting pixel, engaging to
the surface, scanning along a short path, lifting the tip, and repeating. The total
scanning time can be approximated by
tsample = L× (tzup + txy + tzdown + tmeas) , (1.3)
where tsample is the total scanning time, L is the number of µ-paths to be used, tzup is
the time to lift the tip from the surface, txy is the average time it takes to move the tip
from the end of one µ-path to the beginning of the next, tzdown is the time to re-engage
the tip, and tmeas is the time to measure the pixels in one µ-path (Andersson and
Pao, 2012). Increasing the size of µ-path reduces data acquisition time according to
(1.3), however, this leads to decrease in image reconstruction quality (see Sec. 3.1.3).
1.4 Compressive sensing and inpainting
CS is a signal processing technique which aims at signal reconstruction from a rel-
atively small number of measurements (Carmi, 2014). It takes advantage of the
approximate sparsity of real-world signals including the images of nano-scale surface
9topography, that is, of the fact that many coefficients of such signals are close to zero
when represented in an appropriate basis.
CS methods seek the true image signal x ∈ Rn from the following observation
equation,
y = Φx = ΦΨη , Aη, (1.4)
where y ∈ Rm is the observation vector, Φ is an m × n matrix defining the mea-
surements, Ψ is an n × n sparsity basis and η is the sparse representation of x in
the domain of Ψ. In general, m  n. We define ΦΨ as the sensing matrix A. In
many applications of CS, such as in single-pixel imaging (Baraniuk, 2008), the entries
of the measurement matrix Φ are independent and identically distributed Gaussian
random variables, which means each measurement is a random linear combination of
the signal elements. In AFM, the mechanics of the measurement process require that
each sample is a convolution of the tip of the instrument and a single point of the
sample. This implies that the only linear combinations that can be achieved are the
trivial ones where only a single pixel is measured. As a result, Φ is a sparse matrix
with each row having only one nonzero entry leading to y being a subset of x. That
is, A is obtained by selecting m rows from the sparsity basis Ψ.
One common realization of the CS-based reconstruction problem, known as basis
pursuit (BP), is given by the following optimization problem,
minimize
∥∥Ψ−1x∥∥
1
subject to y = Φx = ΦΨη = Aη, (1.5)
for the noise-free case, and
minimize
∥∥Ψ−1x∥∥
1
subject to ‖Φx− y‖2 < σ, (1.6)
when noise is present. Here ‖ · ‖1 and ‖ · ‖2 denote `1 and `2 norms and σ represents
the variance of the signal noise. This problem essentially searches the sparest signal
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from all the candidates that match the measurements to be the reconstruction. BP
can be applied to images by transforming the 2-D array of the image into a vector by
simply stacking the columns, an operation we will denote as (x = vec(X)).
In reality, few signals of practical interest are truly sparse. Many, however, are
compressible. We say that a signal x is compressible if in some basis Ψ, its sorted
coefficient magnitudes decay rapidly (Donoho et al., 1998). Mathematically, a signal
x is compressible in the basis Ψ if it satisfies,
x = Ψη (1.7)
and
|ηi′ | 6 R · i−r (1.8)
where |ηi′| is the ith largest magnitude entry of η, r is a constant that controls the
speed of the decay and R is a constant.
Because the magnitudes decay rapidly, compressible signals can be represented
well by the d  n largest coefficients. The best d-term approximation of a signal is
the one that keeps the d largest magnitudes and sets the rest to zero. The difference
between the true signal and its best the d-term approximation is called the d-term
approximation error. Truly sparse signals can be recovered exactly from a very limited
number of observations with overwhelming probability (Candes and Romberg, 2007).
For compressible signals, stable recovery is also guaranteed by solving (1.5) (Candes
et al., 2006).
(1.5) is a convex optimization problem which can further be transformed to a linear
programming (LP) problem and, thus, it is solvable in polynomial time. However, in
practice, due to the large size of signals, it usually takes hours to find the optimal
solution. Therefore, many greedy algorithms, such as orthogonal matching pursuit
(OMP) (Tropp and Gilbert, 2007), iterative hard thresholding (IHT) (Blumensath
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and Davies, 2009) and compressive sampling matching pursuit (CoSaMP) (Needell
and Tropp, 2010), have been created (Elad, 2010). It is known that the reconstruction
quality for many CS methods depends on the properties of A such as the restricted
isometry property (RIP) (Candes, 2008) and mutual coherence (Donoho et al., 2006).
Unlike CS which seeks sparse solutions in frequency domain, inpainting methods
diffuse pixel information from known locations into unsampled regions directly in the
spatial domain. In general, inpainting methods define an energy functional that is
then minimized to determine the reconstructed image. Two variants of inpainting are
considered in this work. The first one, total variation (TV) inpainting, is a widely
used second order method with energy functional E(·) given by (Rudin et al., 1992)
E
(
Xˆ
)
=
∫
Ω
|∇Xˆ|dx dy +
∫
Ω
λ(x, y)
(
X − Xˆ
)2
dx dy (1.9)
where Ω is the image area, (x, y) are planar coordinates in the image, X is the sampled
data (with unsampled pixels being undefined), Xˆ is the reconstructed image, and λ
is a weighting term that takes a constant value at sampled locations (where X is
known) and 0 everywhere else. The minimizing solution Xˆ can be found by solving
a gradient descent equation given by
Xˆt = ∇ ·
 ∇Xˆ∣∣∣∇Xˆ∣∣∣
+ λ(x, y)(X − Xˆ) . (1.10)
One major drawback of TV inpainting is that it does not connect broken edges
over large distances. Many higher order inpainting models have been developed to
overcome this challenge, and therefore are more suitable for reconstructing µ-path
pattern sub-sampled images. Following (Chen et al., 2013), in this thesis we use
low-curvature image simplifiers (LCIS) (Tumblin and Turk, 1999). The inpainted
reconstruction can be found through iterations with the following gradient descent
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equation,
Xˆt = −∆
(
arctan
(
∆Xˆ
))
+ λ(x, y)
(
X − Xˆ
)
. (1.11)
The first term in (1.11) involves the conductance threshold function arctan(·) which
promotes the propagation of information across low gradients. And second term
prevents the deviation of reconstruction from known data.
1.5 Notation
The following notation will be used in this thesis. Let ϕ1, ..., ϕn be the n column
vectors of the measurement matrix Φ, φ1, ..., φm be the m row vectors of the mea-
surement matrix Φ, ψ1, ..., ψn be the n column vectors of the sparsity matrix Ψ and
ϑ1, ..., ϑn be the algebraic sums of the elements in the columns ψ1, ..., ψn respectively.
For a vector v, let i be the index of its ith entry, i′ be the index of its ith largest
magnitude entry, ‖v‖0 be its `0 norm, ‖v‖1 its `1 norm, and ‖v‖2 its `2 norm. For a
matrix A, let Aj be its j
th column and Aj,k the j, k
th entry. We denote the operation
vec(A) as transforming the matrix A into a vector by simply stacking the columns.
A ∪ v means concatenating the row vector v vertically with the matrix A. For a set
Ω, Ω ∪ j means adding the index j to the set Ω and Ω\j means removing the index
j from the set Ω. For two sets Ω and U , Ω ∪ U means the union of the two sets. Let
I be the identity matrix and αI the identity matrix multiplied by a constant α.
All the simulations in this thesis were carried out in Matlab on a typical personal
computer with WIN7 operation system, 2.8 GHz Intel Core i7 and 8 GB memory. For
the purposes of quantitative comparison, the quality of a reconstruction is measured
using Peak Signal-to-Noise Ratio (PSNR) or SSIM (structural similarity) index. Both
metrics compare a master image to some distorted version. PSNR is based on the
mean square error (MSE) between the two image, and SSIM measures the similarity
between two images by comparing luminance, contrast and structure.
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Given a true image X and a reconstruction Xˆ, each of size n1 × n2 pixels, the
PSNR is defined by
PSNR = 20 log10
maxi,j (Xi,j)√
1
n1n2
∑n1
i=1
∑n2
j=1
(
Xi,j − Xˆi,j
)2 , (1.12)
and SSIM is defined by
SSIM =
(2µXµXˆ + c1) (2σXXˆ + c2)(
µ2X + µ
2
Xˆ
+ c1
)(
σ2X + σ
2
Xˆ
+ c2
) , (1.13)
where Xi,j is the (i, j)
th pixel in the image, µ is the pixel value average, σ is the pixel
value variance, and σXXˆ is the covariance of X and Xˆ. Higher value indicates better
reconstruction. The choice of sparsity basis has a large impact on reconstruction
quality for CS methods. A good choice needs to make low mutual coherence of the
sensing matrix ΦΨ and high sparsity of the unknown image Ψ−1X. In practice, the
Discrete Cosine Transform (DCT) keeps a good balance between low mutual coher-
ence of AFM sensing matrices and high sparsity of AFM sample images. Therefore,
for concreteness, in this work we choose DCT for the sparsity basis Ψ. The extension
to other bases is straightforward.
1.6 Organization and contribution of the thesis
This work considers the problem of sub-sampling based HS-AFM on reconstruction
and sampling. The remainder of this thesis is organized as follows.
Ch. 2 focuses on reconstruction methods. We start with the comparison between
CS and inpainting. We apply three reconstruction methods in the two categories
to a large number of training images, describe the reconstruction performance, and
show the separation of the reconstruction techniques based on the parameters of fre-
quency content and sparsity. These results are then used to develop a decision test
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for choosing a reconstruction algorithm between CS and inpainting based only on
the available sub-sampled data. To overcome the limitation of the two reconstruc-
tion methods, basis pursuit vertical variation (BPVV) optimization is proposed to
combine the advantages of the two methods. We also present a deep neural network
approach for accurate reconstruction. At last, we extend the results from single image
reconstruction to the multiple frame case, where a sampling pattern design algorithm
and a multi-frame reconstruction algorithm are proposed.
Ch. 3 focuses on sampling pattern design. We first describe a fast CS recon-
struction algorithm, termed simplified matching pursuit (SMP). The expected recon-
struction error using SMP is analyzed and a Monte Carlo-based strategy is proposed
to create µ-path sampling pattern that minimizes the expected error. Scanning ac-
cording to a µ-path pattern requires frequently lifting and reengaging the probe. For
many reasonably-sized images, it is not worthwhile to lift the probe tip, since it takes
longer to reengage it than to scan to the next target µ-path location while keeping
the tip on the surface. Therefore, we extend the design algorithm to the continuous
case allowing the tip to stay on the surface of the sample.
Ch. 4 provides a hardware demonstration of the sub-sampling approach. We
describe the implementation details on a commercial AFM, Agilent 5500. One grating
sample is acquired with the proposed sub-sampling patterns. The achieved scanning
time and image quality are compared to the standard raster scanning.
There are four primary contributions made by the thesis.
1. A performance analysis of reconstruction methods based on the fre-
quency structure of the sample image under study. This work includes a
simple test, based only on available data, to select an appropriate reconstruction
method (Sec. 2.1).
2. Algorithms for image reconstruction from µ-path sampled data. We
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develop three such algorithms for single image reconstruction. One based on
the combination of CS and inpainting for µ-path artifact reduction (Sec. 2.2),
one based on convolutional neural networks for accurate image reconstruction
(Sec 2.3) and one based on CS designed for fast image reconstruction (Sec. 3.1).
Besides the three algorithms, we also propose a multi-frame algorithm to im-
prove video reconstruction quality based on pixel sharing between frames of a
sequence of images (Sec.2.4).
3. Efficient sampling schemes. We develop patterns that take advantage of
limited prior knowledge of the frequency structure. These outperform other
commonly used patterns (Ch. 3).
4. Experimental demonstration. We implement our algorithms on an actual
AFM. Reconstructions using the proposed methods from the proposed sampling
strategy significantly improves imaging speed compared to the standard raster
scan (Ch. 4).
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Chapter 2
Reconstruction for sub-sampled AFM
images
Generation of the final image from samples can be done using a variety of image
processing techniques. The choice of reconstruction method has a large impact on the
quality of the recovered image, and it is one of the first challenges on undersampling-
based HS-AFM approach. In this chapter, we consider reconstruction methods for
sub-sampled AFM images. Sec. 2.1 compares CS and inpainting. In Sec. 2.2 and
Sec. 2.3, we propose two reconstruction methods to improve reconstruction quality
based on optimization and deep neural networks. The single image results are extend
to the multi-frame case in Sec. 2.4. Portions of this work were published in (Luo and
Andersson, 2015a; Luo and Andersson, 2016).
2.1 A comparison between CS and inpainting for undersam-
pled AFM images
In (Chen et al., 2013), a comparison between several interpolation schemes and in-
painting schemes was performed on AFM images sub-sampled using subline imaging.
The results indicated that the best choice of reconstruction algorithm depended in
large part on the details of the underlying data being studied. In (Jensen et al., 2013),
a similar comparison was made between a basic inpainting scheme and BP, using im-
ages sub-sampled with subline sampling and spiral scanning. This work indicated
that the preferred approach depends on the frequency content of the image.
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Motivated by these two works, this chapter has two major goals. The first is to
build upon the results of (Jensen et al., 2013) and (Chen et al., 2013) and compare
reconstruction performance of sub-sampled AFM images as a function of image fre-
quency content and sparsity. We consider the four different non-raster scan patterns
introduced in Ch. 1, namely row subsampling, spiral scanning, Lissajous scanning,
and µ-path subsampling, described in Sec. 1.3, and compare reconstructions based
on both low-order and high-order inpainting as well as on BP. Using support vector
machines (SVMs) (Cristianini and Shawe-Taylor, 2000), we show that the choice of
frequency content and sparsity provides a strong separation between the different re-
construction methods. The second goal arises from the reality that in practice there
is no ground truth that can inform the choice of reconstruction scheme. Rather,
only the pixels on the scanning trajectory are known and it is only this data that is
available for choosing the best reconstruction algorithm. We thus aim to develop a
practical decision test based on the SVM classification to determine which algorithm
to use for reconstruction on a given set of undersampled data.
2.1.1 Classification using support vector machines
In general, inpainting techniques are good at reconstructing images without strong
high-frequency content (Yamauchi et al., 2003) and are not sensitive to the sparsity in
the image. By contrast, BP relies heavily on the sparsity in the image (Candes et al.,
2006) and is independent of the frequency spectrum. Based on these observations,
we propose to characterize an image by two simple measures, one representing the
proportion of information at low frequencies and one capturing the sparsity level.
These two measures can then be used to determine which reconstruction algorithm
is most likely to yield an accurate result. Both measures are defined using the 2-D
DCT representation of the image, H = ΨTn1XΨn2 . For notational simplicity, in the
remainder of the paper we drop the subscripts on Ψ when the dimensions are clear
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from context.
For the measure of low frequency level, ρ, we follow (Jensen et al., 2013) and
define it to be the proportion of energy at low frequency to the total energy of the
image. That is,
ρ =
∑
(i,j)∈Ωτ H
2
ij
‖H‖2F
, (2.1)
where
Ωτ = {(i, j) |i2 + j2 ≤ τ 2, i = 1, . . . , n1, j = 1, . . . , n2} (2.2)
is the index set of the low frequency set of coefficients of the image in the DCT domain
and ‖ · ‖F is the Frobenius norm
‖H‖F =
(
n1∑
i=1
n2∑
j=1
H2ij
) 1
2
.
The parameter τ is a user-selected threshold defining the cutoff between low and high
frequency content.
The measure of sparsity, γ, is defined as the ratio of the energy in the ν largest
DCT coefficients of the image to the total energy. That is
γ =
∑ν
i=1H
2
i′
‖H‖2F
. (2.3)
Note that due to the normalization by the total energy, both ρ and γ lie in the range
[0, 1].
With these measures, a training set of images can be used to develop a classifier
based on a linear SVM. An SVM uses the training data to learn a separating plane
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defined by two vectors w, v defined by solving the following optimization problem
min
ξ,w,v
〈w · w〉+ α∑l
i=1 ξi
s.t. bi(〈w · ai〉+ v) ≥ 1− ξi, (2.4)
ξi ≥ 0, i = 1, . . . , l,
where ai = (ρi, γi) is the vector of parameters defined above for the i
th training
image, bi is an indicator variable describing which recovery algorithm produces better
reconstruction with bi = 1 if the first algorithm in the comparison yields a higher
PSNR and bi = 0 otherwise, l is the size of the training set, ξi is a slack variable
that measures the degree of misclassification of the ith training image, and α is a
user-defined constant that determines the tradeoff between the degree of separation
and the training error.
2.1.2 Classification results
It is our hypothesis that measures of relative low frequency content, ρ, and of spar-
sity, γ, provide an effective tool for discriminating the best reconstruction algorithm
regardless of sampling pattern. To test this hypothesis we performed simulation ex-
periments using 220 images, each of size 512 × 512 pixels. Images were selected from a
variety of public domain sources and included both AFM images and natural scenes.
The primary goal behind selection was a training set that included images with a
range of frequency content and sparsity levels. Three such AFM images are shown in
Fig. 2·1, together with their DCT domain representation. These images were taken
from the image gallery of the website of Asylum Research, an AFM manufacturer.
The first two both have a large amount of spatial variation. The DCT representation,
however, shows that most of the energy is concentrated at low frequencies. The third
image is highly repetitive in the spatial domain and its DCT representation shows a
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range of frequencies but only a small number of large coefficients.
Figure 2·1: Sample topology AFM images and their corresponding
DCT domain coefficients (bottom, lighter color indicates larger coeffi-
cient). The first (elecrodepositied copper crystalites on a Au/Cr/glass
substrate) and second (electrodeposited zinc containing sulfate on poly-
crystalline brass) have primarily low frequency content with the large
coefficients concentrated in the upper left corner of the DCT image.
The third (calcite) has a range of frequencies but a high sparsity in its
DCT coeficients.
For each of the images in the training set, 20% of the pixels were sampled using the
four patterns described in Sec. 1.3 and reconstructions generated using TV inpaint-
ing, LCIS inpainting, and BP described in Sec. 1.4. We then compared reconstruction
algorithms pairwise (BP-TV, BP-LCIS, and TV-LCIS) based on the PSNR values of
the reconstructions. To ensure the differences were significant, only images with a
PSNR difference greater than 0.5 were considered. To define the measures (ρ, γ), we
selected a low frequency threshold τ to be the lowest 0.5% of the frequencies and a
sparsity threshold of the largest 0.15% of the coefficients. As we were primarily inter-
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ested in good separation between the reconstruction algorithms we chose a relatively
large value of α = 1500 in the SVM.
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Figure 2·2: Linear SVM classification results. Top row are the BP-
TV comparison while the bottom row is the BP-LCIS comparison.
Columns, from left to right, are the results for the different sampling
patterns. Images for which inpainting yielded a higher PSNR are shown
as open blue diamonds while images for which BP yielded a better re-
construction are indicated as filled red triangles.
The results of applying the SVM are shown in Fig. 2·2. In this figure, the results
of BP to TV inpainting are shown in the top row while the results comparing BP
to LCIS inpainting are shown in the second row. Since LCIS outperformed TV
inpainting in all cases, the TV-LCIS results are not shown. In all figures, images
for which the inpainting algorithm returned the higher PSNR value are indicated by
open blue diamonds while those for which BP yielded a better reconstruction are
shown with filled red triangles. In all cases, the separation between inpainting and
BP is quite clear. As expected, reconstruction on images with high sparsity (towards
the right in the figures) and higher frequency content (towards the bottom of the
figures) was better with BP while images with primarily low frequency content had
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better reconstruction using inpainting. In the limit of low frequency and high sparsity
(upper right of the figures), there is significant overlap in the results, indicating that
either inpainting or BP will produce a good reconstruction. While there was some
quantitative difference in the separation line as a function of the sampling pattern,
results were quite similar in all cases, indicating that the choice of reconstruction
algorithm is not strongly dependent on the sampling pattern.
2.1.3 A practical decision test
Given a sub-sampled AFM image, one can certainly generate multiple reconstructions
from several techniques and select the one that “appears” the best. However, while
this may yield the image which is the most visually appealing, one often would like
to make detailed measurements from the AFM image and thus a more quantitative
approach to selecting the best reconstruction algorithm is needed.
If the measures of the low frequency content and sparsity level of an image are
available, then the results in Sec. 2.1.2 allow one to select the reconstruction algorithm
that will produce the highest PSNR. Calculation of these values, however, requires
the true image. In practice, we only have knowledge of a limited number of the true
pixels of X and a method to approximate ρ and γ from the measured data is needed.
The intuition behind the method is to perform a simple reconstruction and then
estimate ρ and γ from that reconstruction. The goal of this reconstruction is not an
accurate image but rather a good estimate of the frequency content and sparsity level.
One could, for example, use either inpainting or BP. As discussed above, however,
inpainting techniques work best for images with low frequency content and are thus
not likely to work well for images that do not satisfy that criteria. BP could be used
with an overestimation of the sparsity level. This reconstruction method, however, is
computationally complex and typically takes on the order of an hour on a standard
computer for a 512 × 512 image (note that LCIS inpainting takes a similar amount
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of time).
Because of these considerations, we propose to use a greedy algorithm for fast
estimation of ρ and γ by recovering an estimate of the d largest coefficients of the
DCT domain representation of the signal. Since greedy algorithms cannot be applied
to matrix signals directly, we first use Proposition 1 below to convert the problem to
an equivalent problem for a vector signal.
For simplicity we assume that the underlying image is square. Let Z denote the
n1 × n1 observation matrix of X, that is Zij = Xij if the (ij)th pixel is known and
Zij = 0 otherwise (here 0 is acting as a symbol indicating no information). Recall
from Sec. 1.4 that the measurement matrices Φ for subsampling AFM images have the
special structure that each row has a single entry equal to one with all other entries
equal to zero. Let z = vec(Z). It is easy to show that for an AFM measurement
matrix Φ, the measurements can be described by
z = ΦTy = ΦTΦx = ΦTΦvec(ΨHΨT ). (2.5)
The following proposition relates the measurement vector z to the vector of DCT
coeffiients η.
Proposition 1. For any AFM measurement matrix Φ and set of measurements z =
vec(Z),
z = ΦTΦ (Ψ⊗Ψ) η (2.6)
where ⊗ is the Kronecker product and η = vec(H).
Proof. Z can be expressed as,
Z = Φ1Z + Φ2Z + . . .+ ΦnZ
= Φ1XB1 + Φ2XB2 + . . .+ ΦnXBn
= Φ1ΨHΨ
TB1 + Φ2ΨHΨ
TB2 + . . .+ ΦnΨHΨ
TBn
(2.7)
where Φi is an n1×n1 matrix with its (ii)th element equal to one and all other elements
equal to zero, Bi is an n2 × n2 diagonal matrix with its (jj)th element equal to one
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if the pixel Xij is measured and zero otherwise. Applying the separable transform
(Rivenson and Stern, 2009) to the both sides of (2.7) leads to
vec(Z) = (Φ1 ⊗B1) (Ψ⊗Ψ) vec(H) + (Φ2 ⊗B2) (Ψ⊗Ψ) vec(H)+
. . .+ (Φn ⊗Bn) (Ψ⊗Ψ) vec(H)
= (Φ1 ⊗B1 + Φ2 ⊗B2 + . . .+ Φn ⊗Bn) (Ψ⊗Ψ) vec(H)
=ΦTΦ (Ψ⊗Ψ) η.
(2.8)
Greedy recovery algorithms such as OMP or CoSaMP can then be applied to
(2.6). Because Ψ⊗ Ψ is a very large matrix (of size n1n2 × n1n2), we choose to use
SMP. SMP is a variant of the greedy algorithm that only generates one column of
the matrix at each iteration of the algorithm. (see Sec. 3.1 for the details of SMP, we
skip here to focus on the decision test.) It estimates the d largest entries of η and sets
the rest to zero. Let this recovered estimate be denoted by η] and the corresponding
matrix of DCT coefficients by H], that is η] = vec
(
H]
)
.
The SMP reconstruction can be used to estimate the measures ρ and γ in (2.1)
and (2.3). Note that both measures involve normalization by the total energy in the
signal. While this could also be estimated from η], a better estimate is given by
n1n2
m
‖y‖22
where ‖ · ‖22 is the standard Euclidean norm. It can be shown that the error in this
estimate is bounded by a (small) constant times the actual energy (see (Candes and
Tao, 2006) for details).
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Putting these results together we obtain the estimates
ρ ≈ ρ# = min
∑(i,j)∈Ωτ H#ij 2
n1n2
m
‖y‖22
, 1
 (2.9)
γ ≈ γ# = min
∑υi=1 H#(i)2
n1n2
m
‖y‖22
, 1
 . (2.10)
Thus, given a sub-sampled image, the values of ρ] and γ] can be calculated from
(2.9) and (2.10) respectively. These values can then be compared to the separating
hyperplane corresponding to the sampling pattern as determined by the SVM clas-
sification (see Fig. 2·2) to determine the choice of reconstruction algorithm that is
likely to yield the most accurate result.
2.1.4 Decision test results
In order to demonstrate the utility of the decision test developed in Sec. 2.1.3, we
performed numerical experiments using 80 AFM images, each of size 512 × 512 pixels.
Images were selected from those acquired by the authors’ research group and from the
public domain; none of the images were in the training set used to determine the SVM
classification. Each image was sub-sampled (20% of the pixels) using the four patterns
and then SMP was used to reconstruct d = 0.8% of the coefficients (recall that ρ is
defined using only the 0.5% low frequency coefficients and γ is defined using only
the largest 0.15% of coefficients) and then ρ and γ estimated using (2.9) and (2.10).
These estimated values were then used to predict the best recovery method based on
the SVM classification. In order to evaluate the prediction, reconstructions based on
BP and inpainting were created and their corresponding PSNR values calculated to
determine which method was actually best.
Two of the test images, together with their reconstructions under different sam-
pling patterns and reconstruction algorithms are shown in Figs. 2·3 and 2·4. The first
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Figure 2·3: Example reconstructions based on µ−path sampling of
size 16 (top) and row subsampling (bottom). The top left image is the
orignal AFM image of DNA; the bottom left image is the location on the
(ρ, γ) plot, indicating inpainting should yield a better reconstruction.
Remaining images are reconstructions using (from left to right) BP, TV
inpainting, and LCIS inpainting. The corresponding PSNRs are shown
underneath each image.
image is that of a sample of DNA and was acquired using an Agilent 5500 AFM in
our laboratory. As seen in the bottom left image of Fig. 2·3, with values of (ρ = 0.94,
γ = 0.91), this is an example of a low frequency, low sparsity image for which in-
painting should outperform BP. This is borne out in reconstructions based on 20%
sampling using both a µ-path of length 16 and row subsampling with LCIS inpainting
yielding a significantly better PSNR as well as better visual result than either BP or
TV inpainting. (Results with Lissajous-based and spiral-based sampling are similar
and omitted for space reasons.)
The second image, shown in Fig. 2·4 is of a set of pits etched into a silicon sub-
strate, obtained from the website of Asylum Research. As seen in the bottom left
image, with values of (ρ = 0.61, γ = 0.87), this is an example of a wide frequency,
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Figure 2·4: Example reconstructions based on Lissajous sampling
(top) and spiral sampling (bottom). The top left image is the orignal
AFM image of etched pits in a silicon substrate; the bottom left image
is the location on the (ρ, γ) plot, indicating BP should yield a better
reconstruction. Remaining images are reconstructions using (from left
to right) BP, TV inpainting, and LCIS inpainting. The corresponding
PSNRs are shown underneath each image.
high sparsity image for which BP should outperform inpainting. This is confirmed in
the reconstructions based on 20% sampling using Lissajous- and spiral-pattern sam-
pling with BP significantly outperforming either inpainting technique. The Lissajous-
pattern reconstructions using inpainting are particularly poor and highlight the im-
portance of selecting the right reconstruction algorithm. (Results with µ-path and
row subsampling patterns are similar and omitted for space reasons.)
The results of the numerical experiments on the decision test are shown in Fig. 2·5.
The comparisons of BP versus TV inpainting are shown in the top row of the image
while BP to LCIS inpainting are shown in the bottom row. Test images for which the
decision test correctly predicted the better algorithm are shown as open blue triangles
while those for which the decision test was incorrect are shown as filled red triangles.
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In all cases, the figures show that the decision test was very good at selecting the
best algorithm; failed cases typically lie very close to the separating line.
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Figure 2·5: Decision test results for classification of test images. The
top row shows the results comparing BP to TV inpainting while the
bottom shows the BP-LCIS comparison. Columns, from left to right,
are the results for the different sampling patterns. Reconstructions in
which the test correctly predicted the better algorithm are shown as
open blue diamonds while those for which the test was incorrect are
shown as filled red triangles.
To compare the decision test to a perhaps more intuitive test, we repeated the
simulations using a decision test based on a TV inpainting-based reconstruction. In
this method we first generated a TV inpainting reconstruction and then estimated ρ
and γ by calculating them from that image. The number of incorrect decisions and
the corresponding error rates in the prediction of the best reconstruction algorithm
for both the test based on (2.9) and (2.10) and the TV-based test are shown in Table
2.1. The results indicate that except for the row subsampling pattern, the estimator
based on (2.9) and (2.10) outperforms that based on TV inpainting.
To better illustrate the difference in the approximation error between the estimates
ρ] and γ], we show in Fig. 2·6 the true (ρ, γ) values for six of the test images as well
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Table 2.1: Number of incorrect predictions of the best reconstruction
algorithm
BP vs TV with BP vs LCIS with BP vs TV with BP vs LCIS with
(2.9) and (2.10) (2.9) and (2.10) TV inpainting TV inpainting
µ-path 4 (5.00%) 7 (8.75%) 13 (16.3%) 9 (11.3%)
row subsampling 10 (12.5%) 10 (12.5%) 11 (8.75%) 7 (8.75%)
Lissajous 11 (13.8%) 5 (6.25%) 19 (23.8%) 12 (15.0%)
Spiral 22 (27.5%) 7 (8.75%) 21 (26.3%) 9 (11.3%)
Average 11.8 (14.7%) 7.25 (9.06%) 16 (20.0%) 9.25 (11.6 %)
as the estimates based on (2.9) and (2.10) and TV inpainting. On each figure, the
true values are indicated by a filled magenta circle, the estimates based on (2.9)) and
(2.10) with an open blue diamond, and those based on TV inpainting with a filled
red triangle. Common results from the images are connected via a solid line. The
figure highlights the fact that even a sizeable error is acceptable so long as it remains
on the same side of the separating SVM line as the true values.
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Figure 2·6: Example approximation errors for (ρ, γ). Each figure
shows six comparisons of the true values (solid magenta circles), esti-
mates using (2.9) and (2.10) (open blue diamonds), and estimates using
TV inpainting (filled red triangles) with values from a single image con-
nected with solid black lines.
2.2 Basis pursuit with vertical change penalty
BP reconstruction from horizontal µ-path samples usually exhibits artifacts in the
vertical direction (strong discontinuity), and the artifacts are severe when long µ-
paths are used. Fig. 2·7 shows the BP reconstructions of a circular grating image
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(Ted Pella Inc, [607-AFM]) from µ-path samples of pattern size 10 and 40. The
reconstruction in the right column shows discontinuity in the vertical direction. It
is due to insufficient mutual coherence between the measurement matrix Φ and the
sparsity basis Ψ (Candes and Romberg, 2007). We propose basis pursuit vertical
variation (BPVV) optimization to mitigate the artifacts. On top of the sparsity
penalty in BP, BPVV adds a small vertical total variation penalty in the spatial
domain to the optimization objective, modifying (1.6) to
minimize
∥∥Ψ−1x∥∥
1
+ ‖∇vx‖1 subj. to‖Φx− y‖2 < σ, (2.11)
where ‖∇vx‖1 is the variation of the signal in the vertical direction. (2.11) can be
viewed as the combination of CS and inpainting, in which the first term seeks a
sparse solution and the second term seeks to diffuse pixel information. We use the
split Bregman method (Goldstein and Osher, 2009) to solve (2.11). The algorithm is
summarized in Algorithm 1.
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original image µ-path of size 10 µ-path of size 40
Figure 2·7: BP reconstruction from two µ-path sizes. Columns, from
left to right, are the original image, BP reconstructions from µ-path
pattern of size 10 and 40. Bottom row is the detail from the red box.
256 × 256 image with 25% pixels sampled.
Algorithm 1: Split Bregman CS vertical TV penalty
Data:
Measurement matrix Φ, observation vector y.
Initialization: x = 0, and dy = w = by = bw = 0
Main iteration:
while ‖Φx− y‖2 ≥ σ do
for i = 1 to N do
rhs← µΦTyk + λ∇Tv (dy − by) + γΨ (w − bw);
x← (µΦTΦ + λ∇Tv∇v + γI)−1 rhs;
dy ← shrink(∇vx+ by, 1/λ);
w ← shrink (Ψ−1x+ bw, 1/γ);
by ← by + (∇vx− dy);
bw ← bw + (Ψ−1x− w);
end
yk+1 = yk + y − Φx;
k ← k + 1;
end
output: Reconstruction x.
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Here µ, λ, γ are penalty parameters that only influence the convergence of the algo-
rithm and
shrink(x, γ) =
x
|x| ×max (|x| − γ, 0) . (2.12)
We applied BPVV to reconstruct three AFM image shown in the left column
of Fig. 2·8 to demonstrate its performance with typical AFM images. Besides the
circular grating image, the other two are a square grating image and the DNA image
from Fig. 2·3. Both were acquired using the Agilent 5500 AFM in our laboratory.
25% of the pixels from the 256 × 256 images were sampled with a µ-path pattern of
size 40. The reconstruction results using BPVV in the right columns of Fig. 2·8 show
significant reduction in those µ-path artifacts.
original image BP BPVV detail of 1st col detail of 2nd col detail of 3rd col
Figure 2·8: Reconstructions using BP and BPVV. The first column is
the original image, the second and third columns are the reconstructions
using BP and BPVV. The right three columns are the details in the
red box corresponding to the left three columns.
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Figure 2·9: The proposed neural network structure consists of a U-net
and a RED-net in series.
2.3 A deep neural network approach
Recently, deep neural networks (DNNs) have been widely applied in image process-
ing and computer vision, achieving excellent results on many tasks including image
classification, object detection, and image segmentation (Krizhevsky et al., 2012).
In this section, we present a DNN approach for µ-path sub-sampled AFM image
reconstruction.
2.3.1 Network structure
The structure of the proposed neural network, shown in Fig. 2·9, consists of two
subnetworks in series. The first one in the grey dashed box is the U-net, which
was proposed in (Ronneberger et al., 2015) for pixel-wise image segmentation. The
network consists of a downsampling path and a symmetrical upsampling path, with
the layers in the two paths linked by skip-layer connections indicated in grey arrows.
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We use this network to reconstruct the overall structure of µ-path sub-sampled images.
The output of the U-net for Fig. 2·10a from Fig. 2·10b is shown in Fig. 2·10c. The
second one in the red dashed box is the very deep Residual Encoder-Decoder Networks
(RED-Net). It was originally proposed in (Mao et al., 2016) for image denoising
and super-resolution. In this network, convolutional and deconvolutional layers are
symmetrically linked with skip-layer connections. The convolutional layers extract
features from corrupted images, and deconvolutional layers are then used to recover
the details from the features. The RED-net is used in our proposed network to further
recover the details of images based on the output of U-net. The reconstruction for
Fig. 2·10a from Fig. 2·10b using a single RED-net is shown in Fig. 2·10d. Fig. 2·10e
is the reconstruction using the proposed network.
(a) Ground truth (b) µ-path samples (c) U-Net (24.10dB) (d) RED-Net (21.84dB) (e) Proposed (24.89dB)
Figure 2·10: The output of the proposed network for the sub-sampled
square grating image comparing to U-Net and RED-net. The bottom
row is the details of the top row in the red box. PSNR is indicated
below each image.
2.3.2 Network training
We implemented our proposed network using a U-net of depth 3 (3 pooling layers)
and a 12-layer RED-net. A rectified linear unit (ReLU) was used as a nonlinear
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activation function. The training data consists of 2000 animal images from the Kaggle
database. Images were masked with different random µ-path patterns and used as
input data. The MSE between the original images and the network output from the
masked images was used as the loss function, and it is minimized with the Adam
optimization algorithm (Kingma and Ba, 2014). The training process took around 8
hours in TensorFlow using an Nvidia GeForce GTX 750Ti.
2.3.3 Experiments
We applied the trained network on 33 AFM images, each of size 256 × 256 pixels.
Images were selected from those acquired by our research group and from the public
domain. Each image was sub-sampled (20% of the pixels) using random µ-path
patterns of size 20, 35, 50 and 65. The proposed network was then used to reconstruct
the sub-sampled images, and the results are compared to BP, BPVV and LCIS.
The average reconstruction quality measured in PSNR for each method and µ-
path size is presented in Table 2.2. The proposed DNN outperforms the other three
methods with a margin of more than 1 dB. Besides the reconstruction quality, another
obvious advantage of DNN is that the final image generation is very fast on the
order of one second on a typical laptop computer after the network is trained, which
is crucial for real time use. Three of the test AFM images, together with their
reconstructions are shown in Fig. 2·11, 2·12 and 2·13. The first (Fig. 2·11) is the
DNA image from Fig. 2·3, and subsampled with random µ-path pattern of size 35.
The second (Fig. 2·12) is the surface image of BiFeO3/SrRuO3/DyScO3, and the
image is subsampled with µ-path size 50. The third (Fig. 2·13) is the surface of a
charge coupled device (CCD) sensor, and subsampled with size 65. For the first two
images, the proposed DNN outperformed the other three methods, however, for the
last CCD sensor surface image, BP produced the best reconstruction.
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Table 2.2: Average reconstruction quality (PSNR in dB) for 33 sub-
sampled AFM images using BP, BPVV, LCIS and the proposed DNN.
PSNR BP BPVV LCIS DNN
µ-path 20 20.25 dB 21.97 dB 21.90 dB 23.85 dB
µ-path 35 19.91 dB 21.61 dB 21.28 dB 22.95 dB
µ-path 50 19.60 dB 21.38 dB 20.07 dB 22.45 dB
µ-path 65 19.34 dB 20.78 dB 19.27 dB 21.61 dB
(a) Ground truth (b) BP (16.78dB) (c) BPVV (19.77dB) (d) LCIS (19.74dB) (e) DNN (22.33dB)
Figure 2·11: Example reconstructions of DNA images (sub-sampled
with µ-path pattern of size 35) using BP, BPVV, LCIS and the proposed
DNN. The bottom row is the details for each of the reconstruction in
the red box. PSNR is indicated below each image.
2.3.4 Comparison to BP and LCIS
A classification analysis similar to that of Sec.2.1.2 was carried out on the recon-
struction results, where the performance of the reconstruction methods are compared
according to the low-frequency level and sparsity level of the sample image. The
results of DNN compared to BP are shown in Fig. 2·14a while the results between
DNN and LCIS are shown in Fig. 2·14b. In both figures, images for which DNN re-
turned the higher PSNR value are indicated by open blue diamonds. The separation
between DNN and BP is still quite clear with BP better for sparse images, while DNN
outperforms LCIS for all test images.
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(a) Ground truth (b) BP (17.08dB) (c) BPVV (17.92dB) (d) LCIS (16.80dB) (e) DNN (20.08dB)
Figure 2·12: Example reconstructions of BiFeO3/SrRuO3/DyScO3
surface images (sub-sampled with µ-path pattern of size 50) using BP,
BPVV, LCIS and the proposed DNN. The bottom row is the details
for each of the reconstruction in the red box. PSNR is indicated below
each image. Image obtained from the Asylum Research online image
gallery.
2.4 A CS-based pixel sharing algorithm for multi-frame re-
construction
The previous sections on reconstruction from sub-sampled data to AFM imaging
focused on a single still image. In this section, we extend the idea to the multiple
frame setting. In practice, the dynamic process of a sample sometimes may occur in a
small fraction of the total scanning area and the background is only slowly changing
from frame to frame. As one example, consider Fig. 2·15 consisting of five AFM video
frames showing the motion of a deoxyribonucleic acid (DNA) in liquid. The difference
image between the first two frames in Fig. 2·16 highlights that the active areas are
around the DNA while the background is relatively static.
If the images in the sequence are each captured using a different subsampling
pattern, then the pixels available for reconstruction in each frame can be enhanced
in post-processing by sharing background measurements between frames. Sharing
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(a) Ground truth (b) BP (25.40dB) (c) BPVV (17.56dB) (d) LCIS (17.41dB) (e) DNN (17.48dB)
Figure 2·13: Example reconstructions of CCD surface images (sub-
sampled with µ-path pattern of size 65) using BP, BPVV, LCIS and
the proposed DNN. The bottom row is the details for each of the recon-
struction in the red box. PSNR is indicated below each image. Image
obtained from the Asylum Research online image gallery.
background pixels has at least two primary motivations. First, sharing pixels allows
for reduced actual sampling in each image, thereby improving imaging rate, while
maintaining a higher virtual rate through the sharing. This ensures high accuracy
and resolution on the static parts of the images. The second motivation follows from
the fact that arguably the more interesting regions are those with dynamics. Being
able to identify background is a first step towards an on-line, adaptive approach to
focus the limited measurement budget on the regions of interest (and away from
the static regions) while the sharing in post-processing ensures that the background
continues to be well-sampled and can thus be accurately reconstructed.
We first consider the two frame case and propose a greedy pixel sharing algorithm
to select sampled pixels in the static areas and share them to the other frame. We
term the frame from which pixels are selected the reference frame and the one to
which pixels are added the target frame. Note that because sharing is on the static
areas only, there is no notion of causality and frames from both earlier and later in
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(b) DNN - LCIS
Figure 2·14: Reconstruction comparison (PSNR). Left image is DNN-
BP comparison and right image is DNN-LCIS comparison. Images for
which DNN yielded a higher PSNR are shown as open blue diamonds
while images for which BP or LCIS yielded a better reconstruction are
indicated as filled red triangles.
the sequence than the target frame can be used as references. The two-frame pixel
sharing algorithm is then extended to the multi-frame case where additional pixels
are shared into the target frame. Because the background may in fact be slowly
changing, the amount of sharing decays as a function of the distance from the target
(measured simply by the absolute difference in the temporal index of the target and
reference frames).
(a) Frame #1 (b) Frame #2 (c) Frame #3 (d) Frame #4 (e) Frame #5
Figure 2·15: AFM movie of a DNA strong loosely bound to a mica
substrate. Each frame is a 256 × 256 pixel image acquired at a frame
rate of 0.6 frames per second. Data is from the website of Asylum
Research.
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2.4.1 Algorithm description
Our approach to select pixels to be shared is based on BP. Consider now a sequence
of two frames, each sampled using a different scanning pattern (such as two Lissajous
figures with different parameters). We denote the measurement matrix and the ob-
servation vector of the target frame as Φt and yt respectively and of the reference
frame as Φr =
[
φT1 φ
T
2 ...φ
T
m
]
and yr = [(yr)1, (yr)2, ..., (yr)m]
T . Taking advantage of
the fact that both frames share a significant amount of pixel values due to the static
background, some observations in yr can also be viewed as measurements for the tar-
get frame x. This can be described formally by modifying the optimization problem
(1.5) to
minimize ‖η‖1
subj. to Φtx = ΦtΨη = yt
‖Φrx− yr‖0 = ‖ΦrΨη − yr‖0 6 m− d,
(2.13)
where d is a user-defined parameter that describes the amount of overlap between the
two frames. The first constraint is the standard one that ensures the reconstruction
matches the measurements. The second constraint ensures that no more than m− d
observations of the reference frame are different from the corresponding pixels of the
reconstructed target frame. This means at least d pixels are required to be shared
from the reference frame. We denote by Ωr = {1, 2, · · · ,m} the row index set of
Φr and by Ωt ⊆ Ωr the index set corresponding to those pixels to be shared. This
problem is equivalent to finding the subset Ωt ⊆ Ωr which makes the `1 norm of η
minimized.
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Ωt = arg min
Ωt⊆Ωr,|Ωt|>d
‖η‖1
subj. to ΦtΨη = yt
(ΦrΨη)j = (yr)j , ∀j ∈ Ωt.
(2.14)
We refer this problem as P1. We note that commonly sampled pixels of both frames
are not considered to be included in Ωt since due to noise in the measurements they
will not match exactly, making P1 infeasible.
We do not pursue the exact optimal solution to the optimization problem P1
because it is nonconvex and thus difficult to solve. Instead, we look for pixels to
share using greedy algorithms. To formulate our greedy algorithms, we first define
the basic reconstruction using only the pixels sampled from the target.
minimize ‖η‖1 subj. to ΦtΨη = yt. (2.15)
Next, we recognize that since the reconstruction must match a shared pixel exactly,
each share corresponds to an equality constraint relating the reconstruction to the
reference frame. This leads to the set of iterative convex optimization problems
defined by
minimize ‖η‖1
subject to ΦtΨη = yt
Φ(i)r Ψη = y
(i)
r ,
(2.16)
where each iteration involves the addition of a single equality constraint, Φ
(i)
r is an i×n
row submatrix of Φr, and y
(i)
r is an i × 1 vector obtained by selecting corresponding
entries from yr. We refer this problem at the i
th iteration as P(i)2 and denote its
optimal solution as η
(i)
∗ . We describe two distinct approaches to (2.16), each selecting
the pixel to add following a slightly different criterion.
Since at each iteration i the feasible region of P(i)2 is a subset of the previous
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iteration, it follows that ‖η(i)∗ ‖1 ≥ ‖η(i−1)∗ ‖1 holds for all i. The first algorithm aims
to find the constraint in ΦrΨη = yr that minimizes the increment of the objective
function, that is to choose the new constraint that minimizes ‖η(i)∗ ‖1 − ‖η(i−1)∗ ‖1. As
presented in Algorithm 2, all the equalities in ΦrΨη = yr are tested in a brute force
manner, namely by solving (2.16) multiple times at each iteration (once for every
possible pixel to share) to find the constraint that minimizes the increment of the
objective function.
Algorithm 2: The pixel sharing algorithm
Data:
Measurement matrix Φt,Φr,
observation vector yt, yr,
number of pixels to be shared d.
Initialization: Φ
(0)
r = ∅, y(0)r = ∅
Main iteration:
while i 6 d do
for j ∈ Ωr do
Set Φ
(i)
r = Φ
(i−1)
r ∪ φj and y(i)r = y(i−1)r ∪ (yr)j;
Find the optimal solution ηj to P(i)2 ;
end
Set j∗ = arg minj∈Ωr ‖ηj‖1;
Set η
(i)
∗ = ηj∗ , Φ
(i)
r = Φ
(i−1)
r ∪ φj∗ and y(i)r = y(i−1)r ∪ (yr)j∗ ;
Ωr ← Ωr\j∗, Ωt ← Ωt ∪ j∗;
i← i+ 1;
end
output: Ωt, η
(d)
∗ .
Since Algorithm 2 involves multiple solutions to (2.16) at each iteration, it is
computationally intense and not practical to use. One approach to reduce this com-
putation is to avoid finding an exact solution to (2.16) but rather to compare an `1
norm approximation or upper bound for adding one constraint. Such approximations
can be calculated quickly by different greedy reconstruction algorithms. Here we use
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a simple upper bound that can be obtained by the following proposition.
Proposition 2. If η(i−1) is a feasible solution to P(i−1)2 , then the `1 norm of the
optimal solution to P(i)2 is bounded by∥∥η(i)∗ ∥∥1 6 ‖η(i−1) + (φjΨ)′(∆y)j‖1, ∀j ∈ Ωr (2.17)
where η
(i)
∗ is the optimal solution to P(i)2 with Φ(i)r = Φ(i−1)r ∪φj, y(i)r = y(i−1)r ∪(yr)j and
∆y is the difference between the observation and the recovery, ∆y = yr − ΦrΨη(i−1).
Proof. We first verify that η = η(i−1) + (φjΨ)′(∆y)j is a feasible solution to P(i)2 .
Directly checking the constraints, we find that
[
ΦtΨ
Φ
(i)
r Ψ
]
η =
[
ΦtΨ
Φ
(i−1)
r Ψ
φjΨ
] (
η(i−1) + (φjΨ)′(∆y)j
)
=
 ΦtΨη(i−1) + ΦtΨ(φjΨ)′(∆y)jΦ(i−1)r Ψη(i−1) + Φ(i−1)r Ψ(φjΨ)′(∆y)j
φjΨη
(i−1) + φjΨ(φjΨ)′(∆y)j

=
[ yt
y
(i−1)
r
(yr)j
]
=
[
yt
y
(i)
r
]
,
(2.18)
where the third equation is from the unitary property of the basis matrix. Then,
since η
(i)
∗ is the optimal solution to P(i)2 , it follows immediately that∥∥η(i)∗ ∥∥1 6 ∥∥η(i−1) + (φjΨ)′(∆y)j∥∥1 , ∀j ∈ Ωr. (2.19)
This yields Algorithm 3 where the next pixel to be shared is selected using the
smallest upper bound. With this algorithm, (2.16) only needs to be solved once and
the upper bound in P(i)2 can be computed based on the previous iteration feasible
solution η(i−1).
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Algorithm 3: The greedy pixel sharing algorithm
Data:
Measurement matrix Φt,Φr,
observation vector yt, yr,
number of pixels to be shared d.
Initialization:
Set Φ
(0)
r = ∅, y(0)r = ∅.
Set η(0) = η
(0)
∗ by solving P(0)2 .
Main iteration:
while i 6 d do
Calculate ∆y = yr − ΦrΨη(i−1);
Find j∗ = arg minj∈Ωr
∥∥η(i−1) + (φjΨ)′(∆y)j∥∥1;
Set η(i) = η(i−1) + (φj∗Ψ)
′(∆y)j∗ , Φ
(i)
r = Φ
(i−1)
r ∪ φj∗
and y
(i)
r = y
(i−1)
r ∪ (yr)j∗ ;
Ωr ← Ωr\j∗, Ωt ← Ωt ∪ j∗;
i← i+ 1;
end
output: Ωt, η
(d)
∗ by solving P(d)2 .
2.4.2 Multi frame case
We now apply the pixel sharing approach in Sec. 2.4.1 to the multi-frame case. We
consider the problem of r + 1 consecutive frames, including one target frame and
r reference frames. We assume each reference frame shares a portion of the static
background with the target frame. In practice, even the pixels in the static regions
may be slowly changing and thus the size of the shared portion usually decreases with
the increase of the time lapse between two frames, limiting the temporal range for
effective sharing.
As in the two-frame case, all r + 1 frames are undersampled with observation
vectors yt = Φtxt and yi = Φixi, 1 6 i 6 r, where Φi is the measurement matrix
for the ith frame. In each iteration, one reference frame is used to improve the
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reconstruction quality of the target frame with Algorithm 2. The number of pixels
to be shared is a user-defined parameter that, as discussed above, decreases with
increasing absolute difference between the reference frame index and target frame
index. After pixels have been shared into the frame, they are regarded as belonging
to that frame for the next iteration. This process continues for all the reference frames
or until most pixels in the static areas have been discovered.
Algorithm 4: The multi-frame pixel sharing algorithm
Data:
Measurement matrix Φt,Φ1:r,
observation vector yt, y1:r,
Initialization:
Set Φ = Φt, y = yt.
Estimate the number di of sampled pixels in the static areas
for each reference frame i.
Main iteration:
while i 6 r do
Check the number d0 of commonly sampled pixels
between Φ and Φi in the static areas;
If d0 > di, stop; else, d = di − d0;
Find Ωt with Algorithm 2 (Φ, Φi, y, yi, d);
Φ← Φ ∪ φj and y ← y ∪ (yr)j , ∀j ∈ Ωt;
i← i+ 1;
end
output: Φ, y and η∗ by solving (2.15).
Since the background is static, frames can alternatively be viewed as target and
reference. Thus the algorithm can be applied to the entire video through a ”slid-
ing window” approach where one frame is the target and the surrounding reference,
centered on that frame, are used as the reference.
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2.4.3 Simulations
To demonstrate the performance of our pixel sharing algorithm, we performed a
simulation using five subsequent frames (Fig. 2·15) from a HS-AFM video showing
the motion in liquid of DNA loosely bound to negatively charged mica. The video was
obtained from the image gallery of the website of Asylum Research and was acquired
at the rate of 0.6 frames per second covering a scanning area of 300 nm. Most of
the frames are static background. This is highlighted in Fig. 2·16 where we show the
difference between the first two frames of the sequence.
Figure 2·16: Difference image between Frame #1 and Frame #2 of
the image sequence in Fig. 2·15. Lighter shades indicate larger differ-
ences, highlighting that most of the difference is localized to the region
immediately surrounding the DNA strand.
Each frame consisted of an image of size 256× 256 pixels. We randomly sampled
20% of the pixels on each frame using a horizontal µ-path pattern of size 8. First,
frame #1 was considered as the target frame and the proposed multi-frame algorithm
was used to reconstruct it with the reference frames from frame #2 to frame #5
successively. The similarity between each frame and frame #1, the number of the
estimated sampled pixels in the static areas for each frame (di), the actual number
of pixels shared from each frame (d) and the total sampling with shared pixels after
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Figure 2·17: Reconstruction results for frame #1. The top row shows
(left) the measured pixels in frame #1 and (remaining) pixels shared
from each frame to frame #1 (white indicates measured or shared pix-
els). The bottom row is the corresponding reconstruction after, from
left to right, no sharing, sharing from frame #2, sharing from frames
#2 and #3, and so on.
each iteration are given in Table 2.3. The similarity level was measured by the total
number of pixels at the same positions of two frames that were within measurement
noise (selected as 5 pixel value based on video quality). Based on the prior knowledge
of the similarity and uniformly sampling of µ-path pattern, we estimated di with its
expected value of di = similarity× 20%× 2562.
The resulting reconstructions are shown in Fig. 2·17, where the first row shows the
locations of shared pixels from each frame and the second row shows the corresponding
reconstruction of frame #1 after pixels from each subsequent image were shared. Note
that most pixels selected to be shared are from the areas not local to the DNA. These
positions are primarily of substrate and remain unchanged from frame to frame.
Notice that the background is significantly clearly in the final reconstruction with an
increase of nearly 2 dB.
Next, the rest of the frames are reconstructed in turn each time as the target
frame with the proposed algorithm. The final reconstructions are given in the second
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Table 2.3: Number of pixels shared from each frame to frame #1
sampled frame 2 frame 3 frame 4 frame 5
Similarity - 69% 65% 59% 56%
di 13, 112 9, 100 8, 500 7, 800 7, 500
d - 7, 441 5, 817 4, 619 3, 802
Total sampling 13, 112 20, 553 26, 370 30, 989 34, 791
row of Fig. 2·19. For comparison, the single frame based independent reconstructions
using basis pursuit are presented in the first row of the figure. The improvement on
each frame is about 2 dB and the background in the images with shared pixels is
significantly clearer than in the original reconstructions.
One concern about pixel sharing is contamination of information by introducing
pixels from a dynamic area into the target frame. However, such additions typically
lead to substantial increases in the `1 norm and are this preferentially ignored by the
algorithm. To illustrate this, Fig. 2·18 shows two details in frame #2, one from an
area of active dynamics near the DNA strand and the other one from the background
region. The results clearly show that the background after pixel sharing is much closer
to the ground truth while the dynamic region remains substantially unchanged.
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Figure 2·18: Reconstruction details from frame #2. The center image
is the original image. The left column shows details from the region
highlighted with a solid blue bordered box (a region of static back-
ground) and the right shows details from the dashed yellow bordered
box (a region of active DNA motion). The top images are the recon-
structions without pixel sharing, the center are the ground truth data,
and the bottom are the reconstructions after applying the multi-frame
pixel sharing algorithm.
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Figure 2·19: Reconstruction results for each frame. (top) Reconstruc-
tion of each frame with original 20% sampled pixels with frames #1-#5
shown left-to-right. (bottom) Reconstruction of each frame after ap-
plying the proposed pixel sharing algorithm. It can be seen that the
background of the images in the second row is much more clear.
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Chapter 3
Sampling pattern design
This chapter focuses on designing sampling patterns. The goal is to retain the quality
of the final images while reducing the amount of measurements enough to have a
significant improvement in the imaging time. Clearly, the decision of where to acquire
data points plays an important role in producing accurate image reconstructions of
the sample surface with the best allocation of measurements depending on the sample
under study as well as reconstruction method. First in Sec. 3.1, we propose a greedy
CS-based reconstruction algorithm. In Sec. 3.2 and Sec. 3.3, two sampling pattern
design methods based on the greedy reconstruction algorithm are proposed for efficient
data acquisition. Portions of this work were published in (Luo and Andersson, 2015b;
Luo and Andersson, 2017; Luo and Andersson, 2018).
3.1 Simplified matching pursuit
The image recovery methods (BP, LCIS and BPVV) in Ch. 2 need to solve a large size
convex optimization problem, which requires a significant amount of computational
resources in terms of both time and memory. For example, the reconstruction with
25, 000 measurements for a 1024×1024 pixel image needs more than 3 GB of memory
(Candes and Romberg, 2007) and a reconstruction time on the order of one hour for
typical personal computers. This is clearly too slow for real time use. In practice,
accurate reconstruction can be done offline. It is useful, however, to provide images
in real time to guide the experimenter. In this section, we introduce a new variant
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of the Matching Pursuit (MP) algorithm for fast AFM image reconstruction which
can reduce the required computational resource significantly with only a small loss in
image quality. We term the proposed algorithm Simplified Matching Pursuit (SMP).
The basic idea of our approach is based on the fact that for most images (under an
appropriate transform) only a few large coefficients carry the essential information of
a real-world image.
3.1.1 Algorithm description
As mentioned in section 1.4, in AFM, each measurement is the signal value in a
single pixel at a certain location instead of a linear combination of all the pixels.
The measurement vector y is a partial observation of the true image pixel vector x
(x = vec(X)). Here we introduce another n×1 measurement vector z. It is essentially
same as y, except we set to 0 the locations in z corresponding to positions we do not
measure. That is, z = ΦTy. Therefore (1.4),
z = ΦTΦx = ΦTΦΨη , ΦdΨη (3.1)
where the new measurement matrix Φd is an n× n diagonal matrix with Φdii = 1 if
we measure the pixel in location i, and Φdii = 0 otherwise.
We define
ηˆ , n
m
Ψ−1z =
n
m
DCT (z) =
n
m
ATAη , Sη (3.2)
as the n× 1 estimation vector for the true signal η and DCT (·) as the discrete cosine
transform operator.
Then if each pixel is to be sampled independently with the sample probability
m/n, the following lemma holds,
Lemma 1. If a signal x is compressible in the inverse DCT basis Ψ, then for any
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given t > 0,
|ηˆk − ηk| 6 t ·R
n∑
i=1
i−r (3.3)
with probability at least
1− 2 exp
(
−4m
2t2
3n
)
− 2n exp
(
−2m
2t2
n
)
. (3.4)
Proof. Because each pixel is to be sampled independently with the same probability
m/n, Pr(Φdii = 1) =
m
n
and Pr(Φdii = 0) = 1− mn . Let e be the unit vector with 1 in
the kth position and 0 everywhere else (For simplicity of notation, we omit reference
to the index k in e). Then,
|ηˆk − ηk| =
∣∣eT (ηˆ − η)∣∣ = ∣∣∣ n
m
eTΨ−1z − eTη
∣∣∣ = ∣∣∣( n
m
eTΨ−1ΦdΨ− eT
)
η
∣∣∣ . (3.5)
For simplicity, we introduce a new n× 1 vector v defined as,
vT , n
m
eTΨ−1ΦdΨ (3.6)
where again the index k is suppressed.
Thus for entries i 6= k,
E[vi] =
n
m
n∑
j=1
ΨjkΨji Pr(Φ
d
jj = 1) =
n
m
· m
n
n∑
j=1
ΨjkΨji = 0 (3.7)
where the last follows from the orthogonality of the DCT basis.
By Hoeffding’s inequality (Hoeffding, 1963), the spread of the vi, i 6= k, can be
bounded by
Pr(|vi − E[vi]| > t) = Pr(|vi| > t) 6 2 exp
(
− 2t
2∑n
j=1(
n
m
ΨjkΨji)
2
)
. (3.8)
When Ψ is the inverse DCT matrix,
n∑
j=1
(
n
m
ΨjkΨji)
2 6
 3n2m2 , if i = k,n
m2
, if i 6= k.
(3.9)
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Thus,
Pr(|vi| > t) 6 2 exp
(
−2m
2t2
n
)
. (3.10)
For the entry i = k,
E[vk] =
n
m
n∑
j=1
Ψ2jk Pr(Φ
d
jj = 1) = 1. (3.11)
Applying Hoeffding’s inequality again yields,
Pr(|vi − E[vi]| > t) = Pr(|vk − 1| > t)
6 2 exp
(
− 2t
2∑n
j=1(
n
m
ΨjkΨji)
2
)
6 2 exp
(
−4m
2t2
3n
)
.
(3.12)
Combining (3.8) and (3.12) leads to,
Pr(|vi − ei| 6 t, ∀i) > 1−
n∑
i=1
Pr(|vi − ei| > t)
> 1− 2 exp
(
−4m
2t2
3n
)
− 2n exp
(
−2m
2t2
n
)
.
(3.13)
In conclusion, with probability at least 1 − 2 exp
(
−4m2t2
3n
)
− 2n exp
(
−2m2t2
n
)
, (3.5)
is bounded by
|ηˆk − ηk| =
∣∣∣∣∣
n∑
i=1
(vi − ei)ηi
∣∣∣∣∣ 6 t
n∑
i=1
|ηk| 6 t ·R
n∑
i=1
i−r. (3.14)
This lemma says that large magnitudes in η can be estimated by ηˆ with the worst
case error bounded. For example, consider a 512×512 image whose sorted coefficients
in basis Ψ satisfy,
|ηi′ | = (5.819) · i−10/9. (3.15)
If we sample 30% of the total pixels and select t = 3
√
n/m, then with probability at
least 99.2%, for any given entry ηk in η, the difference between ηk and its corresponding
entry in ηˆ is bounded by |ηˆk − ηk| 6 0.83.
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When horizontal µ-paths are sampled with the same probability m/n instead of
single pixels, it is easy to verify that E[vi] = ei still holds for all i. The bound given
by Hoeffding’s inequality becomes,
Pr(|vi − E[vi]| > t) = Pr(|vi − ei| > t) 6 2 exp
(
− 2t
2∑n/q
j=1(
n
m
∑jq
h=jq−q+1 ΨhkΨhi)
2
)
(3.16)
where q is the size of the µ-paths. The right side of (3.16) varies for different i and
k. Numerical calculation shows that it gives a worse bound than the single-pixel
sampling case (also see section 3.1.3 for simulation results).
Based on the lemma, we propose our regression algorithm, SMP, to recover the
d largest entries from an unknown compressible signal (the value of d is selected by
user).
Algorithm 5: Simplified matching pursuit
Data:
Observation vector z, number of iterations d
Initialization: ηˆ = n
m
DCT (z), r(0) = ηˆ, η# = 0
Main iteration:
while i 6 d do
Select k = arg maxj
∣∣∣r(i)j ∣∣∣;
Set v equal to the kth column of ( n
m
Ψ−1ΦdΨ);
Set η#k =
r
(i)
k
vk
;
Compute residuals r(i+1) = r(i) − v · η#k ;
i← i+ 1;
end
output: η#
Notice that here v has the same definition as in (3.6) , because ( n
m
Ψ−1ΦdΨ) is a
symmetric matrix. It can be easily calculated using v = n
m
DCT (Φdψk).
The reason that the iterations start from the largest coefficient and stop after d
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steps is that ηˆk is only a good estimator for ηk when ηk is a large coefficient. The diffi-
culty of small coefficient estimation exists in many recovery algorithms. For example,
the l1 minimization recovery error of (1.5) is also bounded by a constant multiplied
by the true signal’s d-term approximation error (Candes et al., 2006). However,
for a compressible image, approximating with its largest coefficients maintains good
fidelity.
3.1.2 Comparison with matching pursuit
Matching Pursuit (MP) (Elad and Aharon, 2006) is another method to find a sparse
approximation to a signal. The standard algorithm is given by Algorithm 6 (here we
denote the residual vector and the provisional solution vector as r˜, η˜# respectively to
distinguish them from Algorithm 5),
Algorithm 6: Matching-Pursuit
Data:
Observation vector y, number of iterations d
Initialization: r˜(0) = y, η˜# = 0
Main iteration:
while i 6 d do
Select k = arg maxj
|AjT r˜(i)|
‖Aj‖2
;
Set η˜#k =
Ak
T r˜(i)
‖Ak‖22
;
Compute residuals r˜(i+1) = r˜(i) − Ak · η˜#k ;
i← i+ 1;
end
output: η˜#
In this section, we show that the proposed algorithm is essentially the same as
MP except that in the first step k = arg maxj
∣∣AjT r˜(i)∣∣ is selected for each iteration,
that is, the column norms ‖Aj‖2 are ignored.
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Proposition 3. For the MP algorithm, if k is selected as arg maxj
∣∣AjT r˜(i)∣∣ in the
first step in each iteration, then it produces the same sparse approximation as the
proposed algorithm.
Proof. We prove the proposition by induction. It is clear that for the 1st iteration,
r(0) = ηˆ =
n
m
DCT (ΦTy) =
n
m
DCT (ΦT r˜(0)). (3.17)
We only need to show that if r(i) = n
m
DCT (ΦT r˜(i)) holds for the ith iteration, then
the same k is selected for both algorithms, so that η#k = η˜
#
k in this iteration, and that
r(i+1) = n
m
DCT (ΦT r˜(i+1)) still holds for the next iteration.
For MP, since k is the largest entry in the vector DCT (ΦT r˜(i)) = m
n
r(i), it is also
the largest entry in r(i) in Algorithm 5. Furthermore,
η#k = r
(i)
k /vk =
[
DCT (ΦT r˜(i))
]
k
[DCT (Φdψk)]k
=
[
AT r˜(i))
]
k
[ATAk]k
=
ATk r˜
(i)
‖Ak‖22
= η˜#k . (3.18)
Thus both algorithms have the same updates in the ith iteration. For the next itera-
tion,
n
m
DCT (ΦT r˜(i+1)) =
n
m
DCT (ΦT r˜(i) − ΦTAk · η˜#k )
=
n
m
DCT (ΦT r˜(i))− n
m
ΨTΦTΦψk · η˜#k
= r(i) − v · η#k = r(i+1).
(3.19)
Therefore, r(i+1) = n
m
DCT (ΦT r˜(i+1)) still holds for the next iteration.
For a large matrix A, it is time consuming to generate all the column vectors Aj
and to calculate their norms. The norms ‖Aj‖2 for all j are bounded by (3.12),
Pr
(∣∣∣‖Aj‖22 − mn ∣∣∣ > t) 6 2 exp
(
−4nt
2
3
)
, ∀j. (3.20)
Therefore, in the proposed algorithm, we simply regard all ‖Aj‖2 as the same to im-
prove the efficiency of the algorithm. Another advantage of the proposed algorithm is
that large matrix multiplications such as ΦT r˜(i) in MP are avoided since we introduce
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Figure 3·1: pU90 Vector DNA
the new measurement vector z.
3.1.3 Simulations
We applied SMP to reconstruct the AFM image shown in Fig. 3·1 to demonstrate its
viability with typical AFM images. The 512× 512 image was of pUC19 Vector DNA
(New England Biolabs, [N3041S]) acquired using an Agilent 5500 AFM. We randomly
sampled 15% of the pixels using horizontal µ-path of different sizes as described
in Sec. 1.3. The reconstruction was then created with the 1% largest coefficients
estimated by Algorithm 5. The recovered images, reconstruction quality measured in
PSNR and time spent are given in Fig. 3·2. The sub-sampled AFM image was also
reconstructed with CoSaMP, OMP and BP for comparison.
As seen in Fig. 3·2, In the traditional CS setting when each pixel was sampled with
the same probability, CoSaMP was more efficient than SMP with similar reconstruc-
tion quality. However, in the AFM setting, it is more desirable to use large µ-path
size to reduce sampling time. In this case, it took much more time for CoSaMP to
converge while the computational time of SMP was stable. When the µ-path size
was increased to 16, CoSaMP did not converge due to matrix singularity. And for
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large µ-path size, SMP had a superior reconstruction quality to the other two greedy
algorithms. Although BP had better reconstruction quality, the computational time
was on the order of one hour which is too slow for real time use. Also note that the
use of longer µ-paths leads to loss of detail. Elongating the µ-path, however, leads
to reduced imaging time, illustrating the tradeoff between imaging rate and detail.
Mitigating this tradeoff is the subject of ongoing research.
size 1 size 4 size 8 size 12 size 16
S
M
P
PSNR 17.29 dB PSNR 14.44 dB PSNR 13.16 dB PSNR 12.63 dB PSNR 12.33 dB
Recon 65 s Recon 66 s Recon 66 s Recon 65 s Recon 66 s
C
o
S
a
M
P
PSNR 17.15 dB PSNR 14.03 dB PSNR 11.68 dB PSNR 10.07 dB
Recon 29 s Recon 54 s Recon 98 s Recon 133 s
O
M
P
PSNR 17.45 dB PSNR 14.28 dB PSNR 12.52 dB PSNR 12.10 dB PSNR 11.47 dB
Recon 18 min Recon 22 min Recon 25 min Recon 29 min Recon 33 min
B
P
PSNR 17.25 dB PSNR 15.54 dB PSNR 14.60 dB PSNR 14.04 dB PSNR 13.72 dB
Recon 25 min Recon 25 min Recon 28 min Recon 34 min Recon 43 min
Figure 3·2: Reconstruction results. Rows are the reconstruction re-
sults for the different algorithms. Columns, from left to right, are the
sizes of the µ-paths from 1 to 16. The corresponding PSNRs and re-
construction times are shown below each image.
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3.2 A µ-path sampling pattern design algorithm
One major challenge to an undersampling-based approach to HS-AFM is retaining
the quality of the final images while reducing the amount of measurements enough to
have a significant improvement in the imaging time. Clearly, the decision of where to
acquire data points plays an important role in producing accurate image reconstruc-
tions of the sample surface with the best allocation of measurements depending on
the specific sample under study. In this section and Sec. 3.3, we focus on the develop-
ment of algorithms to design non-raster scanning patterns for effective undersampled
image acquisition in AFM. Rather than seek purely random paths, we take advan-
tage of a limited amount of prior information about the (likely) frequency structure
of the sample image, optimizing the scan pattern to effectively acquire information
about the most important frequencies in the image so as to minimize the expected
reconstruction error.
In order to optimize the scan pattern, one needs an analytical expression of the
reconstruction error. In practice, that error depends not only on the sampling pattern
but also on the reconstruction algorithm. In Sec. 3.1, we used SMP to reconstruct µ-
path sub-sampled images, and numerical simulations suggest that, for µ-path patterns
of large size, SMP performs better than CoSaMP and OMP in both reconstruction
quality and computational time. In addition, it is amenable to analysis in terms of
the reconstruction error. Therefore, we focus on sampling pattern design with SMP
reconstruction. In this section, we consider µ-path pattern design, and the result is
extended to the continuous pattern in the next section.
As noted above, our approach depends on having (a limited amount of) prior
information about the frequency structure of the image. This can come from prior
experience of the user and knowledge of the sample (e.g., developed from a database
of AFM scans of similar samples). For demonstration purposes in this work, we focus
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on very large AFM images produced by tiling. In most instruments, the scanning
range of the tip is often limited to between 10-100 µm in the lateral plane. Imaging
of larger regions is typically achieved by imaging adjacent, non-overlapping areas
and stitching them into a single large image (see Fig. 3·4). While the spatial details
of each of the tiles differs, they often have very similar structure in the frequency
domain. As an example, the left two images in Fig. 3·3 shows two regions of a
sample of BiFeO3/SrRuO3/DyScO3. While there are clear differences between the
samples, the gross features are quite similar. This is reflected in the corresponding
DCT coefficients, shown in the right images. The same idea applies when using AFM
to image slowly changing samples where the frequency structure from image to image
in the sequence are quite similar.
In both these settings, one can use an initial frame to roughly estimate the lo-
cations of the large frequency coefficients for the sample. The sensing matrix A
can then be designed to focus on these large-coefficient locations, instead of evenly
exploring the whole frequency space. Many previous works (e.g. (Elad, 2007; Duarte-
Carvajalino and Sapiro, 2008; Xu et al., 2010)) have discussed the problem of sensing
matrix design. However, these mainly focus on developing algorithms to minimize
mutual coherence and require Φ to be dense. As noted in Sec. 1.4, such matrices are
not feasible for AFM. In (Davenport et al., 2016), the authors suggested a relaxation
of a discrete optimization problem for constrained Φ design. However, the analysis
is based on the assumption that the locations of all nonzero entries in η are known
exactly.
In this section, we first discuss the criterion for ATA to minimize the expected
reconstruction error with SMP, based on partial knowledge of the frequency structure
of the sample image. A Monte Carlo-based algorithm is proposed to select µ-paths
to satisfy the criterion. We note that the same analysis can be applied to MP; SMP
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Figure 3·3: 18µm AFM images showing BiFeO3/SrRuO3/DyScO3
and their coresponding DCT domain coefficients.
is used here due to its reduced computational cost.
The following notation will be used. We denote η# as the sparse signal recon-
structed with SMP using Algorithm 5. ηˆ is defined in (3.2). Denote i′ as the index
of the entry reconstructed in the ith iteration with SMP and J = {1′, 2′, ..., j′} as the
index set of the entries in η that have been reconstructed by the jth iteration. Denote
T as the index set of nonzero entries in η, I as the index set of the nonzero entries
with known locations and U as the index set of the nonzero entries with unknown
locations. Therefore, T = I ∪ U . We assume η is a k-sparse image signal. The
cardinality of I is pk and of U is (1− p)k, (0 6 p 6 1).
3.2.1 Algorithm description
In SMP, the unknown image signal η is reconstructed from (3.2) with one entry
recovered in each iteration. Our goal is to design the matrix S (and thus the sam-
pling pattern) based on the information of I to minimize the expected square error
minS E[
∥∥η − η#∥∥2
2
].
The following three assumptions are made to simplify the analysis.
• A has a small mutual coherence such that SMP can reconstruct all k nonzero
entries in η from the entries with largest magnitude to the smallest. That is, i′
is the index of ith largest coefficients in η.
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• All nonzero entries in η are zero mean, independent and identically distributed.
• For those entries in U , their locations are uniformly distributed in Ic.
Based on the three assumptions, we first consider the case when U = ∅, implying
we know the locations of all the nonzero entries in η and T = I. For notational
simplicity, we assume without loss of generality that the first k entries in η are nonzero
and T = {1, 2, . . . , k}. Let H = {|η1| > |η2| > ... > |ηk | , |η2| > |η1| > ... >
|η
k
| , . . . , |η
k
| > ∣∣η
k−1
∣∣ > ... > |η1 |} be the magnitude permutation set with k! elements,
so each element is an ordered sequence. The estimate of the (j′)th entry η#
j′
with SMP,
η#
j′
=
ηˆ
j′ −
∑(j−1)′
i=1′ Sj′,iη
#
i
S
j′,j′
=
∑
i∈T Sj′,iηi −
∑(j−1)′
i=1′ Sj′,iη
#
i
S
j′,j′
. (3.21)
The corresponding estimation error of the (j′)th entry is
∆η
j′ = ηj′ − η#j′ =
∑
i∈T \J Sj′,iηi
S
j′,j′
+
∑(j−1)′
i=1′ Sj′,i∆ηi
S
j′,j′
. (3.22)
The error is composed of two parts. The first comes from the influence of other
entries in η on the current reconstruction, while the second is from the previous
estimation errors. When A has small mutual coherence, the first part is much larger
than the second part (|ηi|  |∆ηi|) and therefore the `2 estimation error of the SMP
reconstruction can be approximated as,
‖∆η‖22 =
∑
j∈T ∆η
2
j ≈
k′∑
j=1′
 ∑
i∈T \J
S
j,i
S
j,j
η
i
2 . (3.23)
In (3.23), 1′, ..., k′ are random variables defining the ordering of the index sequence
in the recovery, given by an element of H. Thus
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E
[‖∆η‖22] ≈ E
 k′∑
j=1′
 ∑
i∈T \J
S
j,i
S
j,j
η
i
2
=
∑
h∈H
E
 k′∑
j=1′
 ∑
i∈T \J
S
j,i
S
j,j
η
i
2 ∣∣∣∣h
P (h) .
(3.24)
Based on the assumption that each entry in T follows the same distribution, each
element in H occurs with the same probability P (h) = 1
k!
. Consider when h = {|η1 | >
|η2 | > ... > |ηk |}. Then
E
 k′∑
j=1′
 ∑
i∈T \J
S
j,i
S
j,j
η
i
2 ∣∣∣∣ |η1| > |η2| > ... > |ηk |

=E
 k∑
j=1
(
k∑
i=j+1
S
j,i
S
j,j
η
i
)2 ∣∣∣∣ |η1| > |η2| > ... > |ηk |

=E
[
k∑
j=1
k∑
i=j+1
(
S
j,i
S
j,j
η
i
)2 ∣∣∣∣ |η1| > |η2| > ... > |ηk |
]
=
k∑
j=1
k∑
i=j+1
∣∣∣∣Sj,iS
j,j
∣∣∣∣2 E [η2i ∣∣∣∣ |η1| > |η2| > ... > |ηk |]
=
∣∣∣∣S1,2S1,1
∣∣∣∣2 E[η22 ] +
(∣∣∣∣S1,3S1,1
∣∣∣∣2 + ∣∣∣∣S2,3S2,2
∣∣∣∣2
)
E[η2
3
] + ...
+
(∣∣∣∣S1,kS1,1
∣∣∣∣2 + ∣∣∣∣S2,kS2,2
∣∣∣∣2 + ...+ ∣∣∣∣ Sk−1,kS
k−1,k−1
∣∣∣∣2
)
E[η2
k
]
(3.25)
where E[η2
i
] is the expected value of the ith entry in T . For this particular choice
of h = {|η1| > |η2| > ... > |ηk |}, the ith entry in η is the ith largest one, and thus
E[η2
i
] = E[η2
i′
]. In general, E[η2
i
] = E[η2
j′
] if the ith entry is the jth largest. The
analysis for other choices of h ∈ H is analogous. Plugging (3.25) with the other k!−1
conditional expected values into (3.24) yields,
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E
[‖∆η‖22] ≈ 1k!
(
(k − 2)!E[η2
2′
] + 2 (k − 2)!E[η2
3′
]
+ ...+ (k − 1)(k − 2)!E[η2
k′
]
)( k∑
j=1
∑
i 6=j
∣∣∣∣Sj,iS
j,j
∣∣∣∣2
)
.
(3.26)
Since the first term in (3.26) is independent of S,
arg min
S
E[‖∆η‖22] = arg minS
∑
j∈I
∑
i∈I
i 6=j
∣∣∣∣Sj,iS
j,j
∣∣∣∣2 . (3.27)
Equation (3.27) indicates that instead of minimizing the mutual coherence (which is
a typical approach to pattern design), this objective function leads to minimizing the
Frobenius norm of the normalized submatrix in S corresponding to I, the locations
of the known coefficients in the sparse representation η.
In practice, we are generally unable to identify the locations for all nonzero entries
and thus U 6= ∅. In this case, the whole matrix S, not only the submatrix we
mentioned above, needs to be taken into account, since every column in A may
correspond to T . Based on the assumption that the nonzero entries in U are uniformly
distributed in Ic, (3.27), a slight modification of the analysis above yields,
arg min
S
E[‖∆η‖22] = arg minS
∑
j∈I
∑
i∈I
i 6=j
∣∣∣∣Sj,iS
j,j
∣∣∣∣2
+
k − pk
n− pk
(∑
j∈I
∑
i∈Ic
∣∣∣∣Sj,iS
j,j
∣∣∣∣2 + ∑
j∈Ic
∑
i∈I
∣∣∣∣Sj,iS
j,j
∣∣∣∣2
)
+
(k − pk) (k − pk − 1)
(n− pk) (n− pk − 1)
∑
j∈Ic
∑
i∈Ic
i 6=j
∣∣∣∣Sj,iS
j,j
∣∣∣∣2 .
(3.28)
The optimizaiton in (3.28) is essentially the same as (3.27) with two additional
weighted terms added reflecting the influence of U . When p (the fraction of non-zero
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coefficients with known location) gets close to 1, implying we have more knowledge on
the target signal, the last two terms in (3.28) become negligible compared to the first
term and (3.27) becomes a close estimate for (3.28). For sparse signals with k  n,
(3.27) is much more efficient than 3.28 in the sense of computational cost since it only
considers a submatrix with k2 entries.
The optimization problems (3.27) and (3.28) are non-convex and thus cannot be
solved in polynomial time. From a practical point of view, this implies that their
computational load is too high for use in problems of even moderate size. Therefore,
we use the following greedy Monte Carlo based strategy to design a horizontal µ-path
sampling pattern, based on the minimization in (3.28).
Algorithm 7: µ-path sampling pattern design al-
gorithm (horizontal)
Data: p, k, I
Initialization: Sampling pattern Φ = ∅
Main iteration:
while not enough pixels sampled do
Randomly generate candidate µ-paths, µ;
µ∗ = arg minΦ∪µ E[‖∆η‖22];
Φ← Φ ∪ µ∗;
end
output: Sampling pattern Φ
The algorithm starts from empty sampling set Φ. In each iteration, a certain number
of µ-paths are randomly generated from unsampled locations Φc. The one that min-
imizes the objective function E[‖∆η‖22] is selected and included in Φ and the process
repeated until the sampling pattern is complete.
3.2.2 Simulations
To demonstrate the effectiveness of the proposed µ-path sampling path design strat-
egy, we performed simulations on two groups of images (top two images in Fig. 3·4,
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and the bottom two will be used in the next section). Each group consisted of sixteen
512 × 512-pixel AFM images that were obtained by dividing a large material surface
with the grid lines indicated in yellow. The first group (Fig. 3·4a) is the surface of
BiFeO3/SrRuO3/DyScO3 and the second (Fig. 3·4b) is the surface of etched silicon.
(a) (b)
(c) (d)
Figure 3·4: Sample AFM images used in the simulations. (a)
BiFeO3/SrRuO3/DyScO3. (b) Etched silicon. (c) CCD sensor. (The
first three images obtained from the website of Asylum Research) (d)
λ-DNA.
The first image in each group (the upper-left corner image in Fig. 3·4 and shown
in left column of Fig. 3·5) was raster scanned to estimate the frequency structure of
the material. The set I estimated from the raster-scanned image for each material
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 3·5: (left) Sample topology AFM images of a single tile of
the samples in Fig. 3·4, (middle) corresponding DCT domain coeffi-
cients (lighter color indicates larger coefficient) and (right) frequency
structure estimations (estimated I is indicated in yellow).
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and used in the algorithm is shown in the right column of Fig. 3·5. Based on the
frequency information, µ-path sample patterns of size 40 were generated according to
Algorithm 7. In each iteration of the algorithm, 9 µ-paths were generated randomly.
From these, the one minimizing E[‖∆η‖22] was selected and included into the sampling
set Φ. Iterations continuing until 20% of the total pixels were sampled. The rest of the
images in each group were sampled using the designed patterns and the reconstruction
was then created with the 1, 200 largest coefficients recovered by SMP. (The recovered
coefficients are not necessary in the set I.) We used (3.27) to approximate (3.28) due
to the reduced computational cost.
For comparison, we also used another two µ-path pattern design strategies. The
first was a random µ-path pattern as described in (Maxwell and Andersson, 2014).
The second was mutual coherence minimization (MCM), selected because mutual
coherence minimization is a common design strategy. Designing a sampling pattern
Table 3.1: Reconstruction quality (PSNR, in dB) and standard devi-
ation (SD) for two groups of AFM images using the proposed sampling
strategy, MCM and random sampling. (image order from left to right,
top to bottom)
PSNR image 2 image 3 image 4 image 5 image 6 image 7 image 8 image 9
BiFeO3/SrRuO3/DyScO3
M
e
a
n Proposed 20.0 20.5dB 19.8 20.2 20.3 19.9 20.0 20.4
MCM 19.0 19.3 18.8 19.2 19.2 18.9 18.8 19.4
Random 18.6 18.8 18.4 18.8 18.8 18.6 18.4 18.9
S
D
Proposed 0.09 0.08 0.10 0.10 0.11 0.15 0.10 0.10
MCM 0.11 0.21 0.15 0.13 0.20 0.14 0.17 0.16
Random 0.13 0.23 0.17 0.18 0.20 0.13 0.15 0.17
Silicon
M
e
a
n Proposed 15.4 15.3 15.8 15.6 15.6 15.7 15.8 15.8
MCM 15.0 14.8 15.2 15.1 15.2 15.2 15.2 15.2
Random 14.9 14.7 15.0 14.9 15.1 15.0 15.0 15.0
S
D
Proposed 0.08 0.10 0.10 0.10 0.10 0.09 0.10 0.08
MCM 0.11 0.10 0.11 0.10 0.10 0.13 0.14 0.07
Random 0.11 0.12 0.13 0.10 0.10 0.13 0.15 0.16
PSNR image 10 image 11 image 12 image 13 image 14 image 15 image 16
BiFeO3/SrRuO3/DyScO3
M
e
a
n Proposed 20.3 20.4 20.6 19.7 19.8 20.6 20.4
MCM 19.3 19.4 19.7 18.7 18.9 19.4 19.5
Random 18.8 18.8 19.3 18.2 18.5 19.0 18.9
S
D
Proposed 0.13 0.09 0.10 0.14 0.13 0.12 0.10
MCM 0.15 0.11 0.12 0.12 0.12 0.17 0.12
Random 0.14 0.17 0.14 0.19 0.20 0.14 0.16
Silicon
M
e
a
n Proposed 15.6 16.0 15.8 15.6 15.6 15.6 15.5
MCM 15.2 15.5 15.4 15.3 15.2 15.2 15.0
Random 15.1 15.4 15.3 15.0 15.1 15.0 14.8
S
D
Proposed 0.10 0.07 0.10 0.07 0.07 0.09 0.09
MCM 0.11 0.06 0.12 0.08 0.07 0.09 0.14
Random 0.11 0.10 0.09 0.10 0.09 0.11 0.13
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figure 3·6: Example reconstructions. (a) and (g) are original AFM
images (the bottom-right corner images in Fig. 3·4). (b) and (h) are
the reconstructions with sample patterns designed using Algorithm 7.
(c) and (i) are the reconstructions with random sample patterns. The
patterns used to create (b) and (c) are shown in Fig. 3·7. The left three
columns are the details of the bottom-left corner. (d), (e), (f), (j), (k),
(l) correspond to (a), (b), (c), (g), (h), (i) respectively. (Reconstruction
with MCM is omitted for space reasons.)
and corresponding sensing matrix A by minimizing mutual coherence is also non-
convex. To find an approximate solution, we applied the same Monte Carlo-based
greedy algorithm as in our approach, except that, in the second step, the objective
function E[‖∆η‖22] was replaced by the mutual coherence,
µ∗ = arg minΦ∪µ
maxi,j∈I
i 6=j
∣∣∣∣∣ Sj,i√S
j,j
S
i,i
∣∣∣∣∣
 . (3.29)
For each of the fifteen non-rastered images in the two groups, 10 simulations with
10 patterns created using each strategy were carried out. The average PSNR and
the standard deviation for each image and strategy are presented in Table 3.1. Our
proposed method outperformed both the random strategy and the MCM strategy in
reconstruction accuracy on every image for both samples, with an average increase in
PSNR of 1.47 dB over random sampling and 1.03 dB over MCM for the first image set
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and of 0.63 dB over random and 0.47 dB over MCM for the second set. In addition,
the proposed method showed more stable reconstruction as evidenced by the smaller
standard deviation in the reconstruction quality over random in every image and over
MCM in 26 of the 30 reconstructions.
Figure 3·7: µ-path sample patterns of size 40. The left image shows
the sample pattern designed with Algorithm 7 and used for Fig. 3·6b.
The right image shows the random sample pattern used for 3·6c. White
lines indicate pixels to be sampled.
3.3 A continuous sampling pattern design algorithm
As discussed in Sec. 1.3, the µ-path pattern was proposed to balance random sampling
and data acquisition time. The imaging time of the µ-path pattern is described in (1.3)
under simplifying assumptions for the lift and reengagement processes and it has been
demonstrated to produce good images with a factor of five reduction in imaging time
(Braker et al., 2018). In practice, while the times to lift and reengage the tip depend
on the AFM instrument and specimen, the re-engagement time typically dominates
all other elements of the scanning process. For many reasonably-sized images, it is
not worthwhile to lift the probe tip, since it takes longer to reengage it than to scan to
the next target µ-path location while keeping the tip on the surface. In such settings,
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a continuous pattern is more advantageous. In this section, we extend our pattern
design algorithm to continuous sub-sampling scan pattern, allowing the tip to stay
on the surface of the sample.
We use a two-step design method, which is still based on the minimization of
(3.27) and (3.28), in order to obtain a continuous sampling pattern. In the first step,
we create a discrete µ-path pattern according to (3.27) and (3.28) with an algorithm
similar to Algorithm 7 and in the second step, the µ-paths in the pattern are connected
by solving a mixed integer linear program (MILP) to form a continuous pattern with
the shortest scanning time. Sec. 3.3.1 focuses on the first step of creating the µ-path
pattern. The connection of µ-paths and the scanning scheme for the pattern are
described in Sec. 3.3.2.
3.3.1 Pattern design algorithm
In Sec. 3.2.1, we derived the optimization problems to minimize the reconstruction
error in terms of S matrix (and the corresponding sampling pattern) in (3.27) and
(3.28). The optimization problems are non-convex and cannot be solved in polynomial
time. Therefore, we use the follow greedy algorithm to design a µ-path sampling
pattern. Compared to Algorithm 7, Algorithm 8 can be used to create µ-path of any
shape to improve sampling effectiveness.
The algorithm consists of two elements: a global search for the next best location
and a local search for the best µ-path. In the global search portion, a finite number
of independent locations over the entire image region are randomly selected. These
are evaluated using (3.28) (or the simpler version in (3.27)) and the one minimizing
this objective function is selected. Then a local search from that initial location is
performed to create a µ-path of length c. Specifically, the µ-path is generated using
a directed walk starting from the initial location found in the global search towards
the minimization of the objective function. The local search stops when there are
73
enough pixels in the µ-path. The same search process repeats for the next µ-path.
This approach is summarized in Algorithm 8.
Algorithm 8: µ-path sampling pattern design al-
gorithm (any shape)
Data: p, k, I, µ-path size c
Initialization: Φ = ∅, root loc = ∅, counter = c
Main iteration:
while not enough pixels sampled do
if counter ≥ c then
Randomly generate candidate pixel locations
on the sample surface, µ;
µ∗ = arg minΦ∪µ E[‖∆η‖22];
Φ← Φ ∪ µ∗, root loc← µ∗;
counter = 1;
else
Randomly generate candidate continuous
paths starting from root loc, µ;
µ∗ = arg minΦ∪µ E[‖∆η‖22];
Φ← Φ ∪ µ∗, root loc← µ∗;
counter ← counter + 1;
end
end
output: Sampling pattern Φ
3.3.2 Scanning scheme
The scanning pattern generated by Algorithm 8 yields a collection of unconnected
short µ-path segments. As noted in Sec. 3.3, however, the scanning time for such a
pattern is typically dominated by the time to re-engage the tip to the sample surface
after moving from one short segment to the next. The second stage of the pattern
design, then, is to find a continuous scanning pattern that connects the µ-paths in
a minimum amount of time. To simplify the analysis, we assume the scanning time
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between two pixels is only a function of their spatial distance. Therefore, the objective
is to find the shortest trajectory that visits all the pixels in the collection of µ-paths.
We note that this approach can be easily extended to account for the dynamics of the
mechanical scanner by redefining the scanning time based on the specific hardware
and controller used.
The optimization task posed here clearly falls under the heading of traveling sales-
men problems (TSPs). It is known that TSPs are NP hard and thus, due to the large
number of pixels that need to be sampled, it is infeasible to find the optimal solution.
Instead, we use a greedy approach to generate a continuous scanning trajectory. We
first optimize the scanning scheme for each µ-path and then find the optimal order
to visit the µ-paths in the pattern.
In order to find the shortest trajectory to visit all the pixels in one µ-path, we use
the following MILP which is slightly modified from a standard TSP.
min
∑
i
∑
j 6=i
dijxij subj. to
∑
i
∑
j 6=i
xij = g − 1,
∑
i 6=j
xij ≤ 1 ∀j,
∑
j 6=i
xij ≤ 1 ∀i,
ui − uj + gxij ≤ g − 1 ∀i, j, i 6= j,
ui integer, xij binary.
(3.30)
Here i, j are the indices of pixels in the µ-path, xij are binary decision variables with
xij = 1 if the trajectory goes from pixel i to pixel j and xij = 0 otherwise, dij is the
distance between pixel i and pixel j, g is the total number of pixels in the µ-path,
and ui are integer dummy variables. Note that g is sometimes different from c, the
length of the µ-path in Algorithm 8, because repeated sampling of pixels is allowed in
the µ-path pattern design process. The first three sets of constraints enforce a open
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loop tour covering all pixels in the µ-path. The last constraint eliminates subtours
in the path (Papadimitriou and Steiglitz, 1998). Note that unlike a standard TSP,
the optimization problem in (3.30) leads to an open loop tour with distinct beginning
and ending pixels. These two pixels are used in the next MILP problem to determine
the order in which the individual µ-paths in the pattern are visited.
After we have obtained the optimal scanning scheme for each µ-path, we use the
following MILP to find the visit order of the µ-paths in the pattern.
min
∑
i
∑
j 6=i
dijxij subj. to
∑
i
∑
j 6=i
xij = 2l − 1,
∑
i 6=j
xij ≤ 1 ∀j,
∑
j 6=i
xij ≤ 1 ∀i,
ui − uj + 2lxij ≤ 2l − 1 ∀i, j, i 6= j,
xij + xji = 1 ∀µ-paths,
ui integer, xij binary.
(3.31)
Here i, j are the indices of end pixels in all the µ-paths obtained from (3.30) and
l is the number of µ-paths in the pattern. Since there are l µ-paths, 2l end pixels
are taken into account in (3.31). This MILP is essentially the same as (3.30), except
that in the last set of constraints, two end pixels belonging to the same µ-path are
required to be connected, that is, the trajectory must go from pixel i to j or j to i if
i and j are the two end pixels of one µ-path.
Combining (3.30) and (3.31), the final scanning trajectory starts from the begin-
ning pixel of the first µ-path obtained from (3.31). It visits all the pixels in this
µ-path using the optimal scanning scheme obtained from (3.30). At the end of the
first µ-path, it connects to the beginning of the second µ-path with a straight line to
form a continuous pattern. The trajectory continues until all the µ-paths are visited.
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It should be noted that the trajectories generated by this algorithm are more
complex than simple raster patterns or alternative paths such as Lissajous or spiral
scans (as illustrated in the example pattern in Fig. 1·3). They are more challenging
for the low-level controllers to track and may yield different imaging artifacts than a
standard raster pattern. In practice such concerns can often be mitigated by keeping
scan speeds at rates that the low-level closed-loop controllers can handle. Thus, at tip
speeds corresponding to high-quality raster imaging, these patterns can yield good
images despite their complex shapes. Since the improved imaging rate is due to the
shorter total scan length, this requirement on tip speed does not reduce the gains
provided by the approach. (See e.g., the experimental results in Ch. 4.)
A second implication of the complex trip trajectories is that the path through
each pixel varies. Because we assume the tip speed is held constant, this implies that
the time to traverse the pixels varies somewhat. Since AFMs sample their signals
at a constant rate and then downsample or otherwise process their data to produce
the pixels, this leads to the result that different pixels in the image will be generated
from different numbers of measurements with the specific values depending on the
particular scan trajectory. However, this is not unlike a standard raster scan since
under that setting the number of measurements going into each pixel also varies. In
particular, most raster-scans move the tip along a triangle wave, starting from the
top corner of the left-most pixel on a line, scanning in a straight line across to the
center of the right-most pixel on that line, and then scanning back to the bottom of
the right-most pixel (producing a trace and retrace image) and thus the varying pixel
samples should have a significant affect on the final image.
A related concern as mentioned in Sec. 1.3 is that under these trajectories, the tip
motion across a pixel is not always in the same direction and thus different portions
of the image may use different sides of the tip, leading to different imaging artifacts.
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This can be mitigated by ensuring a fresh tip is used and that the scan speeds remain
within the bandwidth of the vertical controller. However, these concerns are also
encountered when imaging using spiral, Lissajous, or other alternative patterns and
such paths have been shown to produce effective images. Such results, combined
with the experimental images in Ch. 4 indicate imaging artifacts arising from the
non-raster scanning are not severe.
3.3.3 Weighted simplified matching pursuit
As noted in Sec. 3.2, it is reasonable to take advantage of any prior information about
the important frequencies not only when sampling but also when reconstructing the
final image from the sampled data. In SMP, large entries in η are reconstructed se-
quentially based on their estimated magnitudes using ηˆ = Sη. The proposed sampling
pattern design method aims at minimizing the Frobenius norm of the submatrix in S
corresponding to I. This process generally will influence other entries in S correspond-
ing to Ic. Specifically, the variance of those entries becomes larger. As a result, the
corresponding entries in η with small magnitudes can be magnified through ηˆ = Sη
and selected mistakenly to reconstruct by SMP.
One way to avoid this problem is to give more weight to the entries in ηˆ corre-
sponding to I. The weighted SMP algorithm described below improves the image
reconstruction quality by increasing the likelihood that the correct entries to recon-
struct will be selected. The algorithm is given in Algorithm 9.
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Algorithm 9: The weighted simplified matching
pursuit
Data:
y, number of iterations k, weight w
Initialization:
ηˆ = n
m
DCT (ΦTy), r ← ηˆ, η# = 0
Main iteration:
while i 6 k do
Select k = arg maxj |wjrj|;
set v equal to the kth column of S;
set η#k =
rk
vk
;
compute residuals r ← r − m
n
v · η#k ;
i← i+ 1;
end
output: reconstructed image η#
In the first step, the entry to reconstruct in the iteration is selected according to
the weighted residual |wjrj|. As noted previously, the main difference among wSMP,
SMP and MP is simply the selection of which entry in η to recover at each step,
leading to different qualities of the final reconstruction.
3.3.4 Simulations
To demonstrate the performance of the proposed continuous sample path design strat-
egy and wSMP algorithm, we performed simulations on four groups of images. The
first two groups (top row in Fig. 3·4) have been described in Sec. 3.2.2. The third
(Fig. 3·4c) is the surface of a CCD sensor, and the fourth (Fig. 3·4d) is a preparation
of λ-DNA dried on a freshly-cleaved mica surface and then imaged using an Agilent
5500 AFM operated in intermittent contact (tapping) mode.
Same as Sec. 3.2.2, the first image in each group was used as a raster scan to
estimate the frequency structure of the material. The set I estimated from the raster-
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scanned image for each material and used in Algorithm 8 is shown in the right column
of Fig. 3·5. From the DCT images it can be seen that all samples have high sparsity
with the CCD sample (Fig. 3·5h) the sparsest and the DNA sample (Fig. 3·5k) the
least sparse.
Based on the estimated frequency information, µ-path sampling patterns of size
c = 85 were generated according to Algorithm 8. To create each µ-path, 12 inde-
pendent locations were generated randomly over the sample surface. From these, the
one minimizing E
[‖∆η‖22] was selected and used as the initial location of the current
µ-path. Next, directed walks across three pixels starting from the initial location
were used for the local search. Out of the 512 possible different three-pixel curves,
12 were selected randomly. From these, the one minimizing E
[‖∆η‖22] was chosen
and included into the sampling set Φ. After selecting the best three-step path, the
process was iterated until there were c = 85 pixels in the µ-path (as noted previously,
the path may self intersect leading to repeated sampling of some pixels). Examples
of these individual µ-paths found for each of the samples in Fig. 3·5 are shown in the
left column of Fig. 3·8 with each row matching the corresponding row in Fig. 3·5.
The global search and local search alternated to generate enough µ-paths to cover
10% of the total pixels for the first three samples and 15% for the DNA sample (due
to its lower sparsity). The designed patterns for each of the four groups are shown in
the middle row of Fig. 3·8.
After generating the µ-path pattern, (3.30) was applied to each µ-path to find
the shortest trajectory connecting the pixels in the path. This is illustrated by the
blue trajectories on the sample µ-paths in the left column of Fig. 3·8. For the first
example in Fig. 3·8a, there are 83 pixels in the actual µ-path, leading to an optimal
scan trajectory of length 103 units. The example in Fig. 3·8d has 56 pixels and a scan
length of 68 units. The example in Fig. 3·8g has 73 pixels and a scan length of 91
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units while the final example in Fig. 3·8j has 51 pixels and a scan length of 62 units.
The pixels noted in yellow in each example are the two end pixels in the optimal scan
path.
Once the optimal scan trajectory and the two end pixels for each of the µ-paths
in a pattern were determined, (3.31) was applied to connect these end points to form
a continuous scan pattern. These patterns are shown in the right column of Fig. 3·8.
These designed patterns were then used to sample the remaining 15 tiles in each
of the samples with the pattern in Fig. 3·8c applied to the tiles in Fig. 3·4a, the
pattern in Fig. 3·8f to the tiles in Fig. 3·4b, the pattern in Fig. 3·8i to the tiles in
Fig. 3·4c, and the pattern in Fig. 3·8l to the tiles in Fig. 3·4d. Images were then
created by reconstructing the 1,200 largest coefficients recovered by wSMP (and by
SMP for comparison). For wSMP, the weights were set to wi = 1.3 for coefficients in
I and wi = 1 for all others. Equation (3.27) was used to approximate (3.28) because
of its reduced computational cost.
As a comparison, we also performed scanning using spiral and Lissajous sampling
patterns described in Sec. 1.3. In order to fairly compare performance, we chose to
match the total scan time of the different patterns. Since we assume the tip of the
AFM is moved at a constant speed, this is equivalent to matching the scan length.
For the spiral pattern, this was achieved by selecting the appropriate value for the
pitch; the resulting spiral is shown in Fig. 3·9a. For the Lissajous pattern, there are
two frequencies to select and thus two degrees of freedom. These were used both to
match the path length of the other patterns and to minimize the objective function
E
[‖∆η‖22], leading to
x(t) = sin (6.2t) , y(t) = sin (31.9t) , (3.32)
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 3·8: Designed sampling patterns. Each row corresponds to
the respective sample in Fig. 3·5. (left column) Examples of individual
µ-paths generate by the local optimization based on the estimated lo-
cations of the large DCT coefficients. The ends of the paths are marked
in yellow and the optimal scan path as determined by (3.30) are shown
in blue. (middle column) The µ-path patterns designed using Algo-
rithm 8. Each pattern is a collection of paths covering 85 pixels. (right
column) Final continuous patterns found by solving the MILP in (3.31)
to connect µ-paths.
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for the first sample (BiFeO3/SrRuO3/DySc3), shown in Fig. 3·9b,
x(t) = sin (19t) , y(t) = sin (19.6t) , (3.33)
and for the second (etched silicon), shown in Fig. 3·9c,
x(t) = sin (19.8t) , y(t) = sin (19.2t) . (3.34)
for the third (CCD sensor surface), shown in Fig. 3·9d, and
x(t) = sin (40.0t) , y(t) = sin (19.0t) . (3.35)
for the fourth (DNA sample) shown in Fig. 3·9e. The length of the trajectory and
the number of pixels sampled in each pattern are given in Table 3.2. In the table, the
sampling ratio is defined as the proportion of pixels sampled in the pattern relative to
the number of pixels in a standard raster scan and therefore the final reconstructed
image size (512 × 512 in our case). Similarly, the scanning ratio is defined as the
ratio of the undersampling trajectory path length to the path length of a raster scan.
Given a constant tip speed, this ratio also indicates the reduction in imaging time
of the pattern relative to a standard raster scan. The table shows that each of the
patterns samples approximately 10-15% of the pixels for the first three samples and
20% of the pixels for the DNA using a scanning time that is approximately 15% of
that needed for a raster scan of the area for the first three samples and 20% for the
DNA.
Each of the fifteen non-rastered images in the groups was undersampled with the
three patterns and reconstructed using both SMP and wSMP. The PSNR for each
image and pattern are presented in Table 3.3. Our designed undersampling pattern
outperformed both the spiral and Lissajous patterns in reconstruction accuracy with
an average increase in PSNR of 1.0 dB over the spiral pattern and 2.0 dB over
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(a) (b) (c) (d) (e)
Figure 3·9: Designed spiral and Lissajous patterns. (a) The spiral pat-
tern was used to scan all the samples. The Lissajous patters were used
to sample the (b) BiFeO3/SrRuO3/DyScO3, (c) etched silicon atoms,
(d) CCD surface, and (e) DNA samples. The lengths of the trajectories
and the number of scanned pixels are given in Table 3.2.
Lissajous pattern for the first image set, 1.0 dB and 1.5 dB for the second set, 4.0 dB
and 10.2 dB for the third set, and 1.2 dB and 3.4 dB for the fourth set. An example
image reconstruction in each sample surface group (the 16th image, bottom-right
corner in Fig. 3·4) is shown in Fig. 3·10 for the BiFeO3/SrRuO3/DyScO3 sample,
in Fig. 3·11 for the etched silicon atoms sample, in Fig. 3·12 for the CCD surface
sample, and in Fig. 3·13 for the DNA sample. For all four surface image groups and
all sampling patterns, wSMP improved reconstruction quality comparing to SMP.
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Table 3.2: Sampling ratio and trajectory length (scanning time) for
four groups of AFM images using the proposed sampling pattern, spiral
pattern and Lissajous pattern. The ratio are relative to a raster pattern
of the same area.
pixels (sampling ratio) trajectory length (scanning ratio)
BiFeO3/SrRuO3/DyScO3
Proposed 30, 318 (11.6%) 38, 114 (14.5%)
Spiral 29, 094 (11.1%) 38, 484 (14.7%)
Lissajous 35, 483 (13.5%) 38, 357 (14.6%)
Etched silicon atom
Proposed 30, 158 (11.5%) 38, 235 (14.6%)
Spiral 29, 094 (11.1%) 38, 484 (14.7%)
Lissajous 35, 791 (13.7%) 38, 339 (14.6%)
Photodiode matrix
Proposed 30, 318 (11.6%) 37, 826 (14.4%)
Spiral 29, 094 (11.1%) 38, 484 (14.7%)
Lissajous 36, 192 (13.8%) 38, 674 (14.8%)
DNA
Proposed 44, 245 (16.9%) 57, 007 (21.7%)
Spiral 42, 318 (16.1%) 57, 336 (21.9%)
Lissajous 51, 808 (19.8%) 57, 973 (22.1%)
(a) Original raster (b) Designed + SMP (c) Designed+wSMP (d) Spiral + wSMP (e) Lissajous + wSMP
(f) Zoom of (a) (g) Zoom of (b) (h) Zoom of (c) (i) Zoom of (d) (j) Zoom of (e)
Figure 3·10: Example reconstruction of BiFeO3/SrRuO3/DyScO3
surface images. (a) Original raster AFM image (the bottom-right cor-
ner image in Fig. 3·4a). (b-c) Reconstruction with (b) SMP and (c)
wSMP using the designed sampling pattern of Fig. 3·8c. (d) Recon-
struction with wSMP using the spiral pattern of Fig. 3·9a. (e) Recon-
struction with wSMP using the Lissajous pattern of Fig. 3·9b. (f-j)
Details from the red box shown in (a) for each of the reconstructions.
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Table 3.3: Reconstruction quality (PSNR, in dB) for four groups of
AFM images using spiral, Lissajous and the proposed patterns.
PSNR img 2 img 3 img 4 img 5 img 6 img 7 img 8 img 9
BiFeO3/SrRuO3/DyScO3
S
M
P Proposed 19.7 20.1 19.6 19.8 19.9 19.8 19.8 19.9
Spiral 18.4 18.8 18.0 18.5 18.3 18.4 18.2 18.5
Lissajous 17.6 17.7 17.2 17.4 17.3 17.3 17.2 17.9
w
S
M
P Proposed 20.3 20.8 20.0 20.3 20.6 20.2 20.3 20.5
Spiral 19.2 19.7 18.9 19.7 19.4 19.4 19.1 19.4
Lissajous 18.5 18.7 17.9 18.6 18.3 18.2 18.2 18.7
Etched silicon atom
S
M
P Proposed 15.4 15.2 15.7 15.4 15.5 15.8 15.5 15.6
Spiral 14.2 13.8 14.1 14.1 14.3 14.0 14.0 14.3
Lissajous 13.8 13.5 13.6 13.7 13.9 13.6 13.5 13.9
w
S
M
P Proposed 15.8 15.5 16.0 15.9 15.9 16.1 16.0 16.1
Spiral 14.7 14.7 15.1 14.9 15.0 15.0 14.9 14.9
Lissajous 14.5 14.2 14.3 14.3 14.3 14.4 14.3 14.6
Photodiode matrix
S
M
P Proposed 41.3 42.3 41.5 41.4 42.5 41.1 42.0 41.6
Spiral 23.1 23.0 27.5 19.9 23.6 24.1 25.0 23.7
Lissajous 30.8 31.9 32.4 29.7 32.8 32.4 31.9 29.7
w
S
M
P Proposed 41.5 42.6 41.8 41.8 42.8 41.4 42.2 41.9
Spiral 37.7 38.4 38.7 36.8 39.3 38.7 37.9 37.0
Lissajous 31.0 32.1 32.6 29.9 33.0 32.6 32.2 29.9
DNA
S
M
P Proposed 25.0 24.7 29.4 21.5 24.9 25.7 26.8 25.4
Spiral 23.1 23.0 27.5 19.9 23.6 24.1 25.0 23.7
Lissajous 22.1 21.9 25.3 18.2 22.9 23.4 23.4 21.4
w
S
M
P Proposed 25.8 25.7 30.4 22.4 25.8 26.6 27.7 26.2
Spiral 24.6 24.2 28.5 21.3 24.9 25.2 26.2 24.6
Lissajous 23.0 22.6 25.8 19.1 23.9 24.2 23.9 22.1
PSNR img 10 img 11 img 12 img 13 img 14 img 15 img 16
BiFeO3/SrRuO3/DyScO3
S
M
P Proposed 19.8 20.0 20.1 19.6 19.5 20.1 20.1
Spiral 18.7 18.6 19.0 17.9 18.2 18.7 18.3
Lissajous 17.4 18.0 18.0 17.0 17.2 17.4 17.6
w
S
M
P Proposed 20.4 20.5 20.7 20.0 20.1 20.8 20.8
Spiral 19.5 19.3 19.8 19.2 19.1 19.7 19.5
Lissajous 18.5 18.9 18.8 18.0 18.2 18.4 18.4
Etched silicon atom
S
M
P Proposed 15.5 15.8 15.8 15.5 15.4 15.5 15.4
Spiral 14.1 14.4 14.6 14.4 14.2 14.2 13.8
Lissajous 14.0 14.2 14.0 13.9 14.0 13.8 13.4
w
S
M
P Proposed 15.9 16.2 16.1 15.9 15.9 16.0 15.7
Spiral 14.9 15.1 15.2 15.0 14.9 14.9 14.7
Lissajous 14.6 14.7 14.5 14.5 14.5 14.3 14.1
Photodiode matrix
S
M
P Proposed 42.4 39.4 41.1 41.5 41.0 40.8 40.0
Spiral 23.6 26.5 21.9 22.3 23.6 20.7 22.8
Lissajous 32.3 31.3 31.1 30.7 31.2 30.1 29.5
w
S
M
P Proposed 42.8 39.9 41.4 41.9 41.3 41.1 40.2
Spiral 39.4 36.9 37.1 36.2 37.6 37.2 36.0
Lissajous 32.5 31.7 31.3 31.0 31.5 30.2 29.8
DNA
S
M
P Proposed 25.4 27.9 23.4 24.1 25.5 21.6 24.5
Spiral 23.6 26.5 21.9 22.3 23.6 20.7 22.8
Lissajous 23.3 25.6 19.9 21.3 21.6 17.8 20.3
w
S
M
P Proposed 26.5 28.8 24.2 25.1 26.5 22.4 25.3
Spiral 25.1 28.1 23.1 24.1 25.2 21.7 24.0
Lissajous 24.1 26.4 20.7 22.0 22.1 18.4 21.0
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(a) Original raster (b) Designed + SMP (c) Designed + wSMP (d) Spiral + wSMP (e) Lissajous + wSMP
(f) Zoom of (a) (g) Zoom of (b) (h) Zoom of (c) (i) Zoom of (d) (j) Zoom of (e)
Figure 3·11: Example reconstruction of etched silicon atoms im-
ages. (a) Original raster AFM image (the bottom-right corner image
in Fig. 3·4b). (b-c) Reconstruction with (b) SMP and (c) wSMP using
the designed sampling pattern of Fig. 3·8f. (d) Reconstruction with
wSMP using the spiral pattern of Fig. 3·9a. (e) Reconstruction with
wSMP using the Lissajous pattern of Fig. 3·9c. (f-j) Details from the
red box shown in (a) for each of the reconstructions.
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(a) Original raster (b) Designed + SMP (c) Designed + wSMP (d) Spiral + wSMP (e) Lissajous + wSMP
(f) Zoom of (a) (g) Zoom of (b) (h) Zoom of (c) (i) Zoom of (d) (j) Zoom of (e)
Figure 3·12: Example reconstruction of CCD surface images.
(a) Original raster AFM image (the bottom-right corner image in
Fig. 3·4c). (b-c) Reconstruction with (b) SMP and (c) wSMP using
the designed sampling pattern of Fig. 3·8i. (d) Reconstruction with
wSMP using the spiral pattern of Fig. 3·9a. (e) Reconstruction with
wSMP using the Lissajous pattern of Fig. 3·9d. (f-j) Details from the
red box shown in (a) for each of the reconstructions.
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(a) Original raster (b) Designed + SMP (c) Designed + wSMP (d) Spiral + wSMP (e) Lissajous + wSMP
(f) Zoom of (a) (g) Zoom of (b) (h) Zoom of (c) (i) Zoom of (d) (j) Zoom of (e)
Figure 3·13: Example reconstruction of DNA images. (a) Original
raster AFM image (the bottom-right corner image in Fig. 3·4d). (b-
c) Reconstruction with (b) SMP and (c) wSMP using the designed
sampling pattern of Fig. 3·8l. (d) Reconstruction with wSMP using
the spiral pattern of Fig. 3·9a. (e) Reconstruction with wSMP using
the Lissajous pattern of Fig. 3·9e. (f-j) Details from the red box shown
in (a) for each of the reconstructions.
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Chapter 4
Experiment
In the previous two chapters, we described our reconstruction and sampling methods
for undersampling-based HS-AFM approach. In this chapter, we provide a hardware
demonstration of this approach with our proposed reconstruction and sampling meth-
ods. We primarily focus on implementation details for µ-path scanning pattern, since
the continuous pattern does not require the tip to be lifted and re-engaged with the
sample during the scanning process and is relative simple to implement. The achiev-
able imaging rate and image quality are compared to raster-scanned image. Portions
of this work were published in (Braker et al., 2018).
4.1 Experimental setup
Our experimental setup, illustrated in Fig. 4·1, consists of an Agilent 5500 AFM, a
cRIO-9082 embedded controller and a desktop. Through a breakout box, the Agilent
5500 provides access to x, y, z-axis measurements and the deflection signal (denoted
as l). When the Agilent default software (PicoView) is set to open-loop mode, a
±10 v input on the control box allows control of the x, y, z-axis piezos. The N9524A
piezoelectric scanner in the Agilent 5500 provides a maximum scan area of 90 µm ×
90 µm in the xy (or horizontal) direction and total move range of 20 µm in the z
(or vertical) direction. The Agilent hardware does not provide access to the z-axis
stepper motor used for the coarse engagement (lifting the sample plate to the piezo
range in the z direction), so for the initial tip engagement to the sample, we use
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Figure 4·1: Schematic depiction of the experimental setup
PicoView.
All control logic is programmed on LabVIEW 2017 and complied to a Xilinx
Spartan-6 LX150 Field Programmable Gate Array (FPGA) inside a cRIO-9082 from
National Instruments. The cRIO includes a 16-Bit, 160 kHz NI-9215 analog-to-digital
input module and a 16-Bit, 160 kHz NI-9263 digital-to-analog output module.
4.1.1 Control
The control laws used for all three axes are simple digital integral controllers of the
form
U(q)
E(q)
= D(q) =
Kiq
q − 1 , (4.1)
where, for example, for the x-axis, E(q) = X(q) − Xref . The errors for the other
axes are defined similarly. We use q as the discrete time Laplace operator to avoid
confusion with z representing the vertical axis.
For µ-path pattern scanning, the voltage applied to the z piezo is adjusted by
switching between the control of z-axis position and the control of the deflection
signal, as illustrated in Fig. 4·2. The difference equation associated with (4.1) for
z-axis is
uz(k) = Kie(k) + uz(k − 1). (4.2)
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Figure 4·2: For µ-path pattern scanning, z-piezo movement is driven
by switching between the control of z-axis position and the control of
deflection signal. The shaded area represents the digital control system,
while the non-shaded region is the physical system.
In the z-axis position control mode, when the tip is lifted from the sample, z-axis po-
sition is controlled to a fixed value zref which, ideally, is slightly above the sample sur-
face. The difference between the measured z-axis position and zref , e(k) = z(k)−zref ,
is used as the error signal. In the deflection control mode, when the tip is in contact
with the sample, the deflection signal is controlled to a fixed value lref to ensure con-
stant tip-sample force. The sample surface acts as a disturbance to the control loop.
Therefore, the z-axis position measurements can be taken to represent the surface
topography of the sample. In this case, the difference between the measured deflec-
tion and lref , e(k) = l(k)− lref is the error signal. The decision index i to the switch
is determined by the state machine described below in Sec. 4.2. For the continuous
pattern introduced in Sec. 3.3, the tip is in contact with the sample and the z-axis
position is controlled by the deflection signal for the whole scanning process.
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4.2 µ-path pattern implementation
Implementing the µ-path scheme involves operating the AFM in several distinct
stages. In the xy-direction, the system must transit from tracking a step command
(in the transition to a new measurement location) to tracking a scan pattern. For our
simple integral controller, this only involves changing the reference signals xref and
yref . In the z-direction, the system must transit between tip approaching, surface
scanning, tip retraction, and z-axis position maintaining. In addition, the z-piezo
has to switch between position control and deflection control with two fixed reference
values, zref for position control and lref for deflection control.
Transition between, and operation in, these different stages is implemented as
a simple state machine. The x, y, z-axis control loops are operating in parallel and
independently. The state machine consists of the following stages which are executed:
1. Initialization: In this state, the user uses the PicoView software to bring
the tip to the sample with the stepper motor using PicoView close loop con-
trol. Once the tip is engaged in the surface, the user switches the control from
PicoView to FPGA. The system writes parameters including the locations of
µ-paths from a desktop file to a host-to-FPGA FIFO (first in, first out) buffer.
Finally, the closed loop control of all the axes is enabled. The system performs
the following operations:
• Read the starting location of the first µ-path from the host-to-FPGA
FIFO.
• Set z-axis loop to position control mode.
• Wait until |ez(k)| reaches a settling criterion, then go to state 2.
2. xy-axis move: The system moves the tip to the next target location.
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• Set xref , yref to the beginning of the µ-path.
• Wait until |ex(k)|, |ey(k)| reach a settling criterion, then go to state 3.
3. Tip engagement: The system drives the tip towards the sample surface. Here,
we use a smaller Ki for the z-piezo, which results in a slow descent and less
windup while the tip is out of contact.
• Set the z-axis loop to deflection control mode.
• Wait until |ez(k)| reaches a settling criterion, then transition to state 4.
4. Measure: In this state, the system moves the tip following the trajectory of the
µ-path. The x, y, z-axis and deflection measurements are logged into a FPGA-
to-host FIFO buffer as the surface topography data. This will be described
more fully in state, Sec. 4.2.1.
• Update xref , yref iteratively to follow the trajectory of the current µ-path
to the end. At the same time, write x, y, z-axis and deflection measure-
ments to a FPGA-to-host FIFO.
• Wait until |ex(k)|, |ey(k)| reach a settling criterion, then go to state 5.
5. Tip-disengage: In this state, the system withdraws the tip in the z-direction.
A large Ki is used for z-piezo in order to save time.
• Set z-axis loop to position control mode.
• Read the starting location of the next µ-path from the host-to-FPGA
FIFO.
• Wait until |ez(k)| reaches a settling criterion, then go to state 2.
Two cycles of this sequential process are illustrated by the time series in Fig. 4·5.
For the horizontal scans used in our experiment, xref is fixed during scanning one
µ-path in the measure step.
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4.2.1 FIFO data packing
Measured data including xyz sensor measurements and deflection data need to be
transferred back to the host desktop. The data is transferred in real time via a Direct
Memory Access (DMA) FIFO buffer. The FPGA is limited to a total of three DMA
FIFO buffers. Only a single scalar value can be pushed into the FIFO stack at a time
(i.e., one cannot push a vector type). We create an independent data transfer loop in
FPGA. In each iteration of the loop, we sequentially push data into the stack with
the final item being a signed integer indicating the current state of the state machine,
which can be visualized as:
FIFO = {. . . x1︸︷︷︸
push scalar
, y1, z1, l1, i1, x0, y0, z0, l0, i0︸ ︷︷ ︸
pop in multiples of 5 in one iteration
}.
Due to the possibility of a FIFO timeout, this is somewhat risky. On the one
hand, if we wait on a piece of data too long, we violate the required sample time. On
the other hand, setting a finite timeout brings the possibility of missing a piece of
data and if that happens we lose all context of what the incoming data means. One
way to reduce the timeout risk and necessary buffer size is to only transfer the data
generated in state 4 which carries all the topography information, and allowing the
host side time to catch up in emptying the incoming buffer.
4.3 Experimental results
In the experiment, we use a Nanosensors PPP-NCLR-50 scanning probe with manufacturer-
provided specifications of a 225 µm length, a force constant between 21 and 98 N/m,
and a resonant frequency between 146 and 236 kHz. Imaging was performed on an
UltraSharp TGX11 square silicon grating which has a square feature on a 10 µm pitch
and feature heights of 1.9 µm.
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Figure 4·3: Raster scanning in the experiment. (top) Raster scanning
trajectory illustration. (bottom) y-sensor measurements.
We first performed four fast raster scans at different scan rates (70, 60, 50 and
40 sec) over a 30 µm × 30 µm area. To ensure consistency with the µ-path scans,
all raster scans were implemented in the cRIO-9082 system (rather than using the
manufacturer-provided software). The raster image was acquired with horizontal left-
to-right trace scan, followed by fast retrace to the beginning of the next line (Fig. 4·3,
top image). Trace scans were taken with 256 lines to produce a 256×256 pixel image.
The retrace data was discarded. The time spent on trace and retrace for each raster
scan rate is given in Table 4.1. For the purposes of quantitative comparison, a slow
(30 minute) raster scan was performed over the same area and used as the ground
truth. Fig. 4·6 shows z-sensor data for a typical row of pixels of the four fast raster
scans compared to the slow raster scan.
The sample was also imaged using three other sampling patterns, namely a random
µ-path pattern in which the short scans were randomly placed (Sec. 1.3), a designed µ-
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path pattern according to Algorithm 7, and a designed continuous pattern (Sec. 3.3).
The scanning patterns were designed to match the imaging times of the four raster
scans. For the random and designed µ-path pattern, this translated to four patterns
that covered 8%, 12%, 15% and 20% of the total pixels. The continuous pattern
scans 18% of the total pixels, and we scanned at four different tip speeds to match
the imaging times. For the designed µ-path patterns and the continuous pattern, the
reference raster scanned image used for frequency structure is shown in Fig. 4·4a.
For the µ-path patterns, we selected a µ-path size of 35, (35 pixels or 4.1 µm in
each short scan). Tip scan velocity was set to be 50 µm/sec based on experience to
yield good measurements. µ-paths were acquired from left to right and top to bottom
(Fig. 4·5, top image) using the state machine described in Sec. 4.2.
(a)
(b) random µ-path (c) designed µ-path (d) continuous
Figure 4·4: (a) Raster-scan image of the sample topology used for
frequency structure estimation. (b) Random µ-path pattern (20% sam-
pled) used for samples in Fig. 4·9f. (c) designed µ-path pattern (20%
sampled) used for samples in Fig. 4·9j. (d) designed continuous pattern
(10% sampled) used for samples in the bottom row of Fig. 4·9. (c) and
(d) are designed based on the frequency structure estimation from (a).
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Due to the unknown sample plate tilt, we selected a conservative that is, large
zref value when lifting the tip to prevent possible tip-sample collision during xy-move.
For the tip engagement process, the descent could be sped up by increasing the PI
gain of deflection control. However, a large PI gain could also lead to deflection signal
oscillation and a long z-axis settling time. In the experiment, we selected a PI gain
that kept a balance between the tip descent time and the z-axis settling time. The
bottom image in Fig. 4·5 shows the signal data of two cycles obtained in the µ-path
scanning process. Each state (tip lift, xy-axis move, tip engagement and µ-path scan)
is represented by a different color, as indicated in the legend. The time spent on each
state is given in Table 4.1.
As described in Sec. 4.1.1, the z sensor measurements in the xy-scan stage were
used to represent the sample surface topography. We divide the z sensor data into
256×256 bins based on the x and y sensor measurements. The z sensor data in each
bin was averaged to obtain the value of one pixel. Due to the sample tilt, the pixel
values were de-trended through removing the best plane fit from the entire image.
One example of the post-processed data from a designed µ-path pattern, which is
used to create Fig. 4·11c, 4·11d and 4·11e, is shown in Fig. 4·7.
Using the post-processed z sensor measurements, we applied BP, BPVV and LCIS
to reconstruct the sample surface topology. The reconstructions took about 25-30
minutes for all reconstruction methods and sampling densities. We repeated the same
set of experiments (raster scans, µ-path scans, and continuous scans) on another area
of the TGX11 grating sample for a total of two sets of experimental data, each data
set consisting of four raster scans, four random µ-path scans, four designed µ-path
scans, and four continuous pattern scans.
Fig. 4·8 shows the recovered z-sensor data for a typical row of pixels compared
to a fast raster scan and the ground truth. Reconstructed images using BPVV for
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Figure 4·5: (top) µ-path scan trajectory illustration. (bottom) Two
cycles of the µ-path scanning process. Each stage of the state machine
is indicated by color.
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the first set of the experiments are shown in Fig. 4·9. Compared to the random µ-
path pattern, the designed µ-path pattern produces an improved the image quality,
though it is still not able to reconstruct accurately from very few samples. Note that
the raster scans also produce artifacts in the y direction. Fig. 4·10 and Fig. 4·11 show
the reconstruction results using different reconstruction methods from the designed µ-
path pattern for the two sets of the experiments. BP reconstruction has significant µ-
path artifacts, arising from the relatively large µ-path size. As a result, the horizontal
µ-path scans cause image discontinuity in the vertical direction. This arises from
the fact that connecting in the vertical direction will lead to an increase in the `1
norm in (1.5) and is thus not preferred by the algorithm. By contrast, LCIS has
artifacts mainly in the edge areas, since reconstruction by information diffusion makes
it difficult to keep sharp edges. BPVV, taking advantage of CS and inpainting, can
produce superior results for µ-path samples. Reconstructions from the continuous
pattern are shown in Fig. 4·12.
The PSNR and SSIM of the faster raster scans and reconstructed images are
computed by comparing to the ground truth (30-minute raster scanned image). The
final results for the two sets of experiments are provided in Table 4.2 and Table 4.3.
BPVV reconstructions from the designed µ-path and continuous pattern samples
outperform raster scan for all sets of experiments in both PSNR and SSIM. At last,
we performed the reconstruction on the 20% designed µ-path samples using the DNN
proposed in Sec. 2.3. The results, comparing to BPVV, are shown in Fig. 4·13 and
4·14.
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Figure 4·6: A single row (indicated in red) of the raster-scanned im-
ages in Fig. 4·9, which illustrates the limitation on the z-direction band-
width.
Figure 4·7: Samples. (Left image) µ-path scan samples used to create
Fig. 4·11c, 4·11d and 4·11e. 15% pixels are scanned. (Right image)
continuous pattern samples used to create Fig. 4·9n.
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Figure 4·8: A single row (indicated in red) of the raster scan images
and µ-path BPVV reconstructed images in Fig. 4·9.
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Table 4.1: Breakdown of timing for the different raster scans, µ-path
scans, and continuous scans.
Time
z-up xy-move z-engage xy-scan total
[%] [%] [%] [%] [sec]
ra
n
d
om
20% 6.8 3.6 44.2 45.4 67
15% 6.8 3.9 44.1 45.2 52
12% 6.8 4.4 43.9 44.9 40
8% 6.7 4.9 43.8 44.6 29
d
es
ig
n
ed
20% 6.8 3.9 44.1 45.2 69
15% 6.7 5.1 43.8 44.4 56
12% 6.7 5.0 43.8 44.5 43
8% 6.7 5.5 43.8 44.0 31
total [sec]
co
n
ti
n
u
ou
s 67.7
53.3
44.9
34.6
trace [sec] retrace [sec] total [sec]
ra
st
er
45.3 24.5 69.8
37.1 22.2 59.3
31.6 17.4 49.0
25.4 13.9 39.3
Table 4.2: Image quality in PSNR and SSIM for different raster scan
rates and µ-path scan densities for the 1st set of experiments
scan
SSIM PSNR [dB]
70s 60s 50s 40s 70s 60s 50s 40s
(20%) (15%) (12%) (8%) (20%) (15%) (12%) (8%)
raster 0.613 0.556 0.497 0.423 18.38 16.88 15.85 14.74
ra
n
d
o
m BP 0.390 0.343 0.307 0.241 20.84 19.76 18.92 16.99
BPVV 0.566 0.526 0.488 0.420 22.07 20.63 20.05 17.54
LCIS 0.486 0.439 0.418 0.341 17.28 15.56 14.98 12.55
d
es
ig
n
ed BP 0.352 0.309 0.290 0.222 21.17 19.83 19.26 17.17
BPVV 0.613 0.577 0.553 0.477 25.36 24.13 23.28 20.77
LCIS 0.585 0.550 0.516 0.445 23.73 22.77 21.54 18.79
co
n
ti
n
u
o
u
s
BP 0.480 0.463 0.458 0.449 24.00 23.46 23.46 23.21
BPVV 0.574 0.560 0.553 0.541 24.29 23.74 23.76 23.49
LCIS 0.574 0.561 0.559 0.549 23.87 23.38 23.39 23.14
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Table 4.3: Image quality in PSNR and SSIM for different raster scan
rates and µ-path scan densities for the 2nd set of experiments
scan
SSIM PSNR [dB]
70s 60s 50s 40s 70s 60s 50s 40s
(20%) (15%) (12%) (8%) (20%) (15%) (12%) (8%)
raster 0.483 0.427 0.344 0.309 19.29 17.38 15.38 14.28
ra
n
d
o
m BP 0.353 0.306 0.272 0.224 18.50 16.83 16.06 14.47
BPVV 0.497 0.448 0.421 0.339 20.29 17.69 16.74 14.19
LCIS 0.438 0.386 0.348 0.279 16.85 15.02 14.06 11.68
d
es
ig
n
ed BP 0.299 0.244 0.218 0.168 18.31 16.29 15.25 13.63
BPVV 0.554 0.524 0.491 0.423 23.36 22.26 20.68 17.95
LCIS 0.514 0.463 0.420 0.342 22.17 20.60 19.52 16.48
co
n
ti
n
u
o
u
s
BP 0.408 0.402 0.419 0.408 21.27 21.37 22.31 21.93
BPVV 0.518 0.520 0.537 0.525 22.33 22.47 23.57 23.15
LCIS 0.502 0.504 0.516 0.506 21.61 21.54 22.37 22.11
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(a) Raster scan: 30 min (b) Raster scan: 70 sec (c) Raster scan: 59 sec (d) Raster scan: 49 sec (e) Raster scan: 39 sec
(f) random µ: 20% (g) random µ: 15% (h) random µ: 12% (i) random µ: 8%
(j) designed µ: 20% (k) designed µ: 15% (l) designed µ: 12% (m) designed µ: 8%
(n) continuous: 68 sec (o) continuous: 53 sec (p) continuous: 45 sec (q) continuous: 35 sec
Figure 4·9: Experiment comparison (1st data set) between raster scans
and reconstructions using BPVV from µ-path pattern samples at simi-
lar scan times. (top row) Raster scan images. The left most image is a
slow (30 minute) image used for ground truth while the other imagesare
at increasingly shorter imaging times. (second row) BPVV reconstruc-
tions from random µ-path patterns. (third row) BPVV reconstructions
from designed µ-path patterns. (bottom row) BPVV reconstructions
from designed continuous pattern. For non-raster patterns, the sam-
pling time was selected to match the imaging time of the corresponding
raster image.
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(a) Raster scan: 30 min (b) Raster scan: 49 sec (c) BP: 12% (d) BPVV: 12% (e) LCIS: 12%
Figure 4·10: Reconstruction examples (1st data set) with different
methods from designed µ-path samples. From left to right, ground
truth, raster scan, BP reconstructed image, BPVV reconstructed im-
age, LCIS reconstructed image. The bottom row is the details in the
red box corresponding to the top row.
(a) Raster scan: 30 min (b) Raster scan: 59 sec (c) BP: 15% (d) BPVV: 15% (e) LCIS: 15%
Figure 4·11: Reconstruction examples (2nd data set) with different
methods from 15% designed µ-path samples. From left to right, ground
truth, raster scan, BP reconstructed image, BPVV reconstructed im-
age, LCIS reconstructed image. The bottom row is the details in the
red box corresponding to the top row.
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(a) Raster scan: 30 min (b) Raster scan: 39 sec (c) BP: 35 sec (d) BPVV: 35 sec (e) LCIS: 35 sec
Figure 4·12: Reconstruction examples (2nd data set) with differ-
ent methods from continuous pattern (35 sec) samples. From left to
right, ground truth, raster scan, BP reconstructed image, BPVV re-
constructed image, LCIS reconstructed image. The bottom row is the
details in the red box corresponding to the top row.
(a) Ground truth (b) Raster scan (18.38 dB) (c) BPVV (25.36 dB) (d) DNN (26.27 dB)
Figure 4·13: Reconstruction of a square grating sample (µ-path size
35). Bottom row is the details of top row in the red box. PSNR is
indicated below each image.
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(a) Ground truth (b) Raster scan (19.29 dB) (c) BPVV (23.36 dB) (d) DNN (23.79 dB)
Figure 4·14: Reconstruction of a square grating sample (µ-path size
35). Bottom row is the details of top row in the red box. PSNR is
indicated below each image.
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Chapter 5
Summary and future directions
5.1 Summary
This thesis proposed advances in two areas for undersampling-based HS-AFM, each
aimed at increasing the imaging rate of the instrument by reducing the number of
pixels in the sample surface that need to be acquired to create a high-quality image.
The first advance is on image reconstruction. Multiple image recovery techniques
can be applied to generate the final surface image from samples, and our numerical
results indicate that the choice of reconstruction algorithm can have a drastic impact
on the quality of the final image. It is clear that having an understanding of both
frequency content and the sparsity level of the underlying sample is crucial when
selecting a reconstruction technique, with inpainting algorithms the better choice
on images with primarily low frequency content and CS more effective on images
with wide frequency content but high sparsity. BPVV was proposed to combine the
advantages of CS and inpainting. For µ-path sub-sampled images, BPVV mitigates
the reconstruction artifacts that arise when using BP, and performs better than LCIS
on preserving edges in the image of the sample. We also presented a DNN approach,
where the reconstruction model is learned from training data. DNN, in general,
outperforms LCIS, while for sparse images, BP still produces superior results. One
clear advantage of DNN is that the reconstruction is instant, making it suitable for
real time use. Based on single image reconstruction results, we extend our analysis to
the multi-frame case, in which higher overall video reconstruction quality is achieved
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by pixel sharing among different frames.
The second advance is in sampling. The µ-path sampling pattern, where the µ-
path scans are randomly placed, was proposed in (Maxwell and Andersson, 2014) to
balance randomness needed to ensure good reconstruction quality with short data ac-
quisition time for the instrument. Based on the random µ-path pattern, we considered
further reductions in the amount of data to be acquired without significantly compro-
mising image quality by appropriately allocating µ-path scans. Based on partial prior
knowledge on the frequency structure of the images to be sampled, we used a Monte
Carlo-based method to iteratively select the locations of µ-path scans to minimize the
expected reconstruction error for SMP, a greedy CS algorithm we proposed for image
reconstruction in AFM. Our results showed for many reasonably-sized images, the
scanning time for µ-path pattern is dominated by the tip re-engagement time, and
therefore, it is not worthwhile to lift the probe tip. We improved our µ-path pattern
design algorithm to form a continuous pattern for this setting, allowing the tip to
stay on the sample surface during the scanning process. Simulation results indicated
that the designed continuous sampling patterns achieve better reconstruction quality
over two other commonly used scanning patterns for sub-sampling, namely spiral and
Lissajous pattern when the scanning time is kept fixed.
Experiments on a commercial AFM, Agilent 5500, were performed to demonstrate
the effectiveness of the proposed reconstruction and sampling methods. Experimental
results showed more than 4 dB improvement in terms of PSNR for BPVV reconstruc-
tion from designed µ-path pattern samples and more than 9 dB improvement from
designed continuous pattern samples over a standard raster scan in an equivalent scan
time.
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5.2 Future directions
The results in this thesis show the potential of using undersampling approaches to
improve the imaging rate of AFM. The study on this approach is still in the early
stage. We provide some possible future directions for this work.
5.2.1 Balance between CS and inpainting
In this work, we investigated the performance of CS and inpainting methods on re-
covering different sub-sampled images, and a decision method for sub-sampled image
reconstruction based on frequency structure estimation is provided. BPVV was pro-
posed in order to balance CS and inpainting. One interesting direction for accurate
reconstruction is to select the weights between CS and inpainting optimization ob-
jectives in (2.11) according to the frequency structure estimation.
5.2.2 Reconstruction with DNNs
Deep neural networks have shown a powerful ability to recover corrupted images,
and the technique is still developing at a very fast pace. In this work, we proposed a
network structure that outperforms BPVV and LCIS for low-frequency content image
reconstruction. It is a promising direction to develop more advanced neural network
structures or loss functions that focus on accurately recovering missing pixels.
5.2.3 Adaptive sampling for single image
The proposed sampling designed method in Ch. 3 relies on an initial scanned image to
estimate the frequency structure. Future work will include adaptive scanning pattern
design to allowing for frequency estimation during the AFM scanning process.
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5.2.4 Adaptive sampling for multi frames
We described the pixel sharing algorithm in Sec. 2.4. Besides accurate background
reconstruction, it has another motivation, namely that arguably the more interesting
regions are those with dynamics. Being able to identify background is a first step
towards an on-line, adaptive approach to focus the limited measurement budget on
the regions of interest (and away from the static regions) while the sharing in post-
processing ensures that the background continues to be well-sampled and can thus
be accurately reconstructed.
5.2.5 Probe engagement
Our implementation results show significant improvement on image quality using the
designed continuous pattern comparing to raster scan at equivalent imaging rates.
However, the µ-path pattern scanning time is bottlenecked by the tip re-engagement
process (Table. 4.1). The tip engagement problem has not received much attention
in the literature, particularly when considering how to do so as rapidly as possible.
Thus, an interesting area is to study the dynamics during this phase and develop
control schemes to account for them. This should allow a much more complete char-
acterization of the fundamental limitations in our µ-path approach and permit a more
complete comparison to the known limitations on raster scanning (Teo et al., 2018)
as it relates to z-axis bandwidth.
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