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Abstract
Quantum systems with finite Hilbert space are considered. Position and mo-
mentum states and their relation through a Fourier transform, displacement
in the position-momentum phase-space, and symplectic transformations are
introduced and their properties are studied. Symplectic Sp(2`,Z℘) trans-
formations in `-partite finite system are explicit constructed. The general
method is applied to bi-partite and tri-partite systems. The effect of these
transformations on the correlations is discussed. Entanglement calculations
between the subsystems in a bi-partite system and a tri-partite system are
presented. The effect of measurements is also studied.
Keywords: Symplectic Transformations, Finite Systems, Phase Space, En-
tanglement.
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Introduction
Outline:
• Generally About the Dissertation
• The Overview of the Thesis
Chapter 1: Introduction
1.1 Generally About the Dissertation
The subject of this thesis is Quantum systems with finite Hilbert space which
were studied originally by Weyl[1] and also by Schwinger[2, 3]. Position and
momentum in the context of the harmonic oscillator take values in R(real
number). In finite quantum systems with d-dimensional Hilbert space, the
position and momentum take values in Zd(the integers modulo d). The po-
sition and momentum phase-space in finite quantum systems is the toroidal
lattice Zd × Zd.
In our research work, our interest is in the case with d-dimensional Hilbert
space where d is a prime number ℘. In this case, the position and momentum
take values in Z℘ and all its nonzero elements have an inverse. Therefore,
the position-momentum phase space Z℘ × Z℘ have stronger properties. Our
research focus on constructing explicitly symplectic transformations in a sys-
tem comprised of ` subsystems and each of them is ℘-dimensional(where ℘
is an odd prime number). Reference[4] has been presented on this direction
in the context of quantum coding. Our research extend these results, and
present a numerical technique for the calculation of symplectic transforma-
tions. The new numerical technique is simpler than the one used in [4]. We
use the new numerical technique to construct explicitly Sp(4,Z℘) transforma-
tions in bi-partite systems and Sp(6,Z℘) in tri-patite systems. More aspects
of entanglement have been studied by many authors [5]-[13] in the past few
years. Here we are interested the effect of symplectic transformations on
entanglement in finite multipartite systems. We also consider measurements
2
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in this context.
In the next section of this chapter, we give a summary of the thesis through
a short overview of each chapter in the text.
1.2 The Overview of the Thesis
The thesis has been organised into six chapters, the first one being this intro-
duction. Chapter 2 gives a brief overview of the basic principles of Quantum
Systems and summarizes the basic concepts of quantum information and
quantum computation in R× R phase space.
Chapter 3 continues the discussion by formulating the theory of finite quan-
tum systems. There are two main technical points of this chapter. Firstly,
to present the Fourier transform in Zd ×Zd phase space. It is used to define
two dual orthonormal bases that is position and momentum, that will be
mainly used throughout this thesis. In addition to that, we also discuss the
symplectic transformations Sp(2,Z℘). The system operator S depends on
three integer parameters(in Z℘). Examples show the numerical calculation
of the symplectic operator Sp(2,Z℘).
Chapter 4 gives the details of the symplectic Sp(2`,Z℘) transformations in
general `-partite finite quantum systems in Z℘ × Z℘ phase space. Then we
present the main numerical technique of that how to calculate the symplectic
operators.
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Chapter 5 has two parts. In the first, we discuss Sp(4,Z℘) transformations
in bi-partite systems. We also study Sp(6,Z℘) transformations in tri-partite
systems. We show how factorizable and separable states, after a symplectic
transformation become entangled. The entropic quantities show the effect of
symplectic transformations on quantum uncertainties, are more complex. In
the second part, we give four examples to calculate the generalized measure-
ment and outcomes of measurement.
In Chapter 6 we give some concluding remarks and future lines of research.
4
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Quantum Systems
Outline:
• Introduction
• Hilbert Space
• Harmonic Oscillator: Phase Space R× R
• Entanglement
• Negativity
• Measurement
• Summary
Chapter 2: Quantum Systems
This chapter gives the basic concepts of Quantum systems which will used in
forthcoming chapters. The classical definition of the quantum systems could
be found in standard textbooks, they are necessary for the Chapters following
are introduced and their properties are explored. We will also describe the
properties of the entanglement and measurement.
2.1 Introduction
Quantum physics offers correct predictions on the behavior of photons and
other elementary particles. The information encoded in quantum systems as
a coherent discipline has been studied in 1980’s.
2.2 Hilbert Space
In general, the mathematical concept of a Hilbert space was defined by the
notion of Euclidean space. It was developed by David Hilbert[1, 14]. It
extends the methods of vector algebra from the two-dimensional plane and
three-dimensional space to multi-dimensional spaces. In more formal terms, a
Hilbert space H is an inner product space 〈f, g〉. An inner product combines
two vectors and produces a complex number, like
|a〉 =

α1
...
αn
 (2.1)
6
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and,
|b〉 =

β1
...
βn
 (2.2)
Now, the inner product can be calculated as:
[
α∗1, . . . , α
∗
n
]
β1
...
βn
 = (|a〉, |b〉)
= 〈a|b〉. (2.3)
2.2.1 Eigenvalues and Eigenvectors
Let A be a linear operator and u, |u〉 a complex number and vector such that
A|u〉 = u|u〉 (2.4)
The complex number u is an eigenvalue of A, and the vector |u〉 is called an
eigenvector of A. If A is an n × n matrix, there will be n eigenvalues (but
some may be the same as others). We can use the characteristic equation
to find the eigenvalues of A, which is the subspace of the operator A on the
vector space.
c(λ) = det(A− λI) = 0. (2.5)
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By the fundamental theorem of algebra, each polynomial has at least one
complex root. So each operator A has at least one eigenvalue corresponding
one eigenvector. A can be written as:
A =
∑
i
λi|vi〉〈vi| (2.6)
The vectors |vi〉 form an orthonormal set of eigenvector for operator A, with
eigenvalues of λi.
2.2.2 Trace
The trace of an matrix A with n-by-n is the sum of its eigenvalues or the
sum of the elements on the main diagonal of matrix A, i.e.,
tr(A) = a11 + a22 + · · ·+ ann
=
n∑
i=1
aii (2.7)
2.2.3 Unitary Operators
The matrix U is unitary if:
U−1 = U †
UU † = U †U = I (2.8)
8
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Unitary operators have the property that they preserve norm, and are in-
vertible.
For our purposes some particularly important operators are the Pauli operators
which referred to by the letters I,X, Y, and Z. In the case of two-dimensional
Hilbert spaces:
I =
 1 0
0 1

X =
 0 1
1 0

Y =
 0 −i
i 0

Z =
 1 0
0 −1
 (2.9)
2.2.4 Linear Operators
A linear operator can be defined as a function A : V → W , where V and W
are vector spaces.
A(
∑
i
ai|vi〉) =
∑
i
aiA(|vi〉) (2.10)
9
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The identity operator IV is defined by:
IV |v〉 ≡ |v〉 (2.11)
The zero operator maps all vectors to zero vector 0|v〉 ≡ 0. Consider two
linear operators A : V → W and B : W → X. Then
(BA)(|v〉) ≡ B(A(|v〉)) (2.12)
Here the notation BA is the composition of B with A.
2.2.5 Tensor Products
The tensor product is a way of putting vector spaces together to form larger
vector spaces. It denoted by ⊗, combines two smaller vector spaces to a
larger one. If |u〉 and |v〉 are bases for V and W vector spaces, then |u〉 ⊗ |v〉
is a basis for V ⊗W . The Kronecker product of 2× 2 matrices is defined as:
A⊗B =
 a b
c d
⊗
 x y
z v
 =
 a ·B b ·B
c ·B d ·B

=

ax ay bx by
az av bz bv
cx cy dx dy
cz cv dz dv

(2.13)
10
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2.2.6 Projectors
An important class of Hermitian operators is the projectors. Suppose W
is a subspace of V . W is d-dimensional vector space, V is k-dimensional
space. Using the Gram-Schmidt procedure, we consider an orthonormal basis
|1〉, . . . , |k〉 for V , and |1〉, . . . , |d〉 is an orthonormal basis for W (d < k). The
projector onto the subspace W such that
P ≡
d∑
i=1
|i〉〈i|
P 2 = P (2.14)
From the definition, we know that |v〉〈v| is Hermitian for vector |v〉, so P
also is Hermitian, P † = P .
2.3 Harmonic Oscillator: Phase Space R× R
2.3.1 Canonical Commutation Relation
In this section, we consider the phase space methods for quantum particles
on a real line R.
In quantum mechanics, we defined a pair of self-adjoint operators xˆ and pˆ
11
Chapter 2: Quantum Systems
satisfying the canonical commutation relation
[xˆ, pˆ] = xˆpˆ− pˆxˆ = i~ = iI
[xˆ, xˆ] = 0
[pˆ, pˆ] = 0 (2.15)
Here ~ is the reduced Planck’s constant h/2pi, and for simplicity, we use
units where ~ = I. We call xˆ the position operator and pˆ the momentum
operator, which measure the location of the particle on the real line and its
momentum respectively. According to xˆ and pˆ have real continuous spectra,
we consider the phase space is a R × R plane. This relation implies the
Heisenberg uncertainty principle. We will discuss later.
2.3.2 Position and Momentum Bases
According to the Schro¨dinger representation of xˆ and pˆ, we now investigate
these two operators in more detail. We call |x〉 and |p〉 correspondingly the
position and momentum eigenstates, they satisfying
xˆ|x〉 = x|x〉
pˆ|p〉 = p|p〉 (2.16)
where x, p ∈ R.
12
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|x〉 and |p〉 are both orthogonal(but not normalizable) bases for the Hilbert
space L2(R) satisfying
〈x|x′〉 = δ(x− x′)
〈p|p′〉 = δ(p− p′) (2.17)
Here δ(x) is the Dirac delta function; and the eigenstates satisfy the useful
relation
∫ ∞
−∞
|x〉〈x|dx =
∫ ∞
−∞
|p〉〈p|dp = 1 (2.18)
We consider the Fourier transformation for each eigenstate as
|x〉 = (2pi)−1/2
∫ ∞
−∞
exp(−ixp)|p〉dp
|p〉 = (2pi)−1/2
∫ ∞
−∞
exp(ixp)|x〉dx (2.19)
Then we use the property of the delta function
δ(x− x′) = 1/2pi
∫ ∞
−∞
exp[−i(x− x′)p]dp (2.20)
to prove that
〈x|p〉 = (2pi)−1/2 exp(ixp) (2.21)
13
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2.3.3 Fourier Transformation
The position and momentum wave function of an arbitrary pure state |ψ〉
can be written as:
ψ(x) = 〈x|ψ〉
ψ(p) = 〈p|ψ〉 (2.22)
These functions are the position and momentum representation of the state
|ψ〉. It is easily to see that they are related to each other through the Fourier
transform
ψ(p) = (2pi)−1/2
∫ ∞
−∞
exp(−ixp)ψ(x)dx (2.23)
According to equation(2.23), the Fourier transformation can be represented
by an unitary operator F called Fourier operator and defined as
F =
∫ ∞
−∞
|ξ〉p x〈ξ|dξ (2.24)
Here |ξ〉x and |ξ〉p are the position and momentum eigenstate with the eigen-
value ξ. We can show that,
F |ξ〉x = |ξ〉p F |ξ〉p = | − ξ〉x;
F †xˆF = pˆ F †pˆF = −xˆ (2.25)
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and also that,
F 4 = 1 (2.26)
2.3.4 Uncertainty Principle
The commutation relation implies the Heisenberg uncertainty principle. If a
measurement of position is made with accuracy ∆x and a measurement of
momentum is made simultaneously with accuracy ∆p, we define
∆x =
√
〈x2〉 − 〈x〉2
∆p =
√
〈p2〉 − 〈p〉2 (2.27)
The position and momentum of a particle cannot be simultaneously measured
with arbitrarily high precision. There is a minimum for the product of the
uncertainties of these two measurements.
∆x∆p ≥ 1
2
~ (2.28)
2.3.5 Displacement in Phase Space R× R
We can show that
exp(−iX pˆ)|x〉 = |x+ X〉
15
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exp(iPxˆ)|p〉 = |p+ P〉 X ,P ∈ R (2.29)
We call the unitary operators exp(−iX pˆ) and exp(iPxˆ), displacement oper-
ators corresponding to position and momentum. The general displacement
operator is defined as:
Dˆ(X ,P) ≡ exp(iPxˆ− iX pˆ) (2.30)
The Baker-hausdorff formula(equation2.31) gives:
exp(A+B) = exp(−1
2
[A,B]) exp(A) exp(B)
= exp(
1
2
[A,B]) exp(B) exp(A) (2.31)
for the case that
[
A, [A,B]
]
=
[
B, [A,B]
]
= 0. This fundamental operator
relation is proven for instance in[15]. Therefore,
Dˆ(X ,P) = exp(1
2
iXP) exp(−iX pˆ) exp(iPxˆ)
= exp(−1
2
iXP) exp(iPxˆ) exp(−iX pˆ) (2.32)
We can show the following properties
Dˆ†(X ,P) = Dˆ(−X ,−P) (2.33)
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2.3.6 Heisenberg-Weyl Group
We can show that
Dˆ(X1,P1)Dˆ(X2,P2) = Dˆ(X1 + X2,P1 + P2) exp
[1
2
i(P1X2 − P2X1)
]
X1,X2,P1,P2 ∈ R. (2.34)
From this we can prove that these operators form a group, known as the
Heisenberg-Weyl group.
2.4 Entanglement
In the rapidly growing field of quantum information processing, quantum
entanglement research has been an active research topic. It[16, 17, 18] is
considered the basic concept of quantum physics today.
Quantum entanglement plays an important role in the field of quantum in-
formation and quantum computing. It has been widely used in quantum
information in all aspects as sending quantum information and processing
resources, for instance, quantum teleportation, quantum cryptography, and
so on.
In-depth study of the quantum entanglement will provide the basic under-
standing of the theory of quantum information and quantum mechanics, and
contribute to the potential applications of quantum entanglement exploita-
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tion.
Entanglement is a fundamental feature of quantum theory. As stated in [19],
entanglement is one of the most puzzling properties of quantum physics. The
behavior of entangled states has been demonstrated in numerous experiments
[20, 21].
The entangled states are widely applied in quantum computation, teleporta-
tion etc. In this section and after we will discuss the basic concepts of the
entanglement.
2.4.1 Density Operator
The density operator or density matrix is a powerful tool to represent the
quantum mechanics. We consider a quantum system in states |ψi〉 with
probabilities pi, where the coefficients pi are non-negative and add up to one.
ρ =
∑
i
pi|ψi〉〈ψi| 0 ≤ pi ≤ 1
∑
pi = 1 (2.35)
In practice, the terms ”density matrix” and ”density operator” are often
used interchangeably. The density operator represent a pure state if it is a
rank one projection ρ = |ψ〉〈ψ|, otherwise ρ is a mixed state. Equivalently,
18
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a density operator ρ is a pure state if and only if
tr(ρ2) = 1 (2.36)
and, a density operator ρ is a mixed state if,
tr(ρ2) < 1 (2.37)
The density operator has two properties:
• tr(ρ) = 1;
• ρ is a non-negative matrix ( i.e. it has non-negative eigenvalues ).
2.4.2 Reduced Density Operator
Reduced density operators are very important. They are an indispensable
tool on the analysis of complex quantum systems. The density matrix can
describe any subsystem of a larger quantum system, including mixed subsys-
tems.
Subsystems are described by a reduced density matrix. We consider a quan-
tum mechanical system whose state space is the tensor product of Hilbert
spaces, corresponding two subsystem A and B. The overall density matrix
is referred to as ρAB. The partial trace of ρAB with respect to the system
B is denoted by ρA and is called the reduced state of ρAB on system A.
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Analogously, ρB is called the reduced state of ρAB on system B. In symbols,
ρA = trB(ρAB)
ρB = trA(ρAB) (2.38)
trA and trB are called partial traces over subsystems A and B respectively.
The partial trace is defined as follows:
ρA = trB(|α1〉〈α2| ⊗ |β1〉〈β2|)
= |α1〉〈α2|tr(|β1〉〈β2|)
= 〈β1|β2〉|α1〉〈α2| (2.39)
2.4.3 Von Neumann Entropy
The comprehensive mathematical formalism of quantum mechanics was first
presented in [22] by Johann von Neumann. The von Neumann entropy is the
quantum information-theoretic analogue of the Shannon entropy.
Let ρ be a density matrix, the von Neumann entropy of ρ is defined as:
S(ρ) = −tr(ρ log ρ) (2.40)
Here, log ρ is the Hermitian operator that has exactly the same eigenvectors
as ρ, and we take logarithm of the corresponding eigenvalues. log ρ is only
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defined for ρ positive definite (implying all eigenvalues are positive).
However, ρ log ρ may be defined for all positive semidefinite ρ by interpreting
0 log 0 as 0. For ρ =
∑
pi|ϕi〉〈ϕi| (equation ( 2.35 ) ) we get:
S(ρ) = −
∑
i
pi log pi (2.41)
2.4.3.1 Joint von Neumann Entropy
The joint von Neumann entropy is a measure the total uncertainty or entropy
of the joint system, A and B is two subsystems, the terms joint entropy
simply refers to the von Neumann entropy of the combined system. This is
to distinguish from the entropy of the subsystems. In symbols, the reduced
state of the pair (A,B) is ρ ∈ (HA ⊗HB), then
S(A,B) = S(ρAB) = −tr(ρAB log ρAB) (2.42)
2.4.3.2 Conditional Entropies
The conditional entropy I(A|B) is:
I(A|B) = S(A,B)− S(B)
S(B) = −Tr(ρB log ρB) (2.43)
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The negative values of I(A|B) mean that it is acceptable, in quantum infor-
mation theory, to have S(A,B) < S(B), i.e., the entropy of the entire system
A and B can be smaller than the entropy of one of its subparts B. This is
not possible in classical physics. This occurs in the case of quantum entan-
glement between the two subsystems (but not sufficient). The non-negativity
of conditional entropies is a necessary condition for separability [23, 24, 25].
2.4.3.3 Mutual Entropies
The mutual entropies written as I(A,B) is:
I(A,B) = S(A) + S(B)− S(A,B) (2.44)
= S(A)− I(A|B) (2.45)
= S(B)− I(B|A) (2.46)
When I(A,B) is positive, there are correlations (classical and quantum) be-
tween the two subsystems A and B.
2.4.4 Linear Entropy
The linear entropy is based on the purity of a state P ≡ tr(ρ2), which is a
measure of how pure a quantum state is. The purity is one for pure states.
It ranges from 1 (for a pure state) to 1/d for maximally mixed states of
dimension d. The linear entropy is a measure of mixedness in quantum
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states. It is defined as:
E = 1− tr(ρ2) (2.47)
The linear entropy ranges from 0 (for a pure state) to 1 (for a maximally
mixed state).
2.5 Negativity
Negativity presented a measure of entanglement, which is defined by Vidal
and Werner [27, 28]. It is an entanglement monotone so it does not change
under local operations and classical communications (LOCC). It is based
on the partial transpose with ρT , and related to the trace norm of partial
transpose.
2.5.1 Partial Transpose
The partial transpose is a linear algebraic concept, which can be interpreted
as a simple generalization of the usual matrix transpose. For this to be pos-
sible, the density matrix ρ has to be separable into a sum of direct products,
ρ =
∑
A
ωAρ
′
A ⊗ ρ′′A (2.48)
Here the positive weights ωA satisfy
∑
ωA = 1 ( they are probabilities ), and
ρ′A and ρ
′′
A are density matrices for the two subsystems. Equation (2.48) can
23
Chapter 2: Quantum Systems
also be written as:
ρmµ,nν =
∑
A
ωA(ρ
′
A)mn(ρ
′′
A)µν (2.49)
The partial transposition of ρ is given by:
ρTmµ,nν ≡ ρmν,nµ =
∑
A
ωA(ρ
′
A)
T ⊗ ρ′′A (2.50)
2.5.2 Negativity
The negativity can be computed efficiently, and the negativity does not in-
crease under local manipulations of the system. The negativity of a state ρ
is defined as:
N (ρ) = ‖ρ
T‖ − 1
2
(2.51)
where the trace norm
‖A‖ = tr|A| = tr[(A†A)1/2] (2.52)
then using equation 2.52 to prove equation 2.51 gives:
N (ρ) = tr[(ρ
†ρ)1/2]− 1
2
(2.53)
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2.6 Measurement
Let |f〉, |g〉 be two orthogonal states. We consider the superposition α|f〉 +
β|g〉 where |α|2 + |β|2 = 1. Then we perform a measurement with the or-
thonormal basis states |f〉, |g〉. We get the result f with probability |α|2 and
g with probability |β|2. Below we generalize this.
Firstly, we consider a set {Mm} of measurement operators. The index number
m refers to the measurement outcomes. The measurement operators satisfy
the completeness equation
∑
mM
†
mMm = I and the orthogonality relation
MmMn = Mmδmn. If we perform a measurement, we get the result m with
probability.
pro(m) = 〈ψ|M †mMm|ψ〉 (2.54)
The completeness equation expresses the fact that probabilities sum to one.
∑
m
pro(m) =
∑
m
〈ψ|M †mMm|ψ〉 = 1 (2.55)
The state |ψ〉 after the measurement is
Mm|ψ〉
(〈ψ|M †mMm|ψ〉)1/2
(2.56)
An example is the measurement of a qutrit. The measurement operators de-
fined by M0 = |0〉〈0|,M1 = |1〉〈1|,M2 = |2〉〈2|. The measurement operators
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are Hermitian and MmMn =Mmδmn. Thus the completeness relations is
M0 +M1 +M2 = I (2.57)
We consider the state |ψ〉 = a|0〉 + b|1〉 + c|2〉 to be measured. Then the
probability of the outcome 0 is:
pro(0) = 〈ψ|M †0M0|ψ〉
= 〈ψ|M0|ψ〉 = |a|2 (2.58)
Similarly, the probability of the outcome 1 is pro(1) = |b|2, and of the out-
come 2 is pro(2) = |c|2. The state after the measurementM0 becomes |0〉(and
similarly for M1,M2).
2.6.1 Measurements on Finite Dimensional Hilbert Sp-
ace
Our measurements are performed upon a finite dimensional quantum system.
We consider a set of orthogonal projectors onto subspaces pi0, pi1, . . . , pid−1,
with the property that:
d−1∑
i=0
pii = 1
piipij = piiδij (2.59)
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pii are Hermitian matrices, 1 is the identity matrix and d is the dimensionality
of Hilbert space. The outcome probabilities Proi [32, 33, 34] are.
Proi = Tr(ρpii) (2.60)
If the result of the measurement is i, the state after the measurement is
ρmeai =
piiρpii
Tr(ρpii)
(2.61)
If we know that the measurement has been performed, but we do not know
the result, the state is described by the density matrices.
ρ˜ =
d−1∑
i=0
ρmeai Tr(ρpii)
=
d−1∑
i=0
piiρpii
Tr(ρpii)
Tr(ρpii)
=
d−1∑
i=0
piiρpii (2.62)
2.7 Summary
In this chapter we have tried to present basic formulations of quantum sys-
tems. From those definitions, we has to deal with: what is the Hilbert space,
how to represent physical (pure and mixed) states, how to represent Von
Neumann entropy and Negativity and the probability of measurement out-
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comes. In the next chapter, we therefore give a brief overview of the formal
structure of finite quantum system.
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Chapter 3: Finite quantum systems
In this chapter, we present the basic principles of finite quantum systems.
The first section is the introduction. In section 3.2, we review the notion of
Fourier transform. Section 3.3, we present the two dual orthonormal bases
’position’ and ’momentum’. In section 3.4, we present the formalism of the
displacement operators in finite phase space and the Heisenberg-Weyl group
for finite quantum systems.
We also discuss the uncertainty principle for the harmonic oscillator. It is pre-
sented quantitatively with the entropic uncertainty relation in finite systems.
Finally, in the last section of this chapter, we formally define the notation of
the symplectic operator S depends on three independent parameters k, λ, µ
(in Z℘).
3.1 Introduction
A quantum system is always associated with a Hilbert space, where a quan-
tum state is represented by a linear vector. A Quantum system on a real
line is associated with the Hilbert space L2(R). This is infinite dimensional
Hilbert spaces. In this chapter, we study the quantum system with finite
d-dimensional Hilbert space L2(Zd), which is the basic platform of quantum
computation[35]. A review of quantum systems with finite Hilbert space has
been presented in [36]. In this case, we consider a quantum system with a
d−dimensional Hilbert space H. An orthonormal basis is the position states
in this system, denoted as |m〉X . Here, m belong to Zd (the integers modulo
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d), and then the corresponding phase space is Zd × Zd. We have to mention
that, when the dimension d of the Hilbert space is an odd prime number ℘,
Z℘ is a field. In this case, besides the Heisenberg-Weyl group, a symplectic
transformations are also well defined by ([36],[37],[38],[39],[40]).
3.2 Finite Hilbert Space L2(Zd)
3.2.1 Fourier Transform
The position states |m〉X obey the following relations:
X 〈m|n〉X = δ(m,n) (3.1)
∑
m
|m〉XX 〈m| = 1 (3.2)
Here δ(m,n) is the Kronecker delta:
δ(m,n) =

1, if m = n
0, if m 6= n
(3.3)
The finite Fourier operator acting on the position states is,
F = d−1/2
d−1∑
m,n=0
ω(mn)|m〉XX 〈n| (3.4)
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We use the notation
ω(α) ≡ ωα = exp
[
i
2piα
d
]
; α ∈ Zd (3.5)
An identity that is easily proved is,
1
d
d−1∑
n=0
ωn(m−`) = δ(m, `) (3.6)
Where m, ` ∈ Zd. Using it, we proved that:
FF † = F †F = 1
F4 = 1 (3.7)
The fact that F4 = 1 shows that the Fourier operator has four eigenvalues,
which are 1, −1, i, −i. The multiplicity of the eigenvalues, is given in
Table.(3.1) [41]. The table shows that when d = 4m then TrF = 1+ i; when
d = 4m+1 then TrF = 1; when d = 4m+2 then TrF = 0; when d = 4m+3
then TrF = i.
Table 3.1: The Fourier Operator’s Multiplicity of Eigenvalues in d-
dimensional Hilbert Space. In This Table, There Have 4 Cases: d = 4m,
d = 4m+ 1, d = 4m+ 2, d = 4m+ 3.[41]
1 -1 i −i
d = 4m m+ 1 m m m− 1
d = 4m+ 1 m+ 1 m m m
d = 4m+ 2 m+ 1 m+ 1 m m
d = 4m+ 3 m+ 1 m+ 1 m+ 1 m
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The Fourier operator is a very important tool used in signal analysis and fast
Fourier transform community. In this thesis, we use the Fourier operator to
the theory of finite quantum systems.
3.3 Momentum and Position Bases
Acting with the Fourier operator on position states we get the orthonormal
basis ”momentum states”:
|m〉P = F|m〉X
= d−1/2
∑
n
ωmn|n〉X (3.8)
The momentum states |m〉P also obey the relations:
P〈m|n〉P = δ(m,n) (3.9)
∑
m
|m〉PP〈m| = 1 (3.10)
Similarly, a finite Fourier operator(equation3.4) also represent as:
F =
d−1∑
n=0
|n〉PX 〈n| (3.11)
Obviously, the Fourier operator satisfies
F|m〉P = | −m〉X (3.12)
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|m〉X and |m〉P are the eigenstates of the position and momentum operators,
which are given by:
xˆ =
d−1∑
n=0
n|n〉XX 〈n|
pˆ =
d−1∑
n=0
n|n〉PP〈n|
pˆ = F xˆF †
−xˆ = F pˆF † (3.13)
Using the position and momentum bases, we can expand the arbitrary state
|s〉 in Hilbert space L2(Zd) as:
|s〉 =
∑
n
λn|n〉X
=
∑
m
µm|m〉P (3.14)
Then,
λn = d
−1/2∑
m
µmωmn (3.15)
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3.4 Displacement in Phase Space Zd × Zd
3.4.1 Displacement Operators
In section2.3.5, we briefly reviewed the Baker-hausdorff formula(equation2.31).
Cause of they are related to commutation relation(equation2.15). It is pos-
sible to prove with the operators exp(iAX ), exp(iBP) in the harmonic oscil-
lator.
exp(iAX ) exp(iBP) = exp(iBP) exp(iAX ) exp(−iAB) (3.16)
In the case of finite quantum systems the phase-space is the toroidal lattice
Zd × Zd. The displacement operators are defined as
Z = exp
[
i
2pi
d
x
]
= exp
[
i
2pi
d
n
]
|n〉XX 〈n|
= ω(n)|n〉XX 〈n|
X = exp
[
− i2pi
d
p
]
= exp
[
− i2pi
d
n
]
|n〉PP〈n|
= ω(−n)|n〉PP〈n| (3.17)
They perform displacements the operators P and X in the Zd × Zd phase
space
Zα|m〉P = |m+ α〉P , Zα|m〉X = ω(αm)|m〉X
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Xβ|m〉P = ω(−mβ)|m〉P , Xβ|m〉X = |m+ β〉X (3.18)
and they obey the relations
Xd = Zd = 1 (3.19)
XβZα = ZαXβω−αβ, α, β ∈ Zd (3.20)
where α, β are integers in Zd. The equation(3.19) shows the toroidal nature
of the phase-space.
3.4.2 Heisenberg-Weyl Group
The structure of the canonical commutation relations 2.15 is related to a
group, the so-called Heisenberg-Weyl group [42]-[50]. In the case of finite
quantum systems, the following equation introduces the general displacement
operators
D(α, β) = ZαXβω(−2−1αβ)
= XβZαω(2−1αβ) (3.21)
which have the following propertices:
[
D(α, β)
]†
= D(−α,−β)
D(α, β)†D(α, β) = I (3.22)
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We calculate that
D(α, β)|m〉X = ω(2−1αβ + αm)|m+ β〉X
D(α, β)|m〉P = ω(−2−1αβ − βm)|m+ α〉P (3.23)
Using equation 3.19 and 3.20 we can prove the multiplication rule
D(α1, β1)D(α2, β2) = D(α1 + α2, β1 + β2)ω
[
2−1(α1β2 − α2β1)
]
= exp
[
i(α2β1 − α1β2)
]
D(α2, β2)D(α1, β1) (3.24)
These displacement operators form a discrete Heisenberg-Weyl group, since
they have integer parameters and satisfy the relation(equation(3.24)).
3.4.3 Entropic Uncertainty Relations for Finite Quan-
tum Systems
In the case of finite quantum systems, let λn and λm corresponding the
position and momentum representations in a d-dimensional Hilbert space.
For the states |s〉 of equation (3.14) with these two distributions, the entropies
be defined as
SX = −
∑
n
|λn|2ln|λn|2
SP = −
∑
m
|µm|2ln|µm|2 (3.25)
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References [51]-[57] have proved the entropic uncertainty relation
SX + SP ≥ lnd (3.26)
In finite quantum systems. Following the equation (3.25), we note that for
the state |n〉X , we get SX = 0 and SP = lnd. For the state |m〉P we get
SX = lnd and SP = 0.
3.5 Symplectic Transformations
In section 3.2, the position-momentum phase space is the toroidal lattice
Zd × Zd and the Hilbert space is a d-dimensional. Below we consider the
case that d is an odd prime number ℘. In this case Z℘ is a field and all its
nonzero elements have an inverse. Consequently, these systems have stronger
properties. Below we study the symplectic transformations Sp(2,Z℘).
3.5.1 The Bogoliubov Transformation for the Harmonic
Oscillator
The Bogoliubov transformations is a unitary transformation from a unitary
representation of some canonical commutation relation algebra into another
unitary representation. A new pair of operators is defined as
X ′ = kX + λP
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P ′ = µX + νP (k, λ, µ, ν ∈ R) (3.27)
where kν − λµ = 1, and the commutation relation is:
[X ′,P ′] = [X ,P ] = i1 (3.28)
These equations show us they are associated with the symplectic group
Sp(2, R) [58]-[61]. In section 3.4, we have given the relations in terms of
the displacement in phase space of the position and momentum operator X
and P . They can also be presented in terms of the displacements operators
as:
exp(iX ′) = exp
[
i(kX + λP)
]
= exp(ikX ) exp(iλP) exp(ikλ/2)
exp(iP ′) = exp
[
i(µX + νP)
]
= exp(iµX ) exp(iνP) exp(iµν/2) (3.29)
These relations with kν − λµ = 1, preserve equation(3.16).
3.5.2 Symplectic Sp(2,Z℘) Transformations
In Z℘×Z℘ phase space, the symplectic transformations are given by [62, 63],
X ′ = SXS† = XkZλω(2−1kλ) = D(λ, k)
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Z ′ = SZS† = XµZνω(2−1µν) = D(ν, µ)
kν − λµ = 1(mod(℘)) (3.30)
These transformations ensure equations ( 3.19 ) and ( 3.20 ) are preserved.
The k, λ, µ, ν are integers in Z℘, and equation(3.30) shows that there three
independent parameters k, λ, µ.
Existence of ’inverses’ guarantees that ν = k−1(λµ + 1). It is important
here that if the variables belong to a ring, in general we can not solve the
constraint of equation(3.30). For this reason we require ℘ to be a prime
number and then Z℘ is a field. X and Z are the displacement operators.
3.5.3 Numerical Calculation of the Symplectic Opera-
tor S(k, λ, µ)
After the introduction of the symplectic transformations Sp(2,Z℘), we calcu-
late the operator S(k, λ, µ). Firstly, we calculate the matrix Z ′ numerically.
Its eigenvectors are |m〉X ′
Z ′|m〉X ′ = ω(m)|m〉X ′ (3.31)
They are defined here, up to a phase factor. To calculate the phases, we note
that these eigenvectors must obey the following relations,
Xβ|m〉X = |m+ λ〉X (3.32)
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We start from the lowest state |0〉X , and we use numerically the equation
(X ′)m|0〉X ′ = |m〉X ′ (3.33)
The equation(3.33) gave us a new state |m〉X ′ . So now, we can get the
symplectic operator S(n,m) use the equation:
S(n,m) ≡ X 〈n|m〉X ′ (3.34)
3.5.4 An Example of Symplectic Operator
We consider a three-dimensional Hilbert space (d = 3) and calculate the
S(1, 1,−1). According to equation(3.30), ν = 0, so
X ′ = SXS† = XZω(1/2)
Z ′ = SZS† = X−1 (3.35)
Following the section 3.5.3 about the numerical calculation, we find
S(1, 1,−1) =

−z2 z∗2 −z2
−z1 z1 −z2
−z∗2 z2 −z2

(3.36)
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After the numerical calculation, matrix(3.36) is the symplectic operator S(1, 1,−1)
for equation(3.35). Here z1 = 0.5774, z2 = z1ω
−1 and ω = exp[i2pi/3].
3.6 Summary
In this chapter we brief review the properties of the finite quantum systems.
We has to deal with the finite Hilbert space, momentum and position bases,
displacements in phase space Zd × Zd. Finally, we give a numerical calcu-
lation of symplectic operator S(k, λ, µ). Next chapter, we will present the
symplectic operator Sp(2`,Z℘) in multi-mode finite systems.
42
Chapter 4
Symplectic Sp(2`,Z℘)
Transformations in `-partite
Finite System
Outline:
• Introduction
• Multi-mode Finite Quantum Systems
• Symplectic Sp(2`,Z℘) Transformaitons
• Numerical Calculation of the Symplectic Operator S in
Multi-partite Systems
• Summary
Chapter 4: Symplectic Sp(2`,Z℘) transformations in `-partite finite system
In the previous chapter, through the analysis of the finite quantum systems,
we have introduced the symplectic operator Sp(2,Z℘). In this chapter, we
present the numerical calculation of the symplectic operator Sp(2`,Z℘) in
multipartite systems. Although the analysis of two parts finite quantum
system with Hilbert spaces H1,H2, we present the multi-mode(`-partite)
finite quantum systems with ℘`-dimensional Hilbert space in section 4.2. In
section 4.3, we study the independent parameters of Sp(2`,Z℘). Finally, we
present the numerical calculation of the symplectic operator S in `-partite
systems.
4.1 Introduction
We consider a finite quantum system composed of two parts with Hilbert
spacesH1 andH2. Therefore the Hilbert space of the total system isH1⊗H2.
We use an index i (i = 1, 2) to indicate the system,
Z1 = Z ⊗ 1
Z2 = 1⊗ Z (4.1)
Also the position states |n〉X1 and |n〉X2 belong to the Hilbert spaces H1 and
H2.
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Then
Zi|m1,m2〉X = ω(mi)|m1,m2〉X
|m1,m2〉X ≡ |m1〉X1|m2〉X2 (4.2)
Similarly:
Xi|m1,m2〉P = ω(−mi)|m1,m2〉P
|m1,m2〉P ≡ |m1〉P1|m2〉P2 (4.3)
The position space is Zd ⊗ Zd, the momentum space is also Zd ⊗ Zd, so
the phase-space is [Zd]4. Using the same notation as above, we get the dis-
placement operators D1(α1, β1) and D2(α2, β2) corresponding to each Hilbert
space H1,H2,
D1(α1, β1) ≡ D(α1, β1)⊗ 1
D2(α2, β2) ≡ 1⊗D(α2, β2) (4.4)
We also consider the displacement operators in phase-space in both systems:
D1(α1, β1)D1(α2, β2) ≡ D(α1, β1)⊗D(α2, β2) (4.5)
Based on the brief introduction of the transformations in composite finite
systems, below we will give some notation in the multi-mode finite quantum
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systems.
4.2 Multi-mode Finite Quantum Systems
Generalization to a system with more components, i.e. a multipartite system
is obvious [64]. We consider a system composed of ` component subsystems
each of which has ℘-dimensional in Hilbert space H. Its Hilbert space H is
℘` dimensional:
H = H1 ⊗H2 . . .⊗Ha ⊗ . . .⊗H` (4.6)
The position states are:
|m1, . . . ,m`〉X ≡ |m1〉X ⊗ . . .⊗ |m`〉X (4.7)
where mi ∈ Z℘.The momentum states in the `-partite system are:
|m1, . . . ,m`〉P ≡ |m1〉P ⊗ . . .⊗ |m`〉P (4.8)
4.2.1 Fourier Transformation in `-partite systems
The Fourier transform is given by:
F = F1 ⊗F2 ⊗ . . .⊗F` (4.9)
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Using equation(3.4) and (4.9) we get
F = ℘−`2
∑
ω(m1n1 + . . .+m`n`)|m1〉XX 〈n1| ⊗ . . .⊗ |m`〉XX 〈n`| (4.10)
The summation is over all m1, n1, . . . ,m`, n` ∈ Z℘.
4.2.2 Displacement Operator
Let
(αλ) = (α1, . . . , α`)
(βλ) = (β1, . . . , β`) (4.11)
In `-partite finite systems, where αλ, βλ in Z℘. The displacement operators
are defined by:
Z(αλ) = Z
α1 ⊗ . . .⊗ Zα`
X(βλ) = X
β1 ⊗ . . .⊗Xβ` (4.12)
They also obey the relation of
X(βλ)Z(αλ) = Z(αλ)X(βλ)ω(−
∑
λ
αλβλ) (4.13)
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And the general displacement in multi-partite finite systems are defined as
D(αλ, βλ) = Z(αλ)X(βλ)ω(−2−1
∑
λ
αλβλ)
= D(α1, β1)⊗ . . .⊗D(α`, β`) (4.14)
4.3 Symplectic Sp(2`,Z℘) Transformations
Section 3 already introduced the Symplectic transformation Sp(2,Z℘). Here
we will give the details about Symplectic transformations Sp(2`,Z℘) in `-
partite finite systems. Generalizing equation(3.30) we consider the represen-
tations of the symplectic Sp(2`,Z℘) transformations
Z ′(αλ) = SZ(αλ)S† = D(
∑
tλkαk,
∑
sλkαk)
X ′(βλ) = SX(βλ)S† = D(
∑
rλµβµ,
∑
qλµβµ) (4.15)
Here all exponents belong in Z℘. S is a unitary symplectic operator which
we will discuss below. The new displacement operator X ′i and Z
′
i displace in
different directions in phase space in comparison with Xi and Zi. Equations
(4.15) need to satisfy equations (3.19, 3.20). Requirement (3.19, 3.20) leads
to the constraints
∑
λ
(sλktλµ − tλksλµ) = 0
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∑
λ
(qλkrλµ − rλkqλµ) = 0
∑
λ
(qλktλµ − rλksλµ) = δ(k, µ) (4.16)
The operators X(βλ) and Z(αλ) satisfied equation(4.13). The transformed
operators also satisfy this relation:
X ′(βλ)Z ′(αλ) = Z ′(αλ)X ′(βλ)ω(−
∑
λ
αλβλ) (4.17)
Sp(2`,Z℘) transformations have 4`2 parameters (which belongs to Z℘) and
2`2− ` constraints. The constricts can be solved because the parameters be-
long to a field. Therefore we have 2`2+` independent parameters. A subgroup
of Sp(2`,Z℘) is the group of local symplectic transformation Sp(2,Z℘)×. . .×
Sp(2,Z℘).
4.4 Numerical Calculation of the Symplectic
Operator S in Multi-partite Systems
Let
Zi ≡ Z(0, . . . , 0, 1, 0, . . . , 0)
Z℘i = 1
[Zi, Zj] = 0 (4.18)
where the 1 is in the i-th position.
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The operators Zi commute and their common eigenvectors are |m1, . . . ,m`〉X :
Zi|m1, . . . ,m`〉X = ω(mi)|m1, . . . ,m`〉X
i = 1, . . . , ` (4.19)
To each set of eigenvalues m1, . . . ,m` corresponds (up to a phase factor)
one normalized eigenvector which we calculate numerically. Given Zi and a
given eigenvalue ω(mi), there is a ℘
`−1-dimensional space of corresponding
eigenvectors.
We consider the projector pˆii(mi) to this eigenspace. This projector belongs
in the null space of [Zi − ω(mi)1]. This implies that
[Zi − ω(m)1]pˆii(m) = 0 (4.20)
where i = 1, . . . , `; and m ∈ Z℘. The fact that Z℘i = 1 implies that:
Zi = pˆii(0) + ω(1)pˆii(1) + . . .+ ω(℘− 1)pˆii(℘− 1)
∑
m∈Z℘
pˆii(m) = 1
pˆii(m)pˆii(n) = pˆii(m)δ(m,n) (4.21)
where m,n ∈ Z℘. The pˆii(m) are orthogonal projectors to the eigenspaces
corresponding to the various eigenvalues of Zi. These can be expressed in
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terms of powers of Zi as
pˆii(m) =
1
℘
{
1+ ω(−m)Zi +
[
ω(−m)Zi
]2
+ . . .+
[
ω(−m)Zi
]℘−1}
(4.22)
We have seen in equation( 4.18 ), that [Zi, Zj] = 0. Consequently we conclude
[pˆii(m), pˆij(n)] = 0
m,n ∈ Z℘ i, j = 1, . . . , ` (4.23)
More generally we introduce the projector expressed as
pˆii1,i2,...,ik(m1,m2, . . . ,mk) ≡ pˆii1(m1)pˆii2(m2) . . . pˆiik(mk) (4.24)
This projector is the common null space of the k commuting matrices
[
Zir −
ω(mir)1
]
(where we consider r = 1, . . . , k),
[
Zir − ω(mir)1
]
pˆi(mi1 ,mi2 , . . . ,mik) = 0 (4.25)
This common null space is ℘`−k-dimensional.
Multiplying the above operators with the symplectic operators S we get the
’prime counterparts’ of these operators( the transformed operators ). For the
numerical calculation we first evaluate the ℘`×℘` matrices Z ′i. We then use
a numerical library (MATLAB) to calculate the projector to the null space
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pˆi′i(m) and then using equation(4.24) gives
pˆi1,...,`(m1, . . . ,m`) ≡ pˆi1(m1) . . . pˆi`(m`) (4.26)
Here, the projector is one-dimensional, and gives the common eigenvector
|m1, . . . ,m`〉X ′ of all Z ′i. To each set of eigenvalues m1, . . . ,m` corresponds
one normalized eigenvector which we calculate numerically in equation(4.19).
This common eigenvector is defined up to a phase factor.
In order to calculate the phases, we start from the lowest state |0, . . . , 0〉X ′
(whose phase we choose arbitrarily), and use numerically the equation to get
the eigenvectors
(X ′1)
m1 . . . (X ′`)
m`|0, . . . , 0〉X ′ = |m1, . . . ,m`〉X ′ (4.27)
The eigenvectors |m1, . . . ,m`〉X ′ calculated through this equation(4.27) differ
from the corresponding vectors calculated above as common eigenvectors of
the matrices of all Z ′i, only by a phase factor. This step tests that the
numerical work is correct and at the same time it provides the phases.
Therefore we stress that the phases are very important for the self-consistency
of the formalism. We can calculate the matrix elements of the operator S
using the following equation,
S(m1, . . . ,m`|n1, . . . , n`) = X 〈m1, . . . ,m`|n1, . . . , n`〉X ′ (4.28)
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4.5 Summary
In this chapter we presented a general method for the numerical calculation of
Symplectic Sp(2`,Z℘) transformation in `-partite systems. At next chapter,
we will use this numerical calculation to Sp(4,Z℘) transformations in bi-
partite systems and Sp(6,Z℘) in tri-partite systems.
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Chapter 5: Examples
In this chapter, using the method of numerical calculation of symplectic
operator, we apply the general formalism to Sp(4,Z℘) transformations in bi-
partite systems, and to Sp(6,Z℘) transformations in tri-partite systems. We
present two examples of Sp(4,Z℘) transformation, and show how factorizable
and separable states, after a symplectic transformation become entangled.
We also calculate similar quantities in tri-partite systems. In section 5.5, we
focus on the measurements. We also give four examples. The source code of
the symplectic transformations and measurements are available in Appendix
B and C.
5.1 Sp(4,Z℘) Transformations in Bi-partite Sys-
tems
In this section, we consider a bi-partite system with Hilbert space H1 ⊗H2.
Both of them are 5-dimensional Hilbert spaces. Here, we calculated two
examples which we call A and B. They must satisfy equations (4.15) , (4.16).
Firstly, we study the transformations of the example A that is:
X ′1 = SAX1S
†
A = (Z−1)⊗ (X−2Z)
Z ′1 = SAZ1S
†
A = (X 2Z)⊗ (X )
X ′2 = SAX2S
†
A = (X 2Z)⊗ (X 2)
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Z ′2 = SAZ2S
†
A = (X )⊗ (X−1Z) (5.1)
In chapter 4, we have shown how to calculate the matrix elements of the
operator S. We follow that numerical technique, to calculate the matrix
elements S (equation(4.28)) for example A. The operators SA have 5
4 matrix
elements.
The element SA(m1,m2|0, 1) is represented as:
SA(m1,m2|0, 1) =

z5 z3 z2 z2 z3
z4 z2 z1 z2 z4
z3 z2 z2 z3 z5
z4 z3 z4 z5 z5
z5 z5 z4 z3 z4

(5.2)
Here z1 = 0.0433 + 0.1953i , z2 = z1ω(−2), z3 = z1ω(−1), z4 = z1ω(2),z5 =
z1ω(1), where ω(1) = exp(i2pi/5).
In Table.5.1, there is the pseudo codes of the algorithm for Numerical Cal-
culation of the Symplectic Transformation.
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Table 5.1: The Algorithm for Numerical Calculation of the Symplectic
Transformation
INPUT: 2 Position State & 2 Moment State in Bi-partite System;
METHOD: Numerical Calculation of the Symplectic Transformation;
OUTPUT: A Symplectic Operator;
01. GET Z1, Z2, X1, X2 from INPUT();
02. // Generate an Indentity Matrix;
03. SET I5 to 5-by-5 Identity Matrix;
04. // Returns the Kronecker Tensor Product (KTP);
05. FOR each column of I5
06. FOR each column of I5
07. GET KT[ ] from KTP BETWEEN every column of I5;
08. ENDFOR
09. ENDFOR
10. // Generate an Eigenvalue (Fourier Parameter’s coefficient)
11. // by odd prime number 5;
12. SET W to exp(2*pi*i/5);
13. // Generate another Indentity Matrix I25;
14. SET I25 to 25-by-25 Identity Matrix;
15. FOR each integer in the interval [-2, 2]
16. // Create a Null Space for Input Position State Z1;
17. SET NS1 to NullSpace(Z1 - W*I25);
18. FOR each integer in the interval [-2, 2]
19. // Create another Null Space for Input Position State Z2;
20. SET NS2 to NullSpace(Z2 - W*I25)*NS1;
21. // Get the Common Eigenvector in position Phase Space;
22. GET CEp[ ] from CommonOperator(NS1, NS2)/Norm(NS1, NS2);
23. ENDFOR
24. ENDFOR
25. // Compute the Common Eigenvector in position and
26. // momentum Phase Space from X1 and X2 at interval [0,4]
27. // while CEp at lowest state;
28. GET CEpm[ ] from X1^[0,4]*X2^[0,4]*CEp[0,0];
29. // Get the Symplectic Operator;
30. GET SO = KT[ ].transpose() * CEpm[ ];
31. OUTPUT(SO);
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Similarly, we considered example B where
X
′
1 = SBX1S
†
B = (XZ)⊗ (XZ2)
Z
′
1 = SBZ1S
†
B = (X−2)⊗ (XZ)
X
′
2 = SBX2S
†
B = (X−1)⊗ (XZ)
Z
′
2 = SBZ2S
†
B = (X−1Z)⊗ (X−1Z) (5.3)
Then using the equation(4.28), we calculated the matrix elements of the
operator SB for example B. The operators SB have 5
4 matrix elements.
The elements SB(m1,m2|0, 1) is computed as:
SB(m1,m2|0, 1) =

z5 z5 z3 z1 z3
z2 z3 z2 z1 z1
z2 z1 z1 z2 z3
z5 z3 z1 z3 z5
z4 z5 z2 z2 z5

(5.4)
Here z1 = 0.0724 + 0.1864i , z2 = z1ω(−2), z3 = z1ω(−1), z4 = z1ω(2),z5 =
z1ω(1), ω(1) = exp(i2pi/5).
Below we use the matrix elements SA and SB to produce the entangled states.
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5.2 Entanglement in Bi-partite Systems
Here we use the symplectic operator SA and SB to produce entangled states.
We consider the normalized factorizable pure states |a〉 and |b〉
|a〉 =

0.2500− 0.2300i
0.0500− 0.0700i
0.2300− 0.0400i
0.3300− 0.4100i
0.7387

⊗

0.5400 + 0.3100i
0.1100 + 0.2100i
0.0900 + 0.4100i
0.0200 + 0.1400i
0.5999

(5.5)
|b〉 =

0.1300 + 0.1500i
0.2500 + 0.3200i
0.6900 + 0.0800i
0.0600 + 0.4000i
0.3868

⊗

0.1250 + 0.0350i
0.2500 + 0.0610i
0.1340 + 0.2350i
0.1500 + 0.0150i
0.9061

(5.6)
We also consider the mixed state described with the density operator:
ρ12(p) = p|a〉〈a|+ (1− p)|b〉〈b| 0 ≤ p ≤ 1 (5.7)
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We use the symplectic operator SA to calculated the new transformed states
|a′〉 and |b′〉,
|a′〉 = SA|a〉
|b′〉 = SA|b〉 (5.8)
and the new mixed state after the symplectic SA transformation described
by
ρ′12(p) = SAρ12(p)S
†
A
= p|a′〉〈a′|+ (1− p)|b′〉〈b′| (5.9)
We repeat the same calculations with SB and denote the corresponding quan-
tities as |a′′〉, |b′′〉 and ρ′′12(p).
5.2.1 Numerical Calculation of Measures of Entangle-
ment
In this section, we calculate various quantities which quantify entanglement
of the density matrices before and after the transformation with SA and
SB. The purpose is to show that the symplectic transformations generate
entanglement between the subsystems. See Appendix B for the source codes
(The MathWorksTM MATLAB).
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We have briefly introduced the concepts of the entanglement in Chapter 2.
We consider the reduced density matrices of ρ12 which before the symplectic
transformations are
ρ1(p) = Tr2ρ12(p)
ρ2(p) = Tr1ρ12(p) (5.10)
Then the new reduced density matrices after the transformations SA and SB
are ρ′1(p), ρ
′
2(p) and ρ
′′
1(p), ρ
′′
2(p) given by:
ρ′1(p) = Tr2ρ
′
12(p)
ρ′2(p) = Tr1ρ
′
12(p)
ρ′′1(p) = Tr2ρ
′′
12(p)
ρ′′2(p) = Tr1ρ
′′
12(p) (5.11)
We have calculated the linear entropy using equation(2.47).
E(p) = 1− Tr
[
{ρ1(p)}2
]
= 1− Tr
[
{ρ2(p)}2
]
(5.12)
If the value of the quantity is zero, the reduced density matrices are pure
states, otherwise the non-zero value of the equation(5.12) indicate that the
reduced density matrices are mixed states.
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The mutual information can be described by,
I(ρ1, ρ2) = S(ρ1(p)) +S(ρ2(p))−S(ρ12(p)) ≥ 0 (5.13)
Where S(ρ) are ,
S(ρ12) = −Trρ12 ln ρ12
S(ρ1) = −Trρ1 ln ρ1
S(ρ2) = −Trρ2 ln ρ2 (5.14)
When I(ρ1, ρ2) is non-negative, there are correlations (classical and quantum)
between the two subsystems described with the density matrices ρ1(p) and
ρ2(p). Throughout the thesis we use logarithms with base e and all entropic
results are in natural units (nats).
We have also calculated the conditional entropies using the equation(2.43),
I(ρ2|ρ1) = S(ρ12(p))−S(ρ1(p))
I(ρ1|ρ2) = S(ρ12(p))−S(ρ2(p)) (5.15)
The negative value of these quantities indicates that two subsystems are
entangled. Positive value does not lead to any conclusion.
Following equation(2.51), we have also calculated the negativity of the matrix
ρ12(p). We consider σ12(p) to be the partial transpose of ρ12(p) with respect
62
Chapter 5: Examples
to the first subsystem. Then we calculate the sum of the singular values of
σ12(p), (i.e., the Tr[σ12(p)
†σ12(p)]1/2 ). The negativity is defined by:
N
[
ρ12(p)
]
=
Tr[σ12(p)
†σ12(p)]1/2 − 1
2
(5.16)
5.2.2 Numerical Results in Bi-partite
In Table(5.2), we calculate the pure states |a′〉 = SA|a〉, |a′′〉 = SB|a〉 and
present the numerical results of linear entropy for the various quantities be-
fore and after the symplectic transformations SA and SB. The non-zero
values of the linear entropies show that after the transformation SA and SB,
the factorizable state |a〉 is entangled.
Table 5.2: Various quantities which characterize the entanglement before
and after the transformations SA and SB.
bef. transf. aft. transf. SA aft. transf. SB
E(1) for the states |a > of Eq(5.5) 0 0.6539 0.65
I(ρ1, ρ2)(1) for the states |a > of Eq(5.5) 0 2.3669 2.4063
I(ρ1, ρ2)(0.6) for the mixed states of Eq(5.7) 0.2968 2.2269 2.3120
I(ρ2|ρ1)(0.6) for the mixed states of Eq(5.7) 0.0340 -0.8089 -0.8457
I(ρ1|ρ2)(0.6) for the mixed states of Eq(5.7) 0.2892 -0.7979 -0.8462
N [ρ12(0.6)] for the mixed states of Eq(5.7) 0 1.0163 1.0786
We also calculated the mutual information I(ρ1, ρ2) for the pure state |a〉.
The positive numbers confirmed after the transformations SA and SB, the
factorizable state |a〉 becomes entangled.
We also show results for the mixed state ρ(0.6). The positive values of
the mutual information indicate correlations (both classical and quantum)
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between the two subsystems which increase after the transformations SA
and SB. The negative values of conditional entropies I(ρ
′
2|ρ′1), I(ρ′1|ρ′2) and
I(ρ′′2|ρ′′1), I(ρ′′1|ρ′′2) indicate entanglement between the two subsystems, after
the transformations SA and SB. The negativity results also lead to the same
conclusion.
Now we turn to describing the exact details of our applications. Figure(5.1,5.2)
presents the linear entropyE(p)(0 ≤ p ≤ 1) for equation(5.12). In Figure(5.1),
we plot the E(p) for the mixed state ρ12(p) of equation(5.7). When p = 0
and also p = 1, the linear entropy is zero. In this case the linear en-
tropy 1 − Tr[ρ12] = 1 − Tr[ρ22] = 0. Otherwise the value of the quantity
1− Tr[ρ12] 6= 1− Tr[ρ22].
Similarly, Figure(5.2) plot the E(p) of density matrix ρ′12 and ρ
′′
12. We notice
that the linear entropy is 1 − Tr[ρ12] = 1 − Tr[ρ22] > 0 when p = 0 or
p = 1. Also the nonnegative numbers present that the factorizable state is
entangled after the transformations. Approximately, we observed the value
of 1− Tr[ρ12] 6= 1− Tr[ρ22], when 0 < p < 1.
In Figure(5.3) we consider the mixed state ρ12(p) of equation(5.7), and plot
the mutual information I(ρ1, ρ2) as a function of p before and after the trans-
formations A and B. The results show that the symplectic transformations
create strong correlations (classical and quantum) between the two subsys-
tems.
In Figure(5.4), we plot the conditional informations I(ρ2|ρ1) as a function
of p before and after the transformation SA and SB. The negative values of
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these quantities after the transformations, show that the symplectic trans-
formations entangle the two subsystems.
In Figure(5.5), we plot the conditional informations I(ρ1|ρ2) as a function of
p. The negative values lead to the same conclusion. They show the fact that
the two subsystems are entangled after the symplectic transformations.
Results for the negativity of the matrix ρ12(p) as a function of p, before
and after the transformations A and B, are shown in Figure(5.6). Before the
transformation the state is separable and the negativity is zero. These results
also show that the symplectic transformations entangle the two subsystems.
We might use the values of the conditional entropies I(ρ′2|ρ′1) and I(ρ′1|ρ′2)
and of the negativity N as measures of entanglement. In this case, which of
two bipartite states is more entangled, depends on the quantity that we use.
It might be that according to one measure the first state is more entangled,
and according to another measure the second state is more entangled.
Figures ( 5.4, 5.5, 5.6) show that, in the examples that we have considered.
In the region 0 < p < 1, according to the conditional entropies the state
ρ′12 of example A is more entangled than the state ρ
′′
12 of example B, but
according to the negativity the state ρ′12 of example A is less entangled than
the state ρ′′12 of example B.
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Figure 5.1: Linear entropy E(p) for the states ρ12(p) of equation(5.7) .
Curve A1 shows E(p) = 1−Tr[ρ1(p)2]; curve A2 shows E(p) = 1−Tr[ρ2(p)2].
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Figure 5.2: Linear entropy E(p) for the states ρ′12(p) = SAρ12(p)S
†
A and
ρ′′12(p) = SBρ12(p)S
†
B. Curve A1 shows E(p) = 1−Tr[ρ′1(p)2]; curve A2 shows
E(p) = 1 − Tr[ρ′2(p)2]. Curve B1 shows E(p) = 1 − Tr[ρ′′1(p)2]; curve B2
shows E(p) = 1− Tr[ρ′′2(p)2].
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Figure 5.3: Mutual informations I(ρ1, ρ2) for the states ρ12(p) (curve A1);
I(ρ′1, ρ
′
2) for the states ρ
′
12(p) = SAρ12(p)S
†
A (curve A2); I(ρ
′′
1, ρ
′′
2) for the
states ρ′′12(p) = SBρ12(p)S
†
B (curve A3).
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Figure 5.4: Conditional entropies I(ρ2|ρ1) for the states ρ12(p) (curve A1);
I(ρ′2|ρ′1) for the states ρ′12(p) = SAρ12(p)S†A (curve A2); I(ρ′′2|ρ′′1) for the states
ρ′′12(p) = SBρ12(p)S
†
B (curve A3).
69
Chapter 5: Examples
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
p
I
A1
A2
A3
Figure 5.5: Conditional entropies I(ρ1|ρ2) for the states ρ12(p) (curve A1);
I(ρ′1|ρ′2) for the states ρ′12(p) = SAρ12(λ)S†A (curve A2); I(ρ′′1|ρ′′2) for the states
ρ′′12(p) = SBρ12(p)S
†
B (curve A3).
70
Chapter 5: Examples
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
p
N
A1
A2
A3
Figure 5.6: NegativitiesN [ρ12(p)] for the states ρ12(p) (curve A1); N [ρ
′
12(p)]
for the states ρ′12(p) = SAρ12(p)S
†
A (curve A2); N [ρ
′′
12(p)] for the states
ρ′′12(p) = SBρ12(p)S
†
B (curve A3).
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5.3 Sp(6,Z℘) Transformations in Tri-partite Sys-
tems
Here we consider tri-partite systems comprised of subsystems with 3-dimensional
Hilbert spaces H1, H2, H3. We call this example C. The Hilbert space of the
whole system is H1 ⊗H2 ⊗H3.
The transformation of the example C is defined by
X ′1 = SCX1S
†
C = (X−1Z)⊗ (XZ)⊗ (XZ−1)
Z ′1 = SCZ1S
†
C = (X−1Z−1)⊗ (XZ)⊗ (X−1)
X ′2 = SCX2S
†
C = (XZ)⊗ (XZ−1)⊗ (Z)
Z ′2 = SCZ2S
†
C = (Z)⊗ (XZ)⊗ (X−1Z−1)
X ′3 = SCX3S
†
C = (XZ−1)⊗ (Z−1)⊗ (Z)
Z ′3 = SCZ3S
†
C = (XZ)⊗ (Z)⊗ (XZ) (5.17)
All exponents of the transformations obey the equation(4.16). We calculated
the matrix elements of symplectic operator SC which has 3
6 matrix elements.
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Below we give the matrix elements SC(m1,m2, 2|0, 1, 0) :
SC(m1,m2, 2|0, 1, 0) =

z2 z3 z2
z1 z2 z1
z1 z2 z1

(5.18)
Here we consider z1 = −0.0527 − 0.1851i , z2 = z1ω(−1) , z3 = z1ω(1),
ω(1) = exp(i2pi/3)
5.4 Entanglement in Tri-partite Systems
We quantify the entanglement generation by Sp(6,Z℘) transformations in
example C. Firstly we consider the state,
ρ123(p) = p|c〉〈c|+ (1− p)|d〉〈d|
0 ≤ p ≤ 1 (5.19)
The normalized factorizable pure states |c〉 and |d〉 are defined by:
|c〉 =

0.4500− 0.1240i
−0.5700 + 0.0120i
0.6761

⊗

0.0120− 0.4100i
0.0700 + 0.0100i
0.9093

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⊗

0.0425− 0.2750i
−0.3650− 0.0810i
0.8848

(5.20)
|d〉 =

0.0730− 0.1340i
0.4120 + 0.3710i
0.8181

⊗

−0.1850− 0.0300i
−0.2630 + 0.5150i
0.7940

⊗

0.3990− 0.4120i
0.0200 + 0.0900i
0.8140

(5.21)
The new state |c′〉 and |d′〉 after the symplectic transformation SC are:
|c′〉 = SC |c〉
|d′〉 = SC |d〉 (5.22)
Therefore the new mixed state ρ′123(p) is:
ρ′123(p) = SCρ123(p)S
†
C
= p|c′〉〈c′|+ (1− p)|d′〉〈d′| (5.23)
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5.4.1 Numerical Calculation of Entanglement
We compare measures of entanglement before and after the symplectic trans-
formations. We present various quantities for both cases. The reduced den-
sity matrices are given by:
ρi = Trjkρ123
ρij = Trkρ123
i, j, k = 1, 2, 3; i 6= j 6= k (5.24)
The linear entropies corresponding to the pure state |c〉 are:
Ei = 1− Tr[ρ2i ]
= 1− Tr[ρ2jk] (5.25)
If the quantity of Ei is non-zero, the subsystem Si is entangled with the joint
subsystems Sjk.
Next, we regard the tri-partite system as being two sub-systems which is the
Si and the joint subsystem Sjk. The mutual information is described by:
I(ρjk, ρi) = S(ρi) +S(ρjk)−S(ρ123) ≥ 0 (5.26)
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The conditional informations are given by:
I(ρjk|ρi) = S(ρ123)−S(ρi)
I(ρi|ρjk) = S(ρ123)−S(ρjk) (5.27)
As with examples A and B, the non-zero values of I(ρjk, ρi) indicate that the
subsystem Si is correlated with the subsystems Sjk (and if ρ123 describes a
pure state, then these two subsystems are entangled). Also in the general
case that ρ123 describes a mixed state, negative values of I(ρjk|ρi) or I(ρi|ρjk)
indicate that the subsystems Si and Sjk are entangled, while positive values
of both of these quantities do not lead to any conclusion.
In tri-partite systems, we can present another entropic quantity, which we
call the quantum conditional mutual information. It is given by:
I(ρj; ρk|ρi) = S(ρij) +S(ρik)−S(ρ123)−S(ρi) (5.28)
According to the strong subadditive property [65, 66, 67], this quantity is
non-negative. Zero values of I(ρj; ρk|ρi) indicate that the reduced density
matrix ρjk is separable[68].
5.4.2 Numerical Results in Tri-partite System
In Table(5.3), we consider the pure states |c′〉 = Sc|c〉, and calculate nu-
merical results for the various quantities before and after the symplectic
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transformation SC . The zero-value of the linear entropies show that before
the transformation the subsystem Si with Sjk is separable. After the trans-
formations, the values of the linear entropies are non-zero and the subsystem
Si is entangled with the joint subsystems Sjk.
We also calculated the mutual informations I(ρi, ρjk). The results show that
these are correlations (classical and quantum) between the subsystem Si and
Sjk, which increase after the transformation SC . We also calculate the con-
ditional informations I(ρi|ρjk). The negative values indicated that the sub-
systems Si and Sjk are entangled after the transformations. Table(5.3) also
shows the values for the quantum conditional mutual information I(ρi; ρj|ρk).
Figures (5.7, 5.8) present the results of linear entropies Ei of equation(5.25).
Table 5.3: Various quantities which characterize the entanglement before
and after the transformation SC .
before transf. after transf. SC
E1 for the state |c〉 of Eq(5.20) 0 0.6115
E2 for the state |c〉 of Eq(5.20) 0 0.5374
E3 for the state |c〉 of Eq(5.20) 0 0.6070
I(ρ1, ρ23) for the mixed states ρ123(0.6) of Eq(5.19) 0 .4149 1.8780
I(ρ2, ρ13) for the mixed states ρ123(0.6) of Eq(5.19) 0.3569 1.7812
I(ρ3, ρ12) for the mixed states ρ123(0.6) of Eq(5.19) 0.2562 1.9876
I(ρ1|ρ23)for the mixed states ρ123(0.6) of Eq(5.19) 0.1520 -0.8320
I(ρ2|ρ13) for the mixed states ρ123(0.6) of Eq(5.19) 0.0360 -0.8563
I(ρ3|ρ12) for the mixed states ρ123(0.6) of Eq(5.19) 0.0163 -0.9128
I(ρ2; ρ3|ρ1) for the mixed states ρ123(0.6) of Eq(5.19) 0.0162 1.3585
I(ρ1; ρ3|ρ2) for the mixed states ρ123(0.6) of Eq(5.19) 0.0741 1.4552
I(ρ1; ρ2|ρ3) for the mixed states ρ123(0.6) of Eq(5.19) 0.1749 1.2488
In Figure(5.7), we plot the value of quantities of Ei(p)(0 ≤ p ≤ 1) for den-
sity matrix ρ123 of equation(5.19) which is before the transformations. We
consider that pure state ρ123(when p=0,and also p=1), the linear entropy
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Ei = 1 − Tr[ρ2i ] = 1 − Tr[ρ2jk] = 0, otherwise the positive value of linear
entropy show that 1 − Tr[ρ2i ] 6= 1 − Tr[ρ2jk]. Similarly, Figure(5.8) plots
the value of linear entropy for density matrix ρ′123 = SCρ123S
†
C (eg. af-
ter symplectic transformation SC). We notice the results of linear entropy
Ei = 1 − Tr[ρ2i ] = 1 − Tr[ρ2jk] > 0(when p=0, or p=1). That means, the
pure state ρ123 after transformation is entangled. Figure(5.8) also plot the
results for mixed state ρ′123(0 < p < 1), and we notice for this case, the linear
entropy 1− Tr[ρ2i ] 6= 1− Tr[ρ2jk].
In Figure(5.9) we present the mutual information I(ρjk, ρi) as functions of p,
before and after the transformation. The mutual information show that the
correlations (classical and quantum)between Sjk and Si, increase drastically
after the transformation. In Figure(5.10) we present the conditional infor-
mation I(ρjk|ρi) as function p before and after the transformations. After
the transformations, we noticed the values of the conditional information are
all negative indicated that the Si and Sjk become entangled.
The conditional information I(ρi|ρjk) as function p presented in Figure(5.11).
The same conclusion with Figure(5.10), that after the transformations SC ,
the conditional information show that the subsystem Si are entangled with
the joint subsystem Sjk.
Also the quantum conditional mutual information I(ρi; ρj|ρk) as function p
presented in Figure(5.12). This figure plots the values of the conditional
mutual information before and after the transformations. We see that it
takes non-negative values as required by the strong subadditivity property.
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Figure 5.7: Linear entropy E(p) for the states ρ123 of equation(5.19). Curve
A1 shows E1(p) = 1 − Tr[ρ1(p)2]; Curve A2 shows E23(p) = 1 − Tr[ρ23(p)2].
Curve B1 shows E2(p) = 1 − Tr[ρ2(p)2]; Curve B2 shows E13(p) = 1 −
Tr[ρ13(p)
2]. Curve C1 shows E3(p) = 1−Tr[ρ3(p)2]; Curve C2 shows E12(p) =
1− Tr[ρ12(p)2].
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Figure 5.8: Linear entropy E(p) for the states ρ′123 of equation(5.23). Curve
A1 shows E1(p) = 1 − Tr[ρ′1(p)2]; Curve A2 shows E23(p) = 1 − Tr[ρ′23(p)2].
Curve B1 shows E2(p) = 1 − Tr[ρ′2(p)2]; Curve B2 shows E13(p) = 1 −
Tr[ρ′13(p)
2]. Curve C1 shows E3(p) = 1−Tr[ρ′3(p)2]; Curve C2 shows E12(p) =
1− Tr[ρ′12(p)2].
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Figure 5.9: Mutual information I(ρ1, ρ23) (curve A1); I(ρ2, ρ13) (curve B1);
I(ρ3, ρ12) (curve C1). The same quantities for the transformed states ρ
′
123 =
SCρ123S
†
C are also presented (curves A2,B2,C2).
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Figure 5.10: The conditional information I(ρ23|ρ1) (curve A1); I(ρ13|ρ2)
(curve B1); I(ρ12|ρ3) (curve C1). The same quantities for the transformed
states ρ′123 = SCρ123S
†
C are also presented (curves A2,B2,C2).
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Figure 5.11: The conditional information I(ρ1|ρ23) (curve A1); I(ρ2|ρ13)
(curve B1); I(ρ3|ρ12) (curve C1). The same quantities for the transformed
states ρ′123 = SCρ123S
†
C are also presented (curves A2,B2,C2).
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Figure 5.12: Conditional mutual information I(ρ2; ρ3|ρ1) (curve A1);
I(ρ1; ρ3|ρ2) (curve B1); I(ρ1; ρ2|ρ3) (curve C1). The same quantities for the
transformed states ρ′123 = SCρ123S
†
C are also presented (curves A2,B2,C2).
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5.5 Measurement in First Subsystem of Bi-
partite Systems
We next consider a measurement in the first subsystem of a bi-partite system.
We consider the projection operators is ΠN = piN⊗1(piN is in equation(2.59)).
In this section, we use four different examples to calculate the entropic values
after a measurement on a density matrix ρ. We present examples where ρ is
separable state, entangled state. See Appendix C for the source codes (The
MathWorksTM MATLAB). In this case, the new density matrix is
ρmeaN =
ΠNρΠN
TrρΠN
(5.29)
where N = 0, 1, . . . , d− 1.
If we do a measurement without looking at the outcome then,
ρ˜ =
d−1∑
N=0
ΠNρΠN
=
d−1∑
N=0
Tr(ρΠN)ρ
mea
N (5.30)
where N = 0, 1, . . . , d− 1.
Calculation of the reduced density matrix of second subsystem gives
ρmea2,N = Tr1ρ
mea
12,N (5.31)
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for the case that the outcome is N , and
ρ˜2 = Tr1ρ˜12 (5.32)
for the case that we do not know the outcome.
The entropy of ρ2, ρ
mea
2,N and ρ˜2 are:
S(ρ2) = −Tr(ρ2 ln ρ2)
S(ρmea2,N ) = −Tr(ρmea2,N ln ρmea2,N )
S(ρ˜2) = −Tr(ρ˜2 ln ρ˜2) (5.33)
5.5.1 Separable States
In this case, the density matrix is defined as
ρ12 = p(|a〉〈a|) + (1− p)|b〉〈b|, where 0 ≤ p ≤ 1; (5.34)
State |a〉 and |b〉 both same with equation(5.5). We calculate the value of
quantities of the entropy S(ρ2), S(ρ˜2) and S(ρ
mea
2,N )(equation(5.33)) with
p = 0.3, the results show in Table(5.4).
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Table 5.4: Measurement for separable states. Results of entropy for density
matrix ρ2, ρ˜2 and ρ
mea
2,N .
The Entropy of the Second Subsystem
ρ2 for Equation(5.33) 0.2988
ρ˜2 for Equation(5.33) 0.2988
Π0 0.3379
ρmea2,N Π1 0.0425
for equation Π2 0.0869
(5.33) Π3 0.3347
Π4 0.3287
We note that S(ρ˜2) ≤ S(ρ2). This means that the measurement on the first
subsystem increases on average, the knowledge about the second subsystem.
However, we note that for N = 0,S(ρmea2,0 ) > S(ρ2). So the previous state-
ment is true on average. Figure(5.13) shows these quantities for 0 ≤ p ≤ 1.
In Figure(5.13) we see that, for example, when N = 0, and 0 ≤ p < 0.38,
S(ρmea2,0 ) > S(ρ2), otherwise S(ρ
mea
2,0 ) < S(ρ2).
5.5.2 Entangled States
In this subsection, we consider the density matrix,
ρ12 = n(|a〉〈a|+ |a〉〈b|+ |b〉〈a|+ |b〉〈b|) (5.35)
where n is a normalization factor. States |a〉 and |b〉 are defined in equation(5.5).
We calculate the values of the entropiesS(ρ2),S(ρ˜2) andS(ρ
mea
2,N ) in Table(5.5).
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Figure 5.13: Entropy for the separate states ρ. Curve S(ρ2) shows the
entropies of ρ2 which is before the measurement. Curve Π0,Π1,Π2,Π3,Π4
shows the entropy results of ρ2 which is after the measurements
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Table 5.5: Measurement for entangled states. Results of entropy for density
matrix ρ2, ρ˜2 and ρ
mea
2,N .
The entropy of the second subsystem.
ρ2 for equation(5.33) 0.2071
ρ˜2 for equation(5.33) 0.2071
Π0 0
ρmea2,N Π1 0
for equation Π2 0
(5.33) Π3 0
Π4 0
5.5.3 Measurement
Here we consider the states ρ′12(p) = SAρ12S
†
A and ρ
′′
12(p) = SBρ12S
†
B defined
in equation(5.9). The various of quantities S(ρ2), S(ρ˜2) and S(ρ
mea
2,N ) are
shown in Tables(5.6) and (5.7) correspondingly. Also the Figure(5.14) and
(5.15) show the quantities of S(ρ2) and S(ρ
mea
2,N ) for 0 ≤ p ≤ 1.
Table 5.6: Measurement for example ρ′12(p) = SAρ12S
†
A. Results of entropy
for density matrix ρ2, ρ˜2 and ρ
mea
2,N with p = 0.3.
The entropy of the second subsystem
ρ2 for example ρ
′
12(0.3)(sec.5.2) 1.4480
ρ˜2 for equation(5.33) 1.4480
Π0 0.4215
ρmea2,N Π1 0.3542
for equation Π2 0.5153
(5.33) Π3 0.3146
Π4 0.5285
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Figure 5.14: Entropy for example SA. Curve S(ρ2) shows the entropies
of ρ2 which is before the measurement. Curve Π0,Π1,Π2,Π3,Π4 shows the
entropy results of ρ2 which is after the measurement.
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Figure 5.15: Entropy for example SB. Curve S(ρ2) shows the entropies
of ρ2 which is before the measurement. Curve Π0,Π1,Π2,Π3,Π4 shows the
entropy results of ρ2 which is after the measurement.
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Table 5.7: Measurement for example ρ′′12(p) = SBρ12S
†
B. Results of entropy
for density matrix ρ2, ρ˜2,N and ρ
mea
2,N with p = 0.3.
The Entropy of the Second Subsystem
ρ2 for example ρ
′′
12(0.3)(sec.5.2) 1.4865
ρ˜2 for equation(5.33) 1.4865
Π0 0.5095
ρmea2,N Π1 0.6274
for equation Π2 0.4727
(5.33) Π3 0.4991
Π4 0.5674
5.6 Summary
In this chapter, we have seen how the measurement on the first subsystem
affects our knowledge about the second subsystem. We have given various
entropic quantities to demonstrate this.
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Chapter 6: Conclusion
The symplectic Sp(2,Z℘) transformations play an important role in both
classical and quantum mechanics. In classical mechanics they preserve the
Poisson brackets . In quantum mechanics they preserve the commutation
relations.
In the present context of finite quantum systems, they preserve equation(4.13)
and this leads to the constraints of equation(4.16). For this reason, although
all global unitary transformations can turn a product state into an entangled
state, the symplectic ones are of special importance.
The main subject of this thesis is the study of the symplectic transformation
in multi-partite finite quantum systems. Based on the commutativity of the
projectors pii(m) and pii(n) in equation(4.23), we constructed a relatively
simple method for the calculation of the symplectic operator S.
Using the symplectic operators S, we apply the symplectic transformation
Sp(4,Z℘) in bi-partite systems. We also consider Sp(6,Z℘) transformations
in tri-partite systems. We calculate various of numerical results in Table(5.2),
and plot Figures(5.1-5.6). These proved that how the symplectic transfor-
mations affect the correlations and the entanglement between the two sub-
systems.
We also plot Figures(5.7-5.12) and present various entropic quantities in
Table(5.3) for tri-partite systems. We consider in tri-partite systems, the
correlations and entanglement are more complex between this three subsys-
tems. We also consider measurement on one of the subsystems, and study
its effect on the other subsystem.
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Appendix A - Heisenberg-Weyl
Group
For a position state is |m〉X , momentum state is |m〉P ,
XβZα = ZαXβω−αβ, α, β ∈ Zd (6.1)
D(α, β) = ZαXβω(−2−1αβ) (6.2)
Proof equation D(α, β)|m〉X = ω(2−1αβ + αm)|m+ β〉X
D(α, β)|m〉X = ZαXβω(−1
2
αβ)|m〉X
= XβZαω(αβ)ω(−1
2
αβ)|m〉X
= Xβω(αβ)ω(−1
2
αβ)ω(αm)|m〉X
= Xβω(
1
2
αβ + αm)|m〉X
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= ω(
1
2
αβ + αm)|m+ β〉X (6.3)
Proof equation D(α, β)|m〉P = ω(−2−1αβ − βm)|m+ α〉P
D(α, β)|m〉P = ZαXβω(−1
2
αβ)|m〉P
= Zαω(−1
2
αβ)ω(−mβ)|m〉P
= Zαω(−1
2
αβ − βm)|m〉P
= ω(−1
2
αβ − βm)|m+ α〉P (6.4)
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Appendix B - Source Codes for
Symplectic Transformation
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ST.m %
% programmed by Lina Wang (email: L.WANG4@bradford.ac.uk) %
% %
% Copyright (c) 2008-2009 %
% All Rights Reserved %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [ ] = ST( a11, a12, b11, b12, S, Sc )
% Get ’Kronecker Tensor Product’ of the pure state |a> and |b>
% from inputs;
KTPa = kron(a11,a12);
KTPb = kron(b11,b12);
KTPaS = S*KTPa;
KTPbS = S*KTPb;
KTPaSc = Sc*KTPa;
KTPbSc = Sc*KTPb;
% Get Density Matrix of the pure states;
DMa = KTPa*KTPa’;
DMb = KTPb*KTPb’;
DMaS = KTPaS*KTPaS’;
DMbS = KTPbS*KTPbS’;
DMaSc = KTPaSc*KTPaSc’;
DMbSc = KTPbSc*KTPbSc’;
% Get (Partial) Transpose matrix;
Tm = [];
PTm = [];
TmS = [];
PTmS = [];
TmSc = [];
PTmSc = [];
for i = 1:5
tempTm = [];
tempPTm = [];
tempTmS = [];
tempPTmS = [];
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tempTmSc = [];
tempPTmSc = [];
for j = 1:5
tempTm = [tempTm, (DMa((5*i-4):(5*i),(5*j-4):(5*j))).’];
tempPTm = [tempPTm, (DMb((5*i-4):(5*i),(5*j-4):(5*j))).’];
tempTmS = [tempTmS, (DMaS((5*i-4):(5*i),(5*j-4):(5*j))).’];
tempPTmS = [tempPTmS, (DMbS((5*i-4):(5*i),(5*j-4):(5*j))).’];
tempTmSc = [tempTmSc, (DMaSc((5*i-4):(5*i),(5*j-4):(5*j))).’];
tempPTmSc = [tempPTmSc, (DMbSc((5*i-4):(5*i),(5*j-4):(5*j))).’];
end
Tm = [Tm; tempTm];
PTm = [PTm; tempPTm];
TmS = [TmS; tempTmS];
PTmS = [PTmS; tempPTmS];
TmSc = [TmSc; tempTmSc];
PTmSc = [PTmSc; tempPTmSc];
end
% Compute Reduce Density matrix;
counter = 1;
for lambda = 0:0.02:1
rho = lambda*DMa + (1-lambda)*DMb;
RDm_1 = [];
RDm_2 = zeros(5);
rhoS = lambda*DMaS + (1-lambda)*DMbS;
RDmS_1 = [];
RDmS_2 = zeros(5);
rhoSc = lambda*DMaSc + (1-lambda)*DMbSc;
RDmSc_1 = [];
RDmSc_2 = zeros(5);
for i = 1:5
tempRho = [];
tempTrace = [];
tempRhoS = [];
tempTraceS = [];
tempRhoSc = [];
tempTraceSc = [];
for j = 1:5
tempTrace = [tempTrace, trace(rho((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceS = [tempTraceS, trace(rhoS((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSc = [tempTraceSc, trace(rhoSc((5*i-4):(5*i),(5*j-4):(5*j)))];
if(j==i)
RDm_2 = RDm_2 + rho((5*i-4):(5*i),(5*j-4):(5*j));
RDmS_2 = RDmS_2 + rhoS((5*i-4):(5*i),(5*j-4):(5*j));
RDmSc_2 = RDmSc_2 + rhoSc((5*i-4):(5*i),(5*j-4):(5*j));
end
end
RDm_1 = [RDm_1; tempTrace];
RDmS_1 = [RDmS_1; tempTraceS];
RDmSc_1 = [RDmSc_1; tempTraceSc];
end
% Calculate Linear Entropics;
LE_1(counter) = 1 - trace(RDm_1^2);
LE_2(counter) = 1 - trace(RDm_2^2);
LES_1(counter) = 1 - trace(RDmS_1^2);
LES_2(counter) = 1 - trace(RDmS_2^2);
LESc_1(counter) = 1 - trace(RDmSc_1^2);
LESc_2(counter) = 1 - trace(RDmSc_2^2);
% Calculate Entropics;
E_1(counter) = trace(RDm_1*logmm(RDm_1));
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E_2(counter) = trace(RDm_2*logmm(RDm_2));
E(counter) = trace(rho*logmm(rho));
ES_1(counter) = trace(RDmS_1*logmm(RDmS_1));
ES_2(counter) = trace(RDmS_2*logmm(RDmS_2));
ES(counter) = trace(rhoS*logmm(rhoS));
ESc_1(counter) = trace(RDmSc_1*logmm(RDmSc_1));
ESc_2(counter) = trace(RDmSc_2*logmm(RDmSc_2));
ESc(counter) = trace(rhoSc*logmm(rhoSc));
% Calculate Negativities based on Density matrix;
Dm = lambda*Tm + (1-lambda)*PTm;
N(counter) = 0.5*(trace((Dm’*Dm)^(0.5))-1);
DmS = lambda*TmS + (1-lambda)*PTmS;
NS(counter) = 0.5*(trace((DmS’*DmS)^(0.5))-1);
DmSc = lambda*TmSc + (1-lambda)*PTmSc;
NSc(counter) = 0.5*(trace((DmSc’*DmSc)^(0.5))-1);
% Calculate Mutual Information;
MI(counter) = E(counter) - E_1(counter) - E_2(counter);
MIS(counter) = ES(counter) - ES_1(counter) - ES_2(counter);
MISc(counter) = ESc(counter) - ESc_1(counter) - ESc_2(counter);
% Compute Conditional Entropies;
CE_1(counter) = E_1(counter) - E(counter);
CE_2(counter) = E_2(counter) - E(counter);
CES_1(counter) = ES_1(counter) - ES(counter);
CES_2(counter) = ES_2(counter) - ES(counter);
CESc_1(counter) = ESc_1(counter) - ESc(counter);
CESc_2(counter) = ESc_2(counter) - ESc(counter);
counter = counter + 1;
end
% Plot the result figures;
figure(1);
plot(0:0.02:1, MI, ’k’, 0:0.02:1, MIS, ’k’, 0:0.02:1, MISc, ’k’);
axis([0, 1, -0.5, 3.0]);
figure(2);
plot(0:0.02:1, CE_1, ’k’, 0:0.02:1, CES_1, ’k’, 0:0.02:1, CESc_1, ’k’);
axis([0, 1, -1.4, 0.2]);
figure(3);
plot(0:0.02:1, CE_2, ’k’, 0:0.02:1, CES_2, ’k’, 0:0.02:1, CESc_2, ’k’);
axis([0, 1, -1.4, 0.4]);
figure(4);
plot(0:0.02:1, N, ’k’, 0:0.02:1, NS, ’k’, 0:0.02:1, NSc, ’k’);
axis([0, 1, -0.2, 1.8]);
figure(5);
plot(0:0.02:1, LE_1, ’-k’, 0:0.02:1, LE_2, ’*k’);
axis([0, 1, -0.05, 0.45]);
figure(6);
plot(0:0.02:1, LES_1, ’-k’, 0:0.02:1, LES_2, ’*k’, 0:0.02:1, LESc_1, ’*k’, 0:0.02:1, LESc_2, ’*k’);
axis([0, 1, 0.64, 0.76]);
end
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% STTestDriver.m %
% programmed by Lina Wang (email: L.WANG4@bradford.ac.uk) %
% %
% Copyright (c) 2008-2009 %
% All Rights Reserved %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Initialize Matlab Workspace;
close all;
clear;
clc;
% Generate testing data for pure states
% |a> = a1 \otimes a2;
% and
% |b> = b1 \otimes b2;
a1 = [
0.25 - 0.23i;
0.05 - 0.07i;
0.23 - 0.04i;
0.33 - 0.41i;
sqrt(1 - abs(0.25 - 0.23i)^2 - abs(0.05 - 0.07i)^2 ...
- abs(0.23 - 0.04i)^2 - abs(0.33 - 0.41i)^2)
];
a2 = [
0.54 + 0.31i;
0.11 + 0.21i;
0.09 + 0.41i;
0.02 + 0.14i;
sqrt(1 - abs(0.54 + 0.31i)^2 - abs(0.11 + 0.21i)^2 ...
- abs(0.09 + 0.41i)^2 - abs(0.02 + 0.14i)^2)
];
b1 = [
0.13 + 0.15i;
0.25 + 0.32i;
0.69 + 0.08i;
0.06 + 0.4i;
sqrt(1 - abs(0.13 + 0.15i)^2 - abs(0.25 + 0.32i)^2 ...
- abs(0.69 + 0.08i)^2 - abs(0.06 + 0.4i)^2)
];
b2 = [
0.125 + 0.035i;
0.25 + 0.061i;
0.134 + 0.235i;
0.15 + 0.015i;
sqrt(1 - abs(0.125 + 0.035i)^2 - abs(0.25 + 0.061i)^2 ...
- abs(0.134 + 0.235i)^2 - abs(0.15 + 0.015i)^2)
];
% Generate parameter ’w’;
w = exp(i*2*pi/5);
% Generate Pauli Operators for testing;
X = [
0, 0, 0, 0, 1;
1, 0, 0, 0, 0;
0, 1, 0, 0, 0;
0, 0, 1, 0, 0;
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0, 0, 0, 1, 0
];
Z = [
w^(-2), 0, 0, 0, 0;
0, w^(-1), 0, 0, 0;
0, 0, w^(0), 0, 0;
0, 0, 0, w^1, 0;
0, 0, 0, 0, w^2
];
% Generate Symplectic Operator for testing;
X1 = kron(Z^(-1), X^(-2)*Z);
Z1 = kron(X^(2)*Z, X);
X2 = kron(X^(2)*Z, X^(2));
Z2 = kron(X, X^(-1)*Z);
S = Symplectic(X1, Z1, X2, Z2);
% Generate another Symplectic Operator for testing;
X1c = kron(X*Z, X*Z^(2));
Z1c = kron(X^(-2), X*Z);
X2c = kron(X^(-1), X*Z);
Z2c = kron(X^(-1)*Z, X^(-1)*Z);
Sc = Symplectic(X1c, Z1c, X2c, Z2c);
% Run Symplectic Transformation with generated testing data;
% ’ST’ provides the Entanglement results;
ST(a1, a2, b1, b2, S, Sc);
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Appendix C - Source Codes for
Measurement
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Mea.m %
% programmed by Lina Wang (email: L.WANG4@bradford.ac.uk) %
% %
% Copyright (c) 2008-2009 %
% All Rights Reserved %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [ SP, En, SA,SB ] = ...
Mea( a, b, Proj1, Proj2, Proj3, Proj4, Proj5, SyA, SyB )
% Mea function goes to calculation the measurement results;
% Inputs:
% ’a’ and ’b’ is the pure states;
% Outputs:
% ’SP’ is measurement results for Seperate state;
% ’En’ is measurement results for Entangled state;
% ’SA’ is measurement results for seperate state after
% Symplectic operater SyA;
% ’SB’ is measurement results for seperate state after
% Symplectic operater SyB;
% Compute Reduce Density matrix for seperate state;
counter = 1;
for lambda = 0:0.02:1
% Original density matrix;
rho_Sp = lambda*(a*a’) + (1-lambda)*b*b’;
RDmSp_2 = zeros(5);
% The density matrix for unknown the outcome yet;
rho_Sp1 = Proj1*rho_Sp*Proj1;
rho_Sp2 = Proj2*rho_Sp*Proj2;
rho_Sp3 = Proj3*rho_Sp*Proj3;
rho_Sp4 = Proj4*rho_Sp*Proj4;
rho_Sp5 = Proj5*rho_Sp*Proj5;
rho_Sp_Sum = rho_Sp1 + rho_Sp2 + rho_Sp3 + rho_Sp4 + rho_Sp5;
RDmSpSum_2 = zeros(5);
% Get the measurement density matrix;
rho_Sp_Mea1 = Proj1*rho_Sp*Proj1/(trace(rho_Sp*Proj1));
RDmSpMea1_2 = zeros(5);
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rho_Sp_Mea2 = Proj2*rho_Sp*Proj2/(trace(rho_Sp*Proj2));
RDmSpMea2_2 = zeros(5);
rho_Sp_Mea3 = Proj3*rho_Sp*Proj3/(trace(rho_Sp*Proj3));
RDmSpMea3_2 = zeros(5);
rho_Sp_Mea4 = Proj4*rho_Sp*Proj4/(trace(rho_Sp*Proj4));
RDmSpMea4_2 = zeros(5);
rho_Sp_Mea5 = Proj5*rho_Sp*Proj5/(trace(rho_Sp*Proj5));
RDmSpMea5_2 = zeros(5);
for i = 1:5
tempTrace = [];
tempTraceSum = [];
tempTraceMea1 = [];
tempTraceMea2 = [];
tempTraceMea3 = [];
tempTraceMea4 = [];
tempTraceMea5 = [];
for j = 1:5
tempTrace = [tempTrace, trace(rho_Sp((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSum = [tempTraceSum, trace(rho_Sp_Sum((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceMea1 = [tempTraceMea1, trace(rho_Sp_Mea1((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceMea2 = [tempTraceMea2, trace(rho_Sp_Mea2((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceMea3 = [tempTraceMea3, trace(rho_Sp_Mea3((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceMea4 = [tempTraceMea4, trace(rho_Sp_Mea4((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceMea5 = [tempTraceMea5, trace(rho_Sp_Mea5((5*i-4):(5*i),(5*j-4):(5*j)))];
if(j==i)
RDmSp_2 = RDmSp_2 + rho_Sp((5*i-4):(5*i),(5*j-4):(5*j));
RDmSpSum_2 = RDmSpSum_2 + rho_Sp_Sum((5*i-4):(5*i),(5*j-4):(5*j));
RDmSpMea1_2 = RDmSpMea1_2 + rho_Sp_Mea1((5*i-4):(5*i),(5*j-4):(5*j));
RDmSpMea2_2 = RDmSpMea2_2 + rho_Sp_Mea2((5*i-4):(5*i),(5*j-4):(5*j));
RDmSpMea3_2 = RDmSpMea3_2 + rho_Sp_Mea3((5*i-4):(5*i),(5*j-4):(5*j));
RDmSpMea4_2 = RDmSpMea4_2 + rho_Sp_Mea4((5*i-4):(5*i),(5*j-4):(5*j));
RDmSpMea5_2 = RDmSpMea5_2 + rho_Sp_Mea5((5*i-4):(5*i),(5*j-4):(5*j));
end
end
end
E2(counter) = -trace(RDmSp_2*logm(RDmSp_2));
ESum2(counter) = -trace(RDmSpSum_2*logm(RDmSpSum_2));
EMea1_2(counter) = -trace(RDmSpMea1_2*logm(RDmSpMea1_2));
EMea2_2(counter) = -trace(RDmSpMea2_2*logm(RDmSpMea2_2));
EMea3_2(counter) = -trace(RDmSpMea3_2*logm(RDmSpMea3_2));
EMea4_2(counter) = -trace(RDmSpMea4_2*logm(RDmSpMea4_2));
EMea5_2(counter) = -trace(RDmSpMea5_2*logm(RDmSpMea5_2));
counter=counter+1;
end
% When lambda = 0.3, get the entropy of \rho_2,
% \widetilde{{\rho_{2}}, and \rho_{2,N}^{mea}
% N is equal 0,1,...,4 for Seperate state.
SP = [E2(16); ESum2(16); EMea1_2(16); EMea2_2(16); EMea3_2(16); EMea4_2(16); EMea5_2(16)]
% Compute Reduce Density matrix for Entangled state;
% Original density matrix.
temp_rho_En =a*a’ + a*b’ + b*a’ +b*b’;
rho_En = temp_rho_En/trace(temp_rho_En);
RDmEn_2 = zeros(5);
% The density matrix for un-known the outcome yet;
rho_En1 = Proj1*rho_En*Proj1;
rho_En2 = Proj2*rho_En*Proj2;
rho_En3 = Proj3*rho_En*Proj3;
rho_En4 = Proj4*rho_En*Proj4;
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rho_En5 = Proj5*rho_En*Proj5;
rho_En_Sum = rho_En1 + rho_En2 + rho_En3 + rho_En4 + rho_En5;
RDmEnSum_2 = zeros(5);
% Get the measurement density matrix;
rho_En_Mea1 = Proj1*rho_En*Proj1/(trace(rho_En*Proj1));
RDmEnMea1_2 = zeros(5);
rho_En_Mea2 = Proj2*rho_En*Proj2/(trace(rho_En*Proj2));
RDmEnMea2_2 = zeros(5);
rho_En_Mea3 = Proj3*rho_En*Proj3/(trace(rho_En*Proj3));
RDmEnMea3_2 = zeros(5);
rho_En_Mea4 = Proj4*rho_En*Proj4/(trace(rho_En*Proj4));
RDmEnMea4_2 = zeros(5);
rho_En_Mea5 = Proj5*rho_En*Proj5/(trace(rho_En*Proj5));
RDmEnMea5_2 = zeros(5);
for i = 1:5
tempTraceEn = [];
tempTraceEnSum = [];
tempTraceEnMea1 = [];
tempTraceEnMea2 = [];
tempTraceEnMea3 = [];
tempTraceEnMea4 = [];
tempTraceEnMea5 = [];
for j = 1:5
tempTraceEn = [tempTraceEn, trace(rho_En((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceEnSum = [tempTraceEnSum, trace(rho_En_Sum((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceEnMea1 = [tempTraceEnMea1, trace(rho_En_Mea1((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceEnMea2 = [tempTraceEnMea2, trace(rho_En_Mea2((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceEnMea3 = [tempTraceEnMea3, trace(rho_En_Mea3((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceEnMea4 = [tempTraceEnMea4, trace(rho_En_Mea4((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceEnMea5 = [tempTraceEnMea5, trace(rho_En_Mea5((5*i-4):(5*i),(5*j-4):(5*j)))];
if(j==i)
RDmEn_2 = RDmEn_2 + rho_En((5*i-4):(5*i),(5*j-4):(5*j));
RDmEnSum_2 = RDmEnSum_2 + rho_En_Sum((5*i-4):(5*i),(5*j-4):(5*j));
RDmEnMea1_2 = RDmEnMea1_2 + rho_En_Mea1((5*i-4):(5*i),(5*j-4):(5*j));
RDmEnMea2_2 = RDmEnMea2_2 + rho_En_Mea2((5*i-4):(5*i),(5*j-4):(5*j));
RDmEnMea3_2 = RDmEnMea3_2 + rho_En_Mea3((5*i-4):(5*i),(5*j-4):(5*j));
RDmEnMea4_2 = RDmEnMea4_2 + rho_En_Mea4((5*i-4):(5*i),(5*j-4):(5*j));
RDmEnMea5_2 = RDmEnMea5_2 + rho_En_Mea5((5*i-4):(5*i),(5*j-4):(5*j));
end
end
end
EEn2 = -trace(RDmEn_2*logm(RDmEn_2));
EEnSum2 = -trace(RDmEnSum_2*logm(RDmEnSum_2));
EEnMea1_2 = -trace(RDmEnMea1_2*logm(RDmEnMea1_2));
EEnMea2_2 = -trace(RDmEnMea2_2*logm(RDmEnMea2_2));
EEnMea3_2 = -trace(RDmEnMea3_2*logm(RDmEnMea3_2));
EEnMea4_2 = -trace(RDmEnMea4_2*logm(RDmEnMea4_2));
EEnMea5_2 = -trace(RDmEnMea5_2*logm(RDmEnMea5_2));
%When p=0.3, get the entropy of \rho_2,
% \widetilde{{\rho_{2}}, and \rho_{2,N}^{mea}
% N is equal 0,1,...,4 for Entangled state.
En = [EEn2; EEnSum2; EEnMea1_2; EEnMea2_2; EEnMea3_2; EEnMea4_2; EEnMea5_2]
% Compute Reduce Density matrix for seperate state
% after the Symplecitc operator SyA;
counter = 1;
for lambda = 0:0.02:1
% Original density matrix.
rho_SA = lambda*((SyA*a)*(SyA*a)’) + (1-lambda)*((SyA*b)*(SyA*b)’);
RDmSA_2 = zeros(5);
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% The density matrix for un-known the outcome yet;
rho_SA1 = Proj1*rho_SA*Proj1;
rho_SA2 = Proj2*rho_SA*Proj2;
rho_SA3 = Proj3*rho_SA*Proj3;
rho_SA4 = Proj4*rho_SA*Proj4;
rho_SA5 = Proj5*rho_SA*Proj5;
rho_SA_Sum = rho_SA1 + rho_SA2 + rho_SA3 + rho_SA4 + rho_SA5;
RDmSASum_2 = zeros(5);
% Get the measurement density matrix.
rho_SA_Mea1 = Proj1*rho_SA*Proj1/(trace(rho_SA*Proj1));
RDmSAMea1_2 = zeros(5);
rho_SA_Mea2 = Proj2*rho_SA*Proj2/(trace(rho_SA*Proj2));
RDmSAMea2_2 = zeros(5);
rho_SA_Mea3 = Proj3*rho_SA*Proj3/(trace(rho_SA*Proj3));
RDmSAMea3_2 = zeros(5);
rho_SA_Mea4 = Proj4*rho_SA*Proj4/(trace(rho_SA*Proj4));
RDmSAMea4_2 = zeros(5);
rho_SA_Mea5 = Proj5*rho_SA*Proj5/(trace(rho_SA*Proj5));
RDmSAMea5_2 = zeros(5);
for i = 1:5
tempTraceSA = [];
tempTraceSASum = [];
tempTraceSAMea1 = [];
tempTraceSAMea2 = [];
tempTraceSAMea3 = [];
tempTraceSAMea4 = [];
tempTraceSAMea5 = [];
for j = 1:5
tempTraceSA = [tempTraceSA, trace(rho_SA((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSASum = [tempTraceSASum, trace(rho_SA_Sum((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSAMea1 = [tempTraceSAMea1, trace(rho_SA_Mea1((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSAMea2 = [tempTraceSAMea2, trace(rho_SA_Mea2((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSAMea3 = [tempTraceSAMea3, trace(rho_SA_Mea3((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSAMea4 = [tempTraceSAMea4, trace(rho_SA_Mea4((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSAMea5 = [tempTraceSAMea5, trace(rho_SA_Mea5((5*i-4):(5*i),(5*j-4):(5*j)))];
if(j==i)
RDmSA_2 = RDmSA_2 + rho_SA((5*i-4):(5*i),(5*j-4):(5*j));
RDmSASum_2 = RDmSASum_2 + rho_SA_Sum((5*i-4):(5*i),(5*j-4):(5*j));
RDmSAMea1_2 = RDmSAMea1_2 + rho_SA_Mea1((5*i-4):(5*i),(5*j-4):(5*j));
RDmSAMea2_2 = RDmSAMea2_2 + rho_SA_Mea2((5*i-4):(5*i),(5*j-4):(5*j));
RDmSAMea3_2 = RDmSAMea3_2 + rho_SA_Mea3((5*i-4):(5*i),(5*j-4):(5*j));
RDmSAMea4_2 = RDmSAMea4_2 + rho_SA_Mea4((5*i-4):(5*i),(5*j-4):(5*j));
RDmSAMea5_2 = RDmSAMea5_2 + rho_SA_Mea5((5*i-4):(5*i),(5*j-4):(5*j));
end
end
end
ESA2(counter) = -trace(RDmSA_2*logm(RDmSA_2));
ESASum2(counter) = -trace(RDmSASum_2*logm(RDmSASum_2));
ESAMea1_2(counter) = -trace(RDmSAMea1_2*logm(RDmSAMea1_2));
ESAMea2_2(counter) = -trace(RDmSAMea2_2*logm(RDmSAMea2_2));
ESAMea3_2(counter) = -trace(RDmSAMea3_2*logm(RDmSAMea3_2));
ESAMea4_2(counter) = -trace(RDmSAMea4_2*logm(RDmSAMea4_2));
ESAMea5_2(counter) = -trace(RDmSAMea5_2*logm(RDmSAMea5_2));
counter=counter+1;
end
% When lambda = 0.3, get the entropy of \rho_2,
% \widetilde{{\rho_{2}}, and \rho_{2,N}^{mea}
% N is equal 0,1,...,4 for Seperate state after symplectic operator SyA.
SA = [ESA2(16); ESASum2(16); ...
ESAMea1_2(16); ESAMea2_2(16); ESAMea3_2(16); ESAMea4_2(16); ESAMea5_2(16)]
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% Compute Reduce Density matrix for seperate state
% after the Symplecitc operator SyA;
counter = 1;
for lambda = 0:0.02:1
% Original density matrix.
rho_SB = lambda*((SyB*a)*(SyB*a)’) + (1-lambda)*((SyB*b)*(SyB*b)’);
RDmSB_2 = zeros(5);
% The density matrix for un-known the outcome;
rho_SB1 = Proj1*rho_SB*Proj1;
rho_SB2 = Proj2*rho_SB*Proj2;
rho_SB3 = Proj3*rho_SB*Proj3;
rho_SB4 = Proj4*rho_SB*Proj4;
rho_SB5 = Proj5*rho_SB*Proj5;
rho_SB_Sum = rho_SB1 + rho_SB2 + rho_SB3 + rho_SB4 + rho_SB5;
RDmSBSum_2 = zeros(5);
% Get the measurement density matrix;
rho_SB_Mea1 = Proj1*rho_SB*Proj1/(trace(rho_SB*Proj1));
RDmSBMea1_2 = zeros(5);
rho_SB_Mea2 = Proj2*rho_SB*Proj2/(trace(rho_SB*Proj2));
RDmSBMea2_2 = zeros(5);
rho_SB_Mea3 = Proj3*rho_SB*Proj3/(trace(rho_SB*Proj3));
RDmSBMea3_2 = zeros(5);
rho_SB_Mea4 = Proj4*rho_SB*Proj4/(trace(rho_SB*Proj4));
RDmSBMea4_2 = zeros(5);
rho_SB_Mea5 = Proj5*rho_SB*Proj5/(trace(rho_SB*Proj5));
RDmSBMea5_2 = zeros(5);
for i = 1:5
tempTraceSB = [];
tempTraceSBSum = [];
tempTraceSBMea1 = [];
tempTraceSBMea2 = [];
tempTraceSBMea3 = [];
tempTraceSBMea4 = [];
tempTraceSBMea5 = [];
for j = 1:5
tempTraceSB = [tempTraceSB, trace(rho_SB((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSBSum = [tempTraceSBSum, trace(rho_SB_Sum((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSBMea1 = [tempTraceSBMea1, trace(rho_SB_Mea1((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSBMea2 = [tempTraceSBMea2, trace(rho_SB_Mea2((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSBMea3 = [tempTraceSBMea3, trace(rho_SB_Mea3((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSBMea4 = [tempTraceSBMea4, trace(rho_SB_Mea4((5*i-4):(5*i),(5*j-4):(5*j)))];
tempTraceSBMea5 = [tempTraceSBMea5, trace(rho_SB_Mea5((5*i-4):(5*i),(5*j-4):(5*j)))];
if(j==i)
RDmSB_2 = RDmSB_2 + rho_SB((5*i-4):(5*i),(5*j-4):(5*j));
RDmSBSum_2 = RDmSBSum_2 + rho_SB_Sum((5*i-4):(5*i),(5*j-4):(5*j));
RDmSBMea1_2 = RDmSBMea1_2 + rho_SB_Mea1((5*i-4):(5*i),(5*j-4):(5*j));
RDmSBMea2_2 = RDmSBMea2_2 + rho_SB_Mea2((5*i-4):(5*i),(5*j-4):(5*j));
RDmSBMea3_2 = RDmSBMea3_2 + rho_SB_Mea3((5*i-4):(5*i),(5*j-4):(5*j));
RDmSBMea4_2 = RDmSBMea4_2 + rho_SB_Mea4((5*i-4):(5*i),(5*j-4):(5*j));
RDmSBMea5_2 = RDmSBMea5_2 + rho_SB_Mea5((5*i-4):(5*i),(5*j-4):(5*j));
end
end
end
ESB2(counter) = -trace(RDmSB_2*logm(RDmSB_2));
ESBSum2(counter) = -trace(RDmSBSum_2*logm(RDmSBSum_2));
ESBMea1_2(counter) = -trace(RDmSBMea1_2*logm(RDmSBMea1_2));
ESBMea2_2(counter) = -trace(RDmSBMea2_2*logm(RDmSBMea2_2));
ESBMea3_2(counter) = -trace(RDmSBMea3_2*logm(RDmSBMea3_2));
ESBMea4_2(counter) = -trace(RDmSBMea4_2*logm(RDmSBMea4_2));
ESBMea5_2(counter) = -trace(RDmSBMea5_2*logm(RDmSBMea5_2));
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counter=counter+1;
end
% When lambda = 0.3, get the entropy of \rho_2,
% \widetilde{{\rho_{2}}, and \rho_{2,N}^{mea}
% N is equal 0,1,...,4 for Seperate state after symplectic operator SyB.
SB = [ESB2(16); ESBSum2(16); ...
ESBMea1_2(16); ESBMea2_2(16); ESBMea3_2(16); ESBMea4_2(16); ESBMea5_2(16)]
end
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% MeaTestDriver.m %
% programmed by Lina Wang (email: L.WANG4@bradford.ac.uk) %
% %
% Copyright (c) 2008-2009 %
% All Rights Reserved %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Initialize Matlab Workspace;
close all;
clear;
clc;
% Generate testing data for pure states
% |a> = a1 \otimes a2;
% and
% |b> = b1 \otimes b2;
a1 = [
0.25 - 0.23i;
0.05 - 0.07i;
0.23 - 0.04i;
0.33 - 0.41i;
sqrt(1 - abs(0.25 - 0.23i)^2 - abs(0.05 - 0.07i)^2 ...
- abs(0.23 - 0.04i)^2 - abs(0.33 - 0.41i)^2)
];
a2 = [
0.54 + 0.31i;
0.11 + 0.21i;
0.09 + 0.41i;
0.02 + 0.14i;
sqrt(1 - abs(0.54 + 0.31i)^2 - abs(0.11 + 0.21i)^2 ...
- abs(0.09 + 0.41i)^2 - abs(0.02 + 0.14i)^2)
];
b1 = [
0.13 + 0.15i;
0.25 + 0.32i;
0.69 + 0.08i;
0.06 + 0.4i;
sqrt(1 - abs(0.13 + 0.15i)^2 - abs(0.25 + 0.32i)^2 ...
- abs(0.69 + 0.08i)^2 - abs(0.06 + 0.4i)^2)
];
b2 = [
0.125 + 0.035i;
0.25 + 0.061i;
0.134 + 0.235i;
0.15 + 0.015i;
sqrt(1 - abs(0.125 + 0.035i)^2 - abs(0.25 + 0.061i)^2 ...
- abs(0.134 + 0.235i)^2 - abs(0.15 + 0.015i)^2)
];
a = kron(a1,a2);
b = kron(b1,b2);
pi_0 = [
1, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0
];
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pi_1 = [
0, 0, 0, 0, 0;
0, 1, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0
];
pi_2 = [
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 1, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0
];
pi_3 = [
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 1, 0;
0, 0, 0, 0, 0
];
pi_4 = [
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 0;
0, 0, 0, 0, 1
];
II = eye(5);
PA0=kron(pi_0,II);
PA1=kron(pi_1,II);
PA2=kron(pi_2,II);
PA3=kron(pi_3,II);
PA4=kron(pi_4,II);
% Generate parameter ’w’;
w = exp(i*2*pi/5);
% Generate Pauli Operators for testing;
X = [
0, 0, 0, 0, 1;
1, 0, 0, 0, 0;
0, 1, 0, 0, 0;
0, 0, 1, 0, 0;
0, 0, 0, 1, 0
];
Z = [
w^(-2), 0, 0, 0, 0;
0, w^(-1), 0, 0, 0;
0, 0, w^(0), 0, 0;
0, 0, 0, w^1, 0;
0, 0, 0, 0, w^2
];
% Generate Symplectic Operator for testing;
X1 = kron(Z^(-1), X^(-2)*Z);
Z1 = kron(X^(2)*Z, X);
X2 = kron(X^(2)*Z, X^(2));
Z2 = kron(X, X^(-1)*Z);
S = Symplectic(X1, Z1, X2, Z2);
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% Generate another Symplectic Operator for testing;
X1c = kron(X*Z, X*Z^(2));
Z1c = kron(X^(-2), X*Z);
X2c = kron(X^(-1), X*Z);
Z2c = kron(X^(-1)*Z, X^(-1)*Z);
Sc = Symplectic(X1c, Z1c, X2c, Z2c);
[Sp, En, SA, SB] = Mea(a,b, PA0,PA1,PA2,PA3,PA4,S,Sc)
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