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Abstract
Let E be a locally convex space, U ⊆ Rn as well as V ⊆ Rm be open
and k, l ∈ N0 ∪ {∞}. Locally convex spaces C
k,l(U × V,E) of functions
with different degrees of differentiability in the U - and V -variable were re-
cently studied by H.Alzaareer, who established an exponential law of the
form Ck,l(U × V,E) ∼= Ck(U,Cl(V,E)). We establish an analogous expo-
nential law Ck,l
W1⊗W2
(U×V,E) ∼= CkW1(U,C
l
W2
(V,E)) for suitable spaces of
weighted Ck,l-maps, as well as an analogue for spaces of weighted contin-
uous functions on locally compact spaces. The results entail that certain
Lie groups ClW(U,H) of weighted mappings introduced by B.Walter are
Ck-regular, for each Ck-regular Lie group H modeled on a locally convex
space and a suitable set of weights W.
1 Introduction
For many purposes in Mathematical Analysis it is very natural to control the
growth of a continuous (or differentiable) function by means of weight functions.
Prime examples ate the Schwartz spaces od rapidly decreasing smooth functions
in the theory of (tempered) distributions.
Spaces of weighted continuous functions on topological spaces were introduced
and studied by L.Nachbin [15] and W.H. Summers [20] (in the scalar-valued
case), K.-D. Bierstedt [3] and Prolla J.B. [18] (in the vector-valued case), and
many others. Many results concerning spaces of weighted differentiable func-
tions can be found in [6] and [21]. The aim of this article is the development of
an Exponential Law for spaces of weighted differentiable functions with values
in locally convex spaces, which says that under some conditions we have
CkW1(U,C
l
W2(V,E))
∼= C
k,l
W1⊗W2
(U × V,E),
where U ⊆ Rn, V ⊆ Rm are open subsets, W1, W2 are sets of weights on U and
V , respectively, and k, l ∈ N0 ∪ {∞}.
Starting with a simpler situation, we consider a subspace CW (X,E) of C(X,E),
where X is a Hausdorff topological space, E is a Hausdorff locally convex space
andW is a set of functions f : X → [0,∞ [ , called weights, and endow it with a
locally convex topology (see Definition 2.1 for details). Using the Exponential
Law for spaces of continuous functions (Proposition 2.12, as discussed in [9,
Appendix B]), we prove Theorem 2.21, which states:
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Theorem (Exponential Law for spaces of weighted continuous func-
tions). Let X1, X2 be locally compact spaces and E be a Hausdorff locally convex
space. Let W1 and W2 be sets of weights on X1 and X2, respectively, such that
(i) W1, W2 satisfy the o-condition,
(ii) all weights f ∈ W1, g ∈ W2 are bounded on compact subsets of X1 and
X2, respectively,
(iii) for each compact subset K ⊆ X1 there exists a weight f ∈ W1 such that
infx∈K f(x) > 0, and likewise for W2.
Then the linear map
Ψ : CW1(X1, CW2(X2, E))→ CW (X1 ×X2, E), γ 7→ γ
∧,
where W =W1 ⊗W2, is a homeomorphism.
Further, after recalling the concept of differentiability in locally convex spaces,
we pass on to spaces of weighted differentiable functions introduced in Defi-
nitions 3.6 and 3.19. Using the Exponential Law for spaces of differentiable
functions (see Proposition 3.20, as proven in [1, Theorem 94]), we prove the
following Theorem 3.37:
Theorem (Exponential Law for spaces of weighted differentiable func-
tions). Let E be a Hausdorff locally convex space, U ⊆ Rn and V ⊆ Rm be
open subsets, and k, l ∈ N0 ∪ {∞}. For the set of weights W1 ⊆ Ck(U, [0,∞ [ )
on U we assume that
(i) W1 satisfies the o-condition,
(ii) for each f ∈ W1 and α ∈ Nn0 with |α| ≤ k there exists g ∈ W1 such that∣∣∣∣ ∂α∂xα f(x)
∣∣∣∣ ≤ g(x)
for all x ∈ U ,
and likewise for the set of weights W2 ⊆ Cl(V, [0,∞ [ ) on V . Then the linear
map
Ψ : CkW1(U,C
l
W2(V,E))→ C
k,l
W (U × V,E), γ 7→ γ
∧,
where W =W1 ⊗W2, is a homeomorphism.
In the proof, we crucially use that the space Ck,lc (U ×V,E) is dense in C
k,l
W (U ×
V,E) (see Proposition 3.26). The proof of this proposition varies the proof of the
density of C∞c (U,R) in the space C
k
W (U,R) by H.G. Garnir, M. De Wilde and J.
Schmets in [6]. An immediate consequence (Corollary 3.38) of the Exponential
Law is that we have
CkW1(U,C
l
W2(V,E))
∼= ClW2(V,C
k
W1(U,E))
for all k, l ∈ N0 ∪ {∞} and suitable sets of weights W1, W2. Moreover, after
some modifications in the proof of Proposition 3.26, we obtain that
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CkW1(U,C
l
W2(K,E))
∼= ClW2(K,C
k
W1(U,E)),
where U ⊆ Rn is open, K ⊆ Rm is convex and compact, and W1, W2 are
appropriate sets of weights on U and K (see Corollary 3.41).
As a special case, constructing a set of weights W1 on a subset U ⊆ Rn such
that
CkW1(U,E) = C
k(U,E)
as topological vector spaces for each k ∈ N0 ∪ {∞}, we get the results
Ck(U,ClW2(V,E))
∼= ClW2(V,C
k(U,E))
and
Ck(K,ClW2(V,E))
∼= ClW2(V,C
k(K,E)),
where U ⊆ Rn is open, K ⊆ Rm is convex and compact, W2 is a suitable set
of weights on an open subset V ⊆ Rm, and l ∈ N0 ∪ {∞} (see Remark 3.42 for
details).
The last section deals with regularity of Lie groups of weighted Lie group-valued
functions. Precisely, applying Corollary 3.41, we show in Theorem 4.5:
Theorem. Let E be a Hausdorff locally convex space and H be a Ck-regular
Lie group modeled on E, with k ∈ N0 ∪ {∞}. Let W ⊆ Cl(U, [0,∞ [ ) be a set
of weights on an open subset U ⊆ Rn such that
(i) 1U ∈ W,
(ii) W satisfies the o-condition,
(iii) for each f ∈ W and α ∈ Nn0 with |α| ≤ l there exists g ∈ W such that∣∣∣∣ ∂α∂xα f(x)
∣∣∣∣ ≤ g(x)
for all x ∈ U .
Then the Lie group G := ClW(U,H) is C
k-regular for each l ∈ N0 ∪ {∞}.
For the theory of Lie groups modeled on locally convex spaces, the reader is
referred to [14], [16] and [10]. It is known (cf. [14] and [7]) that if H is a
locally convex Lie group and K is a smooth compact manifold, then Cl(K,H)
is a locally convex Lie group modeled on the space Cl(K,L(H)) for each l ∈
N0∪{∞}. In Definition 4.2, we recall the concept of Ck-regularity of Lie groups,
which goes back to J.Milnor (see [14]), who works with C∞-regularity (simply
called regularity). If H is a Ck-regular Lie group, then the Lie group Cl(K,H)
is Ck-regular for each l ∈ N0 ∪ {∞} (as proven by H. Glo¨ckner in [8]). The
construction of Lie groups of weighted Lie group-valued functions is discussed
in [21] (generalizing the seminal work of H. Boseck, G. Czichowski and K.-P.
Rudolph [4]). Moreover, B.Walter shows in [21] that if U is an open subset of
a normed space, 1U ∈ W and H is a Banach Lie group, then the Lie group
ClW(U,H) is regular.
3
Exponential laws for function spaces related to infinite-dimensional Lie groups
have also been established in the recent work [13] by A.Kriegl, P.W.Michor
and A.Rainer, in the setting of convenient differential calculus. For the most
part, the results are complementary. Taking U = Rn, V = Rm, k = l = ∞
and W1,W2 as the respective sets of all squares of polynomial functions in
Theorem 3.37, we obtain an exponential law S(Rn+m, E) ∼= S(Rn(S(Rm, E))
for Schwartz spaces of vector-valued rapidly decreasing smooth functions, which
(as a bornological isomorphism) is also covered by [13].
The results presented here are based on the author’s master’s thesis [17] advised
by Helge Glo¨ckner (Paderborn).
All of the topological vector spaces will be K-vector spaces, with K ∈ {R,C}.
Further, we denote the set of all compact subsets of a topological space X by
K(X), and the set of all continuous seminorms on a locally convex space E will
be denoted by PE .
2 Spaces of weighted continuous functions and
the Exponential Law
In this section we present the construction of the space of weighted continuous
functions with values in a locally convex space and the corresponding topology.
We study some important properties of such spaces and finally we establish an
Exponential Law for spaces of weighted continuous functions.
Definition 2.1. Let X be a Hausdorff topological space and E be a Hausdorff
locally convex space. We denote by W a nonempty set of maps f : X → [0,∞ [
such that for each x ∈ X there exists fx ∈ W with fx(x) > 0 (and call the
elements of W weights).
For a continuous function γ : X → E, a seminorm q ∈ PE and f ∈ W we define
‖γ‖f,q := sup
x∈X
f(x)q(γ(x)) ∈ [0,∞] .
Furthermore, we define the vector space of weighted continuous functions
CW(X,E) :=
{
γ ∈ C(X,E) : (∀f ∈ W) (∀q ∈ PE) ‖γ‖f,q <∞
}
and endow it with the locally convex topology induced by the seminorms
‖·‖f,q : CW(X,E)→ [0,∞ [ .
For a subset U ⊆ X we write
CW(U,E) := CW|U (U,E),
where
W |U := {f |U : f ∈ W} .
Finally, for a subset V ⊆ E we define
CW(X,V ) := {γ ∈ CW (X,E) : γ(X) ⊆ V } .
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Remark 2.2. The point evaluation
evx : CW(X,E)→ E, evx(γ) := γ(x)
is continuous for all x ∈ X , since
q(γ(x)) =
1
fx(x)
fx(x)q(γ(x)) ≤
1
fx(x)
‖γ‖fx,q ,
for each seminorm q ∈ PE and a certain weight fx ∈ W with fx(x) > 0. Thus,
the topology on CW(X,E) is Hausdorff.
Remark 2.3. Let X be a Hausdorff topological space and E be a Hausdorff
locally convex space. If W1 is a set of weights on X , then for the set of weights
W2 :=
{
n∑
i=1
rifi : fi ∈ W1, ri > 0 for i ∈ {1, . . . , n} , n ∈ N
}
on X we have
CW1(X,E) = CW2(X,E)
as topological vector spaces. In fact, since W1 ⊆ W2, we have CW2(X,E) ⊆
CW1(X,E) and the inclusion map CW2(X,E)→ CW1(X,E) is continuous. Con-
versely, if γ ∈ CW1(X,E), f ∈ W2 (that is f = r1f1+· · ·+rnfn for some weights
f1, . . . , fn ∈ W1 and r1, . . . , rn > 0) and q ∈ PE , then
‖γ‖f,q = ‖γ‖r1f1+···+rnfn,q ≤ r1 ‖γ‖f1,q + · · ·+ rn ‖γ‖fn,q <∞,
thus γ ∈ CW2(X,E) and the inclusion map CW1(X,E)→ CW2(X,E) is contin-
uous.
Therefore, we can always assume that for a set of weights W on X we have
(∀f1, . . . , fn ∈ W) (∀r1, . . . , rn > 0) r1f1 + · · ·+ rnfn ∈ W .
Remark 2.4. Recall that a basis for the compact-open topology on C(X,Y ),
where X , Y are Hausdorff topological spaces, is given by the sets
⌊K1, U1⌋ ∩ . . . ∩ ⌊Kn, Un⌋ ,
where n ∈ N, K1, . . . ,Kn ∈ K(X), U1, . . . , Un ⊆ Y are open sets and
⌊Ki, Ui⌋ := {γ ∈ C(X,Y ) : γ(Ki) ⊆ Ui}
for each i ∈ {1, . . . , n}. We always endow the space C(X,Y ) with the compact-
open topology. Further, if E is a Hausdorff locally convex space, then the
compact-open topology on C(X,E) coincides with the locally convex topology
induced by the seminorms
‖·‖K,q : C(X,E)→ [0,∞ [ , ‖γ‖K,q := sup
x∈K
q(γ(x)),
where K ∈ K(X) and q ∈ PE . (This topology is known as the topology of
uniform convergence on compact sets . For details, see, for example, [5].
Now we can easily show the continuity of the following inclusion map:
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Lemma 2.5. Let X be a Hausdorff topological space, E be a Hausdorff locally
convex space and W be a set of weights on X. Assume that for each compact
subset K ⊆ X there exists a weight fK ∈ W such that infx∈K fK(x) > 0. Then
the inclusion map
i : CW(X,E)→ C(X,E),
is linear and continuous.
Proof. The linearity of the inclusion map i is clear. Now, for a compact subset
K ⊆ X we have ε := infx∈K fK(x) > 0 for a suitable weight fK ∈ W . Then
ε1K ≤ fK ,
and hence for a seminorm q ∈ PE we get
‖γ‖K,q
def
= sup
x∈K
q(γ(x)) = sup
x∈X
1K(x)q(γ(x))
≤
1
ε
sup
x∈X
fK(x)q(γ(x)) =
1
ε
‖γ‖fK ,q ,
for each γ ∈ CW(X,E). Thus the map i is continuous.
Remark 2.6. If all given weights on X are continuous, then the condition in
Lemma 2.5 is satisfied, that is, for each compact subset K ⊆ X there is a weight
fK ∈ W such that infx∈K fK(x) > 0. In fact, for each weight f ∈ W we define
the set
Uf := {x ∈ X : f(x) > 0} ,
which is an open subset of X , since f is continuous. By definition of W , for
each x ∈ K there is a weight fx ∈ W such that fx(x) > 0, thus x ∈ Ufx . Since
K is compact, there exist x1, . . . , xn ∈ K such that
K ⊆
n⋃
i=1
Ufxi ,
that is, for each x ∈ K we have x ∈ Ufxi for some i ∈ {1, . . . , n}. We set
fK := fx1 + · · ·+ fxn ,
which is a weight on X (see Remark 2.3). Then we see that
(∀x ∈ K)(∃i ∈ {1, . . . , n})fK(x) ≥ fxi(x) > 0,
and, using that the minimum is attained as K is compact, we obtain
inf
x∈K
fK(x) > 0,
as required.
Also superposition operators CW(X,λ) are continuous.
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Lemma 2.7. Let E, F be Hausdorff locally convex spaces and λ : E → F be a
continuous linear function. Let X be a Hausdorff topological space and W be a
set of weights on X. If γ ∈ CW(X,E), then
λ ◦ γ ∈ CW (X,F )
and the map
CW(X,λ) : CW(X,E)→ CW(X,F ), γ 7→ λ ◦ γ
is continuous and linear.
Proof. If q ∈ PF , then q ◦ λ ∈ PE . Therefore, for a weight f ∈ W we see that
‖λ ◦ γ‖f,q
def
= sup
x∈X
f(x)q(λ(γ(x))) = ‖γ‖f,q◦λ <∞,
since γ ∈ CW (X,E). Hence λ ◦ γ ∈ CW(X,F ).
The linearity of the map CW (X,λ) is clear, and we have
‖CW (X,λ)(γ)‖f,q = ‖λ ◦ γ‖f,q = ‖γ‖f,q◦λ ,
thus the continuity follows.
Remark 2.8. We recall that a topological space X is called a k-space if each
subset A ⊆ X is closed if and only if A ∩ K is closed in K for each subset
K ∈ K(X). In this case, a function γ : X → Y to a topological space Y is
continuous if and only if γ
∣∣
K
is continuous for each K ∈ K(X). For example,
each locally convex space and each metrizable space is a k-space. (Details can
be found in [12]).
We show that in the following case the space CW(X,E) is complete.
Proposition 2.9. Let X be a k-space and E be a complete Hausdorff locally
convex space. If W is a set of weights on X such that for each compact set
K ⊆ X there exists a weight fK ∈ W such that infx∈K fK(x) > 0, then the
space CW (X,E) is complete.
Proof. Let (γa)a∈A be a Cauchy net in CW(X,E). Since the inclusion map
i : CW (X,E) → C(X,E) is continuous (see Lemma 2.5), (γa)a∈A is a Cauchy
net in C(X,E). But the space C(X,E) is complete, by [12, 7, Thm.12], whence
(γa)a∈A converges to a γ ∈ C(X,E). It remains to show that γ ∈ CW(X,E) and
the Cauchy net (γa)a∈A converges to γ in CW(X,E). To this end, let f ∈ W ,
q ∈ PE and ε > 0. There exists an index aε ∈ A such that
(∀a1, a2 ≥ aε) ‖γa1 − γa2‖f,q ≤ ε,
that is
(∀a1, a2 ≥ aε, x ∈ X)f(x)q(γa1 (x)− γa2(x)) ≤ ε,
by definition of the seminorm ‖·‖f,q. Passing to the limit in a2, we obtain
(∀a1 ≥ aε, x ∈ X)f(x)q(γa1(x) − γ(x)) ≤ ε. (1)
Thus we see that for all x ∈ X
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f(x)q(γ(x)) = f(x)q(γa1 (x) + γ(x)− γa1(x))
≤ f(x)q(γa1 (x)) + f(x)q(γ(x) − γa1(x))
≤ f(x)q(γa1 (x)) + ε,
hence
‖γ‖f,q ≤ ‖γa1‖f,q + ε <∞.
Thus γ ∈ CW (X,E) and (1) shows that (γa)a∈A converges to γ in CW(X,E),
as required.
We construct a set of weights for maps on products using sets of weights on the
two factors.
Definition 2.10. Let X1 and X2 be Hausdorff topological spaces and W1, W2
be sets of weights on X1 and X2, respectively. For f1 ∈ W1 and f2 ∈ W2 we
define the map
f1 ⊗ f2 : X1 ×X2 → [0,∞ [ , (x1, x2) 7→ f1(x1)f2(x2)
and obtain a set of weights on X1 ×X2 via
W1 ⊗W2 := {f1 ⊗ f2 : f1 ∈ W1, f2 ∈ W2} .
The following lemma will be useful.
Lemma 2.11. Let E, F be Hausdorff locally convex spaces and λ : E → F be
a continuous, linear and injective function. If for each seminorm q1 ∈ PE there
exists a seminorm q2 ∈ PF such that q2(λ(x)) = q1(x) for all x ∈ E, then λ is
a topological embedding.
Proof. We need to show that the map(
λ
∣∣λ(E))−1 : λ(E)→ E
is continuous. Let q1 ∈ PE . By assumption, there exists a seminorm q2 ∈ PF
such that q1 = q2 ◦ λ. Then
q1(λ
−1(y)) = q2(λ(λ
−1(y))) = q2(y),
for all y ∈ λ(E). Hence λ is a topological embedding.
Before proving the first part of the Exponential Law for spaces of weighted
continuous functions, let us recall the Exponential Law for spaces of continuous
functions, which can be found in [9, Proposition B.15].
Proposition 2.12 (Exponential Law for spaces of continuous func-
tions). Let X1, X2, Y be Hausdorff topological spaces. If γ : X1 ×X2 → Y is
a continuous map, then also the map
γ∨ : X1 → C(X2, Y ), x 7→ γ
∨(x) := γ(x, •)
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is continuous. Moreover, the map
Φ : C(X1 ×X2, Y )→ C(X1, C(X2, Y )), γ 7→ γ
∨
is a topological embedding.
If X2 is locally compact or X1 ×X2 is a k-space, then Φ is a homeomorphism.
Theorem 2.13. Let E be a Hausdorff locally convex space and X1, X2 be
Hausdorff topological spaces such that X2 is locally compact or X1 × X2 is a
k-space. Let W1 and W2 be sets of weights on X1 and X2, respectively. We
assume that for each compact subset K ⊆ X1 there exists a weight f ∈ W1 such
that infx∈K f(x) > 0, and likewise for W2. If γ ∈ CW1(X1, CW2(X2, E)), then
γ∧ ∈ CW(X1 ×X2, E),
where γ∧ is the map
γ∧ : X1 ×X2 → E, γ
∧(x1, x2) := γ(x1)(x2)
and W =W1 ⊗W2. Furthermore, the map
Ψ : CW1(X1, CW2(X2, E))→ CW(X1 ×X2, E), γ 7→ γ
∧
is linear and a topological embedding.
Proof. By Lemma 2.7, the map
CW1(X1, i) : CW1(X1, CW2(X2, E))→ CW1(X1, C(X2, E))
is continuous and linear, where i is the continuous and linear inclusion map
i : CW2(X2, E)→ C(X2, E),
as in Lemma 2.5. Also the inclusion map
j : CW1(X1, C(X2, E))→ C(X1, C(X2, E))
is continuous and linear, by Lemma 2.5. We assumed thatX1×X2 is a k-space or
X2 is locally compact, thus the map Φ in Proposition 2.12 is a homeomorphism.
Hence, using the inverse map
Φ−1 : C(X1, C(X2, E))→ C(X1 ×X2, E), γ 7→ γ
∧
we set
Θ := Φ−1 ◦ j ◦ CW1(X1, i)
and obtain the continuous linear map
Θ : CW1(X1, CW2(X2, E))→ C(X1 ×X2, E),
γ 7→ γ∧.
To show that γ∧ ∈ CW (X1 × X2, E) for each γ ∈ CW1(X1, CW2(X2, E)), let
q ∈ PE and f ∈ W , that is f = f1 ⊗ f2 for some weights f1 ∈ W1, f2 ∈ W2.
Then
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‖γ∧‖f,q
def
= sup
(x1,x2)∈X1×X2
f1 ⊗ f2(x1, x2)q(γ
∧(x1, x2))
= sup
(x1,x2)∈X1×X2
f1(x1)f2(x2)q(γ(x1)(x2))
= sup
x1∈X1
f1(x1) sup
x2∈X2
f2(x2)q(γ(x1)(x2)).
Since γ(x1) ∈ CW2(X2, E), we see that
sup
x2∈X2
f2(x2)q(γ(x1)(x2)) = ‖γ(x1)‖f2,q <∞,
and hence
sup
x1∈X1
f1(x1) sup
x2∈X2
f2(x2)q(γ(x1)(x2)) = sup
x1∈X1
f1(x1) ‖γ(x1)‖f2,q
= ‖γ‖f1,‖·‖f2,q
<∞,
since γ ∈ CW1(X1, CW2(X2, E)), whence γ
∧ ∈ CW (X1 × X2, E), as required.
Therefore, we have Θ (CW1(X1, CW2(X2, E))) ⊆ CW (X1 ×X2, E) and the map
Ψ := Θ
∣∣∣CW(X1×X2,E) : CW1(X1, CW2(X2, E))→ CW (X1 ×X2, E),
γ 7→ γ∧
is continuous, linear and, obviously, injective. Thus, Ψ is a topological embed-
ding, by Lemma 2.11, since
‖Ψ(γ)‖f,q = ‖γ
∧‖f,q = ‖γ‖f1,‖.‖f2,q
,
for each f1 ∈ W1, f2 ∈ W2, q ∈ PE and γ ∈ CW1(X1, CW2(X2, E)).
We want to find conditions ensuring that the topological embedding defined in
the preceding theorem will be bijective. We will work with spaces of continuous
compactly supported functions:
Definition 2.14. Let X be a Hausdorff topological space and E be a Hausdorff
locally convex space. For a compact subset K ⊆ X we define the space
CK(X,E) := {γ ∈ C(X,E) : supp(γ) ⊆ K}
(where supp(γ) denotes the support of γ) and endow it with the locally convex
topology defined by the seminorms
‖·‖q : CK(X,E)→ [0,∞ [ , ‖γ‖q := sup
x∈K
q(γ(x)),
where q ∈ PE.
Additionally, we define the space
Cc(X,E) := {γ ∈ C(X,E) : supp(γ) is compact} .
10
We obviously have
Cc(X,E) =
⋃
K∈K(X)
CK(X,E).
Applying the classical Exponential Law (Proposition 2.12), we get the following
result:
Lemma 2.15. Let X1, X2 be Hausdorff topological spaces and E be a Hausdorff
locally convex space. If γ ∈ CK1×K2(X1 × X2, E) for some compact subsets
K1 ⊆ X1, K2 ⊆ X2, then
γx := γ(x, •) ∈ CK2(X2, E)
for all x ∈ X1 and
γ∨ ∈ CK1(X1, CK2(X2, E)),
where γ∨ is the map
γ∨ : X1 → CK2(X2, E), γ
∨(x) := γx.
Proof. The map γx1 is continuous for each x1 ∈ X1. Further, if x2 ∈ X2\K2,
then we have
γx1(x2) = γ(x1, x2) = 0,
whence supp(γx1) ⊆ K2. Thus we have
γx1 ∈ CK2(X2, E).
That is, γ∨(X1) ⊆ CK2(X2, E) and using Proposition 2.12, we see that
γ∨ : X1 → CK2(X2, E), γ
∨(x) := γx
is continuous. For x1 ∈ X1\K1 and x2 ∈ X2 we have
γ∨(x1)(x2) = γ(x1, x2) = 0,
whence supp(γ∨) ⊆ K1, and therefore γ∨ ∈ CK1(X1, CK2(X2, E)), as required.
The following lemma will be helpful for an important result.
Lemma 2.16. Let X be a Hausdorff topological space, E be a Hausdorff locally
convex space and K ⊆ X be a compact subset. If W is a set of weights on X
such that each weight f ∈ W is bounded on K, then
CK(X,E) ⊆ CW(X,E)
and the inclusion map
i : CK(X,E)→ CW(X,E)
is continuous and linear.
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Proof. Let γ ∈ CK(X,E), f ∈ W and q ∈ PE . Since f is bounded on K, we set
r := sup
x∈K
f(x) <∞,
and obtain
‖γ‖f,q
def
= sup
x∈X
f(x)q(γ(x)) = sup
x∈K
f(x)q(γ(x)) ≤ r ‖γ‖q <∞,
whence γ ∈ CW(X,E).
The inclusion map i : CK(X,E)→ CW(X,E) is obviously linear and since
‖γ‖f,q ≤ r ‖γ‖q ,
the map i is continuous.
Proposition 2.17. Let X1, X2 be Hausdorff topological spaces, E be a Haus-
dorff locally convex space and W1, W2 be sets of weights on X1 and X2, respec-
tively. If each of the following conditions is satisfied:
(i) X2 is locally compact or X1 ×X2 is a k-space,
(ii) all weights f ∈ W1, g ∈ W2 are bounded on compact subsets of X1 and
X2, respectively,
(iii) for each compact subset K ⊆ X1 there exists a weight f ∈ W1 such that
infx∈K f(x) > 0, and likewise for W2,
then Cc(X1 ×X2, E) ⊆ im(Ψ), where Ψ is the topological embedding
Ψ : CW1(X1, CW2(X2, E))→ CW(X1 ×X2, E), γ 7→ γ
∧
defined in Theorem 2.13.
Proof. Let γ ∈ Cc(X1 × X2, E). We show that γ∨ ∈ CW1(X1, CW2(X2, E)).
(Then Ψ(γ∨) = (γ∨)∧ = γ, and the proof is finished.) Consider the projections
pi1 : X1 ×X2 → X1, pi2 : X1 ×X2 → X2
onto the first and second component, respectively. For K := supp(γ) ⊆ X1×X2
we defineK1 := pi1(K) andK2 := pi2(K). SinceK is compact and the projection
maps are continuous, the setsK1 andK2 are compact and we haveK ⊆ K1×K2,
whence γ ∈ CK1×K2(X1 × X2, E). From Lemma 2.15 we conclude that γ
∨ ∈
CK1(X1, CK2(X2, E)). The inclusion map
i : CK2(X,E)→ CW2(X2, E)
is continuous and linear by Lemma 2.16, thus we have
γ∨ = i ◦ γ∨ ∈ CK1(X1, CW2(X2, E)) ⊆ CW1(X1, CW2(X2, E)),
as required.
We introduce the following notation:
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Definition 2.18. Let X be a Hausdorff topological space. For two functions
f, g : X → [0,∞ [ we write
f = o(g)
if for each ε > 0 there exists a compact subset Kε ⊆ X such that f(x) ≤ εg(x)
for all x ∈ X\Kε.
We say that a set of weights W on X satisfies the o-condition if for each weight
f ∈ W there exists a weight g ∈ W such that f = o(g).
Lemma 2.19. Let X1, X2 be Hausdorff topological spaces. If the sets of weights
W1 and W2 on X1 and X2, respectively, satisfy the o-condition, then also the
set of weights W1 ⊗W2 on X1 ×X2 satisfies the o-condition.
Proof. Let f ∈ W1 ⊗W2, that is f = f1 ⊗ f2, where f1 ∈ W1 and f2 ∈ W2. By
assumption, f1 = o(g1) and f2 = o(g2) for some weights g1 ∈ W1, g2 ∈ W2. By
Remark 2.3, we can define the weights h1 := f1+ g1 ∈ W1, h2 := f2 + g2 ∈ W2,
so that
f1 ≤ h1, f1 = o(h1),
f2 ≤ h2, f2 = o(h2).
Now, given ε > 0, there exist compact subsets K1 ⊆ X1, K2 ⊆ X2 such that for
x1 ∈ X1\K1, x2 ∈ X2
f1(x1)f2(x2) ≤ εh1(x1)f2(x2) ≤ εh1(x1)h2(x2),
and for x1 ∈ X1, x2 ∈ X2\K2
f1(x1)f2(x2) ≤ f1(x1)εh2(x2) ≤ h1(x1)εh2(x2).
Hence, since the subset K1 ×K2 ⊆ X1 ×X2 is compact, we have
f = o(h),
where h := h1 ⊗ h2 ∈ W1 ⊗W2.
The next lemma enables us to prove the Exponential Law for spaces of weighted
continuous functions.
Lemma 2.20. Let X be a Hausdorff locally compact space and E be a Hausdorff
locally convex space. If W is a set of weights on X such that
(i) each weight f ∈ W is bounded on compact subsets of X,
(ii) the o-condition is satisfied,
then Cc(X,E) is dense in CW(X,E).
Proof. Using Lemma 2.16, we conclude that Cc(X,E) ⊆ CW (X,E). By as-
sumption,W satisfies the o-condition, thus for a weight f ∈ W there is a weight
g ∈ W such that f = o(g). Let γ ∈ CW(X,E), q ∈ PE and ε > 0. We choose a
δ > 0 such that
δ ‖γ‖g,q < ε. (2)
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Since f = o(g), there is a compact subset Kδ ⊆ X with
f(x) ≤ δg(x) (3)
for all x ∈ X\Kδ. The space X is assumed locally compact, thus there is an
open subset Uδ ⊆ X such that Uδ is compact and Kδ ⊆ Uδ. By Urysohn’s
Lemma, there is a continuous function h : X → [0, 1] such that h
∣∣
Kδ
= 1 and
h
∣∣
X\Uδ
= 0. We set
η := h · γ.
Then η ∈ Cc(X,E) because supp(η) ⊆ Uδ. Further,
f(x)q(η(x) − γ(x)) = 0
for all x ∈ Kδ. Now, if x ∈ X\Kδ, then we have
f(x)q(η(x) − γ(x)) = f(x)q(h(x)γ(x) − γ(x)) = f(x) |h(x) − 1|︸ ︷︷ ︸
≤1
q(γ(x))
≤ f(x)q(γ(x)) ≤ δg(x)q(γ(x)),
using (3). Therefore
‖η − γ‖f,q ≤ δ ‖γ‖g,q < ε,
by the choice of δ in (2). Thus Cc(X,E) is dense in CW (X,E).
Theorem 2.21 (Exponential Law for spaces of weighted continuous
functions). Let X1, X2 be locally compact spaces and E be a Hausdorff locally
convex space. Let W1 and W2 be sets of weights on X1 and X2, respectively,
such that
(i) W1, W2 satisfy the o-condition,
(ii) all weights f ∈ W1, g ∈ W2 are bounded on compact subsets of X1 and
X2, respectively,
(iii) for each compact subset K ⊆ X1 there exists a weight f ∈ W1 such that
infx∈K f(x) > 0, and likewise for W2.
Then the linear map
Ψ : CW1(X1, CW2(X2, E))→ CW (X1 ×X2, E), γ 7→ γ
∧,
where W =W1 ⊗W2, is a homeomorphism.
Proof. Step 1. First we assume that the space E is complete. Since X is a k-
space, being locally compact, we conclude from Proposition 2.9 that CW2(X2, E)
is complete, whence also CW1(X1, CW2(X2, E)) is complete. By Theorem 2.13,
the map Ψ is a topological embedding, thus im(Ψ) is complete, hence it is closed
in CW(X1×X2, E). We know by Proposition 2.17 that Cc(X1×X2, E) ⊆ im(Ψ).
Moreover, by Lemma 2.20, the space Cc(X1×X2, E) is dense in CW(X1×X2, E)
(because X1×X2 is locally compact andW =W1⊗W2 satisfies the o-condition,
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by Lemma 2.19). Thus im(Ψ) is dense in CW (X1 ×X2, E). Consequently, we
have
im(Ψ) = im(Ψ) = CW (X1 ×X2, E),
which shows that the topological embedding Ψ is surjective, hence a homeomor-
phism.
Step 2. Now we show the surjectivity of Ψ in the general case. To this end, let
γ ∈ CW(X1 ×X2, E) ⊆ CW(X1×X2, E˜), where E˜ is the completion of E. The
map
Ψ˜ : CW1(X1, CW2(X2, E˜))→ CW(X1 ×X2, E˜), η 7→ η
∧
is bijective, by Step 1, thus there exists η ∈ CW1(X1, CW2(X2, E˜)) such that
Ψ˜(η) = η∧ = γ.
But this means that
η(x1)(x2) = η
∧(x1, x2) = γ(x1, x2) ∈ E
for all (x1, x2) ∈ X1 × X2, whence η ∈ CW1(X1, CW2(X2, E)). Therefore, we
have Ψ(η) = γ, and Ψ is surjective, as asserted.
3 Spaces of weighted differentiable functions and
the Exponential Law
In this section we establish an Exponential Law for spaces of weighted differ-
entiable functions. First of all we recall some concepts of differentiability of
maps between locally convex spaces (the calculus of maps defined on open sub-
sets of locally convex spaces goes back to A.Bastiani [2] and is also known as
Keller’s Ckc -calculus [11]). SInce we are also interested in differentiability on sets
which are not necessarily open (for example, on the interval [0, 1]), we recall the
following concept (cf. [10]):
Definition 3.1. Let E be a Hausdorff locally convex space. We call a subset
U ⊆ E locally convex if each element x ∈ U has a convex neighborhood V ⊆ U .
Note that each open set and each convex set with nonempty interior satisfies
this condition.
Definition 3.2. Let E, F be Hausdorff locally convex spaces
(a) Let γ : U → F be a map on an open subset U ⊆ E. For x ∈ U and h ∈ E
the derivative of γ at x in the direction h is defined as
Dhγ(x) := d
(1)γ(x, h) := dγ(x, h) := lim
t→0
γ(x+ th)− γ(x)
t
,
whenever the limit exists.
For k ∈ N the map γ is called a Ck-map if γ is continuous, the iterated
directional derivatives
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d(j)γ(x, h1, . . . , hj) := (Dhj · · ·Dh1γ)(x)
exist for all j ∈ N with j ≤ k, (x, h1, . . . , hj) ∈ U × E
j , and define
continuous functions
d(j)γ : U × Ej → F.
If γ is Ck for each k ∈ N, then γ is called C∞ or smooth; continuous maps
are called C0 and d(0)γ := γ.
(b) Let U ⊆ E be a locally convex subset with dense interior. A continuous
map γ : U → F is called a Ck-map (for k ∈ N0 ∪ {∞}) if γ
∣∣
U◦
: U◦ → F
is Ck and for each j ∈ N0 with j ≤ k the map d(j)
(
γ
∣∣
U◦
)
: U◦ ×Ej → F
admits a (unique) continuous extension d(j)γ : U × Ej → F .
In [1], a notion of differentiability on products of locally convex subsets is pre-
sented:
Definition 3.3. Let E1, . . . , En and F be Hausdorff locally convex spaces.
(a) Let Ui ⊆ Ei be an open subset for each i ∈ {1, . . . , n} and α ∈ (N0 ∪
{∞})n. A continuous function γ : U1 × · · · × Un → F is called a Cα-map
if for all β ∈ Nn0 with β ≤ α the iterated directional derivatives
dβγ(x, h1, . . . , hn) := (D˘1 · · · D˘nγ)(x),
where
D˘iγ(x) := (D(hi)∗βi
· · ·D(hi)∗1γ)(x)
exist for all x := (x1, . . . , xn) ∈ U1 × · · · × Un, hi := ((hi)1, . . . , (hi)βi) ∈
Eβii , h
∗
i := ((hi)
∗
1, . . . , (hi)
∗
βi
) ∈ ({0}i−1 × Ei × {0}n−1)βi and the maps
dβγ : U1 × · · · × Un × E
β1
1 × · · · × E
βn
n → F
are continuous.
(b) Let Ui ⊆ Ei be a locally convex subset with dense interior for each i ∈
{1, . . . , n} and α ∈ (N0∪{∞})n. A continuous map γ : U1×· · ·×Un → F
is called a Cα-map if γ
∣∣
U◦1×···×U
◦
n
: U◦1 × · · · × U
◦
n → F is a C
α-map and
for all β ∈ Nn0 with β ≤ α the maps
dβ(γ
∣∣
U◦1×···×U
◦
n
) : U◦1 × · · · × U
◦
n × E
β1
1 × · · · × E
βn
n → F
extend to (unique) continuous maps
dβγ : U1 × · · · × Un × E
β1
1 × · · · × E
βn
n → F.
16
Now, consider the following concept of differentiability for functions defined on
subsets of Rn:
Definition 3.4. Let E be a Hausdorff locally convex space.
(a) Let U ⊆ Rn be an open subset, γ : U → E be a continuous function, x ∈ U
and i ∈ {1, . . . , n}. We define the partial derivative of γ with respect to
the i-th variable via
∂1
∂xi
γ(x) :=
∂
∂xi
γ(x) := lim
t→0
γ(x+ tei)− γ(x)
t
,
whenever the limit exists. We call γ partially C1 if γ is continuous, the
partial derivative ∂
∂xi
γ(x) exists for each x ∈ U and i ∈ {1, . . . , n} and
each of the maps
∂
∂xi
γ : U → E
is continuous. For k ∈ N ∪ {∞} we call γ a partially Ck-map if γ is
partially C1 and each of the partial derivatives ∂
∂xi
γ is partially Ck−1. In
this case we denote the higher partial derivatives of γ by
∂α
∂xα
γ(x) :=
∂α1
∂xα11
· · ·
∂αn
∂xαnn
γ(x)
for x ∈ U and α ∈ Nn0 with |α| ≤ k, which define continuous functions
∂α
∂xα
γ : U → E.
Finally, we call continuous maps partially C0.
(b) If U ⊆ Rn is a locally convex subset with dense interior, then we call a con-
tinuous map γ : U → E partially Ck (for k ∈ N0∪{∞}) if γ
∣∣
U◦
: U◦ → E
is partially Ck and the maps ∂
α
∂xα
(
γ
∣∣
U◦
)
: U◦ → E extend to (unique) con-
tinuous maps ∂
α
∂xα
γ : U → E for all α ∈ Nn0 with |α| ≤ k.
Remark 3.5. If E is a Hausdorff locally convex space, U := U1×· · ·×Un ⊆ Rn
is a locally convex subset with dense interior, and k ∈ N0 ∪ {∞}, then for a
continuous function γ : U → E the following assertions are equivalent:
(i) γ is partially Ck,
(ii) γ is Cα for each α ∈ (N0 ∪ {∞})n with |α| ≤ k,
(iii) γ is Ck.
Moreover, the topology on the space Ck(U,E) (consisting of all Ck-functions
γ : U → E) defined in [1] coincides with the locally convex topology defined by
the seminorms
‖·‖K,α,q : C
k(U,E)→ [0,∞ [ , ‖γ‖K,α,q := sup
x∈K
q
(
∂α
∂xα
γ(x)
)
,
where α ∈ Nn0 with |α| ≤ k, q ∈ PE and K ⊆ U is compact.
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We pass on to the definition of the space of weighted differentiable functions:
Definition 3.6. Let E be a Hausdorff locally convex space, U ⊆ Rn be a
locally convex subset with dense interior and γ : U → E be partially Ck with
k ∈ N0∪{∞}. LetW be a set of weights on U . For a weight f ∈ W , a seminorm
q ∈ PE and α ∈ Nn0 with |α| ≤ k we define
‖γ‖f,α,q := sup
x∈U
f(x)q
(
∂α
∂xα
γ(x)
)
∈ [0,∞] .
Further, we define the vector space of weighted Ck-functions
CkW(U,E) := {γ ∈ C
k(U,E) :(∀f ∈ W)(∀q ∈ PE)
(∀α ∈ Nn0 , |α| ≤ k) ‖γ‖f,α,q <∞}
and endow it with the locally convex topology induced by the seminorms
‖·‖f,α,q : C
k
W(U,E)→ [0,∞ [
where f ∈ W , q ∈ PE and α ∈ Nn0 with |α| ≤ k.
For a subset V ⊆ E we additionally define
CkW(U, V ) := {γ ∈ C
k
W(U,E) : γ(U) ⊆ V }.
Remark 3.7. We recall that for a set X , the initial topology on X with respect
to the family (γi)i∈I of mappings γi : X → Yi into topological spaces Yi is
defined as the coarsest topology making each γi continuous.
Remark 3.8. The topology on CkW(U,E) is Hausdorff, since the point evalua-
tion map evx : C
k
W (U,E)→ E, γ 7→ γ(x) is continuous for each x ∈ U , this can
be shown as in Remark 2.2.
Further, the topology on CkW(U,E) for k ∈ N is initial with respect to the maps
∂α
∂xα
: CkW (U,E)→ CW(U,E)
for α ∈ Nn0 with |α| ≤ k. Moreover, using the transitivity of initial topologies
(cf. [10]), one can show that this topology is initial with respect to the maps
j : CkW (U,E)→ CW(U,E),
∂
∂xi
: CkW (U,E)→ C
k−1
W (U,E)
where j is the inclusion map and i ∈ {1, . . . , n}. That is, the map
Θ : CkW(U,E)→ CW(U,E)× C
k−1
W (U,E)
n, γ 7→ (γ,
∂
∂x1
γ, . . .
∂
∂xn
γ)
is a (linear) topological embedding.
Further, the topology on C∞W (U,E) is initial with respect to the inclusion maps
C∞W (U,E)→ C
k
W (U,E)
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for k ∈ N0; we even have
C∞W (U,E) = lim←−C
k
W (U,E).
The following lemma can be proven similarly to Lemma 2.5.
Lemma 3.9. Let E be a Hausdorff locally convex space and U ⊆ Rn be a locally
convex subset with dense interior. Let W be a set of weights on U such that for
each compact subset K ⊆ U there is a weight fK ∈ W with infx∈K fK(x) > 0.
Then the inclusion map
i : CkW (U,E)→ C
k(U,E)
is linear and continuous for each k ∈ N0 ∪ {∞}.
The next two lemmas can be proven with simple induction.
Lemma 3.10. Let F be a Hausdorff locally convex space, U ⊆ Rn be a locally
convex subset with dense interior and γ : U → F be a partially Ck-map for
k ∈ N ∪ {∞}. If E is a subspace of F , then γ ∈ Ck(U,E) if and only if
∂α
∂xα
γ(U) ⊆ E for each α ∈ Nn0 with |α| ≤ k.
Lemma 3.11. Let E, F be Hausdorff locally convex spaces and λ : E → F
be a continuous linear map. Let U ⊆ Rn be a locally convex subset with dense
interior and γ : U → E be a partially Ck-map with k ∈ N ∪ {∞}. The map
λ ◦ γ : U → F is partially Ck and
∂α
∂xα
(λ ◦ γ) = λ ◦
∂α
∂xα
γ
for each α ∈ Nn0 with |α| ≤ k.
The continuity of superposition operators CkW(U, λ) can be proven similarly to
Lemma 2.7, using the preceding fact.
Lemma 3.12. Let E, F be Hausdorff locally convex spaces and λ : E → F be
a continuous linear function. Let U ⊆ Rn be a locally convex subset with dense
interior and W be a set of weights on U . If γ ∈ CkW (U,E), then
λ ◦ γ ∈ CkW (U, F )
for each k ∈ N0 ∪ {∞}
Moreover, the map
CkW (U, λ) : C
k
W (U,E)→ C
k
W(U, F ), γ 7→ λ ◦ γ
is continuous and linear.
For further work we recall a notion of integrability of curves with values in a
locally convex space. Many important results (for example, the corresponding
Fundamental Theorem of Calculus) can be found in [10].
Remark 3.13. Let E be a Hausdorff locally convex space, γ : I → E be a
continuous curve on an interval I ⊆ R and a, b ∈ I. If there exists an element
z ∈ E such that
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λ(z) =
∫ b
a
λ (γ(t)) dt
for each λ ∈ E′, then z is called the weak integral of γ from a to b and we write∫ b
a
γ(t)dt := z.
Note that, since the space E′ separates points on E by the Hahn-Banach The-
orem, the weak integral is uniquely determined if it exists. Further, it is known
that the weak integral of a curve γ : I → E always exists if E is sequentially
complete (see, for example [10]). Since every locally convex space F can be
completed, the weak integral z :=
∫ b
a
η(t)dt of a continuous curve η : I → F
always exists in the completion F˜ of F . One can show that the weak integral
w :=
∫ b
a
η(t)dt in F exists if and only if z ∈ F , in which case we have z = w.
We will deduce the completeness of CkW(U,E) from the next proposition:
Proposition 3.14. Let E be a Hausdorff locally convex space and U ⊆ Rn
be a locally convex subset with dense interior. Let W be a set of weights on
U such that for each compact subset K ⊆ U there is a weight fK ∈ W with
infx∈K fK(x) > 0. Then the map
Θ : CkW (U,E)→ CW(U,E)× C
k−1
W (U,E)
n, γ 7→ (γ,
∂
∂x1
γ, . . . ,
∂
∂xn
γ)
is a linear topological embedding with closed image, for each k ∈ N.
Proof. We know that Θ is a topological embedding, by Remark 3.8, and it is
easy to show that Θ is linear.
Now, let (γa)a∈A be a net in C
k
W(U,E) such that (γa)a∈A converges to γ in
CW(U,E) and each of the nets
(
∂
∂xi
γa
)
a∈A
converges to γi in Ck−1W (U,E), for
each i ∈ {1, . . . , n}. We have to show that (γ, γ1, . . . , γn) ∈ im(Θ), that is,
γ ∈ CkW(U,E) and
∂
∂xi
γ = γi.
For x ∈ U◦, ei ∈ R
n and 0 < t ≤ 1 with Kx,t,i := {x+ tuei : u ∈ [0, 1]} ⊆ U
◦
we have
γ(x+ tei)− γ(x)
t
= lim
a∈A
γa(x+ tei)− γa(x)
t
.
We apply the Mean Value Theorem (cf. [10]) and obtain
lim
a∈A
γa(x+ tei)− γa(x)
t
= lim
a∈A
1
t
∫ 1
0
dγa(x+ tuei, tei)du
= lim
a∈A
1
t
∫ 1
0
tdγa(x+ tuei, ei)du
= lim
a∈A
1
t
∫ 1
0
∂
∂xi
γa(x+ tuei)du.
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By the hypothesis on W , the net
(
∂
∂xi
γa
)
a∈A
converges to γi uniformly on the
segment Kx,t,i (see Lemma 3.9), hence we can use the fact, that weak integrals
and uniform limits can be interchanged (see [10]) and get
lim
a∈A
∫ 1
0
∂
∂xi
γa(x+ tuei)du =
∫ 1
0
γi(x + tuei)du.
The map
(t, u) 7→ γi(x+ tuei)
is continuous, whence the parameter-dependent integral
t 7→
∫ 1
0
γi(x + tuei)du
is continuous (also at t = 0, see [10]) and we have
lim
t→0
γ(x+ tei)− γ(x)
t
= lim
t→0
∫ 1
0
γi(x+ tuei)du =
∫ 1
0
γi(x)du = γi(x).
Thus we see that γ
∣∣
U◦
is partially C1 with partial derivatives ∂
∂xi
(
γ
∣∣
U◦
)
= γi
∣∣
U◦
for each i ∈ {1, . . . , n}. But γi
∣∣
U◦
continuously extends to the map γi : U → E.
Hence ∂
∂xi
(
γ
∣∣
U◦
)
continuously extends to
∂
∂xi
γ : U → E, x 7→ γi(x),
whence γ is partially C1. Moreover, each of the maps ∂
∂xi
γ = γi is partially
Ck−1, thus γ is partially Ck.
It remains to show that γ ∈ CkW (U,E). To this end, let f ∈ W , q ∈ PE and
α ∈ Nn0 with |α| ≤ k. If |α| = 0, then we have
‖γ‖f,α,q = ‖γ‖f,q <∞.
Otherwise, we write α = β + ei for suitable β ∈ Nn0 and i ∈ {1, . . . , n} and
obtain
‖γ‖f,α,q
def
= sup
x∈U
f(x)q
(
∂α
∂xα
γ(x)
)
= sup
x∈U
f(x)q
(
∂β
∂xβ
∂
∂xi
γ(x)
)
=
∥∥∥∥ ∂∂xi γ
∥∥∥∥
f,β,q
<∞,
since ∂
∂xi
γ = γi ∈ Ck−1W (U,E), and the assertion is proven.
Proposition 3.15. Let E be a complete Hausdorff locally convex space and
U ⊆ Rn be a locally convex subset with dense interior. If W is a set of weights
on U such that for each compact subset K ⊆ U there is a weight fK ∈ W with
infx∈K fK(x) > 0, then the space C
k
W(U,E) is complete for each k ∈ N0 ∪{∞}.
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Proof. First we proof the assertion for k <∞ by induction.
The case k = 0. Follows from Proposition 2.9, since every metrizable space is a
k-space.
Induction step. By the induction hypothesis, the space CW (U,E)×C
k−1
W (U,E)
n
is complete. From Proposition 3.14 we conclude that CkW (U,E)
∼= im(Θ) is
complete, since im(Θ) is closed (hence complete) in CW (U,E)× C
k−1
W (U,E)
n.
Finally, from Remark 3.8 we deduce that C∞W (U,E) is complete, since projective
limits of complete topological vector spaces are complete (see [19, 5.3]).
Definition 3.16. Let E be a Hausdorff locally convex space and k, l ∈ N0 ∪
{∞}.
(a) Let U ⊆ Rn, V ⊆ Rm be open subsets. We call a map γ : U × V → E a
partially Ck,l-map, if for each α ∈ Nn0 with |α| ≤ k, β ∈ N
m
0 with |β| ≤ l
the partial derivative
∂α
∂xα
∂β
∂yβ
γ(x, y)
exists in E for all (x, y) ∈ U × V , and the map
∂α
∂xα
∂β
∂yβ
γ : U × V → E.
is continuous.
(b) If U ⊆ Rn, V ⊆ Rm are locally convex with dense interior, then we say
that a continuous map γ : U × V → E is partially Ck,l if γ
∣∣
U◦×V ◦
is
partially Ck,l and for each α, β as in (a) the map
∂α
∂xα
∂β
∂yβ
(
γ
∣∣
U◦×V ◦
)
: U◦ × V ◦ → E
admits a (unique) continuous extension
∂α
∂xα
∂β
∂yβ
γ : U × V → E.
Remark 3.17. A continuous map γ : U × V → E as in Definition 3.16 is
partially Ck,l if and only if γ is C(δ,ε) for all δ ∈ (N0 ∪ {∞})n with |δ| ≤ k
and ε ∈ (N0 ∪ {∞})
m with |ε| ≤ l. Thus, using the Schwarz’ Theorem for
Cα-mappings ([1, Prop.69]) we see that
∂α
∂xα
∂β
∂yβ
γ(x, y) =
∂β
∂yβ
∂α
∂xα
γ(x, y)
for all (x, y) ∈ U × V . Moreover, γ : U × V → E is partially Ck,l if and only if
the map
V × U → E, (y, x) 7→ γ(x, y)
is partially Cl,k.
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The topology on Ck,l(U×V,E) (the space of all partially Ck,l-maps γ : U×V →
E) defined in [1] coincides with the locally convex topology defined by the
seminorms
‖·‖K,(α,β),q : C
k,l(U × V,E)→ [0,∞ [ ,
‖γ‖K,(α,β),q := sup
(x,y)∈K
q
(
∂α
∂xα
∂β
∂yβ
γ(x, y)
)
with α ∈ Nn0 , β ∈ N
m
0 such that |α| ≤ k, |β| ≤ l, K ⊆ U × V a compact subset
and q ∈ PE .
Remark 3.18 (Product Rule). Let E be a Hausdorff locally convex space,
U ⊆ Rn and V ⊆ Rm be locally convex subsets with dense interior, and k, l ∈
N0∪{∞}. We can show the following Product Rules for differentiable functions:
(i) If the maps f : U → R and γ : U → E are partially Ck, then the map
f · γ is partially Ck and the partial derivatives are given by
∂α
∂xα
(f · γ)(x) =
∑
τ≤α
(
α
τ
)
∂α−τ
∂xα−τ
f(x)
∂τ
∂xτ
γ(x)
for each x ∈ U and α ∈ Nn0 with |α| ≤ k.
(ii) If the maps f : U × V → R and γ : U × V → E are partially Ck,l, then
the map f · γ : U × V → E is partially Ck,l with partial derivatives
∂α
∂xα
∂β
∂yβ
(f ·γ)(x, y) =
∑
τ≤α
∑
κ≤β
(
α
τ
)(
β
κ
)
∂α−τ
∂xα−τ
∂β−κ
∂yβ−κ
f(x, y)
∂τ
∂xτ
∂κ
∂yκ
γ(x, y)
for α ∈ Nn0 with |α| ≤ k, β ∈ N
m
0 with |β| ≤ l and (x, y) ∈ U × V .
Definition 3.19. Let E be a Hausdorff locally convex space, U ⊆ Rn, V ⊆ Rm
be locally convex subsets with dense interior, and k, l ∈ N0 ∪ {∞}. Let W1
and W2 be sets of weights on U and V , respectively, and W := W1 ⊗W2. For
γ ∈ Ck,l(U ×V,E), f = f1⊗f2 ∈ W , q ∈ PE and α ∈ Nn0 with |α| ≤ k, β ∈ N
m
0
with |β| ≤ l we define
‖γ‖f,(α,β),q := sup
(x,y)∈U×V
f1(x)f2(y)q
(
∂α
∂xα
∂β
∂yβ
γ(x, y)
)
∈ [0,∞]
and endow the vector space
Ck,lW (U × V,E) := {γ ∈ C
k,l(U × V,E) : (∀f ∈ W)(∀q ∈ PE)
(∀α ∈ Nn0 , |α| ≤ k)(∀β ∈ N
m
0 , |β| ≤ l) ‖γ‖f,(α,β),q <∞}
with the locally convex topology defined by the seminorms
‖·‖f,(α,β),q : C
k,l
W (U × V,E)→ [0,∞ [ .
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Using the fact, that metrizable spaces are k-spaces, we can rephrase the Expo-
nential Law for spaces of differentiable functions (which is proven in [1, Theorem
94]) as follows:
Proposition 3.20 (Exponential Law for spaces of differentiable func-
tions). Let E be a Hausdorff locally convex space and U ⊆ Rn, V ⊆ Rm
be locally convex subsets with dense interior. If γ ∈ Ck,l(U × V,E) for some
k, l ∈ N0 ∪ {∞}, then
γx := γ(x, •) : V → E, γx(y) := γ(x, y)
is partially Cl for each x ∈ U , and
γ∨ : U → Cl(V,E), γ∨(x) := γx
is partially Ck.
Moreover, the linear map
Φ : Ck,l(U × V,E)→ Ck(U,Cl(V,E)), γ 7→ γ∨
is a homeomorphism.
Now we obtain the following intermediate result:
Theorem 3.21. Let E be a Hausdorff locally convex space and U ⊆ Rn, V ⊆
Rm be locally convex subsets with dense interior. Let W1 and W2 be sets of
weights on U and V , respectively. We assume that for each compact subset
K ⊆ U there is a weight fK ∈ W1 such that infx∈K fK(x) > 0, and likewise for
W2. If γ ∈ CkW1(U,C
l
W2
(V,E)) for some k, l ∈ N0 ∪ {∞}, then
γ∧ ∈ Ck,lW (U × V,E),
where γ∧ is the map
γ∧ : U × V → E, γ∧(x, y) := γ(x)(y)
and W =W1 ⊗W2.
Moreover, the map
Ψ : CkW1(U,C
l
W2(V,E))→ C
k,l
W (U × V,E), γ 7→ γ
∧
is a topological embedding.
Proof. We know by Lemma 3.9 that the inclusion maps
i : CkW1(U,C
l(V,E))→ Ck(U,Cl(V,E))
and
j : ClW2(V,E))→ C
l(V,E)
are continuous and linear. Thus, by Lemma 3.12, the map
CkW1(U, j) : C
k
W1(U,C
l
W2(V,E))→ C
k
W1(U,C
l(V,E))
is continuous and linear. Now, we use the inverse map
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Φ−1 : Ck(U,Cl(V,E))→ Ck,l(U × V,E), γ 7→ γ∧
of the homeomorphism Φ from Proposition 3.20 and define the continuous linear
map
Θ := Φ−1 ◦ i ◦ CkW1(U, j) : C
k
W1(U,C
l
W2(V,E))→ C
k,l(U × V,E)
γ 7→ γ∧.
To show that Θ(γ) = γ∧ ∈ Ck,lW (U × V,E) for γ ∈ C
k
W1
(U,ClW2(V,E)), let
q ∈ PE, f ∈ W (that is f = f1 ⊗ f2 for some weights f1 ∈ W1, f2 ∈ W2) and
α ∈ Nn0 with |α| ≤ k, β ∈ N
m
0 with |β| ≤ l. We have
‖γ∧‖f,(α,β),q
def
= sup
(x,y)∈U×V
f1(x)f2(y)q
(
∂α
∂xα
∂β
∂yβ
γ∧(x, y)
)
= sup
x∈U
f1(x) sup
y∈V
f2(y)q
(
∂β
∂yβ
(
∂α
∂xα
γ∧(x, •)
)
(y)
)
= sup
x∈U
f1(x) sup
y∈V
f2(y)q
(
∂β
∂yβ
(
∂α
∂xα
γ(x)
)
(y)
)
. (4)
We have ∂
α
∂xα
γ(x) ∈ ClW2(V,E) for each x ∈ U , hence
sup
y∈V
f2(y)q
(
∂β
∂yβ
(
∂α
∂xα
γ(x)
)
(y)
)
=
∥∥∥∥ ∂α∂xα γ(x)
∥∥∥∥
f2,β,q
<∞. (5)
Applying (5) to (4), we obtain
‖γ∧‖f,(α,β),q = sup
x∈U
f1(x) sup
y∈V
f2(y)q
(
∂β
∂yβ
(
∂α
∂xα
γ(x)
)
(y)
)
= sup
x∈U
f1(x)
∥∥∥∥ ∂α∂xα γ(x)
∥∥∥∥
f2,β,q
= ‖γ‖f1,α,‖.‖f2,β,q
<∞,
(6)
whence γ∧ ∈ Ck,lW (U × V,E).
Thus, we can define the map
Ψ := Θ
∣∣Ck,lW (U×V,E) : CkW1(U,ClW2(V,E))→ Ck,lW (U × V,E), γ 7→ γ∧,
which is continuous, linear and injective, by construction. Moreover, for each
f1 ∈ W1, f2 ∈ W2, q ∈ PE , and α, β as above, we have
‖Ψ(γ)‖f1⊗f2,(α,β),q
def
= ‖γ∧‖f1⊗f2,(α,β),q = ‖γ‖f1,α,‖.‖f2,β,q
for all γ ∈ CkW1(U,C
l
W2
(V,E)), by (6). Thus, by Lemma 2.11, the map Ψ is a
topological embedding, which completes the proof.
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For the further work, we need spaces of differentiable maps with compact sup-
port.
Definition 3.22. Let E be a Hausdorff locally convex space and U ⊆ Rn,
V ⊆ Rm be locally convex subsets with dense interior. For a compact subset
K ⊆ U and k ∈ N0 ∪ {∞} we define the space
CkK(U,E) :=
{
γ ∈ Ck(U,E) : supp(γ) ⊆ K
}
and endow it with the locally convex topology defined by the seminorms
‖·‖α,q : C
k
K(U,E)→ [0,∞ [ , ‖γ‖α,q := sup
x∈K
q
(
∂α
∂xα
γ(x)
)
with q ∈ PE and α ∈ Nn0 such that |α| ≤ k.
Similarly, for a compact subset L ⊆ U × V and k, l ∈ N0 ∪ {∞}, the space
Ck,lL (U × V,E) := {γ ∈ C
k,l(U × V,E) : supp(γ) ⊆ L}
is endowed with the locally convex topology defined by the seminorms
‖·‖(α,β),q : C
k,l
L (U×V,E)→ [0,∞ [ , ‖γ‖(α,β),q := sup
(x,y)∈L
q
(
∂α
∂xα
∂β
∂yβ
γ(x, y)
)
with q ∈ PE, α ∈ Nn0 such that |α| ≤ k and β ∈ N
m
0 such that |β| ≤ l.
Additionally, we define the spaces
Ckc (U,E) : =
{
γ ∈ Ck(U,E) : supp(γ) ⊆ U is compact
}
=
⋃
{CkK(U,E) : K ⊆ U is compact}.
and
Ck,lc (U × V,E) : =
{
γ ∈ Ck,l(U × V,E) : supp(γ) ⊆ U × V is compact
}
=
⋃
{Ck,lL (U × V,E) : L ⊆ U × V is compact}.
Lemma 3.23. Let E be a Hausdorff locally convex space and U ⊆ Rn, V ⊆ Rm
be locally convex subsets with dense interior. Let K1 ⊆ U and K2 ⊆ V be
compact subsets. If γ ∈ Ck,lK1×K2(U × V,E), then
γx := γ(x, •) ∈ C
l
K2
(V,E)
for each x ∈ U , and
γ∨ ∈ CkK1(U,C
l
K2
(V,E))
holds for the map
γ∨ : U → ClK2(V,E), x 7→ γx.
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Proof. We know from Proposition 3.20 that the map γx is partially C
l for each
x ∈ U . If y ∈ V \K2, then
γx(y) = γ(x, y) = 0,
whence supp(γx) ⊆ K2. Thus we have
γx ∈ C
l
K2
(V,E).
Further, the map
γ∨ : U → Cl(V,E), x 7→ γx
is partially Ck (by Proposition 3.20). But we have
∂α
∂xα
γ∨(x) =
∂α
∂xα
γx ∈ C
l
K2
(V,E)
for each x ∈ U and α ∈ Nn0 with |α| ≤ k, whence γ
∨ ∈ Ck(U,ClK2(V,E)), by
Lemma 3.10. Moreover, if x ∈ U\K1 and y ∈ V , then we have
γ∨(x)(y) = γ(x, y) = 0,
hence γ∨ ∈ CkK1(U,C
l
K2
(V,E)), as asserted.
The next two lemmas can be proven similarly to Lemma 2.16
Lemma 3.24. Let E be a Hausdorff locally convex space, U ⊆ Rn be a locally
convex subset with dense interior and K ⊆ U be compact. If W is a set of
weights on U such that each weight f ∈ W is bounded on K, then
CkK(U,E) ⊆ C
k
W(U,E)
and the inclusion map
i : CkK(U,E)→ C
k
W(U,E)
is continuous and linear for each k ∈ N0 ∪ {∞}.
Lemma 3.25. Let E be a Hausdorff locally convex space, U ⊆ Rn and V ⊆ Rm
be locally convex subsets with dense interior, and k, l ∈ N0 ∪ {∞}. Let W1 and
W2 be sets of weights on U and V , respectively, consisting of functions that are
bounded on compact sets. Then
Ck,lK (U × V,E) ⊆ C
k,l
W1⊗W2
(U × V,E)
for each compact subset K ⊆ U × V , and the inclusion map
i : Ck,lK (U × V,E)→ C
k,l
W1⊗W2
(U × V,E)
is continuous and linear.
The next proposition will be essential for the proof of the Exponential Law:
Proposition 3.26. Let E be a Hausdorff locally convex space, U ⊆ Rn and
V ⊆ Rm be open subsets, and k, l ∈ N0 ∪ {∞}. Assume that for a set of
weights W1 ⊆ Ck(U, [0,∞ [ ) on U we have:
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(i) W1 satisfies the o-condition,
(ii) for each f ∈ W1 and α ∈ Nn0 with |α| ≤ k there exists g ∈ W1 such that∣∣∣∣ ∂α∂xα f(x)
∣∣∣∣ ≤ g(x)
for all x ∈ U ,
and likewise for a set of weights W2 ⊆ Cl(V, [0,∞ [ ) on V . Then the space
Ck,lc (U × V,E) is dense in C
k,l
W (U × V,E), where W =W1 ⊗W2.
The proof (which can be found after Lemma 3.35) varies the proof of the density
of C∞c (U,R) in the space C
k
W(U,R) by H.G. Garnir, M. DeWilde and J. Schmets
in [6]. In addition, several auxiliary results will be necessary. We introduce some
useful constructions.
Lemma 3.27. Let E be a Hausdorff locally convex space, U ⊆ Rn, V ⊆ Rm be
locally convex subsets with dense interior. Let W1 and W2 be sets of weights on
U and V , respectively. For a Ck,l-map γ : U × V → E (with k, l ∈ N0 ∪ {∞})
we define the maps
γβ,y,f2 := f2(y)
∂β
∂yβ
γ(•, y) : U → E
for some weight f2 ∈ W2, β ∈ N
m
0 with |β| ≤ l and y ∈ V , and
γα,x,f1 := f1(x)
∂α
∂xα
γ(x, •) : V → E
for some weight f1 ∈ W1, α ∈ Nn0 with |α| ≤ k and x ∈ U .
If γ ∈ Ck,lW1⊗W2(U × V,E), then γβ,y,f2 ∈ C
k
W1
(U,E) and γα,x,f1 ∈ C
l
W2
(V,E).
Proof. We prove the assertion for the map γβ,y,f2 , the proof for γα,x,f1 will be
similar. , From [1, Lemma 28] follows that the map ∂
β
∂yβ
γ(•, y) is partially Ck,
whence also the map f2(y)
∂β
∂yβ
γ(•, y) = γβ,y,f2 is partially C
k. Now, if f1 ∈ W1,
q ∈ PE, and α ∈ Nn0 with |α| ≤ k, then we have
‖γβ,y,f2‖f1,α,q
def
= sup
x∈U
f1(x)q
(
∂α
∂xα
γβ,y,f2(x)
)
= sup
x∈U
f1(x)q
(
∂α
∂xα
(
f2(y)
∂β
∂yβ
γ(•, y)
)
(x)
)
= sup
x∈U
f1(x)f2(y)q
(
∂α
∂xα
∂β
∂yβ
γ(x, y)
)
= ‖γ‖f1⊗f2,(α,β),q <∞.
Hence γβ,y,f2 ∈ C
k
W1
(U,E).
The next result will be very helpful:
Lemma 3.28. Let f : U → R be a map on an open subset U ⊆ Rn. If f = o(1),
then f(x)→ 0 as ‖x‖∞ →∞ or x→ x ∈ ∂U .
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Proof. First, let (xm)m∈N be a sequence in U such that ‖xm‖∞ →∞ asm→∞,
and let ε > 0. Since f = o(1), there is a compact subset Kε ⊆ U such that
|f(x)| ≤ ε for each x ∈ U\Kε. Further, there exists N ∈ N such that for
each m ≥ N we have ‖xm‖∞ > maxx∈Kε ‖x‖∞, that is xm ∈ U\Kε. Thus
|f(xm)| ≤ ε for all m ≥ N , as required.
Now let (xm)m∈N be a sequence in U which converges to some x ∈ ∂U , ε > 0
and Kε as above. The set R
n\Kε is open in Rn and x ∈ Rn\Kε, thus there
exists N ∈ N such that for all m ≥ N we have xm ∈ Rn\Kε (more precisely,
we have xm ∈ U\Kε), whence f(xm) ≤ ε for all m ≥ N .
Let us consider some cases, in which the products of weights and weighted maps
tend to zero.
Remark 3.29. We recall from Definition 2.18 that if the set of weightsW on an
open subset U ⊆ Rn satisfies the o-condition, then for each weight f ∈ W there
is a weight g ∈ W such that f = o(g). (We can always assume that g(x) = 0
only if f(x) = 0 and set f(x)
g(x) := 0 in this case.) Therefore, we have
f
g
= o(1),
which yields that
f(x)
g(x)
→ 0
as ‖x‖∞ → ∞ or x→ x ∈ ∂U (by Lemma 3.28). Thus for each γ ∈ C
k
W(U,E)
and α ∈ Nn0 with |α| ≤ k we have
f(x)
∂α
∂xα
γ(x)→ 0 (7)
as ‖x‖∞ →∞ or x→ x ∈ ∂U . In fact, if q ∈ PE and f = o(g), then
f(x)q
(
∂α
∂xα
γ(x)
)
=
f(x)
g(x)
g(x)q
(
∂α
∂xα
γ(x)
)
≤
f(x)
g(x)
‖γ‖g,α,q → 0.
If, additionally, W ⊆ Ck(U, [ 0,∞ [ ) and for each weight f ∈ W and α ∈ Nn0
with |α| ≤ k there exists a weight hf,α ∈ W such that∣∣∣∣ ∂α∂xα f(x)
∣∣∣∣ ≤ hf,α(x)
for all x ∈ U , then for all β, τ ∈ Nn0 with |β|+ |τ | ≤ k we have
∂β
∂xβ
(
f ·
∂τ
∂xτ
γ
)
(x)→ 0
as ‖x‖∞ → ∞ or x → x ∈ ∂U . To see this, we use the Product Rule (see
Remark 3.18 (i)) and obtain
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q(
∂β
∂xβ
(
f ·
∂τ
∂xτ
γ
)
(x)
)
= q
∑
κ≤β
(
β
κ
)
∂β−κ
∂xβ−κ
f(x)
∂κ+τ
∂xκ+τ
γ(x)

≤
∑
κ≤β
(
β
κ
) ∣∣∣∣ ∂β−κ∂xβ−κ f(x)
∣∣∣∣ q( ∂κ+τ∂xκ+τ γ(x)
)
≤
∑
κ≤β
(
β
κ
)
hf,β−κ(x)q
(
∂κ+τ
∂xκ+τ
γ(x)
)
→ 0,
by (7).
Lemma 3.30. Let E be a Hausdorff locally convex space, U ⊆ Rn and V ⊆ Rm
be locally convex subsets with dense interior, and k, l ∈ N0 ∪ {∞}. Let W1 and
W2 be sets of weights on U and V , respectively, and α ∈ Nn0 with |α| ≤ k,
β ∈ Nm0 with |β| ≤ l.
(i) If U is open and W1 satisfies the o-condition, then for each f1 ∈ W1,
f2 ∈ W2 and γ ∈ C
k,l
W1⊗W2
(U × V,E) we have
f1(x)f2(y)
∂α
∂xα
∂β
∂yβ
γ(x, y)→ 0
uniformly in y, as ‖x‖∞ →∞ or x→ x ∈ ∂U .
(ii) If V is open and W2 satisfies the o-condition, then for each f1 ∈ W1,
f2 ∈ W2 and γ ∈ C
k,l
W1⊗W2
(U × V,E) we have
f1(x)f2(y)
∂α
∂xα
∂β
∂yβ
γ(x, y)→ 0
uniformly in x, as ‖y‖∞ →∞ or y → y ∈ ∂V .
Proof. Assume that U is open and W1 satisfies the o-condition. Then there
exists a weight g1 ∈ W1 such that f1 = o(g1). For a seminorm q ∈ PE , x ∈ U
and y ∈ V we have
f1(x)f2(y)q
(
∂α
∂xα
∂β
∂yβ
γ(x, y)
)
=
f1(x)
g1(x)
g1(x)f2(y)q
(
∂α
∂xα
∂β
∂yβ
γ(x, y)
)
≤
f1(x)
g1(x)
‖γ‖g1⊗f2,(α,β),q → 0
as ‖x‖∞ →∞ or x→ x ∈ ∂U , see Remark 3.29. Thus (i) holds. To prove (ii),
we proceed similarly.
We will also need the following facts concerning differentiable extensions of
mappings:
Lemma 3.31. Let E be a Hausdorff locally convex space and γ : [a, b] → E
be a continuous curve. If γ
∣∣
]a,b ]
is C1 and the derivative
(
γ
∣∣
]a,b ]
)′
admits a
continuous extension η : [a, b]→ E, then γ is C1 and γ′ = η.
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Proof. For each t ∈ ] a, b ] the curve γ
∣∣
]t,b ]
is C1, thus
γ(t) = γ(b)−
∫ b
t
γ′(s)ds = γ(b)−
∫ b
t
η(s)ds, (8)
by the first part of the Fundamental Theorem of Calculus (see [10]). By Remark
3.13, the weak integral
∫ b
a
η(s)ds exists in the completion E˜ of E, thus we can
define the continuous curve
ξ : [a, b]→ E˜ ξ(t) := γ(b)−
∫ b
t
η(s)ds.
Since γ is continuous and γ
∣∣
]a,b ]
= ξ
∣∣
]a,b ]
(by (8)), we conclude that γ = ξ.
Hence ξ([a, b]) ⊆ E, that is
∫ b
a
η(s)ds exists in E. The second part of the
Fundamental Theorem of Calculus (can also be found in [10]) yields that γ is
C1 and γ′ = η, as required.
Proposition 3.32. Let E be a Hausdorff locally convex space and γ : U → E
be a partially Ck-map on an open subset U ⊆ Rn for k ∈ N ∪ {∞}. Assume
that γ admits the continuous extension
η : Rn → E, η(x) :=
{
γ(x) x ∈ U
0 x /∈ U
(9)
and the partial derivatives ∂
α
∂xα
γ admit the continuous extensions
ηα : R
n → E, ηα(x) :=
{
∂α
∂xα
γ(x) x ∈ U
0 x /∈ U
(10)
for each α ∈ Nn0 with |α| ≤ k. Then the map η is partially C
k with the partial
derivatives ∂
α
∂xα
η = ηα for all α.
Proof. We may assume that k is finite and prove the assertion by induction.
The case k = 1.
Step 1: n = 1. Assume that γ : U → E is a C1-map on an open subset U ⊆ R
such that there are continuous extensions
η : R→ E, η(t) :=
{
γ(t) t ∈ U
0 t /∈ U
of γ and
η1 : R→ E, η1(t) :=
{
γ′(t) t ∈ U
0 t /∈ U
of the derivative γ′. For t ∈ U ∪
(
R\U
)
we obviously have
η′(t) = η1(t).
Now, we want to show that the right derivative η′+(t) := lims→0+
η(t+s)−η(t)
s
exists for each t ∈ ∂U and we have
η′+(t) = η1(t) = 0. (11)
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The proof for the left derivative η′−(t) := lims→0−
η(t+s)−η(t)
s
is similar.
Let (tm)m∈N ⊆ ] t,∞ [ be a sequence such that tm → t as m → ∞. To prove
(11), it suffices to show that
lim
m→∞
q
(
η(tm)− η(t)
tm − t
)
= 0
for each seminorm q ∈ PE .
If tm /∈ U for all m ∈ N, then the assertion is clear. Otherwise, for m ∈ N with
tm ∈ U we define
sm := min {s ∈ [t, tm [ : ] s, tm] ⊆ U} ,
and obtain
q
(
η(tm)− η(t)
tm − t
)
= q
(
η(tm)
tm − t
)
=
1
tm − t
q (η(tm))
≤
1
tm − sm
q (η(tm)) =
1
tm − sm
q (η(tm)− η(sm)) .
In the last step we used the fact that sm /∈ U , whence η(sm) = 0. Since
] sm, tm] ⊆ U , we have
η
∣∣
]sm,tm]
= γ
∣∣
]sm,tm]
,
thus η
∣∣
]sm,tm]
is C1 and
(
η
∣∣
]sm,tm]
)′
=
(
γ
∣∣
]sm,tm]
)′
admits the continuous
extension η1
∣∣
[sm,tm]
. Lemma 3.31 yields that η
∣∣
[sm,tm]
is a C1-curve with the
derivative
(
η
∣∣
[sm,tm]
)′
= η1
∣∣
[sm,tm]
. Using the first part of the Fundamental
Theorem of Calculus (see [10]), we obtain
1
tm − sm
q (η(tm)− η(sm)) =
1
tm − sm
q
(∫ tm
sm
η1(u)du
)
.
Further, we have
1
tm − sm
q
(∫ tm
sm
η1(u)du
)
≤
tm − sm
tm − sm
min
u∈[sm,tm]
q(η1(u)) = q (η1(Sm)) ,
for a suitable Sm ∈ [sm, tm] ⊆ [t, tm] (see again [10]). But for m→ ∞ we have
Sm → t, whence
lim
m→∞
q (η1(Sm)) = q (η1(t)) = 0,
as required. Consequently, the map η is C1 and η′ = η1.
Step 2: n ∈ N. Now, let U ⊆ Rn be an open subset and γ : U → E be partially
C1 such that γ admits the continuous extension
η : Rn → E, η(x) :=
{
γ(x) x ∈ U
0 x /∈ U
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and for each i ∈ {1, . . . , n} the partial derivative ∂
∂xi
γ admits the continuous
extension
ηei : R
n → E, ηei(x) :=
{
∂
∂xi
γ(x) x ∈ U
0 x /∈ U.
For x ∈ Rn and i ∈ {1, . . . , n} we define the continuous maps
ξ : R→ E, ξ(t) := η(x+ tei)
and
ξi : R→ E, ξi(t) := ηei (x+ tei).
Further, we define the set
V := {t ∈ R : x+ tei ∈ U} ,
which is open in R. For t ∈ V we obtain
ξ(t)
def
= η(x + tei) = γ(x+ tei),
thus ξ
∣∣
V
is C1 with the derivative
(
ξ
∣∣
V
)′
(t) =
∂
∂xi
γ(x+ tei) = ηei (x+ tei) = ξi(t).
If t /∈ V , then we have
ξ(t)
def
= η(x+ tei) = 0
and
ξi(t)
def
= ηei(x+ tei) = 0.
Thus, using the result of the first step of the proof, we know that ξ is a C1-map
with the derivative ξ′ = ξi. Hence we have
lim
t→0
η(x+ tei)− η(x)
t
= lim
t→0
ξ(t)− ξ(0)
t
= ξ′(0) = ξi(0) = ηei (x).
Therefore, the map η is partially C1 with ∂
∂xi
η = ηei for each i ∈ {1, . . . , n}.
Induction step. We assume that γ : U → E is a partially Ck map on an open
subset U ⊆ Rn for n ∈ N and k ≥ 2, and that the continuous extensions η and
ηα defined in (9) and (10) exist for all α ∈ N
n
0 with |α| ≤ k. Since γ is partially
C1, the map η is partially C1 with the partial derivatives ∂
∂xi
η = ηei for all
i ∈ {1, . . . , n}. By assumption, there exist continuous maps
ηβ+ei : R
n → E, ηβ+ei(x) :=
{
∂β+ei
∂xβ+ei
γ(x) = ∂
β
∂xβ
∂
∂xi
γ(x) x ∈ U
0 x /∈ U
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for each i ∈ {1, . . . , n} and β ∈ Nn0 with |β| ≤ k − 1 (we may assume that
|α| 6= 0). Since each ∂
∂xi
γ is partially Ck−1 (by definition) with the continuous
extension ηei and the extensions ηβ+ei of its partial derivatives, we conclude that
ηei is partially C
k−1 with ∂
β
∂xβ
ηei = ηβ+ei , by induction. Thus, η is partially
Ck, since η is partially C1 and each ηei =
∂
∂xi
η is partially Ck−1, and we have
∂α
∂xα
η =
∂β+ei
∂xβ+ei
η =
∂β
∂xβ
∂
∂xi
η =
∂β
∂xβ
ηei = ηβ+ei = ηα
for each α ∈ Nn0 with 0 < |α| ≤ k.
Lemma 3.33. Let E be a Hausdorff locally convex space, U $ Rn be an open
subset and k ∈ N. Let γ : Rn → E be a partially Ck-map such that for all
α ∈ Nn0 with |α| ≤ k and y /∈ U we have γ(y) = 0 =
∂α
∂xα
γ(y). For each
seminorm q ∈ PE, x ∈ U and x ∈ ∂U there exists ξ ∈ [0, 1] such that
q(γ(x)) ≤
1
(k − 1)!
‖x− x‖k∞
∑
|α|=k
q
(
∂α
∂xα
γ(x+ ξ(x − x))
)
.
Proof. We define the curve
h : [0, 1]→ E, h(t) := γ(x+ t(x− x)),
which is Ck with derivatives
h(j)(t) =
n∑
i1,...,ij=1
(xi1 − xi1) · · · (xij − xij )
∂j
∂xij · · ·∂xi1
γ(x+ t(x− x)) (12)
for each j ≤ k. (We have h(j)(t) = d(j)γ(x+ t(x− x), x− x, · · · , x− x).) Thus
we have
h(1) = γ(x) and h(j)(0) = 0 (13)
for all j ∈ N0 such that j ≤ k. By Hahn-Banach, for each z ∈ E there is
λ ∈ E′ such that λ(z) = q(z) and |λ(z′)| ≤ q(z′) for all z′ ∈ E. Therefore, with
z := h(1) we have
q(h(1)) = (λ ◦ h)(1) =
k−1∑
j=0
1
j!
(λ ◦ h)(j)(0) +
∫ 1
0
(1 − s)k−1
(k − 1)!
(λ ◦ h)(k)(s)ds
(cf. Taylor’s Theorem in [22, 10.15]). Applying Lemma 3.11, we get
(λ ◦ h)(j)(0) = λ(h(j)(0)) = 0,
by (13), thus we have
q(h(1)) =
∫ 1
0
(1− s)k−1
(k − 1)!
λ(h(k)(s))ds.
The Mean Value Theorem yields ξ ∈ [0, 1] such that
34
∫ 1
0
(1− s)k−1
(k − 1)!
λ(h(k)(s))ds =
(1− ξ)k−1
(k − 1)!
λ(h(k)(ξ)) ≤
1
(k − 1)!
λ(h(k)(ξ)),
whence we have
q(h(1)) ≤
1
(k − 1)!
λ(h(k)(ξ)) ≤
1
(k − 1)!
q(h(k)(ξ)).
Finally, we apply (12) and get
q(γ(x)) = q(h(1))
≤
1
(k − 1)!
n∑
i1,...,ik=1
|xi1 − xi1 | · · · |xik − xik |q
(
∂k
∂xik · · ·∂xi1
γ(x+ ξ(x − x))
)
≤
1
(k − 1)!
‖x− x‖k∞
n∑
i1,...,ik=1
q
(
∂k
∂xik · · · ∂xi1
γ(x+ ξ(x− x))
)
=
1
(k − 1)!
‖x− x‖k∞
∑
|α|=k
q
(
∂α
∂xα
γ(x+ ξ(x− x))
)
,
as asserted.
Further we will work with some so-called mollifiers.
Remark 3.34. We recall that a mollifier is a function
ρε : R
n → R, ρε(x) :=
1
εn
ρ
(x
ε
)
,
where ε > 0 and
(i) ρ ∈ C∞(Rn,R),
(ii) ρ(x) ≥ 0 for all x ∈ Rn,
(iii) supp(ρ) ⊆ B1(0),
(iv)
∫
Rn
ρ(x)dλn(x) = 1.
It is known that (i), (ii) and (iv) also hold for ρε and
supp(ρε) ⊆ Bε(0).
Lemma 3.35. Let B ⊆ Rn be a Borel set and ε > 0. For the map
g : Rn → [0, 1] , g(x) := (1B ∗ ρε) (x),
where ∗ means the convolution, we have∥∥∥∥ ∂α∂xα g
∥∥∥∥
∞
≤
1
ε|α|
∥∥∥∥ ∂α∂xα ρ
∥∥∥∥
L1
for each α ∈ Nn0 .
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Proof. We have (cf. [23, 7.22])
∂α
∂xα
g =
∂α
∂xα
(1B ∗ ρε) = 1B ∗
∂α
∂xα
ρε,
and for x ∈ Rn we have
∣∣∣∣(1B ∗ ∂α∂xα ρε
)
(x)
∣∣∣∣ = ∣∣∣∣∫
Rn
1B(x− y)
∂α
∂xα
ρε(y)dλn(y)
∣∣∣∣
≤
∫
Rn
|1B(x − y)|︸ ︷︷ ︸
≤1
∣∣∣∣ ∂α∂xα ρε(y)
∣∣∣∣ dλn(y)
≤
∫
Rn
∣∣∣∣ ∂α∂xα ρε(y)
∣∣∣∣ dλn(y).
Using the definition of ρε, we obtain
∂α
∂xα
ρε(y) =
1
εn
1
ε|α|
∂α
∂xα
ρ
(y
ε
)
,
whence ∫
Rn
∣∣∣∣ ∂α∂xα ρε(y)
∣∣∣∣ dλn(y) = 1εn 1ε|α|
∫
Rn
∣∣∣∣ ∂α∂xα ρ(yε)
∣∣∣∣ dλn(y).
After the substitution u = y
ε
we get
1
εn
1
ε|α|
∫
Rn
∣∣∣∣ ∂α∂xα ρ(yε)
∣∣∣∣ dλn(y) = 1ε|α|
∫
Rn
∣∣∣∣ ∂α∂xα ρ(u)
∣∣∣∣ dλn(u) ≤ 1ε|α|
∥∥∥∥ ∂α∂xα ρ
∥∥∥∥
L1
.
Therefore, we have∥∥∥∥ ∂α∂xα g
∥∥∥∥
∞
= sup
x∈Rn
∣∣∣∣(1B ∗ ∂α∂xα ρε
)
(x)
∣∣∣∣ ≤ 1ε|α|
∥∥∥∥ ∂α∂xα ρ
∥∥∥∥
L1
,
as asserted.
Now, we have all the tools together to prove Proposition 3.26.
Proof of Proposition 3.26. Step 1. First we show that the set
M :=
{
η ∈ Ck,lW (U × V,E) : (∃r > 0)(∀(x, y) ∈ U × V )
‖(x, y)‖∞ > r ⇒ η(x, y) = 0}
is dense in Ck,lW (U × V,E). To this end, let γ ∈ C
k,l
W (U × V,E) and r1 > 0.
Step 1.1. We define the map
ηr1 : U × V → [0, 1] , (x, y) 7→
(
1
B
r1+
1
2
(0) ∗ ρ 12
)
(x),
using the function 1
B
r1+
1
2
(0)
: Rn → {0, 1} and the mollifier ρ 1
2
: Rn → R. Note
that ηr1(x, y) = 0 if ‖x‖∞ > r1 + 1. Since ηr1 is partially C
∞, the map ηr1 · γ
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is partially Ck,l (see Remark 3.18 (ii)). To see that ηr1 · γ ∈ C
k,l
W (U × V,E),
let f = f1 ⊗ f2 ∈ W , q ∈ PE , α ∈ Nn0 with |α| ≤ k, β ∈ N
m
0 with |β| ≤ l and
(x, y) ∈ U × V . We have
f1(x)f2(y)q
(
∂α
∂xα
∂β
∂yβ
(ηr1 · γ)(x, y)
)
= f1(x)f2(y)q
∑
τ≤α
(
α
τ
)
∂α−τ
∂xα−τ
ηr1(x, y)
∂τ
∂xτ
∂β
∂yβ
γ(x, y)

≤
∑
τ≤α
(
α
τ
) ∣∣∣∣ ∂α−τ∂xα−τ ηr1(x, y)
∣∣∣∣ f1(x)f2(y)q( ∂τ∂xτ ∂β∂yβ γ(x, y)
)
,
because ∂
β−κ
∂yβ−κ
ηr1(x, y) = 0 for all κ ∈ N
m
0 with κ < β.
From Lemma 3.35, it follows that∣∣∣∣ ∂α−τ∂xα−τ ηr1(x, y)
∣∣∣∣ ≤ 2|α|−|τ | · ∥∥∥∥ ∂α−τ∂xα−τ ρ
∥∥∥∥
L1
=: C1(α, τ),
whence
‖ηr1 · γ‖f,(α,β),q
def
= sup
(x,y)∈U×V
f1(x)f2(y)q
(
∂α
∂xα
∂β
∂yβ
(ηr1 · γ)(x, y)
)
≤
∑
τ≤α
(
α
τ
)
C1(α, τ) ‖γ‖f,(τ,β),q <∞.
Thus ηr1 · γ ∈ C
k,l
W (U × V,E). Now, we want to show that
‖γ − ηr1 · γ‖f,(α,β),q → 0 (14)
as r1 →∞. The proof is by contradiction. If (14) is false, then for some f ∈ W ,
q ∈ PE and α, β as above there exist δ > 0 and a sequence (sj)j∈N consisting
of values of r1 such that sj →∞ as j →∞ and∥∥γ − ηsj · γ∥∥f,(α,β),q > δ
for each j ∈ N. Since the seminorm ‖·‖f,(α,β),q is defined as a supremum, there
exist (xj , yj) ∈ U × V such that
f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(γ − ηsj · γ)(xj , yj)
)
> δ. (15)
By construction, ηsj (x, y) = 1 if ‖x‖∞ ≤ sj , whence
q
(
∂α
∂xα
∂β
∂yβ
(γ − ηsj · γ)(x, y)
)
= 0
in this case. Thus, we must have ‖x‖∞ > sj , and hence ‖x‖∞ →∞ as j →∞.
Further, we have
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f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(γ − ηsj · γ)(xj , yj)
)
≤ f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
γ(xj , yj)
)
+ f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(ηsj · γ)(xj , yj)
)
≤ f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
γ(xj , yj)
)
+
∑
τ≤α
(
α
τ
)
C1(α, τ)f1(xj)f2(yj)q
(
∂τ
∂xτ
∂β
∂yβ
γ(xj , yj)
)
.
Since U is open and W1 satisfies the o-condition, Lemma 3.30 (i) yields
f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
γ(xj , yj)
)
→ 0
and
f1(xj)f2(yj)q
(
∂τ
∂xτ
∂β
∂yβ
γ(xj , yj)
)
→ 0,
uniformly in yj , as j →∞. This contradicts (15), as required.
Step 1.2. Now, we define the map
ζr1 : U × V → [0, 1] , (x, y) 7→
(
1
B
r1+
1
2
(0) ∗ ρ 12
)
(y),
using the function 1
B
r1+
1
2
(0)
: Rm → {0, 1} and the mollifier ρ 1
2
: Rm → R.
Thus ζr1(x, y) = 0 if ‖y‖∞ > r1+1. Proceeding similarly to Step 1.1 (and using
that V is open and W2 satisfies the o-condition), we show that
‖γ − ζr1 · γ‖f,(α,β),q → 0
as r1 →∞, for each weight f = f1 ⊗ f2 ∈ W , q ∈ PE , α ∈ Nn0 with |α| ≤ k and
β ∈ Nm0 with |β| ≤ l.
Conclusion of Step 1. In Step 1.1. we approximated γ ∈ Ck,lW (U × V,E) with a
function η ∈ Ck,lW (U × V,E) such that η(x, y) = 0 if ‖x‖∞ > r for some r > 0.
Further, from Step 1.2 we conclude that η can be approximated with a function
ζ ∈ Ck,lW (U × V,E) such that ζ(x, y) = 0 if ‖x‖∞ > r or ‖y‖∞ > r for some
r > 0. That is ζ ∈M , whence M is dense in Ck,lW (U × V,E), as asserted.
Step 2. Now, let γ ∈ M , that is, γ ∈ Ck,lW (U × V,E) and γ(x, y) = 0 if
‖(x, y)‖∞ > r for some r > 0.
Step 2.1. If U = Rn, then we jump to Step 2.2. Otherwise, for ε > 0 we define
the set
Uε := {x ∈ U : d(x, ∂U) ≥ ε} .
Further, for r2 > 0 we define the map
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ηr2 : U × V → [0, 1] , (x, y) 7→
(
1U 3
4r2
∗ ρ 1
4r2
)
(x),
using the functions 1U 3
4r2
: Rn → {0, 1} and ρ 1
4r2
: Rn → R. (Note that
ηr2(x, y) = 0 if d(x, ∂U) <
1
2r2
.) Then ηr2 is partially C
∞, whence the map
ηr2 · γ is partially C
k,l (see Remark 3.18 (ii)). We want to show that
‖γ − ηr2 · γ‖f,(α,β),q → 0 (16)
as r2 → ∞, for each weight f = f1 ⊗ f2 ∈ W , seminorm q ∈ PE and α ∈ Nn0
with |α| ≤ k, β ∈ Nm0 with |β| ≤ l. The proof is by contradiction. If (16)
is wrong, then we find δ > 0 and a sequence (sj)j∈N of values of r2 such that
sj →∞ as j →∞ and for each j ∈ N we have∥∥γ − ηsj · γ∥∥f,(α,β),q > δ.
By definition of the seminorm ‖·‖f,(α,β),q as a supremum, there exist (xj , yj) ∈
U × V such that
f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(
γ − ηsj · γ
)
(xj , yj)
)
> δ. (17)
Since γ ∈ M , we have
(
γ − ηsj · γ
)
(x, y) = 0 for all (x, y) ∈ U × V with
‖(x, y)‖∞ > r, therefore we must have (xj , yj) ∈ Br(0). Thus, after passage to
a subsequence, we may assume (xj , yj)→ (x, y) ∈ U×V as j →∞. Further, we
have ηsj (x, y) = 1 for all x ∈ U 1
sj
, and hence (γ − ηsj · γ)(x, y) = 0 in this case.
Thus we conclude that d(xj , ∂U) <
1
sj
, whence d(x, ∂U) = 0, that is x ∈ ∂U .
We have
f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(γ − ηsj · γ)(xj , yj)
)
≤ f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
γ(xj , yj)
)
(18)
+ f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(ηsj · γ)(xj , yj)
)
. (19)
If j →∞, then in (18) we have
f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
γ(xj , yj)
)
→ 0
uniformly in yj, by Lemma 3.30 (i), since U is an open subset and W1 satisfies
the o-condition. We apply the Product Rule to (19) and obtain
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f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(ηsj · γ)(xj , yj)
)
= f1(xj)f2(yj)q
∑
τ≤α
(
α
τ
)
∂α−τ
∂xα−τ
ηsj (xj , yj)
∂τ
∂xτ
∂β
∂yβ
γ(xj , yj)

≤
∑
τ≤α
(
α
τ
) ∣∣∣∣ ∂α−τ∂xα−τ ηsj (xj , yj)
∣∣∣∣ f1(xj)f2(yj)q( ∂τ∂xτ ∂β∂yβ γ(xj , yj)
)
,
using that ∂
β−κ
∂yβ−κ
ηsj (xj , yj) = 0 for all κ ∈ N
m
0 with κ < β.
From Lemma 3.35 we conclude
f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(ηsj · γ)(xj , yj)
)
≤
∑
τ≤α
(
α
τ
)
C2(α, τ)s
|α|−|τ |
j f1(xj)f2(yj)q
(
∂τ
∂xτ
∂β
∂yβ
γ(xj , yj)
)
with
C2(α, τ) := 4
|α|−|τ | ·
∥∥∥∥ ∂α−τ∂xα−τ ρ
∥∥∥∥
L1
.
Now, we want to show that the term
s
|α|−|τ |
j f1(xj)f2(yj)q
(
∂τ
∂xτ
∂β
∂yβ
γ(xj , yj)
)
(20)
tends to 0 as j → ∞, for all τ ≤ α (which yields the desired contradiction). If
τ = α, then in (20) we have
s0jf1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
γ(xj , yj)
)
→ 0
uniformly in yj , as j →∞, by Lemma 3.30 (i). Otherwise, we rewrite (20) as
s
|α|−|τ |
j f1(xj)f2(yj)q
(
∂τ
∂xτ
∂β
∂yβ
γ(xj , yj)
)
= s
|α|−|τ |
j q
(
f1(xj)
∂τ
∂xτ
(
f2(yj)
∂β
∂yβ
γ(•, yj)
)
(xj)
)
= s
|α|−|τ |
j q
(
f1(xj)
∂τ
∂xτ
γβ,yj,f2(xj)
)
,
where γβ,yj,f2 is the map defined in Lemma 3.27. We have γβ,yj,f2 ∈ C
k
W1
(U,E) ⊆
C
|α|
W1
(U,E), whence
∂τ
∂xτ
γβ,yj,f2 ∈ C
|α|−|τ |
W1
(U,E).
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Using Remark 3.29 and Lemma 3.30 (i), we see that for each pi ∈ Nn0 with
|pi| ≤ |α| − |τ | we have
f1(xj)
∂τ
∂xτ
γβ,yj,f2(xj)→ 0
and
∂pi
∂xpi
(
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
(xj)→ 0
uniformly in yj , as j →∞. Hence, Proposition 3.32 implies that the extension
˜(
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
: Rn → E, x 7→
{ (
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
(x) x ∈ U
0 x /∈ U
is partially C|α|−|τ | with partial derivatives
∂pi
∂xpi
˜(
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
: Rn → E, x 7→
{
∂pi
∂xpi
(
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
(x) x ∈ U
0 x /∈ U.
Since d(xj , ∂U) <
1
sj
for each j ∈ N, there exists xj ∈ ∂U with dj := d(xj , xj) <
1
sj
, and xj → x as j →∞. Lemma 3.33 yields ξj ∈ [0, 1] such that
s
|α|−|τ |
j q
(
f1(xj)
∂τ
∂xτ
γβ,yj,f2(xj)
)
≤
(sjdj)
|α|−|τ |
(|α| − |τ | − 1)!
∑
|κ|=|α|−|τ |
q
(
∂κ
∂xκ
˜(
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
(x′j)
)
<
1
(|α| − |τ | − 1)!
∑
|κ|=|α|−|τ |
q
(
∂κ
∂xκ
˜(
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
(x′j)
)
with x′j := xj − ξj(xj − xj). Thus we have
q
(
∂κ
∂xκ
˜(
f1 ·
∂τ
∂xτ
γβ,yj,f2
)
(x′j)
)
→ 0
if j →∞ (i.e., xj , xj → x, whence x′j → x).
Altogether, we have
f1(xj)f2(yj)q
(
∂α
∂xα
∂β
∂yβ
(γ − ηsj · γ)(xj , yj)
)
→ 0
as j →∞, which contradicts (17), as desired.
Step 2.2. If V = Rm, then we go over to the conclusion of Step 2. Otherwise,
we define the set Vε and the partially C
∞-map
ζr2 : U × V → [0, 1] , (x, y) 7→
(
1V 3
4r2
∗ ρ 1
4r2
)
(y)
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as in Step 2.1 (note that ζr2(x, y) = 0 if d(y, ∂V ) <
1
2r2
) and proceed similarly.
This yields
‖γ − ζr2 · γ‖f,(α,β),q → 0
as r2 → ∞, for each weight f = f1 ⊗ f2 ∈ W , seminorm q ∈ PE and α ∈ N
n
0
with |α| ≤ k, β ∈ Nm0 with |β| ≤ l.
Conclusion of Step 2. We conclude that the space Ck,lc (U ×V,E) is dense in M .
In fact, if U = Rn and V = Rm, then the assertion is obviously true. Consider
the case U $ Rn and V $ Rm. In Step 2.1 we approximated γ ∈ M with a
partially Ck,l-map η such that
supp(η) ⊆ {(x, y) ∈ U × V : (∃r, s > 0)
‖(x, y)‖∞ ≤ r and d(x, ∂U) ≥ s} .
In Step 2.2 we showed that η can be approximated with a partially Ck,l-map ζ
such that
supp(ζ) ⊆ {(x, y) ∈ U × V : (∃r, s > 0)
‖(x, y)‖∞ ≤ r and d((x, y), ∂(U × V )) ≥ s} =: K.
Furthermore, we have
K = {(x, y) ∈ U × V : (∃r, s > 0)
‖(x, y)‖∞ ≤ r and d((x, y), ∂(U × V )) ≥ s} .
(21)
(In fact, for (x, y) ∈ (U × V )\(U × V ) = U × V \(U × V ) = ∂(U × V ) we have
d((x, y), ∂(U × V )) = 0, hence (x, y) is not an element of the right-hand side of
(21).) Thus K is a closed subset of (U × V ) ∩Br(0), hence K is bounded and
consequently compact. Therefore ζ ∈ Ck,lc (U × V,E).
If U $ Rn and V = Rm, then Step 2.1 yields an approximation of γ ∈M with
a partially Ck,l-map η such that
supp(η) ⊆ {(x, y) ∈ U ×Rm : (∃r, s > 0)
‖(x, y)‖∞ ≤ r and d(x, ∂U) ≥ s}
=
{
(x, y) ∈ U ×Rm : (∃r, s > 0)
‖(x, y)‖∞ ≤ r and d(x, ∂U) ≥ s} .
(We see again that if (x, y) ∈ (U × Rm)\(U × Rm) = U ×Rm\(U × Rm) =
∂(U × Rm) = (∂U × Rm) ∪ (U × ∂Rm) = ∂U × Rm, then d(x, ∂U) = 0.)
Thus supp(η) is a subset of a closed subset of (U ×Rm) ∩ Br(0), and we have
η ∈ Ck,lc (U ×R
m, E). In the case U = Rn and V $ Rm, the argumentation is
similar, using Step 2.2.
Proposition 3.36. Let E be a Hausdorff locally convex space, U ⊆ Rn and
V ⊆ Rm be locally convex subsets with dense interior, and k, l ∈ N0 ∪{∞}. For
the set of weights W1 on U we assume that
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(i) each weight is bounded on compact subsets of U ,
(ii) for each compact subset K ⊆ U there exists a weight fK ∈ W1 such that
infx∈K fK(x) > 0,
and likewise for the set of weights W2 on V . Then we have Ck,lc (U × V,E) ⊆
im(Ψ), where Ψ is the topological embedding
Ψ : CkW1(U,C
l
W2(V,E))→ C
k,l
W (U × V,E), γ 7→ γ
∧
defined in Theorem 3.21
Proof. Let γ ∈ Ck,lc (U ×V,E). We need to show that γ
∨ ∈ CkW1(U,C
l
W2
(V,E)),
then by construction of Ψ we have Ψ(γ∨) = (γ∨)∧ = γ, as required.
Let
pi1 : U × V → U, pi2 : U × V → V
be the coordinate projections onto the first and second component, respectively.
We set K := supp(γ) and K1 := pi1(K), K2 := pi2(K). Since K is compact,
so is the set K1 × K2 and K ⊆ K1 × K2, whence γ ∈ C
k,l
K1×K2
(U × V,E).
Therefore, we have γ∨ ∈ CkK1(U,C
l
K2
(V,E)), by Lemma 3.23. We know that
ClK2(V,E) ⊆ C
l
W2
(V,E) and the inclusion map
i : ClK2(V,E)→ C
l
W2(V,E)
is continuous and linear, by Lemma 3.24. Thus γ∨(x) = γx ∈ ClW2(V,E)
and γ∨ = i ◦ γ∨ : U → ClW2(V,E) is partially C
k, by Lemma 3.11. Hence
γ∨ ∈ CkK1(U,C
l
W2
(V,E)) ⊆ CkW1(U,C
l
W2
(V,E)), as desired.
Now, we prove the Exponential Law for spaces of weighted differentiable func-
tions with values in locally convex spaces.
Theorem 3.37 (Exponential Law for spaces of weighted differentiable
functions). Let E be a Hausdorff locally convex space, U ⊆ Rn and V ⊆ Rm be
open subsets, and k, l ∈ N0 ∪ {∞}. For the set of weights W1 ⊆ Ck(U, [0,∞ [ )
on U we assume that
(i) W1 satisfies the o-condition,
(ii) for each f ∈ W1 and α ∈ Nn0 with |α| ≤ k there exists g ∈ W1 such that∣∣∣∣ ∂α∂xα f(x)
∣∣∣∣ ≤ g(x)
for all x ∈ U ,
and likewise for the set of weights W2 ⊆ Cl(V, [0,∞ [ ) on V . Then the linear
map
Ψ : CkW1(U,C
l
W2(V,E))→ C
k,l
W (U × V,E), γ 7→ γ
∧,
where W =W1 ⊗W2, is a homeomorphism.
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Proof. Step 1. First we assume that the space E is complete. By Proposition
3.15, the spaceClW2(V,E) is complete, whence also the space C
k
W1
(U,ClW2(V,E))
is complete (we recall that the condition in Proposition 3.15 is satisfied, since
the weights are assumed continuous, see Remark 2.6). The map Ψ is a topolog-
ical embedding, by Theorem 3.21, thus im(Ψ) is complete, hence it is closed in
Ck,lW (U ×V,E). By Proposition 3.36 we know that C
k,l
c (U ×V,E) ⊆ im(Ψ), and
in Proposition 3.26 we have shown that Ck,lc (U×V,E) is dense in C
k,l
W (U×V,E).
Thus im(Ψ) is dense in Ck,lW (U × V,E), whence
im(Ψ) = im(Ψ) = Ck,lW (U × V,E),
which shows that Ψ is surjective, hence a homeomorphism (being a topological
embedding).
Step 2. Now we show the surjectivity of Ψ in the general case. To this end, let
E˜ be the completion of E and γ ∈ Ck,lW (U × V,E) ⊆ C
k,l
W (U × V, E˜). In Step 1
we have shown that the map
Ψ˜ : CkW1(U,C
l
W2(V, E˜))→ C
k,l
W (U × V, E˜), η 7→ η
∧,
is a homeomorphism. Hence there exists η ∈ CkW1(U,C
l
W2
(V, E˜)) with
Ψ˜(η) = η∧ = γ. (22)
If we can show that η ∈ CkW1(U,C
l
W2
(V,E)), then we have Ψ(η) = γ, and the
assertion is proven. It suffices to prove that
∂β
∂yβ
(
∂α
∂xα
η(x)
)
(y) ∈ E (23)
for all x ∈ U , y ∈ V and α ∈ Nn0 with |α| ≤ k and β ∈ N
m
0 with |β| ≤ l. From
Lemma 3.10 we then conclude that
∂α
∂xα
η(x) ∈ ClW2(V,E)
for all x ∈ U and α as above, and using the lemma again, we get
η ∈ CkW1(U,C
l
W2(V,E)),
as required. But using (22), we have
∂β
∂yβ
(
∂α
∂xα
η(x)
)
(y) =
∂β
∂yβ
(
∂α
∂xα
γ(x, •)
)
(y) =
∂α
∂xα
∂β
∂yβ
γ(x, y) ∈ E,
thus (23) holds and the proof is finished.
A useful consequence of the Exponential Law is the following:
Corollary 3.38. Let E be a Hausdorff locally convex space, U ⊆ Rn and
V ⊆ Rm be open subsets, and k, l ∈ N0 ∪ {∞}. For the set of weights W1 ⊆
Ck(U, [0,∞ [ ) on U we assume that
(i) W1 satisfies the o-condition,
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(ii) for each f ∈ W1 and α ∈ Nn0 with |α| ≤ k there exists g ∈ W1 such that∣∣∣∣ ∂α∂xα f(x)
∣∣∣∣ ≤ g(x)
for all x ∈ U ,
and likewise for the set of weights W2 ⊆ Cl(V, [0,∞ [ ) on V . Then the linear
map
Ψ : CkW1(U,C
l
W2(V,E))→ C
l
W2(V,C
k
W1(U,E)),
Ψ(γ) := (y 7→ (x 7→ γ(x)(y)))
is a homeomorphism.
Proof. By Theorem 3.37, the map
Ψ1 : C
k
W1(U,C
l
W2(V,E))→ C
k,l
W1⊗W2
(U × V,E)
is a homeomorphism, and obviously so is
Ψ2 : C
k,l
W1⊗W2
(U × V,E)→ Cl,kW2⊗W1(V × U,E),
Ψ2((x, y) 7→ γ(x)(y)) := ((y, x) 7→ γ(x)(y)).
Finally, using the homeomorphism
Ψ3 : C
l,k
W2⊗W1
(V × U,E)→ ClW2(V,C
k
W1(U,E)),
we construct
Ψ := Ψ3 ◦Ψ2 ◦Ψ1 : C
k
W1(U,C
l
W2(V,E))→ C
l
W2(V,C
k
W1(U,E)),
and see that
Ψ(γ) = (Ψ3 ◦Ψ2 ◦Ψ1)(x 7→ (y 7→ γ(x)(y)))
= (Ψ3 ◦Ψ2)((x, y) 7→ γ(x)(y))
= Ψ3((y, x) 7→ γ(x)(y)) = (y 7→ (x 7→ γ(x)(y))),
and Ψ is a homeomorphism, by construction.
Using the fact that a convex, compact subset K ⊆ Rm with nonempty inte-
rior has dense interior (whence differentiability is defined on such sets), we get
corresponding results for spaces of weighted Ck,l-functions on products of open
and compact subsets, in particular:
Proposition 3.39. Let E be a Hausdorff locally convex space, U ⊆ Rn be
an open subset, K ⊆ Rm be a convex, compact subset (with K◦ 6= ∅) and
k, l ∈ N0 ∪ {∞}. Let W1 ⊆ Ck(U, [0,∞ [ be a set of weights on U as in
Theorem 3.37 and W2 be an arbitrary set of weights on K. Then
(i) the space Ck,lc (U ×K,E) is dense in C
k,l
W1⊗W2
(U ×K,E)
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and
(ii) the space Cl,kc (K × U,E) is dense in C
l,k
W2⊗W1
(K × U,E).
Proof. To prove (i), we use the same arguments as in Step 1.1 in the proof
of Proposition 3.26 and approximate γ ∈ Ck,lW1⊗W2(U × K,E) with a function
η ∈ Ck,lW1⊗W2(U × K,E) such that η(x, y) = 0 if ‖x‖∞ > r for some r > 0. If
U = Rn, then the proof is finished. Otherwise, we use Step 2.1 and approximate
η with a partially Ck,l-function ζ such that
supp(ζ) ⊆ {(x, y) ∈ U ×K : (∃r, s > 0) ‖x‖∞ ≤ r and d(x, ∂U) ≥ s}
=
{
(x, y) ∈ U ×K : (∃r, s > 0) ‖x‖∞ ≤ r and d(x, ∂U) ≥ s
}
.
This is a compact subset (see the conclusion of Step 2 for details), whence
ζ ∈ Ck,lc (U ×K,E), as required.
To prove (ii), we proceed similarly, using Step 1.2 and Step 2.2 in the proof of
Proposition 3.26.
Theorem 3.40. Let E be a Hausdorff locally convex space, U ⊆ Rn be an
open subset and K ⊆ Rm be a convex, compact subset (with K◦ 6= ∅). Let
k, l ∈ N0 ∪ {∞}, W1 ⊆ Ck(U, [0,∞ [ ) be a set of weights on U as in Theorem
3.37 and W2 be a set of weights on K such that
(i) there is a weight hK ∈ W2 such that infy∈K hK(y) > 0,
(ii) each weight h ∈ W2 is bounded on K.
Then each of the linear maps
Ψ1 : C
k
W1(U,C
l
W2(K,E))→ C
k,l
W1⊗W2
(U ×K,E), γ 7→ γ∧,
and
Ψ2 : C
l
W2(K,C
k
W1(U,E))→ C
l,k
W2⊗W1
(K × U,E), γ 7→ γ∧
is a homeomorphism.
Proof. The proposition can be proven similarly to Theorem 3.37, using Propo-
sition 3.39 instead of Proposition 3.26.
Corollary 3.41. Let E be a Hausdorff locally convex space, U ⊆ Rn be an
open subset and K ⊆ Rm be a convex, compact subset (with K◦ 6= ∅). Let
k, l ∈ N0 ∪{∞}, and W1, W2 be sets of weights on U and K, respectively, as is
Theorem 3.40.
Then the linear map
Ψ : CkW1(U,C
l
W2(K,E))→ C
l
W2(K,C
k
W1(U,E)),
Ψ(γ) := (y 7→ (x 7→ γ(x)(y)))
is a homeomorphism.
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Proof. The assertion can be proven similarly to Corollary 3.38, using Theorem
3.40 for the construction of the homeomorphism Ψ.
Remark 3.42. Setting
W1 := C
∞
c (U, [0,∞ [ ),
for a locally convex subset U ⊆ Rn, we obtain
CkW1(U,E) = C
k(U,E)
as topological vector spaces, for all k ∈ N0 ∪ {∞}. In fact, since each f ∈ W1
is continuous, the condition in Lemma 3.9 is satisfied (see Remark 2.6), whence
the inclusion map
CkW1(U,E)→ C
k(U,E)
is continuous. Conversely, if γ ∈ Ck(U,E), f ∈ W1, α ∈ Nn0 with |α| ≤ k and
q ∈ PE, then
‖γ‖f,α,q
def
= sup
x∈U
f(x)q
(
∂α
∂xα
γ(x)
)
= sup
x∈supp(f)
f(x)q
(
∂α
∂xα
γ(x)
)
≤ r sup
x∈supp(f)
q
(
∂α
∂xα
γ(x)
)
= r ‖γ‖supp(f),α,q ,
where
r := max
x∈supp(f)
f(x) <∞.
Thus γ ∈ CkW1(U,E) and the inclusion map
Ck(U,E)→ CkW1(U,E)
is continuous.
Therefore, using Corollary 3.38, we know that
Ck(U,ClW2(V,E))
∼= ClW2(V,C
k(U,E))
for open subsets U ⊆ Rn, V ⊆ Rm, a suitable set of weights W2 on V and
k, l ∈ N0 ∪ {∞}.
Moreover, using Corollary 3.41, we have
Ck(K,ClW2(V,E))
∼= ClW2(V,C
k(K,E))
where K ⊆ Rn is a convex, compact subset with K◦ 6= ∅ and V , W2 as above.
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4 Regularity of the Lie group C lW(U,H)
In this section we show that the Exponential Law for spaces of weighted differen-
tiable functions (in particular, Corollary 3.41) can be used to proveCk-regularity
of certain Lie groups. Throughout the section, we will use the following defini-
tions:
Definition 4.1. A Lie group modeled on a Hausdorff locally convex space E is
a group G, equipped with a C∞-manifold structure modeled on E which turns
the group multiplication
µ : G×G→ G, (g, h) 7→ gh
and the inversion
ι : G→ G, g 7→ g−1
into smooth maps.
We always denote by eG the neutral element of G and by g := L(G) := Teg(G)
the Lie algebra of G.
Definition 4.2. Let G be a Lie group modeled on a Hausdorff locally convex
space E and g ∈ G. Using the tangent map of the left translation λg : G →
G, x 7→ gx, the product of g and v ∈ Tx(G) for some x ∈ G is defined as
g.v := (Txλg)(v) ∈ Tgx(G).
The Lie group G is called Ck-semiregular (with k ∈ N0 ∪ {∞}) if for each Ck-
curve γ : [0, 1]→ g there exists a (unique) Ck+1-curve EvolG(γ) := η : [0, 1]→ G
such that
η(0) = eG and η
′ = η.γ.
The Lie group G ia called Ck-regular if G is Ck-semiregular and the map
evolG : C
k([0, 1] , g)→ G, γ → EvolG(γ)(1)
is smooth.
Remark 4.3. From [8, Lemma 3.1] follows, that a Lie group is Ck-regular if
and only if G is Ck-semiregular and the map
EvolG : C
k([0, 1] , g)→ Ck+1([0, 1] , G), γ 7→ EvolG(γ)
is smooth.
For the theory of locally convex Lie groups the reader is referred to [14], [16] and
[10]. Recall that ifH is a locally convex Lie group, then we can turn Cl([0, 1] , H)
into a Lie group modeled on Cl([0, 1] , L(H)). Moreover, ifH is Ck-regular, then
so is Cl([0, 1] , H) (more general, the last facts are true for Lie groups Cl(K,H),
where K is a compact manifold, see [8]). By [8, Rem. 13.4], each Ck-regular Lie
group G is Cl-regular, for l ≥ k. Thus C∞-regularity, simply called regularity,
going back to Milnor ([14]), is the weakest concept. Constructions of Lie groups
of weighted smooth Lie group-valued mappings can be found in [4]. In [21]
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B.Walter describes the construction of Lie groups ClW (U,H) modeled on the
space ClW(U,L(H)), where U is an open subset of a finite-dimensional space
X and W is a set of weights on U such that the o-condition is satisfied and
1U ∈ W . (In [21], the author works with spaces ClW (U,H)
•, but these spaces
coincide with ClW(U,H) if the o-condition is satisfied by W .) Moreover, the
author shows that if U is an open subset of a normed space, 1U ∈ W and H is
a Banach Lie group, then the Lie group ClW(U,H) is regular.
From [8], we derive the following fact:
Lemma 4.4. Let G be a Lie group with Lie algebra g, Ω ⊆ Ck([0, 1] , g) be an
open 0-neighborhood and the map
Θ : Ω→ Ck+1([0, 1] , G)
be smooth. If there exists a family (αj)j∈J of smooth homomorphisms
αj : G→ Gj
to Lie groups Gj such that
αj ◦Θ(γ) = EvolGj (TeGαj ◦ γ)
for each γ ∈ Ω and the maps TeGαj separate points on g, then G is C
k-regular
and Θ = EvolG.
Now, we show the Ck-regularity of the Lie group ClW(U,H), checking that in
the following situation all the hypotheses of Lemma 4.4 are satisfied.
Theorem 4.5. Let E be a Hausdorff locally convex space and H be a Ck-regular
Lie group modeled on E, with k ∈ N0 ∪ {∞}. Let W ⊆ C
l(U, [0,∞ [ ) be a set
of weights on an open subset U ⊆ Rn such that
(i) 1U ∈ W,
(ii) W satisfies the o-condition,
(iii) for each f ∈ W and α ∈ Nn0 with |α| ≤ l there exists g ∈ W such that∣∣∣∣ ∂α∂xα f(x)
∣∣∣∣ ≤ g(x)
for all x ∈ U .
Then the Lie group G := ClW(U,H) is C
k-regular for each l ∈ N0 ∪ {∞}.
Proof. Let h be the Lie algebra of H . For an open eH -neighborhood V ⊆ H and
an open 0-neighborhood W ⊆ h there exists a C∞-diffeomorphism φ : V →W
such that
dφ
∣∣
h
= idh and φ(eH) = 0.
Consider the evaluation maps
εx : G = C
l
W(U,H)→ H, γ 7→ γ(x)
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and
evx : g ∼= C
l
W(U, h)→ h, γ 7→ γ(x)
for x ∈ U . We have a commutative diagram
ClW(U, V )
Cl
W
(U,φ)
//
εx
∣∣
Cl
W
(U,V )

ClW(U,W )
evx
∣∣
Cl
W
(U,W )

V
φ
// W
where
ClW (U, φ) : C
l
W (U, V )→ C
l
W(U,W )
is a C∞-diffeomorphism and evx is continuous and linear, hence C
∞ (cf. [10]).
Therefore
εx
∣∣
Cl
W
(U,V )
= φ−1 ◦ evx
∣∣
Cl
W
(U,W )
◦ ClW(U, φ)
and εx is C
∞. Moreover, the diagram
g
dCl
W
(U,φ)
∣∣
g
//
TeGεx

ClW(U, h)
evx

h
dφ
∣∣
h
=idh
// h
commutes, thus we identify each TeGεx with evx (as dC
l
W(U, φ)
∣∣
g
is an isomor-
phism), which separates points on g.
The Lie group H was assumed Ck-regular, thus the map
EvolH : C
k([0, 1] , h)→ Ck+1([0, 1] , H)
is C∞ (by Remark 4.3), and we have EvolH(0)(t) = eH for each t ∈ [0, 1].
Therefore, there exists an open 0-neighborhood Q in Ck([0, 1] , h) such that
EvolH(Q) ⊆ C
k+1([0, 1] , V ).
Setting
Ω := Ψ−11 (C
l
W (U,Q)),
where
Ψ1 : C
k([0, 1] , ClW (U, h))→ C
l
W (U,C
k([0, 1] , h))
is the homeomorphism from Corollary 3.41, we obtain an open 0-neighborhood
Ω in Ck([0, 1] , ClW(U, h)). We now construct the C
∞-map
Θ : Ω→ Ck+1([0, 1] , ClW(U,H))
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as follows.
The map
Θ1 := Ψ1
∣∣
Ω
: Ω→ ClW(U,Q)
is a restriction of a continuous and linear map, hence C∞. Further, the maps
Ck+1([0, 1] , φ) and EvolH
∣∣
Q
are C∞, whence the map
ClW(U,C
k+1([0, 1] , φ) ◦ EvolH
∣∣
Q
) : ClW(U,Q)→ C
l
W(U,C
k+1([0, 1] ,W ))
is C∞ (see [21]), and we set
Θ2 := i◦C
l
W(U,C
k+1([0, 1] , φ)◦EvolH
∣∣
Q
) : ClW (U,Q)→ C
l
W (U,C
k+1([0, 1] , h)).
with the inclusion map i : ClW(U,C
k+1([0, 1] ,W )) → ClW(U,C
k+1([0, 1] , h)).
By Corollary 3.41, the flip
Ψ2 : C
l
W(U,C
k+1([0, 1] , h))→ Ck+1([0, 1] , ClW(U, h))
is C∞ (being continuous and linear). Now, we have im(Ψ2 ◦ Θ2 ◦ Θ1) ⊆
Ck+1([0, 1] , ClW (U,W )), which is open in C
k+1([0, 1] , ClW (U, h)), thus we ob-
tain the C∞-map
Θ3 := (Ψ2 ◦Θ2 ◦Θ1)
∣∣Ck+1([0,1],ClW(U,W )) : Ω→ Ck+1([0, 1] , ClW(U,W )).
With the C∞-diffeomorphism
Ck+1([0, 1] , ClW(U, φ)
−1) : Ck+1([0, 1] , ClW (U,W ))→ C
k+1([0, 1] , ClW (U, V ))
and the inclusion map j : Ck+1([0, 1] , ClW(U, V ))→ C
k+1([0, 1] , ClW(U,H)) we
get
Θ4 := j ◦ C
k+1([0, 1] , ClW (U, φ)
−1) : Ck+1([0, 1] , ClW(U,W ))
→ Ck+1([0, 1] , ClW(U,H))
and finally construct the C∞-map
Θ := Θ4 ◦Θ3 : Ω→ C
k+1([0, 1] , ClW (U,H)).
It remains to show that
εx ◦Θ(γ) = EvolH(evx ◦γ)
for each γ ∈ Ω and x ∈ U . By construction of Θ we have
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Θ(γ) = (Θ4 ◦Θ3)(t 7→ (x 7→ γ(t)(x)))
= (Θ4 ◦Ψ2 ◦Θ2 ◦Θ1)(t 7→ (x 7→ γ(t)(x)))
= (Θ4 ◦Ψ2 ◦Θ2)(x 7→ (t 7→ γ(t)(x)))
= (Θ4 ◦Ψ2)(x 7→ (s 7→ φ(EvolH(t 7→ γ(t)(x))(s))))
= Θ4(s 7→ (x 7→ φ(EvolH(t 7→ γ(t)(x))(s))))
= (s 7→ (x 7→ EvolH(t 7→ γ(t)(x))(s))),
hence for s ∈ [0, 1] we see that
(εx ◦Θ(γ))(s) = EvolH(t 7→ γ(t)(x))(s) = EvolH(evx ◦γ)(s),
as required, and we obtain the desired result using Lemma 4.4.
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