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Resumen
Es comu´n en el reconocimiento de patrones que los mayores esfuerzos se realicen en las
etapas de medicio´n-extraccio´n de caracter´ısticas y de clasificacio´n. En diversos problemas
de reconocimiento se encuentra que los para´metros resultantes de la medicio´n de variables
presentan una dina´mica temporal y que esta dina´mica en s´ı misma, es la que contiene ma-
yor parte de la informacio´n discriminante. Las te´cnicas t´ıpicamente utilizadas en la etapa
de extraccio´n de caracter´ısticas, esta´n disen˜adas para variables esta´ticas, es decir, variables
que no presentan ningu´n tipo de dina´mica. Este es el caso de te´cnicas como PCA y LDA.
Surge entonces la necesidad de generar metodolog´ıas de extraccio´n de caracter´ısticas que
tengan en cuenta la informacio´n dina´mica de las variables. Por otro lado, es conocido que
los criterios utilizados en las te´cnicas de extraccio´n de caracter´ısticas difieren del criterio
de encontrar mı´nimo error de clasificacio´n; este hecho genera incompatibilidad entre el
criterio utilizado en la etapa de extraccio´n de caracter´ısticas y la etapa de clasificacio´n
y puede degradar el desempen˜o del sistema. Se presenta por lo tanto una metodolog´ıa
de disen˜o simulta´neo de una etapa de extraccio´n de caracter´ısticas y un clasificador ba-
sado en modelos ocultos de Markov - HMM, por medio del algoritmo de mı´nimo error
de clasificacio´n - MCE. La extraccio´n de caracter´ısticas es dependiente de los estados del
modelo y es optimizada utilizando el mismo criterio de ajuste de para´metros del HMM. La
metodolog´ıa es validada sobre un problema de reconocimiento de patolog´ıas de voz. Los
resultados muestran que el entrenamiento de HMM por medio del algoritmo MCE mejora
el reconocimiento en comparacio´n con el me´todo de entrenamiento cla´sico por el criterio
de ma´xima verosimilitud. Adema´s, la metodolog´ıa propuesta disminuye la similitud entre
modelos de clases diferentes y mejora el desempen˜o del sistema.
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Abstract
In pattern recognition is often common that the most of the attention is centered in the
measure-extraction and classification stages. In several recognition problems, the obtained
measures display a time-variant dynamic and this one contains a high level of the discri-
minant information. The classical techniques for feature extraction are designed for static
features. PCA and LDA are examples of this. At this point becomes necessary the deve-
lopment of dynamic feature extraction methodologies. On the other hand, it is well known
that the classical features extraction techniques make use of optimization criteria that are
different from the classifier’s minimum classification error criterion. This fact may cause
inconsistency between feature extraction and the classification stages and consequently,
degrade the performance of systems. For all this reasons, a hidden Markov models (HMM)
- based methodology for simultaneous desing of extraction and classification stages is
presented. Such a methodology is based on the minimum classification error (MCE) al-
gorithm. The feature extraction is model state - dependent and is optimized using the
same criterion of parameter estimation of the HMM. Validation is carried out over a auto-
matic detection of pathological voices problem. The result shows that the MCE training
improves the accuracy against the classical maximum likelihood training. In addition, the
proposed methodology diminished the similarity between models of different classes and
improves the performance systems.
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Parte I
Preliminares
1
Introduccio´n
El objetivo principal de los sistemas de reconocimiento de patrones es clasificar datos de
entrada dentro de un nu´mero definido de clases. Convencionalmente los sistemas de reco-
nocimiento de patrones tiene dos componentes: ana´lisis de caracter´ısticas y clasificacio´n de
patrones [1]. El ana´lisis de caracter´ısticas se alcanza en dos pasos: extraccio´n de para´metros
(EP) y extraccio´n de caracter´ısticas (EC ). T´ıpicamente, la etapa de EC se emplea para
reducir el taman˜o del espacio de representacio´n de los datos, proporcionado en la etapa de
EP, de tal manera que se utilicen u´nicamente las variables que mayor informacio´n aportan
al proceso de clasificacio´n. Aunque teo´ricamente la etapa de EC puede no ser necesaria
si la etapa de EP disen˜ada, proporciona un espacio de representacio´n de baja dimensio´n
y alta discriminancia, en la pra´ctica, la etapa de EC se emplea a menudo por problemas
de alta dimensionalidad. Utilizar un espacio de representacio´n de alta dimensio´n presenta
principalmente dos problemas: en primer lugar, es conocido que el clasificador ma´s simple
requiere que el nu´mero de observaciones sea una funcio´n exponencial de la dimensio´n del
espacio de caracter´ısticas (lo que se conoce como el problema de la dimensionalidad) [2].
Este problema se enfatiza, debido a que diversos problemas de reconocimiento de patro-
nes deben ser abordados en condiciones de baja estad´ıstica (poco nu´mero de muestras).
En segundo lugar, porque reduciendo la dimensionalidad del espacio de caracter´ısticas se
disminuye la complejidad del clasificador [3].
En diversos problemas de reconocimiento de patrones, se encuentra que los para´metros
resultantes de la medicio´n de variables, son para´metros que presentan una dina´mica tem-
poral y que esta dina´mica es la que contiene mayor parte de la informacio´n discriminante
que debe ser utilizada por el sistema; este es el caso del problema de deteccio´n automa´tica
de patolog´ıas de voz, en el cual los para´metros comu´nmente utilizados, presentan un com-
portamiento dina´mico en el tiempo y su dina´mica es altamente relevante en la valoracio´n
me´dica de los pacientes [4]. Las te´cnicas t´ıpicamente utilizadas en la etapa de EC, esta´n
disen˜adas para variables esta´ticas, es decir, variables que no presentan ningu´n tipo de
dina´mica (este es el caso de te´cnicas como el ana´lisis de componentes principales-PCA y el
ana´lisis discriminante lineal - LDA), lo que impide la utilizacio´n de este tipo de te´cnicas
sobre caracter´ısticas dina´micas. Simulta´neamente, es conocido que las te´cnicas cla´sicamen-
te utilizadas para realizar EC, tienen la desventaja de que su criterio de optimizacio´n es
diferente al criterio de disen˜o de la etapa de clasificacio´n, que consiste en obtener mı´nimo
error de reconocimiento [1]. Este hecho puede causar inconsistencia entre las etapas de EC
y clasificacio´n de un sistema de reconocimiento de patrones y consecuentemente, degradar
el desempen˜o del sistema [5].
Por otro lado, los modelos ocultos de Markov (Hidden Markov Models (HMM)) son una
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3clase de procesos estoca´sticos que permiten modelar series de tiempo y han sido empleadas
en el procesamiento de secuencias de datos temporales aplicados entre otras tareas a la
deteccio´n de patolog´ıas [6,7,8,9]. El me´todo tradicional de entrenamiento de los HMM es
mediante el algoritmo de Esperanza y Maximizacio´n-EM que es un me´todo de estimacio´n
de para´metros que cae dentro del campo general de estimacio´n de ma´xima verosimilitud
(maximum likelihood - ML), el cual tiene sus ra´ıces en la teor´ıa cla´sica de decisio´n Baye-
siana. Si se evalu´an las suposiciones fundamentales y limitaciones de e´sta aproximacio´n,
se puede encontrar que existen diferencias entre el problema de estimar una distribucio´n
o´ptima y el problema de disen˜ar un sistema de reconocimiento o´ptimo [10]. Considerar
entonces, un sistema de reconocimiento de patrones que emplee en la etapa de extraccio´n
de caracter´ısticas un me´todo tradicional (con los problemas mencionados antes) y adicio-
nalmente utilice en la etapa de clasificacio´n un HMM entrenado a partir del criterio ML, es
un sistema que no esta´ disen˜ado para obtener o´ptimo desempen˜o de reconocimiento. Una
forma directa de superar el problema de la inconsistencia entre la etapa de EC y la etapa
de clasificacio´n, es conducirlas conjuntamente utilizando un criterio comu´n de optimiza-
cio´n [1]. Dado que en muchos problemas de reconocimiento de patrones y espec´ıficamente
en el procesamiento de biosen˜ales, se han obtenido mejores resultados a partir de la in-
clusio´n de los HMM como me´todo de clasificacio´n, y teniendo en cuenta los problemas
comentados antes, se hace necesario desarrollar una metodolog´ıa de entrenamiento que
permite reducir el espacio de los datos de entrada y ajustar los para´metros de los modelo
ocultos de Markov de manera conjunta, utilizando un criterio comu´n de reduccio´n de error.
Objetivos
Objetivo General
Desarrollar una metodolog´ıa de entrenamiento de modelos ocultos de Markov empleando el
criterio de mı´nimo error de clasificacio´n y el uso de una medida de distancia entre modelos,
que pueda ser empleada en reduccio´n de espacios de entrenamiento de caracter´ısticas
dina´micas, para mejorar el desempen˜o de los sistemas de identificacio´n de patolog´ıas en
biosen˜ales.
Objetivos Espec´ıficos
– Evaluar diferentes medidas de distancia entre modelos de Markov, a partir de los
criterios de valor cuantitativo de separacio´n y de consistencia, para ser utilizada en
el algoritmo de entrenamiento de los modelos.
– Desarrollar un algoritmo de estimacio´n de para´metros para modelos de Markov a
partir del criterio de mı´nimo error de clasificacio´n para reduccio´n de dimensio´n,
que incluya el empleo de una medida de distancia para disminuir la similitud entre
modelos de clases diferentes.
– Validar la metodolog´ıa de entrenamiento de los modelos en la reduccio´n de espacios
de caracter´ısticas en el reconocimiento de patolog´ıas en biosen˜ales, empleando una
metodolog´ıa robusta que mejore la calidad y claridad de los resultados de validacio´n,
utilizando matrices de contingencia y curvas de desempen˜o.
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Parte II
Marco teo´rico
5
Cap´ıtulo 1
Me´todos de Entrenamiento de
Modelos Ocultos de Markov
1.1. Definicio´n de modelos ocultos de Markov
Una cadena de Markov es un proceso aleatorio θ (t) que puede tomar una cantidad
finita K de valores discretos dentro del conjunto {ϑ1, . . . , ϑK}, tal que en los momentos
determinados del tiempo (t0 < t1 < t2 < . . .) los valores del proceso aleatorio cambien
(con probabilidades de cambio conocidas), esto es, se efectu´an los cambios en forma de
secuencia aleatoria θ0 → θ1 → θ2, . . ., siendo θn = θ (tn) el valor de la secuencia despue´s
del intervalo n de tiempo. Las cadenas de Markov asumen una cantidad finita de valores
discretos o estados para la representacio´n de una sen˜al aleatoria. En particular, cada estado
de manera directa se asocia a un evento f´ısico observable. Sin embargo, en la pra´ctica, se
tienen aplicaciones con sen˜ales que no presentan de forma evidente los eventos sobre los
cuales se construye el modelo. En este sentido, se debe construir un modelo probabil´ıstico
sobre los estados no observables u ocultos. Como resultado las cadenas construidas por este
principio, corresponden a un proceso estoca´stico doble incrustado; la funcio´n probabil´ıstica
de los estados ocultos y el mismo modelo de aleatoriedad de Markov impuesto sobre la
sen˜al.
Los modelos ocultos de Markov, se pueden caracterizar mediante los siguientes para´metros
[11]:
(a). Los s´ımbolos de observacio´n corresponden a la salida f´ısica del sistema en ana´lisis y
conforman la secuencia aleatoria ϕ =
{
ϕ1, . . . , ϕnϕ
}
en los momentos definidos de
tiempo 1, 2, . . . , nϕ, donde nϕ es la longitud de la secuencia de observacio´n.
(b). El nu´mero de los estados ocultos del modelo, ϑ = {ϑk : k = 1, . . . , nϑ} ∈ V, que
siendo no observables, pueden ser relacionados con algu´n sentido f´ısico del proceso.
A partir de los estados ocultos se puede establecer una secuencia de estados θ =
{θ0, θ1, . . . , θnθ}, de todos los posibles estados, en los momentos definidos de tiempo
= 1, 2, . . . , nθ, donde nθ es la longitud de la secuencia de estados en ana´lisis.
(c). La matriz probabilidad de transicio´n de estados, Π = {πmn : m,n = 1, . . . , nϑ}, en
6
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la cual cada elemento se determina como,
πmn(k) = P (θk+1 = ϑn|θk = ϑm) ,
πmn ≥ 0,
nϑ∑
n=1
πmn = 1 (1.1)
(d). El conjunto completo de para´metros que representar la distribucio´n de las observa-
ciones por cada estado del modelo B = {bj (·)}.
Existen dos formas de distribuciones de salida que pueden ser consideradas. La pri-
mera es una suposicio´n de observacio´n discreta donde se asume que una observacio´n
es una de nυ posibles s´ımbolos de observacio´n υ = {υk : k = 1, . . . , nυ} ∈ U. En
este caso bj (ϕn = υk) = bj (υk) = p (υk|θn = ϑj). La segunda forma de distribucio´n
de probabilidad, es considerar un mezcla de M funciones de distribucio´n para cada
estado. Convencionalmente las funciones utilizadas son Gaussianas multivariadas,
debido a sus propiedades y a que todo el aparato matema´tico esta´ descrito para
e´stas. En este caso bj (ϕn) =
∑M
r=1 cjrN (ϕn|µjr,Σjr), donde µjr es el vector de me-
dias de la componente normal r en el estado j, Σjr es la matriz de covarianza de
la componente normal r en el estado j y cjr es el peso que pondera la componente
Gaussiana r del estado j.
Los modelos que asumen la primera forma de distribucio´n, son llamados modelos
ocultos de Markov discretos, mientras que los modelos que asumen la segunda forma
de distribucio´n de salida son llamados modelos ocultos de Markov continuos.
(e). El vector probabilidad de estado inicial pθ1 con elementos {Pθ1(i)}, donde
pθ1(i) = P (θ1 = ϑi) , 1 6 i 6 nϑ
Los valores de aleatoriedad Π, B y pθ1 , notados en conjunto como
λ = {Π,B,pθ1}
conforman los para´metros de un modelo oculto de Markov, el cual se puede emplear para
generar la estimacio´n de la secuencia de observacio´n, ϕ ∈ {ϕ1, ϕ2, . . . , ϕnϕ}, con longitud
nϕ = nϑ para los momentos definidos de tiempo n = 1, 2, . . . , nϕ.
El desarrollo de los modelos ocultos de Markov esta´ relacionado con las siguientes tres
tareas estad´ısticas [11]:
1. Dada una secuencia de observacio´n ϕ = {ϕ1, ϕ2, . . . , ϕnϕ} con longitud nϕ y el
modelo λ = {Π,B,pθ1}, co´mo calcular de manera eficiente la probabilidad P (ϕ|λ)
de la secuencia de observacio´n.
2. Dada una secuencia de observacio´n ϕ = {ϕ1, ϕ2, . . . , ϕnϕ} con longitud nϕ y el
modelo conocido λ, co´mo escoger de forma o´ptima la correspondiente secuencia de
estados θ = {θ1, θ2, . . . , θnϕ} para un criterio de medida fijado a priori.
3. El ajuste de los para´metros del modelo λ que brinden el ma´ximo valor de P (ϕ|λ).
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Debido al objeto de estudio de este trabajo, nos centraremos en la solucio´n al tercer
problema de los citados anteriormente.
Los me´todos de entrenamiento de los modelos de Markov se pueden clasificar en dos
grupos: (i) algoritmos de optimizacio´n o bu´squeda ascendente y (ii) algoritmos de bu´squeda
global [12]. Los algoritmos de bu´squeda ascendente dependen enormemente de la manera
en la que se inicialice el modelo, de tal forma que, en la pra´ctica y si los para´metros iniciales
no han sido los o´ptimos, la bu´squeda puede conducir a un modelo sub-o´ptimo. Para evitar
este problema se proponen una serie de te´cnicas aunque estas impliquen una mayor carga
computacional. Por otra parte, los algoritmos de bu´squeda global no dependen en exceso
de la inicializacio´n del modelo, precisamente por su capacidad global para encontrar el
o´ptimo pero presentan problemas de costo computacional.
1.2. Ma´xima esperanza - EM
El algoritmo de ma´xima esperanza (Expectation Maximization - EM ) es un me´todo de
estimacio´n de para´metros que cae dentro del campo general de estimacio´n de ma´xima
verosimilitud (maximum likelihood - ML) y es aplicado en casos donde parte de los da-
tos pueden ser considerados incompletos u ocultos. Este es esencialmente un algoritmo
de optimizacio´n iterativo que, bajo ciertas restricciones puede hacer converger los valo-
res de los para´metros a un ma´ximo local de la funcio´n de verosimilitud [13]. Existen dos
principales aplicaciones del algoritmo EM [14]. La primera ocurre cuando los datos tienen
valores perdidos, debido a problemas o limitaciones de los procesos de observacio´n. La
segunda ocurre cuando optimizar la funcio´n de verosimilitud es anal´ıticamente intratable,
pero adema´s la funcio´n de verosimilitud puede ser simplificada asumiendo la existencia y
los valores de los para´metros perdidos (u ocultos). La u´ltima aplicacio´n es ma´s comu´n en
problemas computacionales de reconocimiento de patrones.
Existen diversas modificaciones del algoritmo EM, e´stas se realizan con base en las res-
tricciones para completar los datos incompletos [15].
El algoritmo EM asume el siguiente problema: Si se tienen dos espacios de muestras X y
Y , tal que se puede realizar un mapeo X = f (Y) de una observacio´n Y del espacio Y a
una observacio´n X en el espacio X . Se define:
Y (X) = {Y : f (Y) = X} (1.2)
Y son los datos completos, y X son los datos observados. Si la distribucio´n f (Y|Θ) esta
bien definida, entonces la probabilidad de X dado Θ es
G (X|Θ) =
∫
Y(X)
f (X|Θ) dY (1.3)
El algoritmo EM esta dirigido a encontrar un valor de Θ que maximice G (X|Θ) dado
un X observado, pero para hacer esto, usa esencialmente la familia f (X|Θ) asociada. El
conjunto de para´metros Θ permiten definir la verosimilitud de los datos como P (Y|Θ).
Puede definirse tambie´n el log de la verosimilitud L (Y|Θ) = logP (Y|Θ).
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Si Ω es el espacio de los para´metros, la estimacio´n de ma´xima verosimilitud, consiste en
ajustar el estimado ΘML tal que
ΘML = argma´x
Θ∈Ω
L (Y|Θ) (1.4)
Para el caso de G, se intenta encontrar un conjunto Θ que maximice
L (Θ) = log G (X|Θ) (1.5)
El algoritmo EM primero encuentra el valor esperado del log-verosimilitud de los datos
completos L (Y|Θ) con respecto a los datos desconocidos, por medio de los datos obser-
vados X y de los actuales para´metros estimados. Se define [16]:
Q
(
Θ,Θ(i−1)
)
= E
[
log p (Y|Θ) |X,Θ(i−1)
]
(1.6)
donde Θ(i−1) son los actuales para´metros estimados que se usan para evaluar la esperanza
y Θ son los nuevos para´metros que se optimizan para incrementar Q. La clave para enten-
der la expresio´n (1.6), esta en que X y Θ(i−1) son constantes y Θ es una variable normal
que se desea ajustar. La evaluacio´n de esta esperanza es llamada el paso E del algoritmo.
Note el significado de los dos argumentos de la funcio´n Q (Θ,Θ′). El primer argumento
Θ corresponde a los para´metros que se intentan optimizar intentando maximizar la vero-
similitud. El segundo argumento Θ′ corresponde a los para´metros utilizados para evaluar
la esperanza.
El segundo paso (paso M) del algoritmo EM busca maximizar la esperanza calculada en
el primer paso. Esto es encontrar:
Θ(i) = argma´x
Θ
Q
(
Θ,Θ(i−1)
)
(1.7)
Estos dos pasos son repetidos cuanto sea necesario. El objetivo es que el algoritmo haga
converger los para´metros Θ(i) = ΘML. En cada iteracio´n del algoritmo esta garantizado
el incremento del log-verosimilitud; por lo tanto el algoritmo converge a un ma´ximo local
de la funcio´n de verosimilitud [14].
Una modificacio´n del paso M, es que en lugar de maximizar Q
(
Θ,Θ(i−1)
)
, se encuentra
algu´n Θ(i) tal que Q
(
Θ(i),Θ(i−1)
)
> Q
(
Θ(i−1),Θ(i−2)
)
. Este algoritmo es llamado el EM
Generalizado (Generalized EM - GEM ) y tambie´n garantiza la convergencia [17]. La figura
1.1 muestra gra´ficamente el proceso iterativo del algoritmo EM.
1.2.1. Estimacio´n de para´metros para ma´xima verosimilitud de
modelos ocultos de Markov
Para el caso de cadenas ocultas de Markov la funcio´n de verosimilitud de los datos in-
completos esta dada por P (ϕ|λ) y la funcio´n de verosimilitud de los datos completos esta
dada por P (ϕ, θ|λ). La funcio´n Q es por consiguiente:
Q (λ, λ′) =
∑
θ∈Q
logP (ϕ, θ|λ)P (ϕ, θ|λ′) (1.8)
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Figura 1.1: Interpretacio´n gra´fica de una iteracio´n del algoritmo EM: La funcio´n l
(
Θ,Θ(i)
)
esta´ limi-
tada por la funcio´n log-verosimilitud. Las funciones son iguales en Θ = Θ(i). El algoritmo EM escoge
Θ(i+1) como el valor de Θ para el cual l
(
Θ,Θ(i)
)
es un ma´ximo. Dado que L (Θ) ≥ l
(
Θ,Θ(i)
)
y l es
incrementada, se asegura que la funcio´n de verosimilitud se incremente en cada paso
donde λ′ es la estimacio´n de para´metros previa y Q es el espacio de todas las secuencias
de estado de longitud nθ.
Dada una secuencia de estados particular θk, P
(
ϕ, θk|λ
)
se puede expresar como:
P
(
ϕ, θk|λ
)
= pθk0
nθ∏
n=1
πθkn−1θknbθkn (ϕn) (1.9)
La funcio´n Q puede entonces expresarse como [14]:
Q (λ, λ′) =
∑
θ∈Q
logpθk0P
(
ϕ, θk|λ′
)
+
∑
θ∈Q
(
nθ∑
n=1
log πθkn−1θkn
)
P
(
ϕ, θk|λ′
)
+
∑
θ∈Q
(
nθ∑
n+1
log bθkn (ϕn)
)
P
(
ϕ, θk|λ′
)
(1.10)
Por consiguiente puede ser optimizado cada te´rmino individualmente. El primer te´rmino
en la ecuacio´n (1.10) se puede expresar como:∑
θ∈Q
logpθk0P
(
ϕ, θk|λ′
)
=
nϑ∑
i=1
logpθk0 (i)P
(
ϕ, θk0 = i|λ
′
)
(1.11)
el lado derecho es so´lo la expresio´n marginal para el tiempo n = 0. Adicionando el multi-
plicador de lagrange γ, usando la restriccio´n
∑
i pθk0
(i) = 1, derivando e igualando a cero,
se tiene:
∂
∂pθk
0
(i)
(
nϑ∑
i=1
logpθk
0
(i)P
(
ϕ, θk0 = i|λ
′
)
+ γ
(
nϑ∑
i=1
pθk
0
(i)− 1
))
= 0 (1.12)
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Resolviendo para pθk0 , se tiene [14]:
pθk
0
(i) =
P
(
ϕ, θk0 = i|λ
′
)
P (ϕ|λ′)
(1.13)
El segundo te´rmino en la ecuacio´n (1.10) se puede escribir como:
∑
θ∈Q
(
nθ∑
n=1
log πθkn−1θkn
)
P
(
ϕ, θk|λ′
)
=
nϑ∑
i=1
nϑ∑
j=1
nθ∑
n=1
log πijP
(
ϕ, θkn−1 = i, θ
k
n = j|λ
′
)
(1.14)
en esta expresio´n se evalu´a en cada tiempo n todas las posibles transiciones de i a j,
y se ponderan por su correspondiente probabilidad. De manera similar al procedimiento
realizado para el primer te´rmino de (1.10), se puede usar un multiplicador de lagrange y
empleando la restriccio´n (1.1), se tiene:
πij =
∑nθ
n=1 P
(
ϕ, θkn−1 = i, θ
k
n = j|λ
′
)∑nθ
t=1 P
(
ϕ, θkn−1 = i|λ
′
) (1.15)
El tercer te´rmino en la ecuacio´n (1.10), se puede escribir como:
∑
θ∈Q
(
nθ∑
n+1
log bθkn (ϕn)
)
P
(
ϕ, θk|λ′
)
=
nϑ∑
i=1
nθ∑
n=1
log bi (ϕn)P
(
ϕ, θkn = i|λ
′
)
(1.16)
Interpretando la ecuacio´n, se observa que para cada tiempo n, se evalu´an las emisiones para
todos los estados y se pondera cada una de las posibles emisiones por su correspondiente
probabilidad. Para distribuciones discretas, se puede una vez ma´s, utilizar el multiplicador
de lagrange con la restriccio´n
∑nυ
j=1 bi (υj) = 1. U´nicamente las observaciones que son
iguales a υk contribuyen al k
th valor de probabilidad, por lo tanto:
bi (k) =
∑nθ
n=1 P
(
ϕ, θkn−1 = i|λ
′
)
δυj ,υk∑nθ
t=1 P
(
ϕ, θkn−1 = i|λ
′
) (1.17)
donde δ es la funcio´n delta de Kronecker.
Para distribuciones continuas (mezclas de gaussianas), la forma de la funcio´n Q es ligera-
mente diferente, las variables ocultas deben incluir no solo la secuencia de estados oculta,
si no tambie´n una variable que indica la componente de la mezcla para cada estado en
cada tiempo. Por consiguiente, se puede escribir Q como:
Q (λ, λ′) =
∑
θ∈Q
∑
m∈M
logP
(
ϕ, θk, m|λ
)
P
(
ϕ, θk, m|λ′
)
(1.18)
donde M es el conjunto de todas las componentes y m =
{
mθk11, mθk22, ..., mθknθnθ
}
es el
vector que indica la componente de mezcla para cada estado y cada tiempo. Si se expande
(1.18) de igual manera como la ecuacio´n (1.10), el primero y segundo te´rmino no cambian
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debido a que los para´metros son independientes de m. El tercer te´rmino en la ecuacio´n
(1.18) ser´ıa:
∑
θ∈Q
∑
m∈M
(
nθ∑
n=1
log bθkn
(
ϕn, mθknn
))
P
(
ϕ, θk, m|λ′
)
=
nϑ∑
i=1
M∑
r=1
nθ∑
n=1
log (cirbir (ϕn))
P
(
ϕ, θkn = i,mθknn = r|λ
′
) (1.19)
Para optimizar esta expresio´n, se deben maximizar cada te´rmino de las variables “ocul-
tas”por separado. Se puede obtener [14]:
cir =
∑nθ
n=1 P
(
θkn = i,mθknn = r|ϕ, λ
′
)∑nθ
n=1
∑M
r=1 P
(
θkn = i,mθknn = r|ϕ, λ
′
) , (1.20)
µir =
∑nθ
n=1 ϕnP
(
θkn = i,mθknn = r|ϕ, λ
′
)∑nθ
n=1 P
(
θkn = i,mθknn = r|ϕ, λ
′
) , (1.21)
y
Σir =
∑nθ
n=1 (ϕn − µir) (ϕn − µir)
T P
(
θkn = i,mθknn = r|ϕ, λ
′
)∑nθ
n=1 P
(
θkn = i,mθknn = r|ϕ, λ
′
)
El algoritmo dina´mico que realiza el ajuste de los para´metros de manera computacional-
mente o´ptima, es el algoritmo de Baum-Welch [11, 14].
1.3. Entrenamiento discriminativo
El me´todo de entrenamiento ma´s popular para sistemas basados en HMM es la estimacio´n
de ma´xima verosimilitud. Este me´todo esta´ basado en la teor´ıa cla´sica de decisio´n de
Bayes, en la cual se asume que un clasificador o´ptimo es aquel que implementa una regla
de clasificacio´n de la forma [10]:
C (ϕ) = ci si P (ci|ϕ) = ma´x
j
P (cj |ϕ) (1.22)
donde ϕ es una observacio´n arbitraria y C (ϕ) representa la decisio´n de clasificacio´n. En
otras palabras, una observacio´n ϕ es etiquetada a la clase i, si la probabilidad a posteriori
P (ci|ϕ) es mayor que para cualquier otra clase cj . De esta manera se asume que el mı´nimo
error de clasificacio´n es alcanzado cuando se utiliza la regla (1.22). Este criterio de decisio´n
es llamado el maximum a posteriori (MAP). El mı´nimo error de clasificacio´n alcanzado por
la decisio´n MAP es llamado el riesgo de Bayes. Para una o´ptima clasificacio´n por medio
de la regla MAP se requiere el conocimiento exacto de las probabilidades condicionales
P (cj|ϕ) , j = 1, ..., N , donde N es el nu´mero de clases. Sin embargo, en la pra´ctica estas
probabilidades no son dadas y deben ser estimadas a partir del conjunto de datos de
entrenamiento. La teor´ıa de decisio´n de Bayes transforma entonces el problema de disen˜o
de un clasificador en un problema de estimacio´n de distribucio´n [10]. En muchos problemas
reales estimar la distribucio´n de los datos es una tarea dif´ıcil, debido en primer lugar, a
que en la mayor´ıa de los casos se hace una estimacio´n parame´trica de la distribucio´n de los
datos y esta´ requiere seleccionar la forma de la distribucio´n; esta seleccio´n se ve limitada
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por la complejidad matema´tica de funciones de distribucio´n particulares y por tanto es
muy probable que se genere inconsistencia con la distribucio´n real de los datos. Este hecho
causa que la verdadera regla de decisio´n MAP pueda en muy pocos casos ser implementada.
En segundo lugar, la estimacio´n parame´trica de la forma de la distribucio´n se hace a
partir de los datos de entrenamiento, por lo que se hace necesario para obtener una buena
estimacio´n, que el taman˜o del conjunto de datos de entrenamiento sea suficiente, lo que
en muchas tareas de reconocimiento es muy complicado obtener y por lo tanto la calidad
de la de la estimacio´n de los para´metros de la distribucio´n no puede ser garantizado [10].
Por estas razones se han generado diversos me´todos de entrenamiento de modelos de
ocultos de Markov, que buscan corregir los problemas de la aproximacio´n cla´sica y estiman
los para´metros del modelo minimizando directamente una representacio´n adecuada del
error de decodificacio´n [18].
1.3.1. Ma´xima informacio´n mutua
Convencionalmente la estimacio´n de ma´xima verosimilitud intenta incrementar la proba-
bilidad a posteriori de los datos de entrenamiento dada la secuencia del modelo corres-
pondiente a los datos. Los modelos de otras clases no participan en la re-estimacio´n de los
para´metros, como consecuencia, el criterio ML no relaciona directamente el objetivo de
reduccio´n de la tasa de error [19]. Aunque el entrenamiento de modelos ocultos de Markov
por el me´todo de Ma´xima informacio´n mutua (Maximum Mutual Information (MMI))
busca ajustar una funcio´n de distribucio´n, al igual que en el ML, la diferencia radica en el
tipo de distribucio´n que se quiere ajustar. La distribucio´n que se quiere ajustar mediante
ML es la distribucio´n de cada clase, mientras que en MMI se busca ajustar la distribucio´n
posterior de clase condicional (que puede entenderse como una distribucio´n entre clases).
T´ıpicamente, las distribuciones de datos son mucho ma´s complejas de describir que las
distribuciones posteriores, debido a que las distribuciones de datos deben describir todas
las variaciones de los datos dentro de una misma clase, mientras la distribucio´n posterior
so´lo se ocupa de los l´ımites entre las clases [18].
Considere el conjunto de modelos HMMs [20].
Ψ = {λi, 1 ≤ i ≤ N} (1.23)
la tarea es minimizar la incertidumbre condicional de una clase i dada una secuencia de
observaciones ϕ de longitud nϕ perteneciente a la clase i. Esto equivale a minimizar la
informacio´n condicional:
I (i|ϕ,Ψ) = − log p {i|ϕ,Ψ} (1.24)
En el campo de teor´ıa de la informacio´n este problema conduce a la minimizacio´n de la
entrop´ıa condicional, definida como la esperanza E (·) de la informacio´n condicional I,
H (ι|Φ) = E [I (i|ϕ)] (1.25)
donde ι representa todas las clases y Φ representa todas las secuencias de observacio´n.
Entonces la informacio´n mutua entre las clases y observaciones dada por:
H (ι,Φ) = H (ι)−H (ι|Φ) (1.26)
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debe ser maximizada teniendo en cuenta que H (ι) es constante. Aunque la ecuacio´n (1.24)
define el criterio MMI, e´ste puede ser reescrito usando el teorema de Bayes para obtener
una mejor comprensio´n, como se muestra en la ecuacio´n (1.27) [21]:
EMMI = − log p {i|ϕ,Ψ}
= − log p{i,ϕ|Ψ}
p{ϕ|Ψ}
= − log p{i,ϕ|Ψ}P
ς
p{ς,ϕ|Ψ}
(1.27)
donde ς representa una clase arbitraria. El objetivo entonces es utilizar un me´todo de
minimizacio´n del criterio EMMI en funcio´n del conjunto de para´metros de los HMMs, de
tal manera que se maximice la informacio´n mutua:
H (ι,ϕ) = H (ι) (1.28)
esto implica que el modelo elimina todas las incertidumbres acerca del etiquetado y de esta
manera, maximizar la informacio´n mutua puede conducir a un decodificador perfecto [21].
Por varias razones, el entrenamiento de los HMMs mediante MMI es mucho ma´s complejo
que con ML. Una razo´n de e´sto es la no existencia de fo´rmulas de reestimacio´n en forma
cerrada similares a aquellas que existen para ML. Un conocido algoritmo utilizado para
maximizar el criterio MML es presentado en [22], e´ste es basado en una generalizacio´n
de la desigualdad de Baum-Eagon [23]. El me´todo fue inicialmente propuesto para HMM
discretos, y generalizado para modelos con densidades Gaussianas en [24] y se conoce como
el algoritmo extendido de Baum - Welch (EBW). Aunque el algoritmo EBW ha sido utili-
zado en diferentes tareas de reconocimiento de voz, presenta algunos defectos que han sido
tratados de corregir por otras aproximaciones [23]. El me´todo MMI demuestra ventajas en
el desempen˜o en comparacio´n con la aproximacio´n tradicional ML, sin embargo, no e´sta
basado en una directa minimizacio´n de la funcio´n de perdida que esta´ ligada a la tasa de
error de clasificacio´n.
1.3.2. Error de clasificacio´n mı´nimo
El me´todo de entrenamiento empleando el criterio de error de clasificacio´n mı´nimo (mini-
mum classification error - MCE ), introducido en [5] y extendido para HMM en [10], busca
minimizar la probabilidad de error a trave´s de una representacio´n suavizada de la funcio´n
de pe´rdida (loss function) que para el caso en el cual la decisio´n a tomar es de pertenencia
o no una clase espec´ıfica, se asume zero-uno. Esto se hace a trave´s de la llamada medida
del error de clasificacio´n, que representa simplemente una medida de la distancia entre
la probabilidad de una decisio´n correcta y otras decisiones. Existen varias definiciones de
esta medida, una de las cuales esta´ dada por:
di (ϕ) = −gi (ϕ;λi) + log
[
1
N − 1
∑
j,j 6=i
exp [gj (ϕ;λj) η]
]1/η
(1.29)
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donde N es el nu´mero de clases, η es un nu´mero positivo y gi (ϕ;λ) es la funcio´n de
verosimilitud condicional para la clase i, que para el caso de HMM puede ser utilizada la
probabilidad conjunta estado-observacio´n definida por:
gi (ϕ;λ) = log
{
ma´x
θ
gi (ϕ, θ;λ)
}
= log
{
gi
(
ϕ, θ¯;λ
)}
=
nϕ∑
n=1
[
logΠ
(i)
θ¯n−1θ¯n
+ log b
(i)
j (ϕn)
]
+ logpθ¯1
(1.30)
donde θ¯ corresponde a la secuencia de estados ma´s probable en el modelo para una se-
cuencia de observacio´n dada, y puede ser calculada mediante el algoritmo de Viterbi [11].
En este trabajo se empleo la funcio´n de verosimilitud condicional dada por:
gi (ϕ;λ) =
1
nϕ
(
nϕ∑
n=1
[
logΠ
(i)
θ¯n−1θ¯n
+ log b
(i)
j (ϕn)
]
+ logpθ¯1
)
(1.31)
la escala 1/nϕ permite normalizar la funcio´n de verosimilitid de la duracio´n de las secuen-
cias [25].
La medida de error de clasificacio´n es una funcio´n continua de los para´metros del decodi-
ficador e intenta emular la regla de decisio´n. Para una secuencia de observaciones ϕ que
pertenezca a la clase i, di (ϕ) > 0 implica un error en la clasificacio´n y di (ϕ)≪ 0 implica
una decisio´n correcta.
Para completar la definicio´n de la funcio´n objetivo la medida definida en (1.29) es embe-
bida en una funcio´n zero-uno suavizada (que representa la funcio´n de pe´rdida), para la
cual cualquier miembro de la familia sigmoidal es un obvio candidato [5]:
ℓ (di (ϕ)) =
1
1 + exp (−γdi (ϕ) + α)
(1.32)
donde normalmente α es igual a cero y γ ≥ 1. Claramente se ve que cuando di (ϕi) es
mucho menor que zero, lo que implica una decodificacio´n correcta, no se incurre casi que
en ninguna pe´rdida. Cuando di (ϕi) es positivo, conduce a una penalizacio´n que represen-
ta esencialmente una cuenta en el error de decodificacio´n. Finalmente, para cualquier ϕ
desconocida, el desempen˜o del clasificador/decodificador se mide por:
ℓ (ϕ;λ) =
N∑
i=1
ℓ (di (ϕ)) 1 (ϕ ∈ ci) (1.33)
donde 1(·) es una funcio´n de indicacio´n y es 1 si (·) es verdadero y 0 de otra forma. Esta
definicio´n en tres etapas simula la operacio´n de decodificacio´n a la vez que la evaluacio´n
del desempen˜o en un forma funcional suavizada, adecuada para la optimizacio´n de los
para´metros del clasificador/decodificador. Con base en el criterio de (1.33), se puede elegir
minimizar una de dos cantidades para el ca´lculo de los para´metros del decodificador: la
pe´rdida esperada o la pe´rdida emp´ırica [10]. Esto se logra mediante te´cnicas de gradiente
descendente; en particular el algoritmo descendente probabil´ıstico generalizado (GPD) [5].
El algoritmo GPD puede ser generalizado de la siguiente forma:
λn+1 = λn − ǫnUn∇ℓ (ϕn, λ) |λ=λn (1.34)
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donde Un es una matriz definida positiva y ǫ es la tasa de aprendizaje [10]. En particular,
el algoritmo GPD es un esquema de minimizacio´n sin restricciones que necesita modifica-
ciones para resolver un problema de minimizacio´n con restricciones, como es el caso del
entrenamiento de los HMM. Para esto se utiliza una transformacio´n entre los para´metros
minimizados por el algoritmo y los para´metros restringidos de tal manera que se mantenga
las restricciones en el espacio original de los para´metros. Una de las ventajas del algoritmo
de minimizacio´n basado en GPD es que este no hace ninguna suposicio´n expl´ıcita sobre
las probabilidades desconocidas. Esta propiedad es importante para problemas de recono-
cimiento y aprendizaje adaptativo [10].
Otro algoritmo desarrollados para resolver la tarea de minimizacio´n de la funcio´n de pe´rdi-
da es algoritmo Quick - prop [26], que combina una te´cnica de gradiente descendente y
el algoritmo de Newton y usa una aproximacio´n de la matrix Hessiana que no requiere
ca´lculos extra, con el objetivo de aumentar la velocidad de convergencia del algoritmo
GPD.
Para utilizar el algoritmo GPD generalizado (1.34), se deben definir las siguientes trans-
formaciones de para´metros que permiten mantener las restricciones probabil´ısticas de los
para´metros de los HMM durante la adaptacio´n:
Πjk → Π˜jk donde Πjk =
exp
(
Π˜jk
)
∑nϑ
l=1 exp
(
Π˜jl
) (1.35)
pθ1 (j)→ p˜θ1 (j) donde pθ1 (j) =
exp (p˜θ1 (j))∑nϑ
l=1 exp (p˜θ1 (l))
(1.36)
Para la adaptacio´n de para´metros de las componentes Gaussianas del modelo, se asume
por simplicidad que la matrix de covarianza Σjr = [σ
2
jrp]
ρ
p=1 se asume diagonal.
cjr → c˜jr donde cjr =
exp (c˜jr)∑M
l=1 exp (c˜jl)
(1.37)
µjrp → µ˜jrp donde µ˜jrp =
µjrp
σjrp
(1.38)
σjrp → σ˜jrp donde σ˜jrp = log σjrp (1.39)
Se puede mostrar que para una secuencia ϕn ∈ Ci del conjunto de entrenamiento, el ajuste
discriminativo del para´metro Π˜ partiendo de la definicio´n (1.34), esta dado por:
Π˜(i)
jk
(n + 1) = Π˜(i)
jk
(n)− ε
∂ℓi (ϕn;λ)
∂Π˜
(i)
jk
∣∣∣∣∣
λ=λn
(1.40)
Realizando la derivada parcial de la ecuacio´n (1.40) se obtiene la siguiente formula para la
actualizacio´n de la matriz de transicio´n de estados (El ca´lculo completo para el desarrollo
de las ecuaciones de reestimacio´n, podra´ ser consultado en el ape´ndice A):
Π˜
(i)
jk (n+ 1) = Π˜
(i)
jk (n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
nϕ∑
t=1
δ
(
θ¯t−1 − j
)
δ
(
θ¯t − k
) (
1−Π(i)jk (n)
) (1.41)
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donde δ es la funcio´n delta de Kronecker. De igual forma, para actualizar el vector de
probabilidad de estado inicial, se utiliza la definicio´n (1.34) y se obtiene:
p˜
(i)
θ1
(j, n + 1) = p˜
(i)
θ1
(j, n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
δ
(
θ¯1 − j
) (
1− p(i)θ1 (j, n)
) (1.42)
Las ecuaciones para actualizar los para´metros de las mezclas gaussianas del modelo, se
presentan a continuacio´n:
c˜
(i)
jr (n+ 1) = c˜
(i)
jr (n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
) (
b
(i)
j (ϕt)
)−1 ∣∣∣Σ(i)jr ∣∣∣−1/2 (2π)−ρ/2
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
(n)
σ
(i)
jrl
(n)
)2)
c
(i)
jr
(
1− c(i)jr
) (1.43)
µ˜
(i)
jrm (n + 1) = µ˜
(i)
jrm (n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
)
c
(i)
jr
(
b
(i)
j (ϕt)
)−1 ∣∣∣Σ(i)jr ∣∣∣−1/2 (2π)−ρ/2
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
(n)
σ
(i)
jrl
(n)
)2)(
ϕtm
σ
(i)
jrm
(n)
− µ˜(i)jrm (n)
) (1.44)
σ˜
(i)
jrm (n + 1) = σ˜
(i)
jrm (n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
)
c
(i)
jr
(
b
(i)
j (ϕt)
)−1 ∣∣∣Σ(i)jr ∣∣∣−1/2 (2π)−ρ/2
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
(n)
σ
(i)
jrl
(n)
)2)((
ϕtm−µ
(i)
jrm(n)
σ
(i)
jrm(n)
)2
− 1
) (1.45)
De igual forma, el desarrollo completo para la determinacio´n de las ecuaciones de reesti-
macio´n de los para´metros, se presenta en el ape´ndice A.
Cap´ıtulo 2
Comparacio´n de modelos ocultos de
Markov
Uno de los principales problemas que debe ser abordado cuando se emplean modelos
ocultos de Markov, es la estrategia de clasificacio´n de una nueva secuencia de entrada. La
manera convencional de clasificacio´n, es encontrar la ma´xima probabilidad a posteriori de
que un modelo particular λ, genere la secuencia de observacio´n ϕ que se desea etiquetar.
De esta manera, si se tienen dos modelos λ1 y λ2 (cada uno perteneciente a una clase
particular), la secuencia nueva sera´ asignada a la clase del modelo que genero´ la mayor
probabilidad a posteriori. As´ı
C (ϕ) =
{
1, si p (ϕ|λ1) > p (ϕ|λ2)
2 , si p (ϕ|λ2) > p (ϕ|λ1)
(2.1)
donde C (·) es la clase asignada a la secuencia ϕ. En otras palabras, la probabilidad de que
un HMM genere una secuencia dada, indica que´ tan probable es que e´sta sea miembro de
la familia de secuencias modeladas por el HMM, y la secuencia de estados ma´s probable,
asociada a la secuencia de observaciones, corresponde al “alineamiento” de la secuencia
en relacio´n con la familia de secuencias modeladas [27].
La forma de clasificacio´n descrita en (2.1), aunque ha sido empleada en diversas aplica-
ciones que involucran el empleo de HMM’s [11, 21, 28, 29, 30], no da una medida de la
semejanza (o diferencia) entre los mismos. El objetivo de establecer un me´trica que refleje
de manera cuantitativa la diferencia entre dos HMM’s, parte de la necesidad de compa-
rar dos trayectorias dina´micas (secuencias estoca´sticas), que t´ıpicamente son modelados
a partir de HMM’s [31]. Por consiguiente, obtener una me´trica que permita establecer la
similitud entre modelos, permite impl´ıcitamente comparar la similitud entre dos trayecto-
rias (secuencias).
Una definicio´n alternativa presentada en [32], define el problema de comparacio´n, como el
de asignar una distancia a un par de sistemas llamados secuencias
ϕ1 =
〈
ϕ1,1, ϕ1,2, ..., ϕ1,nϕ1
〉
ϕ2 =
〈
ϕ2,1, ϕ2,2, ..., ϕ2,nϕ2
〉
(2.2)
emitidas por dos procesos, mientras procesaban la misma entrada. Cada ϕi,j denota la
salida del j-e´simo sistema ante la i-e´sima entrada. La distancia podr´ıa indicar si esta´s
18
2. COMPARACIO´N DE MODELOS OCULTOS DE MARKOV 19
secuencias reflejan actividades similares.
Dados dos procesos aleatorios de Markov de primer orden λ1 y λ2 se debe hallar una medida
de similitud o distancia entre los mismos, d(λ1, λ2), con el fin de medir su equivalencia
estad´ıstica. En la pra´ctica, se han propuesto diversas medidas de distancia. La primer
medida propuesta corresponde a una forma generalizada de la distancia eucl´ıdea entre las
matrices de probabilidad estado-observacio´n, que se define como:
d(λ1, λ2) =
√√√√ 1
nϑ
nϑ∑
j=1
nυ∑
k=1
‖b(1)j (υk)− b
(2)
j (υk) ‖
2, (2.3)
Un caso ma´s general de esta medida se realiza encontrando el estado del segundo proceso
que minimiza la diferencia entre las probabilidades del los modelos,
d(λ1, λ2) =
{
1
nϑnυ
nϑ∑
j=1
nυ∑
k=1
(
b
(1)
j (υk)− b
(2)
s(j) (υk)
)2}1/2
(2.4)
donde s(j) es la permutacio´n de los estados que minimiza (2.4). Las medidas (2.3) y (2.4)
son inadecuadas, dado que no toman en cuenta la estructura temporal representada en la
cadena de Markov, por lo que podr´ıa darse el caso en el cual es posible encontrar un par de
modelos ocultos de Markov, con una distancia entre s´ı que tienda a cero, pero con medidas
respectivas de probabilidad, Pλ y Pλ′ , completamente diferentes [33]. Adema´s del problema
antes descrito para la medida basada en la distancia eucl´ıdea, existe una razo´n ma´s para
descartar su utilizacio´n en este trabajo, y es debido a que esta media esta´ orientada a
comparar HMM discretos, por lo que no puede ser empleada en la medicio´n de modelos
continuos, que son precisamente, los modelos empleados por el algoritmo MCE, utilizado
en este trabajo.
Una medida alterna presentada en [34], permite comparar dos modelos HMM, utilizando
toda la informacio´n contenida en el modelos. La media fue desarrollada con base en la
distancia de Kullback-Leibler entre dos funciones de densidad de probabilidad p1(ϕ) y
p2(ϕ). Para entender mejor la definicio´n de la medida de distancia entre HMM descrita
en [34], se revisara´ primero la distancia de Kullback-Leibler.
2.1. Distancia de Kullback-Leibler
La distancia de Kullback-Leibler puede ser usada para juzgar que´ tan cercanas son dos
funciones de densidad de probabilidad p1(ϕ) y p2(ϕ). La medida que determina que´ tan
cercana es la funcio´n de densidad p2(ϕ) a p1(ϕ) con respecto a p1(ϕ) es [35]:
I (p1, p2) =
∫ ∞
−∞
p1 (ϕ) log
(
p1 (ϕ)
p2 (ϕ)
)
dϕ (2.5)
En el caso en que p1(ϕ) y p2(ϕ) son funciones de probabilidad de masa, entonces
I (p1, p2) =
∑
∀ϕ
p1 (ϕ) log
(
p1 (ϕ)
p2 (ϕ)
)
(2.6)
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Se debe tener en cuenta que la distancia Kullback-Leibler no es sime´trica I (p1, p2) 6=
I (p2, p1). Si el objetivo es simplemente comparar p1 y p2 se puede definir una medida de
distancia sime´trica como [35]:
Is =
1
2
[I (p1, p2) + I (p2, p1)] (2.7)
El t´ıpico problema de aproximacio´n, es que dada la funcio´n de densidad p(ϕ), co´mo se
puede aproximar esta´ con otra funcio´n de densidad
⌢
p (ϕ) (donde
⌢
p (ϕ) puede ser una
funcio´n parametrizada). Entonces para obtener
⌢
p (ϕ), se puede considerar el problema
⌢
p
∗
= argmı´n
⌢
p
[
I
(
p,
⌢
p
)]
(2.8)
Usando I
(
p,
⌢
p
)
=
∫
ϕ
p (ϕ) log p (ϕ)−
∫
ϕ
p (ϕ) log
⌢
p (ϕ) la minimizacio´n de la ecuacio´n (2.7)
es equivalente a:
⌢
p
∗
= argma´x
⌢
p
∫
ϕ
p (ϕ) log
⌢
p (ϕ) (2.9)
Por consiguiente, I
(
p,
⌢
p
)
puede tambie´n ser interpretada como:
I
(
p,
⌢
p
)
= Ep(ϕ) [log p (ϕ)]−Ep(ϕ)
[
log
⌢
p (ϕ)
]
(2.10)
2.1.1. Distancia entre HMMs
Si se tienen dos HMMs λ1 y λ2, es posible calcular la distancia de ambos tomando como
base la ecuacio´n (2.6), a partir de:
d (λ1, λ2) = l´ım
nϕ→∞
1
nϕ
(logP (ϕ1|λ1)− logP (ϕ1|λ2)) (2.11)
La media de distancia definida en (2.11) es no sime´trica, una extensio´n natural de la media
anterior, es la media dada por:
d(λ1, λ2) =
1
2
(log(P11P22)− log(P12P21)) , (2.12)
donde,
Pij = P (ϕ̂i|λj)
1/nϕi , (2.13)
siendo nϕi la longitud de la sucesio´n ϕi generada de forma estoca´stica a partir del modelo
λi. La medida d(λ1, λ2) esta´ determinada un´ıvocamente so´lo en el l´ımite, cuando nϕi →∞.
As´ı mismo, se puede demostrar que, si Pii es un ma´ximo global, la distancia de Kullback-
Leibler tiene las siguientes propiedades [11]:
1. d(λ1, λ2) = d(λ2, λ1)
2. d(λ1, λ2) ≥ 0
3. d(λ1, λ2) = 0 si λ1 ∼ λ2 o´ ϕ1 = ϕ2
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Una de las desventajas que tiene este tipo de distancia se encuentra en la necesidad de
realizar la simulacio´n, empleando algu´n me´todo (por ejemplo Monte Carlo), para generar
las sucesiones ϕ̂i, lo cual eleva el costo computacional. En [36], se propone una cota
superior para la distancia de Kullback Leibler, que hace innecesario el procedimiento de
simulacio´n. Adema´s del problema comentado antes, en [37] se plantea que la me´trica de
Kullback-Leibler, mide la distancia entre probabilidades a trave´s de la entrop´ıa relativa y
que e´sta no es una verdadera me´trica.
2.2. Distancia a partir de medidas de similitud
Esta´ medida de similitud estoca´stica propuesta en [31], fue presentada inicialmente para
modelos “discretos”, sin embargo, su generalizacio´n a modelos continuos se realiza de forma
directa. La medida de similitud cuantifica la semejanza entre dos trayectorias estoca´sticas
con dimensio´n mu´ltiple en correspondencia con los modelos ocultos de Markov dados,
s(ϕ1,ϕ2) =
√
P21P12
P11P22
(2.14)
donde,
Pij = P (ϕi|λj)
1/nϕi (2.15)
representa la probabilidad de la sucesio´n de observacio´n ϕi dada por el modelo λj , normali-
zado con respecto a nϕi , donde nϕi es la longitud de la sucesio´n ϕi. Se puede demostrar [31]
que si Pii es un ma´ximo global, la medida de similitud tiene las siguientes propiedades:
1. s(ϕ1,ϕ2) = s(ϕ2,ϕ1)
2. 0 < d(ϕ1,ϕ2) ≤ 1
3. s(ϕ1,ϕ2) = 1 si λ1 ∼ λ2 o´ ϕ1 = ϕ2
En algunas ocasiones es ma´s conveniente representar la similitud entre dos modelos de
Markov a trave´s de una medida de distancia en lugar de una medida de similitud. Dada
la medida de similitud s(ϕ1,ϕ2), la medida de distancia se puede obtener a partir de
d(ϕ1,ϕ2) = − log s(ϕ1,ϕ2) (2.16)
tal que se cumple d(ϕ1,ϕ2) = d(ϕ2,ϕ1), d(ϕ1,ϕ2) ≥ 0 y d(ϕ1,ϕ2) = 1 si λ1 ∼ λ2
o´ ϕ1 = ϕ2.
A diferencia de las sucesiones de observacio´n ϕi, las sucesiones de observacio´n ϕ̂i de (2.13)
no son u´nicas debido a que son generadas de forma estoca´stica a partir de λ̂i.
Aunque de forma general d(λ̂1, λ̂2) (ecuacio´n (2.12)) y d(ϕ1,ϕ2) (ecuacio´n (2.16)) no son
equivalentes, bajo ciertas presunciones las dos nociones (distancia entre los modelos ocultos
y distancia entre sucesiones de observacio´n) convergen a una equivalencia. Espec´ıficamente,
se tiene que, d(ϕ1,ϕ2) = d(λ̂1, λ̂2) si y so´lo si
1. λ1 ∼ λ̂1 y λ2 ∼ λ̂2
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2. P11 y P22 son ma´ximos globales.
3. n̂ϕi →∞
Un problema de las medias anteriores, es que no tienen en cuenta la informacio´n de la se-
cuencia de estados, seguida por cada una de las secuencias de observaciones en los modelos.
Esta´ informacio´n tiene gran relevancia para comparar las dina´micas modeladas por ambos
modelos [35]. En [27] se presenta un conjunto de me´tricas entre HMMs, desarrolladas a
partir de la definicio´n de probabilidad de co-emisio´n entre dos modelos. Estas medidas
tienen en cuenta la informacio´n de la secuencia de estados.
2.3. Medidas de distancia a partir de la probabilidad
de co-emisio´n
La probabilidad de co-emisio´n de dos modelos, se define como la probabilidad de que
independientemente los modelos generen la misma secuencia sobre un alfabeto υ, se define
como [27]: ∑
ϕ∈U
P (λ1|ϕ)P (λ2|ϕ) (2.17)
donde P (λi|ϕ) es la probabilidad de que el modelo λi genere la secuencia ϕ. El problema
de esta´ aproximacio´n, es que para calcular la probabilidad de co-emisio´n se requiere que
los modelos sean discretos y de arquitectura izquierda-derecha [11].
Para calcular la probabilidad de co-emisio´n se construye una tabla indexada por estados
de los dos HMM, tal que A(θ, θ′) - donde θ es un estado de λ1 y θ
′ es un estado de
λ2- contiene la probabilidad de estar en el estado θ en λ1 y θ
′ en λ2 y haber generado
independientemente secuencias ide´nticas en las trayectorias a θ y a θ′. La entrada indexada
por los dos estados finales es la probabilidad de co-emisio´n.
La construccio´n de la tabla A, depende el tipo de estados del modelo. Para estados que
emitan s´ımbolos en ambos modelos y con lazos de transicio´n en si mismos, se tiene que:
A(θ, θ′) =
1
1− r
A0(θ, θ
′) (2.18)
donde A0(θq, θ
′
q) se construye sumando todas las posibles combinaciones de estados con
transiciones a θq y θ
′
q (incluyendo las combinaciones con θq o θ
′
q pero no ambos) de la
siguiente forma:
A0(θ, θ
′) =p(A(θi, θ
′
i)πθiθqπ
′
θ′iθ
′
q
+ A(θj , θ
′
i)πθjθqπ
′
θ′iθ
′
q
+ · · ·+A(θq, θ
′
i)πθq ,θqπ
′
θ′i,θ
′
q
+ . . .
+A(θk, θ
′
q)πθk ,θqπ
′
θ′q,θ
′
q
)
(2.19)
donde πθiθj es la probabilidad de transicio´n del estado i al estado j en el modelo λ y π
′
θ′iθ
′
j
es
la probabilidad de transicio´n del estado θ′i al estado θ
′
j en el modelo λ
′. p es la probabilidad
de que dos estados independientemente generen el mismo s´ımbolo, as´ı:
p =
∑
υk∈U
bθi(υk)bθ′i(υk) (2.20)
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donde bθi(ϕk) es la probabilidad de emitir el s´ımbolo υk en el estado θi del modelo λ y
bθ′i(ϕk) es la probabilidad de emitir el s´ımbolo υk en el estado θ
′
i del modelo λ
′. r en la
ecuacio´n (2.18) es la probabilidad de escoger independientemente lazos de transicio´n en si
mismos y emitir el mismo s´ımbolo en θq y θ
′
q, as´ı:
r = pπθq,θqπ
′
θ′q ,θ
′
q
(2.21)
La probabilidad de co-emisio´n de dos modelos λ1 y λ2 se denota por PA(λ1, λ2). Basado
en la probabilidad de co-emisio´n se definen dos me´tricas [27]:
dang(λ1, λ2) = arc cos(PA(λ1, λ2)/
√
PA(λ1, λ1)PA(λ2, λ2)) (2.22)
ddif(λ1, λ2) =
√
PA(λ1, λ1) + PA(λ2, λ2)− 2PA(λ1, λ2) (2.23)
Las medidas anteriores son derivadas de interpretar un HMM como un vector de secuencias
[27]. As´ı, la probabilidad de co-emisio´n se puede convertir en el producto interno
〈λ1, λ2〉 = |λ1| |λ2| cos υ (2.24)
de los modelos. Donde υ es el angulo entre los modelos y |λi| es la longitud de λi. El angulo
entre los modelos da una medida de ortogonalidad pero no tiene en cuenta la longitud (dos
modelos son ortogonales, si y so´lo si, no pueden generar secuencias identicas, y paralelo si
expresan la misma distribucio´n de probabilidad), mientras que la medida de diferencia es
derivada de la medida esta´ndar en espacios de vectores, la norma euclidiana de la diferencia
entre los dos vectores.
Aunque las medidas derivadas de la probabilidad de co-emisio´n tienen en cuenta la infor-
macio´n de la secuencia de estados de los modelos, no lo hacen a partir de una secuencia
de entrada particular; es decir, no se estima la secuencia de estados para una secuencia ϕ
determinada, en cada uno de los modelos, sino que la probabilidad en la cual se basa la
me´trica, es independiente de una nueva secuencia arbitraria. Una distancia de probabili-
dad apropiada, deber´ıa estar relacionada a una distribucio´n de probabilidad condicional
dada una secuencia de observacio´n, en lugar de utilizar distribuciones de probabilidad in-
condicionales o marginales [38]. Adicionalmente, las me´tricas derivadas de la probabilidad
de co-emisio´n, de igual forma que la medida derivada de la distancia eucl´ıdea, se aplican
a modelos discretos que no pueden ser utilizados en el algoritmo MCE.
2.4. Generalizacio´n de distancias a partir de la pro-
babilidad de Viterbi
Las medidas descritas en la secciones 2.1 y 2.2 aunque esta´n basadas en probabilidades de
secuencias de observacio´n, condicionadas a los modelos comparados, no tienen en cuenta la
informacio´n de la secuencia de estados seguida por el modelo, para generar la secuencia de
observacio´n dada. En [35] se propone utilizar la informacio´n de la secuencia de estados ma´s
probable en el modelo, a partir de la probabilidad conjunta estado-observacio´n P (ϕ, θ|λ),
que puede ser calculada utilizando el algoritmo de Viterbi [11], en lugar de la ma´xima
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probabilidad a posteriori (2.13). Ahora, la distancia entre HMMs a partir de la definicio´n
(2.11), se convierte en [35]:
d (λ1, λ2) = l´ım
nϕ→∞
1
nϕ
(
log p
(
⌢
ϕ1, θ1|λ1
)
− log p
(
⌢
ϕ1, θ2|λ2
))
(2.25)
De igual forma que la ecuacio´n (2.11), la medida definida en (2.25), es no sime´trica, una
versio´n sime´trica derivada de la ecuacio´n (2.12), esta´ dada por:
d (λ1, λ2) =
1
2
(
log
(
P˜11P˜22
)
− log
(
P˜12P˜21
))
(2.26)
donde,
P˜ij = P
(
⌢
ϕi, θj |λj
)1/nϕi (2.27)
La generalizacio´n para el caso de la medida de distancia a partir de similitud, se hace de
manera ana´loga a lo descrito para el caso de la distancia Kullback-Leibler. As´ı, la ecuacio´n
(2.15) se convierte en:
P˜ij = P (ϕi, θj|λj)
1/nϕi (2.28)
Entonces, la distancia a partir de la medida de similitud descrita en la ecuacio´n (2.16), se
puede expresar como:
d (ϕ1, ϕ2) = − log
√
P˜21P˜12
P˜11P˜22
= −1
2
(
log
(
P˜21P˜12
)
− log
(
P˜11P˜22
))
= −1
2
((
− log P˜11 + log P˜12
)
+
(
− log P˜22 + log P˜21
))
= −1
2
(d∗12 + d
∗
21)
(2.29)
donde,
d∗12 = − log P˜11 + log P˜12 y d
∗
21 = − log P˜22 + log P˜21 (2.30)
La medida de distancia d∗12, es no sime´trica y podr´ıa ser interpretada como la distancia
que existe entre la secuencia de observacio´n ϕ2 y ϕ1 con respecto a ϕ1 [35].
Si se comparan las medidas descritas en la ecuacio´n (2.30), con la medida de distancia
propuesta en la ecuacio´n (1.29), se puede llegar a la conclusio´n que son iguales para el
caso particular en el cual, se tienen u´nicamente dos clases definidas para el entrenamiento
de HMMs por medio del criterio MCE.
Cap´ıtulo 3
Extraccio´n de caracter´ısticas
3.1. Me´todos convencionales de extraccio´n de carac-
ter´ısticas
La principal tarea de un extractor de caracter´ısticas es seleccionar o combinar las carac-
ter´ısticas que contienen ma´s informacio´n y remover las componentes redundantes, con el
objetivo de mejorar la eficiencia de la etapa subsecuente de clasificacio´n sin degradar su
desempen˜o [39]. La mayor parte de los me´todos de extraccio´n de caracter´ısticas encon-
trados en la literatura, esta´n basados en me´todos de extraccio´n lineal. La extraccio´n de
caracter´ısticas lineal, proyecta los vectores de para´metros del espacio parame´trico dentro
de un espacio caracter´ıstico, a trave´s de una matriz de transformacio´n lineal T . Suponga
que el vector correspondiente a una observacio´n de entrada ϕ es un vector ρ-dimensional
y T es una matriz ρ× ̺ (ρ ≥ ̺). El vector de caracter´ısticas extra´ıdo ψ es:
ψ = T Tϕ (3.1)
La diferencia entre los algoritmos de extraccio´n de caracter´ısticas, es el criterio por el
cual optimizan la transformacio´n T . Los me´todos ba´sicos ma´s empleados en tareas de
extraccio´n lineal son: El Ana´lisis Discriminante Lineal (Linear Discriminant Analysis -
LDA)y El Ana´lisis de Componentes Principales (Principal Component Analysis - PCA) [3].
Brevemente hablando, LDA optimiza T maximizando la relacio´n entre la dispersio´n entre
- clases y la dispersio´n intra - clases; PCA obtiene T buscando las direcciones en el espacio
original que tienen mayor variacio´n.
3.1.1. Ana´lisis de componentes principales
El ana´lisis de componentes principales (Principal component analysis - PCA), es una te´cni-
ca estad´ıstica cuyo propo´sito es condensar la informacio´n de un gran conjunto de variables
correlacionadas, en otro conjunto con menos variables (”las componentes principales”) [3],
reteniendo tanto como sea posible la variacio´n presente en el conjunto inicial de datos.
Suponga que ϕ es un vector aleatorio ̺-dimensional. PCA primero busca una funcio´n li-
neal αT1 ϕ de ϕ que tenga ma´xima varianza, donde α1 = {α11, α12, ..., α1m} es un vector
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̺-dimensional y
αT1 ϕ = α11ϕ1 + α12ϕ2 + ... + α1̺ϕ̺ =
̺∑
i=1
α1iϕi (3.2)
Luego busca una segunda funcio´n lineal αT2 ϕ que es no correlacionada con α
T
1 ϕ y tiene
la segunda varianza ma´xima. Este procedimiento se repite hasta que la k -e´sima funcio´n
deseada αTk ϕ sea encontrada [39]. Estas k variables, α
T
1 ϕ, α
T
2 ϕ, ..., α
T
k ϕ, son llamadas las
componentes principales y en general pueden ser encontradas hasta ̺ componentes prin-
cipales.
El primer componente principal se define como la combinacio´n lineal de variables origina-
les que tienen varianza ma´xima. Matema´ticamente considere el primer componente αT1 ϕ,
α1 maximiza var
[
αT1 ϕ
]
= αT1Σα1 sujeto a α
T
1 α1 = 1. Donde Σ es la matriz de covarianza
de las observaciones. Usando multiplicadores de Lagrange se tiene:
αT1Σα1 − u1(α
T
1 α1 − 1) (3.3)
donde, u1 es un multiplicador de Lagrange. Derivando (3.3) con respecto a α1 se tiene:
(Σ− u1I̺)α1 = 0 (3.4)
donde I̺ es una matriz identidad de taman˜o ̺×̺. Note que la cantidad a ser maximizada
es:
αT1Σα1 = α
T
1 u1α1 = u1α
T
1 α1 = u1 (3.5)
Lo que implica que u1 es el mayor valor propio de la matriz Σ y α1 su correspondiente
vector propio [39, 40].
Considere la segunda componente principal, αT2 ϕ, maximizar α
T
2Σα2, sujeto a que sea no
correlacionado con la primera componente principal y αT2 α2 = 1. Esto es,
αT2Σα2 − u2
(
αT2 α2 − 1
)
− φαT2 α1 (3.6)
donde u2 y φ son multiplicadores de Lagrange. Derivando 3.6 con respecto a α2 se tiene:
Σα2 − u2α2 − φα1 = 0 (3.7)
multiplicando el lado izquierdo de (3.7) por αT1 , se tiene:
αT1Σα2 − u2α
T
1 α2 − φα
T
1 α1 = 0 (3.8)
en la ecuacio´n (3.8), los primeros dos te´rminos son iguales a cero, razo´n por la cual, para
que se cumpla la igualdad es necesario que φ = 0. As´ı, la ecuacio´n (3.7) se convierte en:
Σα2 − u2α2 = 0 (3.9)
Una vez ma´s, u2 = α
T
2Σα2, por consiguiente u2 es el segundo ma´s grande valor propio de
la matriz Σ y α2 su correspondiente vector propio. Siguiendo la misma estrategia puede
ser mostrado [39], que el vector de coeficientes αk de la k-e´sima componente principal, es
el vector propio correspondiente al k-e´simo mayor valor propio de Σ.
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PCA para reduccio´n de dimensionalidad en clasificacio´n
Para un conjunto J de datos ̺-dimensionales, los ρ ejes principales T1, T2, ..., Tρ, donde
1 ≤ ρ ≤ ̺ son ejes ortonormales, sobre los cuales la varianza retenida es ma´xima en el
espacio proyectado. Generalmente, T1, T2, ..., Tρ pueden ser dados por los ρ vectores propios
asociados a los mayores valores propios de la matriz de covarianza Σ de la muestra, dada
por:
Σ =
1
N
N∑
i=1
(ϕi − µ)
T (ϕi − µ) (3.10)
donde ϕi ∈ J , µ es la media de la muestra y N es el nu´mero de muestras, tal que:
ΣTi = uiTi i ∈ 1, ..., ̺ (3.11)
Los ̺ componentes principales de un vector de observaciones dado ϕ ∈ J esta´n dados
por:
ψ = [ψ1, ..., ψρ] =
[
T T1 ϕ, ..., T
T
ρ ϕ
]
= T Tϕ (3.12)
Los ̺ componentes principales de ϕ, son entonces no correlacionados en el espacio pro-
yectado. En un problema multi-clase, las variaciones de los datos son determinadas en
una base global [41], que significa que los ejes principales son derivados de una matriz de
covarianza global. Una suposicio´n hecha por la reduccio´n de dimensio´n por PCA es que
la mayor parte de la informacio´n contenida en los vectores de observacio´n es contenida en
el subespacio generado por los primeros ρ ejes principales, donde ρ < ̺. Por consiguien-
te, cada vector de datos original puede ser representado por su vector de componentes
principales:
ψ = T Tϕ (3.13)
donde T es una matriz ̺× ρ.
El me´rito de PCA esta´ en que las variables extra´ıdas tiene la mı´nima correlacio´n a lo
largo de los ejes principales. Sin embargo, existen algunos defectos que se encuentran
en PCA. Primero, co´mo se menciona en [40], PCA es un me´todo sensitivo a la escala,
es decir, las componentes principales pueden ser dominadas por elementos con grandes
varianzas. Otro problema que presenta PCA es que las direcciones de ma´xima varianza
no son necesariamente las direcciones de ma´xima discriminacio´n dado que no utiliza la
informacio´n de etiquetado de las clases.
3.1.2. Ana´lisis discriminate lineal
Discriminate lineal de Fisher
El objetivo del discriminante lineal de Fisher es separar la clases, proyectando las muestras
de las clases de un espacio ̺-dimensional dentro de una linea. Para un problema que
envuelve K clases, la generalizacio´n natural del discriminante lineal de Fisher envuelve
K − 1 funciones discriminantes. As´ı, la proyeccio´n es de un espacio ̺-dimensional a un
espacio K − 1-dimensional. Es ta´citamente asumido que ̺ ≥ K [3].
Suponga que se tienen K clases, C1, ..., CK , Sea ϕji el i-e´simo vector de observaciones de
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la clase Cj, donde i = 1, ..., Nj y Nj es el nu´mero de observaciones de la clase j. El vector
de medias y la matriz de covarianza de la clase j esta´n dados por:
µj =
1
Nj
Nj∑
i=1
ϕji (3.14)
y
Σj =
1
Nj
N∑
i=1
(ϕji − µj) (ϕji − µj)
T (3.15)
La matriz de covarianza intra-clase ΣW esta´ dada por:
ΣW =
K∑
j=1
Σj (3.16)
La media y la matriz de covarianza para el conjunto total de datos ΣT , esta´n dadas por:
µ =
1
N
K∑
j=1
Nj∑
i=1
ϕji =
1
N
K∑
j=1
Njµj (3.17)
y
ΣT =
K∑
j=1
Nj∑
i=1
(ϕji − µ) (ϕji − µ)
T (3.18)
donde N =
∑K
j=1Nj . Se sigue entonces que:
ΣT =
K∑
j=1
Nj∑
i=1
(ϕji − µj + µj − µ) (ϕji − µj + µj − µ)
T
=
K∑
j=1
Nj∑
i=1
(ϕji − µj) (ϕji − µj)
T +
K∑
j=1
Nj∑
i=1
(µj − µ) (µj − µ)
T
= ΣW +
K∑
j=1
Nj (µj − µ) (µj − µ)
T
(3.19)
El segundo te´rmino en la ecuacio´n (3.19) se define como la matriz de covarianza entre -
clases. Se tiene entonces que:
ΣB =
K∑
j=1
Nj (µj − µ) (µj − µ)
T (3.20)
y
ΣT = ΣW + ΣB (3.21)
En este caso, la proyeccio´n de un espacio ̺-dimensional a un espacio ρ-dimensional es
realizado por K − 1 funciones discriminantes:
ψi = w
T
i ϕ i = 1, 2, ..., K − 1 (3.22)
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La proyeccio´n en la ecuacio´n (3.22), puede ser reescrita en forma matricial como:
ψ =W Tϕ (3.23)
Las muestras ϕ1, ..., ϕN son proyectadas a un conjunto correspondiente de muestras ψ1, ..., ψN ,
las cuales pueden ser descritas por su propio vector de medias y matriz de covarianza, de-
finidas por:
µ˜j =
1
Nj
Nj∑
i=1
ϕji (3.24)
µ˜ =
1
N
Nj∑
i=1
Njµ˜j (3.25)
Σ˜W =
K∑
j=i
Nj∑
i=1
(ψji − µ˜j) (ψji − µ˜j)
T (3.26)
y
Σ˜B =
K∑
j=i
Nj (µ˜j − µ˜) (µ˜j − µ˜)
T (3.27)
De una forma directa se puede mostrar que [39]:
Σ˜W = W
TΣWW (3.28)
y
Σ˜B = W
TΣBW (3.29)
El discriminante lineal de Fisher es entonces definido como una funcio´n lineal W Tϕ para
la cual la funcio´n criterio
J (W ) =
∣∣∣Σ˜B∣∣∣∣∣∣Σ˜W ∣∣∣ =
W TΣBW
W TΣWW
(3.30)
es ma´ximo.
Se puede mostrar que la solucio´n de la ecuacio´n (3.30), corresponde a calcular los mayores
k − 1 valores propios generalizados (y sus correspondientes vectores propios) de la matriz
Σ−1W ΣB .
Aunque la evidencia practica ha mostrado que el ana´lisis discriminante es efectivo, una
separacio´n significante no implica necesariamente buena clasificacio´n [42]. El ana´lisis dis-
criminante multi-clase esta´ relacionado con la bu´squeda de una transformacio´n lineal, que
reduzca la dimensio´n de un modelo estad´ıstico ̺-dimensional de K clases, a un espacio
de representacio´n de dimensio´n K − 1, manteniendo el ma´ximo conjunto de informacio´n
discriminante en un modelo de baja dimensio´n. Se ha mostrado que para un problema
multi-clase [42], el criterio de Fisher esta´ maximizando la distancia cuadra´tica media en-
tre las clases en un espacio de baja dimensio´n, lo que es claramente diferente de minimizar
el error de clasificacio´n [43]. Cuando se maximiza la distancia cuadra´tica media, el par de
clases que tienen mayor distancia, dominan completamente la descomposicio´n en valores
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propios. La transformacio´n resultante preserva la distancia de las ya bien separadas cla-
ses. Como consecuencia, puede existir un gran solapamiento de las clases restantes, lo que
recae en un clasificacio´n subo´ptima con baja tasa de exactitud.
Para el caso en el cual se cuenta u´nicamente con dos clases, la proyeccio´n del conjunto de
datos de entrada a una u´nica l´ınea, no entrega suficiente informacio´n discriminante en un
problema medianamente complejo.
3.2. Extraccio´n de caracter´ısticas para mı´nimo error
de clasificacio´n
El me´todo de extraccio´n de caracter´ısticas basado en el algoritmo de mı´nimo error de
clasificacio´n [44], pretende de igual forma que los me´todos convencionales de extraccio´n de
caracter´ısticas, proyectar los datos de entrada a un espacio de menor dimensio´n, mediante
una transformacio´n lineal. En este caso, las funciones discriminantes son medidas basadas
en la distancia de Mahalanobis, dadas por [1]:
gi (ϕ,Λ) = (ϕ− µ
(i))T
(
Σ(i)
)−1
(ϕ− µ(i)) (3.31)
donde µ es la media de la clase y Σ la matriz de covarianza. Para poder utilizar estas
funciones discriminantes dentro del algoritmo MCE, se define una medida de mala clasi-
ficacio´n en un problema multi-clase dada por:
dk (ϕ,Λ) =
(
1
N−1
∑
∀ i6=k
gi (ϕ,Λi)
η
)1/η
gk (ϕ,Λk)
(3.32)
La medida de mala clasificacio´n de la ecuacio´n (3.32), esta´ embebida en la funcio´n sigmoi-
dal definida en la ecuacio´n (1.32). La medida (3.32) es equivalente a la medida definida en
(1.29), pero para el caso en el cual las funciones discriminantes no son de tipo logaritmico.
Debido a que el me´todo reduce el espacio de caracter´ısticas proyectando el vector de en-
trada a trave´s de una transformacio´n lineal, se asume que las caracter´ısticas a la entrada
son de tipo esta´tico.
La matriz de transformacio´n W es estimada utilizando el criterio de optimizacio´n del
algoritmo MCE, razo´n por la cual la transformacio´n esta´ orientada a disminuir el error
de clasificacio´n y actu´a por lo tanto de manera conjunta con el objetivo de disen˜o del
clasificador.
Si la transformacio´n del espacio de entrada se expresa de igual forma como en la ecuacio´n
(3.23), la funcio´n de perdida a ser minimizada puede ser expresada como:
ℓ (ψ) =
1
1 + exp (−γd (WTϕ,Λ))
=
1
1 + exp (−γd (ψ,Λ))
(3.33)
Los elementos de la transformacio´n lineal pueden ser optimizados empleando la regla
(1.34), como:
Wsq (n+ 1) =Wsq (n)− ε
∂ℓi
∂Wsq
∣∣∣∣
Wsq=Wsq(n)
(3.34)
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donde s y q son los indicadores de fila y columna de la matriz de transformacio´n y ℓi es la
perdida emp´ırica para el conjunto completo de datos.
Para un caso bi-clase, el gradiente de la ecuacio´n (3.34) con respecto a W puede ser
calculado por [1]:
– MCE Convencional :
∂ℓi
∂Wsq
= εℓi (1− ℓi)
(
∂gk (Wϕ,Λ)
∂Wsq
−
∂gj (Wϕ,Λ)
∂Wsq
)
(3.35)
– MCE Alternativo:
∂ℓi
∂Wsq
= εℓi (1− ℓi)(
(∂gj(Wϕ,Λ)/∂Wsq)gk(Wϕ,Λ)−(∂gk(Wϕ,Λ)/∂Wsq)gj(Wϕ,Λ)
(gk(Wϕ,Λ))
2
) (3.36)
dado que en este caso las funciones discriminantes esta´n basadas en la distancia de
Mahalanobis, las derivas parciales de las funciones g son de la forma:
∂gm (Wϕ,Λ)
∂Wsq
= (Wϕ− µ)T Σ−1 (Wϕ− µ) (3.37)
Un aspecto importante que debe ser considerado en relacio´n con el me´todo de reduccio´n
de dimension empleando el algoritmo MCE, es la inicializacio´n de los para´metros, debido
a que el me´todo de gradiente descendente utilizado por el algoritmo MCE no garantiza el
hallazgo de un mı´nimo global de la funcio´n de pe´rdida.
Uno de los problemas que presenta el me´todo descrito anteriormente, es que de manera
similar a los me´todos convencionales de extraccio´n de caracter´ısticas, no esta´ desarrolla-
do para espacios de representacio´n que utilizan variables dina´micas, ya que desconoce la
informacio´n dina´mica que e´stas presentan. Por otro lado, si se observa detenidamente,
a diferencia de otros me´todos como PCA, la transformacio´n fue optimizada sin ninguna
restriccio´n, lo que conlleva a que las caracter´ısticas en el espacio transformado no esta´n aco-
tadas. Este hecho puede presentar diversos problemas de sesgo en la clasificacio´n, debido
a la influencia negativa que tiene la diferencia entre ordenes de magnitud de los para´me-
tros considerados, por ejemplo, cuando se trabaja con base en el ca´lculo de matrices de
covarianza [45].
Parte III
Marco experimental
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Cap´ıtulo 4
Ana´lisis experimental de la reduccio´n
de espacios empleando HMM
4.1. Extraccio´n de caracter´ısticas y entrenamiento si-
multaneo de HMM
De manera similar al me´todo de EC descrito en la seccio´n 3.2, se puede extender el al-
goritmo MCE orientado a la estimacio´n de para´metros de un HMM, a un me´todo de EC
que emplee el mismo criterio de optimizacio´n. De esta´ manera, se elimina el problema de
inconsistencia entre las etapas de EC y clasificacio´n expuesto en la seccio´n 3.1. Adema´s,
el me´todo de EC derivado del algoritmo MCE para HMMs, tiene en cuenta la informacio´n
de la dina´mica temporal de las caracter´ısticas.
El me´todo de EC para mı´nimo error de clasificacio´n, estima una transformacio´n lineal
utilizando el criterio MCE. Sin embargo, en el caso en que las caracter´ısticas con las que
se cuenta, esta´n estructuradas en forma de secuencias de datos temporales, utilizar una
u´nica matriz de transformacio´n, desconoce el comportamiento dina´mico-estoca´stico del
proceso modelado. Una forma directa de tomar en cuenta el comportamiento dina´mico
del proceso en la EC, es utilizar el modelo dina´mico proporcionado por la secuencia de
estados del HMM, y estimar un modelo de transformacio´n del espacio no lineal, basado
en esta dina´mica. Se pueden entonces, entrenar una matriz de transformacio´n para cada
uno de los estados del modelo (dependiente de los estados). La transformacio´n del espacio
original se realiza de la siguiente manera: dada una secuencia de observaciones y estimada
una secuencia de estados ma´s probable en el modelo θ¯ (debido a que los para´metros del
HMM en el algoritmo descrito en la seccio´n 1.3.2, se optimizan teniendo en cuenta dicha
secuencia de estados), si la secuencia de observacio´n en el tiempo t, se encuentra en el
estado θt, la observacio´n t de la secuencia, sera´ transformada utilizando la transformacio´n
asociada al estado θt. Formalmente, existe una transformacio´n W = {W1,W2, ...,Wnϑ}
, que es en forma general, el conjunto de transformaciones relacionadas con cada estado
del modelo.
Es posible considerar dos configuraciones diferentes para obtener la estimacio´n del mo-
delo de transformacio´n. La primera configuracio´n consiste en obtener un u´nico modelo
de transformacio´n para todas las clases, esta configuracio´n en particular es similar a la
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desarrollada en [1] (pero adicionalmente considera la informacio´n de la dina´mica). De es-
ta manera, las matrices de transformacio´n por estado, son compartidas entre los estados
de los modelos HMM pertenecientes a clases diferentes. En la segunda configuracio´n, se
obtiene una transformacio´n por cada uno de los modelos (o clases). Es decir, para cada
estado en cada uno de los modelos, es estimada una transformacio´n.
La estimacio´n de la transformacio´n derivada de la ecuacio´n (1.34), para el estado j en la
primera configuracio´n, esta´ dada por:
Wj (n+ 1) =Wj (n)− ε
∂ℓi (ξ;λ)
∂Wj
∣∣∣∣
λ=λn
(4.1)
donde ξ = WTϕ es la secuencia de observacio´n transformada por W. La funcio´n ℓi co-
rresponde a la funcio´n sigmoidal (funcio´n de pe´rdida) definida en la ecuacio´n (1.32). Para
completar la definicio´n de la funcio´n de pe´rdida, es necesario establecer la medida de mala
clasificacio´n di en funcio´n de la cual, esta´ definida la ecuacio´n (1.32).
Debido a que el problema abordado en este trabajo es un problema bi-clase (clasificacio´n
entre normal y patolo´gico), se utilizara´ la distancia de similitud no sime´trica, definida
en la ecuacio´n (2.30), debido a que de todas las distancias estudiadas en el cap´ıtulo 2,
esta´ medida es la u´nica que permite hacer la actualizacio´n de la transformacio´n, a partir
del algoritmo GPD, empleando en cada iteracio´n la informacio´n de una u´nica secuencia
de observacio´n.
El problema de estimacio´n de la transformacio´nW, para la primera configuracio´n siguien-
do la ecuacio´n (4.1), se convierte por regla de la cadena en:
∂ℓi(ξ;λ)
∂Wj
= ∂ℓi
∂di
∂di
∂Wj
= ∂ℓi
∂di
(
−∂gi(ξ;λ)
∂Wj
+ ∂gk(ξ;λ)
∂Wj
) (4.2)
De la ecuacio´n (4.2) es fa´cilmente deducible, que para la segunda configuracio´n, debido
a que la transformacio´n es asociada a una clase, uno de los dos factores de la ecuacio´n
(4.2) se hace igual a cero. Por lo tanto en la segunda configuracio´n, la estimacio´n de la
transformacio´n asociada al modelo de la clase i en el estado j, puede ser derivada de (1.34)
como:
W
(i)
j (n+ 1) =W
(i)
j (n)− ε
∂ℓi (ξ;λ)
∂W
(i)
j
∣∣∣∣∣
λ=λn
(4.3)
De igual forma a como se establece la restriccio´n en la transformacio´n para el caso de
PCA (ecuacio´n (3.3)), debe establecerse una restriccio´n a la transformacio´n W, de tal
forma que los datos en el espacio transformados este´n acotados (debido a los problemas
expuestos en la seccio´n previa). Para esto es necesario que el operador de transformacio´n
sea un operador acotado [46], es decir, que la transformacio´n realizada por el operador W
sea del tipo W : H → H. Es posible establecer una restriccio´n para la transformacio´n W,
limitando la norma del vector transformado a 1.
Un aspecto que debe ser tenido en cuenta, es la manera en la cual debe ser implementada
la restriccio´n en el algoritmo de re-estimacio´n, dado que el algoritmo GPD, es un me´todo
de optimizacio´n sin restricciones. Podr´ıa entonces pensarse en una implementacio´n de la
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restriccio´n, de la misma forma co´mo se restringen los para´metros de los HMM para su
estimacio´n por MCE [10]. Sin embargo, en este caso las restricciones no se derivan de
la necesidad de satisfacer condiciones probabil´ısticas, sino de la necesidad de mantener
acotados los para´metros transformados. Una posible restriccio´n esta´ dada por:
W =
W˜∥∥∥W˜ϕ∥∥∥ (4.4)
El vector transformado dado por:
WTϕ =
W˜Tϕ∥∥∥W˜ϕ∥∥∥ (4.5)
sera´ entonces de norma 1. Para poder ser incluido en el algoritmo GPD, la funcio´n que
describe al para´metro restringido debe ser derivable. Adema´s, la funcio´n a derivar debe
corresponder a un campo escalar, debido a que la derivada de un campo escalar con res-
pecto a un vector, es un campo vectorial, mientras que la derivada de un campo vectorial
con respecto a un vector, da como resultado un super-vector [46], lo que impide su imple-
mentacio´n en el algoritmo. En este caso, la definicio´n del para´metro restringido dada en
(4.4), es una funcio´n derivable, pero no es un campo escalar, lo que impide su uso.
Una forma alternativa de incluir la restriccio´n en el algoritmo de re-estimacio´n, como se
muestra en [47], hace necesaria la definicio´n de una nueva funcio´n de optimizacio´n, que
para el caso de un vector de caracter´ısticas esta´tico esta dada por:
fi = ℓi (ξn;λ)− κ
(∥∥∥(W(i))T ϕn∥∥∥− 1) (4.6)
Donde κ es constante. Para el caso en el cual se tienen una secuencia de observaciones en
lugar de una u´nica observacio´n, la funcio´n f generalizada esta dada por:
fi (ξn;λ) = ℓi (ξn;λ)− κ
(
1
nϕ
nϕ∑
t=1
(∥∥∥∥(W(i)q¯t )T ϕt∥∥∥∥− 1)
)
(4.7)
Tomando como base la ecuacio´n (4.7), la formula de re-estimacio´n de la transformacio´n
dada en (4.3), se convierte en:
W
(i)
j (n+ 1) =W
(i)
j (n)− ε
∂fi (ξ;λ)
∂W
(i)
j
∣∣∣∣∣
λ=λn
(4.8)
donde,
∂fi (ξ;λ)
∂W
(i)
j
=
∂ℓi (ξ;λ)
∂W
(i)
j
− κ
(
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
) ∂
∂W
(i)
j
(∥∥∥∥(W(i)j )T ϕt∥∥∥∥− 1)
)
(4.9)
∂ℓ (ξ;λ)
∂W
(i)
j
= γℓ (d) (1− ℓ (d))
∂gi (ξ;λ)
∂W
(i)
j
(4.10)
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∂gi (ξ;λ)
∂W
(i)
j
=
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
) (
b
(i)
j (ξt)
)−1 M∑
r=1
c
(i)
jr
∣∣∣Σ(i)jr ∣∣∣−1/2 (2π)−ρ/2 ∂b(i)j
(
W
(i)
j ϕt
)
∂W
(i)
j
(4.11)
∂b
(i)
j
“
W
(i)
j ϕt
”
∂W
(i)
j
= − exp
(
−1
2
(
W
(i)
j ϕt − µ
(i)
jr
)T
Σ
(i)
jr
(
W
(i)
j ϕt − µ
(i)
jr
))(
Σ
(i)
jr
)−1
...(
W
(i)
j ϕt − µ
(i)
jr
)
ϕTt
(4.12)
La derivada de la restriccio´n esta´ dada por:
∂
∂W
(i)
j
(∥∥∥∥(W(i)j )T ϕt∥∥∥∥− 1) = (ϕTt W(i)j (W(i)j )T ϕt)−1/2 ϕtϕTt W(i)j (4.13)
De esta manera, cuando se calcula la secuencia de estados ma´s probable, es posible trans-
formar la secuencia de observaciones, asociando cada observacio´n a un estado y trans-
forma´ndola. La ventaja de esta aproximacio´n se encuentra en que la transformacio´n W,
tiene en cuenta la informacio´n dina´mica del proceso y es estimada a partir de la maximi-
zacio´n de la distancia definida en (2.30).
Cap´ıtulo 5
Esquema de trabajo
5.1. Descripcio´n de las bases de datos
Base de datos de sen˜ales de voz – BD1
Esta base de datos pertenece al Grupo de Control y Procesamiento Digital de Sen˜ales de
la Universidad Nacional de Colombia sede Manizales, contiene 90 registros de pronuncia-
ciones de la vocal sostenida /a/, repartidas de forma no balanceada (ver Tabla 5.1), de los
cuales 40 corresponden a pacientes con voz normal y 50 pacientes con voz disfo´nica. Los
registros fueron adquiridos con una frecuencia de muestreo de 22050 Hz y una duracio´n
aproximada de 2,3 seg. La tabla 5.1, resume el
Tabla 5.1: Nu´mero de muestras en la base de datos BD1
Grupos de observaciones Nu´mero de registros
Patolo´gicas 50
Normales 40
Base de datos de sen˜ales de voz – BD2
Esta base de datos fue desarrollada por el Massachusetts Eye and Ear Infirmary [48].
Debido a la heterogeneidad de la base de datos (diferente frecuencia de muestreo en la
adquisicio´n de los registros), los registros utilizados fueron re-muestreados a una frecuencia
de muestreo de 25 kHz y con una resolucio´n de 16 bits. Corresponden a pronunciaciones
de la vocal sostenida /ah/. Se utilizaron 173 registros de pacientes patolo´gicos (con una
amplia gama de patolog´ıas vocales orga´nicas, neurolo´gicas, trauma´ticas y ps´ıquicas) y 53
registros de pacientes normales (ver Tabla 5.2), de acuerdo con los registros enumerados
en [49]. Los registros de pacientes patolo´gicos tienen una duracio´n aproximada de 1 s,
mientras que en los registros de pacientes normales la duracio´n es de unos 3 s. Este hecho,
permite equilibrar el nu´mero de vectores de caracter´ısticas de cada clase y no sesgar el
entrenamiento hacia una clase en particular. Por otro lado, debido a que el nu´mero de voces
de la clase patolo´gica es mayor, la muestra de la clase patolo´gica es estad´ısticamente ma´s
representativa de la poblacio´n, y por tal motivo se puede obtener un mejor modelado inter
sujeto de dicha clase. Este hecho no implica un sesgo del sistema hacia la clase patolo´gica,
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debido a que t´ıpicamente, en el reconocimiento de patolog´ıas de voz, la dispersion en el
espacio de caracter´ısticas de la clase patolo´gica es mucho mayor que el de la clase normal.
Tabla 5.2: Nu´mero de muestras en la base de datos BD2
Grupos de observaciones Nu´mero de registros
Patolo´gicas 173
Normales 53
5.2. Parametrizacio´n
Debido a que el me´todo propuesto sera´ probado en un problema de deteccio´n de pato-
log´ıas de voz, las medidas empleados, fueron escogidas co´mo las ma´s empleadas para este
problema espec´ıfico.
De acuerdo con el modelo usual de la voz [50], e´sta esta´ compuesta de una secuencia de
excitacio´n en convolucio´n con la respuesta al impulso del sistema vocal. Para modelar esta
respuesta, en las tareas de procesamiento de sen˜ales de voz es comu´n el empleo de los coe-
ficientes derivados del ana´lisis de prediccio´n lineal Linear Predictive Coefficients (LPC) y
de los Mel-Frequency Cepstrum Coefficients (MFCC) [51]. Los MFCCs pueden estimarse
usando una aproximacio´n parame´trica derivada de los LPC o de manera no parame´tri-
ca basados en la Transformada ra´pida de Fourier (Fast Fourier Transform - FFT ). Sin
embargo, la aproximacio´n no parame´trica permite modelar los efectos de las patolog´ıas
en la excitacio´n (pliegues vocales) y en el sistema (tracto vocal), mientras que el enfoque
parame´trico presenta problemas debido a que las patolog´ıas introducen no linealidades en
el modelo [52]. Por tal motivo, en este trabajo se emplean los coeficientes MFCC derivados
del ca´lculo de la FFT.
La escala de frecuencias mel, en la que esta basada la representacio´n perceptual de los
MFCC, es una unidad de medida de la frecuencia percibida y no corresponde linealmente
a la frecuencia f´ısica de la sen˜al, debido a que el sistema auditivo humano aparentemente
no percibe las frecuencias de manera lineal [50]. Esta medida esta´ relacionada con el hecho
de que un especialista en patolog´ıas de voz con suficiente experiencia, puede detectar la
presencia de anormalidad en la voz a partir de la audicio´n de la misma.
Adema´s de los MFCC, se han considerado, dentro de los vectores de caracter´ısticas,
para´metros relacionados con mediciones de ruido, disen˜ados para medir la componente
de ruido relativo en las sen˜ales de voz. En particular se utilizo´ la relacio´n armo´nico ruido
(Harmonic-to-Noise Ratio - HNR) [53], la energ´ıa de ruido normalizada (Normalized Noi-
se Energy - NNE ) [54] y la relacio´n excitacio´n glottal ruido (Glottal to Noise Excitation
Ratio) [55], debido a que estas medidas dan una idea de la calidad y grado de normalidad
de la voz.
El vector de caracter´ısticas ̺-dimensional se forma concatenando el conjunto de para´me-
tros de ruido mensionados, adema´s de su primera derivada temporal debido, a que la
velocidad de los cambios en los coeficientes dan informacio´n importante de su compor-
tamiento dina´mico [52]. La figura 5.1 muestra gra´ficamente la composicio´n del vector de
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Figura 5.1: Para´metros contenidos en el vector de caracter´ısticas.
caracter´ısticas empleado. En la figura 5.1, el para´metro En es la energ´ıa medida por tra-
ma de la sen˜al. El nu´mero de coeficientes MFCC utilizados en el vector, esta´ dado por
L, que para las pruebas realizadas es igual a 12. ∆ es el conjunto de derivadas de cada
uno de los para´metros anteriores. El ca´lculo de ∆ fue realizado por medio de un filtro FIR
anti-sime´trico de respuesta al impulso finita y de longitud 9, para evitar la distorsio´n de
fase de la secuencia temporal [56].
5.3. Seleccio´n de variables dina´micas
La variabilidad presente en el conjunto de caracter´ısticas considerado, puede ser asociada
a la cantidad de informacio´n que dicho conjunto contiene.
Es posible plantear un criterio de seleccio´n, que permita la identificacio´n de aquellas va-
riables que ma´s peso o relevancia aportan a la variabilidad total, examinando el nivel de
correlacio´n del conjunto de caracter´ısticas dina´micas con respecto a las componentes que
maximizan la variabilidad [57]. Debido a que la magnitud absoluta de los vectores propios
ponderados por sus respectivos valores propios, determinan el nivel de correlacio´n entre
las variables originales y las componentes principales, se pueden identificar como variables
relevantes aquellas asociadas a las mayores magnitudes absolutas anteriormente mencio-
nadas [58].
El conjunto de variables dina´micas obtenidas en la etapa de parametrizacio´n, fue reducido
empleando una metodolog´ıa de seleccio´n que hace uso del criterio antes mencionado. Una
explicacio´n amplia de la metodolog´ıa puede ser encontrada en el ape´ndice C.
5.4. Toma de decisio´n
Cuando se emplean HMMs como clasificadores, la asignacio´n de una nueva muestra (se-
cuencia de observacio´n) a una clase, t´ıpicamente se realiza calculando la probabilidad de
que cada modelo genere la secuencia de observacio´n dada. La muestra es asignada a la
clase del modelo que proporciono´ la mayor probabilidad.
A partir del teorema de decisio´n de Bayes, es posible calcular una puntuacio´n (o score)
para cada una de las muestras que permita estimar un umbral de decisio´n o´ptimo. La
puntuacio´n para el caso de HMMs, puede ser calculada como el logaritmo del cociente
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entre las probabilidades de generacio´n de la muestra de ambos modelos, conocido como
razo´n de verosimilitud. A partir del conjunto de puntuaciones de las muestras de entrena-
miento, se construyen las curvas de distribucio´n de puntuaciones verdaderas (puntuaciones
de muestras de la case 1) y puntuaciones falsas (puntuaciones de muestras de la clase 0).
As´ı, se puede calcular un umbral de decisio´n de tal manera que el error de clasificacio´n
sea mı´nimo. En la figura 5.2, el umbral que corresponde al punto donde se cruzan las
distribuciones de ambas clases, se conoce como punto de igual error (Equal Error Rate -
EER), y es considerado en muchos casos umbral o´ptimo. Sin embargo, este umbral puede
no ser el mejor debido a la dispersion de las funciones, es decir que en algunos casos puede
encontrarse un umbral donde el a´rea de error sea menor que el area de error proporcionada
por el EER. El punto en el cual el area de error es mı´nima, es llamado punto de mı´nimo
coste (Minimum Cost Point - MCP). Segu´n la teor´ıa de decisio´n Bayesiana, e´ste puede
ser calculado considerando que el coste en que se incurre es diferente para los dos posibles
errores (falsa aceptacio´n y falso rechazo) [3]. La figura 5.2 muestra de manera gra´fica el
problema de encontrar el umbral o´ptimo de decisio´n. Al escoger un umbral, los registros
con puntuaciones mayores o iguales al umbral escogido, son asignadas a la clase 1 (por
convencio´n la clase patolo´gica) y las muestras con puntuaciones menores sera´n asignadas
a la clase 2 (normal).
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Figura 5.2: Sup. Funcio´n de densidad de probabilidad de las puntuaciones de clase normal (False scores)
y de clase patolo´gica (True Scores). Inf. Funcio´n de distribucio´n de probabilidad de las puntuaciones de
ambas clases. Las l´ıneas punteadas corresponden a dos posibles umbrales de decisio´n: Minimum Cost
Point - MCP y Equal Error Rate - EER.
Para comparar los resultados obtenidos con los diferentes esquemas de clasificacio´n, los
valores de las puntuaciones o umbrales de verosimilitud obtenidos, sera´n normalizados
de tal manera que este´n contenidos en el intervalo [0, 1] y puedan ser considerados una
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estimacio´n de probabilidad a posteriori [59]. La transformacio´n empleada para tal fin es
una funcio´n sigmoidal de la forma:
f (x) =
1
1 + e−(w0+wx)
∈ [0, 1] (5.1)
donde,
w0 =
µ21 − µ
2
0
2σ2
w =
µ0 − µ1
σ2
(5.2)
donde µ0 y µ1 son las medias de las puntuaciones para la clase 0 y para la clase 1 respec-
tivamente. Esta transformacio´n requiere asumir que los valores de las puntuaciones siguen
una distribucio´n gaussiana, con varianza comu´n σ2 [60]. Debido a que en la pra´ctica la
dispersion no tiene porque´ ser igual, se puede usar el valor de σ = 0,5 (σ0 + σ1), donde σ0
y σ1 son las estimaciones de las correspondientes desviaciones t´ıpicas individuales. Para el
caso en el cual las muestras esta´n desbalanceadas un mejor estimador ser´ıa de la forma:
σ = 0, 5
(n0
n
σ0 +
n1
n
σ1
)
(5.3)
donde n0 y n1 son el numero de muestras en la clase 0 y el nu´mero de muestras en la clase
1 respectivamente, y n es el nu´mero total de muestras.
5.5. Metodolog´ıa de validacio´n
Para la evaluacio´n de los sistemas se empleara´ la metodolog´ıa propuesta en [61], la cual
establece como primera medida el empleo de una base de datos disponible para cualquier
investigador, y el empleo dentro de e´sta de registros que tengan diagno´stico.
Para determinar las capacidades de generalizacio´n de los sistemas se adoptara´ un esque-
ma de validacio´n cruzada, con diferentes conjuntos de entrenamiento-validacio´n (k-fold),
aleatoriamente escogidos del conjunto completo de datos. En este trabajo se emplean 11-
conjuntos, utilizando para el entrenamiento el 70% de los ficheros y para la validacio´n el
30% restante. Los resultados finales sera´n presentados por medio de matrices de confusio´n
(Ver Fig. 5.3 ). Para construir la matriz de confusio´n, para el caso en el cual se tienen dos
clase (0 y 1), se deben calcular los siguientes para´metros [61]:
– Deteccio´n correcta o aceptacio´n verdadera (TP , true positive): el nu´mero (o porcen-
taje) de patrones de clase 0 que el clasificador asigna correctamente como pertene-
cientes a la clase 0. Esta medida es llamada tambie´n sensibilidad
– Falso rechazo (FN , false negative): el nu´mero (o porcentaje) de patrones de clase 0
que el clasificador asigna incorrectamente como pertenecientes a la clase 1.
– Falsa aceptacio´n (FP , false positive):el nu´mero (o porcentaje) de patrones de clase
1 que el clasificador asigna incorrectamente como pertenecientes a la clase 0.
– Rechazo correcto o verdadero (TN , true negative):el nu´mero (o porcentaje) de pa-
trones de clase 1 que el clasificador asigna correctamente como pertenecientes a la
clase 1. Esta medida es llamada tambie´n especificidad.
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Figura 5.3: Aspecto general de una matriz de confusio´n o contingencia con dos clases.
No´tese que cuando los valores se representan en porcentaje, TP+FN = 100 y FP+TN =
100. A partir de los valores de las puntuaciones entregadas por cada clasificador, podra´n
ser construidas las curvas de evaluacio´n de desempen˜o DET (Detection Error Trade-off ) y
ROC (Caracter´ıstica de Operacio´n del Receptor), y las bandas de confianza en las misma,
estimando la desviacio´n esta´ndar en los resultados de los diferentes folds [62]. La curva
ROC es una herramienta popular en tareas de decisio´n me´dicas [63], expresa el rendimiento
en te´rminos de la sensibilidad y 1-especificidad.
La Curva DET [64] ha sido usada ampliamente en la valoracio´n del desempen˜o en sistema
de identificacio´n de hablante. La curva DET gra´fica las tasas de error en ambos ejes (FP
y FN ), dando tratamiento uniforme a ambos tipos de error. Una explicacio´n ma´s amplia
de la metodolog´ıa de validacio´n, que incluye definiciones y especificaciones de las curvas
ROC y DET puede ser encontrada en el ape´ndice B.
Cap´ıtulo 6
Resultados
Los resultados de la metodolog´ıa propuesta son comparados con los esquemas convenciona-
les de extraccio´n de caracter´ısticas y entrenamiento de HMMs. Fueron probadas diferentes
configuraciones. 1) En la primera configuracio´n, no se emplea ninguna te´cnica de extrac-
cio´n de caracter´ısticas y se utiliza un clasificador HMM entrenado con el criterio ML. 2)
En esta configuracio´n, el sistema de deteccio´n emplea PCA como te´cnica de extraccio´n de
caracter´ısticas y se utiliza un clasificador HMM entrenado con el criterio ML (ML PCA).
3) Esta configuracio´n emplea LDA como te´cnica de extraccio´n de caracter´ısticas y utiliza el
mismo criterio para ajustar los para´metros de los HMMs, empleado en las configuraciones
anteriores (ML LDA). 4) En esta´ configuracio´n, no se emplean ninguna te´cnica de extrac-
cio´n de caracter´ısticas, pero los HMMs son entrenados empleando el criterio MCE. 5) En
este caso, el sistema de deteccio´n emplea PCA como te´cnica de extraccio´n de caracter´ısti-
cas y entrena los HMMs a partir del criterio MCE (MCE PCA). 6) Esta configuracio´n
es similar a la anterior pero reemplazando la te´cnica de extraccio´n de caracter´ısticas por
LDA (MCE LDA). 7) Esta configuracio´n emplea el me´todo propuesto de extraccio´n de
caracter´ısticas y entrenamiento simultaneo de los HMMs empleando el criterio MCE. En
esta configuracio´n se entrena una u´nica transformacio´nW para los modelos de ambas cla-
ses (ver seccio´n 4.1) (MCE ECD1). 8) Esta configuracio´n al igual que la anterior emplea
el me´todo propuesto de extraccio´n de caracter´ısticas y entrenamiento simultaneo de los
HMMs empleando el criterio MCE ; sin embargo, en este caso se entrenan dos transforma-
ciones, una para cada clase (modelo) (MCE ECD2).
Fueron entrenados HMMs con diferentes nu´mero de estados (variando en el intervalo [1, 5])
y diferente nu´mero de mezclas Gaussianas (variando en el intervalo [2, 5]), con el objetivo
de encontrar el conjunto de para´metros que mejor desempen˜o presente para la tarea de
identificacio´n.
6.1. Resultados sobre la base de datos BD1
La seleccio´n de caracter´ısticas se realizo´ empleando la metodolog´ıa descrita en el ape´ndice
C. Se calcularon los pesos de las variables dina´micas (C.10), que son una representacio´n de
la cantidad de informacio´n dina´mica de cada variable y permiten identifican las variables
dina´micas de ma´s influencia en el proceso [58]. La Figura 6.1 muestra los pesos de cada
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una de los para´metros considerados en el vector de caracter´ısticas (ver seccio´n 5.2). En la
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Figura 6.1: Pesos asignados a cada caracter´ısticas en la base de datos BD1.
figura 6.1 se puede observar que el conjunto de variables que corresponden a las derivadas,
tienen menor peso en relacio´n con las variables originales, por tal motivo son las que menor
informacio´n aportan al proceso de clasificacio´n. En [58], se determino de que la inclusio´n
de las variables de menor peso en la etapa de clasificacio´n, no mejora el desempen˜o del
sistema. En este trabajo se considero´ que las variables que ten´ıan peso mayor al 50% del
ma´ximo, eran las aportaban mayor informacio´n al proceso de clasificacio´n. Por esta razo´n,
en lo sucesivo para la base de datos BD1, no sera´n consideradas las derivadas en el proceso
de entrenamiento de los clasificadores, con lo que se busca reducir el costo computacional
requerido para el entrenamiento de los HMMs.
La Tabla 6.1 muestra los mejores resultados obtenidos empleando las diferentes confi-
guraciones descritas anteriormente. Para los casos en los cuales se emplean te´cnicas de
extraccio´n de caracter´ısticas, el nu´mero entre pare´ntesis indica la dimensio´n del espacio
para el cual se logro´ el resultado. En la Tabla 6.1 se puede observar que el empleo del cri-
terio de entrenamiento MCE aplicado a HMMs, reduce en un 6,82% el error de deteccio´n
en comparacio´n con el criterio convencional ML. De la misma forma, es posible observar,
que el empleo de las te´cnicas de extraccio´n de caracter´ısticas PCA y LDA, no tiene una
influencia positiva en el rendimiento. U´nicamente para el caso en el cual se entreno´ un
HMM por el criterio ML, se mejoro´ el rendimiento al emplear PCA. Sin embargo, la re-
duccio´n en el error de clasificacio´n esta´ au´n por debajo, de la reduccio´n lograda por el
criterio de entrenamiento MCE.
Por otro lado, si se compara la reduccio´n del error lograda por la metodolog´ıa de extrac-
cio´n de caracter´ısticas y entrenamiento simulta´neo propuesta, se puede observar que la
disminucio´n en el error es de 10,32% para el me´todo que utiliza una transformacio´n para
cada modelo y de 9,49% para el que utiliza u´nicamente una transformacio´n comu´n a los
modelos de ambas clases. La tasa de acierto alcanzada del 94,79%, reduce en un 11,19%
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Tabla 6.1: Mejores resultados obtenidos empleando diferentes criterios de entrenamiento de HMM y
diferentes te´cnicas de extraccio´n de caracter´ısticas, sobre la base de datos BD1
Configuracio´n N◦ de N◦ de Matriz de
Estados Gaussianas Confusio´n
82,47% 12,73%
ML 3 2 17,53% 87,27%
Eficiencia 84,47%± 5,4
88,96% 9,09%
ML PCA 2 3 11,04% 90,91%
(14) Eficiencia 86,77%± 5,2
79,87% 8,19%
ML LDA 4 3 20,13% 91,81%
(15) Eficiencia 84,84%± 8,3
90,26% 7,27%
MCE 3 4 9,74% 92,73%
Eficiencia 91,29%± 3,9
93,88% 14,29%
MCE PCA 4 5 6,12% 85,71%
(14) Eficiencia 90,48%± 4,6
91,07% 10,00%
MCE LDA 4 4 8,93% 90,00%
(16) Eficiencia 90,63%± 4,5
92,67% 5,00%
MCE ECD1 3 5 7,33% 95,00%
(15) Eficiencia 93,96%± 4,3
96,43% 7,5%
MCE ECD2 4 3 3,57% 92,50%
(13) Eficiencia 94,79%± 3,2
el error de clasificacio´n obtenido por otros me´todos sobre esta misma base de datos [58].
De igual manera, es posible observar que las desviacio´n esta´ndar de la eficiencia en todos
los casos en los cuales se empleo el criterio MCE, para ajustar los para´metros de los mo-
delos, es menor que la desviacio´n para el caso en el cual se utilizo´ el criterio ML.
Las Figuras 6.2(a) y 6.2(b) muestran de manera comparativa las curvas ROC y DET,
para el sistema empleando el criterio convencional ML, el criterio MCE y la metodolog´ıa
propuesta. El a´rea bajo la curva ROC (AUC) es una medida escalar que en algunos traba-
jos se ha empleado como un buen predictor de la eficiencia del sistema [65]. La Tabla 6.2
muestra el a´rea bajo la curva para las mismas configuraciones comparadas en la Figura
6.2. Se puede observar que la mayor AUC es para la configuracio´n MCE ECD2. Las
Figura 6.3(a) y 6.3(b) muestran de manera comparativa las curvas ROC y DET, para el
sistema empleando el criterio de entrenamiento MCE y diferentes me´todos de reduccio´n
empleados. La Tabla 6.3 muestra las AUC para las configuraciones de la figura 6.3. Como
se puede observar el AUC cuando se empleo´ PCA y LDA fue menor que para el caso
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(a) Curvas ROC para el sistema empleando diferentes criterios
de entrenamiento de HMMs sobre la base de datos BD1.
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(b) Curvas DET para el sistema empleando diferentes criterios
de entrenamiento de HMMs sobre la base de datos BD1.
Figura 6.2: Curvas DET y ROC para el sistema empleando diferentes criterios de entrenamiento sobre
la base de datos BD1.
Tabla 6.2: A´rea bajo las curvas ROC para el sistema empleando diferentes criterios de entrenamiento
de HMMs obre la base de datos BD1.
Configuracio´n AUC
ML 0.9507
MCE 0.9780
MCE ECD1 0.9822
MCE ECD2 0.9942
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(a) Curvas ROC para el sistema empleando el criterio de entre-
namiento MCE y diferentes me´todos de reduccio´n sobre la base
de datos BD1.
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(b) Curvas DET para el sistema empleando el criterio de entre-
namiento MCE y diferentes me´todos de reduccio´n sobre la base
de datos BD1.
Figura 6.3: Curvas DET y ROC para el sistema empleando el criterio de entrenamiento MCE y diferentes
me´todos de reduccio´n sobre la base de datos BD1.
cuando no se empleo´ ninguna te´cnica de reduccio´n. Este hecho muestra que el desempen˜o
esperado del sistema se reduce cuando se emplean los me´todos convencionales de extrac-
cio´n de caracter´ısticas, contrario a lo sucedido cuando se emplea el me´todo propuesto.
Adicionalmente, la curva DET para la configuracio´n MCE DFE2 esta´ mucho ma´s cerca
a la esquina inferior izquierda del plano (punto ideal) en comparacio´n con las curvas DET
de los dema´s me´todos evaluados.
Uno de los planteamientos sobre los cuales se basa este trabajo, es el hecho de que emplear
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Tabla 6.3: A´rea bajo las curvas ROC para el sistema empleando el criterio de entrenamiento MCE y
diferentes me´todos de reduccio´n sobre la base de datos BD1.
Configuracio´n AUC
MCE LDA 0.9616
MCE PCA 0.9528
MCE ECD1 0.9822
MCE ECD2 0.9942
en el entrenamiento una medida de distancia entre los modelos de clases diferentes, permite
obtener modelos ma´s dis´ımiles entre las clases. La Figura 6.4, muestra diferentes medidas
distancia entre los modelos a trave´s de las iteraciones, para una ejecucio´n del algoritmo;
adema´s se muestra la evolucio´n de la funcio´n de pe´rdida Ec. (1.33). De la Figura 6.4
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Figura 6.4: Medidas de distancia entre los modelos HMMs a trave´s de las iteraciones del algoritmo
MCE para la base de datos BD1. (a) Distancia de Kullback-Leibler. (b) Distancia a partir de la medida
de Similitud. (c) Distancia no sime´trica a partir de la medida de Similitud. (d) Funcio´n de pe´rdida.
es claro que la medida de distancia basada en la divergencia de Kullback-Leibler, no es
consistente a lo largo de la ejecucio´n del algoritmo, teniendo en cuenta que la funcio´n de
pe´rdida disminuye durante toda la ejecucio´n. Es de notar, que despue´s de la 6 iteracio´n
la tasa de entrenamiento alcanzo el 100%; sin embargo, el algoritmo continuo´ aumenta la
distancia entre los modelos, como lo muestran las dos medidas basadas en la distancia por
Similitud descritas en el cap´ıtulo 2, las cuales aumentan conforme la funcio´n de pe´rdida
disminuye.
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6.2. Resultados sobre la base de datos BD2
De igual forma a como se realizo´ la seleccio´n de caracter´ısticas sobre la base de datos BD1,
fue realizada sobre la base de datos BD2. La Figura 6.5 muestra los pesos de cada una de
los para´metros considerados en el vector de caracter´ısticas. De la Figura 6.5, se puede ob-
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Figura 6.5: Pesos asignados a cada caracter´ısticas en la base de datos BD2.
servar que para la base de datos BD2, los pesos de las derivadas de las variables originales,
son au´n menores con relacio´n a las variables originales, en comparacio´n con lo obtenido
para la base de datos BD1. Por consiguiente, en las pruebas realizadas sobre la base de
datos BD2, no fueron consideradas las derivadas dentro del vector de caracter´ısticas.
La Tabla 6.4 muestra los mejores resultados obtenidos empleando las configuraciones des-
critas al comienzo de este cap´ıtulo. Se puede observar que en este caso, la reduccio´n del
error empleando el criterio MCE en comparacio´n con el criterio ML, no es muy significa-
tiva. Sin embargo, el me´todo propuesto, nuevamente mejora el desempen˜o del sistema. El
espacio de entrenamiento en este caso pudo ser reducido a 10, mostrando as´ı una reduccio´n
del 37,5% con respecto a la dimensio´n del espacio original. De igual forma que para la base
de datos BD1, se puede observar a partir de la Tabla 6.4, que las desviaciones esta´ndar
de la eficiencia, en la mayor´ıa de los casos en los cuales se empleo el criterio MCE para
ajustar los para´metros de los modelos, son menores que las desviaciones para el caso en el
cual se utilizo´ el criterio ML.
Las Figuras 6.6(a) y 6.6(b) muestran de manera comparativa las curvas ROC y DET,
para el sistema empleando el criterio convencional ML, el criterio MCE y la metodo-
log´ıa propuesta. La Tabla 6.5 muestra las AUC para las configuraciones comparadas en
la Figura 6.6. Se puede observar que la mayor AUC es nuevamente para la configuracio´n
MCE ECD2. Sin embargo, en la Figura 6.6 no se observa una diferencia notable entre las
cuatro configuraciones. U´nicamente en la Figura 6.6(b), la curva DET correspondiente a la
configuracio´n MCE ECD2, se muestra un poco ma´s cercana al ve´rtice inferior izquierdo.
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Tabla 6.4: Mejores resultados obtenidos empleando diferentes criterios de entrenamiento de HMM y
diferentes te´cnicas de extraccio´n de caracter´ısticas, sobre la base de datos BD2
Configuracio´n N◦ de N◦ de Matriz de
Estados Gaussianas Confusio´n
93,58% 12,12%
ML 2 2 6,42% 87,88%
Eficiencia 92,27%± 3,1
94,11% 10,91%
ML PCA 3 5 5,89% 89,09%
(15) Eficiencia 92,98%± 6,1
94,47% 15,76%
ML LDA 4 4 5,53% 84,24%
(13) Eficiencia 92,15%± 6,2
95,19% 8,48%
MCE 2 4 4,81% 91,52%
Eficiencia 94,35%± 2,36
96,81% 26,67%
MCE PCA 5 3 3,19% 73,33%
(10) Eficiencia 91,48%± 3,1
96,51% 21,48%
MCE LDA 4 4 3,49% 78,52%
(12) Eficiencia 92,42%± 2,1
96,08% 12,22%
MCE ECD1 2 4 3,92% 87,78%
(10) Eficiencia 94,19%± 2,23
98,04% 10,00%
MCE ECD2 2 4 1,96% 90,00%
(10) Eficiencia 96,21%± 1,07
Tabla 6.5: A´rea bajo las curvas ROC para el sistema empleando diferentes criterios de entrenamiento
de HMMs obre la base de datos BD2.
Configuracio´n AUC
ML 0.9507
MCE 0.9725
MCE ECD1 0.9706
MCE ECD2 0.9846
Las Figura 6.7(a) y 6.7(b) muestran de manera comparativa las curvas ROC y DET, para
el sistema empleando el criterio de entrenamiento por MCE y los diferentes me´todos de
reduccio´n empleados. La Tabla 6.6 muestra las AUC para las configuraciones de la figura
6.7. Como se puede observar el AUC cuando se empleo´ PCA y LDA fue mucho menor que
para el caso cuando no se empleo´ ninguna te´cnica de reduccio´n. Este hecho ratifica que el
desempen˜o esperado del sistema se reduce cuando se emplean los me´todos convencionales
de extraccio´n de caracter´ısticas sobre este tipo de caracter´ısticas dina´micas. De la Figura
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(a) Curvas ROC para el sistema empleando diferentes criterios
de entrenamiento de HMMs sobre la base de datos BD2.
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Figura 6.6: Curvas DET y ROC para el sistema empleando diferentes criterios de entrenamiento sobre
la base de datos BD2.
Tabla 6.6: A´rea bajo las curvas ROC para el sistema empleando el criterio de entrenamiento MCE y
diferentes me´todos de reduccio´n sobre la base de datos BD2.
Configuracio´n AUC
MCE LDA 0.9040
MCE PCA 0.8974
MCE ECD1 0.9706
MCE ECD2 0.9846
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(a) Curvas ROC para el sistema empleando el criterio de entre-
namiento MCE y diferentes me´todos de reduccio´n sobre la base
de datos BD2.
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(b) Curvas DET para el sistema empleando el criterio de entre-
namiento MCE y diferentes me´todos de reduccio´n sobre la base
de datos BD1.
Figura 6.7: Curvas DET y ROC para el sistema empleando el criterio de entrenamiento MCE y diferentes
me´todos de reduccio´n sobre la base de datos BD2.
6.7 se puede observar que existe una notable diferencia en el desempen˜o del sistema, cuan-
do se emplean los me´todos convencionales de extraccio´n de caracter´ısticas y cuando se
emplea el me´todo propuesto. De igual forma que lo sucedido para la base de datos BD1, se
puede observar en la base de datos BD2, que es mejor el rendimiento para la configuracio´n
MCE ECD2 que para la configuracio´n MCE ECD1.
Aunque no se observa un incremento considerable en el desempen˜o del sistema, cuando
se emplea la metodolog´ıa propuesta sobre la base de datos BD2, se puede resaltar, que
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la utilizacio´n de e´sta no genera efectos negativos en el rendimiento y permite reducir el
espacio de entrenamiento de los HMMs.
La Figura 6.8, muestra diferentes medidas distancia entre los modelos a trave´s de las ite-
raciones, para una ejecucio´n del algoritmo; adema´s se muestra la evolucio´n de la funcio´n
de pe´rdida para la base de datos BD2. Se puede observar de la Figura 6.4 que en este caso,
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Figura 6.8: Medidas de distancia entre los modelos HMMs a trave´s de las iteraciones del algoritmo
MCE para la base de datos BD2. (a) Distancia de Kullback-Leibler. (b) Distancia a partir de la medida
de Similitud. (c) Distancia no sime´trica a partir de la medida de Similitud. (d) Funcio´n de pe´rdida.
la distancia derivada de la divergencia de Kullback-Leibler, se comporta mejor que para el
caso de la base de datos BD1. Sin embargo, presenta algunas oscilaciones.
Un efecto negativo del me´todo propuesto, es el aumento en el coste computacional, que se
genera al realizar simulta´neamente la estimacio´n de la transformacio´n y de los para´metros
del HMM. El incremento en el tiempo computacional, var´ıa con respecto al nu´mero de
caracter´ısticas y al nu´mero de observaciones con el que se cuenta para el entrenamiento.
En el caso de la base de datos BD2 que cuenta con un nu´mero mayor de sujetos que la
base de datos BD1, se estimo´ que el tiempo de ca´lculo de cada iteracio´n para el me´todo
propuesto, aumento aproximadamente 10 veces, con relacio´n al tiempo de una iteraciones
del algoritmo MCE convencional. Este hecho aunque implica mayor tiempo en la etapa de
entrenamiento, no se ve reflejado en la ejecucio´n de un proceso en l´ınea, debido a que hace
parte del los procesos de entrenamiento y ajuste de los sistemas, que se realizan fuera de
l´ınea.
Cap´ıtulo 7
Discusio´n y Conclusiones
Los resultados presentados para la base de datos BD1, muestran un claro aumento en
el desempen˜o del sistema cuando se ajustan los para´metros de los HMMs por medio del
criterio MCE. Adema´s, el ajuste simulta´neo de la etapa de extraccio´n de caracter´ısticas
y del modelo HMM, disminuyo au´n ma´s el error de clasificacio´n con respecto al me´todo
convencional de entrenamiento por medio del criterio ML. Es claro que la configuracio´n
denominadaMCE ECD2, es decir, la que emplea una transformacio´n independiente para
cada modelo, presento mejor desempen˜o que la configuracio´n MCE ECD1. Este hecho
puede ser explicado, debido a que cuando se utiliza una u´nica transformacio´n para los
modelos de ambas clases, se relaciona el evento asociado al estado i en el modelo 1, con
el evento asociado al estado i en el modelo 2. Estos dos eventos no tienen porque estar
relacionados, si tenemos en cuenta que cada modelo pertenece a un proceso diferente y
que la secuencia de estados para una secuencia de observacio´n dada, puede ser diferente
en cada modelo. La configuracio´n MCE ECD2 entrega mejores resultados al tratar cada
modelo de manera independiente.
Con relacio´n a la base de datos BD2, el aumento en el desempen˜o debido a la utilizacio´n de
algoritmos derivados del criterio MCE, no fue tan notorio como para el caso de la base de
datos BD1. Sin embargo, se obtuvo una reduccio´n del espacio de entrenamiento del 37,5%,
sin degradar el rendimiento del sistema. Adicionalmente, si se compara el rendimiento de
los sistemas en los cuales se empleo´ la metodolog´ıa propuesta, con respecto a los sistemas
en los cuales se emplearon como me´todos de extraccio´n de caracter´ısticas PCA y LDA, se
puede observar una gran diferencia a favor de la metodolog´ıa propuesta. Este hecho se ve
claramente a partir de las curvas ROC y DET (Figura 6.6).
La metodolog´ıa propuesta entrego los mejores resultados en cuanto a disminucio´n del
error de clasificacio´n, para el problema de deteccio´n abordado en este trabajo. Adema´s, la
metodolog´ıa permitio´ encontrar un espacio de entrenamiento de menor dimensio´n. Aunque
la disminucio´n del espacio de entrenamiento para la base de datos BD1, no fue mayor a 3,
es de notar que con la transformacio´n se disminuyo´ au´n ma´s el error de clasificacio´n, lo cual
no sucede cuando se emplean los me´todos convencionales de extraccio´n de caracter´ısticas.
Adema´s, debido a que la metodolog´ıa esta´ basada en el algoritmo MCE, permite seguir
maximizando la distancia entre los modelos de clases diferentes, au´n cuando la tasa de
entrenamiento ya este´ en el ma´ximo.
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Por otro lado, es claro que la metodolog´ıa propuesta aumenta considerablemente el costo
computacional; sin embargo, se debe tener en cuenta que el proceso para el cual es utilizada,
se realiza fuera de l´ınea.
Una de las razones fundamentales por las cuales es evidente la disminucio´n del error, a
trave´s del empleo del algoritmo MCE, es debido a que e´ste basa directamente el ajuste
de los para´metros, sobre una funcio´n de costo que evalu´a el error de clasificacio´n en cada
iteracio´n, a partir de una medida de distancia entre los modelos. De esta´ manera, los
para´metro de cada modelo son ajustados teniendo en cuenta, no so´lo la informacio´n de la
clase a la que pertenecen, sino tambie´n de la clase contraria. Sin embargo, e´ste hecho no
permite utilizar el algoritmo MCE para entrenar un u´nico modelo, u´til en algunos casos
en los cuales so´lo se cuenta con informacio´n etiquetada de una sola clase.
Por otro lado, despue´s del ana´lisis realizado en el Cap´ıtulo 2 a diferentes medidas de
distancia entre HMMs, se concluyo´ que, de las medidas estudiadas, so´lo pod´ıa ser empleada
en el entrenamiento la distancia no sime´trica a partir de la medida de similitud. Lo anterior
se debe a las siguientes razones:
– La distancia no sime´trica a partir de la medida de similitud, puede ser generalizada
para su aplicacio´n a modelos continuos.
– El ca´lculo de la media de distancia Kullback-Leibler, se realiza generando un nuevo
conjunto de secuencias de observacio´n a partir de los modelos entrenados, con lo cual,
no se emplea la informacio´n del conjunto de datos de entrenamiento para medir la
distancia entre los modelos. Por el contrario, el ca´lculo de la distancia no sime´trica a
partir de la medida de similitud, se realiza empleando la informacio´n de las secuencias
de observaciones, utilizadas para el ajuste de los para´metros del HMM.
– El empleo de la medida de distancia por similitud (sime´trica), se dificulta debido
al hecho de que en cada instante del algoritmo se emplea so´lo una secuencia de
observacio´n para ajustar los para´metros de alguno de los modelos; mientras que la
medida sime´trica requiere el empleo de dos secuencias de observacio´n (una de cada
clase).
La metodolog´ıa de validacio´n empleada, permite obtener resultados ma´s claros y propor-
ciona mayores herramientas para obtener una valoracio´n objetiva del desempen˜o de los
sistemas. El empleo de curvas de rendimiento da una mayor idea del comportamiento real
del sistema y de que´ tan amplio es el rango en el cual se puede desplazar el umbral de
decisio´n, sin afectar de manera significativa el desempen˜o del sistema.
Aunque en el trabajo presentado se evaluo´ la influencia del nu´mero de estados y del
nu´mero de mezclas Gaussianas del HMM, en el rendimiento del sistema, existen una
serie de para´metros asociados al algoritmo de entrenamiento, que requieren de un estudio
detallado acerca del efecto de e´stos, de tal forma que puede ser encontrado un conjunto de
para´metros o´ptimo, que permita aumentar la tasa de convergencia y disminuir el tiempo
computacional del algoritmo. Una posible forma de abordar el problema, es mediante
algoritmos gene´ticos debido a que el espacio de bu´squeda es amplio.
Adicionalmente, se debe considerar que el algoritmo GPD en el cual esta´ basado el criterio
de entrenamiento MCE, no garantiza la convergencia a un mı´nimo global de la funcio´n de
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pe´rdida. Una investigacio´n en esta´ l´ınea, podr´ıa generar abordar el problema de construir
la metodolog´ıa de reduccio´n de espacios, sobre un algoritmo ma´s robusto, es decir, de
mejores propiedades de convergencia.
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Ape´ndice A
Reestimacio´n de los para´metros de
HMMs por medio de MCE
Para utilizar el algoritmo GPD generalizado (1.34) en la estimacio´n de para´metros de un
modelo oculto de Markov, se deben definir las siguientes transformaciones de para´metros,
que permiten mantener las restricciones probabil´ısticas de los HMM durante la adaptacio´n:
Πjk → Π˜jk donde Πjk =
exp
(
Π˜jk
)
∑nϑ
l=1 exp
(
Π˜jl
) (A.1)
pθ1 (j)→ p˜θ1 (j) donde pθ1 (j) =
exp (p˜θ1 (j))∑nϑ
l=1 exp (p˜θ1 (l))
(A.2)
Para la adaptacio´n de para´metros de las componentes Gaussianas del modelo, se asume
por simplicidad que la matrix de covarianza Σjr = [σ
2
jrp]
ρ
p=1 se asume diagonal.
cjr → c˜jr donde cjr =
exp (c˜jr)∑M
l=1 exp (c˜jl)
(A.3)
µjrp → µ˜jrp donde µ˜jrp =
µjrp
σjrp
(A.4)
σjrp → σ˜jrp donde σ˜jrp = log σjrp (A.5)
A.1. Reestimacio´n del vector probabilidad de estado
inicial
Partiendo de la definicio´n para la actualizacio´n de para´metros dada por el algoritmo GPD
(1.34), la actualizacio´n del vector probabilidad inicial esta´ dad por:
p˜
(i)
θ1
j (n + 1) = p˜
(i)
θ1
j (n)− ε
∂ℓi (ϕn;λ)
∂p˜
(i)
θ1
j
∣∣∣∣∣∣
λ=λn
(A.6)
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Por regla de la cadena,
∂ℓi (ϕn;λ)
∂p˜
(i)
θ1
j
=
∂ℓi (di)
∂di
∂di
∂p˜
(i)
θ1
j
(A.7)
El desarrollo del primer factor de la ecuacio´n (A.7), teniendo en cuenta la definicio´n (1.32),
aplica para la actualizacio´n de todos los para´metros derivados de la minimizacio´n de (1.33).
Tenemos,
∂ℓi (di)
∂di
=
γ exp (−γdi + α)
(1 + exp (−γdi + α))
2 = γℓ
2
i
(di) exp (−γdi + α) (A.8)
despejando de (1.32),
exp (−γdi + α) =
1− ℓi (di)
ℓi (di)
(A.9)
y reemplazando (A.9) en (A.8), se tiene:
∂ℓi (di)
∂di
= γℓi (di) (1− ℓi (di)) (A.10)
Ahora, para completar la funcio´n de actualizacio´n del vector probabilidad inicial, es nece-
sario desarrollar el segundo te´rmino de la ecuacio´n (A.7). Teniendo en cuenta las ecuaciones
(1.29) y (1.31), se tiene,
∂di
∂p˜
(i)
θ1
j
=
∂
∂p˜
(i)
θ1
j
log p
(i)
θ1
θ¯0
= δ
(
θ¯0 − j
) ∂
∂p˜
(i)
θ1
j
(
log p
(i)
θ1
j
)
(A.11)
∂
∂p˜
(i)
θ1
j
log p
(i)
θ1
j =
1
p
(i)
θ1
j
∂
∂p˜
(i)
θ1
j
 exp
(
p˜
(i)
θ1
j
)
nϑ∑
l=1
exp
(
p˜
(i)
θ1
l
)
 = 1− p(i)θ1j (A.12)
A.2. Reestimacio´n de la matriz probabilidad de tran-
sicio´n de estados
Se puede mostrar que para una secuencia ϕn ∈ Ci del conjunto de entrenamiento, el ajuste
discriminativo del para´metro Π˜ partiendo de la definicio´n (1.34), esta dado por:
Π˜(i)
jk
(n + 1) = Π˜(i)
jk
(n)− ε
∂ℓi (ϕn;λ)
∂Π˜
(i)
jk
∣∣∣∣∣
λ=λn
(A.13)
Por regla de la cadena,
∂ℓi (ϕn;λ)
∂Π˜
(i)
jk
=
∂ℓi (di)
∂di
∂di
∂Π˜
(i)
jk
(A.14)
Teniendo en cuenta el resultado mostrado en (A.10), nos interesa ahora desarrollar el
segundo factor de la ecuacio´n (A.14). Tenemos,
∂di
∂Π˜
(i)
jk
= −
∂gi (ϕn;λ)
∂Π˜
(i)
jk
= −
nϕ∑
t=1
∂ log Π
(i)
θ¯t−1θ¯t
∂Π˜
(i)
jk
(A.15)
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∂di
∂Π˜
(i)
jk
= −
nϕ∑
t=1
δ
(
θ¯t−1 − j
) (
θ¯t − k
) ∂ logΠ(i)jk
∂Π˜
(i)
jk
(A.16)
luego,
∂ logΠ
(i)
jk
∂Π˜
(i)
jk
=
1
Π
(i)
jk
∂
∂Π˜
(i)
jk
 exp
(
Π˜
(i)
jk
)
nϑ∑
l=1
exp
(
Π˜
(i)
jl
)
 = 1
Π
(i)
jk
(
Π
(i)
jk −
(
Π
(i)
jk
)2)
(A.17)
∂ log Π
(i)
jk
∂Π˜
(i)
jk
=
(
1− Π(i)jk
)
(A.18)
A.3. Reestimacio´n de los para´metros de las mezclas
Gaussianas del modelo
A.3.1. Actualizacio´n del vector de medias
El ajuste discriminativo del para´metro µ partiendo de la definicio´n (1.34), esta dado por:
µ˜
(i)
jrm (n + 1) = µ˜
(i)
jrm (n)− ε
∂ℓi (ϕn;λ)
∂µ˜
(i)
jrm
∣∣∣∣∣
λ=λn
(A.19)
Por regla de la cadena,
∂ℓi (ϕn;λ)
∂µ˜
(i)
jrm
=
∂ℓi (di)
∂di
∂di
∂µ˜
(i)
jrm
(A.20)
Teniendo en cuenta el resultado mostrado en (A.10), nos interesa ahora desarrollar el
segundo factor de la ecuacio´n (A.20). Tenemos,
∂di
∂µ˜
(i)
jrm
= −
∂gi (ϕn;λ)
∂µ˜
(i)
jrm
= −
nϕ∑
t=1
∂ log
(
b
(i)
θ¯t
(ϕt)
)
∂µ˜
(i)
jrm
(A.21)
∂di
∂µ˜
(i)
jrm
= −
nϕ∑
t=1
δ
(
θ¯t − j
) ∂ log (b(i)j (ϕt))
∂µ˜
(i)
jrm
(A.22)
Ahora,
∂ log
“
b
(i)
j (ϕt)
”
∂µ˜
(i)
jrm
= 1
b
(i)
j (ϕt)
c
(i)
jr
∣∣∣Σ(i)jr ∣∣∣−ρ/2(ϕtl−µ(i)jrlσ(i)
jrl
)
...
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
σ
(i)
jrl
)2) (A.23)
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Finalmente,
µ˜
(i)
jrm (n + 1) = µ˜
(i)
jrm (n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
)
c
(i)
jr
(
b
(i)
j (ϕt)
)−1 ∣∣∣Σ(i)jr ∣∣∣−1/2 (2π)−ρ/2
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
(n)
σ
(i)
jrl
(n)
)2)(
ϕtm
σ
(i)
jrm(n)
− µ˜(i)jrm (n)
) (A.24)
A.3.2. Actualizacio´n de la matriz de covarianza
El ajuste discriminativo del para´metro Σ partiendo de la definicio´n (1.34) y expresado en
te´rminos de las componentes de la matriz Σ, esta dado por:
σ˜
(i)
jrm (n + 1) = σ˜
(i)
jrm (n)− ε
∂ℓi (ϕn;λ)
∂σ˜
(i)
jrm
∣∣∣∣∣
λ=λn
(A.25)
Por regla de la cadena,
∂ℓi (ϕn;λ)
∂σ˜
(i)
jrm
=
∂ℓi (di)
∂di
∂di
∂σ˜
(i)
jrm
(A.26)
Teniendo en cuenta el resultado mostrado en (A.10), se debe desarrollar el segundo factor
de la ecuacio´n (A.26). Se Tiene,
∂di
∂σ˜
(i)
jrm
= −
∂gi (ϕn;λ)
∂σ˜
(i)
jrm
= −
nϕ∑
t=1
∂ log
(
b
(i)
θ¯t
(ϕt)
)
∂σ˜
(i)
jrm
(A.27)
∂di
∂σ˜
(i)
jrm
= −
nϕ∑
t=1
δ
(
θ¯t − j
) ∂ log (b(i)j (ϕt))
∂σ˜
(i)
jrm
(A.28)
Ahora,
∂ log
“
b
(i)
j (ϕt)
”
∂σ˜
(i)
jrm
= 1
b
(i)
j (ϕt)
c
(i)
jr
∣∣∣Σ(i)jr ∣∣∣−ρ/2
((
ϕtl−µ
(i)
jrl
σ
(i)
jrl
)2
− 1
)
...
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
σ
(i)
jrl
)2) (A.29)
Finalmente,
σ˜
(i)
jrm (n + 1) = σ˜
(i)
jrm (n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
)
c
(i)
jr
(
b
(i)
j (ϕt)
)−1 ∣∣∣Σ(i)jr ∣∣∣−1/2 (2π)−ρ/2
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
(n)
σ
(i)
jrl
(n)
)2)((
ϕtm−µ
(i)
jrm(n)
σ
(i)
jrm(n)
)2
− 1
) (A.30)
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A.3.3. Actualizacio´n de los pesos de ponderacio´n de las compo-
nentes Gaussianas
El ajuste discriminativo del para´metro c partiendo de la definicio´n (1.34), esta dado por:
c˜
(i)
jr (n + 1) = c˜
(i)
jr (n)− ε
∂ℓi (ϕn;λ)
∂c˜
(i)
jr
∣∣∣∣∣
λ=λn
(A.31)
Por regla de la cadena,
∂ℓi (ϕn;λ)
∂c˜
(i)
jr
=
∂ℓi (di)
∂di
∂di
∂c˜
(i)
jr
(A.32)
Teniendo en cuenta el resultado mostrado en (A.10), se debe ahora desarrollar el segundo
factor de la ecuacio´n (A.32). Se Tiene,
∂di
∂c˜
(i)
jr
= −
∂gi (ϕn;λ)
∂c˜
(i)
jr
= −
nϕ∑
t=1
∂ log
(
b
(i)
θ¯t
(ϕt)
)
∂c˜
(i)
jr
(A.33)
∂di
∂c˜
(i)
jr
= −
nϕ∑
t=1
δ
(
θ¯t − j
) ∂ log(b(i)j (ϕt))
∂c˜
(i)
jr
(A.34)
Ahora,
∂ log
“
b
(i)
j (ϕt)
”
∂c˜
(i)
jr
= 1
b
(i)
j
(ϕt)
c
(i)
jr
∣∣∣Σ(i)jr ∣∣∣−ρ/2 exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
σ
(i)
jrl
)2)
...
∂
∂c˜
(i)
jr
 exp“c˜(i)jr ”
MP
l=1
exp
“
c˜
(i)
jl
”
 (A.35)
∂
∂c˜
(i)
jr
 exp
(
c˜
(i)
jr
)
M∑
l=1
exp
(
c˜
(i)
jl
)
 = c(i)jr (1− c(i)jr ) (A.36)
Finalmente,
c˜
(i)
jr (n+ 1) = c˜
(i)
jr (n) + ǫγℓ (di (ϕn)) (1− ℓ (di (ϕn)))
1
nϕ
nϕ∑
t=1
δ
(
θ¯t − j
) (
b
(i)
j (ϕt)
)−1 ∣∣∣Σ(i)jr ∣∣∣−1/2 (2π)−ρ/2
exp
(
−1
2
ρ∑
l=1
(
ϕtl−µ
(i)
jrl
(n)
σ
(i)
jrl
(n)
)2)
c
(i)
jr
(
1− c(i)jr
) (A.37)
Ape´ndice B
Evaluacio´n del rendimiento de los
sistemas de deteccio´n automa´tica de
patolog´ıas voz
B.1. Introduccio´n
1 En esta seccio´n se describen algunos me´todos, usados en diferentes a´reas de la tecnolog´ıa
del habla, para presentar y comparar los resultados de los experimentos de forma que se
puedan elegir los mejores. Los conceptos expuestos, aunque particularizados para la de-
teccio´n de patolog´ıas, son aplicables directamente a cualquier tarea gene´rica de deteccio´n
y, con algunas excepciones, a tareas ma´s amplias de clasificacio´n.
B.2. Obtencio´n de los resultados de un detector au-
toma´tico
El objetivo u´ltimo de un detector automa´tico de patolog´ıa vocal (y en general de cualquier
clasificador) es proporcionar una decisio´n tajante acerca de si la grabacio´n de voz que
se le presenta a la entrada es patolo´gica o no. Adema´s es conveniente que proporcione
alguna medida cuantitativa del grado de seguridad que ofrece tal decisio´n. Estos requisitos
implican calcular la probabilidad de que la clase real sea la pronosticada a partir del
fichero de voz desconocido. Cuando se conoce la distribucio´n de probabilidad subyacente
de los datos del problema, la solucio´n o´ptima (la que minimiza el riesgo cometido al tomar
una decisio´n) se obtiene mediante la teor´ıa de decisio´n de Bayes. Aunque en nuestro
caso desconocemos la distribucio´n estad´ıstica exacta de las voces patolo´gicas y normales,
podemos emplear me´todos no para´metricos para estimar estas distribuciones a partir de
1Este ape´ndice describe la metodolog´ıa de evaluacio´n desarrollada por el Ing. Nicola´s Sa´enz Lecho´n,
como parte de su investigacio´n para la obtencio´n del Diploma de Estudios Avanzados del programa de
doctorado “Tecnolog´ıas de la Informacio´n y las Comunicaciones”, de la Universidad Polite´cnica de Madrid,
Espan˜a [66].
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los patrones conocidos. Por ello, se repasan a continuacio´n algunos conceptos ba´sicos de
la teor´ıa de Bayes.
B.2.1. Teor´ıa de la decisio´n de Bayes
Las posibles clases del problema (el estado de la naturaleza) esta´n definidas de la siguiente
forma: ω0 indicara´ voz patolo´gica y ω1 voz normal. La probabilidad a priori de que una
voz sea patolo´gica sera´ P (ω0) y de que sea normal sera´ P (ω1). La suma de ambas pro-
babilidades es 1. Si so´lo conocie´ramos las probabilidades a priori, dir´ıamos que una voz
desconocida es patolo´gica si P (ω0) > P (ω1) y normal en caso contrario.
Pero se supone que de la voz desconocida tenemos alguna medida (un vector de para´metros
x) que nos ayude a mejorar la clasificacio´n. Este vector toma distintos valores para cada
voz, que se expresa en te´rminos de probabilidad. Conside´rese que x es una variable aleato-
ria continua, de dimension d, cuya funcio´n densidad de probabilidad depende del tipo de
voz, expresada como p(x|ωj). A este te´rmino se le denomina verosimilitud (likelihood en
ingle´s) de la clase ωj respecto a x, porque, si las dema´s cosas permanecieran constantes, la
clase ωj que obtiene un p(x|ωj) mayor es mas veros´ımil que sea la verdadera. Tenemos por
tanto una verosimilitud p(x|ω0) para la voz patolo´gica y otra p(x|ω1) para la voz normal.
Segu´n el teorema de Bayes:
P (ωj|x) =
p (x|ωj)P (ωj)
p (x)
(B.1)
El te´rmino P (ωj|x), denominado probabilidad a posteriori, representa la probabilidad
de que la voz desconocida pertenezca a la clase ωj dada la medida x. El termino p(x),
denominado evidencia, puede verse como un factor de escala para que las probabilidades
a posteriori sumen 1.
p (x) = p (x|ω0)P (ω0) + p (x|ω1)P (ω1) (B.2)
A partir de la ecuacio´n (B.1) podemos por tanto establecer la regla de decisio´n de Ba-
yes, que garantiza que se minimiza la probabilidad de error. Decidiremos que una voz
desconocida pertenece a la clase voz patolo´gica si:
P (ω0|x) > P (ω1|x) (B.3)
O lo que es igual:
p (x|ω0)P (ω0) > p (x|ω1)P (ω1) (B.4)
Mediante la teor´ıa bayesiana podemos adema´s incluir factores de coste por tomar deter-
minadas decisiones, de forma que la decisio´n final sea la que menor riesgo implique.
Definimos la accio´n α0 a decidir que el verdadero estado de la naturaleza es voz patolo´gica
ω0 y la accio´n α1 corresponde a decidir ω1. Sea γij el coste o pe´rdida por decidir ωi cuando
en realidad es ωj. Tenemos entonces que el riego condicional R(α|x) de tomar la accio´n i
cuando se obtiene la medida bfx para cada clase es:
R (α0|x) = γ00P (ω0|x) + γ01P (ω1|x)
R (α1|x) = γ10P (ω0|x) + γ11P (ω1|x)
(B.5)
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La regla de decisio´n de Bayes o de mı´nimo riesgo es la que decide la clase ω0 cuando
R (α0|x) < R (α1|x) y la clase ω1 en caso contrario. Esta regla se puede reescribir de la
siguiente forma: elegir ω0 si
p (x|ω0)
p (x|ω1)
>
γ01 − γ11
γ10 − γ00
P (ω1)
P (ω0)
(B.6)
Esta forma de ver la regla de decision de Bayes nos permite decidir la clase ω0 si el cociente
de verosimilitudes supera un valor umbral que es independiente de la observacio´n x.
B.2.2. Obtencio´n de las salidas del detector automa´tico de pa-
tolog´ıa
Como ya se ha dicho, la salida del detector debe ofrecer la probabilidad de que la clase
pronosticada sea la correcta, dado un segmento o un fichero de voz. Gracias a la regla de
decisio´n de Bayes, se puede calcular esa probabilidad a posteriori por medio del cociente
de verosimilitudes. Lo que se pretende es estimar el cociente de verosimilitudes para cada
valor posible de x, utilizando para ello los ficheros de voz disponibles en la base de datos. A
este proceso de crear un modelo se lo denomina entrenamiento del sistema. Dependiendo
del tipo de sistema que escojamos (redes neuronales, modelos estad´ısticos, etc.), el me´todo
de entrenamiento variara´, pero el objetivo final sera´ el mismo. Una vez entrenado, dado un
vector de entrada x, el detector ofrecera´ una medida de este cociente o puntuacio´n (score
en ingle´s) y se comparara´ con un valor umbral Λ para tomar la decisio´n definitiva de a
que´ clase pertenece el segmento o el registro de voz. Este umbral depende exclusivamente
de las probabilidades a priori de cada una de las clase de voz y del coste que consideramos
que conlleva tomar cada decisio´n.
Λ =
γ01 − γ11
γ10 − γ00
P (ω1)
P (ω0)
(B.7)
Si no se conocen las probabilidades a priori, se puede otorgar el valor arbitrario de 0.5 a
cada una. Podr´ıa pensarse en utilizar la proporcio´n de ficheros de cada clase presentes en
la base de datos, pero no es va´lido para analizar voces desconocidas, puesto que la base
de datos no refleja la realidad del problema en estudio.
En cuanto a los dema´s te´rminos, es habitual considerar que tanto γ00 como γ11 no suponen
coste alguno (implican decidir una clase cuando esa clase es la aute´ntica). Por lo que
generalmente los costes que hay que tener en cuenta se limitan a los te´rminos γ01 y γ10. El
primero representa el coste asociado a decidir que la voz es patolo´gica cuando en realidad
es normal y el segundo corresponde al coste de decidir que una voz es normal cuando
en realidad es patolo´gica. Como desde el punto de vista cl´ınico es ma´s importante no
perderse ningu´n paciente enfermo que efectuar pruebas ma´s exhaustivas a un paciente que
realmente este´ sano, el valor de este u´ltimo te´rmino suele ser mayor que el primero. En
cualquier caso, el valor del umbral de decisio´n debe fijarse buscando un compromiso entre
ambos costes (ver apartado B.5).
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Normalizacio´n de las puntuaciones
Convencionalmente en la evaluacio´n de sistemas de reconocimiento automa´tico, se rea-
lizan diferentes pruebas ya sea para comparar los resultados obtenidos mediante te´cnicas
diferentes o sobre una misma te´cnica para evaluar su capacidad de generalizacio´n (ver
seccio´n B.4).
Si se considera un conjunto de puntuaciones provenientes de diferentes evaluaciones de la
misma te´cnica, es decir, puntuaciones de ambas clases obtenidas para diferentes ejecuciones
del algoritmo, es posible que el rango de valores cambie notablemente entre evaluaciones.
Este hecho no implica que los resultados independientes de cada prueba sean muy di-
ferentes en cuanto a tasa de reconocimiento se refiere (Ver Figura B.2.2). Sin embargo,
cuando se tiene en cuanta todo el conjunto de puntuaciones de las diferentes pruebas, para
proporcionar alguna medida global del desempen˜o del sistema, es posible que no refleje
resultados coherentes con los obtenidos en las pruebas anteriores. A partir de la Figura
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Figura B.1: Puntuaciones obtenidas en diferentes ejecuciones de un mismo algoritmo
B.2.2 es posible observar la diferencia existente entre los umbrales o´ptimos de clasifica-
cio´n, para las dos pruebas ejemplo consideradas. Un umbral comu´n de clasificacio´n para
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el conjunto completo de puntuaciones entregara´ un tasa de acierto del sistema diferente
al promedio de las tasas de acierto individuales.
Una forma de corregir este problema, es normalizar las puntuaciones de cada una de
las pruebas a un intervalo comu´n [01], de tal manera que no se presenten este tipo de
inconsistencias. Este tipo de normalizaciones es posible realizarlas empleando transforma-
das sigmoidales o log´ısticas [67]. La transformacio´n consiste en obtener valores reales y
pertenecientes al rango [01] mediante la aplicacio´n de la siguiente expresio´n:
f (x) =
1
1 + e−(w0+wx)
∈ [0, 1] (B.8)
donde,
w0 =
µ21 − µ
2
0
2σ2
w =
µ0 − µ1
σ2
(B.9)
donde µ0 y µ1 son las medias de las puntuaciones para la clase 0 y para la clase 1 respec-
tivamente. Esta transformacio´n requiere asumir que los valores de las puntuaciones siguen
una distribucio´n gaussiana, con varianza comu´n σ2 [60]. Debido a que en la pra´ctica la
dispersion no tiene porque´ ser igual, se puede usar el valor de σ = 0,5 (σ0 + σ1), donde σ0
y σ1 son las estimaciones de las correspondientes desviaciones t´ıpicas individuales.
B.3. Presentacio´n de los resultados
Para mostrar los resultados del detector de patolog´ıa vocal (y en general, de cualquier
sistema de clasificacio´n de patrones) se utiliza la llamada matriz de contingencia o de
confusio´n, que recoge el nu´mero de aciertos y fallos del sistema para cada una de sus
posibles salidas (las clases en que se divide el problema).
El aspecto gene´rico de una matriz de confusio´n con dos clases se muestra en la figura B.2.
Las casillas con fondo blanco deben rellenarse con el nu´mero de patrones de cada clase
que el detector utilizado ha clasificado del conjunto de datos. Estos valores pueden darse
en valor absoluto o porcentual.
De acuerdo con esta matriz y tomando como referencia una de las clases (normalmente la
que interesa detectar; en este caso cogemos la clase 0), se definen los siguientes te´rminos:
– Deteccio´n correcta o aceptacio´n verdadera (TP , true positive): el nu´mero (o porcen-
taje) de patrones de clase 0 que el clasificador asigna correctamente como pertene-
cientes a la clase 0.
– Falso rechazo (FN , false negative): el nu´mero (o porcentaje) de patrones de clase 0
que el clasificador asigna incorrectamente como pertenecientes a la clase 1.
– Falsa aceptacio´n (FP , false positive):el nu´mero (o porcentaje) de patrones de clase
1 que el clasificador asigna incorrectamente como pertenecientes a la clase 0.
– Rechazo correcto o verdadero (TN , true negative):el nu´mero (o porcentaje) de pa-
trones de clase 1 que el clasificador asigna correctamente como pertenecientes a la
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Figura B.2: Aspecto general de una matriz de confusio´n o contingencia con dos clases.
No´tese que cuando los valores se representan en porcentaje, TP+FN = 100 y FP+TN =
100. A partir de esos valores se calcula:
– Tasa de acierto o eficiencia (CCR, Correct Classification Rate): es la proporcio´n de
patrones correctamente clasificados por la red.
CRR =
TP + TN
TP + FN + FP + TN
(B.10)
– Tasa de error (ER, Error Rate): es el complementario a la tasa de acierto, es decir,
la proporcio´n de patrones mal clasificados.
ER = 1− CCR =
FN + FP
TP + FN + FP + TN
(B.11)
En el caso ideal, la tasa de acierto debe ser del 100% y la tasa de error del 0%. Aunque
ambas medidas pueden usarse indistintamente, en tareas donde la tasa de aciertos es muy
alta se utiliza a menudo la tasa de error como indicador u´nico. Si el nu´mero de patrones
de las clases 0 y 1 no es el mismo, las tasas de acierto y de error no reflejan realmente el
funcionamiento del sistema. Si por ejemplo tuvie´ramos 90 patrones de clase 0 y 10 patrones
de clase 1, un detector que siempre diera como salida “clase 0” tendr´ıa un 90% de acierto
total, pero sin embargo fallar´ıa todos los patrones de clase 1. Para corregir estas medidas,
se emplean estos otros para´metros:
– Sensibilidad (S) da una indicacio´n de la capacidad del sistema para detectar los
patrones de la clase de referencia. Cuando los valores se representan en porcentaje,
la sensibilidad coincide con TP.
S =
TP
TP + FN
(B.12)
– Especificidad (E) da una idea de la capacidad del sistema para rechazar los patrones
que no pertenecen a la clase de referencia. Cuando los valores se representan en
porcentaje, la especificidad coincide con TN.
E =
TN
TN + FP
(B.13)
En el caso ideal, S y E deben ser 1 (o el 100% si se miden en porcentaje).
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B.3.1. Medida de la tasa de acierto total en base a fichero y a
segmentos
Si el sistema de deteccio´n de patolog´ıa se basa en para´metros acu´sticos medidos a partir
de todo el registro de la voz (habitualmente llamados para´metros “a largo plazo”), la
tasa de acierto del sistema tal como se ha definido anteriormente representa el nu´mero
de ficheros de voz correctamente clasificados. Sin embargo, cuando la parametrizacio´n
se basa en fragmentos o segmentos temporales de la sen˜al acu´stica (se habla entonces
de para´metros “a corto plazo”, t´ıpicamente calculados en ventanas del orden de decenas
de milisegundos), la tasa de acierto recoge el nu´mero de tales segmentos correctamente
clasificados. Esta medida no tiene por que´ coincidir con el nu´mero de ficheros acertados
realmente.
Para obtener una medida de la tasa de acierto de fichero en este u´ltimo caso, se pueden
utilizar diferentes estrategias. La ma´s sencilla consiste en pronosticar la clase a la que
pertenece el fichero basa´ndose en el nu´mero de segmentos de ese fichero que pertenecen a
cada clase. Se establece un umbral por el que si un porcentaje determinado de los segmentos
que pertenecen al fichero han sido asignados a una clase el fichero tambie´n se considera
que pertenece a esa clase. Este umbral var´ıa t´ıpicamente entre el 51% (si la mitad ma´s uno
de los segmentos corresponden a una clase, el fichero se postula de esa misma clase y por
tanto el acierto o fallo del sistema se calcula de acuerdo a esa suposicio´n) y valores ma´s
altos, que exigen un mayor consenso basado en los segmentos para considerar un fichero
de una clase determinada.
Otra posibilidad para asignar un fichero a una clase es calculando una puntuacio´n u´nica
para cada fichero a partir de las puntuaciones individuales de todos los vectores que lo
componen [68]. Para ello se calcula la verosimilitud de cada una de las clases ωj dado el
fichero X, compuesto por los vectores x1,x2, ...,xT (Ec. ) A partir del cociente de estas
verosimilitudes, se obtienen las puntuaciones y se establece un nuevo valor de umbral que
otorgue la decisio´n final.
p (X|ωj) =
T
√√√√ T∏
i=1
p (xi|ωj) (B.14)
Cuando la funcio´n de verosimilitud esta´ dada en logaritmo, la ecuacio´n (B.14), se puede
expresar como [25]
log p (X|ωj) =
1
T
T∑
i=1
log p (xi|ωj) (B.15)
B.4. Estimacio´n de la capacidad de generalizacio´n del
modelo
Una vez que se ha entrenado el sistema de deteccio´n de patolog´ıa vocal, se puede emplear
para predecir el tipo de voz de una grabacio´n desconocida. Un punto fundamental en este
momento es determinar que´ grado de confianza merecen las decisiones del detector, ahora
que tiene que trabajar con voces que no han sido evaluadas anteriormente por un especia-
lista me´dico. El hecho de obtener una tasa de acierto determinada para un conjunto de
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N patrones conocidos no garantiza que con otro conjunto diferente los resultados vayan a
ser los mismos. Si la prueba se repitiera por ejemplo con 20 conjuntos de datos distintos,
se obtendr´ıan otras tantas tasas de acierto diferentes, aunque fuera de esperar que se pa-
reciesen bastante entre s´ı.
El ca´lculo exacto del grado de error cometido por el detector es imposible, pero se puede
obtener una estimacio´n del error de clasificacio´n del modelo (o lo que es igual, de la ca-
pacidad de generalizacio´n que posee) a partir de los datos utilizados para el aprendizaje
supervisado. A este paso se lo conoce en reconocimiento de patrones como validacio´n o
estimacio´n de la generalizacio´n del modelo.
Adema´s de obtener un valor estimado de la tasa de acierto, conviene an˜adir adema´s un
rango de valores alrededor del cual se puede encontrar el valor real, para una probabilidad
dada. Al rango de valores se le llama intervalo de confianza de la medida (Figura B.3).
A la probabilidad con la que la tasa real se encuentra dentro del intervalo se le denomina
nivel de confianza, que se expresa habitualmente mediante el para´metro α. Para expresarlo
en porcentaje hay que hacer 100(1−α). Valores t´ıpicos de α son 0,05 (95%) o 0,01 (99%).
Es de destacar que cuanto mayor sea el nivel de confianza requerido, mayor se hara´ el
intervalo de confianza. Dado un valor de tasa de acierto CCR del 90% y un intervalo de
Figura B.3: Intervalo de confianza de una medida.
confianza para esa medida de ±1%, con un nivel de confianza α del 0,05, la interpretacio´n
de ese valor es: “Se Tiene una confianza del 95% en que el valor real de la tasa de acierto
del modelo esta´ dentro del intervalo 89− 91%”.
Otros conceptos que conviene tener en cuenta a la hora de obtener una medida de la preci-
sio´n del modelo son el sesgo (bias) y la varianza. El sesgo de un estimador es la diferencia
entre su valor verdadero (generalmente desconocido) y su valor esperado. Cuanto menor
sea el sesgo, mayor precisio´n tendra´ la estimacio´n en promedio. La varianza esta´ relacio-
nada con cua´nto cambia el valor de la estimacio´n cuando cambiamos el conjunto de datos
usado para obtenerla. El error de clasificacio´n de un modelo es funcio´n de ambos estad´ısti-
cos y hay un compromiso entre ellos. Si el me´todo de entrenamiento del modelo usado
puede adaptarse fa´cilmente a los datos de entrenamiento (por ejemplo porque tenga mu-
chos para´metros libres), el sesgo tendera´ a ser menor, a costa de una mayor varianza. En
clasificacio´n de patrones, la varianza es ma´s importante que el sesgo: en la pra´ctica, si se
mantiene la varianza baja no hay que preocuparse demasiado por el sesgo de la medida [3].
Y en general, cuantos ma´s datos de entrenamiento se tengan, menor sera´ la varianza.
A continuacio´n se presentan distintas formas posibles de realizar la validacio´n del modelo
y, en los casos en que es posible, obtener los intervalos de confianza.
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B.4.1. Validacio´n basada en estad´ısticos de la muestra (del con-
junto de datos)
La teor´ıa estad´ıstica proporciona varios estad´ısticos simples para el error de generalizacio´n
en modelos lineales bajo ciertas condiciones de la muestra. Estos estad´ısticos tambie´n se
pueden emplear como estimaciones groseras del error de generalizacio´n en modelos no
lineales cuando se tiene un conjunto “grande” de entrenamiento. La adaptacio´n de los
estad´ısticos para la no linealidad requiere mayores ca´lculos y no siempre es posible hacerlo
en todas las te´cnicas de clasificacio´n.
La ecuacio´n (B.16) recoge un estad´ıstico utilizado en tecnolog´ıa del habla [69]. Si se realiza
la prueba del modelo entrenado con un conjunto de N patrones y se obtiene una tasa de
acierto p, se puede obtener el intervalo de confianza como:
IC = p± zα/2
√
p (1− p)
N
(B.16)
El valor de z se obtiene a partir de la funcio´n de distribucio´n normal esta´ndar, en funcio´n
del nivel de confianza α requerido. Para un valor de α de 0,05 (95% de confianza), z vale
1,96.
Como se puede observar, la anchura del intervalo depende del nivel de confianza deseado (si
se requiere mayor confianza, el intervalo se hara´ mayor) y del nu´mero de patrones utilizados
para realizar la prueba. Cuando las medidas se obtienen a corto plazo, el factor N podr´ıa
referirse tanto al nu´mero total de patrones del conjunto de prueba como al nu´mero de
ficheros empleados para generar dichos patrones. Es evidente que cuanto mayor sea N ,
menor sera´ el intervalo para un nivel de confianza dado. El problema aqu´ı es que hay
que dar por supuesta la independencia estad´ıstica entre los patrones pertenecientes a un
mismo fichero. Si se considera N como el nu´mero de ficheros de voz realmente disponibles
(y por tanto p tambie´n debe ser medida en base a los ficheros), el problema es que se
necesita entonces una cantidad elevada de estos.
Respecto a esto, conviene tener en cuenta la “regla de los 30” de Doddington [70], que dice:
“Para tener una confianza del 90% que la verdadera tasa de error esta´ dentro del ±30%
de la tasa de error observada, debe haber al menos 30 errores”. Supo´ngase que se persigue,
por ejemplo, una tasa de falsa aceptacio´n menor del 5% y un falso rechazo menor del
10%. 30 errores al 5% de falsa aceptacio´n suponen un total de 600 grabaciones de voces
normales. De igual forma, 30 errores el 10% de falso rechazo suponen 300 grabaciones
de voces patolo´gicas. La moraleja ma´s extendida que se adopta en tecnolog´ıa del habla,
referente a estas cuestiones, consiste en dar por supuesta la independencia de los patrones
y no tomar demasiado seriamente las afirmaciones sobre la significacio´n estad´ıstica de los
resultados.
B.4.2. Validacio´n por resustitucio´n
En este caso, el modelo se entrena con todos los patrones disponibles en la base de datos.
Posteriormente se clasifican los patrones con el modelo ya entrenado y se obtiene la pro-
porcio´n de patrones correcta e incorrectamente clasificados. El problema de este estimador
es que se calcula empleando el mismo conjunto de datos usado para construir el modelo,
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por lo que proporciona un estimador de la bondad del modelo sesgado y optimista (la
estimacio´n es mejor que la realidad). La estimacio´n de la generalizacio´n del modelo es
el porcentaje de ficheros correctamente clasificados. Este me´todo no permite obtener un
intervalo de confianza para la tasa de acierto estimada.
B.4.3. Validacio´n por particio´n de la muestra (split-sample o
holdout)
El me´todo ma´s usado para estimar el error de generalizacio´n en reconocimiento de patrones
es reservar parte de los datos como un conjunto de prueba, que no puede ser usado de
ningu´n modo durante el entrenamiento. El conjunto de prueba debe ser una muestra
representativa de los casos sobre los que se quiere generalizar. Despue´s del entrenamiento,
se evalu´a el modelo con los datos de prueba. La estimacio´n de la generalizacio´n del modelo
es el porcentaje de ficheros del conjunto de prueba correctamente clasificados.
La principal desventaja de la validacio´n por particio´n de la muestra es que reduce mucho
la cantidad de datos de entrenamiento y puede no ser factible si se dispone de pocos datos.
La estimacio´n del rendimiento obtenida tiende a ser pesimista (a menos que el nu´mero
de datos N sea grande) y tambie´n poco fiable, porque su valor depende de la particio´n
elegida [71]. Cuantos ma´s patrones se reservan para el conjunto de prueba, mayor sera´ el
sesgo de la estimacio´n; a cambio, cuanto menor sea el conjunto de prueba, mayor sera´ su
intervalo de confianza [72].
Se puede aumentar la fiabilidad promediando sobre todas las posibles particiones de la
muestra de taman˜o fijo. Se divide la muestra en dos conjuntos con patrones elegidos al azar
y mutuamente excluyentes y se obtiene una estimacio´n del rendimiento. Se repite k veces
el mismo proceso y la estimacio´n final sera´ el promedio de las estimaciones parciales. La
desviacio´n t´ıpica puede obtenerse como la desviacio´n t´ıpica de las estimaciones parciales.
Este me´todo se conoce como “data shuffling” [73] o “submuestreo aleatorio” [72]. La
utilizacio´n de los datos sigue siendo poco eficiente, puesto que so´lo se usa una parte para
entrenar en cada iteracio´n. El resultado sigue siendo excesivamente pesimista.
Valores t´ıpicos del taman˜o del conjunto de prueba esta´n entre 1/2 y
1/3 del total de datos
disponibles.
B.4.4. Estimacio´n por validacio´n cruzada
Para remediar los inconvenientes anteriores hay diversas te´cnicas, denominadas de “vali-
dacio´n cruzada”. La validacio´n cruzada es una mejora del me´todo de validacio´n anterior,
que permite usar todos los datos disponibles para el entrenamiento y au´n as´ı obtener un
estimador del error de generalizacio´n menos sesgado. Su desventaja es que estos me´todos
exigen entrenar el modelo varias veces, con el coste computacional que ello conlleva. Hay
varias modalidades de validacio´n cruzada.
K-fold : El conjunto de datos se divide de forma aleatoria en k subconjuntos independien-
tes de aproximadamente igual taman˜o. Se efectu´a el entrenamiento y prueba del modelo
k veces, dejando fuera del entrenamiento un subconjunto diferente cada vez. Con este
subconjunto se valida el funcionamiento del modelo entrenado con los k− 1 subconjuntos
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restantes. La estimacio´n de la generalizacio´n del modelo es el promedio de las tasas de
clasificacio´n obtenidas con cada uno de los subconjuntos de prueba. Este me´todo tiene
menor sesgo que el de particio´n de la muestra anterior (aunque depende del valor de k, del
nu´mero de datos disponibles y de la dimensio´n de los mismos) La estimacio´n es pesimista,
aunque mejora segu´n se eligen ma´s subconjuntos [72]. Valores t´ıpicos de k suelen ser del
orden de 5 a 20. Una variante de este me´todo es la validacio´n cruzada estratificada, donde
los subconjuntos contienen aproximadamente la misma proporcio´n de patrones de cada
clase que el conjunto de datos original.
Leave-one-out : Es un k-fold extremo donde k es igual al nu´mero total de datos dispo-
nibles. Se entrena el modelo dejando fuera un solo fichero, que se usa para validar el
resultado. El proceso se repite hasta utilizar todos y cada uno de los ficheros para vali-
dacio´n. El promedio de todas las validaciones es la estimacio´n final del rendimiento. Este
me´todo tambie´n es conocido en estad´ıstica como jackknife [3] o herramental [74].
La validacio´n cruzada es claramente superior para conjuntos de datos pequen˜os a la va-
lidacio´n por particio´n del conjunto de datos. Al te´rmino del proceso, se han aprovechado
todos los datos disponibles para entrenar y validar el modelo. El estimador obtenido no
esta´ sesgado puesto que en cada resultado parcial no se usan los mismos datos para entre-
nar que para probar. Sin embargo puede tener ma´s varianza que otros me´todos, lo que a
veces es peor.
B.4.5. Bootstrapping
Es una mejora de la validacio´n cruzada que a menudo proporciona mejores estimaciones
del error de generalizacio´n, al coste de un mayor tiempo de ca´lculo todav´ıa. El te´rmino
“bootstrap” (literalmente, correa de bota) proviene de los relatos del escritor alema´n R.E.
Raspe “Las aventuras del Baro´n de Munchausen”, en las que el he´roe era capaz de subirse
a su caballo tirando de las correas de sus botas de montar [73]. Pen˜a [74] lo traduce por
“me´todo autosuficiente”.
El me´todo consiste en calcular la varianza de la estimacio´n considerando el conjunto
de datos disponible como si fuera la poblacio´n total del problema y obtener muestras
aleatorias a partir de ella segu´n el me´todo de Montecarlo [74]. Dado un conjunto de
datos de entrenamiento de taman˜o n, el proceso para obtener la estimacio´n autosuficiente
consiste en crear un nu´mero B de subconjuntos de entrenamiento a partir del original, con
igual taman˜o n, generados extrayendo elementos de forma aleatoria y reintroducie´ndolos
antes de cada extraccio´n. Es decir, que en cada conjunto puede haber patrones repetidos.
Con cada uno de estos B conjuntos de taman˜o n se entrena un modelo y se prueba con
el conjunto de prueba, formado por los patrones que no han entrado en el conjunto de
entrenamiento. El estimador final sera´ el promedio de los B estimadores obtenidos.
Ha sido aplicado a diferentes me´todos de clasificacio´n, como a´rboles de decisio´n [72] o redes
neuronales [75]. El principal inconveniente de este me´todo es que es computacionalmente
intensivo, requiriendo una gran cantidad de repeticiones. Valores t´ıpicos del nu´mero de
repeticiones, desde 200 en adelante. A cambio, una ventaja respecto al leave-one-out es
que cuantas ma´s repeticiones se hagan, mayor precisio´n tendra´ la estimacio´n, mientras
que con este segundo me´todo, una vez repetido tantas veces como datos, ya no aumenta
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la precisio´n.
B.4.6. Precaucio´n sobre los me´todos de validacio´n
Si se emplea cualquiera de los me´todos anteriores (validacio´n por particio´n de la muestra,
validacio´n cruzada, bootstrapping), tal como han sido descritos, para seleccionar el mejor
modelo posible de entre varios, la estimacio´n del error de generalizacio´n de ese modelo
sera´ optimista. Si se entrenan varios modelos usando un conjunto de entrenamiento y se
usa un segundo conjunto de datos (conjunto de validacio´n) para decidir que´ modelo es el
mejor, se debe usar un tercer conjunto (conjunto de prueba) para obtener una estimacio´n
no sesgada del error de generalizacio´n del modelo elegido. Tambie´n puede, una vez elegido
el modelo con los valores de los para´metros que funcionan mejor, entrenar de nuevo ese
modelo con los conjuntos de entrenamiento y de validacio´n juntos, y medir su capacidad
de generalizacio´n con el conjunto de prueba [76].
Una u´ltima consideracio´n al estimar el error de generalizacio´n con un conjunto de datos
dado, utilizando cualquiera de los me´todos descritos. Para poder dar una estimacio´n fiable,
hay que preguntarse si los datos disponibles representan adecuadamente la variabilidad
de los datos para la tarea en consideracio´n [71]. Por ejemplo, en reconocimiento de voz
se necesitan miles de patrones para recoger la verdadera variabilidad de los datos de la
poblacio´n general. Ese es el precio a pagar por no conocer las distribuciones de probabilidad
condicional subyacentes de cada clase.
B.5. Curvas de rendimiento de un detector
Las tareas de deteccio´n pueden verse como un compromiso entre dos tipos de error: de-
tecciones fallidas (falso negativo o falso rechazo) y falsas alarmas (falso positivo o falsa
aceptacio´n). Por ejemplo, un sistema de reconocimiento de patolog´ıa vocal puede fallar
no detectando una enfermedad conocida o puede declarar que la ha detectado cuando no
esta´ presente en realidad. Este compromiso se refleja en la ecuacio´n (B.7), en la que si
eliminamos los te´rminos de las probabilidades a priori y los costes asociados a elegir la
opcio´n correcta, queda:
Λ =
γ01
γ10
(B.17)
En esta ecuacio´n, γ01 y γ10 representan el coste asociado a un falsa aceptacio´n (decidir clase
0 cuando es clase 1) y a un falso rechazo (decidir clase 1 cuando es clase 0) respectivamente.
En estos casos, no es adecuado representar la capacidad del sistema mediante un u´nico
indicador nume´rico del rendimiento, puesto que hay varios puntos de operacio´n posibles
en funcio´n del umbral Λ elegido. El funcionamiento del sistema queda mejor representado
mediante una curva de rendimiento. Aunque en la literatura hay varias curvas diferentes,
su ca´lculo se basa en la representacio´n gra´fica de los valores de falsa aceptacio´n y falso
rechazo que se obtienen al variar el umbral Λ.
Para calcular la curva de falso rechazo se utilizan los cocientes de verosimilitud obtenidos
con los patrones de la clase 0, con el conjunto de datos que se este´ utilizando. Con estas
puntuaciones se crea un histograma, que deber´ıa de estar situado en su mayor parte a la
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derecha del umbral Λ = 1 (o Λ = 0 si se usan logaritmos). Este histograma (Figura B.4,
color azul) se normaliza, dividiendo los valores del eje de ordenadas entre el nu´mero total
de patrones. El histograma normalizado se puede interpretar como una versio´n discreta
de la funcio´n densidad de probabilidad de la clase 0. A partir de esta funcio´n se calcula la
funcio´n de distribucio´n correspondiente, acumulando los valores desde la izquierda hacia
la derecha. Para cada valor de umbral en el eje de abscisas, el eje de ordenadas ofrece la
tasa de patrones de clase 0 que han sido clasificados como de clase 1 (Figura B.5, color
azul). Para calcular la curva de falsa aceptacio´n se procede de manera similar. Con las
Figura B.4: Histogramas del logaritmo de las puntuaciones de clase 1 (que en este ejemplo corresponde a
voz patolo´gica) y clase 0 (voz normal), con un conjunto de datos de 1755 y 1754 patrones respectivamente.
No´tese que los histogramas no esta´n normalizados.
puntuaciones de los patrones de clase 1 se forma un histograma normalizado, que deber´ıa
de estar situado a la izquierda del valor Λ = 1 (Figura B.4, color rojo). El histograma se
acumula desde la derecha hacia la izquierda para calcular la funcio´n de distribucio´n de las
voces de clase 1. Para cada valor de umbral, el eje de ordenadas indica la proporcio´n de
patrones de clase 0 clasificados como clase 1 (Figura B.5, color rojo). En estas curvas se
pueden sen˜alar varios puntos de intere´s. El punto donde se igualan las tasas de falso acierto
y falso rechazo se denomina EER (punto de Equal Error Rate o Tasa de Equi-Error). Para
calcularlo, se restan las curvas, se halla su valor absoluto y el mı´nimo indica el EER. El
punto de operacio´n del sistema es el que corresponde al umbral elegido. Habitualmente el
umbral se elige con el conjunto de datos con el que se ha entrenado el modelo y se utiliza
posteriormente para la validacio´n del sistema y la obtencio´n de su punto de operacio´n real.
B.5.1. Curvas DET
Las curva DET (Detection Error Trade-off ) fue desarrollada en el Instituto Nacional
de Esta´ndares y Tecnolog´ıa (NIST) de los EEUU para la evaluacio´n de sistemas de reco-
nocimiento de locutor [64]. Representa la tasa de falso rechazo (denominada probabilidad
de fallo o miss en la terminolog´ıa del NIST) en funcio´n de la tasa de falsa aceptacio´n del
sistema (Figura B.6). En la curva DET se presupone que la distribucio´n de las puntua-
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Figura B.5: Curvas de Falso Rechazo (azul, a la derecha) y Falsa Aceptacio´n (roja, a la izquierda)
correspondientes a los histogramas de la Figura B.4. En el eje de abscisas se representan los posibles
umbrales de decisio´n con los que puede operar el sistema y en el eje de ordenadas se obtienen los valores
de FR y FA correspondientes.
Figura B.6: Medidas representadas en una curva de tipo DET y distintas denominaciones que reciben
en la literatura.
ciones de ambas clase es pro´xima a la normal, por lo que la escala de ambos ejes sigue
esa distribucio´n (Figura B.7). A consecuencia de ello, cuando las distribuciones reales se
acercan a la normalidad, las curvas tienden a ser l´ıneas rectas. Adema´s, la inclinacio´n de
la curva recta esta´ en relacio´n con la desviacio´n t´ıpica de las distribuciones. Si ambas des-
viaciones t´ıpicas son iguales, la pendiente es unidad. En la Figura B.7, el punto medio de
los ejes de abscisas y ordenadas, con un valor del 50%, se corresponde con la media de una
curva normal. El valor de cada punto de un eje se corresponde con el a´rea comprendida
bajo la curva normal entre menos infinito y el punto elegido. En la parte superior y en el
margen derecho se muestran los mismos valores, medidos en desviaciones t´ıpicas desde la
media. La parte de la gra´fica situada por encima de la diagonal x = −y carece de uso,
puesto que corresponde a puntos de funcionamiento de un sistema en los que la suma de
las falsas aceptaciones y falsos rechazos suman ma´s del 100%, lo que es imposible.
En la curva DET, la diagonal x = −y representa el funcionamiento de un sistema de
decisio´n aleatorio. Esto se ilustra en la Figura B.8, donde se presentan dos supuestas
distribuciones de puntuaciones pertenecientes a las clases 0 y 1. Por simplicidad se han
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Figura B.7: Escala de la distribucio´n normal en que se representan las curvas de tipo DET. Figura
tomada de [64].
supuesto ambas distribuciones normales y con igual varianza. Se coja el umbral de decisio´n
que se coja, la tasa de acierto global del sistema sera´ siempre del 50%. Evidentemente,
este el peor de los casos posibles en cualquier sistema de deteccio´n automa´tica. Cuando
Figura B.8: Curva DET cuando las distribuciones de ambas clases esta´n completamente solapadas
(sistema aleatorio).
las distribuciones de los cocientes de verosimilitud de ambas clases no esta´n completa-
mente solapadas, el rendimiento del sistema mejora y la curva DET evoluciona hacia la
esquina inferior izquierda de la gra´fica Figura B.9. Cuanto ma´s separadas este´n ambas
distribuciones, mejor sera´ el rendimiento del detector. El punto exacto de trabajo del sis-
tema sera´ funcio´n del umbral Λ elegido, que a su vez es funcio´n de los costes asignados
a las falsas aceptaciones y falsos rechazos. Cuando la tasa de acierto de un detector es
suficientemente alta, la curva DET se acerca a la esquina inferior izquierda de la gra´fica,
por lo que a menudo so´lo se muestra esa parte por comodidad. En la curva DET no se
muestran referencias expl´ıcitas al valor de umbral elegido, puesto que su valor no tiene
un significado fuera del sistema particular. De las Figuras B.8 y B.9 se puede intuir que
el valor del umbral se refleja en el punto de trabajo reflejado sobre la curva (que en los
ejemplos es una l´ınea recta por ser ambas distribuciones normales). Cuanto menor es el
umbral de decisio´n, ma´s abajo y a la derecha estara´ el punto de trabajo, o lo que es lo
mismo, el sistema permitira´ ma´s falsas aceptaciones a costa de restringir los falsos re-
chazos. Desde el punto de vista de un sistema de decisio´n me´dica, puede ser conveniente
favorecer las falsas aceptaciones sobre el falso rechazo (es decir, no dar por sano a ningu´n
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Figura B.9: Curva DET cuando las distribuciones de ambas clases esta´n parcialmente solapadas.
Figura B.10: Resumen del funcionamiento de la curva DET.
enfermo, a costa incluso de considerar enferma a alguna persona saludable). En la Figura
B.10 el rango marcado como “seguridad” refleja esa posible zona de trabajo en la curva
DET. Esto equivale a que el coste asociado a un falsa aceptacio´n (γ01) sea menor que el
coste asociado a un falso rechazo (γ10) en la ecuacio´n (B.17) a la hora de fijar el umbral
de decisio´n.
B.5.2. Curvas ROC
La curva ma´s utilizada en la literatura me´dica para la toma de decisiones es la curva
ROC (Caracter´ıstica de Operacio´n del Receptor). Su origen se remonta a la de´cada de
1950, en la deteccio´n de sen˜ales de radio contaminadas por ruido. En la ROC se repre-
senta la tasa de falso acierto (FA) en funcio´n de la tasa de acierto (1-FR) para diferentes
valores del umbral de decisio´n (Figura B.11). Al igual que en la DET, la forma y posicio´n
de la ROC depende de la forma y del solapamiento de las distribuciones subyacentes de
las voces patolo´gicas y normales. Esto se observa en la Figura B.12, donde por simplici-
dad se han supuesto ambas distribuciones normales y de igual varianza. Una vez ma´s, el
punto de trabajo del sistema vendra´ determinado por el valor de umbral Λ escogido. Se
han propuesto varias medidas teo´ricas para reducir la curva ROC a un u´nico indicador
de la precisio´n del diagno´stico [63]. La ma´s utilizada es el a´rea bajo la curva (AUC). El
a´rea bajo la ROC puede usarse como una estimacio´n de la probabilidad de que la anor-
malidad detectada permita una identificacio´n correcta. Este ı´ndice var´ıa entre 0,5 (no hay
precisio´n aparente) y 1,0 (precisio´n perfecta) a medida que la curva ROC se mueve hacia
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Figura B.11: Medidas representadas en una curva de tipo ROC y distintas denominaciones que reciben
en la literatura.
Figura B.12: Curva ROC cuando las distribuciones de ambas clases esta´n parcialmente solapadas.
los ma´rgenes izquierdo y superior. Cuanto mayor sea el a´rea bajo la curva, mejor sera´ el
rendimiento del sistema.
Una cuestio´n importante en las curvas ROC es que ofrecen la posibilidad de comparar dos
o ma´s pruebas obtenidas con los mismos datos de forma cuantitativa [77]. A partir del
a´rea Ai bajo cada una de las curvas, se calcula el siguiente estad´ıstico z:
z =
A1 −A2
σ (A1 −A2)
(B.18)
En la ecuacio´n B.18, σ (A1 − A2) representa la desviacio´n t´ıpica de la diferencia de areas,
calculada mediante:
σ (A1 − A2) =
√
σ2 (A1) + σ2 (A2)− 2rσ (A1)σ (A2) (B.19)
El valor de r representa la correlacio´n inducida entre las dos a´reas al realizar el estudio
a partir de los mismos datos. La desviacio´n t´ıpica de cada a´rea se obtiene a partir de
la siguiente expresio´n, donde nn y np son el nu´mero de casos normales y patolo´gicos
respectivamente.
σ (A) =
√
A (1−A) + (nn − 1)
(
A
2−A
− A2
)
+ (np − 1)
(
2A
1+A
− A2
)
nnnp
(B.20)
Si el valor de z esta´ por encima de un valor umbral dado (t´ıpicamente 1,96), se considera
que existen diferencias significativas entre ambas curvas (son diferentes con un grado de
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certeza del 95%).
En la Figura B.13 se muestra un esquema del funcionamiento de la curva ROC y sus
posibles puntos de operacio´n.
Figura B.13: Resumen del comportamiento de la curva ROC.
Ape´ndice C
Ana´lisis de variables dina´micas
empleando PCA
2 Es usual que en las tareas de reconocimiento de patrones, la representacio´n de obser-
vaciones se realice por medio de la generacio´n de caracter´ısticas de tipo esta´tico, es decir,
valores nume´ricos que representan algu´n atributo de la sen˜al u observacio´n y que adema´s
se asumen constantes a trave´s de dimensiones asociadas (por ejemplo: el tiempo, el espa-
cio, entre otras) a dicha observacio´n. Sin embargo, existe otro tipo de caracter´ısticas que
se conocen como de tipo dina´mico, y son valores nume´ricos que representan algu´n atributo
de la sen˜al u observacio´n, que cambian con relacio´n a alguna dimensio´n asociada; una
caracter´ıstica dina´mica se puede representar por un vector de datos para una u´nica obser-
vacio´n. La ventaja de las caracter´ısticas dina´micas es que permiten representar de mejor
forma el comportamiento, o dina´mica de cambio propia de las sen˜ales u observaciones.
El objetivo es extender el ana´lisis tradicionalmente esta´tico de la te´cnica PCA, a un ana´lisis
de tipo dina´mico, es decir, realizar el ana´lisis sobre caracter´ısticas dina´micas.
En este sentido, para el reconocimiento de patrones, y desde el punto de vista de teor´ıa
de la informacio´n, se desea extraer la informacio´n relevante de las variables dina´micas que
representan la observacio´n, codificarla tan eficientemente como sea posible y comparar la
representacio´n codificada de la observacio´n contra una base de datos de patrones o mo-
delos codificados similarmente. Una aproximacio´n para extraer la informacio´n contenida
en las variables dina´micas es, de alguna forma, capturar las variaciones presentes en un
conjunto de observaciones, y utilizar esta informacio´n para codificar y comparar las ob-
servaciones. Lo anterior puede entenderse como, obtener los componentes principales de
la distribucio´n de las observaciones, o los vectores propios de la matriz de covarianza del
conjunto de observaciones [78]. La idea de emplear esta forma de representacio´n, se debe a
que es natural pensar que el procedimiento desarrollado en [79] conocido como Eigenfaces,
puede extenderse a otros tipos de objetos, por ejemplo, observaciones representadas por
caracter´ısticas de tipo dina´mico en el tiempo.
El proceso enfocado hacia la reduccio´n de caracter´ısticas dina´micas y posterior clasifica-
cio´n, consiste en:
2 Este ape´ndice hace parte del trabajo desarrollado por el Ing. Genaro Daza Santacoloma, en su tesis de
Maestr´ıa, titulada: “Metodolog´ıa de reduccio´n de dimensio´n para sistemas de reconocimiento automa´tico
de patrones sobre biosen˜ales” [58]
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1. Ordenar las caracter´ısticas dina´micas, de tal forma que las varianzas y covarianzas
se puedan estimar entre todos los puntos de representacio´n de las variables.
2. Calcular las componentes principales del arreglo de elementos ordenados, represen-
tando las observaciones. Los vectores propios obtenidos generan la base de un subes-
pacio que abarca la mayor´ıa de la informacio´n dada por un conjunto de observaciones
de entrenamiento.
3. Como estos vectores propios conforman una base ortonormal, pueden ser usados para
proyectar los vectores de observacio´n, as´ı es posible utilizar los vectores de pesos de
esta transformacio´n como caracter´ısticas que pueden ser clasificadas por algoritmos
t´ıpicos.
Sea ξij (t) la variable dina´mica j perteneciente a la observacio´n i, donde i = 1, 2, . . . , n es
el nu´mero de observacio´n, j = 1, 2, . . . , p es el nu´mero de variables por observacio´n y t =
1, 2, . . . , T la longitud de la variable dina´mica. Entonces, la matriz de datos correspondiente
a una sola observacio´n de taman˜o (T × p) esta´ dada por:
Xi =

ξi1 (1) ξi2 (1) · · · ξip (1)
ξi1 (2) ξi2 (2) · · · ξip (2)
...
...
...
ξi1 (T ) ξi2 (T ) · · · ξip (T )
 (C.1)
A partir de la matriz definida en (C.1), se construye el correspondiente vector observacio´n
Γi de taman˜o (pT × 1),
Γi =

ξi1 (1)
ξi1 (2)
...
ξi1 (T )
ξi2 (1)
...
ξi2 (T )
...
ξip (1)
...
ξip (T )

(C.2)
y la observacio´n promedio del conjunto de observaciones de entrenamiento esta´ definida
por,
Γ¯ =
1
n
n∑
i=1
Γi (C.3)
por tanto, cada observacio´n difiere de la observacio´n promedio por el vector,
Φi = Γi − Γ¯ (C.4)
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Una vez construidos los vectores Φi, se hallan los componentes principales de la distri-
bucio´n de las observaciones, para ello se realiza la te´cnica PCA, con la cual se busca un
conjunto de n vectores ortonormales vi y sus valores propios asociados λi no nulos, que
representan de mejor forma la estructura original de los datos. Del total de valores y vec-
tores propios, pueden escogerse los m mejores, en el sentido de la cantidad de informacio´n
que representan, por medio de algu´n criterio desarrollado para tal fin [58]. La matriz de
covarianza S, que relaciona los puntos de las variables dina´micas, a partir de la cual se
calculan los valores y vectores propios esta´ dada por,
S =
1
n
n∑
i=1
ΦiΦ
⊤
i =
1
n
GG⊤ (C.5)
donde, la matriz G es,
G =
[
Φ1 Φ2 · · · Φn
]
Calcular la matriz de covarianza S de taman˜o (pT × pT ) y obviamente los pT valores pro-
pios y los pT vectores propios de ella, puede ser un proceso computacionalmente costoso.
Sin embargo, es posible realizar este procedimiento de forma ma´s eficiente [79]. En vez de
determinar los vectores y valores propios a partir de GG⊤, se considera la matriz G⊤G de
taman˜o (n× n), para determinar los n valores propios λ y los nuevos n vectores propios
vˆ; lo anterior se realiza porque usualmente en la pra´ctica n≪ pT . La relacio´n que existe
entre los vectores propios v y los vectores propios vˆ puede describirse por,
G⊤Gvˆi = λvˆi
premultiplicando por G,
GG⊤Gvˆi = λGvˆi
de donde,
SGvˆi = λGvˆi
Svi = λvi
entonces,
vi = Gvˆi (C.6)
Por tanto G⊤G y GG⊤ tienen los mismos valores propios y sus vectores propios esta´n
relacionados por (C.6). Mientras que deGG⊤ se pueden tener pT valores propios, deG⊤G
so´lo se pueden tener n valores propios. Sin embargo, estos n valores propios corresponden
con a los n valores propios mayores deGG⊤, es importante tener en cuenta que los vectores
propios vi deben normalizarse, tal que, ‖vi‖ = 1.
Una vez se han calculado n valores propios y n vectores propios, es posible seleccionar so´lo
m vectores propios (donde m < n), asociados a los m mayores valores propios, por medio
de algu´n criterio desarrollado para tal fin [58]. Por otra parte, debido a que PCA es una
transformacio´n lineal de los datos, es posible reconstruir una observacio´n a partir de la
suma ponderada de los vectores propios, por medio de,
Φˆi =
m∑
k=1
wkvk (C.7)
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donde, Φˆi es la observacio´n reconstruida y los pesos de ponderacio´n esta´n dados por,
wk = v
⊤
k Φi (C.8)
En este sentido, cada observacio´n normalizada esta´ representada en la base, por un vector
de pesos Ω, donde,
Ωi =
[
wi1 wi2 · · · wim
]
(C.9)
y de esta forma, los pesos son las coordenadas de las observaciones de entrenamiento,
que constituyen las clases (patrones) en un nuevo espacio dado por los vk, k = 1, . . . , m
vectores propios calculados.
Para aplicar el procedimiento descrito debe tenerse en cuenta que:
– Exista independencia estad´ıstica entre observaciones.
– La cantidad de observaciones empleadas deben ser suficientes para que el experimen-
to tenga significancia estad´ıstica.
– Se asume sincron´ıa en la secuencia de ventanas que se analizan en la variables dina´mi-
cas, es decir que, cada observacio´n se considera como una funcio´n muestra del mismo
proceso aleatorio. En este sentido, la matriz de covarianza que se analiza esta´ cons-
tituida por promedios de ensamble (ensemble averages).
Finalmente, para validar una nueva observacio´n Γval, el proceso consiste en:
1. Normalizar la muestra, Φval = Γval − Γ¯
2. Proyectar la muestra de validacio´n normalizada en el espacio de vectores propios vk.
3. Representar la muestra de validacio´n en el espacio de los vectores propios, por medio
su vector pesos Ωval y emplear un algoritmo de clasificacio´n para determinar la clase
a la que corresponde dicha muestra.
Por otra parte, la te´cnica PCA no so´lo realiza la extraccio´n de caracter´ısticas, sino que
tambie´n permite la identificacio´n y seleccio´n de las variables que de mayor forma contribu-
yen al proceso de reconocimiento. Esta identificacio´n se logra analizando primero el vector
ρ de taman˜o (pT × 1)
ρ =
m∑
k=1
|λkvk| (C.10)
los mayores valores dentro del vector ρ sen˜alan cada uno de los puntos de las variables
dina´micas que ma´s influencia tienen en el proceso. Luego, si se reordena el vector ρ en
C. ANA´LISIS DE VARIABLES DINA´MICAS EMPLEANDO PCA 85
forma de la matriz P, tal que,
ρ =

ρ11
ρ12
...
ρ1T
ρ21
...
ρ2T
...
ρp1
...
ρpT

⇒ P =

ρ11 ρ21 · · · ρp1
ρ12 ρ22 · · · ρp2
...
...
...
ρ1T ρ2T · · · ρpT

se identifican las variables dina´micas de ma´s influencia en el proceso, como aquellas para
las cuales, los valores ρˆj sean mayores, siendo,
ρˆj =
T∑
t=1
ρjt, j = 1, . . . , p (C.11)
porque estas caracter´ısticas son las que tienen ma´s alta correlacio´n con los componentes
principales.
Bibliograf´ıa
[1] X. Wang and K. K. Paliwal, “Feature extraction and dimensionality reduction algo-
rithms and their applications in vowel recognition,” Pattern Recognition, vol. 36, pp.
2429 – 2439, 2003.
[2] A. K. Jain, R. Duin, and J. Mao, “Statistical pattern recognition: A review,” IEEE
Transactions On Pattern Analysis And Machine Intelligence, vol. 22, no. 1, pp. 4–37,
January 2000.
[3] R. O. Duda, P. E. Hart, and D. G. Stork, Pattern Classification, 2nd ed. John Wiley
& Sons, INC, 2001.
[4] M. A´lvarez, R. Henao, G. Castellanos, J. Godino-Llorente, and A. Orozco, “Kernel
principal component analysis through time for voice disorder classification,” in Pro-
ceedings of The 28th International Conference of the IEEE Engineering in Medicine
and Biology Society, New York, USA, August 2006.
[5] B.-H. Juang and S. Katagiri, “Discriminative learning for minimum error classifica-
tion,” IEEE Transactions on Signal Processing, vol. 40, no. 12, pp. 3043–3053, 1992.
[6] M. Wester, “Automatic classification of voice quality: Comparing regression models
and hidden markov models,” Proceedings of VOICEDATA98, Symposium on Databa-
ses in Voice Quality Research and Education, 1998.
[7] J. D. Arias-London˜o, M. A´lvarez, G. Castellanos-Domı´nguez, and J. I. Godino-
Llorente, “Caracterizacio´n dina´mica de sen˜ales de ECG con infarto agudo de miocar-
dio usando HMM,” Congreso anual de la sociedad espan˜ola de ingenier´ıa biome´dica
- CASEIB, 2005.
[8] A. Dibazar and S.N˜arayanan, “A system for automatic detection of pathological
speech,” in Proceedings of the 36th Asilomar Conf. Signals, Systems & Computers.
[9] M. Palacios, M. Vallverdu´, D. Hoyer, F. Claria`, R. Baranowski, and P. Caminal,
“Ana´lisis de la Dina´mica de la VRC mediante Modelos Ocultos de Markov: Pacientes
con cardiomiopatia hipertro´fica,” Tech. Rep., 2004.
[10] B.-H. Juang, W. Chou, and C.-H. Lee, “Minimum classification error rate methods
for speech recognition,” IEEE Transactions on Speech and Audio Processing, vol. 5,
no. 3, pp. 257–265, 1997.
86
BIBLIOGRAFI´A 87
[11] L. R. Rabiner, “A Tutorial on Hidden Markov Models and Selected Applications in
Speech Recognition,” Proceedings of The IEEE, vol. 77(2), February 1989.
[12] P. Mico´, “Nuevos desarrollos y aplicaciones basados en me´todos estoca´sticos para el
agrupamiento no supervisado de latidos en sen˜ales electrocardiogra´ficas,” Ph.D. dis-
sertation, Departamento De Informa´tica De Sistemas Y Computadores, Universidad
Polite´cnica De Valencia, Diciembre de 2005.
[13] M. Collins, “The EM algorithm,” University of Pennsylvania, Tech. Rep., 1997.
[14] J. Bilmes, “A gentle tutorial of the EM algorithm and its application to parameter
estimation for gaussian mixture and hidden markov models,” International Computer
Science Institute, Berkeley CA, USA. 94704, Tech. Rep., 1998.
[15] A. P. Dempster, N. M. Laird, and D. B. Rubin, “Maximum likelihood from incom-
plete data via the EM algorithm,” Journal of the Royal Statistical Society. Series B
(Methodological), vol. 39, no. 1, pp. 1–38, 1977.
[16] T. K. Moon, “The expectation-maximization algorithm,” IEEE Signal Processing
Magazine, pp. 47–60, 1996.
[17] S. Borman, “The expectation maximization algorithm a
short tutorial,” Tech. Rep., Last updated June 28,
2006. [Online]. Available: http://www.seanborman.com/publications/EM
algorithm.pdf#search=%22generalized%20expectation%20maximization%22
[18] M. A. A´lvarez, “Reconocimiento de Voz Sobre Diccionarios Reducidos usando Mode-
los Ocultos de Markov,” Tesis pregrado, 2004.
[19] V. Valtchev, J. Odell, P. Woodland, and S. Young, “MMIE training of large vocabu-
lary recognition systems,” Speech Communication, vol. 22, pp. 303–314, 1997.
[20] W. Reichl and G. Ruske, “Discriminative training for continuous speech recogni-
tion,” Institute for Human-Machine-Comunication, Munich University of Technology,
Mu¨nchen, Germany, Tech. Rep., 1996.
[21] S. Riis, “Hidden markov models and neural networks for speech recognition,”
Ph.D. dissertation, Technical University of Denmark, 1998. [Online]. Available:
citeseer.ist.psu.edu/riis98hidden.html
[22] P. S. Gopalakrishnan, D. Kanevsky, N. Arthur, and D.N˜ahamoo, “An inequality for
rational functions with applications to some statistical estimation problems,” IEEE
Transactions on Information Theory, vol. 37, no. 1, pp. 107–113, 1991.
[23] B.-Y. Assaf and D. Burshtein, “A discriminative training algorithm for hidden markov
models,” IEEE Transactions on Speech and Audio Processing, vol. 12, no. 3, pp. 204–
217, May 2004.
BIBLIOGRAFI´A 88
[24] Y.N˜ormandin, R. Cardin, and R. De-Mori, “High-performance conected digit recogni-
tion using maximum mutual information estimation,” IEEE Transactions on Speech
and Audio Processing, vol. 2, pp. 299–311, 1994.
[25] D. A. Reynolds, “Speaker identification and verification using gaussian mixture spea-
ker models,” Speech Comunications, vol. 17, pp. 91–108, 1995.
[26] A. Biem, “Minimum classification error training for online handwrite recognition,”
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 28, no. 7, pp.
1041–1051, 2006.
[27] R. B. Lyngsø, C. Pedersen, and H.N˜ielsen, “Measures on Hidden Markov Models,”
Basic Research in Computer Science BRICS, Tech. Rep. 99-6, Feb. 1999.
[28] L. Gavidia-Ceballos and J. Hansen, “Direct Speech Feature Estimation Using an
Iterative EM Algorithm for Vocal Fold Pathology Detection,” IEEE Transactions on
Biomedical Engineering, vol. 43, no. 4, pp. 373–383, April. 1996.
[29] A. Dibazar and S.N˜arayanan, “A System for Automatic Detection of Pathological
Speech,” in Proceedings of the 36th Asilomar Conf. Signals, Systems & Computers,
2002.
[30] A.N˜ogueiras, A. Moreno, A. Bonafonte, and J. Marin˜o, “Speech Emotion Recognition
Using Hidden Markov Models,” in Proceedings of Eurospeech, Scandinavia, 2001.
[31] M. C. Nechyba and Y. Xu, “Stochastic similarity for validating human control strategy
models,” IEEE Transactions on Robotics and Automation, vol. 14, no. 3, pp. 437–451,
1998.
[32] D. Gao, M. K. Reiter, and D. Song, “Behavioral Distance Measurement Using Hidden
Markov Models,” in Procedings of LNCS 4219. Berlin Heidelberg: Springer-Verlag,
2006, pp. 19–40.
[33] M. Falkhausen, H. Reininger, and D. Wolf, “Calculation of Distance Measures Bet-
ween Hidden Markov Models,” Tech. Rep.
[34] B.-H. Juang and L. Rabiner, “A Probabilistic Distance Measure for Hidden Markov
Models,” AT&T Technical Journal, vol. 64, no. 2, pp. 391–408, Feb. 1985.
[35] R. Dugad and U. B. Desai, “A Tutorial on Hidden Markov Models,” Signal Processing
and Artifial Neural Networks Laboratory, Indian Institute of Technology - Bombay,
Tech. Rep. SPANN-96.1, May 1996.
[36] M. Do, “Fast approximation of kullback-leibler distance for dependence trees and
hidden markov models,” IEEE Signal Processing Letters, vol. 10, no. 3, pp. 115–118,
2003.
[37] T. Cover and J. Thomas, Elements of Information Theory. New York: Wiley, 1991.
BIBLIOGRAFI´A 89
[38] L. Xie and V. A. Ugrinovskii, “A Posteriori Probability Distances Between Finite-
Alphabet Hidden Markov Models,” IEEE Transactions on Information Theory,
vol. 53, no. 2, pp. 783–793, Feb. 2007.
[39] X. Wang, “Feature extraction and dimensionality reduction in pattern recognition and
their application in speech recognition,” Ph.D. dissertation, School of Microelectronic
Engineering, Faculty of Engineering and Information Technology, Griffith University,
Nov. 2002.
[40] D. Pen˜a, Ana´lisis de datos multivariantes. Mc Graw Hill, 2002.
[41] W. Krzanowski, “Principal component analysis in the presence of group structure,”
Applied Statistics, vol. 33, pp. 164 – 168, 1984.
[42] T. Li, S. Zhu, and M. Ogihara, “Using discriminant analysis for multi-class classifi-
cation,” in Third IEEE International Conference on Data Mining, 2003.
[43] M. Loog, R. Duin, and R. Haeb-Umbach, “Multiclass linear dimension reduction
by weighted pairwise fisher criteria,” IEEE Transaction on Pattern Analysis and
Machine Intelligence, vol. 23, no. 7, p. 762–766, 2001.
[44] X. Wang and K. K. Paliwal, “A modified minimum classification error (mce) training
algoritm for dimensionalitu reduction,” Journal of VLSI Signal Processing, vol. 32,
pp. 19–28, 2002.
[45] A. Jennings and J. J. McKeown, Matrix Computation, 2nd ed. John Wiley & Sons,
1992.
[46] E. Kreyszig, Introductory funtional analysis with applications. John Wiley & Sons,
1978.
[47] J. Weston, S. Mukherjee, O. Chapelle, M. Pontil, T. Poggio, and V. Vapnik, “Feature
selection for svms,” in Neural Information Processing Systems, 2001.
[48] Massachusetts Eye and Ear Infirmary, “Voice disorders database. versio´n 1.03,” [CD-
ROM],Lincoln Park, NJ: Kay Elemetrics Corp, 1994.
[49] V. Parsa and D. Jamieson, “Identification of pathological voices using glottal noise
measures,” Journal of Speech Language and Hearing Research., vol. 43, no. 2, pp.
469–485, Apr. 2000.
[50] J. R. Deller, J. G. Proakis, and J. H. Hansen, Discrete-Time Processing of Speech
Signals, J. Griffin, Ed. Macmillan Publishing Company, 1993.
[51] L. Rabiner and B. Juang, Fundamentals of Speech Recognition. PTR Prentice Hall,
1993.
BIBLIOGRAFI´A 90
[52] J. I. Godino-Llorente, P. Go´mez-Vilda, N. Sa´enz-Lecho´n, M. Blanco-Velasco, F. Cruz-
Rolda´n, and M. A. Ferrer-Ballester, “Discriminative methods for the detection of voice
disorders.” Proceedings of the 3th International Conference on Non-Linear speech
processing, Barcelona, Spain, 2005.
[53] D. Deliyski, “Acoustic model and evaluation of pathological voice production,” in
Proceedings of Eurospeech ’93, vol. 3, Berlin, Germany, 1993, pp. 1969–1972.
[54] H. Kasuya, S. Ogawa, K. Mashima, and S. Ebihara, “Normalized noise energy as an
acoustic measure to evaluate pathologic voice,” Journal of the Acoustical Society of
America, vol. 80, no. 5, pp. 1329–1334, Nov 1986.
[55] D. Michaelis, T. Gramms, and H. W. Strube, “Glottal-to-noise excitation ratio - a
new measure for describing pathological voices,” Acustica/Acta acustica, vol. 83, pp.
700–706, 1997.
[56] J. Godino-Llorente, P. Go´mez-Vilda, and M. Blanco-Velasco, “Dimensionality reduc-
tion of a pathological voice quality assessment system based on gaussian mixture
models and short-term cepstral parameters,” IEEE Transactions on Biomedical En-
gineering, vol. 53, no. 10, pp. 1943–1953, 2006.
[57] I. T. Jolliffe, Principal component analysis, 2nd ed., ser. Springer series in statistics.
New York, NY, USA: Springer, 2002.
[58] G. Daza-Santacoloma, “Metodolog´ıa de reduccio´n de dimensio´n para sistemas de re-
conocimiento automa´tico de patrones sobre biosen˜ales,” Master’s thesis, Universidad
Nacional de Colombia, 2006.
[59] J. Kittler, M. Hatef, R. Duin, and J. Matas, “On combining classifiers,” IEEE Tran-
sactions on Pattern Analysis and Machine Intelligence, vol. 20, no. 3, pp. 226–239,
Mar. 1998.
[60] C. M. Bishop, Neural Networks for Pattern Recognition, 2nd ed. Oxford University
Press, 1995.
[61] N. Sa´enz-Lecho´n, J. Godino-Llorente, V. Osma-Ruiz, and P. Go´mez-Vilda, “Methodo-
logical issues in the development of automatic systems for voice pathology detection,”
Biomedical Signal Processing and Control, vol. 1, no. 2, pp. 120–128, 2006.
[62] T. Fawcett, “ROC graphs: Notes and practical considerations for researchers,” HP
Laboratories, Palo Alto, CA, Tech. Rep., March 2004.
[63] J. A. Hanley and B. J. McNeil, “The meaning and use of the area under a receiver
operating characteristic (ROC) curve,” Radiology, vol. 143, no. 1, pp. 29–36, Apr.
1982.
[64] A. F. Martin, G. R. Doddington, T. Kamm, M. Ordowski, and M. A. Przybocki, “The
det curve in assessment of detection task performance,” in Proceedings of Eurospeech
’97, vol. IV, Rhodes, Crete,, 1997, pp. 1895–1898.
BIBLIOGRAFI´A 91
[65] A. Bradley, “The use of the area under the roc curve in the evaluation of machine
learning algorithms,” Pattern Recognition, vol. 30, no. 7, pp. 1145–1159, 1997.
[66] N. Sa´enz-Lecho´n, “Sistemas de deteccio´n automa´tica de patolog´ıa vocal,” Trabajo
de investigacio´n para la obtencio´n del Diploma de Estudios Avanzados del programa
de doctorado “Tecnolog´ıas de la Informacio´n y las Comunicaciones”, Universidad
Polite´cnica de Madrid, 2005.
[67] S. Cruz-Llanas, “Integracio´n de audio y v´ıdeo en reconocimiento biome´tricio,” Ph.D.
dissertation, Escuela Te´cnica Superior de Ingenieros de Telecomunicacione, Universi-
dad Polite´cnica de Madrid, Espan˜a, 2005.
[68] J. I. Godino-Llorente, S. Aguilera-Navarro, and P. Go´mez-Vilda, “Automatic detec-
tion of voice impairments due to vocal misuse by means of gaussian mixture models,”
in Proceedings of IEEE EMBS ’01, vol. 2, Istanbul, Turkey, Oct. 2001, pp. 1723–1726.
[69] J. Ferreiros and J. M. Pardo, “Improving continuous speech recognition in spanish
by phone-class semicontinuous HMMs with pausing and multiple pronunciations,”
Speech Communication, vol. 29, no. 1, pp. 65–76, Sept. 1999.
[70] G. R. Doddington, M. A. Przybocki, A. F. Martin, and D. A. Reynolds, “The nist
speaker recognition evaluation - overview, methodology, systems, results, perspecti-
ve,” Speech Communication, vol. 31, no. 2-3, pp. 225–254, June 2000.
[71] G. T. Toussaint, “Bibliography on estimation of misclassification,” IEEE Transactions
on Information Theory, vol. 2, no. 4, pp. 472–479, July 1974.
[72] R. Kohavi, “A study of cross-validation and bootstrap for accuracy estimation and
model selection,” in Proceedings of the International Joint Conference on Artificial
Intelligence IJCAI, 1995.
[73] R. O. Duda and P. E. Hart, Pattern classification and scene analysis. New York:
John Wiley & Sons, 1973.
[74] D. Pen˜a, Fundamentos de estad´ıstica,. Madrid: Alianza Editorial, 2001.
[75] W. G. Baxt and H. White, “Bootstrapping confidence intervals for clinical input
variable effects in a network trained to identify the presence of acute myocardial
infarction,” Neural Computation, vol. 7, pp. 624–638, 1995.
[76] S. Haykin, Neural networks. New York: Macmillan, 1994.
[77] J. A. Hanley and B. J. McNeil, “A method of comparing the areas under receiver
operating characteristics curves derived from the same cases,” Radiology, vol. 148,
no. 3, pp. 839–843, Sept. 1983.
[78] M. Turk and A. Pentland, “Face recognition using eigenfaces,” in IEEE Conf. on
Computer Vision and Pattern Recognition, 1991, pp. 586–591.
[79] ——, “Eigenfaces for recognition,” Cognitive Neuroscience, vol. 3, no. 1, pp. 71–86,
1991.
