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Abstract
Consider a number, finite or not, of urns each with fixed capacity r and balls randomly distributed
among them. An overflow is the number of balls that are assigned to urns that already contain r balls.
When r = 1, using analytic methods, Hwang and Janson gave conditions under which the overflow
(which in this case is just the number of balls landing in non–empty urns) has an asymptotically Pois-
son distribution as the number of balls grows to infinity. Our aim here is to systematically study the
asymptotics of the overflow in general situation, i. e. for arbitrary r. In particular, we provide sufficient
conditions for both Poissonian and normal asymptotics for general r, thus extending Hwang–Janson’s
work. Our approach relies on purely probabilistic methods.
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1 Introduction
Urn models are one of the fundamental objects in classical probability theory and they have been studied for
a long time in various degrees of generality. We refer the reader to classical sources [Johnson and Kotz (1977),
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Kolchin et al. (1978), Kotz and Balakrishnan (1997), Mahmoud (2009)] for a complete account of the the-
ory and discussions of different models, and to e. g. [Gnedin et al. (2007), Hwang and Janson (2008),
Bobecka et al. (2013)] for some of the more recent developments. Perhaps the most heavily studied char-
acteristic is the number of occupied urns after n balls have been thrown in. One reason for this is that
it is often interpreted as a measure of diversity of a given population. Actually, more refined character-
istics, e. g. the number of urns containing the prescribed number of balls, have been subsequently stud-
ied for various urn models. In diversity analysis, the number Mk of urns with exactly k balls, is called
abundance count of order k. In particular, the popular estimator of species richness, called Chao esti-
mator, is based on M1 and M2 (with a more sophisticated version using also M3 and M4) - see e. g.
[Chao and Chiu (2016)]. In [Hwang and Janson (2008)] the authors used analytical methods based on Pois-
sonization and de–Poissonization to prove that the number of empty urns is asymptotically normal as long
as its variance grows to infinity (this is clearly the minimal requirement). As a by–product of their method
they established the Poissonian asymptotics of the number of balls that fall into non–empty urns when the
variance is finite and under additional assumptions on the distribution among boxes. We mention in passing
that the number of balls falling into non–empty urns is sometimes called the number of collisions. Under the
uniformity assumption for the distribution of balls it has been used, for example, for testing random number
generators (see [Knuth (1998), vol. 2, §3.3.2 I] for more details). We refer also to [Arratia et al. (2016)] and
references therein for another illustration of how this concept is used, e.g. in cryptology.
Our main aim here is to extend the result of Hwang and Janson by considering the number of balls falling
into urns containing at least r balls (thus, their result corresponds to r = 1). Relying on purely probabilistic
methods we provide sufficient conditions for both Poissonian and normal asymptotics for the number of
balls falling into such urns.
One way to formulate the problem is as follows. There is a collection (possibly infinite) of distinct
containers in which balls are to be inserted. All containers have the same finite capacity. Each arriving
ball is to be placed in one of the containers, randomly and independently of other balls. However, if the
container selected for a given ball is already full, the ball lands in the overflow basket. We are interested
in the number of balls in that basket when more and more balls appear. The notion of the overflow is not
entirely new and has appeared, for example, in the context of collision resolution for hashing algorithms, see
a discussion in section: “External searching” in [Knuth (1998), vol. 3, §6.4]. We also refer to subsequent
work [Ramakrishna (1987), Monahan (1987)] for the computation of the probability that there is no overflow
(under the uniformity assumption), and to [Dupuis et al. (2004)] which, in part, concerns the estimation of
the probability of unusually large overflow. As far as we are aware, however, asymptotic behavior of the
overflow has not been systematically investigated.
More precisely, we consider the following model: For any n ≥ 1, let Xn,1, . . . , Xn,n be iid rv’s with
values in Mn ⊂ N := {1, 2, . . .} and let pn,m = P(Xn,1 = m),m ∈ Mn, be the common distribution
among the boxes for each of the n balls in the nth experiment. Let also
Nn,k(m) =
k−1∑
j=1
I{Xn,j=m},
for any n ∈ N, k ∈ {1, . . . , n, n + 1} and m ∈ Mn, where I{·}, denotes the indicator of the events within
brackets. That isNn,k(m) is the number of balls among first k−1 balls for which themth box was selected.
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Let r be a given positive integer, which denotes the (same) capacity of every container. Then
Yn,k =
∑
m∈Mn
I{Xn,k=m} I{Nn,k(m)≥r} (1)
is 1 if the kth ball lands in the overflow, and is 0 otherwise. Naturally, Yn,k = 0 for k = 1, . . . , r. Conse-
quently, the size of the overflow, denoted Vn,r, can be written as
Vn,r =
n∑
k=1
Yn,k.
We are interested in the asymptotic distribution of Vn,r, as n → ∞. We will show that there are regimes
relating (pn,m)m∈Mn and n → ∞ under which the limiting distribution of Vn,r (possibly standardized) is
either Poisson or normal. These regimes will be defined through the limiting behavior of
p∗n := sup
m∈Mn
pn,m and
∑
m∈Mn
pr+1n,m.
Actually, we impose assumptions on lim
n→∞ np
∗
n and limn→∞ n
r+1
∑
m∈Mn p
r+1
n,m.
1.1 Multinomial distribution and negative association
Note that, for distinctm1, . . . ,ms ∈Mn and any k = 1, . . . , n, (Nn,k(m1), . . . , Nn,k(ms)) has multinomial
distribution Mns(k − 1; pn,m1 , . . . , pn,ms). In particular, Nn,k(m) has the binomial distribution Bin(k −
1, pn,m), that is,
P(Nn,k(m) = i) =
(
k − 1
i
)
pin,mq
k−1−i
n,m , i = 0, . . . , k − 1, (2)
where qn,m = 1− pn,m. Also, let
N ln,k(m) = Nn,l(m)−Nn,k(m) =
l−1∑
j=k
I{Xn,j=m},
for k < l, andN ln,k(m) = 0, for k ≥ l. Then, for distinct j1, . . . , jt ∈Mn and k < l, (N ln,k(j1), . . . , N ln,k(jt))
has multinomial distribution Mnt(l−k; pn,j1 , . . . , pn,jt). Moreover, vectors (Nn,k(m1), . . . , Nn,k(ms)) and
(N ln,k(j1), . . . , N
l
n,k(jt)) are independent. Further, it is well known that multinomial random variables are
negatively orthant dependent (NOD), that is, for m1 6= m2
P(Nn,k(m1) ≥ x1, Nn,k(m2) ≥ x2) ≤ P(Nn,k(m1) ≥ x1)P(Nn,l(m2) ≥ x2). (3)
As such they are also negatively associated (NA) - see [Joag-Dev and Proschan (1983)] for the definition
and basic properties P1, . . . , P7.
In particular, both sets Nn,k(m1), . . . , Nn,k(mt) and N ln,k(j1), . . . , N
l
n,k(jt) are NA and, by property
P7, the combined set ofNn,k andN ln,k variables is also NA. In particular, by P4, for distinctm1,m2, n1, n2,
3
the subset Nn,k(m1), Nn,k(n1), Nn,k(m2), Nn,k(n2), N ln,k(m2) N
l
n,k(n2) is NA as well. Finally, noting
that Nn,l(m) = Nn,k(m) +N ln,k(m) we conclude by P6 that Nn,k(m1), Nn,k(n1), Nn,l(m2), Nn,l(n2) are
NA.
Consequently, the following extended versions of the NOD property (3) hold:
P(Nn,k(m1) ≥ x1, Nn,k(n1) ≥ y1, Nn,l(m2) ≥ x2, Nn,l(n2) ≥ y2)
≤ P(Nn,k(m1) ≥ x1)P(Nn,k(n1) ≥ y1)P(Nn,l(m2) ≥ x2)P(Nn,l(n2) ≥ y2)
(4)
and, taking y1 = y2 = 0 in (4),
P(Nn,k(m1) ≥ x1, Nn,l(m2) ≥ x2) ≤ P(Nn,k(m1) ≥ x1)P(Nn,l(m2) ≥ x2). (5)
1.2 Auxiliary random variables
We find it convenient to introduce sequences of random variables (Xn) and (Yn) such that, for any n ∈
N, the random variables Xn, Yn, Xn,1, . . . , Xn,n are iid. This allows, in general, to simplify expressions
because sums over m ∈Mn can be represented as expectations and computations are compactly carried out
by means of conditional expectations. For example,∑
m∈Mn
pr+1n,m = E prXn ,
where here and everywhere below we write pXn for pn,Xn .
Let Fn,k = σ(Xn,1, . . . , Xn,k) be the σ-algebra generated by Xn,1, . . . , Xn,k, for k = 1, . . . , n, and
note that Nn,j(m) is Fn,k-measurable, for any m ∈ Mn, k ≥ j − 1. Note also that, for any n, k, Xn is
independent of Fn,k. Then Yn,j can be written as
Yn,j = E
( I{Xn,j=Xn}
pXn
I{Nn,j(Xn)≥r}
∣∣∣Fn,n). (6)
So, for j ≥ k,
E (Yn,j |Fn,k−1) = E
( I{Xn,j=Xn}
pXn
I{Nn,j(Xn)≥r}
∣∣∣Fn,k−1)
= E
(
E
( I{Xn,j=Xn}
pXn
I{Nn,j(Xn)≥r}
∣∣∣Xn,Fn,j−1)∣∣∣Fn,k−1)
= E
(
E
( I{Xn,j=Xn}
pXn
∣∣∣Xn,Fn,j−1) I{Nn,j(Xn)≥r}∣∣∣Fn,k−1)
= E(I{Nn,j(Xn)≥r}|Fn,k−1).
(7)
Hence, E (Yn,j |Fn,k) = E(I{Nn,j(Xn)≥r}|Fn,k), for j > k, and E (Yn,k|Fn,k) = Yn,k.
Note that representation (7) implies
E(Yn,k|Fn,k−1) = P(Nn,k(Xn) ≥ r|Fn,k−1) = P(Nn,k(Xn) ≥ r|Fn,n). (8)
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Taking expectations of both extremes of (7) we get
EYn,j = EP(Nn,j(Xn) ≥ r|Fn,k−1) = E
j−1∑
i=r
(
j − 1
i
)
piXnq
j−1−i
Xn
, (9)
where qXn = 1− pXn . Furthermore, for k, l = 1 . . . , n, (8) yields
E(E (Yn,k|Fn,k−1)E (Yn,l|Fn,l−1)) = E (P(Nn,k(Xn) ≥ r|Fn,n)P(Nn,l(Yn) ≥ r|Fn,n))
and, because Nn,k(Xn) and Nn,l(Yn) are conditionally independent given Fn,n, it follows that
E(E (Yn,k|Fn,k−1)E (Yn,l|Fn,l−1)) = P(Nn,k(Xn) ≥ r,Nn,l(Yn) ≥ r).
Consequently, for any k, l,
Cov (E (Yn,k|Fn,k−1),E (Yn,l|Fn,l−1)) = Cov(I{Nn,k(Xn)≥r}, I{Nn,l(Yn)≥r}). (10)
2 Poissonian asymptotics
Let Pois(µ) denote the Poisson distribution with parameter µ.
Theorem 2.1. Let µ > 0. If
nr+1E prXn → (r + 1)!µ (11)
and
n p∗n → 0, (12)
then Vn,r
d→ Pois(µ).
Examples:
• Consider the uniform case, that is, pn,j = 1/mn, for j ∈Mn = {1, . . . ,mn}. Then by the above theorem
we get
nr+1
mrn
→ (r + 1)!µ ⇒ Vn,r d→ Pois(µ).
Illustrative simulations are visualized in Figure 1.
• Consider the geometric case, pn,j = pn(1− pn)j , j ≥ 0. Then
nr+1E prXn =
(npn)r+1
1−(1−pn)r+1 . (13)
Take pn = n−
r+1
r (that is nr+1prn = 1). Thus, by (13), n
r+1E prXn =
pn
(r+1)pn+o(pn)
→ 1r+1 . Moreover,
np∗n = npn = n
−1r → 0.
Consequently, the above theorem yields Vn,r
d→ Pois(µ) with µ = 1(r+1)!(r+1) . Illustrative simulations
are visualized in Figure 2.
The method of Poissonization and de–Poissonization was used in [Hwang and Janson (2008), Theo-
rem 8.2] to prove Theorem 2.1, for r = 1. The proof we present here is entirely different and relies on the
following martingale-type convergence result from [Bes´ka et al. (1982)].
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Figure 1: Simulations of the overflow in the uniform case with r = 2, n = 106, mn = an(r+1)/r with
a = 1/3 (i.e. m106 = 10540926, and µ = 1.5) are shown as vertical lines (104 repetitions) while Poisson
probabilities for k = 0, . . . , 12, dpois(0 : 12, µ), are depicted by circles.
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Figure 2: Simulations of the overflow in the geometric case with r = 3, n = 106, pn = an−(r+1)/r with
a = 6 (i.e. p106 ≈ 1.3 × 10−6 and µ = 2.25) are shown as vertical lines (103 repetitions) while Poisson
probabilities for k = 0, . . . , 12, dpois(0 : 12, µ), are depicted by circles.
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Theorem 2.2. Let {Yn,k, k = 1, . . . , n; n ≥ 1} be a double sequence of non-negative random variables,
adapted to a row-wise increasing double sequence of σ-fields {Fn,k, k = 1, . . . , n; n ≥ 1}, and let η > 0.
If
max
1≤k≤n
E (Yn,k|Fn,k−1) P→ 0, (14)
n∑
k=1
E (Yn,k|Fn,k−1) P→ η (15)
and, for any  > 0,
n∑
k=1
E (Yn,kI{|Yn,k−1|>}|Fn,k−1)
P→ 0, (16)
then
∑n
k=1 Yn,k
d→ Pois(η).
In the proof of Theorem 2.1 we use the following consequences of (11) and (12).
Lemma 2.3. Let s be a positive integer. If (11) and (12) hold, then
nsE psXn → 0 (17)
and
ns+1E psXn → 0, s > r. (18)
Proof. Since nsE psXn ≤ (np∗n)s, (17) follows from (12). Also, (18) follows from (11) and (12) since
ns+1E psXn ≤ (np∗n)s−rnr+1E prXn .
We also need the simple estimate shown below, for the tail of a binomial sum.
Lemma 2.4. Let m,n be positive integers, such that m ≤ n, and let p ∈ (0, 1). Then
n∑
i=m
(
n
i
)
pi(1− p)n−i ≤ (np)
m
m!
. (19)
Proof. The left-hand side of (19) is P(Bn ≥ m), whereBn has distribution Bin(n, p). Arguing by induction
on n, we have
P(Bn+1 ≥ m) = P(Bn ≥ m− 1)p+ P(Bn ≥ m)(1− p)
≤ (np)
m−1
(m− 1)!p+
(np)m
m!
(1− p)
≤ ((n+ 1)p)
m
m!
,
where the last inequality follows from mnm−1 + nm(1− p) ≤ (n+ 1)m.
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3 Proof of Theorem 2.1
Proof. We show that for Yn,k defined in (1), conditions (14), (15) with η = µ, and (16) are satisfied. First
we note that (16) is trivially satisfied because, for  < 1, Yn,k = 0 if and only if I{|Yn,k−1|>} = 1.
The rest of the proof is divided into three steps. In Step I we check that (14) is satisfied. Then we prove
that (15) holds in quadratic mean, that is,
E
( n∑
k=1
E (Yn,k|Fn,k−1)− µ
)2 → 0.
To that end we show that
∑n
k=1 EYn,k → µ and Var
∑n
k=1 E (Yn,k|Fn,k−1) → 0 in Step II and Step III,
respectively.
Step I: We prove (14) using (8). Clearly, I{Nn,k(m)≥r} ≤ I{Nn,l(m)≥r}, for k ≤ l, so
max
1≤k≤n
E (Yn,k|Fn,k−1) = E (Yn,n|Fn,n−1).
Note also that, due to (9), (19) and (17),
EYn,n = E
n−1∑
i=r
(
n− 1
i
)
piXnq
n−1−i
Xn
≤ nrE prXn → 0.
Consequently, Markov’s inequality implies E (Yn,n|Fn,n−1) P→ 0 and thus (14) follows.
Step II: To prove that limn
∑n
k=1 EYn,k = µ we show that lim supn and lim infn are respectively
bounded above and below by µ. From (9), (19) and (11)
n∑
k=1
EYn,k = E
n∑
k=1
k−1∑
i=r
(
k − 1
i
)
piXnq
k−1−i
Xn
≤ E
n∑
k=1
(k − 1)rprXn
r!
≤ n
r+1
(r + 1)!
E prXn → µ,
so lim supn
∑n
k=1 EYn,k ≤ µ.
Additionally, since by (9), EYn,k = P(Nn,k(Xn) ≥ r) ≥ P(Nn,k(Xn) = r) and (1−p)k ≥ 1−kp, p ∈
(0, 1), we have
n∑
k=1
EYn,k ≥
n∑
k=1
(
k − 1
r
)
E prXnq
k−1−r
Xn
≥ E prXn
n∑
k=1
(
k − 1
r
)
− E pr+1Xn
n∑
k=1
(
k − 1
r
)
(k − 1− r).
(20)
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Further, observe that
(r + 1)!
nr+1
n∑
k=1
(
k − 1
r
)
→ 1 and r!(r + 2)
nr+2
n∑
k=1
(
k − 1
r
)
(k − 1− r)→ 1.
Thus, by (11) and (18), the rhs of (20) converges to µ and so, lim inf
n
n∑
k=1
EYn,k ≥ µ.
Step III: We prove that Wn := Var
∑n
k=1 E (Yn,k|Fn,k−1) → 0, relying on the NOD property of
Nn,k(m1), Nn,l(m2), for distinctm1,m2 ∈Mn. In what follows we compute and bound some expectations
that add up to Wn. First note from (10) that
Wn =
n∑
k,l=1
Cov(E (Yn,k|Fn,k−1),E (Yn,l|Fn,l−1))
=
n∑
k,l=1
Cov(I{Nn,k(Xn)≥r}, I{Nn,l(Yn)≥r}).
For U, V square-integrable random variables and G a σ-algebra, let the conditional covariance be defined as
Cov(U, V |G) = E(UV |G)− E(U |G)E(V |G).
Also, let Ik(m) = I{Nn,k(m)≥r} (for simplicity) and k ∧ l = min{k, l}. Then, by the iid assumption of
Xn,1, . . . , Xn,n, Xn, Yn, we have
Cov(Ik(Xn), Il(Yn)|Xn, Yn) = E(Ik(Xn)Il(Yn)|Xn, Yn)− E(Ik(Xn)|Xn)E(Il(Yn)|Yn). (21)
Furthermore,
E(Ik(Xn)Il(Yn)|Xn, Yn)I{Xn=Yn} = E(I{Xn=Yn}Ik(Xn)Il(Yn)|Xn, Yn)
= E(I{Xn=Yn}Ik(Xn)Il(Xn)|Xn, Yn)
= E(Ik∧l(Xn)|Xn)I{Xn=Yn},
(22)
where the last equality follows from Ik(m) ≤ Il(m), for k ≤ l, becauseNn,k(m) ≥ r impliesNn,l(m) ≥ r.
So, from (21) and (22), we get
Cov(Ik(Xn), Il(Yn)|Xn, Yn)I{Xn=Yn} ≤ E(Ik∧l(Xn)|Xn)I{Xn=Yn}. (23)
Furthermore, by the NOD property (5),
E(Ik(Xn)Il(Yn)|Xn, Yn)I{Xn 6=Yn} = E(I{Xn 6=Yn}Ik(Xn)Il(Yn)|Xn, Yn)
≤ E(I{Xn 6=Yn}Ik(Xn)|Xn, Yn)E(I{Xn 6=Yn}Il(Yn)|Xn, Yn)
= E(Ik(Xn)|Xn)E(Il(Yn)|Yn)I{Xn 6=Yn}.
(24)
Hence, from (21) and (24), we have
Cov(Ik(Xn), Il(Yn)|Xn, Yn)I{Xn 6=Yn} ≤ 0. (25)
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And, finally, from (23) and (25),
Cov(Ik(Xn), Il(Yn)|Xn, Yn) ≤ E(Ik∧l(Xn)|Xn)I{Xn=Yn}, (26)
which, after taking expectation, yields
Cov(Ik(Xn), Il(Yn)) ≤ E(Ik∧l(Xn)I{Xn=Yn}) = E(Ik∧l(Xn)pXn). (27)
Also, by (19),
E(Ik∧l(Xn)pXn |Xn) =
k∧l−1∑
i=r
(
k ∧ l − 1
i
)
piXnq
k∧l−1−i
Xn
pXn ≤ (k − 1)rpr+1Xn .
Last, taking expectation above and adding over k and l, from (27) we obtain
Wn ≤
n∑
k,l=1
(k − 1)rE pr+1Xn ≤ nr+2E pr+1Xn → 0,
where convergence to 0 follows from (18). Finally, since Wn ≥ 0, it follows that Wn → 0.
4 Normal asymptotics for overflow
The following theorem gives conditions under which the overflow is asymptotically normal.
Theorem 4.1. Assume that np∗n → λ ≥ 0 and that nr+1E prXn →∞. Then
Vn,r − EVn,r√
VarVn,r
d→ N(0, 1).
Examples
• Consider the uniform case, i.e. pn,j = 1/mn, j ∈Mn = {1, . . . ,mn}. Then by the above theorem we get
nr+1
mrn
→∞ and n
mn
→ λ ≥ 0 =⇒ Vn,r − EVn,r√
VarVn,r
d→ N(0, 1).
Note that mn = κna with a ∈ [1, 1 + r−1) yields normal asymptotics.
• Consider the geometric case, pn,j = pn(1− pn)j , j ≥ 0, with pn = n−a and a ∈ [1, 1 + r−1). Then (13)
yields
nr+1E prXn =
nr+1−ra
r+1+o(1) →∞.
Moreover,
np∗n = npn = n
1−a →
{
1, a = 1,
0, 1 < a < 1 + r−1.
Thus, asymptotic normality of Vn,r follows from the above theorem. Illustrative simulations are visualized
in Figures 3 and 4.
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Figure 3: Simulations of the overflow in the uniform case with r = 2, n = 104, m = na with a = 1.1 (i.e.
m = 25118) are shown as vertical lines (104 repetitions) vs. the graph of the normal density dnorm(x,w, s),
where w = 217.2 and s = 14.9 are empirical mean and standard deviation, respectively.
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Figure 4: Simulations of the overflow in the geometric case with r = 4, n = 104, a = 1 are shown as
vertical lines (104 repetitions) vs. the graph of the normal density dnorm(x,w, s), where w = 9.74 and
s = 3.57 are empirical mean and standard deviation, respectively.
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The proof of Theorem 4.1 is split in several steps given in four subsections below. In Subsection 4.1 we
decompose Vn,r −EVn,r in the sum of martingale differences
∑n
k=1 dn,k, with suitably defined (uniformly
bounded) dn,k’s. In Subsection 4.2 we show that VarVn,r is of order nr+1E prXn . In Subsection 4.3 we show
that Var
∑n
k=1Var (dn,k|Fn,k−1) is of order o((nr+1E prXn)2). The final part of the proof, which gathers
all previous steps, is given in Subsection 4.4.
4.1 Martingale differences decomposition
Lemma 4.2. The centered size of the overflow can be represented as Vn,r−EVn,r =
∑n
k=1 dn,k, where the
dn,k are martingale differences defined by
dn,k =
n∑
j=k
(E (Yn,j |Fn,k)− E (Yn,j |Fn,k−1)) . (28)
Proof. Clearly, E(dn,k|Fn,k−1) = 0. Further, noting that Fn,0 is the trivial σ-algebra,
n∑
k=1
dn,k =
n∑
j=1
n∑
k=j
(E (Yn,j |Fn,k)− E (Yn,j |Fn,k−1))
=
n∑
j=1
(E (Yn,j |Fn,n)− EYn,j) = Vn,r − EVn,r.
Lemma 4.3. The martingales differences dn,k of (28) are uniformly bounded and can be represented as
dn,k = E
( I{Xn,k=Xn}−pXn
pXn
I{Nn,k(Xn)+Nn+1n,k+1(Xn)≥r}|Fn,k
)
. (29)
Proof. Let n, r ∈ N, j > k and note that Nn,j(Xn) = Nn,k(Xn) + I{Xn,k=Xn} + N jn,k+1(Xn). For
simplicity let Uj = Nn,k(Xn) +N
j
n,k+1(Xn), V = Nn,k(Xn) and I = I{Xn,k=Xn}. Then
{Uj + I ≥ r} = {Uj = r − 1, I = 1} ∪ {Uj ≥ r, I = 1} ∪ {Uj ≥ r, I = 0}
= {Uj = r − 1, I = 1} ∪ {Uj ≥ r}.
Hence, noting that {V ≥ r} = {Nn,k(Xn) ≥ r} ⊆ {Nn,j(Xn) ≥ r} = {Uj + I ≥ r}, we have
{Nn,j(Xn) ≥ r} = {V ≥ r} ∪ {Uj ≥ r, V < r} ∪ {Uj = r − 1, I = 1, V < r}.
Consequently, from (7), we can write
E(Yn,j |Fn,k) = E(I{V≥r}
∣∣∣Fn,k) + E(I{Uj≥r,V <r}|Fn,k) + E(I{Uj=r−1,V <r,I=1}|Fn,k)
= E(I{V≥r}|Fn,k−1) + E(I{Uj≥r,V <r}|Fn,k−1) + E(I{Uj=r−1,V <r}I|Fn,k)
12
and, similarly,
E(Yn,j |Fn,k) = E(I{V≥r}|Fn,k−1) + E(I{Uj≥r,V <r}|Fn,k−1) + E(I{Uj=r−1,V <r}I|Fn,k−1).
Also, note that
E(I{Uj=r−1,V <r}I|Fn,k−1) = E(I{Uj=r−1,V <r}pXn |Fn,k).
Therefore, for j > k,
E(Yn,j |Fn,k)− E(Yn,j |Fn,k−1) = E
(
I{Uj=r−1,V <r}(I − pXn)
∣∣∣Fn,k) .
Thus
en,k : =
n∑
j=k+1
(E(Yn,j |Fn,k)− E(Yn,j |Fn,k−1))
= E
(
(I − pXn)
n∑
j=k+1
I{Uj=r−1,V <r}
∣∣∣Fn,k).
Observe that, for j > k, E
( I{Xn,j=Xn}
pXn
|Xn,Fn,j−1
)
= 1. Then
en,k = E
(
(I − pXn)I{V <r}
n∑
j=k+1
I{Uj=r−1}E
( I{Xn,j=Xn}
pXn
∣∣∣Xn,Fn,j−1)∣∣∣Fn,k)
= E
(
E
(
I−pXn
pXn
I{V <r}
n∑
j=k+1
I{Uj=r−1}I{Xn,j=Xn}
∣∣∣Xn,Fn,j−1)∣∣∣Fn,k)
= E
(
I−pXn
pXn
I{V <r}
n∑
j=k+1
I{Uj=r−1}I{Xn,j=Xn}
∣∣∣Fn,k).
Note that
∑n
j=k+1 I{Uj=r−1}I{Xn,j=Xn} = I{Uj=r−1,Uj+1=r, for some j∈{k+1,...,n}}, is equal to I{Un+1≥r} on
the event {Nn,k(Xn) < r}. That is, using the original notation,
n∑
j=k+1
I{Nn,k(Xn)+Njn,k+1(Xn)=r−1}
I{Xn,j=Xn} = I{Nn,k(Xn)+Nn+1n,k+1(Xn)≥r}
on the event {Nn,k(Xn) < r} and so,
en,k = E
(
I−pXn
pXn
I{Nn,k(Xn)<r}I{Nn,k(Xn)+Nn+1n,k+1(Xn)≥r}
∣∣∣Fn,k) .
Finally, since
Yn,k − E (Yn,k|Fn,k−1) = E
( I{Xn,k=Xn}−pXn
pXn
I{Nn,k(Xn)≥r}
∣∣∣Fn,k)
we conclude that
dn,k = Yn,k − E (Yn,k|Fn,k−1) + en,k
=E
( I{Xn,k=Xn}−pXn
pXn
(
I{Nn,k(Xn)≥r} + I{Nn,k(Xn)<r}I{Nn,k(Xn)+Nn+1n,k+1(Xn)≥r}
)∣∣∣Fn,k)
=E
( I{Xn,k=Xn}−pXn
pXn
I{Nn,k(Xn)+Nn+1n,k+1(Xn)≥r}
∣∣∣Fn,k).
(30)
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For the boundedness of dn,k note that
|dn,k| ≤ E
( ∣∣∣ I{Xn,k=Xn}−pXnpXn ∣∣∣|Fn,k) ≤ ∑
m∈Mn
|I{Xn,k=m} − pn,m| ≤ 2.
4.2 Asymptotic variance
Lemma 4.4. Assume that np∗n → λ ≥ 0 and that nr+1E prXn →∞. Then
e−2λ
(r + 1)!
≤ lim inf
n→∞
VarVn,r
nr+1 E prXn
≤ lim sup
n→∞
VarVn,r
nr+1 E prXn
≤ 1
r!
. (31)
Proof. Let px = pn,x, qx = 1− px and
Tn,k(x) =
n−k∑
i=r−Nn,k(x)
(
n− k
i
)
pix q
n−k−i
x . (32)
Then
E
( I{Xn,k=Xn}−pXn
pXn
I{Nn,k(Xn)+Nn+1n,k+1(Xn)≥r}
∣∣∣Xn,Fn,k)
= E
( I{Xn,k=Xn}−pXn
pXn
Tn,k(Xn)
∣∣∣Xn,Fn,k)
and so
dn,k = E
( I{Xn,k=Xn}−pXn
pXn
Tn,k(Xn)
∣∣∣Fn,k).
Also, recalling that Xn, Yn, Xn,1, . . . , Xn,n are iid,
d2n,k = E
( I{Xn,k=Xn}−pXn
pXn
Tn,k(Xn)
∣∣∣Fn,k)E( I{Xn,k=Yn}−pYnpYn Tn,k(Yn) ∣∣∣Fn,k
)
= E
( I{Xn,k=Xn}−pXn
pXn
Tn,k(Xn)
I{Xn,k=Yn}−pYn
pYn
Tn,k(Yn)
∣∣∣Fn,k),
where the second equality above follows from the conditional independence of
I{Xn,k=Xn}−pXn
pXn
Tn,k(Xn)
and
I{Xn,k=Yn}−pYn
pYn
Tn,k(Yn), given Fn,k.
In what follows we compute E(d2n,k|Fn,k−1) by considering the cases Xn = Yn and Xn 6= Yn. We get
E(d2n,k|Fn,k−1) = E
(
I{Xn=Yn}
( I{Xn,k=Xn}−pXn
pXn
)2
T 2n,k(Xn)
∣∣∣Fn,k−1)
+ E
(
I{Xn 6=Yn}
(
I{Xn,k=Xn}−pXn
)(
I{Xn,k=Yn}−pYn
)
pXnpYn
Tn,k(Xn)Tn,k(Yn)
∣∣∣Fn,k−1)
= E
(
I{Xn=Yn}
1−pXn
pXn
T 2n,k(Xn)
∣∣∣Fn,k−1)− E(I{Xn 6=Yn}Tn,k(Xn)Tn,k(Yn)∣∣∣Fn,k−1),
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where the second equality above follows from conditioning inside both expectations above, with respect to
Xn, Yn,Fn,k−1. Finally, integrating out Yn in the first expectation, we obtain
E(d2n,k|Fn,k−1) = E
(
qXnT
2
n,k(Xn)
∣∣∣Fn,k−1)− E( I{Xn 6=Yn}Tn,k(Xn)Tn,k(Yn) ∣∣∣Fn,k−1) (33)
and, consequently,
Var dn,k = E d2n,k = E qXnT
2
n,k(Xn)− E I{Xn 6=Yn}Tn,k(Xn)Tn,k(Yn). (34)
For the upper bound of the variance note that 0 < Tn,k(Xn) ≤ 1 and thus (34) implies
Var dn,k ≤ Ed2n,k ≤ ETn,k(Xn).
Also,
E (Tn,k(Xn) |Xn,Fn,k) = P (Nn,k(Xn) +Nn+1n,k+1(Xn) ≥ r |Xn,Fn,k)
and so,
E (Tn,k(Xn) |Xn) = P (Nn,k(Xn) +Nn+1n,k+1(Xn) ≥ r |Xn)
≤ P(Nn,n+1(Xn) ≥ r |Xn).
(35)
Now, recalling that Nn,n+1(m) has distribution Bin(n, pn,m), for m ∈ Mn, and using (19), the rhs of (35)
is bounded by nrprXn/r!. Last, taking expectations, we obtain Var dn,k ≤ nrE prXn/r! and, consequently,
VarVn,r =
n∑
k=1
Var dn,k ≤
nr+1E prXn
r!
. (36)
Now, to bound the variance of dn,k from below, we first find an upper bound for the last term (with minus
sign) in display (34). To that end note that Tn,k(x), x ∈Mm, defined in (32), can be written as
Tn,k(x) = P(Bn−k(x) +Nn,k(x) ≥ r|Fn,k),
where Bn−k(x) is Bin(n− k, px), independent of Xn, Yn,Fn,n, so
Tn,k(Xn) = P(Bn−k(Xn) +Nn,k(Xn) ≥ r|Xn,Fn,k),
and
E(Tn,k(x)|Xn) = P(Bn−k(x) +Nn,k(x) ≥ r|Xn). (37)
Furthermore, for y 6= x, let Bn−k(y) be Bin(n − k, py), independent of Xn, Yn,Fn,n and independent of
Bn−k(x). Then
Jn,k := E
(
I{Xn 6=Yn}Tn,k(Xn)Tn,k(Yn) |Xn, Yn,Fn,k
)
can be written as
Jn,k = P (Xn 6= Yn, Bn,k(Xn) +Nn,k(Xn) ≥ r,Bn,k(Yn) +Nn,k(Yn) ≥ r |Xn, Yn,Fn,k)
and so,
E(Jn,k|Xn, Yn) = P(Xn 6= Yn, Bn,k(Xn) +Nn,k(Xn) ≥ r,Bn,k(Yn) +Nn,k(Yn) ≥ r|Xn, Yn).
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Then, since, conditionally on Xn, Yn, (Nn,k(Xn), Nn,k(Yn)) is Mn2(k − 1, pXn , pYn) and because of the
NOD property, we have E(Jn,k|Xn, Yn)
≤ I{Xn 6=Yn}P (Bn,k(Xn) +Nn,k(Xn) ≥ r|Xn, Yn)P(Bn,k(Yn) +Nn,k(Yn) ≥ r |Xn, Yn)
= I{Xn 6=Yn}P (Bn,k(Xn) +Nn,k(Xn) ≥ r|Xn)P(Bn,k(Yn) +Nn,k(Yn) ≥ r |Yn)
= I{Xn 6=Yn}E (Tn,k(Xn)|Xn)E(Tn,k(Yn)|Yn)
= E(Tn,k(Xn)|Xn)E(Tn,k(Yn)|Yn)− I{Xn=Yn}(E(Tn,k(Xn)|Xn))2,
where the second equality follows from the NOD property and the third from (37). Finally, taking expecta-
tions and using the independence of Xn and Yn, we get
EJn,k ≤ (ETn,k(Xn))2 − EpXn(E(Tn,k(Xn)|Xn))2.
Replacing the rightmost expectation in display (34) by the bound above we have
Var dn,k ≥ ET 2n,k(Xn)− E pXnT 2n,k(Xn)− (ETn,k(Xn))2 + E pXn(ETn,k(Xn)|Xn)2
= VarTn,k(Xn)− E pXnVar(Tn,k(Xn)|Xn)
≥ EVar (Tn,k(Xn)|Xn)− E pXnVar(Tn,k(Xn)|Xn).
Note that
E pXnVar(Tn,k(Xn)|Xn) ≤ E pXnE (T 2n,k(Xn)|Xn)
≤ E pXnTn,k(Xn) ≤
nrE pr+1Xn
r!
≤ np
∗
n
nr!
nrE prXn .
Hence, since np∗n → λ,
n∑
k=1
Var dn,k ≥
n∑
k=1
EVar(Tn,k(Xn)|Xn) + o(nr+1E prXn).
Finally note that Tn,k(x), as defined in (32), can be written in the form
Tn,k(x) =
∞∑
j=0
Pj(x) Ij(x), x ∈Mn,
where Pj(x) =
(
n−k
j
)
pjx q
n−k−j
x and Ij(x) = I{Nn,k(x)≥r−j}. Therefore,
VarTn,k(x) =
∞∑
j=0
P 2j (x)Var Ij(x) + 2
∑
j1<j2
Pj1(x)Pj2(x)Cov (Ij1(x), Ij2(x)) .
Since Ij1(x) ≤ Ij2(x) it follows that the double sum above is non-negative and so,
VarTn,k(x) ≥
∞∑
j=0
P 2j (x)Var Ij(x)
≥ P 20 (x)Var I0(x)
= (1− px)2(n−k)P(Nn,k(x) ≥ r)P(Nn,k(x) < r)
≥ (1− px)2(n−k)P(Nn,k(x) = r)P(Nn,k(x) = 0)
=
(
k − 1
r
)
prx(1− px)2n−r−2 ≥
(
k − 1
r
)
prx(1− p∗n)2n.
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Consequently,
Var(Tn,k(Xn)|Xn) ≥
(
k − 1
r
)
prXn(1− p∗n)2n
and finally, since np∗n → λ,
n∑
k=1
Var dn,k ≥ (1− p∗n)2n E prXn
n∑
k=1
(
k − 1
r
)
+ o(nr+1E prXn) ∼ e
−2λ
(r+1)! n
r+1E prXn .
4.3 Variance of the sum of conditional variances
Lemma 4.5. Under the hypotheses of Lemma 4.4
Wn := Var
n∑
k=1
E (d2n,k|Fn,k−1) = o((nr+1E prXn)2). (38)
Proof. We first rewrite (33) as
E (d2n,k|Fn,k−1) = E(An,k(Xn)−Bn,k(Xn, Yn)|Fn,k−1) = αn,k − βn,k, (39)
where
An,k(x) = qxT
2
n,k(x), αn,k = E(An,k(Xn)|Fn,k−1),
Bn,k(x, y) = I{x 6=y}Tn,k(x)Tn,k(y), βn,k = E(Bn,k(Xn, Yn)|Fn,k−1).
Consequently, letting Wαn = Var
∑n
k=1 αn,k, W
β
n = Var
∑n
k=1 βn,k and noting that Var (X + Y ) ≤
2(VarX + VarY ), we have
Wn ≤ 2Wαn + 2W βn . (40)
Then
Wαn =
n∑
k=1
Varαn,k + 2
∑
1≤k<l≤n
Cov (αn,k, αn,l), (41)
and the analogous formula holds for W βn . In what follows we express the variances and covariances of
αn,k, βn,k in terms of An,k(Xn), Bn,k(Xn, Yn). For simplicity, let Zn = (Xn, Yn), Z ′n = (X ′n, Y ′n), then
Varαn,k = Cov(An,k(Xn), An,k(X ′n)),Cov (αn,k, αn,l) = Cov(An,k(Xn), An,l(X ′n)),
Varβn,k = Cov(Bn,k(Zn), Bn,k(Z ′n)),Cov (βn,k, βn,l) = Cov(Bn,k(Zn), Bn,l(Z ′n)),
(42)
where X ′n and Y ′n are such that Xn, X ′n, Yn, Y ′n, Xn,1, . . . , Xn,n are iid for any n ≥ 1. We only check the
first formula; the others are obtained similarly.
Eα2n,k = E (E(An,k(Xn)|Fn,k−1)E(An,k(X ′n)|Fn,k−1))
= E (E(An,k(Xn)An,k(X ′n)|Fn,k−1))
= E (An,k(Xn)An,k(X ′n)),
17
(Eαn,k)2 = (EAn,k(Xn))2 = (EAn,k(Xn))(EAn,k(X ′n)),
and the formula for Varαn,k follows. We now compute bounds for the covariances in (42). Since An,k(x)
and Bn,k(x, y) are bounded above by Tn,k(x) ≤ 1 reasoning as in the paragraph preceding (36), we have,
Cov(An,k(Xn), An,k(X ′n)) ≤ EAn,k(Xn)An,k(X ′n) ≤ ETn,k(Xn) ≤ nrE prXn (43)
and
Cov(Bn,k(Zn), Bn,k(Z ′n)) ≤ EBn,k(Zn)Bn,k(Z ′n) ≤ ETn,k(Xn) ≤ nrE prXn . (44)
Next, we handle Cov(An,k(Xn), An,l(X ′n)), which requires somewhat more effort than the previous covari-
ances because the crude bounds do not yield the right order in n. Since An,k(x) = (1− px)T 2n,k(x),
Cov (An,k(Xn), An,l(X ′n)) = Cov (T 2n,k(Xn), T 2n,l(X ′n)) +O(nrE p
r+1
Xn
) (45)
because each of the remaining three covariances is bounded by an expression of the form EpXnTn,k(Xn) ≤
cnrEpr+1Xn . To bound the covariance between T
2
n,k(Xn) and T
2
n,l(X
′
n) we write
ET 2n,k(Xn)T 2n,l(X ′n) = EI{Xn=X′n}T
2
n,k(Xn)T
2
n,l(Xn) + EI{Xn 6=X′n}T
2
n,k(Xn)T
2
n,l(X
′
n). (46)
and note that the first expectation in (46) is bounded by
EI{Xn=X′n}Tn,k(Xn) = EpXnTn,k(Xn) ≤ cnrEpr+1Xn , (47)
where c is a positive constant. For the second expectation in (46) we have the following expression, written
in terms of (conditionally independent) binomial random variables B1, B2, B′1, B′2.
EI{Xn 6=X′n}P(B1 ≥ r −Nn,k(Xn), B2 ≥ r −Nn,k(Xn),
B′1 ≥ r −Nn,l(X ′n), B′2 ≥ r −Nn,l(X ′n)|Xn, X ′n).
(48)
Conditionally on (Xn, X ′n), B1, B2, B′1, B′2 are independent, with B1, B2 distributed Bin(n− k, pXn) and
B′1, B′2 distributed Bin(n − k, pX′n). Further, B1, B2, B′1, B′2 are independent of Fn,k,Fn,l, conditionally
on (Xn, X ′n).
Note that (48) can be rewritten as
EI{Xn 6=X′n}P(Nn,k(Xn) ≥ r −B12, Nn,l(X ′n) ≥ r −B′12}|Xn, X ′n), (49)
where B12 = min{B1, B2} and B′12 = min{B′1, B′2}. Note also that, for x 6= y, Nn,k(x) and Nn,l(y) are
NOD; see (5). Thus, conditioning on the values of the binomials, using the NOD property; then integrating
over the B’s and using independence of Xn and X ′n, we have the following upper bound for (49)
EI{Xn 6=X′n}P(Nn,k(Xn) ≥ r −B12|Xn)P(Nn,l(X ′n) ≥ r −B′12}|X ′n),
which, after ignoring the indicator and noting that the conditional probabilities (on Xn and X ′n) are inde-
pendent random variables, can be finally bounded by
EP(Nn,k(Xn) ≥ r −B12|Xn)EP(Nn,l(X ′n) ≥ r −B′12}|X ′n) = ET 2n,k(Xn)ET 2n,l(X ′n). (50)
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Therefore, from (45), (46), (47) and (50), we have
Cov (T 2n,k(Xn), T 2n,l(X ′n)) ≤ cnrE pr+1Xn . (51)
It remains to bound the covariances Cov (Bn,k(Zn), Bn,l(Z ′n)). To that end we consider first, the expected
value of the product.
EBn,k(Zn)Bn,l(Z ′n) ≤ E IDTn,k(Xn)Tn,k(Yn)Tn,l(X ′n)Tn,l(Y ′n)
+ E IDcTn,k(Xn)Tn,k(Yn)Tn,l(X ′n)Tn,l(Y ′n),
(52)
where D is the event that Xn, Yn, X ′n, Y ′n are all distinct. Then,
EIDcTn,k(Xn)Tn,k(Yn)Tn,l(X ′n)Tn,l(Y ′n) ≤
(
4
2
)
EpXnTn,k(Xn) ≤ cnrEpr+1Xn . (53)
Note that, as in (48), the first term on the rhs of (52) can be written as follows
EIDP(B1 ≥ r −Nn,k(Xn), B2 ≥ r −Nn,k(Yn),
B′1 ≥ r −Nn,l(X ′n), B′2 ≥ r −Nn,l(Y ′n)|Zn, Z ′n).
(54)
Conditionally on (Zn, Z ′n), B1, B2, B′1, B′2 are independent, where B1 is Bin(n − k, pXn), B2 is Bin(n −
k, pYn), B
′
1 is Bin(n − k, pX′n) and B′2 is Bin(n − k, pY ′n) . Also, B1, B2, B′1, B′2 are independent of
Fn,k,Fn,l, conditionally on (Zn, Z ′n). Now, using the NOD property (4) and the independence ofXn, Yn, X ′n,
Y ′n, the expression in (54) is bounded above by
EP(B1 ≥ r −Nn,k(Xn), B2 ≥ r −Nn,k(Yn)|Zn)
× P(B′1 ≥ r −Nn,l(X ′n), B′2 ≥ r −Nn,l(Y ′n)|Z ′n)
= EP(B1 ≥ r −Nn,k(Xn), B2 ≥ r −Nn,k(Yn)|Zn)
× EP(B′1 ≥ r −Nn,l(X ′n), B′2 ≥ r −Nn,l(Y ′n)|Z ′n)
= ETn,k(Xn)Tn,k(Yn)ETn,l(X ′n)Tn,l(Y ′n)
= EBn,k(Zn)EBn,l(Z ′n) +O(nrE pr+1Xn ).
(55)
Therefore, from (52), (53) and (55),
Cov (Bn,k(Zn), Bn,l(Z ′n)) ≤ cnrEpr+1Xn . (56)
We complete the proof of (38) by collecting the partial results above to obtain bounds for Wαn and W
β
n ,
using formula (41). From (43) and (44) we have
n∑
k=1
Varαn,k ≤ nr+1E prXn and
n∑
k=1
Varβn,k ≤ nr+1E prXn
From (45) and (51)∑
1≤k<l≤n
Cov (αn,k, αn,l) ≤ c
(
n
2
)
nrEpr+1Xn ≤ cnp∗n
(
nr+1EprXn
)
= o((nr+1EprXn)
2).
Last, from (56)∑
1≤k<l≤n
Cov (βn,k, βn,l) ≤ c
(
n
2
)
nrE pr+1Xn ≤ cnp∗n
(
nr+1EprXn
)
= o((nr+1EprXn)
2).
The conclusion follows from (40), (41) and the bounds for the sums of variances and covariances above.
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4.4 Final touch - the martingale CLT
We show the asymptotic normality by applying the martingale central limit theorem (see e. g. [Helland (1982),
Theorem 2.5] to the martingale differences (dn,k). Since dn,k’s are uniformly bounded the conditional Lin-
deberg condition ([Helland (1982), condition (2.5)]) follows from the fact that the variance of the sum grows
to infinity as n→∞. The remaining condition to be checked ([Helland (1982), condition (2.7)]) is that∑n
k=1 E(d2n,k|Fn,k−1)∑n
k=1 Ed2n,k
P−→ 1,
as n→∞ or, equivalently, that ∑n
k=1(E(d2n,k|Fn,k−1)− Ed2n,k)∑n
k=1 Ed2n,k
P−→ 0.
But this follows immediately from Lemma 4.4, Lemma 4.5 and Chebyshev’s inequality.
5 Asymptotics for number of full containers with and without overflow
Let Ln,r denote the number of full containers and Mn,r denote number of full containers without overflow.
The main idea is to represent Ln,r and Mn,r in terms of the size of the overflow Vn,r.
Recall that Nn,n+1(m) is the total number of balls in the sample for which the mth box was selected.
Thus
Ln,r =
∑
j∈M
I{Nn,n+1(j)≥r} and Mn,r =
∑
j∈M
I{Nn,n+1(j)=r} = Ln,r − Ln,r+1.
We note that
Ln,r =
∑
j∈M
n∑
k=2
I{Xn,k=j} I{Nn,k−1(j)=r−1}
=
∑
j∈M
n∑
k=2
I{Xn,k=j} I{Nn,k−1(j)≥r−1} −
∑
j∈M
n∑
k=2
I{Xn,k=j} I{Nn,k−1(j)≥r}.
That is,
Ln,r = Vn,r−1 − Vn,r (57)
and
Mn,r = Vn,r−1 − 2Vn,r + Vn,r+1. (58)
Note that in the case r = 1 we have Vn,0 = n and thus Ln,1, which is a number of non-empty boxes, is
Ln,1 = n− Vn,1 (59)
and Mn,1, which is number of singleton boxes, is
Mn,1 = n− 2Vn,1 + Vn,2. (60)
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These representations of Mn,r and Ln,r in terms of Vn,r−1, Vn,r and Vn,r+1 allow to read Poissonian
asymptotics of these two sequences from Theorem 2.1. For Mn,r the forthcoming statement was proved
in [Kolchin et al. (1978), Theorem III.3.1].
Theorem 5.1. Assume that np∗n → 0.
1. If r > 1 and nr E pr−1Xn → r!µ then
Ln,r
d→ Pois(µ) and Mn,r d→ Pois(µ).
2. If r = 1 and n2 E pXn → µ then
n− Ln,1 d→ Pois(µ) and n−Mn,1
2
d→ Pois(µ).
Proof. The case r > 1: Due to representations (57) and (58) to prove both results it suffices to show that
EVn,s → 0 for any fixed s ≥ r. But following the argument from the beginning of Step II of the proof of
Theorem 2.1 we see that
EVn,s =
n∑
k=1
k−1∑
i=s
(
k − 1
i
)
E piXnq
k−1−i
Xn
≤ ns+1E psXn → 0,
where the convergence to zero in the last step follows from Lemma 2.3.
The case r = 1: The first part follows from Theorem 2.1 since (59) implies n−Ln,1 = Vn,1. The second
follows also from Theorem 2.1 since (60) gives
n−Mn,1
2
= Vn,1 − Vn,2
2
and, similarly as in the case r > 1, we have EVn,2 → 0.
Note that under assumptions of Th. 5.1
• in case 1: Ln,r −Mn,r P→ 0,
• in case 2: Ln,1−Mn,1n
P→ 1.
Representations (57) and (58) are also useful for getting Gaussian asymptotics of Ln,r and Mn,r from
Theorem 4.1 in the case λ = 0.
Theorem 5.2. Assume that np∗n → 0 and r ≥ 1.
1. If nr+1E prXn →∞ then
Ln,r − ELn,r√
VarLn,r
d→ N(0, 1).
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2. If nr+2E pr+1Xn →∞ then
Mn,r − EMn,r√
VarMn,r
d→ N(0, 1).
Proof. By representation (57) we can write
VarLn,r
VarVn,r−1 = 1 +
VarVn,r
VarVn,r−1 − 2
Cov(Vn,r−1, Vn,r)
VarVn,r−1 .
Since nr+1E prXn ≤ np∗n nrE pr−1Xn it follows that nrE pr−1Xn →∞. Therefore by Lemma 4.4 we have
VarVn,r
VarVn,r−1 ≤ c
nr+1E prXn
nrE pr−1Xn
≤ cnp∗n → 0
and thus also ∣∣∣Cov(Vn,r−1, Vn,r)VarVn,r−1 ∣∣∣ ≤√ VarVn,rVarVn,r−1 → 0.
Consequently, Vn,r−EVn,r√
VarLn,r
L2→ 0. Thus the first result is a consequence of Theorem 4.1 since, in view of the
representation (57),
Ln,r−ELn,r√
VarLn,r
=
Vn,r−1−EVn,r−1√
VarVn,r−1
√
VarVn,r−1
VarLn,r −
Vn,r−EVn,r√
VarLn,r
.
For the second case, by representation (58) we can write
VarMn,r
VarVn,r−1 = 1 + 4
VarVn,r
VarVn,r−1 +
VarVn,r+1
VarVn,r−1
− 4Cov(Vn,r−1, Vn,r)VarVn,r−1 − 4
Cov(Vn,r, Vn,r+1)
VarVn,r−1 + 2
Cov(Vn,r−1, Vn,r+1)
VarVn,r−1 .
Similarly as in the previous case we conclude that nsE ps−1Xn → ∞ for s = r, r + 1. Therefore, by the
same argument as above it follows that each of the summands at the right hand side above except the first
one converges to 0 as n → ∞. Consequently, Vn,s−EVn,s√
VarMn,r
L2→ 0, s = r, r + 1. Thus the second result is a
consequence of Theorem 4.1 since, in view of (58),
Mn,r−EMn,r√
VarMn,r
=
Vn,r−1−EVn,r−1√
VarVn,r−1
√
VarVn,r−1
VarMn,r − 2
Vn,r−EVn,r√
VarMn,r
+
Vn,r+1−EVn,r+1√
VarMn,r
.
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