Abstract. An important feature of human learning is the ability to continuously accept new information and unify it with existing knowledge, a process that proceeds largely automatically and without catastrophic side-effects. A generally intelligent machine (AGI) should be able to learn a wide range of tasks in a variety of environments. Knowledge acquisition in partially-known and dynamic task-environments cannot happen all-at-once, and AGI-aspiring systems must thus be capable of cumulative learning: efficiently making use of existing knowledge while learning new things, increasing the scope of ability and knowledge incrementally-without catastrophic forgetting or damaging existing skills. Many aspects of such learning have been addressed in artificial intelligence (AI) research, but relatively few examples of cumulative learning have been demonstrated to date and no generally accepted explicit definition exists of this category of learning. Here we provide a general definition of cumulative learning and describe how it relates to other concepts frequently used in the AI literature.
Introduction
To be autonomous, any learner in the physical world must be able to learn incrementally over time, as it is impossible to be in multiple places at once; equally importantly, one cannot know up front everything that may be relevant in the future (in which case learning would be mostly unnecessary). A learning mechanism that avoids putting acquired experience in silos, through generalization and old-new unification, will always be more parsimonious, and thus more effective, than the alternatives. We consider such cumulative learning a hallmark of human cognition, and of central importance to artificial general intelligence (AGI).
The concept of cumulative learning offers an integrated view of numerous cognitive processes that largely have been treated in isolation in the AI literature to date, including, in one form or another, pattern matching, reasoning, continuous information acquisition, and old-new integration or unification (which has mostly been ignored outside of [15] ). While a fragmented approach to learning may be sufficient for narrow AI research, we consider the current state of fragmentation to be detrimental to AGI research, and call for a more integrated perspective to help the field avoid obscuring important phenomena and slowing down progress towards artificial general intelligence. This paper attempts to bring all relevant concerns into one place and set the stage for a long-term vision for cumulative learning in AGI systems.
At the heart of cumulative learning is a process of unification: New information enters by default into a process of being integrated with already-acquired knowledgewhether it is in agreement with it or not. This is compression under requirements of incrementality, realtime, 1 and generalization: Replacing incorrect knowledge and extending current knowledge frequently, while generalizing when possible, prepares knowledge to be efficiently applicable to the largest possible class of situations, tasks, topics, and domains-as soon as possible during the learner's lifetime.
Several aspects of cumulative learning as formulated here 2 have been covered in the machine learning literature, but its many necessary-but-not-sufficient features have invariably been addressed in isolation. As any student of systems engineering knows, it is infeasible to join disparate mechanisms, based on incompatible theoretical foundations, into a single coherent system. Due to the lack of a coherent, comprehensive theory of learning, research on this topic in various fields has yielded a number of ontologically inconsistent terms for the various aspects of the phenomenon, and the almost complete ignorance of the importance of incremental knowledge unification. Alwayson learning has for instance variously appeared under the headings 'lifelong', 'perpetual', 'never-ending', 'incremental', 'online', and 'continual' learning [8, 14, 19, 29, 30] , most of which only have partial overlap. Other examples of concepts prevalent in the literature of varying relevance to cumulative learning include 'learning to learn,' 'multi-task learning,' 'metalearning,' 'transfer learning,' 'domain adaptation,' 'inductive/knowledge transfer,' 'knowledge consolidation,' 'knowledge-based inductive bias,' 'context-sensitive learning,' 'catastrophic forgetting/interference,' and 'semi-supervised learning' [5, 10, 17, 23] . Few systems have proposed to address the full scope of cumulative learning as formulated here. Two systems that explicitly have, and presented empirical evidence of progress towards it, are the Non-Axiomatic Reasoning System (NARS) [25, 26] and Auto-Cataytic Endogenous Reflective Architecture (AERA) [15, 16] .
In addition insufficient focus on old-new unification, few of the above concepts have been conceived in the context of (artificial) general intelligence and are thus in one or more aspects at odds with the larger, more complete picture of learning that we find needed for AGI. Here we attempt to present a coherent picture by 'defragmenting' the conceptual space surrounding learning, painting instead a coherent picture more suited as a step towards a theory of cumulative learning.
Dimensions of (Cumulative) Learning
Learning is necessary for goal achievement in a changing, novel environment. All learning machines, whether natural or artificial, are limited by the time and energy they have available; the outermost constraint on any learning mechanism is the assumption of insufficient knowledge and resources (AIKR) [27] . However, there is a large number of ways to interpret these constraints when implementing learning mechanisms, and thus there are numerous dimenisons along which any learning ability may vary. We have identified 14 dimensions whose settings determine the performance characteristics of any particular cumulative learning implementation. These naturally form three sets: (1) Memory management, (2) temporal capacity and granularity, and (3) generality. In each group there are between four and six different dimensions that we will now outline. While these are not perfectly orthogonal to each other (which would require a proper theory of learning), the breakdown allows us to better place prior work in the context of the present focus. Note that our focus in this paper is not so much on learning methods but primarily on externally measurable factors and characteristics of the cumulative learning process as a whole, and related learner performance characteristics.
[A] Memory Management. Operational characteristics of processes related to memory and knowledge management. These can of course also be learned, i.e. improved with experience. Having to do with quality, these range from catastrophic at one end to highly effective at the other. The range of dimensions Bg and Bh starts with one thing once at the lower end, meaning that a single learner can only learn one thing at one (particular) time, and extends towards many things at any time, concurrently/simultaneously and/or consecutively/sequentially at the other end, meaning the learner can at any time learn new things, no matter how large or small (ignoring learning time and materials). Bi and Bj at the lower end range from a single two-step learn-then-apply pair (e.g. artificial neural nets), to concurrently and/or consecutively and continuously (non-discretized) at the other end.
[C] Generality of the learning, with respect to task, goal, domain, etc. These parameters range from one at the lower end, to any at the other. 
Functions of Cumulative Learning
A cumulative learner in our conceptualization is a learning controller [22] that, guided by one or more top-level internalized goals (or drives), implements a cumulative modeling process whereby regularities are recursively extracted from the learner's experience (of self and environment) to construct integrated models useful for achieving goals [3, 22] . The collection of models form a unified body of knowledge that can be used, by a set of additional and appropriate management processes (see Aa-f above), as the basis for making predictions about, and achieving goals with respect to, an environment, and that can be used to improve future learning-in speed, quality, efficiency, or all of these [28] . At the risk of oversimplification, a compact definition of cumulative learning might read something like "using a unified body of knowledge to continually and recursively integrate new information from many contexts into that body." A learner whose models capture in this way an actionable description of measurable, verifiable entities in the environment and their relations, and tends over time towards the pragmatically simplest (interrelated) set of such descriptions, is in some sense an ideal cumulative learner. We will now turn to the central features of this conceptualization of cumulative learning in light of notable related work. We emphasize that our interest in cumulative learning is limited to a learner that embodies and unifies all of the following learningrelated functions in a single coordinated system, throughout its lifetime, as is necessary for making progress towards AGI.
Temporal Capacity & Granularity
An important dimension of learning concerns how and when the learner is open to accepting, storing and integrating new information into its knowledge base.
Learning Multiple Things. A cumulative learner must, by definition, be able to learn multiple things -tasks, goals, environmental factors, techniques, rules of thumb, generalizations, modes of reasoning, etc. -cumulatively over time: It must not be restricted to a single function, task, domain or phenomenon. Aspects of this capability have been studied under the term 'multitask learning' (MTL) [4] where the learner learns multiple tasks concurrently (cf. Bg). MTL assumes the input representation for each task is the same, and concurrent learning requires predefined and pre-programmed knowledge of the number of tasks, and (ideally) access to a data set where each input is associated with a target output label (in the supervised learning setting for which it was conceived). Fei et al. [7] use the term 'cumulative learning' to describe a variation of this type of MTL, where tasks are added one after the other (cf. Bh).
MTL can be extended to control tasks in a reinforcement learning setting [21] by assuming the tasks are encountered consecutively (rather than assuming a single agent simultaneously acting in multiple task-environments; cf. Bh). In this setting MTL research often makes use of hierarchical reinforcement learning (HRL), which also involves learning multiple (sub)tasks that together constitute a top-level task. When the top-level task is removed, leaving just the subtasks, this is closely related to both multitask learning and multi-objective reinforcement learning (MORL) where an agent has multiple active goals. This kind of process can happen organically in NARS [25] .
An ideal cumulative learner should be capable of learning multiple things both concurrently and consecutively, as appropriate, without constraints on the order of encountered phenomena and task revisitation. NARS [24] can accept input data of any content at any time (cf. Bi, Bj), as long as they can be expressed in a format that the system can recognize (cf. Ck, Cl). This means NARS has the ability to solve any problems expressible in its language instead of being limited to a specific type of problems. When solving a problem, all accumulated evidence matters, though different pieces may contribute differently (cf. Ab, Ae, Af). In AERA [15] any digital data can become a source of learning (cf. Ck, Cl), and the simplest basis on which it can learn is correlation between data types, variables or values (cf. Aa). To learn, AERA must from the outset have a drive in its seed that references one or more observable environment variables.
Always-On Learning. An ideal cumulative learner can learn at any time-there are no pre-designated periods where its learning is turned off, no required dedicated special training phase (although it is of course not prevented), and the learning process does not converge to an attractor (cf. Bi, Bj). Thus, learning occurs perpetually throughout the operational lifetime of a cumulative learner.
Lifelong machine learning (LML) [19, 6] , continual learning [18] , perpetual learning [30] and never-ending learning [14] all focus on sequentially learning an unknown number of tasks. 5 As a result, learning in these settings never truly ends. However, this does not necessarily mean that learning is always on. For instance, Zhang's perpetual learner [30] only enters a new learning phase when a "learning stimulus" is encountered (i.e. an inconsistency, anomaly or surprise) during each (learning-free) application phase. Furthermore, many lifelong learners consider learning on the current task "done" before starting the new one and it is typically not clear when the learned knowledge is supposed to be applied (and what can be learned from that application), suggesting that even here there is a separation between training/learning and application phases.
The temporal granularity at which incoming information can be accepted, stored and added to the knowledge base are important dimensions of learning (cf. Bi, Bj). While many ML systems can only learn in a single designated phase at the beginning of their lifetime followed by a phase in which this knowledge is applied, other systems can alternate between these modes (e.g. Zhang's perpetual learner [30] ), while yet others learn constantly with or without explicit learning/application phases (e.g. NARS [24] and AERA [15] ). The rate at which new information can be accepted and stored, and the rate at which it can be usefully unified into the knowledge base, are separate dimensions.
Assessing temporal granularity of a learner involves examining how much information it needs before learning can occur. Offline or batch learning assumes constant on-demand access to all data, no restrictions on time and space for training, and a fixed (often i.i.d.) distribution from which the data is pulled, while online or incremental learning removes these assumptions [8] . In online/incremental learning information is encountered sequentially and there are often restrictions placed on the ability to revisit old data. In the most extreme case, upon encountering some new datum d the learner's model m must be updated based only on m and d, without considering any previously encountered data. A continuum of incrementality could be considered based on how much previous data can be used to update m, where offline/batch learning is at the other extreme because it uses all data.
Incrementality in LML can be evaluated at multiple levels: While e.g. tasks are often encountered sequentially, and data from previous tasks may or may not be available, it is often the case that each individual task is trained offline when it is encountered. Online learning is common in forecasting, sequence prediction, and sequential decision making. Many reinforcement learning algorithms learn online (e.g. Q-learning), although other algorithms (e.g. policy gradient) and function approximations (e.g. using deep learning) may require batches of data.
Memory Management
For an implemented system, neither memory nor computation speed is infinite [27] . This means all learners must make choices on what knowledge can and should be retained (cf. Aa). Systems that cannot forget will inevitably run into memory limits at some point and break down, or demand human intervention, either of which are suboptimal because processing an ever increasing amount of knowledge will become prohibitive due to the limitation on computation speed (cf. Ab, Ac).
When learning a new task causes forgetting of critical or all parts of previously learned tasks, this is called catastrophic forgetting [11] . Workarounds include e.g. "freezing" of knowledge obtained for previously encountered tasks, and retaining training data to engage in task rehearsal (i.e. continuously retraining on old tasks as well as new ones), but this runs into aforementioned limits of space and time. An important challenge to address in cumulative learning is thus the stability-plasticity balance [13] , wherein sufficient plasticity is needed to incorporate new knowledge while retaining old knowledge requires sufficient stability.
Forgetting sensibly is bound to involve several processes, such as replacing wrong or worse knowledge with correct or better knowledge, respectively, whenever possible (cf. Af). There should be multiple ways of compressing the knowledge (with or without loss; cf. Ad)-induction (generalization) is one way to do so, forgetting permanently is another one (based on empirically-evaluated usefulness). Numerous combinations of various mechanisms are possible, achieving various trade-offs between memory requirements, applicability, manageability, and so on. In addition to selective forgetting, AERA's rewriting rules reduces redundancies and storage requirements through increased generality whereby values are replaced with variables coupled with ranges [15] . In NARS, forgetting has two related senses: (1) relative forgetting: decrease priority to save time, (2) absolute forgetting: remove from memory to save space and time [27] .
Generality
The last set of learning dimensions considered here concerns the generality and generalization ability of the learning system. Ideal cumulative learners can accumulate knowledge of any type and in any situation, and generalize it for use in both unseen future contexts and previously encountered situations. As with the other dimensions, the focus here is not on learning methods, i.e. how generality is achieved, but rather on externally measurable characteristics of cumulative learners and performance. Domain-, Task-& Goal-Generality. A domain-general (domain-independent) cumulative learner will model any relevant experience, including its own sensors, the quality of data they produce (in relation to other sensors), as well as the quality of data acquired from outside sources (cf. Ck, Cl]), and even its own cognitive processes. An ideal artificial cumulative learner, in our conceptualization, can therefore acquire knowledge and skills through both experience [20] and explicit teaching [3] . Goal-generality means that knowledge and goal(s) are not fused together (in particular situations and constraints) but can be re-purposed when task-and domain-related parameters change [9] .
It is worth pointing out that paradigms like transfer learning, MTL and LML tend to focus on the task as a distinct unit (cf. Bi, Bj): It is assumed that tasks are explicitly separated from the point of view of the learner, who is typically notified when learning on a new task starts, or of the task that should currently be performed. In the general case of the real physical world, task boundaries are not this clear. (Is playing tennis against well-known tennis player Roger Federer a different task than playing against Rafael Nadal? What about playing doubles? Or against a child? What about playing squash or badminton?) Correctly recognizing contexts and knowing what prior knowledge to bear (and how) is a key part of the challenge that cumulative learning solves: Boundaries between tasks and domains for autonomous learners in the real world are inexplicit. Animals learn continuously, cumulatively adding new knowledge to their current knowledge, as needed. NARS [24] accepts input data and task of any contents, as far as they can be expressed in a recognizable format (cf. Ck, Cl). AERA [15] is data-general as its learning methods are data-agnostic (while its learning is not) (cf. Ck, Cl).
Unlike transfer learning, with its explicit focus on the learning period itself, cumulative learning assumes a continually running process of unification-irrespective of how or whether the new knowledge can be, or was, useful in learning the new information (cf. Bi,Bj). An extreme case of this is using analogies to deepen or broaden knowledge of a set of phenomena. In NARS, for instance, learning involves not only tasks but also effective (re-)organization of knowledge, without respect to specific problems, so that it may later be used on any relevant task [28] (cf. Ae, Af). The idea of such metalearning ('super-task learning' or 'task-free learning') is naturally only a challenge in a context where multiple things are actually learned, and has only recently received some attention [1, 27] . In AERA [15] models are by themselves general in that they are not attached to any particular task (this is always computed on a case-by-case basis on the fly), and each model is thus in principle applicable to any part of any task, as long as its preconditions are met (cf. Ck, Cl).
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Knowledge Transfer. Cumulative modeling, to achieve effective compression and oldnew unification for any new context or situation, needs to find ways of dealing with similar input at different points in time, and note its similarity and differences, so that old knowledge acquired at time t 1 for situation S 1 can be successfully used for a new situation S 2 at time t 2 . This can be done by e.g. making analogies [24] (cf. Cm). New information should be integrated with old information, at a low level of detail (as low as possible, in each case), producing a growing set of interrelated (fine-grained) models of the task-environment [15] (cf. Ae).
Similarly, the goal of transfer learning and domain adaptation is to use knowledge obtained in a set (typically of size one) of previously learned source tasks in order to facilitate learning and/or performance on a target task [17] (cf. Cm, Cn). Perhaps more generally, it deals with the situation where (some or all of) the training is obtained in a situation different from the one in which it is to be applied. Making use of existing knowledge ('inductive bias') can enable faster learning from one or a few observations that would otherwise not contain enough information ('one-shot' or 'few-shot' learning), possibly even without ever direct observation ('zero-shot learning') [12] .
To make knowledge transfer between tasks and situations positive (helping instead of hurting learning and performance), it is important to consider what, when, and how relevant knowledge is transferred. Most work to date has focused on "how," while relevance of prior knowledge is already assumed, and assumed that most transfer happens right before the learner starts learning a target task. Work on task similarity and transferability is rarer, as is the question of when to transfer. An ideal cumulative learner will always treat new information in a way that makes it generally applicable to future tasks, so there is no explicit knowledge transfer step or stage-just the future application of the most relevant available knowledge in each instance. This is how knowledge transfer and learning works in NARS [24] and AERA [15] . Furthermore, at the present time what we might call "forward transfer" -the effect of current learning on future learning -is considered more important than "backward transfer" (the effects that learning the new task has on the ability to perform the previously learned tasks). In practice, backward transfer in much of current machine learning is typically extremely negative, as catastrophic interference/forgetting [11] occurs where the previous tasks are forgotten almost entirely or performance drops dramatically (cf. Bc).
Conclusions
Artificial generally intelligent (AGI) systems will need to handle unknown dynamic environments, where required information cannot be known fully up front and many skills must be acquired. Cumulative learning, as we conceive of it, is important for AGI for numerous reasons, including: (1) Knowledge is created incrementally, matching the needs of partially-known, changing environments, (2) knowledge is built up and improved in small increments, avoiding pitfalls of catastrophic forgetting and errors, (3) new knowledge is immediately available to the learner, and (4) knowledge consisting of fine-grained (low-level) explicit models provides explicitness necessary for comparing, managing, reasoning, etc. To be useful for AGI systems these skills must all exist in a unified manner in one and the same learner. In this paper we have tried to clarify why and how the various aspects of cumulative learning relate to key AGI requirements, and place it in the context of prior work. More work is clearly needed to realize true artificial cumulative learning in a single system on par with that found in nature. The systems developed by the authors, NARS [25] and AERA [15] , demonstrate some important steps in this direction by bringing several of its features together in single unified systems.
