Real-time tracking of multiple particles is key for quantitative analysis of dynamic biophysical processes and materials science via time-lapse microscopy image data, especially for single molecule biophysical techniques, such as magnetic tweezers and centrifugal force microscopy. However, real-time multiple particle tracking with high resolution is limited by the current imaging processes or tracking algorithms. Here, we demonstrate 1 nm resolution in three dimensions in realtime with a graphics-processing unit (GPU) based on a compute unified device architecture (CUDA) parallel computing framework instead of only a central processing unit (CPU). We also explore the trade-offs between processing speed and size of the utilized regions of interest and a maximum speedup of 137 is achieved with the GPU compared with the CPU. Moreover, we utilize this method with our recently self-built centrifugal force microscope (CFM) in experiments that track multiple DNA-tethered particles. Our approach paves the way for high-throughput single molecule techniques with high resolution and efficiency.
Introduction
Particle tracking, a powerful tool that applies single-emitter localization, is widely used in both biotechnology (Jaqaman et al., 2008; von Diezmann et al., 2017) and materials science (Tlili et al., 2018) . Numerous biophysical techniques (Neuman & Nagy, 2008) , such as magnetic tweezers (Dulin et al., 2017; Manosas et al., 2017) , flow stretching assays, optical tweezers (Sen Neupane et al., 2016; Lei et al., 2017; Mojumdar et al., 2017) , acoustic tweezers (Memoli et al., 2017) and centrifugal force microscopy (Halvorsen & Wong, 2010; Yang et al., 2016) , rely on the tracking of spherical beads Correspondence to: Hai Lei, State Key Laboratory of Precision Measuring Technology and Instruments, Tianjin University, Tianjin 300072, China. Tel: +86 02258018-712; e-mail: nkukid@163.com to obtain quantitative information about individual tethered molecules. With these techniques, single molecule tethered spherical bead motion was monitored to evaluate the occurrence of processes involving intermolecular or intramolecular interactions, such as RNA translation (Qu et al., 2011; Kaiser & Tinoco, 2014) , transcription (Fazal et al., 2015) , DNA unwinding (Kemmerich et al., 2016) , and protein folding and unfolding (Chen et al., 2015) . Additionally, spherical beads are also used in tracking force microscopy, where the tracked bead distribution can show the deformation of biomaterials, such as hydrogels, induced by the motion of cultured cells (Rodriguez-Franco et al., 2017) .
The 3D tracking of spherical beads in such experiments is typically performed using either a quadrant photodiode detector (QPD) or camera-based video microscopy. Typically, a QPD is used in optical tweezers (Neuman & Block, 2004) . With back-focal-plane detection (Shaevitz et al., 2003) , a QPD provides angstrom resolution at high frequency (MHz). However, QPD-based detection can detect only one bead instead of multiple beads. Camera-based detection is widely used in magnetic tweezers (Huhle et al., 2015) , acoustic tweezers and centrifugal force microscopy, and can track multiple beads in parallel (Lansdorp et al., 2013) . Different algorithms have been developed to determine the coordinates of tracked beads (Cheezum et al., 2001; Liu et al., 2009; Zhang & Menq, 2009 ). 3D particle tracking includes lateral and axial position detection. For the lateral direction, the centroid method and Hough transform are the most common procedures that provide subnanometre resolution (Owens et al., 2007; van Loenhout et al., 2012) . For the axial direction, two types of methods have been developed. One is based on off-focus images and needs a standard image database that contains known z locations, which are then used to match the target image (Zhang & Menq, 2008; Zhang & Menq, 2009 ). The other is based on a digital holographic technique and is based on either fitting to the exact Lorenz-Mie theory or Rayleigh-Sommerfeld backpropagation (Lee & Grier, 2007; Dixon et al., 2011) . Both methods can achieve high nanometre-level resolution. In our previous work, we have developed the off-focus image and digital holography methods to track beads with nanometre resolution (Lei et al., 2015; Yao et al., 2017) . Briefly, to suppress the pixel-bias error and improve the accuracy, a quadrant interpolation (QI) algorithm was employed to determine the x/y position of the target bead (van Loenhout et al., 2012) , and a radial projection algorithm was then used to calculate the z position (Zhang & Menq, 2008) . The procedure flow is described in Figure 1 . In the first step, as shown in Figure 1(A) , the normalized circular diffraction bead patterns to be tracked are selected from high-speed camera-based images, and then multiple preselected regions of interest (ROIs) and input into and arranged in a large data set. Second, the centre of radial symmetry of each bead is roughly identified by a centre of mass computation, followed by further refinement using the QI algorithm, as shown in Figure 1 (B) . This process can be executed multiple times, typically 5 times, per bead image to further refine its x/y positions. The final step in the scheme is to determine the bead's z position by the radial projection algorithm, as shown in Figure 1(D) . By creating a radial profile using the modified x/y positions and comparing the profile to a prerecorded look-up table (LUT) of radial profiles, the z position of the bead can be determined. Thus, one can track a bead in all three dimensions. However, it is challenging to handle the massive amount of data from continuous images as well as to perform more elaborate 3D position tracking, especially in real time.
To speed up tracking computations, there are two major approaches generally. The first one is based on a general purpose central processing unit (CPU) that provides multiple cores to process data in parallel on multiple processor systems, such as CPU clusters, that is supercomputers, but these systems are typically costly and not generally available on local machines (Goncharsky & Romanov, 2013) . A far more practical option is to utilize the abilities of the graphic processing unit (GPU) of a regular computer, where the computation can be divided into many subproblems (grid-block-thread) that can be solved in parallel on multiple GPU processors, and the computations are performed independently on a local machine. The reduced cost, easier maintenance and massive processing capability of GPU enticed some programmers to start exploring general purpose computing with GPU (Owens et al., 2007; Dardikman et al., 2016) . Recent developments have demonstrated the advantage of GPU over CPU in various applications in medical physics (Pratx & Xing, 2011) . Additionally, several studies have shown the potential of GPU for particle tracking in magnetic tweezers experiments (Cnossen et al., 2014; Huhle et al., 2015) .
Here, we present a parallelization framework for accelerated multiple particle tracking in real time and applied it to a recently built centrifugal force microscope (CFM) for single molecule applications. We extend our previous work by developing an implementation of hybrid programming based on both a multicore CPU and a GPU under the compute unified device architecture (CUDA) platform developed by NVIDIA. Performance was compared via the speedup in tracking multiple beads. A maximum speedup of 137 was achieved with the hybrid approach. To test the accuracy of this approach, nanostepping experiments were performed with fixed beads using a simple optical imaging system. Finally, we employed this technique to track multiple DNA-tethered beads in a CFM for DNA-stretching study.
Experimental setup
Centrifugal force microscopy is a new technique for highthroughput single molecule manipulation (Halvorsen & Wong, 2010; Yang et al., 2016) . Figure 2 shows our recently built CFM, and the details of the implementation can be found in the reference (Halvorsen & Wong, 2010) . Briefly, an entire miniaturized video light microscope was mounted on a rotary stage (APR200DR-155-ES17317, Aerotech, Pittsburgh, Pennsylvania and USA). The video light microscope was a simple system consisting of an LED (780 nm, 5 V, Thorlabs), lens, objective (50×, numerical aperture (NA) 0.55, Nikon, Tokyo, Japan) and a CCD (Prosilica GT2450, 3.45 μm × 3.45 μm, 2480 × 2050, Allied Vision, Shanghai, China). The magnification of the system was 27×. A nanostage (PI, P-733.3, 100 μm × 100 μm) was employed to collect standard image data for particle tracking. In contrast to Wesley Wong's setup, we introduced a tubular structure for the video light imaging system that could suppress the influence of air movements and make the system much more stable. Images for the experimental data and the artificial image construction were acquired with a CCD. A commercially available NVIDIA GeForce GTX 950m graphics card was employed that could utilize 640 streaming multiprocessors running at a 1.12 GHz clock frequency. The GPU had 4 GB of memory accessible from the CPU via the PCT-E 3.0×16bus, 64 kB of constant memory, 48 kB of shared memory and 2 MB of L2 cache. The serial code ran on an Intel core (TM) with 2.30 GHz clock frequency, 6 MB of cache and 8 GB of RAM. Figure 3 shows a typical image of hundreds of tracked beads recorded by CFM.
Implementation of the parallel algorithm on the GPU

NVIDIA GPUs and CUDA
To perform parallel tracking of multiple beads based on the previous algorithm on a GPU, we used the CUDA programming platform (Patterson & Hennessy, 2013) . CUDA comprises a programming language accompanied by the necessary libraries to support the execution of code on NVIDIA GPUs (Dardikman et al., 2016) . A program that uses CUDA must be structured in distinct portions to run on the GPU (referred to as the device), which are called kernels, while the main routine is running on the CPU (referred to as the host). To initiate kernel execution using CUDA, one must define a mapping of application threads into blocks and accordingly a mapping of such blocks on a grid. The device code is executed by many independent threads, which are hierarchically organized, and groups of threads are organized into thread blocks. Typically, 32 threads are organized into a group, referred to as warp. Finally, each streaming multiprocessor (SM) schedule executes threads at the warp level. Threads in a warp are physically executed in parallel and synchronized. Multiprocessors can execute only one warp at time. However, if threads in a warp are waiting to access global memory, the multiprocessor can stop executing that warp and switch to another, eliminating the memory latency time (Kalantzis & Tachibana, 2014 ).
GPU-based particle tracking
The key point for multiple particle tracking is concurrent computation. That is, the computation for the image analysis is independent for each particle and thus can be conducted in parallel without any communication among the processors. Effective parallelization of the x, y, z coordinates part, however, is quite nontrivial because information from all particles of the sample set is needed to generate particle trajectories (Lansdorp et al., 2013) . The flowchart of the GPU-based method is shown in Figure 4 . The CUDA-based method that runs in a CPU-GPU environment and the different tasks for the two platforms are shown in Table 1 .
To achieve a high-speed event, we implement a hybrid approach that is additionally realized by 'mixing' C/CUDA and the thread pool to demonstrate the potential of simultaneously utilising a GPU and multicore CPU for tracking calculations. Therefore, we use the library of C++ 11.0 to create multiple threads. By employing a thread pool, the CPU code is divided into three sections. The first thread is called the main thread, which is responsible for receiving data from cameras and selecting ROIs that are queued together in batches and then mapping them into a list for analysis, as shown in Figure 4 . The second thread is called the job thread, which transfers the list data from CPU to GPU memory and then launches the kernel on the GPU. The main thread always keeps the data transmission independent until the size of the batch is equal to the value. The third thread is called result thread and transfers the position results from the GPU to the CPU. Within the GPU code, because the GPU has less memory than the host, we need to divide the input buffer into many small blocks. The advantage is that during the time required to launch the GPU, the rest of the CPU threads can be utilised, and the data transmission time consequently can be reduced further.
As stated in 'NVIDIA GPUs and CUDA' section, specific optimisation approaches should be applied to this type of programming model for the purpose of the present work. First, the CUDA-based mode utilises thousands of threads to hide memory latency. Accordingly, one should obey the following points. (i) The threads should be arranged in a number of blocks that reaches 100% utilisation of hardware. Typically, the value is a multiple of the number of multiprocessors. (ii) The number of threads that belong to a block should be a multiple of the warp size (typically 32) to avoid waiting time. Second, we choose a reasonable way to combine calls to minimise read/write operations on global memory. Shared memory must be used whenever the data have some reusability or require more register space. In some situations, accessing shared memory would be hundreds of times faster than accessing global memory, but only tens of KB will be available at that time to any multiprocessor. Moreover, hardware scheduling is based on half a warp, not the entire warp. If possible, branches on the GPU that serialise execution of a warp (Bianchi & Di Leonardo, 2010) .
For parallel tracking, the most computation-consuming steps are calculating the circular geometry of the diffraction pattern and resampling the image on a circular grid, moreover. Additionally, matching the profiles of many beads to LUTs is a particularly computation-heavy step. The radial projections of all beads are independent of each other, which makes it easy to speed up the tracking algorithm with parallel computing hardware. The GPU is introduced based on the CUDA technique in 'NVIDIA GPUs and CUDA' section. The centre of mass (COM) algorithm kernel for the GPU is executed in M blocks (M = batch size) with N threads each. Each thread calculates the centre of the 2D image. Consequently, the QI algorithm is also processed in M blocks, each with 16 × 16 × 4 threads to save computational time by calculating the radial bin of each of the four quadrants in separate threads. Moreover, memory latency hiding can be achieved through higher occupancy when small kernels run concurrently. Next, M blocks with respect to 16 × 8 threads are created to determine the z positions, which are calculated by matching their radial profiles with the prerecorded LUT. Finally, the x, y, z coordinates from all threads are collected and transferred to the CPU. The parallel tracking scheme is shown in Figure 5 . 
Evaluation of the procedure
To evaluate the performance of the procedure, the positions of immobilised beads were measured. To measure the true resolution, one must compare the tracked position with its actual position, which is experimentally complicated but is easily achieved with computer-generated images. We therefore artificially generated images by simulating a nanostepping movement of a particle over the image grid, similar to the methods of van Loenhout et al. (2012) .
First, images of a 5 μm silicon dioxide bead were recorded at 27× (calibrated system magnification) magnification for 300 different focal positions separated by 100 nm. Then, the standard image data were built and the radial intensity profiles were calculated at each z position, resulting in a z-LUT. With the LUT, one can generate a perfect, noise-free image of a bead at any position by parabolic fitting of the expanding fringe pattern. Next, we generated an image series representing a stepping movement of 0.01 pixels and 1 nm across the camera image grid in the x direction and z direction, respectively. Poisson noise was applied to these images to simulate the effect of shot noise. Subsequently, these images were tracked with the proposed procedure, and the results are shown in Figure 6 . From the simulation, a 1 nm nanostepping movement is clearly seen, and the resolution is much better than 1 nm, as shown in Figures 6(A) and (B) . Moreover, the accuracy increases with the ROI size, as shown in Figure 6 (C). Additionally, we simulated the computation speed on both the CPU and GPU, as shown in Figure 6 (D). More than 10 4 images s -1 can be processed with the GPU, whereas the rate is 10 2 images s -1 with the CPU. These simulations demonstrate the efficiency and accuracy of the presented procedure.
Experiments results and discussion
Nanostepping experiments
In addition to the simulations, we also tested the 3D tracking system with experimental data. The system was used to measure the nanostepping motion of a 5 μm diameter SiO 2 bead in three axes simultaneously with a video light microscope, as shown in Figure 2 . The bead was immobilised on a substrate controlled by the three-axis piezo stage. Prior to conducting 3D tracking, automated calibration with a step size of 100 nm in the axial direction was performed as described in 'Evaluation of the procedure' section. The piezo stage was controlled to perform 1 nm stepping along the x, y and z axes. Figure 7 shows the resulting position tracking of the bead. In this experiment, the low-frequency signal was considered drift due to a system error and was removed. Nanostepping was consequently clearly seen. The standard deviation of the measured motion was 0.44 nm along the x and y axes and 0.68 nm along the z axis. The performance of this procedure is evaluated with the speedup:
where T CPU and T GPU are the execution times of the CPU-and GPU-based codes, respectively. To evaluate the performance of the procedure, we compared the execution time of the hybrid procedure based on the CPU/GPU with the time for the procedure using the CPU only. We also considered the influence of the ROI size. The computation speed was estimated by measuring the time required to process 60 000 8-bit images where a large number of images were required to smooth out any time delays caused by CUDA batching or CPU caching. Figure 8 . The results show that the hybrid process is much faster than the process with the CPU alone. For 2D (x and y) localisation, the maximum speedup could reach 160, and for 3D tracking, the speedup would also be 137. However, as the size of the ROI increased, the speedup decreased. The results indicated that the procedure could process more than 17 000 ROIs of tracked bead images every second, that is the procedure could track 100 beads in parallel at an imaging speed of 170 fps. This step is a considerable advancement for multiple particle tracking in parallel, which would enhance high-throughput, real-time single molecule research. Furthermore, our measurements of individual CUDA command streams indicated that image processing is limited by the computational speed, rather than the data transfer speed or the available video memory size. In a simulation with 100 × 100 ROIs and 5 QI iterations, we found that 4% of the GPU time was spent on the COM computation, 62% on QI iterations and 35% on z computations. Transferring images to the GPU or transfer results back to the CPU does not involve GPU computations and facilitates real-time processing. The transfer is essentially performed 'for free' by other parts of the GPU during the time that other batches are being processed. As modern GPUs contain gigabytes of memory space, thus, memory size is never a limiting factor for multiple particle tracking.
DNA-stretching experiments
To demonstrate the experimental relevance of the proposed procedure, we performed measurements in our CFM, as shown in Figure 2 . Similar to the situation with magnetic tweezers, DNA-tethered beads adhere to the substrate via chemical modification. Instead of the magnetic force used in magnetic tweezers, CFM applies a centrifugal force to the tethered beads. The centrifugal force applied to each molecular tether can be easily determined using F = mω 2 R, where m is the mass of the bead (minus the mass of the medium displaced to account for buoyancy), ω is the magnitude of its angular velocity and R is its distance from the axis of rotation. In this experiment, 12-kbp DNA molecules were tethered to 5 μm beads and then accelerated within a few seconds to a constant velocity to apply a uniform force field. Roughly, several phenomena of bead motion occurred. Singly tethered beads responded by moving away from the glass substrate by a distance consistent with the compliance of double-stranded DNA, whereas beads that were not tethered to the surface extended far from the focus, and nonspecifically bound beads remained at or near the glass surface, as shown in Figure 9 (A). Figure 3 is a recorded image applied a field of view containing approximately 113 individual tethered beads, each captured in an ROI of 90 × 90. When applying a 12 pN force to these beads, we tracked the beads simultaneously at 25 Hz using the hybrid procedure. From the dataset, we found that 26 beads flew away immediately when the force was applied, and 29 beads also flew away afterward, which may be due to the dissociation of the cross-linker. In addition, 16 beads remained at the surface and could be used as reference beads, while 18 beads remained near the surface. Therefore, 24 beads were tethered DNA molecules. However, 9 of the beads overlapped with a nearby bead, resulting in tracking inaccuracy. Two trajectories of the remaining 15 beads are shown in Figure 9 . As shown in Figure 9 (B), without a centrifugal force, the bead motions were dominated by Brownian movement. The Brownian motion decreased when a centrifugal force was applied due to the constraint of the tethered DNA molecule. Moreover, the position of beads changed along the y and z directions. The displacement in the z direction for a fixed bead would be the length of DNA, which was in agreement with its theoretical length (Wang et al., 1997) . Moreover, we designed another experimental scheme to study DNA stretching. The CFM was accelerated to 600 rpm with an acceleration of 50 degrees per second, which would provide a centrifugal force of 70 pN to stretch DNA. At this time, the variance in each bead image was measured. Figure 10 demonstrates the force-extension curves of 16 tethered DNA molecules (colourful dots) and the red line represents the simulation of the worm-like chain model. There is a B-S transition when the force reaches 65 pN. Our results are in agreement with the data presented in the literature.
These experiments not only demonstrate that the presented hybrid procedure with a CPU and CUDA-based GPU is capable of tracking multiple beads in parallel but also demonstrate that CFM is available for high-throughput single molecule studies.
Conclusions
We have established a fast procedure for tracking multiple particles. Our results demonstrate the feasibility and increased efficiency of the hybrid implementation with a CPU and CUDAbased GPU compared with the procedure using only a CPU for particle tracking in an extremely simple imaging system with low magnification (27×). A 1 nm resolution is achieved in all three dimensions, and the computation speedup of more than enables the tracking of multiple particles in parallel and in real time. In fact, the efficiency and accuracy would be even further improved with a supercomputer and precision imaging systems, respectively. We employed this procedure in our recently built CFM for single molecule experiments. By tracking massive DNA-tethered beads, DNA stretching has been studied. This experiment not only demonstrates a practical application of the presented procedure but also indicates the performance of CFM. The advances in both process programs and instruments pave the way for high-throughput single molecule studies, drug screening and other research in life sciences.
