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THE TOPOLOGICAL QUANTUM FIELD THEORY OF RIEMANN’S THETA
FUNCTIONS
RA˘ZVAN GELCA AND ALASTAIR HAMILTON
Abstract. In this paper we prove the existence and uniqueness of a topological quantum field
theory that incorporates, for all Riemann surfaces, the corresponding spaces of theta functions and
the actions of the Heisenberg groups and modular groups on them.
1. Introduction
In his treatise “Theorie del Abel’schen Funktionen” [13], Bernard Riemann associated Riemann
surfaces to elliptic functions, and to these Riemann surfaces he associated theta functions defined
on n-tori which we now call Jacobian varieties. Riemann’s work, inspired by the previous works of
Abel and Jacobi, generalized their ideas. Theta functions were originally the building blocks of the
theory of elliptic functions, and later established themselves as some of the most important functions
in mathematics, comparable to trigonometric functions and polynomials. A major contribution of
19th century research was the discovery of the action of mapping class groups of surfaces (also known
as modular groups) on theta functions, whose discovery is mostly due to Jacobi. Much later, Andre´
Weil discovered an action of a Heisenberg group on theta functions given by translations in the
variables [19].
At the end of the 20th century, Riemann’s theta functions were placed in a quantum physical
framework. On the one hand, Edward Witten related them to the abelian version of his quantum
field theory based on the Chern-Simons functional. On the other hand; theta functions, the action
of the Heisenberg group, and the action of the modular group were obtained from the geometric
quantization of the Jacobian variety, cf. [8].
This paper is about the theory of Riemann’s theta functions and its place within Witten’s abelian
Chern-Simons theory. It is a continuation of the work of the first author with Alejandro Uribe in
[4], as well as of the work of Murakami, Ohtsuki, and Okada in [10]. The main result of this paper
is the construction of the topological quantum field theory (TQFT) that underlies the theory of
Riemann’s theta functions and is hence associated to abelian Chern-Simons theory. This TQFT
also encompasses the Murakami-Ohtsuki-Okada invariant of 3-manifolds.
The construction is done in the perspective of [2] using skein modules associated to the linking
number [11]. Our perspective is novel in the sense that we view this topological quantum field theory
as an object that incorporates the spaces of theta functions, the actions of the Heisenberg groups
and modular groups for surfaces of all genera. Stated more precisely, this TQFT is constructed so
that it incorporates the skein theoretical realizations of these three objects. Moreover, we prove
the uniqueness of our description of such a theory, which means that there is only one theory that
incorporates the classical theory of theta functions, namely abelian Chern-Simons theory. From
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this viewpoint, Chern-Simons theory arises naturally from the theory of theta functions. In fact,
as is well-known, many of the classical constructions in the theory of theta functions can be done
from the perspective of quantization. As we will see, these principles of quantization largely fix
what the corresponding TQFT must look like. We hope that this point of view may be useful in
studying TQFTs based on other gauge groups.
It is well-known that modular tensor categories give rise to TQFTs [16], although it is an open
question as to whether all TQFTs arise in this way. One can pose the question as to whether or
not the TQFT defined in this paper arises from some modular category? Unfortunately, there are
some issues with constructing such a modular category. Even if such a modular category exists, it
would be impossible to embed this tensor category inside the tensor category of vector spaces, at
least when the latter is given the usual associator for the tensor product. In some sense, any such
category must look somewhat pathological. We briefly discuss some of the issues that arise at the
end of the paper, following the proof of the main theorem.
The paper is organized as follows. In Section 2 we recall relevant material on theta functions,
skein theory and the action of the mapping class group on theta functions. In Section 3 we resolve
the projective ambiguity in the representation of the mapping class group using the Maslov index.
In Section 4 we define the background for our TQFT and prove the main theorem on the existence
and uniqueness of a TQFT incorporating the theory of theta functions. Here we construct a certain
category of extended surfaces, where composition of morphisms is defined through the Maslov index.
This modest innovation reduces keeping track of the anomaly of a TQFT and related matters to a
series of category theoretical tautologies.
Notation and conventions. Given an oriented surface Σ, we will denote its mapping class group
by MCG(Σ). We denote the group of integers modulo N by ZN .
2. Theta functions and skein theory
In this section we will recall basic background material on theta functions and quantization,
translating the relevant notions into skein theory.
2.1. Theta functions and quantization. Let Σg denote the standard surface of genus g, as
depicted in Figure 1, which we fix for the remainder of the paper. Figure 1 illustrates a canonical
basis for H1(Σg,Z), which we also fix. Σg is oriented so that the intersection form in H1(Σg,Z) is
given by,
ai · aj = 0 = bi · bj, ai · bj = δij .
aaa g
gb
1 2
b1 b2
Figure 1. The standard surface of genus g together with a canonical basis of its
first homology group.
Endow Σg with a complex structure to turn it into a Riemann surface. We now briefly sketch the
standard construction of the space of theta functions using this complex structure via geometric
quantization. Later, we will see that this construction does not really depend upon this choice
of complex structure by describing a topological model for the space of theta functions in terms
of skein theory; however, it is this complex structure that allows us to make use of geometric
quantization.
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Recall from [3] that given the complex structure on Σg, there exists a unique set of holomorphic
1-forms ζ1, . . . , ζg on Σg such that ∫
ai
ζj = δij .
From these 1-forms we define the matrix Π ∈Mg(C) by
piij :=
∫
bi
ζj.
This matrix is symmetric with positive definite imaginary part. The g × 2g matrix λ := (Ig,Π) is
called the period matrix.
Definition 2.1. The Jacobian variety J associated to our Riemann surface is the quotient
J := Cg/L
of Cg by the lattice subgroup
L := {t1λ1 + · · ·+ t2gλ2g : t1, . . . , t2g ∈ Z}
spanned by the columns λi of λ. It inherits a holomorphic structure from its covering space C
g.
The period matrix λ defines an invertible R-linear map
R2g = Rg × Rg → Cg (x, y) 7→ λ(x, y)T = x+Πy
descending to a diffeomorphism
R2g/Z2g ≈ Cg/L = J .
In this system of real coordinates we may unambiguously define a symplectic form
ω :=
g∑
i=1
dxi ∧ dyi
on J . This symplectic form allows us to view J as the phase space of a classical mechanical system.
The Hilbert space of our quantum theory is obtained by applying the technique of geometric
quantization (cf. [14], [20]) to this classical system using a Ka¨hler polarization, which we will
describe here very briefly. One begins by constructing a certain holomorphic line bundle over the
Jacobian variety known as the prequantization line bundle. This bundle is constructed as the
tensor product of a line bundle that possesses a connection whose curvature is equal to −2piih ω and
a line bundle that is the square root of the canonical line bundle. In our particular case the latter is
trivial, so we are only concerned with the first. Because Chern classes are integral classes, this forces
Planck’s constant h to be the reciprocal of an integer N . In fact, we insist that this is a positive
even integer, in order for the entire mapping class group to act on theta functions. We then consider
sections of this line bundle. In the Ka¨hler polarization, our Hilbert space is defined to be the space
of holomorphic sections of this line bundle. Pulling this line bundle back to the contractible space
Cg, it becomes trivial, and the Hilbert space may be identified with holomorphic functions on Cg
satisfying certain periodicity conditions. In a canonical trivialization that is determined by the
construction of this bundle, we get the space of theta functions, which is defined as follows.
Definition 2.2. The space of classical theta functions ΘΠN (Σg) associated to our Riemann surface
consists of all holomorphic functions f : Cg → C satisfying the periodicity conditions
f(z + λj) = f(z), f(z + λg+j) = e
−2piiNzj−piiNpijjf(z);
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for j = 1, . . . , n; where λj denotes the jth column of the period matrix λ. It may be given the
structure of a Hilbert space by defining on it the following Hermitian inner product,
〈〈f, g〉〉 := (2N) g2 (detΠI) 12
∫
[0,1]2g
f(x, y)g(x, y)e−2piNy
TΠIydxdy; (2.1)
where ΠI ∈Mg(R) denotes the imaginary part of Π.
The space of theta functions, as defined above, has a canonical orthonormal basis consisting of
the theta series
θΠµ (z) :=
∑
n∈Zg
e
2piiN
[
1
2(
µ
N
+n)
T
Π( µN+n)+(
µ
N
+n)
T
z
]
, µ ∈ ZgN .
Now we turn to the problem of quantization, for which we use Weyl quantization in the momen-
tum representation [1], [4]. In this scheme, only the exponential functions
J → C, (x, y) 7→ e2pii(pT x+qT y)
on the phase space J are quantized, where p, q ∈ Zg. To such a function on the phase space, one
defines an operator
Opq := Op
(
e2pii(p
T x+qT y)
)
: ΘΠN (Σg)→ ΘΠN (Σg) (2.2)
on the Hilbert Space ΘΠN (Σg) by exponentiating the action of the usual position and momentum
operators. On theta series it is given by (cf. Proposition 2.1 of [4])
Opq[θ
Π
µ ] = e
−pii
N
pT q− 2pii
N
µT qθΠµ+p.
2.2. Heisenberg group.
Definition 2.3. Let g be a nonnegative integer. The Heisenberg group H(Zg) is the group
H(Zg) := {(p, q, k) : p, q ∈ Zg, k ∈ Z}
with underlying multiplication
(p, q, k)(p′, q′, k′) =

p+ p′, q + q′, k + k′ + g∑
j=1
(pjq
′
j − p′jqj)

 .
If N is a positive even integer, the finite Heisenberg group H(ZgN ) is the quotient of the group
H(Zg) by the normal subgroup consisting of all elements of the form
(p, q, 2k)N = (Np,Nq, 2Nk); p, q ∈ Zg, k ∈ Z.
Remark 2.4. The Heisenberg group H(Zg) can be interpreted as the Z-extension of
H1(Σg,Z) = Z
g × Zg,∑g
i=1(piai + qibi) ⇌ (p, q);
by the cocycle defined by the intersection form.
The operators (2.2) defined byWeyl quantization generate a subgroup of the group U(ΘΠN (Σg)) of
unitary operators on ΘΠN (Σg), which may be identified with the finite Heisenberg group as follows.
Proposition 2.5. (Proposition 2.3 in [4]) The subgroup G of the group of unitary operators on
ΘΠN (Σg) that is generated by all operators of the form
Opq = Op
(
e2pii(p
T x+qT y)
)
; p, q ∈ Zg;
is isomorphic to the finite Heisenberg group H(ZgN ):
H(ZgN )
∼= G, (p, q, k) 7→ ekpiiN Opq. (2.3)
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The representation of the finite Heisenberg group on the space of theta functions that is defined
by (2.3) is called the Schro¨dinger representation. It is essentially unique, as expressed by the
following well-known finite dimensional version of the Stone-von Neumann theorem (see [4]).
Theorem 2.6. Any irreducible representation of the finite Heisenberg group in which the element
(0, 0, 1) ∈ H(ZgN ) acts as multiplication by the scalar e
pii
N is unitarily equivalent to the Schro¨dinger
representation (2.3).
The Stone-von Neumann theorem allows us to quantize changes of coordinates, giving rise to a
projective representation of the mapping class group MCG(Σg) of our surface on Θ
Π
N (Σg). Any
element h ∈ MCG(Σg) induces a linear endomorphism h∗ of H1(Σg,Z). By Remark 2.4, this in
turn induces an automorphism
H(ZgN )→ H(ZgN ), ((p, q), k) 7→ (h∗(p, q), k)
of the finite Heisenberg group. By Theorem 2.6, there is a unitary map
ρ(h) : ΘΠN (Σg)→ ΘΠN (Σg)
such that
Oh∗(p,q) ◦ ρ(h) = ρ(h) ◦Opq; p, q ∈ Zg. (2.4)
This identity is referred to as the exact Egorov identity. By Schur’s Lemma, the map ρ(h) is well-
defined up to multiplication by a complex scalar of unit modulus. Consequently, this construction
gives rise to a projective unitary representation
MCG(Σg)→ U
(
ΘΠN (Σg)
)
/U(1), h 7→ ρ(h); (2.5)
of the mapping class group on the space of theta functions. There is a well-known representation
theoretical point of view which identifies the operators associated to elements of the mapping class
group as discrete Fourier transforms, cf. [4].
Remark 2.7. The classical way of explicating the representation of the mapping class group, which
was done in the 19th century well before Weil’s discovery of the action of the Heisenberg group,
is to examine the behavior of theta functions under the action of the mapping class group on the
variables of theta functions. Under changes of coordinates, up to a multiplication by a holomorphic
function, the space of theta functions is mapped linearly to itself (see for example [9]). Because
changes of coordinates act on the symbols of the operators that make up the Heisenberg group in
exactly the same manner as the one described above, the two representations of the mapping class
group coincide up to multiplication by a scalar. The above point of view allows us to establish the
analogy with the metaplectic representation. However, in what follows we will give a topological
perspective of the representation of the mapping class group, and in this setting we outline a
topological approach to resolving the projective ambiguity of the representation, different from the
classical one.
2.3. Skein theory. We now recall from [4] a topological model for the space of theta functions
and of the actions of the Heisenberg group and the mapping class group in terms of skein theory.
Given a compact oriented 3-manifold M , consider the free C[t, t−1]-module with basis the set of
isotopy classes of framed oriented links in the interior of the manifold, including the empty link
∅. Factor this by the C[t, t−1]-submodule generated by the relations from Figure 2, where the two
terms depict framed links that are identical, except in an embedded ball, in which they appear as
shown and are endowed with the blackboard framing; the orientation in the embedded ball shown
in Figure 2 that is induced by the orientation of M coincides with the canonical orientation of R3.
The result of this factorization is called the linking number skein module of M and is denoted by
L(M). We refer to its elements as skeins. Given a link L inM , we denote its skein by <L>∈ L(M).
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Figure 2. The skein relations defining L(M).
From the positive even integer N , we define the reduced linking number skein module ofM , denoted
by LN (M), as the C[t, t−1]-module obtained from L(M) as the quotient by the following relations
t · L = epiiN · L and γ‖N ∪ L = L
where the first relation holds for all links L, and the second relation holds for all oriented framed
simple closed curves γ and links L disjoint from γ, and γ‖N is the multicurve in a regular neigh-
borhood of γ disjoint from L obtained by replacing γ by N parallel copies of it (where “parallel”
is defined using the framing of γ).
If M = Σg × [0, 1], then the identification
(Σg × [0, 1])
⊔
Σg×{0}=Σg×{1}
(Σg × [0, 1]) ≈ Σg × [0, 1]
induces a multiplication of skeins in LN (Σg × [0, 1]) which transforms it into an algebra. Note that
a C-linear basis for LN (Σg × [0, 1]) is given by
ap11 · · · apgg bq11 · · · bqgg ; p, q ∈ ZgN .
where ai and bi are the simple curves depicted in Figure 1 (cf. Theorem 4.7(a) of [4]).
Furthermore, for any manifold M , the identification
(∂M × [0, 1])
⊔
∂M×{0}=∂M
M ≈M (2.6)
defined canonically up to isotopy makes LN (M) into a LN (∂M × [0, 1])-module.
Theorem 2.8. (Theorem 4.7(c) in [4]) There is an isomorphism of algebras
LN (Σg × [0, 1]) ∼= End(ΘΠN (Σg)), ap11 · · · apgg bq11 · · · bqgg 7→ e
pii
N
pT qOpq. (2.7)
This isomorphism is equivariant with respect to the action of the mapping class group MCG(Σg),
which acts on LN (Σg × [0, 1]) in the obvious fashion and on End(ΘΠN (Σg)) through conjugation by
the action of the mapping class group;
MCG(Σg)× End(ΘΠN (Σg))→ End(ΘΠN (Σg)), (h,A) 7→ ρ(h) ◦ A ◦ ρ(h)−1.
We have the following topological description of the space of theta functions. Let Hg denote the
standard genus g handlebody, which we define as the 3-manifold enclosed by the surface Σg from
Figure 1. Hg will remain fixed for the remainder of the paper. Consider the framed curves ai in
Figure 1. These give rise to framed curves lying in Hg, which we also denote by ai.
Theorem 2.9. (Theorem 4.7(b) in [4]) There is a C-linear isomorphism
ΘΠN (Σg)
∼= LN (Hg), θΠµ 7→ aµ11 · · · aµgg . (2.8)
This isomorphism is equivariant in the sense that the following diagram commutes:
End(ΘΠN (Σg))⊗ΘΠN (Σg) //
∼=

ΘΠN (Σg)
∼=

LN (Σg × [0, 1]) ⊗ LN (Hg) // LN (Hg)
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Here the top horizontal arrow denotes the usual action of End(ΘΠN (Σg)), whilst the bottom arrow
denotes the action arising from the identification (2.6). The right vertical arrow denotes the iso-
morphism (2.8), whilst the left vertical arrow denotes the tensor product of the inverse of (2.7) with
(2.8).
Having given a description of the space of classical theta functions that is independent of the
complex structure, we now turn to describing the action of the mapping class group in this context.
Recall that any element h ∈ MCG(Σg) may be represented as surgery on a framed link in Σg×[0, 1].
Take a framed link L in Σg × [0, 1] such that the 3-manifold Mh that is obtained from Σg × [0, 1]
by surgery along L is homeomorphic to Σg × [0, 1] by a homeomorphism (where Mh is the domain
and Σg × [0, 1] is the codomain) that is the identity on Σg × {1} and h ∈ MCG(Σg) on Σg × {0}.
For those links L having this property, the homeomorphism hL := h is well-defined up to isotopy.
To describe the skein in LN (Σg × [0, 1]) that is associated to the action (2.5) of the mapping
class group by Theorem 2.8, we introduce a special skein.
Definition 2.10. Consider the skein in the solid torus that is depicted in Figure 3 multiplied by
N−
1
2 . Given a framed link L in a 3-manifold M , let Ω(L) ∈ LN (M) denote the skein that is
+ + ... + ...
Figure 3. The skein Ω. The sum has N terms.
obtained from L by replacing each component of L with the skein from Figure 3 using the framing
of that component. Specifically, if L is the disjoint union L = L1∪ · · ·∪Lm of closed framed curves
Li, then
Ω(L) := N−
m
2
N−1∑
i1,...,im=0
L
‖i1
1 ∪ L‖i22 ∪ · · · ∪ L‖imm .
Note that Ω(L) does not depend upon the orientation of the link components of L.
Theorem 2.11. (Theorem 8.1 in [4]) Let hL ∈ MCG(Σg) be a homeomorphism that is represented
by surgery on a framed link L. The skein in LN (Σg × [0, 1])/U(1) associated to the endomorphism
ρ(hL) ∈ U(ΘΠN (Σg))/U(1) by Theorem 2.8 is Ω(L).
Consequently, by Theorem 2.9, the projective representation (2.5) of the mapping class group
is modeled on LN (Hg) as multiplication by the skein Ω(L) ∈ LN (Σg × [0, 1]). Having now defined
a completely topological model for classical theta functions and the action of the mapping class
group, their study may, for the purposes of this paper, be entirely divorced from any dependence
upon the complex structure on the surface Σg which we made use of when applying the method of
geometric quantization.
2.4. Surgery diagrams for parameterized 3-cobordisms. The constructions of this section
are standard (see [2], [16]).
Every compact, connected, oriented 3-manifold without boundary can be represented by surgery
on a framed link in S3, and any two surgery diagrams of the same manifold can be transformed
into one another by a finite sequence of isotopies and the Kirby moves (k1) and (k2), where (k1)
consists of adding/deleting a trivial link component with framing ±1 and (k2) consists of sliding
one link component over the other.
A compact, connected, oriented 3-manifold with boundary can be represented by surgery in the
complement of the regular neighborhood of a ribbon graph whose connected components are as
shown in Figure 4. Recall the following definition.
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Figure 4. Ribbon graph whose regular neighborhood is a handlebody
Definition 2.12. A parameterized 3-cobordism
M : ∂−M ⇒ ∂+M
is a triple (M,∂−M,∂+M) whereM is an oriented compact 3-manifold and ∂−M , ∂+M are oriented
closed subsurfaces which partition ∂M such that the orientation of ∂+M coincides with that of ∂M
while that of ∂−M does not. The subsurfaces ∂±M are each parameterized by fixed orientation
preserving homeomorphisms
f− :
k−⊔
i=1
Σg−i
→ ∂−M and f+ :
k+⊔
i=1
Σg+i
→ ∂+M. (2.9)
Two parameterized 3-cobordisms M : ∂−M ⇒ ∂+M and M ′ : ∂−M ′ ⇒ ∂+M ′ can be composed
if and only if ∂+M and ∂−M
′ are parameterized by exactly the same surface. In this case, the
composition
(M ′′ : ∂−M
′′ ⇒ ∂+M ′′) := (M ′ : ∂−M ′ ⇒ ∂+M ′) ◦ (M : ∂−M ⇒ ∂+M) (2.10)
is obtained by gluing M to M ′ using the parameterizations (2.9).
For any connected parameterized 3-cobordism M : ∂−M ⇒ ∂+M there is a surgery diagram for
M such that:
(1) The ribbon graph Γ± corresponding to ∂±M lies in the yz-plane of R
3 ⊂ S3 in such a way
that its “circles” are of the form (y − j)2 + (z − k)2 = 1/9 and its “edges” lie on the line
z = 0 for Γ− and z = 1 for Γ+.
(2) The surgery link L lies entirely inside the slice R2 × (0, 1).
(3) (a) The parameterization of ∂−M is obtained by translating each standard surface Σgi to
the boundary of the regular neighborhood of the ith component of Γ−. In this way,
the curves aj from Figure 1 run counterclockwise.
(b) The parameterization of ∂+M is obtained by again performing such a translation to
the components of Γ+, followed by a reflection in the plane z = 1. In this way, the
curves aj from Figure 1 run clockwise.
Remark 2.13. Any two surgery diagrams that represent the same parameterized 3-cobordism can
be transformed into one another by a sequence of isotopies, of Kirby moves (k1) and (k2) performed
on the surgery link, and by slides of the edges of the graph along the surgery link components.
As an example, a surgery diagram for the cylinder
Σg × [0, 1] : Σg × {0} ⇒ Σg × {1}
whose ends are parameterized by the identity parameterizations is shown in Figure 5.
In what follows, we will require the definition of a nondegenerate symmetric bilinear form 〈−,−〉
on LN (Hg) which differs from the Hermitian form defined by (2.1). Given skeins L, L′ ∈ LN (Hg),
embed the skein L in a regular neighborhood of the bottom ribbon graph of Figure 5 by a translation.
Similarly, using just such a translation, embed the skein L′ in a regular neighborhood of the top
ribbon graph. Replace the surgery curves of Figure 5 by the skein Ω. The result is a skein
〈L,L′〉 ∈ LN (S3) = C. (2.11)
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...
...
Figure 5. Surgery diagram for Σg × [0, 1], which consists of g surgery curves.
One may check by direct calculation, using the standard formula for the sum of powers of a primitive
Nth root of unity, that for (i1, . . . , ig), (j1, . . . , jg) ∈ ZgN ;
〈ai11 · · · aigg , aj11 · · · ajgg 〉 =
{
N
g
2 , (i1, . . . , ig) = (j1, . . . , jg)
0, (i1, . . . , ig) 6= (j1, . . . , jg)
}
. (2.12)
Hence (2.11) is nondegenerate.
The following result is due essentially to Turaev [12], [16].
Theorem 2.14. If (L,Γ−,Γ+) and (L
′,Γ′−,Γ
′
+) are surgery diagrams for the connected parameter-
ized 3-cobordisms
M : ∂−M ⇒ ∂+M and M ′ : ∂−M ′ ⇒ ∂+M ′
respectively, then a surgery diagram for the composition (2.10) is obtained as follows:
(1) place the surgery diagram (L,Γ−,Γ+) in R
3 ⊂ S3 such that the “circles” of Γ− are of the
form (y − j)2 + (z − 0)2 = 1/9 and its “edges” lie on z = 0, and the “circles” of Γ+ are of
the form (y − j)2 + (z − 1)2 = 1/9 and its “edges” lie on z = 1;
(2) place the surgery diagram (L′,Γ′−,Γ
′
+) in R
3 ⊂ S3 such that the “circles” of Γ′− are of the
form (y − j)2 + (z − 1)2 = 1/9 and its “edges” lie on z = 1, and the “circles” of Γ′+ are of
the form (y− j)2+(z− 2)2 = 1/9 and its “edges” lie on z = 2; so the “circles” and “edges”
of Γ+ and Γ
′
− overlap;
(3) place a horizontal surgery circle in the plane z = 1 around all but one of the components of
Γ+ = Γ
′
− and endow it with the framing that is parallel to this plane;
(4) delete the edges of Γ+ = Γ
′
− and interpret the “circles” of these overlapping graphs as
surgery curves.
If (L,Γ−,Γ+) and (L
′,Γ′−,Γ
′
+) are the surgery diagrams of the two cobordisms, then Theorem
2.14 tells us how to associate a surgery diagram (L′′,Γ−,Γ
′
+) to the composition. We denote the
link L′′ by L′ ◦ L.
Remark 2.15. Theorem 2.14 extends to 4-dimensional handlebodies, cf. Theorem IV.4.3 of [16]. If
two 4-manifolds W and W ′ are obtained by gluing 2-handles to the 4-ball along framed links L and
L′ respectively, then the 4-manifold W ′′ obtained fromW andW ′ by gluing a regular neighborhood
of the top ribbon graph Γ+ in ∂W to a regular neighborhood of the bottom ribbon graph Γ
′
− in
∂W ′ along a reflection is the result of gluing 2-handles to the 4-ball along the link L′′ := L′ ◦ L.
An illustration of the composition is shown in Figure 6. Note that in this picture we can slide the
horizontal circle at the very right over the horizontal circle in the middle to obtain the horizontal
circle that links the first two vertical circles. We can also flip the horizontal circle in the middle
so that it links the two surgery circles on the left. Thus it is irrelevant on which two of the three
possible locations we place the horizontal circles.
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Figure 6. Gluing of surgery diagrams for parameterized 3-cobordisms.
3. The resolution of the projective ambiguity of the representation of the
mapping class group
The algebraic construction that transforms the projective representation of the mapping class
group into a true representation is well-known; it is the Segal-Shale-Weil representation. Our
purpose here is to give a topological solution to the projectivity issue. The construction is inspired
by [17] and the tools are from [2] and [16]. First, we must introduce the Maslov index (see [5]).
Definition 3.1. Let L1, L2 and L3 be three Lagrangian subspaces of a real symplectic vector space
(V, ω). The Maslov index τ(L1,L2,L3) is the signature of the symmetric bilinear form
([L1 + L2] ∩ L3)⊗2 → R, (x1 + x2)⊗ x3 7→ ω(x2, x3); where xi ∈ Li.
Now, we may make the following definition.
Definition 3.2. The extended mapping class group of the surface Σg is the Z-extension of MCG(Σg)
defined by the multiplication rule
(h′, n′)(h, n) = (h′h, n+ n′ + τ(h′∗h∗(Lg), h
′
∗(Lg),Lg)),
where
Lg := ker[H1(Σg,R)→ H1(Hg,R)] (3.1)
is the Lagrangian subspace spanned by the curves bi from Figure 1. We denote the extended
mapping class group by M˜CG(Σg).
Given a framed link F in S3, denote its signature by σ(F ). Recall that this is the signature of
the 4-manifold obtained by attaching 2-handles to the 4-ball along regular neighborhoods of the
components of F . If L is a framed link in the cylinder Σg × [0, 1], we may embed this link in
S3 using the surgery presentation for this cylinder given in Figure 5. Deleting the ribbon graphs
at each end of this surgery presentation yields a link L∗ whose components are formed from the
components of L and the g annuli of Figure 5. An example is shown in Figure 7. Define σ∗(L) to
be the signature of this link L∗.
...
...
Figure 7. Deleting the ribbon graphs yields a link L∗ formed from L and the g annuli.
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Theorem 3.3. There is a well-defined representation of the extended mapping class group M˜CG(Σg)
on the space of theta functions LN (Hg) given by
M˜CG(Σg) → LN (Σg × [0, 1]),
(h, n) 7→ F(h, n) := e−pii4 (n+σ∗(L))Ω(L); (3.2)
where L is any surgery presentation of h.
Remark 3.4. Here we have used LN (Σg × [0, 1]) ∼= End(ΘΠN (Σg)), cf. Theorem 2.8.
Proof. To prove that F(h, n) does not depend on the choice of surgery presentation L for h; it
suffices, since (2.11) is nondegenerate, to prove that the expression
e−
pii
4
σ∗(L)〈Ω(L) · a, a′〉; a, a′ ∈ LN (Hg) (3.3)
is independent of L. But (3.3) is just the skein in S3 obtained from e−
pii
4
σ(L∗)Ω(L∗) by inserting a
at the bottom of Figure 5 and a′ at the top. Standard Kirby calculus arguments (cf. Remark 2.13)
and some simple calculations involving Gauss sums now imply the claim.
Now, we will show that (3.2) is multiplicative. Suppose that h′ and h are two homeomorphisms
represented by surgery on framed links L′ and L respectively. Then the composite h′′ := h′ ◦ h
is represented by surgery on the framed link L′′ := L′ · L in which L′ is placed on top of L. We
obviously have the identity
Ω(L′′) = Ω(L′) · Ω(L),
so we only need to calculate the signatures of the corresponding links.
Consider the link L′∗ ◦ L∗ defined by Theorem 2.14 and shown on the left of Figure 8 together
with two accompanying ribbon graphs. By Remark 2.15 and Wall’s formula for the nonadditivity
of the signature [18], the signature of this link is
σ(L′∗ ◦ L∗) = σ(L′∗) + σ(L∗)− τ(h′∗h∗(Lg), h′∗(Lg),Lg).
Performing surgery on the 3g annuli of Figure 8 in the complement of a neighborhood of the ribbon
graphs yields a cylinder Σg × [0, 1], so we may slide the link L′ on top of L yielding the link shown
on the right of Figure 8. Note that this does not change the signature of course, as it just amounts
to an isotopy of the placement of the 2-handles on the 4-manifold. Another application of Wall’s
formula yields that the signature of the link on the right, obtained after deleting the two ribbon
graphs, is just
σ(∅∗ ◦ L′′∗) = σ(∅∗) + σ(L′′∗)− τ(h′′∗(Lg),Lg,Lg) = σ(L′′∗).
Hence
σ∗(L
′′) = σ(L′∗ ◦ L∗) = σ∗(L′) + σ∗(L)− τ(h′∗h∗(Lg), h′∗(Lg),Lg),
which implies the result.
g copies
..................
~~~~~~~~~~~
isotopy
Figure 8. After performing surgery on the 3g annuli, we may slide L′ on top of L.

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4. The Topological Quantum Field Theory associated to classical theta functions
4.1. The category of extended surfaces and the functor of states. In this section we define
an extended category of surfaces which forms part of the background for our TQFT and the
corresponding functor of states.
4.1.1. The category of extended surfaces. Intuitively, the category of extended surfaces is a larger
universe that contains all extended mapping class groups. In this way, the projective anomaly of
the representation (2.5) of the mapping class group will be incorporated into the definition of a
TQFT.
Definition 4.1. The category of extended surfaces has
(1) as objects the extended surfaces, which consist of pairs Σ := (Σ,LΣ), where Σ is a closed
oriented surface and LΣ is a Lagrangian subgroup of H1(Σ,Z) that splits as a direct sum of
Lagrangian subgroups amongst the connected components of Σ. Recall that a Lagrangian
subgroup of H1(Σ,Z) is a maximal subgroup amongst those on which the intersection form
vanishes. If L is a Lagrangian subgroup, then LR := L ⊗Z R is a Lagrangian subspace of
H1(Σ,R).
(2) as morphisms the extended homeomorphisms. An extended homeomorphism h : Σ → Σ′
is a pair h := (h, nh), where h : Σ → Σ′ is an orientation preserving homeomorphism and
nh is an integer, which we refer to as the weight of h. The homeomorphism h need not
preserve the Lagrangian subspaces. Extended homeomorphisms
(h, nh) : (Σ,L)→ (Σ′,L′) and (h′, n′h) : (Σ′,L′)→ (Σ′′,L′′)
may be composed according to the rule
(h′, n′h) ◦ (h, nh) = (h′ ◦ h, n′h + nh + τ(h′∗h∗(LR), h′∗(L′R),L′′R)). (4.1)
We denote the standard extended surface of genus g by Σg := (Σg,Lg), where Lg is as defined by
(3.1). We denote the empty extended surface by Φ := (∅, {0}).
Remark 4.2. The usual cocycle identity (cf. Proposition 1.5.8 of [7]) for the Maslov index τ implies
that (4.1) is associative. All morphisms in this category are invertible, with (h, n)−1 = (h−1,−n).
Note that the extended mapping class group M˜CG(Σg) defined by Definition 3.2 may be identified
as the quotient under the isotopy relation of the group Aut(Σg) of automorphisms in this category
of the standard extended surface of genus g.
Remark 4.3. In principle, it is possible to work in the category in which we permit our surfaces to
be decorated by any Lagrangian subspace of H1(Σ,R), but doing so provides no extra utility. In
fact, restricting the choice of subspace as above will significantly simplify Maslov index calculations,
as given any connected extended surface (Σ,L), we may always find a parameterization f : Σg → Σ
such that f∗(Lg) = L. In what follows, we will omit the subscript R from the Maslov index in (4.1),
as no confusion can possibly arise.
Disjoint unions of extended surfaces may be formed in the obvious way, with the weight of a
disjoint union of morphisms being defined as the sum of the individual weights.
4.1.2. The functor of states. Having defined our category of surfaces, we may proceed to define the
functor of states. We employ the following standard idea, which is entirely analogous to covering a
manifold with a multitude of coordinate charts. Suppose that Σ = (Σ,LΣ) is an extended surface.
A parameterization of Σ is an extended homeomorphism
f :
k⊔
i=1
Σgi → Σ. (4.2)
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Consider the small category P(Σ) whose objects consist of parameterizations (4.2) of Σ, and whose
set of morphisms between two parameterizations f and f ′ consists of the one and only one extended
homeomorphism between the domains of f and f ′ that commutes with the parameterizations.
Consider the functor L from P(Σ) to complex vector spaces that assigns to a parameterization
(4.2) the vector space
L (f) :=
k⊗
i=1
LN (Hgi), (4.3)
and assigns to a morphism of parameterizations the representation (3.2), which is extended to
disjoint unions of surfaces in the obvious way, permuting the factors of (4.3) as necessary.
Definition 4.4. We define a functor V from extended surfaces to complex vector spaces by the
following limit,
V (Σ) := lim−→
f∈P(Σ)
L (f).
Consequently, we have a commuting system of maps;
ιf : L (f)→ V (Σ), f ∈ P(Σ).
Since this limit is taken over the groupoid P(Σ), the maps ιf are in fact all isomorphisms, and the
notions of direct limit and inverse limit coincide.
Given an extended homeomorphism h : Σ → Σ′, the basic property of a limit asserts the
existence of a unique map V (h) making the following diagram commute for all parameterizations
f ∈ P(Σ):
V (Σ)
V (h)
// V (Σ′)
L (f)
ιf
OO
L (h ◦ f)
ιh◦f
OO
In the following proposition, we mostly adopt the point of view of Turaev [16, §III.1.2].
Proposition 4.5. The functor V from the category of extended surfaces to complex vector spaces
satisfies the following axioms:
(1) For any two extended surfaces Σ and Σ′, there is a canonical identification isomorphism
V (Σ ⊔Σ′) = V (Σ)⊗ V (Σ′)
such that:
(a) This identification is natural in Σ and Σ′.
(b) The diagram
V (Σ ⊔Σ′)

V (Σ)⊗ V (Σ′)
P

V (Σ′ ⊔Σ) V (Σ′)⊗ V (Σ)
commutes, where P (x⊗ y) := y ⊗ x and the vertical map on the left is induced by the
identification Σ ⊔Σ′ = Σ′ ⊔Σ.
(c) The diagram
V (Σ)⊗ V (Σ′)⊗ V (Σ′′) V (Σ ⊔Σ′)⊗ V (Σ′′)
V (Σ)⊗ V (Σ′ ⊔Σ′′) V (Σ ⊔Σ′ ⊔Σ′′)
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commutes.
(2) The functor V is unital in that V (Φ) = C and the diagram
V (Φ ⊔Σ) V (Φ)⊗ V (Σ)
V (Σ) C⊗ V (Σ)
is commutative for any extended surface Σ.
(3) There is a nonzero complex number a, called the anomaly, such that for any extended surface
Σ,
V (idΣ, 1) = a · idV (Σ) .
For the functor V , this anomaly is given by a := e−
pii
4 .
Proof. Given extended surfaces Σ and Σ′ we have
V (Σ ⊔Σ′) = lim−→
g∈P(Σ⊔Σ′)
L (g) = lim−→
(f ,f ′)∈P(Σ)×P(Σ′)
L (f ⊔ f ′),
= lim−→
(f ,f ′)∈P(Σ)×P(Σ′)
(
L (f)⊗L (f ′)) =
(
lim−→
f∈P(Σ)
L (f)
)
⊗
(
lim−→
f ′∈P(Σ′)
L (f ′)
)
,
= V (Σ)⊗ V (Σ′).
The remaining axioms are verified in a similarly tautological fashion. 
4.2. The category of framed 3-cobordisms and the topological quantum field theory.
The topological quantum field theory is a global object which incorporates theta functions, the
Schro¨dinger representation of the finite Heisenberg group, the representation (2.5), and brings
together surfaces of all genera.
4.2.1. The category of framed 3-cobordisms. We introduce a finer category than the category of
parameterized 3-cobordisms considered in Section 2.4. Firstly, because of our solution (3.2) to
the issue of the projective anomaly in the representation (2.5) of the mapping class group, the
boundaries of our cobordisms should be extended surfaces and the cobordisms themselves should
be framed by integers. Secondly, because theta functions and the Schro¨dinger representation are
modeled by the skein theory of framed links, these cobordisms should contain oriented framed links
in their interior.
Definition 4.6. A framed 3-cobordism
M : ∂−M⇒ ∂+M
is a tuple M := (M,∂−M, ∂+M, LM , nM ), where:
• M is a compact oriented 3-dimensional manifold;
• ∂−M = (∂−M,L−) and ∂+M = (∂+M,L+) are extended surfaces such that ∂−M and ∂+M
are subsurfaces of ∂M , partitioning it such that ∂+M has the same orientation as ∂M while
∂−M has the opposite one;
• LM is an oriented framed link embedded in the interior of M ;
• nM is an integer, called the weight of M.
A homeomorphism of framed 3-cobordisms is an orientation preserving homeomorphism of the
underlying 3-manifolds that preserves the structures described above. According to Definition
4.1, this map need not preserve the Lagrangian subspaces of course. Disjoint unions of framed
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3-cobordisms are formed in the obvious way, by taking the disjoint union of the underlying 3-
manifolds, with the weight of the union being defined as the sum of the weights of each individual
piece.
We may glue two framed 3-cobordisms
M : ∂−M⇒ ∂+M and M′ : ∂−M′ ⇒ ∂+M′
along an extended homeomorphism h : ∂+M→ ∂−M′. The composition
(M′′ : ∂−M
′′ ⇒ ∂+M′′) := (M′ : ∂−M′ ⇒ ∂+M′) ◦h (M : ∂−M⇒ ∂+M)
is formed in the obvious way, by gluing the underlying 3-manifolds together along the homeo-
morphism h and taking LM ′′ to be the union of the links LM ′ and LM . The only part that really
requires any explanation is how the weight nM ′′ ofM
′′ is defined. Consider the following Lagrangian
subspaces:
• the subspace NM (L−) of H1(∂+M,R), which consists of all those elements y for which there
is an x ∈ L− such that x and y are homologous in H1(M,R);
• the subspace NM ′(L′+) of H1(∂−M ′,R), which consists of all those elements y for which
there is an x ∈ L′+ such that x and y are homologous in H1(M ′,R).
Then the weight of the composition is defined by
nM ′′ := nM + nM ′ + nh + τ
(
h∗(NM (L−)), h∗(L+), N
M ′(L′+)
)
+ τ
(
h∗(L+),L
′
−, N
M ′(L′+)
)
.
As is well-known, the cocycle identity for the Maslov index τ implies that gluing cobordisms is
associative. As is also commonly understood, this composition rule is motivated by Wall’s formula
for the nonadditivity of the signature, as we will see in the proof of Theorem 4.8.
4.2.2. The topological quantum field theory. We now bring the theory of theta functions under
the unified framework of topological quantum field theory. The main result is the existence and
uniqueness of a topological quantum field theory incorporating theta functions. One of the points
we wish to emphasize is that this TQFT is essentially fixed by the representation (2.5) of the
mapping class group. This is in turn fixed by the exact Egorov identity (2.4) and the principles of
quantization.
The construction is in the spirit of [2]. We begin with the definition of a TQFT, following closely
the axioms of Turaev [16].
Definition 4.7. A Topological Quantum Field Theory with anomaly a ∈ C× is a pair (V , Z),
where V is any functor from the category of extended surfaces to complex vector spaces satisfying
the axioms of Proposition 4.5, and Z is a mapping which assigns to every framed 3-cobordism
M : ∂−M⇒ ∂+M, a C-linear map
Z(M) : V (∂−M)→ V (∂+M)
satisfying the following axioms:
(1) If
M : ∂−M⇒ ∂+M and M′ : ∂−M′ ⇒ ∂+M′
are two framed 3-cobordisms and f :M→M′ is a homeomorphism between these framed
3-cobordisms (which implies that they have the same weight), then the diagram
V (∂−M)
Z(M) //
V (f|∂−M)

V (∂+M)
V (f|∂+M)

V (∂−M
′)
Z(M′)// V (∂+M
′)
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commutes; where
f|∂−M :=
(
f|∂−M , τ
(
NM
′
(L′+),L
′
−, f
∗
|∂−M
(L−)
))
,
f|∂+M :=
(
f|∂+M , τ
(
f∗|∂+MNM (L−),L
′
+, f
∗
|∂+M
(L+)
))
.
Here NM and N
M ′ have the meaning assigned to them above in Section 4.2.1.
(2) If M and M′ are two framed 3-cobordisms, then the following diagram commutes:
V (∂−M ⊔ ∂−M′)
Z(M⊔M′)
// V (∂+M ⊔ ∂+M′)
V (∂−M)⊗ V (∂−M′)
Z(M)⊗Z(M′)
// V (∂+M)⊗ V (∂+M′)
(3) If M and M′ are two framed 3-cobordisms and h : ∂+M → ∂−M′ is an extended home-
omorphism, then the map assigned to the cobordism M′′ that is obtained by gluing the
cobordism M to the cobordism M′ along the homeomorphism h is given by
Z(M′′) = Z(M′) ◦ V (h) ◦ Z(M).
(4) If Σ is an extended surface, we may consider the cylinder 3-cobordism
C[Σ, n] := (Σ× [0, 1], (Σ × {0},LΣ), (Σ × {1},LΣ), ∅, n)
of weight n, where Σ× [0, 1] is given the product orientation. The following condition must
be satisfied:
Z(C[Σ, n]) = an · idV (Σ) .
Now we may formulate the main result of the paper.
Theorem 4.8. There exists a unique (up to isomorphism) Topological Quantum Field Theory
(V , Z) satisfying the following conditions:
(1) V assigns the space of theta functions ΘΠN (Σg)
∼= LN (Hg) to the standard extended surface
Σg := (Σg,Lg):
V (Σg) = LN (Hg).
(2) The representation
Aut(Σg) → End (LN (Hg)) ,
h 7→ V (h);
of the group of automorphisms of a standard extended surface on the space of states coincides
with the representation defined by (3.2):
V (h) = F(h), for all h ∈ Aut(Σg).
(3) Given a link L inside the standard handlebody Hg, consider the framed 3-cobordism
Hg[L] := (Hg,Φ,Σg, L, 0) .
We require that
Z(Hg[L]) =<L>∈ LN (Hg) = V (Σg).
(4) Given a link L inside S3, consider the closed framed 3-cobordism
S3[L] :=
(
S3,Φ,Φ, L, 0
)
.
We require that there exists a constant κ ∈ C such that for all links L in S3,
Z
(
S3[L]
)
= κ <L>∈ LN (S3) = C.
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The value of κ is uniquely determined by the above conditions; it is given by κ = N−
1
2 . The anomaly
of this TQFT, also completely determined by the above, is given by a = e−
pii
4 .
Remark 4.9. Condition (1) states the obvious requirement that the space of states for our theory
be the space of theta functions. Condition (2) expresses the most significant requirement, that the
representation of the mapping class group that is associated to the theory must be the standard
action of the mapping class group on theta functions. This action is determined (up to a constant)
by the principles of quantization. Conditions (3) and (4) are natural requirements on the cobordism
theory laid out in Section 4.2.1. They state that this picture of cobordisms with embedded links
must be consistent with the manner in which we modeled the space of theta functions in Section
2.3 using skein theory.
Condition (3) also contains the information about the Schro¨dinger representation (2.3), as mod-
eled using skein theory by Theorem 2.8 and Theorem 2.9. Consider a framed oriented link L
embedded in the cylinder Σg × [0, 1] and the corresponding cobordism
(Σg × [0, 1], (Σg × {0},Lg), (Σg × {1},Lg), L, 0)
formed by this cylinder with this embedded link. Condition (3), together with Axiom (3) of
Definition 4.7, ensures that the map assigned by the TQFT to this cobordism coincides with the
action of the skein <L> in LN (Σg × [0, 1]) on LN (Hg). In this way, using theorems 2.8 and 2.9,
we see that the TQFT incorporates the action of the finite Heisenberg group H(ZgN ) on the space
of theta functions ΘΠN (Σg) through the maps assigned to these cobordisms.
Proof. We divide the proof of the theorem into three parts. We first construct a preliminary TQFT
on the parameterized 3-cobordisms of Section 2.4 with embedded links. Next, we show that a TQFT
on framed 3-cobordisms exists satisfying all the requirements of Definition 4.7 and the conditions
above. We then explain how this description of the TQFT is forced upon us by conditions (1)–(4)
of the theorem.
Construction of the TQFT: parameterized 3-cobordisms. LetM : ∂−M ⇒ ∂+M be a parameterized
3-cobordism with an embedded oriented framed link L. We define a map
Z(M,L) :

 k−⊗
i=1
LN (Hg−i )

→

 k+⊗
i=1
LN (Hg+i )

 , (4.4)
where the g±i are the genera of the parameterizing surfaces given by (2.9). We consider first the
case of a connected cobordism. Present the parameterized 3-cobordism by a surgery diagram as
in Section 2.4. Denote the surgery link of this diagram by Lsurg. Next, add the (nonsurgery)
link L embedded in M to the surgery diagram. Consider the complement C ⊂ S3 of a regular
neighborhood of the ribbon graphs of the surgery diagram. We may define the skein
<L ∪ Ω(Lsurg)>∈ LN (C).
An example is shown in Figure 9.
This skein defines a bilinear map
BM,L :

 k−⊗
i=1
LN(Hg−i )

⊗

 k+⊗
i=1
LN (Hg+i )

→ LN (S3) = C
as follows. Embed the handlebodies Hg±i
inside regular neighborhoods of the ribbon graphs of
the surgery diagram using translations, with the handlebodies Hg−i
mapping to the bottom of the
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Figure 9. The skein in C associated to a parameterized framed 3-cobordism with
embedded link L.
surgery diagram and the handlebodies Hg+i
mapping to the top. These embeddings provide a way
to map the corresponding skeins into the complement of C, hence we may define BM,L by
BM,L(a−, a+) := N
− 1
2 e−
pii
4
σ(Lsurg) <a− ∪ L ∪Ω(Lsurg) ∪ a+>∈ LN (S3). (4.5)
The usual Kirby calculus arguments (cf. Remark 2.13) and some simple calculations show that
(4.5) does not depend on the choice of surgery presentation for the parameterized 3-cobordism.
Let 〈−,−〉 denote the symmetric nondegenerate bilinear form on ⊗k+i=1LN (Hg+i ) that is formed
by taking the tensor product of the forms (2.11) defined on each factor LN (Hg+i ). We may define
Z(M,L) by
〈Z(M,L)[a−], a+〉 = N
k+
2 BM,L(a−, a+); a± ∈ ⊗k±i=1LN (Hg±i ).
IfM is the disjoint union of connected parameterized 3-cobordisms, we just define (4.4) by taking
the tensor product of the maps defined for each connected component.
Given a homeomorphism h : Σg → Σg, define the mapping cylinder Ih of h to be the param-
eterized 3-cobordism Σg × [0, 1], where the top surface Σg × {1} is parameterized by the identity
and the bottom surface Σg × {0} is parameterized by h. As explained in the course of the proof of
Theorem 3.3, we have
BIh,∅(a−, a+) = N
− 1
2 〈F(h, 0)[a−], a+〉; a± ∈ LN(Hg).
Consequently,
Z(Ih, ∅) = F(h, 0). (4.6)
Let M : ∂−M → ∂+M and M ′ : ∂−M ′ → ∂+M ′ be composable parameterized 3-cobordisms
with embedded links L, L′ and let M ′′ be their composition (2.10). We claim that
Z(M ′′, L ∪ L′) = e τpii4 Z(M ′, L′)Z(M,L), (4.7)
where
τ := τ
(
(f ′−f
−1
+ )∗NM (f−)∗
(
⊕iLg−i
)
, (f ′−)∗
(
⊕iLg′−i
)
, NM
′
(f ′+)∗
(
⊕iLg′+i
))
and f±, f
′
± are the parameterizations (2.9) of the boundary surfaces.
By a standard argument that involves replacing disjoint unions with connected sums (see for
instance Section IV.2.8 of [16]), or by simply composing one component at a time, we may assume
that our cobordisms are connected. Let us choose bases
ak11 a
k2
2 · · · akmm ∈ ⊗k−i=1LN (Hg−i ); k1, k2, . . . , km ∈ ZN ;
aj11 a
j2
2 · · · ajnn ∈ ⊗k+i=1LN (Hg+i ); j1, j2, . . . , jn ∈ ZN ;
al11 a
l2
2 · · · alpp ∈ ⊗
k′+
i=1LN (Hg′i+); l1, l2, . . . , lm ∈ ZN ;
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for our skein modules consisting of curves ai of the form shown in Figure 1, wherem, n and p denote
the sum of the genera of the components of ∂−M , ∂+M and ∂+M
′ respectively. By Equation (2.12),
proving the identity (4.7) is equivalent to showing that
e−
τpii
4 N
n
2
〈
Z(M ′′, L′ ∪ L)[ak11 · · · akmm ], al11 · · · alpp
〉
=∑
j1,...,jn
〈
Z(M ′, L′)[aj11 · · · ajnn ], al11 · · · alpp
〉〈
Z(M,L)[ak11 · · · akmm ], aj11 · · · ajnn
〉
. (4.8)
Present the cobordisms M and M ′ by surgery diagrams (Lsurg,Γ−,Γ+) and (L
′
surg,Γ
′
−,Γ
′
+) re-
spectively. Recall from Theorem 2.14 that the parameterized 3-cobordism M ′′ is presented by the
surgery diagram (L′surg ◦ Lsurg,Γ−,Γ′+). We begin by computing the right-hand side of (4.8). This
computation, with the notation
u := (k+ + k
′
+ − 2)/2, υ := σ(L′surg) + σ(Lsurg), and w := u+ n/2;
is outlined in Figure 10.
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Figure 10. Computation of right-hand side of (4.8).
We are not yet done, as the surgery link in the final diagram of Figure 10 is not quite L′surg◦Lsurg.
According to Theorem 2.14, we must add k+ − 1 circles around the groups of vertical lines in the
middle of the diagram, and decorate them with the skein Ω. In Figure 11 we show that adding
these circles amounts to introducing a factor of precisely N (k+−1)/2. This shows that the exponents
of N on both sides of (4.8) agree, along with the skeins, so it only remains to check the powers
of e
pii
4 . This is verified using Wall’s formula [18] for the signature and Remark 2.15, which implies
that
σ(L′surg ◦ Lsurg) + τ = σ(L′surg) + σ(Lsurg).
This finishes the verification of Equation (4.7).
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Figure 11. Local computation in verifying Equation (4.8).
Construction of the TQFT: framed 3-cobordisms. We are now ready to define the TQFT whose
existence is asserted by the theorem. Let V be the functor defined by Definition 4.4. By its
construction, V clearly satisfies conditions (1) and (2) of the theorem, since we may canonically
identify V (Σg) with LN (Hg) using the identity parameterization of Σg.
Let M : ∂−M ⇒ ∂+M be a framed 3-cobordism. Again, we discuss first the situation when M
is connected. To define a map
Z(M) : V (∂−M)→ V (∂+M), (4.9)
it is necessary, by the definition of V as a limit, to define a commuting system of maps
Zf−,f+(M) : L (f−)→ L (f+); f± ∈ P(∂±M).
Let f± be parameterizations of ∂±M. This gives M the structure of a parameterized 3-cobordism
Mf−,f+ , and (4.4) defines a map
Zf−,f+(M) := e
−npii
4 Z(Mf−,f+, LM ) : L (f−)→ L (f+); (4.10)
where
n := nM + nf− − nf+ + τ
(
f∗−(⊕iLg−i ),L−, N
M (L+)
)
+ τ
(
NM (f
∗
−(⊕iLg−i )),L+, f
∗
+(⊕iLg+i )
)
.
To check that (4.10) defines a commuting system of maps, suppose that we change the parameter-
izations f± of ∂±M by automorphisms h± of the parameterizing surface. Then the parameterized
3-cobordism Mf−h−,f+h+ is obtained from the parameterized 3-cobordism Mf−,f+ by gluing the
mapping cylinders Ih− and Ih−1+
to the bottom and top of Mf−,f+ respectively. Hence by Equation
(4.6) and Equation (4.7),
Zf−h−,f+h+(M) = F(h−1+ )Zf−,f+(M)F(h−) (4.11)
up to a power of e−
pii
4 . To check that the powers of e−
pii
4 on both sides of (4.11) actually agree is
in fact very simple, since by Remark 4.3 we may assume that
f∗±(⊕iLg±i ) = L±. (4.12)
With this assumption, half of the Maslov indices in the calculation become zero, and the remaining
half are seen to cancel. This establishes Equation (4.11) and yields a well-defined map (4.9). It is
now simple to check that conditions (3) and (4) of the theorem are a straightforward consequence
of the preceding definitions.
For a disconnected cobordism M, we define Z(M) as a tensor product of the maps (4.9) over
the connected components. This makes sense as V satisfies Axiom (1b) of Proposition 4.5. This
ensures Axiom (2) of Definition 4.7 holds.
The remaining axioms of Definition 4.7 now follow easily from the facts that have just been
established. Axiom (3) follows from Equation (4.7); to ensure the Maslov index calculation is
trivial, choose parameterizations f−, f+ and f
′
+ satisfying (4.12) and set f
′
− := hf+. To check
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Axiom (1) is tautological, provided that we choose our parameterizations appropriately in the
manner that has just been explained and which renders the Maslov index calculation trivial. The
verification of Axiom (4) is similarly tautological.
Proof of the uniqueness of the TQFT. We now show how this description of the TQFT is forced
upon us by conditions (1)–(4) of the theorem. Suppose that (V ′, Z ′) is another TQFT satisfying
these conditions. Recall from Definition 4.4 that V was defined as a limit. Hence, since V ′ satisfies
conditions (1) and (2) of the theorem, we may define a natural equivalence between V and V ′ such
that the following diagram commutes for all extended surfaces Σ and parameterizations f ∈ P(Σ):
V (Σ)
∼= // V ′(Σ)
L (f)
ιf
OO
V ′(f)
::
✉
✉
✉
✉
✉
✉
✉
✉
✉
Note that since V ′ satisfies condition (2) we have
a · idV ′(Σg) = V ′(idΣg , 1) = F(idΣg , 1) = e−
pii
4 · idV ′(Σg);
hence the anomaly of our TQFT (V ′, Z ′) must also be a = e−
pii
4 .
By a well-known and routine argument (cf. for instance Theorem III.3.3 of [16]), to prove these
two TQFTs are isomorphic, it suffices to check that they produce the same closed 3-manifold
invariants. Hence, let
M := (M,Φ,Φ, L, n)
be a closed connected framed 3-cobordism. The closed 3-manifold M may be obtained by perform-
ing surgery on S3 along a framed link
Lsurg = L1 ∪ . . . ∪ Lk,
where each Li is a closed framed curve in S
3. Now let
fi : H1 → S3, i = 1, . . . , k;
be the orientation preserving embeddings of standard solid tori into S3 that are determined by
these framed curves, and denote their images in S3 by Ti := fi(H1).
Remove from S3 the interiors of the tori Ti and define the following Lagrangian,
L := ker
[
H1
(
∪ki=1∂Ti,Z
)
→ H1
(
S3 − Int(∪ki=1Ti),Z
)]
.
Consider the framed 3-cobordism
(S \T) :=
(
S3 − Int(∪ki=1Ti), (∪ki=1∂Ti,L),Φ, L, 0
)
which contains the framed link L originating in M. Let ϕ be the homeomorphism of the standard
torus that rotates the meridian and longitude;
ϕ : Σ1 → Σ1; a 7→ b−1, b 7→ a;
where a := a1 and b := b1 are the curves on the torus shown in Figure 1. Then M is obtained by
gluing the framed 3-cobordism (S \T) to the framed 3-cobordism
H :=
k⊔
i=1
(H1,Φ,Σ1, ∅, 0)
along the extended homeomorphism(
⊔ki=1[fi|Σ1 ◦ ϕ], n
)
=
(
⊔ki=1fi|Σ1 , 0
)
◦ (id, n− τ) ◦
(
⊔ki=1(ϕ, 0)
)
,
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where τ := τ
(
⊕ki=1
[
f∗i |Σ1(A)
]
,⊕ki=1
[
f∗i |Σ1(B)
]
,L
)
andA andB are the Lagrangians inH1(Σ1,Z)
generated by the curves a and b respectively.
A fairly routine calculation, which we do not reproduce, shows that
F(ϕ, 0)· <∅>= N− 12
∑
j∈ZN
aj , (4.13)
where <∅>∈ LN (H1) denotes the empty skein. We are now ready to calculate the invariant Z ′(M)
and show that it is equal to Z(M):
Z ′(M) = Z ′(S \T) ◦ V ′
(
⊔ki=1[fi|Σ1 ◦ ϕ], n
)
◦ Z ′(H),
= e−
(n−τ)pii
4 Z ′(S \T) ◦ V ′
(
⊔ki=1fi|Σ1 , 0
)
◦
(
⊗ki=1
[F(ϕ, 0)Z ′(H1[∅])]) ,
= N−
k
2 e−
(n−τ)pii
4 Z ′(S \T) ◦ V ′
(
⊔ki=1fi|Σ1 , 0
)

∑
j∈ZN
aj


⊗k

 ,
= N−
k
2 e−
(n−τ)pii
4
∑
j1,...,jk∈ZN
Z ′(S \T) ◦ V ′
(
⊔ki=1fi|Σ1 , 0
)
◦ Z ′
(
⊔ki=1H1[aji ]
)
,
= N−
k
2 e−
(n−τ)pii
4
∑
j1,...,jk∈ZN
Z ′
(
S3
[
L ∪ L‖j11 ∪ . . . ∪ L‖jkk
])
,
= κN−
k
2 e−
(n−τ)pii
4
∑
j1,...,jk∈ZN
<L ∪ L‖j11 ∪ . . . ∪ L‖jkk >,
= κe−
(n−τ)pii
4 <L ∪Ω(Lsurg)> .
(4.14)
The first line follows from Axiom (3) of Definition 4.7. The second line follows from Axiom (2) of
Definition 4.7 and condition (2) of the theorem. The third line follows from Equation (4.13) and
condition (3). On the fourth line we have used Axiom (2) of Definition 4.7 and condition (3) of
the theorem. The fifth line follows from Axiom (3) of Definition 4.7. The sixth line follows from
condition (4) of the theorem.
Consider the 4-manifold that is obtained by gluing 2-handles to the 4-ball along the framed
curves Li. The signature of this 4-manifold, which coincides with that of the link Lsurg, is given by
Wall’s formula [18] to be σ(Lsurg) = −τ .
It remains to determine the value of the constant κ. By a standard argument (cf. for instance
Theorem III.2.1.3 of [16]) that involves gluing two cylinders over the 2-sphere together, we must
have
Z ′(S2 × S1,Φ,Φ, ∅, 0) = Dim(V ′(S2)) = Dim(LN (H0)) = 1. (4.15)
However, S2 × S1 is obtained from S3 by surgery on the trivial framed knot, so by the formula
we arrived at in (4.14), (4.15) must be equal to κ
√
N . This shows that κ = N−
1
2 and hence
that our two TQFTs have the same closed 3-manifold invariants. This concludes the proof of the
theorem. 
Remark 4.10. A legitimate question is whether the preceding TQFT can be constructed from a
modular tensor category using the results of Reshetikhin-Turaev [12], [16]. Unfortunately, any
modular category producing this TQFT must possess a somewhat pathological property. One can
prove that if C is a modular tensor category that gives rise to a TQFT whose space of states may
be identified with theta functions, as in condition (1) of Theorem 4.8, and if N is the product of
distinct primes, then there is a simple object V of C , which generates all the simple objects of C ,
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such that V ⊗N is isomorphic (by a morphism f say) to the unit object 1 of C , and such that the
following diagram commutes:
V ⊗N ⊗ V f⊗id∼= // 1⊗ V V
− id

V ⊗ V ⊗N id⊗f∼= // V ⊗ 1 V
This implies that C cannot be embedded in the tensor category of vector spaces, at least with
the usual associator for the tensor product. This does not rule out a modular tensor category based
on vector spaces with more exotic formulae for the associators, such as those considered in [6] and
[15] in which one multiplies by a power of a root of unity that depends upon which irreducible
representation one finds oneself in. But, even if one could find such a modular category, we feel
these categories are somewhat unpleasant to manipulate, and find the prospect of working in them
unappealing when more convenient descriptions are available.
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