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Resum
El present projecte te´ com a objectiu endinsar-se a la naturalesa multif´ısica d’una turbina
mareomotriu d’eix vertical. Per a aconseguir-ho, s’ha realitzat un ana`lisi d’interaccio´
Fluid-Estructura (FSI). L’acoblament entre el domini fluid i estructural s’ha dut a terme
mitjanc¸ant una aproximacio´ 1-way, on les ca`rregues convergides provinents del domini
fluid so´n aplicades al model estructural per ana`lisis posteriors. En el nostre cas, s’han
realitzat a fi de calcular la deformacio´ de les pales, la qual es considera que no pertorba el
camp de flux. Usant la te`cnica anomenada Sliding Mesh, s’han dut a terme simulacions
transito`ries a fi de predir el flux al voltant de la turbina per a cada escenari. Un cop
s’aconsegu´ı una solucio´ estaciona`ria, aquestes simulacions s’usaren com a condicions de
contorn al domini estructural, amb l’objectiu de calcular finalment la deformacio´ de les
pales degut a aquesta distribucio´ de pressions per a diferents materials.
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Overview
The present project aims to plunge into the multiphysics nature of a vertical axis tidal
turbine. To that purpose, a Fluid-Structure Interaction analysis has been undertaken.
The coupling between the fluid and the structural domain has been done in a 1-way
approach, where the converged fluid loadings are applied to the structural model for
further analysis. In our case, it was done in order to compute the blades’ deformation,
which is not considered to disrupt the flow field.
Using the Sliding Mesh technique, transient CFD simulations have been done in order to
predict the flow field around the turbine for each scenario. Once a steady state solution
had been achieved, it was used as a boundary condition for the structural domain with
the purpose of computing the blades’ deformation due to this pressure distribution for
di erent materials.
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INTRODUCTION
Energy shortages are nowadays an increasingly pertinent issue. The world we live in
is one of global warming, deteriorating habitats, climate change, increasing oil prices,
financial crises, and wars. Much of these issues can be directly related to the depletion
and lack of oil sources, as well as to the strategies countries are using to fight these. This
definitely encourages the world to look for a solution to this energy dearth. Countries in
the world are focusing their research on new and renewable energy sources, with many
governments pouring funds into their renewable energy research.
Very recently, the 23rd of October 2014, EU leaders committed to reduce by 2030
greenhouse gas emissions by at least 40%, as well as increase energy e ciency and
renewables by at least 27% [1]. This shows that the world is all the more laying its cards
on the table instead of turning its back on these matters.
Contrary to popular belief, harvesting tidal energy and converting it to electrical power
is actually a feasible alternative energy source, with di erent devices in order to do so.
If horizontal axis turbines have been favoured for the most advanced prototypes hence
they could benefit from the experience and years of development invested in wind energy,
vertical axis turbines undergo renewed interest. They indeed present some features that
make them remarkably interesting.
Vertical axis turbines can accept flow coming from any direction, and their performance
is less altered by turbulent flows than in the case of horizontal axis turbines, such as ma-
rine flows that are actually turbulent by nature. In spite of the advantages they provide,
the design and the prediction of their hydrodynamic behaviour is more intricate. Due to
the high cost of experimental tests, emphases have been placed on developing sophis-
ticated simulation methods, specially since the 1980’s, when high speed computational
technologies became widely accessible.
Several studies predicting the flow behaviour around vertical axis tidal turbines have been
undertaken, but not that many have focused on its multiphysics nature. These turbines
are immersed down beneath the water, being constantly surrounded by this fluid and
withstanding thus high loads due to its great density. This implies that the existing
physical interaction between the fluid and the structure is not to be neglected.
On this project a first approach to a Fluid-Structure Interaction (FSI) simulation of a
vertical axis tidal turbine has been carried out. To that purpose, ANSYS Fluent and
ANSYSMechanical have been used to model the fluid and the structural domain, respec-
tively. This thesis begins with a brief introduction to the fundamentals of tidal energy,
followed by the configuration used for all the simulations that have been undertaken.
Eventually the results obtained are presented, as well as the conclusions and possible
future analyses.
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CHAPTER 1. TIDAL ENERGY
FUNDAMENTALS
1.1. Tidal energy
The gravitational pull of the Sun and the Moon on the oceans produces a predicable
rise and fall in sea level. Thus, coastal bathymetry can translate this regular rise and
fall into tidal currents, for example the filling and draining of tidal estuaries as the tides
rise and fall [39].
Tides move a massive amount of water, and the energy from this moving water can
definitely be harnessed. Tidal energy is a primary energy that harnesses the energy
coming from the tides, turning it into either mechanical or electrical energy. It is one of
the oldest forms of energy used by humans. In fact, tide mills, in use on the Spanish,
French and British coasts, date back to 787 A.D [2].
Areas of the world with large tidal ranges and appropriate coastline geometry see signif-
icant tidal currents that occur at predictable intervals. Some of the energy in this flow
can be extracted by placing tidal turbines in the flow, in a way closely analogous to wind
power.
Unlike wind and solar power, tides are actually predictable with very high accuracy many
years in advance. They follow a cyclical pattern, governed by the gravitational pull of
the Moon and Sun on the Earth’s oceans. Moreover, tidal currents are independent
of prevailing weather conditions. Conversely, solar generation can be a ected by rain,
clouds, or fog, whereas wind energy can be impacted by calm weather [40].
Amongst others, tidal energy o ers several advantages [32, 40]:
• It is very reliable, as well as predictable well into the future, which is a key attribute
often missing from other renewable energy resources such as wind and solar energy.
• The fact that water is circa 830 times denser than air gives huge potential for
power extraction. Furthermore, for a given electricity output, tidal turbines can
be much smaller than equivalent wind turbines.
• Tidal turbines are located beneath the ocean surface and thus cannot be seen or
heard.
• It is a renewable energy source with no harmful greenhouse emissions.
Nevertheless, it has some drawbacks as well [39, 40]:
• Tidal energy development is hampered by high upfront costs. Conversely, mainte-
nance costs are otherwise relatively low.
• Areas of high quality tidal resources are often sensitive marine ecosystems that are
heavily protected, since environmentalists are concerned that tidal energy can be
detrimental to marine life [4, 5].
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• Some forms of tidal power generate power quite far away from the consumption of
electricity. Consequently, transportation of tidal energy can be quite cumbersome
and expensive [3].
Overall, tidal power has the potential to contribute significantly to the future energy mix
of many countries wanting to benefit from renewable, low-carbon forms of electricity
generation [32].
1.1.1. Harnessing tidal energy
Tidal energy can be harnessed in two di erent ways:
• Tidal barrages. This approach can be used in places where tides move in and out,
with a di erence between the high and low tide of at least 5 meters. A barrage
works in a way similar to an hydroelectric dam, but on a way smaller scale. A huge
barrage is built across a river estuary, and gates and turbines are built into the
dam wall. These gates are opened in order to allow the tide to flow in, rotating
the turbines. This turns the generators and electricity is produced.
At the high tide the gates are closed and the water is held until the water level
outside the gates has dropped to a di erence in height of 5 meters or more.
Afterwards the water is released to flow past the turbines, turning them. This
turns the generators and produces electricity as the water escapes. Therefore,
electricity is produced when water flows both in and out of the barrage.
There are only a few operational tidal barrages in the world. The Rance River
in France and the Bay of Fundy in Canada have the only large-scale barrages
in the world, with generating capacities of 240 MW and 20 MW respectively.
Nonetheless there is a small scale plant in Kislaya Guba, Russia, which generates
circa 400 kW . Moreover, some other countries have plans for other future projects
[6, 7].
In order to have a better understanding of the working principles of tidal barrages,
a graphical schematic has been attached:
Figure 1.1: Operation of a tidal barrage [7]
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• Tidal stream systems. Tidal stream generators look and work like underwater
wind turbines. As opposed to using the rising and falling movement of the tides,
they take advantage of the fast moving sea currents, which flow when tides are
moving in and out. These currents make the turbines rotate, turning the generators
and generating then electricity [10].
Unlike in tidal barrage technology, the electrical generators are installed directly
into the tidal stream. This design implies that there is no requirement for a wall
to obstruct the flow, having this way a much smaller impact on the environment.
Furthermore, turbines turn relatively slow, hence do not a ect sea life, whereas
tidal barrages can actually disrupt fish migrating up rivers from the sea [8, 9, 10].
Figure 1.2 shows an example of a tidal stream system formed by an array of
horizontal axis tidal turbines:
Figure 1.2: Tidal stream system
1.2. Tidal devices
After talking about how tidal energy can be harnessed, it may be adequate to comment
the devices that are actually used to do so.
• Horizontal axis turbines. These devices extract energy from moving water in
a pretty similar way as wind turbines extract energy from moving air. The tidal
stream causes the rotors to rotate around the horizontal axis, thus generating
power [11].
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In figure 1.3 an example of horizontal axis tidal turbine can be seen:
Figure 1.3: Hybrid image of an horizontal axis tidal turbine installed in Lynmouth [12]
• Vertical axis turbines. Conversely, for these turbines the main rotor shaft runs
vertically. The vertical axis design allows harnessing the tidal flow coming from
any direction, facilitating the extraction of energy. Since the direction of rotation
of these devices is perpendicular to the water’s direction, they are usually described
as cross-flow turbines [13].
An example can be seen in figure 1.4:
Figure 1.4: Vertical axis tidal turbine example [13]
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• Oscillating hydrofoils. In this kind of device an hydrofoil is attached to an
oscillating arm. The tidal current flowing either side of a wing results in lift. Fluid
is then driven by this motion into an hydraulic system in order to be converted
into electricity [11].
An example is depicted in figure 1.5:
Figure 1.5: Oscillating hydrofoil example [15]
1.3. Tidal flows
It is actually quite important to bear in mind that almost all design and analysis methods
used for tidal turbines have, to a certain extent, been adopted from the wind industry [40].
Therefore, it is quite essential to understand the characteristic features of tidal flows, as
well as the existing di erences between these and wind flow. The most remarkable are
stressed on the following list:
• Energy density. The density of the sea water is approximately 1024 kg/m3,
almost 830 times denser than air. As it will been seen in section 1.5.2.1. the kinetic
energy density of a given flow scales linearly with density and with the square of
the velocity. Since peak tidal flows considered viable for power generation are
roughly one-sixth of typical wind velocities, the energy density of tidal flows is on
the order of 20 times that of wind [40].
Furthermore, a bigger density implies that moments and loading forces applied
on tidal turbines are higher than those in wind turbines, withstanding thus tidal
turbines much higher structural loads, even when they are not being used. That
is one of the main reasons why a Fluid-Structure Interaction analysis is actually
valuable.
• Reynolds number. Comparing the density, viscosity and expected length and
velocity scales of tidal turbines and wind turbines, it can be found that the expected
rotor-diameter-based Reynolds number for tidal turbines is approximately one order
of magnitude less than for wind turbines [40].
That is actually quite important, as airfoil characteristics, specifically near the
point of stall, are dependent on Reynolds number. The chord-based Reynolds
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number will depend primarily on the number of blades and operating Tip Speed
Ratio chosen for the rotor and should be evaluated for each specific design.
• Cavitation. Cavitation occurs when the static pressure of the water is reduced to
its vapour pressure. This causes bubbles of vapour to form within the flow, which
can collapse explosively causing severe damage to hydrofoils [14].
• Biofouling. Biofouling consists on the buildup of marine organisms on the turbine
blades, and could actually increase the drag coe cient significantly. Specialised
coatings have been developed to prevent biofouling, but its impact and possible
mitigation techniques require further study, and are likely to be more severe than
the fouling that has been seen on wind turbines [40, 33].
• Turbulence. Tidal flows are typically highly turbulent and dynamic. High tur-
bulence intensity and large length scales may produce large dynamic loading on
turbine blades.
• Marine wildlife and debris. Wind turbines may be subject to bird strikes, but
tidal turbine blades may be struck by fish, whales, or partially submerged sea ice
and logs. This supposes a potential ecological impact, but such events could as
well damage turbines severely. However, there is evidence that turbines will rotate
slow enough that fish and whales will simply avoid such encounters [42].
There has also been talk of using sonar detection systems to shut down turbines
if large marine animals or other hazards are in close proximity to the turbines [42].
• Blockage e ects. Tidal flows are bounded by the ocean floor and water surface,
and usually by lateral boundaries - channel walls -. Placing turbines in such a chan-
nel creates wakes of reduced velocity downstream of the turbines, but also regions
of increased velocity beside the turbines. Using an analytical model, Vennel [43]
showed that turbines occupying a sizeable portion of the channel’s cross sectional
area, if optimised for such a configuration, can operate much more e ectively than
isolated turbines without blockage e ects.
As far as this list is concerned, it does not imply that wind turbine analysis techniques
are not valid in the tidal domain at all, nevertheless it is important to consider that there
are fundamental di erences between wind and tidal flows, and that care should be taken
when applying such models to a new environment.
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1.4. Tidal energy projects
In this section some projects regarding the harnessing of tidal energy are going to be
introduced. Since this project consists of the simulation of a vertical axis tidal turbine,
we are focusing on projects that are actually using this kind of turbine. Furthermore,
only the most remarkable ones have been chosen.
Nevertheless, for further information some projects regarding horizontal axis tidal turbines
and oscillating hydrofoils can be found in [41].
• The Enermar Project (Italy). The core of this project is the patented Kobold
turbine, and the project developer is the Ponte di Archimede Company. This
turbine has a very high starting torque that makes it able to start spontaneously
even in loaded conditions. A pilot plant is moored in the Strait of Messina, close
to the Sicilian shore in Italy, in an average tidal current of about 2 m/s with a
water depth in between 18 and 25 m.
The system consists of a buoyant support platform and the already mentioned
patented Kobold turbine. The platform, designed by the same company as well,
houses the gearbox, a 160 kW synchronous generator and the necessary electrical
equipment. The Kobold turbine, with a 6 m diameter and equipped with three
blades with a span of 5 m, is placed under the platform. With a current speed of
about 1.8 m/s, the system can produce a power of 20 kW [41, 31, 16].
Figure 1.6 shows the main parts of the Enermar project: the Kobold Turbine and
the floating platform.
(a) The Kobold Turbine (b) The floating platform
Figure 1.6: The Enermar Project [17, 18]
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• The Blue Energy Project (Canada). The Blue Energy Turbine has four fixed
hydrofoils blades, which are connected to a shaft that drives a generator.The
turbine is mounted in a durable concrete marine caisson which anchors the unit to
the ocean floor and directs the water flow through the turbine.
The hydrofoil blades employ an hydrodynamic lift principle that causes the turbine
foils to move proportionately faster than the speed of the surrounding water. The
turbine is designed to work through the entire tidal range, beginning to generate
electricity at a water velocity of 1 m/s. A unit turbine is expected to give 20 kW
of output power. However, for large scale power production multiple turbines are
linked in series to create a tidal fence across an ocean passage or inlet [41].
Figure 1.7 shows the turbine and its platform:
(a) The Blue Energy Turbine (b) The turbine platform
Figure 1.7: The Blue Energy Project [19, 20]
• The Gorlov Helical Turbine (USA). The Gorlov Helical Turbine (GHT) consists
of one or more long helical blades that run along a cylindrical surface like a crew
thread, having an airfoil profile. The blades provide a reaction thrust that can
rotate the turbine faster than the water flow itself.
This GHT turbine is self-starting and can produce power from water current flow
as low as 1.5 m/s with power increasing in proportion to the water velocity cubed,
as it will been seen in section 1.5.2.1. Due to its axial symmetry, the GHT always
rotates in the same direction, even when tidal currents reverse direction. This is
actually a very important advantage that simplifies design and allows exploitation
of the double action tidal power plants.
A single GHT rated power is 1.5 kW for 1.5 m/s water speed, and 180 kW for
7.72 m/s [41].
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Figure 1.8 depicts this last described turbine:
Figure 1.8: Gorlov Helical Turbine (GHT) [21]
1.5. Turbine features
Right before getting into the simulation environment, it is useful to introduce and explain
a series of parameters directly related to turbines, hence they are actually used and
referred to in the following chapters of this project.
1.5.1. The Tip Speed Ratio
The Tip Speed Ratio, usually referred as ⁄, is a dimensionless parameter that expresses





Ê is the angular velocity of the turbine.
R is the radius of the turbine.
VŒ is the free stream velocity.
This way, an operating Tip Speed Ratio must be chosen for a turbine to work at. This
choice depends not only on the free stream velocity, but also on the available generator
to convert the mechanical energy of the spinning turbine into electricity. In order to be
able to properly choose this operating Tip Speed Ratio, a Cp vs. ⁄ plot at a certain
Reynolds number is usually obtained. To this extent, the optimum Tip Speed ratio,
which will give the highest e ciency, can be easily identified.
The Reynolds number is defined as the ratio of inertial forces to viscous forces, quantify-
ing this way the relative importance of these two types of forces for given flow conditions.
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It is often used to determine dynamic similitude between two di erent cases of fluid flow,
as well as to characterise di erent flow regimes within a similar fluid, such as laminar or
turbulent flow [22].
• Laminar flow is dominated by viscous forces, thus occurring at low Reynolds
numbers. It is characterised by smooth, constant fluid motion.
• Turbulent flow is actually dominated by inertial forces, occurring at high Reynolds











ﬂ is the density of the fluid.
v is the mean velocity of the object relative to the fluid.
c is the chord of the airfoil.
µ is the dynamic viscosity of the fluid.
‹ is the kinematic viscosity of the fluid.
As it will be seen later on, our scenario deals with unsteady, turbulent flow.
A Cp vs. ⁄ plot has been obtained for our case, and it is shown in chapter 3. But before
taking a look at it, it may be adequate to explain the meaning of this mentioned Cp.
1.5.2. The power coe cient
Cp stands for power coe cient. It is also a dimensionless parameter, which expresses
the amount of power that the turbine is actually capable of extracting from the flow,
water in our case. Thus, the Cp is the ratio of the actual power extracted from the flow
to the power available from it.







S is the cross-sectional area.
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The power extracted from the turbine is defined as:
Pt = MÊ (1.4)
Where:
M is the total moment generated by the turbine.








As stated earlier, a Cp vs. ⁄ plot is obtained in order to identify at which Tip Speed Ratio
the turbine is extracting more power from the free stream. The value of this Cp would
be 1 in an ideal case, but as it can be easily thought, that does not happen in reality
at all. In fact, the german physicist Albert Betz proved that the maximum e ciency
a turbine can reach is 16/27 (0.59), known as the Betz’s limit. For further interest a
detailed explanation is given in [44].
1.5.2.1. The relation between the power coe cient and the moment coe cient
In section 1.5.2. the meaning of the power coe cient has been explained. Nonetheless,
in order for us to be able to compute it, another parameter has to come on scene.
The moment coe cient or Cm is the dimensionless variable straightly related to the
aerodynamic torque. This torque actually rotates the rotor as a response to the force









qŒ = 12ﬂV 2Œ is the dynamic pressure.
l is the reference length.
Taking into account this last definition and the definition of the power coe cient, a
relation between them can be easily established. Replacing the M expression in the
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And knowing that l corresponds to the radius R - this is explained further in section





Equation 1.8 is actually fundamental, hence the parameter we obtain from Fluent’s
simulations is, as a matter of fact, the moment coe cient with respect to a given point
- the turbine’s axis in our case -. This way, with this relation it can be easily seen that
obtaining the power coe cient for a particular scenario is just as simple as multiplying
the moment coe cient obtained by the operating Tip Speed Ratio.
Other important features about the moment coe cient will be explained later while
analysing the results obtained, specifically in chapter 3.
1.5.3. Solidity
Solidity is another dimensionless parameter, and it represents the fraction of the frontal
swept area of the wind turbine that is actually covered by the blades.





N is the number of blades.
CHAPTER 2. THE SIMULATION
ENVIRONMENT
2.1. Fluid-Structure Interaction
Every existing body finds itself immersed in a fluid, gas or liquid. Although when related
to the aeronautical field most bodies are surrounded by air, the range of fluids di ers
according to the engineering field. In this project, for example, the surrounding fluid is
not air but water, hence the simulations carried are based on a vertical axis tidal turbine.
Fluid-structure Interactions (FSI), that is interactions of some movable or deformable
structure with an internal or surrounding fluid flow, are among the most important
and, with respect to both modelling and computational issues, the most challenging
multiphysics problems [29].
We see FSI almost everywhere in engineering, sciences, and medicine, and also in our
daily lives. The fluttering of aircraft wings, deflection of wind or tidal blades, fall of a leaf,
inflation of automobile airbags, pumping of blood by the ventricles of the human heart,
accompanied by the opening and closing of the heart valves, or the rocking motion of a
ship, are all FSI examples [30]. Therefore, it can be seen that FSI problems encompass
a wide range of applications in many di erent fields, such as aerospace, automotive,
power generation, or biomedical, amongst others.
When designing many engineering systems, Fluid-Structure Interactions are a funda-
mental consideration, since failing to consider the e ects of oscillatory interactions, for
example, could lead to catastrophic results. This point is actually stressed in structures
comprising materials susceptible to fatigue, and the first Tacoma Narrows Bridge (1940)
could work as the perfect example of large-scale failure [23]. Nevertheless, aircraft wings
and turbines are also really susceptible to breaking due to FSI oscillations.
This way, FSI analyses play prominent roles in many scientific and engineering fields.
They are actually useful for material selection, and for understanding fatigue and the
e ect on both fluid flow and structural parameters, leading to the obtention of bet-
ter designs, yet a comprehensive study of such problems remains a challenge due to
their strong nonlinearity and multidisciplinary nature. It is actually impossible to obtain
analytical solutions to the model equations for most FSI problems, whereas laboratory
experiments are limited in scope. Consequently, in order to investigate the fundamental
physics involved in the complex interaction between fluids and solids, numerical simula-
tions are employed. This could only be achieved in relatively recent times, once finite
element techniques for each of the individual problems had reached a certain degree of
maturity and the required computational power was easily available [45].
For further interest in FSI problems, a look can be taken to [46, 47], where FSI analyses
on an aircraft wing and on a paragliding have been carried out, respectively.
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Fluid-Structure Interaction problems fall into two di erent groups:
• 1-way FSI. It usually describes the pure mapping of physical properties resulting
from the analysis of a CFD model to a structural model, although it can be done
the other way round. The two models typically do not rely on matching meshes.
Furthermore, in this kind of FSI problems the mapping of the physical properties
does not include the modification of any of the meshes [24].
This way, a converged solution is obtained for one field and then used as a boundary
condition or external load for the second one. Nonetheless, this approach is just
suitable for weak physical coupling, where the results on the second field are not
significant enough to a ect the first one [25].
In our particular case, the pressure field obtained from ANSYS Fluent’s transient
results is imported to ANSYS Mechanical, and then used as a boundary condition
in it. The fluid exerts aerodynamic loads on the structure, but its deformation is
not considered to a ect the flow field, hence the displacements are actually quite
low.
• 2-way FSI. In this case the FSI mapping is done in an iterative loop. The results
of the first model are mapped to the second model, and these results are then
mapped back to the first one. This goes on until convergence is achieved or the
process is stopped manually.
2-way FSI problems involve the modification of the mesh of one or both of the
models [24]. Were our case a 2-way FSI problem, then the resulting deformations
would have to be sent from Mechanical to Fluent in order to recompute the flow
field again for every time step. Nevertheless, co-simulation would be at all events
needed in order to carry this kind of FSI simulations, where Fluent and Mechanical
solvers would run simultaneously exchanging data [25].
Figure 2.1 sums up the analyses done in this project as well as the simulation tools used
in order to achieve them:
Figure 2.1: Simulation software used in this project
Since this projects deals with multiphysics simulations, this chapter has been split in two
parts. Section 2.2. deals with the fluid domain simulation environment, whereas section
2.3. deals with the structural case.
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2.2. The fluid domain simulation environment
In this section all the steps taken in order to achieve a correct and accurate CFD simu-
lation for a vertical axis tidal turbine are going to be explained in detail. The software
that has been used to accomplish this purpose is ANSYS Fluent.
Figure 2.2 shows the basic procedural steps carried out in this project in order to end up
with a successful CFD modelling of the flow around this vertical axis tidal turbine.
Figure 2.2: Steps taken in the CFD simulation
In the following subsections each box of the flowchart will be explained in a precise and
detailed way.
2.2.1. Designing the geometry
The first step needed in order to start a CFD simulation is to create the geometry of
the model that needs to be analysed. ANSYS has its own tool to that purpose - The
Design Modeller -, although other CAD software can be used to create the geometry,
importing it then to ANSYS to start the meshing process.
The Design Modeller tool was the one used in this project. A complete 3D geometry
of the model was not feasible, since the computational cost would be extremely high,
lengthening the time needed to finish this project in a very considerable way. Thus, a 2D
simulation had to be carried out. However, our particular case is not a 2D simulation per
se, hence Fluent does not support Fluid-Structure Interaction simulations for 2D models.
This way, a pseudo 2D model has been designed. In order to do so, a 2D model was
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extruded one element long, but this will be explained further while detailing the meshing
process. In addition, In order to simplify the model, neither the hub nor the supporting
arms have been considered when designing the geometry.
The geometry elaboration process started then with the design of the airfoils. The airfoil
type chosen belongs to the 4-digit NACA series. NACA stands for National Advisory
Committee for Aeronautics, and the shape of its airfoils is actually described using a
series of digits following the word NACA.
Regarding the 4-digit NACA series [26]:
• The first digit specifies the maximum camber in percentage of the chord - airfoil
length -.
• The second digit indicates the position of the maximum camber in tenths of chord.
• The last two digits provide the maximum thickness of the airfoil in percentage of
chord.
When the airfoil is symmetrical the first two digits are set to 0, indicating that the airfoil
has no camber. In order to get an accurate 4-digit NACA airfoil, two possible ways were
found:
• Using an online NACA profile generator. There are several websites where the
airfoil coordinates can be obtained with just specifying the above presented pa-
rameters and the desired number of points. One possible example may be [27].
• Using the equation for a symmetrical 4-digit NACA airfoil. Since the airfoil chosen
is NACA 0012, this approach was used. Employing Matlab, equation 2.1 was used




























c is the chord length.
x is the position along the chord from 0 to c.
yt is the half thickness at a given value of x.
t is the maximum thickness as a fraction of the chord.
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Figure 2.3 shows the NACA 0012 airfoil used in our geometry:
Figure 2.3: NACA 0012 airfoil
The airfoil design was the only part of the geometry that had to be done using additional
software. The rest of the geometry was done entirely with The Design Modeller. The
complete geometry is shown in figure 2.4:
Figure 2.4: Complete geometry of the vertical axis tidal turbine
As it can be seen in figure 2.4, the domain dimensions are specified. The chosen radius
for the turbine is 2.5 m.
The geometry consists of clearly di erentiated parts. A C-shaped domain was designed,
with an inner ring containing the airfoils. This ring is the zone which has the higher
relevance, as it is going to be where the fluid properties change the most. The di erent
meshing sizes chosen for the geometry entities will be explained in section 2.2.2.
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In order to see in a more graphical way the pseudo 2D concept that has already been
explained before and to give a closer look to the ring zone, figure 2.5 has been attached:
Figure 2.5: The ring zone
It can be seen that solid airfoils have been created when designing the geometry. While
working with CFD simulations they have to be empty walls, so they ought to be sup-
pressed in the CFD meshing process. Conversely, when dealing with FSI simulations, the
airfoils need to be solid and the fluid entities the ones suppressed.
2.2.2. The meshing process
The second step that has to be taken in a CFD simulation is to discretise the entire
domain that is being analysed. It is a fundamental part, and it could also be the trickiest
one. Meshing the domain means dividing it into several cells, where the fluid dynamics
governing equations are solved. In order to get a valid solution, a mesh independent
solution must be accomplished, meaning that the results obtained do not change in spite
of refining the mesh. Therefore, a mesh independence study has been encompassed, and
it is explained in detail in appendix A.
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In this project an hexahedral mesh has been designed, as it can be seen in figure 2.6:
Figure 2.6: Mesh for the fluid domain
It can be seen that the zone that has a higher density of elements is the ring zone
containing the airfoils. As it has been stated earlier, this is the zone where the fluid
properties change the most, so it makes sense for a denser mesh to be needed here.
Figure 2.7 shows a zoom of the mesh in the ring zone and around the airfoils:
Figure 2.7: Mesh for the ring zone
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Taking a look at figure 2.7 we can see that the edges of the airfoils are actually more
refined, with the purpose of capturing the boundary layer e ect and the higher gradients
of velocity and pressure occurring around the airfoils.
In order to establish the domain size, a first simulation was carried out to see if it was
actually a ecting the solution. It did at first, since the reversed flow and limited turbulent
viscosity problem appeared. However, increasing the domain size solved both of them.
After that, it was reduced in a progressive way in order to get a smaller domain, that
would lead to a lower computational cost, until it was seen that the size change did
actually a ect the solution again.
When the meshing is accomplished, the named selections have to be established. The
di erent parts of the domain have to be labeled in order to ease the boundary conditions
setup. Figure 2.8 shows the named selections used in this project:
Figure 2.8: Named selections for the fluid domain
Only 10 named selections can be showed at the same time. Thus, the following named
selections are missing:
• Circle2 2. Second interface for the smaller circle.
• Rectangle fluid. Rectangular body part.
• Circle fluid. Smaller circle body part.
• Circle rotate. Ring body part.
• Front. This named selection consists of the three front faces of the model, one
for the rectangle and one for each circle.
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• Back. Conversely, this named selection consists of the three back faces of the
model, one for the rectangle and one for each circle.
Each of them will be explained in more detail in the boundary conditions setup, specifi-
cally in section 2.2.4.5.
2.2.3. Fluent setup
When the meshing process is accomplished, the simulation setup must be undertaken.
Before getting into explaining how the di erent settings for the simulations have been
established, it may be adequate to explain the approach used in order to solve the
unsteady flow around the vertical axis tidal turbine. As a matter of fact, di erent
techniques can be used to model this unsteady flow [34, 35]:
• The Moving Reference Frame (MRF) approach, which actually uses a steady-
state solution.
• The Sliding Mesh approach, a transient calculation in which some zones are
actually moved each time step.
2.2.3.1. The Moving Reference Frame (MRF) approach
The MRF approach simulates the motion without actually moving the zones. Local
accelerations are added as source terms to each grid cell to account for the motion.
However, there are times when The MRF assumption is an oversimplification of the
problem, and this is definitely our case. In the case of a vertical axis tidal turbine, the
underlying physics requires with any kind of doubt a transient simulation, hence vortices
break o  the upwind blades, and the downwind ones pass through these. Nevertheless,
this approach might give a useful early indication of the velocity field and wake behind
the blades. That is the reason why this approach has not been used as a definitive
solution, but as an initial one [34].
Since Fluent uses an iterative method parting from an initial solution, the closer the
initial solution to the definitive one, the faster this last one will be achieved. Using
an appropriate initial solution not only accelerates the convergence in every time step,
but also helps making sure a valid solution is actually going to be reached. In the
very beginning of this project, a simulation using a standard initialisation - setting all
the cells in the domain with the same values - was done, but using this approach led
to invalid results. Consequently, all further simulations were carried out with a MRF
solution initialisation.
2.2.3.2. The Sliding Mesh approach
When a time-accurate solution is desired, the Sliding Mesh technique should definitely
be used when computing an unsteady flow field. It is the most accurate method for sim-
ulating flows in moving reference frames, but also the most computationally demanding.
With this approach two or more cell zones are used, and each of them is bounded by
at least one ’interface zone’ where it meets the opposing cell zone. The interface zones
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of adjacent cell zones are associated with one another to form a grid interface, and the
two cell zones will move relative to each other along the grid interface [35].
The interfaces needed for our model have of course been set in our case, and this process
is detailed in section 2.2.4.6.
2.2.4. Solution setup
In this section the di erent steps taken to validly configure our simulation are going to
be introduced. It has to be borne in mind that this configuration has been carried out
once the solution had already been initialised with a MRF approach.
2.2.4.1. General
According to the general setup adjustments, a pressure-based solver has been chosen
over a density based one, hence it is the most appropriate when modelling low speed
incompressible flows [36]. Moreover, a transient solution is definitely needed.
2.2.4.2. Models
Our only model of interest for this case is the turbulence model. Here, among the
wide range of turbulence models available in Fluent, the Transition SST model has been
chosen.
SST stands for Shear Stress Transport, and it is a 4-equation model. It combines the
robustness of the k ≠ Ê turbulence model near walls with the capabilities of the k ≠ ‘
model away from the walls. This ’SST’ modification was the key that gave the model its
ability to predict separated flows much better than the standard k≠Ê form [48]. While
researching for this project, several sources where this turbulence model was encouraged
for vertical axis turbines were found. An example can be found in [49], where the same
simulation has been carried out using di erent turbulence models and a comparison of
the results is presented.
In our case the default values for its constants were kept.
2.2.4.3. Materials
In this section is where the fluid that wants to be used has either to be chosen from
Fluent’s Database, or defined by its properties such as density and viscosity.
Since we are modelling the flow around a vertical axis tidal turbine, water-liquid was
copied from the database.
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2.2.4.4. Cell Zone Conditions
In our scenario we have three di erent zones:
• Circle fluid, which is the steady inner circle.
• Circle rotate, which corresponds to the rotating ring zone.
• Rectangle fluid, which corresponds to the C-shaped steady domain.
For the three of them, water had to be set for the fluid in use. Regarding the steady
domains, nothing else had to be done, but that is not the case for the rotating zone. Here
is where the rotation axis origin and the speed information must be set. The geometry
was designed in order for the rotation axis origin to be at the coordinates origin (0,0,0).
No translational velocity but rotational had to be set, depending for each case on the
Tip Speed Ratio used.
It might be adequate to mention that for the MRF approach, these adjustments ought
to be done in the Reference Frame tab. However, for the Sliding Mesh approach, they
had to be done in the Mesh Motion one.
2.2.4.5. Boundary Conditions
Every CFD simulation is defined under the limits of both initial and boundary conditions.
In order to obtain a valid and realistic solution, the boundary conditions setting has to be
properly done. Moreover, in order to choose the appropriate ones, the physical properties
of the flow have to be studied prior to setting them.
The creation of named selections has been explained in section 2.2.2. These named
selections are now going to be used in order to establish the boundary conditions of our
scenario.
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Figure 2.9 shows the boundary conditions involved in our problem:
Figure 2.9: Boundary conditions for the fluid domain
It should be mentioned that one boundary condition is missing in the figure. The frontal
faces for the three zones are set as symmetry, as well as the three back faces.
Regarding the velocity inlet, it is specified that water flows in the X direction, and it
has a value of 1 m/s. It can be seen as well that the top and bottom surfaces are set
as walls, meaning that the no-slip condition is forced.
2.2.4.6. Mesh interfaces
In figure 2.9 it can be seen that both profile circles were set as an interface boundary
condition. These faces are the delimiters in between the stationary zone and the moving
zone, and have thus to be set correctly. Each interface links two di erent regions, and
in our case we need two di erent interfaces. Were this interfaces not set correctly, the
results obtained would be neither correct nor valid.
2.2.4.7. Reference values
Fluent uses the reference values in order to compute normalised flow-field variables such
as lift, drag, or moment. Some of this values are related to the fluid used, whilst others
depend on the turbine’s geometry. All of them have been computed from the velocity
inlet.
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Table 2.1 sums up the reference values used for the CFD simulations:
Table 2.1: Reference values used for the fluid domain simulations
Parameter Value
Density (kg/m3) 998.2
Viscosity (kg/m · s) 0.001003
Area (m2) Turbine’s diameter · Height
Length (m) Turbine’s radius
2.2.4.8. Solution methods
This section deals with the methodology Fluent uses in order to solve our problem. The
Pressure-Velocity Coupling Scheme has to be chosen, as well as the Spatial Discretization
parameters.
It has been thought that the best way to present these configuration choices was in a
tabular way. In table 2.2 all the information regarding the solution methods for both
MRF and Sliding Mesh approaches can be seen.
Table 2.2: Solution methods chosen for the fluid domain simulations
Solution methods MRF approach Sliding Mesh approach
Pressure-Velocity Coupling Scheme Simple PISO
Gradient discretization Least Squares Cell Based Least Squares Cell Based
Pressure discretization Standard PRESTO!
Momentum discretization First Order Upwind æ Second Order Upwind Second Order Upwind
Turbulent Kinetic Energy discretization First Order Upwind æ Second Order Upwind First Order Upwind
Specific Dissipation Rate discretization First Order Upwind æ Second Order Upwind First Order Upwind
Intermittency discretization First Order Upwind æ Second Order Upwind First Order Upwind
Momentum Thickness Re discretization First Order Upwind æ Second Order Upwind First Order Upwind
According to [34, 35], using the PISO Pressure-Velocity Coupling Scheme is the most
suitable option for transient simulations, for it aids accelerating convergence for transient
flows. Regarding the gradient discretization, the Least Squares Cell Based is recom-
mended for unstructured meshes [36]. Concerning pressure discretization, the PRESTO!
method is encouraged for transient simulations [36].
It might be appropriate to explain the meaning of the arrows included in the di erent
spatial discretization elements. When using the MRF approach as an initial solution, all
these were set first to First Order Upwind in order to ease convergence achievement.
However, approaching a Second Order Upwind converged solution was attempted, and
it was achieved for almost all the Tip Speed Ratios analysed.
Finally, the pressure discretization for the Sliding mesh approach was set to Second Order
Upwind in order to obtain higher accuracy, though it provided a slower convergence in
every time step.
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2.2.4.9. The time step calculation
As stated earlier, our case has to be analysed though a transient simulation. This way, a
time step must be chosen for our simulations to work with. Although this time step could
be chosen according to a specific numerical value, it is actually much more useful to work
with time steps directly related with the amount of degrees the turbine rotates. Thus,
the time step is related to the angular velocity Ê of the turbine, meaning that the time
step is also dependent on the operating Tip Speed Ratio. For a better understanding, it
might be appropriate to recall circular motion from basic physics. The angular velocity
for a body traversing a circular path is defined in equation 2.2:
Ê =  ◊ t (2.2)
Therefore, the expression that would give the time step associated to an x degree rotation






As the time step depends on the Tip Speed Ratio chosen, it has to be computed accord-
ingly for every ⁄.Table 2.3 sums up the calculated time steps for the whole range of ⁄.
It includes the time step for every value of ⁄ for di erent amounts of degrees rotated.
Table 2.3: Time step range for VŒ = 1 m/s
⁄ Ê(rad/s) VŒ (m/s)  t|0.5¶ (s)  t|1¶ (s)  t|2.5¶ (s)  t|5¶ (s)
0.5 0.2 1 0.043633 0.087266 0.218166 0.436332
1 0.4 1 0.021816 0.043633 0.109083 0.218166
1.5 0.6 1 0.014544 0.029088 0.072722 0.145444
2 0.8 1 0.010908 0.021816 0.054541 0.109083
2.5 1 1 0.008726 0.017453 0.043633 0.087266
3 1.2 1 0.007272 0.014544 0.036361 0.072722
3.5 1.4 1 0.006233 0.012466 0.031166 0.062333
4 1.6 1 0.005454 0.010908 0.027270 0.054541
A time step independence study has been done in order to be able to choose a suitable
time step for the simulations to work with. It is shown in appendix B.
The last step in order to get the simulations started is to choose the desired number of
time steps, as well as the number of maximum iterations per time step. At each time
step, Fluent iterates until the solution has converged for the current time step - or the
maximum number of iterations per time step is reached -, then advances to the next
time step and iterates until the solution has converged, and so on until the prescribed
time steps have been completed.
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Eventually, table 2.4 sums up all the di erent parameters needed in order to accomplish
the fluid domain simulations:
Table 2.4: Fluid domain simulation summary
Fluid domain simulation summary
Geometry
Turbine diameter D (m) 5
Turbine radius R (m) 2.5
Airfoil NACA 0012




Turbulence model Transition SST
Approach Sliding Mesh
Pressure-Velocity Coupling Scheme PISO
Gradient discretization Least Squares Cell Based
Pressure discretization PRESTO!
Momentum discretization Second Order Upwind
Turbulent Kinetic Energy discretization First Order Upwind
Specific Dissipation Rate discretization First Order Upwind
Momentum discretization First Order Upwind
Momentum Thickness Re discretization First Order Upwind
Reference values
Free stream velocity VŒ (m/s) 1
Density ﬂ (kg/m3) 998.2
Dynamic viscosity µ (kg/m · s) 0.001003
Kinematic viscosity ‹ (m2/s) 10≠6
Other parameters Time step  t|1¶Max. Iterations per time step 20
N°of time steps for 1 revolution 360
N°of time steps for 40 revolutions 14,400
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2.3. The structural domain simulation environment
This section deals with all the steps taken right after the CFD simulations were performed
and post processed, in order to be able to carry out the Fluid-Structure Interaction
simulations.
Figure 2.10 shows the link between both domains, as well as all the stages performed in
the whole project:
Figure 2.10: Schematic for the entire project
2.3.1. The structural geometry
Examining figure 2.10 it can be appreciated that the geometry box for the fluid domain
is connected to the geometry for the structural domain. This means that the geometry
designed for the fluid domain is actually shared with the structural domain.
It should be recalled that the solid airfoils were suppressed for the CFD simulations, but
that in the structural scenario it had to be done just the other way round, being the fluid
bodies the ones suppressed.
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Figure 2.11 shows the geometry used for the structural domain:
Figure 2.11: Geometry for the structural domain
An important fact that has to be definitely mentioned is that a tiny support had to be
created for each airfoil, due to the fact that its movement has to be constrained when
importing the CFD pressure field results. If done otherwise, the airfoils would just move
freely according to this pressure distribution. This is due to the fact that when designing
the turbine’s geometry with The Design Modeller, neither the hub nor the connecting
arms were created. This caused no problem at all for the CFD simulations, for both the
rotation axis and origin were set. Furthermore, these supports where suppressed while
dealing with CFD simulations, not a ecting the pressure field results.
However, when dealing with the structural domain, the airfoils are totally independent
from one another. As said before, when importing the CFD pressure, they would not
have any kind of constrain and would just move loosely. Consequently, some boundary
conditions had to be applied in order to achieve valid and realistic results, as explained
later on.
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Figure 2.12 shows one of the airfoils with the mentioned support:
Figure 2.12: Airfoil with support
2.3.2. The structural meshing process
Due to its simpler geometry, meshing the structural domain was easier to accomplish.
The mesh had to be accurate enough to capture precisely the airfoil displacements.
Figure 2.13 shows the mesh obtained for the structural domain:
Figure 2.13: Mesh for the structural domain
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It can be easily seen that the mesh density used is actually really high, for it is hard to
appreciate the elements. Figure 2.14 shows a closer look to one of the airfoils in order
to see in a clearer way the mesh used:
Figure 2.14: Closer look to the mesh used for the structural domain
In the same way as for the fluid domain, a mesh independence study has also been
carried out for the structural domain, in order to validate the results obtained for the
Fluid-Structure Interaction simulations, and it can be seen in appendix A.
2.3.3. Boundary conditions
After achieving an accurate mesh independent scenario, the FSI simulations got started.The
transient CFD pressure field results have been imported to the structural domain, in or-
der for them to be used as loads on the airfoils. When the link between domains was
correctly set, each CFD wall zone had to be matched with its corresponding surface in
the structural domain, in order to transfer the pressure loads correctly.
Due to the fact that uncoupled simulations were done, when rotating the fluid domain,
the structural stood still. Consequently, if the fluid domain rotated and the pressure
loads were then imported, the transfer zones would not match. Since more than just 3
angular positions to study were desired, several structural models had to be created. Data
obtention was desired every 10°, leading this to having 12 di erent structural models,
with 3 angular positions each. When the CFD simulations were done, the pressure fields
were imported to the appropriate structural model. The FSI simulations were carried
out, and then the domains disconnected. The CFD model rotated 10°, and again were
the pressure fields imported to the now adequate structural model. This process went
on until all the simulations were carried out for the whole range of angular positions
desired.
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As mentioned earlier, a support was created for each airfoil in order to constrain their
movement. This way, the supports’ faces were set as fixed supports, which prevented
the airfoils from moving freely. This boundary condition is not only needed but also
justifiable, for the connecting arms would be the ones constraining the airfoils’ movement
in the full scenario. A determinate size for these supports had to be chosen, and the
bigger the size, the more constrained the movement would be. This size depends entirely
on the model and it might be di erent for each case, being up to the designer. This
way, a 0.1c size was considered appropriate, since it is physically reasonable compared
to some existing models and does not overconstrain the movement.
Figure 2.15 depicts the boundary conditions needed for the FSI simulations:
Figure 2.15: Boundary conditions for the structural domain
When all the boundary conditions had been set, the FSI simulations could get started in
order to obtain the airfoils’ deformation.
The results obtained for these simulations are shown in chapter 3.
CHAPTER 3. RESULTS
In this section all the results obtained are going to be presented. After validating the
mesh and choosing a feasible time step, the definitive CFD simulations were under-
taken. Nevertheless, in order to better understand the geometrical approach used in our
simulations, a graphical representation of it is shown:
Figure 3.1: Cross section of the turbine
The angle comprised between the X direction and the blade position is defined as the
azimuth angle ◊.
The first objective that had to be accomplished was to obtain the Cp vs. ⁄ plot for
our specific model. In order to do so, the value of the moment coe cient had to be
computed for each value of ⁄. Before showing such a plot, some features about the
moment coe cient have to be clarified. The moment coe cient follows a periodic
pattern, and Fluent allows obtaining the instantaneous value of this parameter, either
for the whole turbine or for each airfoil separately. This way, the sum of all these
instantaneous values leads to the final cyclical moment coe cient. Since it works in a
sinusoidal way, in order to obtain its actual value the mean value has to be computed.
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Figure 3.2 shows an example of moment coe cient plot obtained in one of the simula-
tions:
Figure 3.2: Moment coe cient example
Two di erent patterns can be observed in figure 3.2: an initial transient solution, followed
by a converged steady state one. When computing the mean value of this function
in order to obtain the value of the moment coe cient, the transient part has to be
disregarded. Trimming this initial unstable part of the solution is quite simple, but
what it is not that easy to see is when the solution has actually converged. Although
it may look like it has to the naked eye, it might not be the case. This way, using
Matlab, the value of the moment coe cient was computed in each revolution for a large
number of revolutions, as well as the relative error between the actual revolution and the
previous one. Therefore, we could easily identify with how many revolutions the moment
coe cient stood still within a specific tolerance range.
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Figure 3.3 shows an example for one case where this convergence was studied:
Figure 3.3: Error vs. # of revolutions plot
Although the shape of this function depends on the operating Tip Speed Ratio, the
results for each scenario were quite similar. We can easily see that the relative error for
the moment coe cient is highly reduced as the revolutions go by. This way, in order
to achieve an accurate convergence, the values taken into account when computing the
mean value were the ones from the 20th revolution on. 40 revolutions were simulated,
meaning this that the moment coe cient values obtained were the average from 20
revolutions.
As it has been stated earlier, Fluent allows obtaining the moment coe cient for the
whole turbine, or for each airfoil separately. Generally the global moment coe cient was
computed, for this value is the one used in order to obtain the power coe cient - as it
can be seen in equation 1.8 -.
Nevertheless, computing the moment coe cient for each airfoil might be useful in order
to take some conclusions.
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Figure 3.4 shows the moment coe cient for each airfoil as well as the global moment
coe cient for one of the simulations:
Figure 3.4: Moment coe cient for each airfoil
Examining figure 3.4 it can be seen that the moment coe cient shows three maxima
per revolution, corresponding to the actual number of blades. It is interesting to analyse
the contribution of each airfoil to the global moment coe cient. It can be seen that
each blade contributes to the global moment coe cient in the same way, thus being
the global moment of the turbine the sum of the moment on each blade. This can be








n is the number of blades
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Eventually, the Cp vs. ⁄ plot for our model is shown in figure 3.5:
Figure 3.5: Cp vs. ⁄ plot
Taking a quick look at figure 3.5 it is easy to identify which value of ⁄ will let us extract
the maximum energy from the water, becoming consequently the optimal Tip Speed
Ratio. It can be seen that this value of ⁄ is 2, and due to the fact that it is the most
e cient Tip Speed Ratio, all the further Fluid-Structure Interaction simulations have
been done under this optimal operating Tip Speed Ratio, unless specified otherwise.
Before getting into the FSI simulations, the pressure di erence  P for every value of ◊
was computed, in order to analyse the pattern this variable followed. It can be seen in
figure 3.6:
Figure 3.6:  P vs. ◊ plot
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In order to approximate the results obtained, it has been found that the most feasible
option was the use of splines. It has been achieved with Matlab’s Spline Toolbox, and
more information about data fitting using splines can be found in [37].
Figure 3.7 shows the pressure field for the original position for ⁄ = 2. Furthermore, a
pressure contour for every value of ◊ for a complete revolution is shown in appendix D.
Figure 3.7:  P vs. ◊ plot
After this, the blades’ deformation for each value of ◊ was computed. A study stating the
independence of the deformation after around 40 revolutions spun is shown in appendix
C.
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Figure 3.8 shows the results obtained for di erent materials. Table 3.1 sums up the
materials’ properties provided by ANSYS.
(a)  P vs. ◊ plot (b) Deformation vs. ◊ for structural steel
(c) Deformation vs. ◊ for stainless steel (d) Deformation vs. ◊ for an aluminum alloy
(e) Deformation vs. ◊ for a titanium alloy (f) Deformation vs. ◊ for a copper alloy
Figure 3.8: Deformation vs. ◊ for di erent materials plots
Table 3.1: Materials properties
Material ﬂ (kg/m3) Tensile yield strength (GPa) Compressive yield strength (GPa) Tensile ultimate strength (GPa)
Structural steel 7,850 0.25 0.25 0.46
Stainless steel 7,750 0.21 0.21 0.59
Aluminum alloy 2,770 0.28 0.28 0.31
Titanium alloy 4,620 0.93 0.93 1.07
Copper alloy 8,300 0.28 0.28 0.43
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Taking a look at figure 3.8 it can be seen that a correlation between the deformation
and the pressure di erence  P exists, which was to be expected. All these plots have
as well been approximated using splines. It can be seen that the deformation has been
computed for 5 di erent materials: 2 kinds of steel, an aluminum alloy, a titanium alloy,
and a copper alloy. When only the deformation is being analysed, it can be seen that
the steels are the ones providing the lower deformation. This is clearly an advantage,
but it has to be borne in mind that the election of a material for the blades does not
only depend on that. Seawater corrosion, resistance to biofouling, cavitation problems,
and price are some of the aspects that should be as well considered.
Practically all surfaces are colonised with a biofilm sooner or later. However, copper-
based alloys have a degree of inherent antifouling capability, a natural toxicity to marine
organisms [33]. Taking a look at figure 3.8 it can be seen that the copper alloy provides
a higher deformation than both steels, for example. Nevertheless, depending on the
scenario, this antifouling capability might make them a more suitable option. Despite
that, metals can actually be improved with the use of anticorrosion and antifouling
coatings [33].
Although its usage in the simulation was not possible, composite materials could be as
well a good option, since they o er higher corrosion resistance and condition monitoring.
On the other side, they contain additives, pigments, and stabilisers to improve physical
and chemical properties that may leach out and become nutrients to this marine life.
Biofouling on composite materials is reported to be as much as four times greater than
for stainless steels [33], a fact that makes these last ones a remarkable option, considering
as well that the deformation on them reached the lowest values in this study. However,
it should not be forgotten that corrosion, bioufouling, erosion and cavitation issues still
remain technical challenges.
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Taking a look at figure 3.6, it can be seen that the azimuth angle ◊ at which the
pressure di erence  P is maximum is ◊ = 180°. Consequently, for this angular position
the deformation for all the values of ⁄ has been computed, in order to identify the worst
scenario possible.
Figure 3.9 shows the results obtained:
Figure 3.9: Deformation vs. ⁄ plot for ◊ = 180° for structural steel
Taking a look at figure 3.9, it can be seen that increasing the value of the operating
Tip Speed Ratio leads to a substantial increase in the blades’ deformation for all the
appropriate values of ⁄. Consequently, this fact will have to be taken into account when
choosing the adequate value of ⁄.
It can also be seen that the leftmost value of ⁄ and the righmost one give results that do
not follow the general pattern. However, if we take a look at figure 3.5, it can be seen
that those values of ⁄ are either really close to the limit from which the turbine can not
extract energy from the free stream or actually beyond it, meaning that its contribution
to this study should not be considered.
Figure 3.10 shows the pressure contours for the whole range of ⁄ for ◊ = 180°.
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(a) Pressure field for ⁄ = 0.5 (b) Pressure field for ⁄ = 1
(c) Pressure field for ⁄ = 1.5 (d) Pressure field for ⁄ = 2
(e) Pressure field for ⁄ = 2.5 (f) Pressure field for ⁄ = 3
(g) Pressure field for ⁄ = 3.5
Figure 3.10: Pressure distribution for ◊ = 180° for the whole range of ⁄
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It can be seen that, while increasing the value of the operating Tip Speed Ratio, the
low pressure zones keep increasing in a much faster way than the high pressure zones,
leading to a higher deformation.
Figure 3.11 shows the blade’s deformation, not at scale, for ◊ = 180° and ⁄ = 2 for
structural steel:
Figure 3.11: Deformation for ◊ = 180° and ⁄ = 2 for structural steel
The deformation for each value of ◊ and ⁄ = 2 for a complete revolution is attached in
appendix E.
Taking a look at 3.8 and 3.11 it can be seen that for all the materials studied the
deformation is in the order of magnitude of µm, which is actually quite low. This
deformation has been computed in a static way, standing the blades still with the sudden
existence of the pressure field imported from the CFD simulations. Although it gives an
idea of the order of magnitude of this parameter and presents no problems in an static
analysis, it has to be borne in mind that tidal turbines are exposed to cyclical loadings
that could lead to severe damage if hold for a long time. In chapter 4 some future studies
that could be done to complete this study are presented.
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CHAPTER 4. CONCLUSIONS AND
FUTURE WORK
This project has immersed into the multiphysics nature of a vertical axis tidal turbine.
Using the Computational Fluid Dynamics (CFD) simulation software Fluent, the flow
around this turbine has been predicted for di erent scenarios. Two di erent approaches
were tested in order to do so. Finally, the Sliding Mesh technique was the one chosen for
the definitive simulations, whereas the Moving Reference Frame (MRF) was just used
to provide an initial solution. Before simulating each particular scenario, both mesh and
time step independence studies have been carried out, in order to obtain not only correct
results, but also accurate within a feasible computational cost.
A Cp vs. ⁄ plot was obtained for our particular designed turbine, in order to identify which
Tip Speed Ratio allowed the greatest power extraction from the free stream. This value
was the one used for the Fluid-Structure Interaction (FSI) simulations, unless specified
otherwise. In addition, several features from the moment coe cient were analysed.
When the CFD simulations were all set up, ANSYS Mechanical was used in order to
achieve the structural simulations. The di erent flow fields obtained in the fluid domain
were used as boundary conditions for the structural one, with the purpose of computing
the blades’ deformation due to this pressure field. A deformation independence from
the number of revolutions spun study has also been carried out, in order to verify the
convergence of this parameter. The coupling between Fluent and Mechanical has been
accomplished with the Workbench environment.
The moment coe cient pattern has been studied. It has been seen that it is composed
by two di erent parts, a transient initial one, and a steady state solution. In order to
compute the moment coe cient for each value of ⁄, just the steady state part has
been used while averaging. In addition, the contribution of each airfoil to this moment
coe cient has been studied. It has been proved that the moment coe cient shows in a
same revolution the same number of maxima as number of blades the turbine has, and
that each blade contributes to the global moment coe cient in the same way, being the
last one the sum of the moment coe cient of all the blades.
Furthermore, it has been observed that the angular position ◊ = 180° not only provides
the maximum torque, but also the highest pressure di erence  P . In addition, thanks
to the Cp vs. ⁄ plot obtained, it could be seen that the optimum value of the Tip
Speed Ratio was ⁄ = 2. As a consequence, almost all the further FSI simulations were
conducted under this value of ⁄.
The deformation for each angular position was computed every 10°, leading to the
obtention of 36 values for the azimuth angle ◊. A correlation between the deformation
and the pressure di erence  P could definitely be seen, and this process was done for
5 di erent materials. Were the deformation the variable on the spotlight, then we could
conclude that the best option would be the use of either stainless or structural steel.
The use of an aluminum alloy would not be advisable, since it provides the highest values
of deformation. However, it has been seen that deformation is not the only parameter
that has to be borne in mind when choosing a material. Seawater corrosion, biofouling,
cavitation, or economical issues can play an important part as well. While composite
materials would provide better physical properties and higher resistance to corrosion,
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they could be as four times more susceptible to biofouling than steels. Despite the
fact that the copper alloy has provided higher deformations than the steels, it is known
that they own an inherent antifouling capability. This way, it can be concluded that in
areas where biofouling is very likely to appear, the use of a copper-based alloy would be
a feasible option, since this phenomena can really increase the drag coe cient of the
blades worsening the overall e ciency considerably.
As stated earlier, ◊ = 180° provides the maximum  P . Therefore, fixing this value for
the azimuth angle, the e ect of the Tip Speed Ratio on the deformation was analysed.
It can be concluded that increasing the value of ⁄ leads to a substantial increase in
the deformation, a fact that should be borne in mind when choosing the appropriate
operating Tip Speed Ratio.
It ought not be forgotten that, without disparaging the complexity of this project, our
model is a simplification of the real model. It is not a 3D but a pseudo 2D approach,
and the geometry has been simplified, since neither the connecting arms nor the hub
have been designed. However, in a 2D approach these could not be included anyway,
for they would not let the flow pass through. All these constrains exist due to the
limited resources, both temporal and computational, and they definitely a ect the results
obtained. Therefore, a 3D study would be completely advisable, since it would provide
more accurate results and would take into account physical phenomena like the existent
end tip vortices.
It has also been stated before that this project consisted of an uncoupled 1-way FSI
approach. This meant that a converged CFD solution was used in order to compute the
structural deformation, and that this last was not considered to a ect the flow field. If it
were, then it would become a 2-way FSI approach, and if both solvers ran simultaneously
exchanging data in every coupling time step, then it would actually become a coupled
2-way FSI approach.
Whereas the 2-way part is not that fundamental, the coupled one it actually is. The
blades of a vertical axis tidal turbine are subject to cyclical loadings that will eventually
cause appreciable damage to the structure. This way, were a coupled simulation carried
out, then would a fatigue analysis be possible, which would provide useful results. In
order to do so, ANSYS’ System Coupling tool could be used, though it is often claimed
as unstable. This tool would couple both solvers, and make sure that the time duration
and time step setting were consistent across them. This kind of simulation was actually
attempted, but it would not succeed due to the lack of resources. Plenty of useful
information about the System Coupling tool can be found in [24, 38]
Although in many analyses a 2-way approach would be anything but recommendable, this
might not be the case for our particular scenario. The deformations that the surrounding
fluid causes to the blades’ are often not significant enough for the flow field to be a ected.
Despite the results would be of course more accurate, the increase in the computational
cost may not be worth it. Nevertheless, it could depend on the goal of the study. In [50]
a 3D 2-way FSI simulation of a vertical axis tidal turbine is presented. It presents a Cp
vs. ⁄ plot using 1-way and 2-way approaches, as well as experimental tests. It can be
seen that the results between them do not di er considerably for the most values of ⁄.
However, were the computational cost not an issue, a coupled 2-way FSI analysis would
be the best approach possible.
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APPENDIX A. MESH INDEPENDENCE
STUDY
Working with an appropriate mesh is one of the fundamental pillars of a CFD simulation.
The solution obtained must be independent of the mesh size, and to that purpose, a
mesh independence study must be undertaken.
Contrary to popular belief, working with a finer mesh not always gives better results.
Although it might be true in some cases, sometimes increasing the mesh size just leads
to an increase of the computational cost. This way, the point from which an increase
of the mesh size leads to nothing but an increase on the computational cost must be
found, and how this has been achieved is what is going to be explained in this appendix.
Note that not only a mesh independence study for the fluid domain has been done, but
also for the structural domain.
Fluid domain mesh independence study
We parted from an initial coarse mesh, which was actually used to test the first simula-
tions of the project. Since at the very beginning several mistakes are made, it is quite
useful to use a mesh that does not carry a high computational cost.
When the correct set up of the simulation was achieved, the mesh independence study
was undertaken in order to get not only correct results, but also accurate. The process
taken in order to obtain a mesh independent solution is quite simple. Parting from the
previously mentioned initial mesh, the di erent sizings of the di erent sections of the
mesh were reduced in order to get finer meshes. For each new mesh, the value of a
variable of interest was computed, the Cp in our case. This way, the monitoring of this
variable lets us see its dependence on the mesh size. We would have to keep doing this
process in an iterative way until the relative error in the variable of interest fits in the
desired tolerance error.
In table A.1 the di erent meshes used for this mesh independence study are presented.
It shows the number of elements and the value of the Cp for each mesh, as well as the
relative error in the Cp with the previous mesh.
Table A.1: Mesh independence study results for the fluid domain
Mesh N°of elements Cp |Relative error(%)|
Initial mesh 23,920 0.2497 -
Coarse mesh 30,312 0.2335 6.49
Finer mesh 40,526 0.2515 7.15
Even finer mesh 48,589 0.2656 5.3
The finest mesh 55,359 0.2647 0.34
If we take a look table A.1, it can be easily seen that there is no point in using the last
mesh instead of the fourth one. The number of elements increases a 12.2%, but the
value of the Cp just di ers a 0.34%, which is a totally tolerable error. Consequently, the
mesh chosen for further simulations has been the fourth one, with 48,589 elements.
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It might be as well useful to plot the number of elements against the Cp, in order to see
in a graphical way that a mesh independent solution has been reached. Thus:
Figure A.1: Cp vs. Number of elements plot
Figure A.1 helps us proving that a mesh independent solution has been achieved, for it is
quite easy to see that increasing the number of mesh elements has an almost indiscernible
e ect on the solution.
Eventually, figure A.2 shows the value of the moment coe cient over the same period
of time for each of the meshes studied:
Figure A.2: Cm for every studied mesh plot
Structural domain mesh independence study
The steps that have been taken in order to obtain a mesh independent solution for the
structural domain are quite similar to the ones taken for the fluid domain. We parted
again from a very coarse mesh, in order to validate the results obtained without the need
of a high computational cost. Once the correct set up for the simulations was achieved,
the mesh independence study was carried out.
Whilst for the fluid domain the variable of interest was the Cp, for the structural domain
two variables of interest were used. The first one is the value of the maximum pressure
imported from Fluent’s solution, and the other is the value of the maximum deformation
due to this pressure. Again, the di erent mesh sizings were reduced to obtain finer
meshes, and the variables of interest were computed for each case.
Table A.2 sums up the results obtained:
Table A.2: Mesh independence study results for the structural domain
Mesh N°of elements PMax (Pa) Maximum deformation (µm) |PMax Relative error(%)| |DefMax Relative error(%)|
Initial mesh 4,586 4,876.8 1.2128 - -
Coarse mesh 30,634 5,014.8 1.3032 2.82 7.45
Finer mesh 60,654 5,030.5 1.2749 0.31 2.17
Even finer mesh 72,260 5,040.4 1.2723 0.2 0.2
The finest mesh 113,702 5,052.3 1.2718 0.2 0.03
If we take a glance at table A.2, we can see that the relative errors are actually quite low.
Nevertheless, from the third mesh on, they are reduced into really negligible values. It
had to be thought whether the third or the fourth mesh was the most suitable. The last
one was easily disregarded, since the di erence in the relative errors are unappreciable
and the computational cost was highly increased.
Nonetheless, the third and the fourth mesh give quite similar results, being the last
one a little more accurate. And since the computational cost di erence was almost
imperceptible, the fourth mesh was chosen for further simulations.
In the same way as for the fluid domain, a plot showing the influence of the number of
elements on the accuracy of the results for the structural domain is presented in figure
A.3:
Figure A.3: Deformation vs. Number of elements plot
Taking a look at figure A.3 we can clearly see that a mesh independent solution has
been achieved for the structural domain as well.
APPENDIX B. TIME STEP
INDEPENDENCE STUDY
In section 2.2.4.9. how the time step for the CFD simulations had been computed was
explained in detail.
As it has been mentioned before, it is quite usual to use time steps related to a specific
rotation. Using time steps associated to a lower amount of degrees rotated generally
leads to more accurate results, but in the same trend as the mesh size, it may just lead
to a raise in the computational cost in some cases, since the lower the time step, the
higher the computational cost. This way, an appropriate time step has to be chosen in
order to get accurate results within a feasible computational cost. In order to do so, a
time independence study has been done.
The same exact simulation has been carried out using time steps associated to di erent
amounts of degrees, and again the value of the Cp has been computed for each case.
Consequently, the e ect of the time step size on the solution can be easily analysed.
The results of these simulations are shown in table B.1, as well the relative error using
the 1° rotation results as the reference value.
Table B.1: Time step independence demonstration
Rotation (°) Cp  t needed for 1 revolution |Relative error(%)|
0.5° 0.2771 720 1.35
1° 0.2809 360 -
2.5° 0.2762 144 1.67
5° 0.2903 72 3.35
We parted from the idea that using a time step associated to 1° of rotation was accurate
enough. Nevertheless, a simulation using a 0.5° rotation time step was done in order
to validate this accuracy. The di erence in the results is not relevant enough for the
0.5° rotation time step to be considerate the most suitable one, considering in addition
that the computational cost would be severely incremented.
This way, the 1° rotation time step was considered accurate enough for the simulations.
Nonetheless, it could have been the case were this time step were as well too accurate,
and consequently two further simulations were done with higher values of degrees rotated
per time step. Whilst the 5° case could be immediately disregarded due to the high error
provided, the 2.5° case had to be pondered, since the error is actually not that high.
Eventually, the 1° rotation time step was chosen for all the simulations, in order to have




INDEPENDENCE FROM THE NUMBER
OF REVOLUTIONS STUDY
In this appendix, the results obtained while studying the independence of the blades’
deformation from the number of revolutions the turbine had spun is shown. Table C.1
sums up these results, showing as well the relative error with the previous result for each
case.
Table C.1: Deformation independence from the # of revolutions
Revolutions # of  t Deformation (µm) |Relative error(%)|
5 1,800 3.0631 -
10 3,600 3.0111 1.7
15 5,400 2.9766 1.15
20 7,200 2.9408 1.2
25 9,000 2.9254 0.52
30 10,800 2.9105 0.5
35 1.600 2.884 0.9
40 14,400 2.8806 0.12
45 16,200 2.869 0.4
50 18,000 2.8624 0.23
Figure C.1 shows in a more graphical way the results obtained:
Figure C.1: Deformation vs. # of revolutions plot
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The number of revolutions used in the CFD study in order to achieve a converged pressure
field was 40. This way, taking a look at table C.1 and figure C.1 both, it can be easily
seen that for that many revolutions the deformation results have actually converged,
since increasing the number of revolutions spun would lead to anything but an increase
on the computational cost.
APPENDIX D. THE PRESSURE FIELD
FOR A WHOLE REVOLUTION
In this appendix the pressure distribution for each value of ◊ for a complete revolution
for ⁄ = 2 is shown. A contour is shown every 10°, leading this to the exposure of 36
pressure contours.
(a) Pressure field for ◊ = 0° (b) Pressure field for ◊ = 10°
(c) Pressure field for ◊ = 20° (d) Pressure field for ◊ = 30°
(e) Pressure field for ◊ = 40° (f) Pressure field for ◊ = 50°
Figure D.1: Pressure distribution for a whole revolution for ⁄ = 2
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(a) Pressure field for ◊ = 60° (b) Pressure field for ◊ = 70°
(c) Pressure field for ◊ = 80° (d) Pressure field for ◊ = 90°
(e) Pressure field for ◊ = 100° (f) Pressure field for ◊ = 110°
Figure D.2: Pressure distribution for a whole revolution for ⁄ = 2 (Part II)
(a) Pressure field for ◊ = 120° (b) Pressure field for ◊ = 130°
(c) Pressure field for ◊ = 140° (d) Pressure field for ◊ = 150°
(e) Pressure field for ◊ = 160° (f) Pressure field for ◊ = 170°
Figure D.3: Pressure distribution for a whole revolution for ⁄ = 2 (Part III)
(a) Pressure field for ◊ = 180° (b) Pressure field for ◊ = 190°
(c) Pressure field for ◊ = 200° (d) Pressure field for ◊ = 210°
(e) Pressure field for ◊ = 220° (f) Pressure field for ◊ = 230°
Figure D.4: Pressure distribution for a whole revolution for ⁄ = 2 (Part IV)
(a) Pressure field for ◊ = 240° (b) Pressure field for ◊ = 250°
(c) Pressure field for ◊ = 260° (d) Pressure field for ◊ = 270°
(e) Pressure field for ◊ = 280° (f) Pressure field for ◊ = 290°
Figure D.5: Pressure distribution for a whole revolution for ⁄ = 2 (Part V)
(a) Pressure field for ◊ = 300° (b) Pressure field for ◊ = 310°
(c) Pressure field for ◊ = 320° (d) Pressure field for ◊ = 330°
(e) Pressure field for ◊ = 340° (f) Pressure field for ◊ = 350°
Figure D.6: Pressure distribution for a whole revolution for ⁄ = 2 (Part VI)
APPENDIX E. THE DEFORMATION FOR
A WHOLE REVOLUTION
In this last appendix the deformation for each value of ◊ for a complete revolution for
⁄ = 2 for structural steel is shown.
(a) Deformation for ◊ = 0° (b) Deformation for ◊ = 10°
(c) Deformation for ◊ = 20° (d) Deformation for ◊ = 30°
(e) Deformation for ◊ = 40° (f) Deformation for ◊ = 50°
Figure E.1: Deformation for a whole revolution for ⁄ = 2
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(a) Deformation for ◊ = 60° (b) Deformation for ◊ = 70°
(c) DeformationDeformation for ◊ = 80° (d) Deformation for ◊ = 90°
(e) Deformation for ◊ = 100° (f) Deformation for ◊ = 110°
Figure E.2: Deformation for a whole revolution for ⁄ = 2 (Part II)
(a) Deformation for ◊ = 120° (b) Deformation for ◊ = 130°
(c) Deformation for ◊ = 140° (d) Deformation for ◊ = 150°
(e) Deformation for ◊ = 160° (f) Deformation for ◊ = 170°
Figure E.3: Deformation for a whole revolution for ⁄ = 2 (Part III)
(a) Deformation for ◊ = 180° (b) Deformation for ◊ = 190°
(c) Deformation for ◊ = 200° (d) Deformation for ◊ = 210°
(e) Deformation for ◊ = 220° (f) Deformation for ◊ = 230°
Figure E.4: Deformation for a whole revolution for ⁄ = 2 (Part IV)
(a) Deformation for ◊ = 240° (b) Deformation for ◊ = 250°
(c) Deformation for ◊ = 260° (d) Deformation for ◊ = 270°
(e) Deformation for ◊ = 280° (f) Deformation for ◊ = 290°
Figure E.5: Deformation for a whole revolution for ⁄ = 2 (Part V)
(a) Deformation for ◊ = 300° (b) Deformation for ◊ = 310°
(c) Deformation for ◊ = 320° (d) Deformation for ◊ = 330°
(e) Deformation for ◊ = 340° (f) Deformation for ◊ = 350°
Figure E.6: Deformation for a whole revolution for ⁄ = 2 (Part VI)
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