Since Miller (1956) introduced the chunk as a unit of immediate memory, recoding has become a vital concept in human information processing research. With the aid of a powerful recoding system one is able to store large amounts of information into a very limited number of chunks. Miller indicated that language can be considered as a preeminent recoding system. What are the chunks, then, in speech transmission? What can be said about the perceptual recoding of syntactic material? The obvious step is to consider linguistic units as possible candidates for chunks of speech. Miller (1962) suggests that the phrase might be the natural decision unit for speech. Several experiments support this view. The most striking results in this regard have been obtained by the click procedure (Fodor & Bever, 1965; Garrett, Bever, & Fodor, 1966) : If a click is superimposed on a recording of continuous speech, the listener tends to dislocate the click perceptually towards a major constituent boundary.
As soon as the notion of phrase structure or constituent structure is introduced in studies of perceptual segmentation one cannot evade the question of the hierarchical order of the perceptual chunks. Constituent structure is essentially hierarchical. It suggests that decisions on the level of major constituents may be dependent upon preliminary decisions at lower levels. But also, if we take sentence understanding mainly to be a left-to-right processing, then decisions about words or small phrases may be highly dependent upon the understanding of a major preceding constituent.
Hierarchical models of sentence transmission have been proposed by several researchers. Yngve's (1960) theory is an explicit case. Osgood's (1963) theory, though less strictly a left-to-right model, is also basically a hierarchical one. Miller & Chomsky (1963) suggest that the output of a first superficial analysis of a sentence by the listener may be the surface phrase-marker.
Thus, under the influence of linguistics, rather elaborate theories have been proposed about sentence processing. Rommetveit (1968) , however, rightly remarks that though there is firm experimental evidence for grouping and chunking processes, the existing information is hardly at variance with any modern theory of speech perception. In particular, there is a large gap between the intricacy of hierarchical theories, on the one hand, and the roughness of the supporting evidence, on the other hand.
It is our conviction that this gap is not due to a lack of precise data in the first place, but rather to inadequate data analysis. If one wants to test a hierarchical chunking theory of sentence perception, methods of analysis should be used that are explicitly designed for the assessment of hierarchical structures.
The present study was conducted to create the possibility of revealing a potential latent hierarchical structure in data on sentence perception.
METHOD
The experiment was essentially an intelligibility test. Spoken sentences embedded in white noise were presented to Ss. At each presentation they had to write down what they heard.
Stimulus Material
Twenty Dutch sentences were composed of various syntactic structures. We were careful to introduce three sentences of the type the tall boy saved a dying woman, with two major constituents, as well as three sentences of the type the house across the street was burning, which has three major constituents. These syntactic types have profitably been used by N. F. Johnson (1965) in a study on transitional errors in sentence recall. We used several sentences with direct and indirect objects like the boy gave the ice cream to a child and added passive and question versions of such syntactic structures. The sentences that were submitted to further analysis are given in Tables 1-11 , with their word-to-word English translations. Care was taken that in each sentence all words were different.
The 20 sentences were spoken by an adult male voice 2 and tape-recorded in a sound proof room by means of high-quality recording equipment (Sennheiser microphone, Revox A77 recorder). The order of the sentences was random, except that immediate succession of sentences with the same syntactic structure was prevented.
Next, white noise was recorded on the second tape track. In a preexperiment, a S/N ratio was determined that yielded about 50% correct identification of all the words on the tape. The mixed signal was presented via a loudspeaker.
Subjects
In the main experiment, Ss were 120 undergraduate psychology students, both men and women.
Procedure
The noise-embedded sentences were presented one by one via a loudspeaker. The Ss were instructed to listen carefully and to write down after each presentation what they had heard. They were provided with test booklets with a page for each sentence. They were not allowed to go back and make changes on earlier pages.
Scoring
For each S and sentence it was determined which words had been correctly identified. We found a total of 40% correct identifications. However, the intelligibility level varied widely for the different sentences, with extremes of 11% and 87%. For the purpose of the further analysis we could only use the middle range from 30% to 70%. This excluded nine sentences.
Conditional Probabilities
For the remaining 11 sentences, we computed tables of conditional probabilities.
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If i and j are words from a given sentence, the material allowed for the determination of p(j/i) and p(i/j). These are, respectively, the probability that j is correctly identified, given correct identification of i, and inversely. If i and j have this order in the sentence, it is convenient to say that p(j/i) is a forward conditional probability and p(i/j) a backward conditional probability'. For each sentence we computed these probabilities for all i and j from the sentence. They are given in Tables 1 through 11 .
Hierarchical Clustering Scheme Analysis
In order to investigate whether or not there is a latent hierarchical structure underlying these data, we applied S. Johnson's (1967) Hierarchical Clustering Scheme (HCS) analysis. In essence, this is an algorithm that maps relatedness data onto a tree structure. Starting from n objects and their relatedness values, an iterative procedure merges objects into clusters and clusters and/or objects into larger clusters. Each new clustering is obtained by merging clusters and/or objects at the previous level. At the final level, all objects are in one cluster. An • advantage of Johnson's method is that the order of the clusters in the hierarchy is insensitive to monotonic transformation of the relatedness values. A clustering value is assigned to each cluster in the tree (to each nodey one could say). A clustering value is a measure for the "strength" of the association between the objects in the cluster. If the requirement is made that the clustering is invariant under monotonic transformations of the relatedness data, there are two ways to assign values to the clusters. The first way is to take the smallest relatedness value between the objects within the cluster as a measure for the strength of a cluster. The cluster value, then, indicates that all relatedness values between the elements of the cluster are larger than or equal to this value. This is called the diameter method, because the clustering algorithm attempts at each stage to minimize the diameter of the cluster. The diameter of the cluster is the largest intracluster distance (or, in terms of relatedness: the smallest intracluster relatedness value). The second method is called the connectedness method. In this case, the clustering value means the following: If we take any pair of objects i, j from the cluster, it is always possible to find a chain of objects from the cluster, starting at i and ending at j, such that all adjacent objects in this chain have a relatedness value that is larger than or equal to the clustering value. The connectedness method, therefore, attempts to make clusters such that one can always "get" from i to j within a cluster via a series of "steps" that are as small as possible.
At this point it should be remarked that, theoretically, application of the connectedness method is not justified if relatedness values are asymmetrical. This is the case for conditional word identification probabilities. To get from i to j within a cluster via a chain of minimal steps is rather meaningless if the chain does not correspond to the word order in the sentence. But the connectedness method pays no regard to the direction of the relatedness values.
The asymmetry of the conditional probabilities is, however, immaterial for the diameter method. The further analysis will therefore be based on the diameter method. That the connectedness method is nevertheless included is due to the fact that if the structure of the data is completely hierarchical all chains from i to j in a cluster have the same maximal step size. In the ideal case, therefore, the above argument is vacuous.
Johnson showed that one can define a distance metric d for such hierarchical clustering schemes. The metric is stronger than a Euclidian distance metric. It not only satisfies the triangular inequality, but also the so-called ultrametric inequality,
For further details we must refer to Johnson's original article.
Goodness of Fit Measures
It can be shown that if the diameter and connectedness methods give identical results, the data do not violate the ultrametric inequality. This, then, means that there is indeed a latent hierarchical structure to the data. In this way, one can evaluate the correctness of the hierarchical assumptions.
Another criterion for the applicability of a hierarchical model is a more obvious one. Johnson's HCS, being insensitive to monotonic transformations of the relatedness data, uses only the order of these values. If one assigns an HCS to a set of objects, one essentially assigns (ultrametric) distance values to all pairs of objects. If the clustering is adequate, these distance values should have a monotonic inverse relation to the original relatedness data. The goodness of fit can therefore be determined from the number of order relations specified by the HCS, which are violated by the data, i.e., the conditional probabilities. This brings us to the • definition of a stress measure: The stress of an HCS is the number of order relations violated by the data divided by the total number of order relations specified by the HCS.
Forward Conditional Probabilities
The right upper halves of Tables 1-11 were subjected to diameter and connectedness HCS analyses. We computed the stress values for all HCSs obtained. They are given in Table 12 .
The table shows that on the average the diameter HCS solutions violate only 5.3% of the rank orderings in the data matrices. In view of the strong limitations that must be satisfied by a data matrix for the ultrametric inequality to hold, one is inclined to take this low number of violations of order as a confirmation of a latent hierarchical structure in the data matrices. A closer look at the table, however, asks for some qualification of this general conclusion. Diameter stress values vary from 0% to 14.1%, and one can expect a larger range if a larger sample of sentences is used. Hence we do not want to draw general conclusions from this limited set of experimental data.
On the other hand, many, in fact the first 5 of these 11 sentences, show amazingly little stress. It seems to be worthwhile to give them a more detailed inspection.
Figures 1 through 5 give the hierarchical clusterings that were obtained for these sentences. The upper half of each figure represents the diameter method clustering, the lower half the connectedness clustering.
In all cases, the two methods give virtually identical hierarchies. This is another indication for the latent hierarchical structure in the corresponding data matrices.
The higher the left-to-right path from one word to another in these trees, the lower the influence of the earlier word on the intelligibility of the later one. It is therefore justified to interpret these trees as adequate representations of the In fact, there were no other sentences of this type in the sample. These three sentences apparently produce virtually identical chunking patterns. This suggests that, although chunking is not fully related to surface constituent structure, sentences with identical structure give rise to identical chunking patterns.
Backward Conditional Probabilities
We can be short about the lower halves of Tables 1 through 5. The numbers are too high for a profitable application of HCS analysis: In general, one obtains one big cluster of all words, especially by the connectedness method. Undoubtedly, backwards disambiguation exists in sentence perception .The perception of a later word can a posteriori facilitate the identification of an earlier word. But in the present data not much structure is apparent in this "backwards information flow." It is incomparable to the subtle patterns we find in the forwards spread of information.
CONCLUSIONS
This study has served a triple purpose. The first objective was to find a means of data analysis that was adequate to the hierarchical structure of certain theories of sentence processing. It is shown that Johnson's HCS analysis, if applied to conditional word identification probabilities, fits this purpose. This is especially the case for the diameter method.
The second objective was to test the adequacy of hierarchical chunking models of speech. Two criteria were proposed for the goodness of fit of an HCS. The most direct one is the amount of stress of an HCS solution. This is the percentage of order relations predicted by the HCS Perception & Psychophysics, 1970, Vol. 8 (2) solution that are violated by the data. For the diameter method we found an average stress value of 5.3%. This can be taken as a confirmation of the existence of a latent hierarchical structure in the forward conditional probabilities. Five of the 11 sentences were especially low in their stress values (< 1.5%). These also show a remarkable accordance with the second criterion, namely the virtual identity of their diameter and connectedness solutions (Figs. 1-5 ). At this point the tentative conclusion is that hierarchical left-to-right chunking will often be an adequate model for sentence processing. It should be added, however, that a model for the partitioning of the syntactic input is by no means a complete model of sentence understanding. Semantically important relations like subject of the sentence, direct object, etc., are often not deducible from any pattern of chunks. Nevertheless, they should be discerned if a full understanding of the sentence is required. We refer to Miller & Chomsky (1963, p. 476 ) for a more detailed discussion of this issue.
Thirdly, if a hierarchical model is adequate, how is the chunking hierarchy related to the constituent structure of the sentence? The analyses gave rise to three tentative statements: (1) Large chunks tend to coincide with major constituents.
(2) The minor constituents are not systematically reflected in the structure of small chunks. (3) Sentences with equal constituent structures are chunked in the same way.
It has not been the purpose of this paper to study the various cues that may trigger decisions in the processing of syntactic material. The question is important, however, as to how much of the chunk structure can be accounted for in terms of a "passive" recognition device, i.e., a perceptual mechanism that merely reflects the acoustical structure of the input sentence. Especially prosodic features like intonation and pause pattern may be material in making preliminary decisions on word grouping. For a further study of the role of such cues in the understanding of structurally ambiguous sentences, see Levelt, Zwanenburg, & Ouweneel (in press ). But it is also known that there is active use of grammatical knowledge on the part of the listener in structuring syntactic material. In this way, the hearer is less dependent on the sound spectrum of the input sentence. He may, for instance, make conclusions about several aspects of the grammatical organization of the sentence on the basis of one or two key words he happened to recognize.
The present experimental procedure can yield information about the chunk patterns of the listener. Further systematic variation of cues will, hopefully, reveal more about the determinants of such patterns.
