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Abstract 
The decision making process for the selection of one cloud target over another plays a major role during the migration to the 
Cloud, affecting not only the operational costs, functional characteristics and QoS, but also the development, monitoring and 
maintaining experience of the IT professionals. As the Cloud gains ground, a progressively growing number of cloud providers, 
services and technologies are exposed in the market rendering the research and selection upon them complex and time 
consuming. Proposed efforts for automatic support, fail to follow the quick paste of evolution, demanding, thus, even more effort 
for maintaining the supporting systems. In this paper the Cloud Target Selection (CTS) tool methodology and prototype 
implementation are presented introducing a novel approach: The CloudML@artist modeling language is exploited as a 
representation of real-world cloud environments becoming a source of information for an extensible decision making mechanism. 
The proposed work contributes in the direction towards the construction of an adaptive solution, which will follow the 
technological advances requiring the minimum of human intervention 
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1. Introduction 
Cloud Computing, widely understood as a computing paradigm for managing and delivering services over the 
Internet1, has been characterized by a continuous process of evolution. Both its conceptual context and the 
underlying technologies (e.g. virtualized resources and private networks) are subject to constant changes, thus, 
setting up a race in search for expertise among different companies and IT workers. At the same time, more and 
more organizations decide to adopt cloud environments either by migrating their existing software or by creating 
brand new cloud compatible components. However, the decision making process for migrating the business logic to 
the Cloud can be quite puzzling considering all the factors that may affect the outcome. Estimating and identifying 
these factors usually leads to a cost versus benefit analysis10. This analysis may include human resources costs, time 
spent, operational costs related to the pricing policies, availability and reliability, cost minimization in terms of 
hardware infrastructure, power consumption and maintenance, disaster handling issues, elasticity and controlled 
responses to unexpected peaks14, 11. One of the most important decisions that must be taken in order to satisfy goals 
and constraints derived from these factors is upon which provider and/or which specific provider services will be 
adopted for the cloudified application. 
An important difficulty in addressing this problem is the unfamiliarity with technical details of cloud 
environments among IT workers, despite of the fact that Cloud computing is claimed to demand less IT skills12 than 
hosting on premise systems, and even though it presents itself as an evolution of older models starting to appear 
already in the late 60's16. Possible explanations can be given through the fact that the Cloud in its concrete form has 
only been made available for the enterprise world only in 200613 and numerous related research works, third party 
products and cloud platforms arise in a yearly or even a monthly basis, up until these days. A vast number of public 
cloud providers are exposed to the market and the number of services and service types they offer is progressively 
augmenting. These conditions have been intensified especially during the last years, when the frontiers between 
infrastructure (IaaS) and platform (PaaS) as a service have been broken resulting in cloud platforms that can support 
and integrate features from both layers.  
Under these circumstances, the provider’s selection becomes an even more demanding task to be carried through. 
The decision maker has to deal with two important issues. The first is the multi-objectivity of the migration itself 
because of constraints and goals set by the application and the human factor interacting with it. The second is the 
diversity and constant mutability of the Cloud computing environments, features, services and products. Considering 
these two aspects of the problem, the on-going work presented in this paper, proposes a model-driven solution. It 
offers to the end-user a high degree of control over the criteria which take part in the selection process, in order to 
exploit her overall experience and understanding of the under development software. At the same time it automates 
the process of identifying the features that could possibly be used as selection criteria as dictated by the prevailing 
conditions in the field of Cloud computing. It also automates the process of identifying the providers that fulfill the 
criteria set by the user, as well as the process of combining the results towards solving the multi-criteria decision 
making (MCDM) problem and proposing the most beneficial solution.  
Towards this direction, a structured source of knowledge (CloudML@artist17) has been exploited which is 
designed to contain up-to-date information about real-world cloud providers and their offerings. On top of it a 
prototype eclipse plug-in called Cloud Target Selection (CTS) tool has been designed and implemented. Through its 
interactive use, the end-user is presented with dynamically extracted information and provides input by expressing 
her preferences or demands (through a simple task of criteria selection and ranking). The input is analysed and a 
recommendation is produced about the most suitable cloud provider. The rest of this paper is organized as follows: 
Section 2 presents the requirements of the CTS tool and an overview of the methodology. Section 3 and 4 present in 
detail every component of the methodology each falling into one of the two categories: model-driven and decision 
making. Section 5 is dedicated to the analysis of a prototype implementation and its evaluation. Finally section 6 
describes a set of related works and section 7 concludes the current work and discusses the future plans. 
2. CTS Requirements and overview 
Functional requirements that can be extracted from the previous include: 
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x F-Req1: Information extraction from an up-to-date source of knowledge (CloudML@artist metamodels). 
x F-Req2: Ability to dynamically identify evolving services and cloud features. These services and features can 
potentially be used as criteria for the target selection process and from now on will be referred to as candidate 
selection criteria.  
x F-Req3: Ability to group and present to the end-user the candidate selection criteria 
x F-Req4: Ability to capture the end-users’ preferences over the candidate selection criteria. This requirement 
enables the identification of the actual selection criteria. 
x F-Req5: Ability to capture the end-users’ preferences over the importance of the groups of the candidate 
selection criteria. This requirement allows the user to have a higher degree of control over the selection process. 
x F-Req6: Ability to allow the end-user to determine which cloud providers will take part in the selection process, 
among the ones which are supported by the tool. From now on, the providers selected by the user will be 
referred to as candidate cloud providers. 
x F-Req7: Ability to evaluate each cloud provider according to the degree in which the criteria are fulfilled.  
 
Furthermore, some non-functional requirements have been identified: 
 
x NF-Req1: Minimization of the time needed for the provider selection. 
x NF-Req2: High degree of usability (including learning curve). 
x NF-Req3: High degree of extensibility 
x NF-Req4: High degree of adaptability by minimizing the degree of dependency between the CTS tool and the 
information held in the source of knowledge (request for generalization).  
 
In order to satisfy these requirements, the tool is designed as presented in the overview provided by Figure 1. 
More precisely, Figure 1b presents the functionality of the user interface, which can be thought of, as the steps 
which are visible to the end-user. The yellow boxes stand for the CloudML@artist input while the blue bubbles 
present all the actions that need to be performed in order to allow the interaction between the tool and the user. This 
functionality is realized by the methodology followed by the CTS tool which is presented in the diagram of Figure 
1a through three diagram components: The contribution of the source of knowledge (yellow boxes), the 
methodology steps (pink boxes) and the outputs presented to the end-user (blue boxes). In a few words the 
methodology can be summed up in: 
 
x Step1: Exploit the source of knowledge, in order to extract the candidate selection criteria 
x Step2: Transform the candidate selection criteria into a convenient data structure and present them to the user. 
x Step3: Capture user’s preference upon these criteria in order to extract the actual selection criteria. 
x Step4: Transform the actual selection criteria into queries to be performed towards the source of knowledge. 
x Step5: Exploit the source of knowledge in order to perform these queries. 
x Step6: Combine the query results with the user’s preferences in order to assign scores to the providers and make 
the final decision. 
 
The methodology steps, the algorithms and the components of the tool, are subject to a conceptual categorization 
and thus will be presented in two different sections each one corresponding to one of  the identified clusters: 
 
x Model driven: As mentioned before, the source of knowledge exploited is the CloudML@artist modeling 
language, which is formed by a set of metamodels as will be discussed in subsection 3.1.  As a result, every 
component that is related to information extraction, information processing, data structures and model querying 
will fall into this category.  
x Decision making: This cluster includes all the components that contribute towards the direction of setting the 
actual selection criteria and ranking the candidate cloud providers in order to obtain a final recommendation for 
the most suitable cloud provider. 
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3. Model driven components and steps of the CTS methodology 
3.1. Source of knowledge 
First, a source of knowledge will be the basis where the tool will obtain information from. This role will be 
served by CloudML@artist, a set of UML profiles (based on and extending CloudML) which, when applied to one 
another, compose a model hierarchy. Each profile contains a set of relevant stereotypes that help capture and 
describe a subset of features or typical characteristics. The resulting structure serves the purpose of describing a 
concrete cloud environment. Technically, the profiles defined in the CloudML@artist metamodel fall into three 
categories. This categorization (Error! Reference source not found. 1) has been one of the main considerations for 
their exploitation by the CTS tool, and includes the basic Core profile, including main cloud platform 
characteristics, the supporting profiles focused on specific aspects of a cloud offering or provider (in terms of 
measured performance, availability, cost etc.) and the concrete provider profiles, which inherit from the previous 
two categories and concretize the specific features. These concrete instances of providers can be considered each as 
a representation of a cloud provider expressed via the stereotypes of categories A and B. Profiles of type A are 
providing basic information when applied on profiles of type C, meaning that they cover functional aspects of their 
description. In the same respect, each profile in category B, defines stereotypes covering different aspects when 
compared with each other. For example, stereotypes of the benchmarking profile, when applied on an element of a 
provider's profile, will stand for the concluding results of a benchmarking process carried out on this exact provider. 
So, given that the profiles will be kept up to date, these meta-models will be an easy-to-use source of knowledge 
which contains information that a user would have to extract after days of investigation through web sites and 
tutorials. This aspect contributes towards F-Reqs 1, 2, 3 and 7. In addition, the exploitation of the CloudML@artist 
in the CTS methodology is essential for achieving all the non-functional goals set in section 2. Its importance will be 
highlighted throughout the paper and the details of its contribution will be made clearer through the description of 





Figure 1 (a) Overview of the CTS methodology; (b) Model-user interaction 
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Table 1Profile Categories and Examples 
Type Profile Categories Examples 
A Core Profile is the base profile of CloudML@artist. It models the 
main cloud characteristics from the point of view of a cloud platform, 
containing stereotypes and datatypes which can be common among all 
cloud providers. In addition, it contains 3 sub-profiles which model 
the specific characteristics of IaaS, PaaS and SaaS environments, by 
defining the corresponding stereotypes and data types. 
“IaaSInstanceType” stereotype (Category A) has been 
applied to “M1MediumInstance” (Category C).  Following 
this stereotype application, specific values for properties 
such as memory, and network performance are included in 
every “M1MediumInstance” instantiation.  
B Supporting profiles extend the core profile and define stereotypes for 
describing other cloud aspects. For the time being, four supporting 
profiles have been defined and cover the aspects of availability, 
benchmarking, pricing and security correspondingly. The contained 
stereotypes, can be applied on stereotypes of the providers’ profiles, 
thus contributing in the total process of modeling the cloud providers’ 
specific characteristics. 
After the benchmarking process is finished, and if needed, 
the stereotype “YCSBResults” (Category B) can be applied 
to the “M1MediumInstance” (Category C). This way, 
concrete values for properties such as throughput and latency 
of the YCSB benchmark tests performed on this type of 
instances will be included in the description of Amazon WS. 
C Providers' profiles aim at modeling specific cloud providers. For the 
time being, three cloud providers are supported and thus, three 
profiles have been created: Google App Engine, Windows Azure and 
Amazon EC2. 
Amazon EC2 profile (Category C) contains the definition of 
a stereotype called “M1MediumInstance”. This stereotype, 
upon instantiation, will stand for an actual VM instance of 
m1.medium type.  
 
3.2. Candidate providers 
Depending on the effort spent on the maintenance and extension of CloudML@artist, a large number of providers 
could be included as candidates for the selection process. As can be predicted, as the number of the supported 
providers augment, the performance will decrease. Thus, the requirement of the selection of the candidate providers 
has been added (F-Req6).  
The fulfillment of this requirement is realized by a simple search over the source of knowledge for the available 
profiles of type C. This way, the supported providers are identified and presented to the end-user. At the same time, 
the user interface enables the user to make selections among the supporting providers. These selections will form the 
set of the candidate cloud providers which will actually take part in the cloud target selection process. The candidate 
providers’ selection can be seen as part of the functionality of the user interface as described in section 2 (Figure 1b) 
3.3. Groups of candidate selection criteria 
The candidate selection criteria are grouped into categories as indicated by F-Req3. These categories are not 
produced by the tool itself. On the contrary, they are defined by and extracted from the source of knowledge. The 
way this grouping becomes feasible is described in the following sections. 
3.4. Candidate selection criteria extraction 
The use of the CloudML@artist metamodels as the source of knowledge begins from the very early phase of 
extracting the candidate selection criteria (Step 1 of the methodology). This becomes feasible through a mapping 
between the metamodel elements and the elements of a new data structure which will be referred to as the 
intermediate model. The name is derived from the fact that this data model is used as an exchange data format 
between the source of knowledge (only profiles of categories A and B) and the candidate selection criteria displayed 
to the end-user. The intermediate model can be viewed through the diagram of generalizations in Figure 2. Every 
element of the intermediate model is a Model Element through inheritance. All elements that represent candidate 
selection criteria are Leaf Elements and all the elements that must be kept as information but are not identified as 
candidate selection criteria are Helper Elements. 
For the extraction process, the mapping between the CloudML@artist elements and the intermediate model is 
presented in Table 2.  It is essential to be mentioned that the mapping does not apply to all the elements of the 
CloudML@artist metamodel. An extraction example will clear thing up:  
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Candidate selection criteria extraction example: Let’s assume that we are working with the core profile 
(category A) and we are trying to extract any candidate selection criteria from it. The Core profile incorporates a 
Stereotype which is called Common Features and contains features that are common to all providers. This stereotype 
is marked for containing features that are eligible to be included into the set of the candidate selection criteria.  It is, 
thus, mapped to a Helper Element. This means that it is kept as an entity but will not be one of the leaves presented 
to the end user for selection. In addition, it will serve as an individual group of criteria (as described in sub-section 
3.3). As a next step, the Common Features stereotype is being scanned for properties of types Enumeration, 
Boolean, or High Level Evaluation. The last type is defined in the context of the metamodel and gets three values: 
poor, average and extensive. Other types, such as numerical types will not be included into the set of criteria because 
they cannot be handled similarly (for instance, numerical values need a definition of whether a high value is 
preferable to a low and this information is not contained in the metamodels). Advancing with our example, every 
property of the aforementioned three types, is automatically set as a criterion, and is mapped to one of the: 
Enumeration Property, Leaf Property and Leaf HLE Property (Table 2). Boolean and HLE types are directly 
included into the set of leaves as they stand for features that either exist or not for a provider (Boolean), or are 
marked as good or bad for a provider (HLE). Enumeration types though, need further expansion in order to be 
presented to the user. For instance, the property “Availability Zones” is not a selection criterion by itself. If 
expanded, it can enumerate a set of availability zones each of which can be set as a criterion by the user, e.g. “Set 
the criterion of the existence of an availability zone in Oceania”.  
Before moving on to the next components, two points must be highlighted: First, every class of the intermediate 
model keeps information that will be used in the next step of the reverse process. In this reverse process 
(methodology step 5), the profiles of type A and B are not re-read (mostly for memory optimization purposes). 
Second, the incorporation of the intermediate model to the CTS tool works towards the direction of satisfying NF-
Reqs 2, 3, 4. It is extensible itself (new mappings and model elements can be created without altering the existing 
ones) and it enables adaptability to the evolving cloud environments as the criteria are extracted by their definition 
types. For instance, if the feature of availability zones is not present to the cloud environments after some years, the 
fact will be captured by the source of knowledge maintainer and will disappear from the candidate selection criteria 
of the CTS tool without any source code alterations. Finally it enables the task of criteria grouping increasing, thus 
the degree of usability of the tool. 
. 
Table 2Mapping from CloudML@artist to the Intermediate model 
 
Intermediate Model CloudML@artist 
Model Element All 
Helper Element Profiles or Stereotypes (plus non model 
elements logically corresponidng to 
groupings) 
Enumeration Property Property of type “Enumeration” 
Service Element  Stereotype named “Service” 
Leaf Element (no entity, serves as generalization for 
the Leaves of the tree) 
Leaf Enumeration Value Enumeration Literal 
Leaf Property Property of type “Boolean Primitive 
Type” 
Leaf High Level 
Evaluation Property (Leaf 
HLE) 
Property of type “Enumeration” of type 
“High Level Evaluation” 
Figure 2 Intermediate model 
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3.5. Actual selection criteria into model queries 
The candidate selection criteria are presented to the end-user though the UI and she selects the actual selection 
criteria. After the selection has been made,, the selected criteria must be translated into model queries which will be 
applied to the metamodels of category C (methodology step 4). As was previously discussed, these metamodels can 
be seen as representations of providers. Up to this point of research, three types of queries have been identified: 
 
x High Level Evaluation (HLE) Query: This type of query is performed when a Leaf HLE property of the 
intermediate model is set as a criterion, which in turn is a property of a stereotype or profile (Service Element or 
Helper Element). This query is executed in two steps. The first step is to certify that this type of element has been 
evaluated for each of the selected providers and the second is to get the results of the evaluation. For instance, if 
the user has set “monitoring” as a criterion, a query must be formed in order to check if the profiles of all the 
providers contain evaluation of the monitoring property and if so, to return the result of this evaluation (poor, 
average or extensive).  
x Boolean Query: This type of query is performed when a Leaf Property of the intermediate model is set as a 
criterion. It corresponds to a search as to whether this property exists for his provider or not. For instance, if the 
user has set the scale-up property as a criterion, the query must be formed in order to provide information about 
the existence of this feature on the set of cloud features of each provider. 
x Composite Query: This type of query is performed when a Leaf Enumeration Value is set as a criterion. This 
means that the user has selected one or more values of an Enumeration Property which is in turn a property of a 
stereotype (Service element or Helper Element). As a result, a structure is used in order to group all the requested 
(by the user) values under the same Enumeration Property so as to access the corresponding applied stereotype 
just once for each provider profile during the query execution. 
 
The model query types can be extended for supporting other selection criteria as the maturity of the tool 
advances.  
3.6. Query execution 
After the queries are formed and grouped, they must be executed on each one of the selected provider profiles 
(methodology step 5). The challenging aspect in this part of the algorithm is evolved around the handling of memory 
as the decision of using metamodels as the source of knowledge transforms the NF-Req 1 for performance into a 
memory management related problem. The two principles followed are: Do not load more than one model resource 
at a time and Do not keep a whole model resource loaded in the memory. The data structures which contribute to 
this direction are: 
 
x The intermediate model described in subsection 3.4, is the most important of them, as it allows for profiles of 
categories A and B not to remain loaded for long. 
x The Target Profile structure allows each provider’s profile (profiles of category C) to be loaded just once 
during the query execution and hold a representation of the resulting score assigned to each one of them. 
x The request structure holds all the information required by a model query to be performed (e.g. applied 
stereotype, property of the stereotype, required value of the property in case of composite query). 
x The response structure holds all the information required from each type of response (e.g. how many property 
values were found out of the selected ones) 
 
 So, the process followed, is that every provider profile is loaded and is transformed in a Target Profile structure. 
Then, every query is sent as a request, is executed over the Target Profile and is sent back as a response. Then the 
same process takes place for the next provider profile.  
 An issue which emerges during querying each provider’s profile and has a strong impact on the performance of 
the mechanism is the importance of performing all the queries over the same applied stereotype in a row. This 
means that applied stereotypes on a provider’s profile do not have to be searched again and again by their names or 
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their types. Instead, when the applied stereotype is detected, a reference is kept so as to be used for every related 
query.  
 The query execution is the last methodology step which deals with UML metamodels. The next steps contribute 
in the decision making part of the CTS tool by utilizing all the results produced from the up to this point usage of the 
tool.  
4. Decision making mechanism 
This is the last and under research part of the CTS tool –currently implemented in a naïve manner. There is the 
intention, in the future, to deploy multi-criteria decision making algorithms in order to produce the final suggestion. 
The decision making process for the purposes of this work, unfolds in two layers, which aim to combine different 
types of information. 
4.1. Layer 1:Combine the results for one group of criteria 
Each group of criteria (structured in a single tree structure and presented through a single view) must return an 
evaluation of each provider according to the user’s preferences. Up to this part of the paper, the adopted strategies 
have managed to provide information about which criteria are fulfilled. Now, this information must be combined in 
order to produce a kind of “score” for every provider, based upon the results for one single group of criteria. The 
current approach assumes that every criterion has the same importance as all the others. As a result, a score is 
assigned to each provider according to the percentage of compatibility with the requirements. More specifically, 
each one of the three categories of queries is given a unique way of producing score components. The score 
assignment is described in Table 3. 
However, this approach is soon going to be revised and ultimately changed, together with the user interface in 
order for the user to be able to select not only which criteria will be taken into account during the evaluation of the 
providers, but also how important each criterion will be for the final decision. 
 
 
4.2.  Layer2: Combine the results of Layer 1 
Having produced suggestions for each group of criteria separately is not enough for the final decision to be taken. 
As a result, an intelligent method should be adopted in order for the results of Layer 1 analysis to be combined and 
allow the extraction of safe conclusions. 
4.2.1. The Weighting factors (Implemented) 
 
Table 3 Score assignment for one group of criteria 
HLE query poor: si = 0 
average: si =  0.5 
extensive: sj = 1 
Boolean 
query 
exists: si = 1 
does not exist: si = 0 
Composite 
query 
found n out of m (n≤m): 
si = n/m 
Total score: S = ∑si 
 
Table 4 Examples of conjoint analysis tables for two different users 














1 2 5  CFG 
Perfect 
1 2 3 
CFG 
Medium 
3 4   CFG 
Medium 
4 5 6 
CFG 
Low 
6 8 9  CFG 
Low 
7 8 9 
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This type of problem could be easily solved just by assigning weights to each of the groups of criteria. For 
instance, let’s assume that, in the problem, there are three different groups of criteria namely presented as follows: 
Service Group (SG) is the GR1 and stands for the criteria related to the existence of services and offerings. Cloud 
Features Group (CFG) is the GR2 and stands for the criteria related to the existence of specific cloud features e.g. 
scale-up. Benchmark Features Group (BFG) is the GR3 and stands for the criteria related to benchmark results. 
Let’s also assume that the user has set weights for each group as WGR1, WGR2, and WGR3 and that the scores 
produced in layer 1 for a specific user are S1GR1, S1GR2, S1GR3 for Provider1 and S2GR1, S2GR2, S2GR3 for Provider2 
respectively. Then the final scores for each provider would follow the equation:  
 
 (1)  
 
4.2.2. Conjoint analysis (Not yet implemented) 
The problem discussed in 4.2.1 can be addressed with the use of a variation of conjoint analysis and will allow 
the user to express, apart from the degree of preference on an individual group, also the relation between a pair of 
individual groups. This method will be explained through the previous example. First some definitions will be 
revised in order to match the conjoint analysis approach. 
 
x Each group of criteria will be considered as a single criterion. The set of all the available criteria will be denoted 
as C which in the example would take the form: C = {SG, CFG, BFG} 
x Score categories will be created imitating the fuzzy logic. The set of all the available score categories will be 
denoted as S which in the example would take the form: S = {“perfect”, “medium”, “low”} 
x Score categories will be considered as criteria alternatives, meaning that each criterion can have one of the three 
alternatives. From the above, a set of pairs is defined as: 
 
(2) 
          
 
 After the alternatives have been set -could be three or four according to the deviation of the results- the user is 
asked to set priorities on the different combinations of scores, for every pair of criteria, by completing pair tables as 
the ones shown in Table 4. These two tables represent the priorities set by different users for the pair of the SG 
criterion and the CFG criterion. Such tables are called trade-off tables and they denote what the users are willing to 
sacrifice in one aspect of the problem in order to gain advantages in another one. 
 Applying conjoint analysis on these trade-off tables results in having a score for each alternative of each 
criterion. So, according to the definitions given specifically for the conjoint analysis, the result would be a function 
returning a natural number for each (a, b) Є A, NAG o:  
 Finally, scores will be assigned to each of the providers. For instance, consider Amazon Web Services and 
Microsoft Azure as the two candidate providers.  Each one of them is assigned with a subset of A; let those subsets 
be A1 and A2 respectively. For the specific example utilized through the whole section, each of these subsets will 
contain three elements, one for each of the three criteria. The final score assigned to the ith provider (i = 1, 2) will be 
calculated as: 
                                                                                      
                        (3) 
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5. Prototype implementation and Evaluation 
The algorithms and methods described as levels of the CTS 
process in the previous section are implemented in a first 
prototype, including a user interface which allows human 
interaction and functions as a proof of concept for the 
algorithms, especially in the part of testing the model 
compatibility and the querying ability of the designed tool. The 
tool is implemented in Java, as an Eclipse plug-in, exploiting, 
thus, the Eclipse modeling advantages as well as the 
distribution of the CloudML@artist as an eclipse plug-in. 
 
5.1. Discussion upon the evaluation strategies 
A decision support system must be first evaluated for its 
ability to make trustworthy decisions. This is usually achieved 
in two ways. The first is to determine the distance between the 
correct output and the one produced by the tool. In the case of 
the CTS tool this cannot be applied, as there is no correct 
answer. On the contrary, cloud experts would strongly disagree upon the best solution. The second way is to define a 
set of criteria upon the fulfillment of which the evaluation of the output will take place. For instance when the 
decision is on whether to sell product A instead of product B, the criterion could be a raise in the profits after the 
decision is applied.  This strategy does not apply either to the CTS tool case. The reason is that the only criteria that 
can be defined are the ones set by the user. However, these are the criteria that in combination produced the 
outcome. So if the tool functions reliably (meaning that the results of the model queries are the correct ones), then 
the evaluation would be self-provable and would always return a positive feedback. Alternatively, the evaluation of 
Figure 4 Service Group view 
Figure 3 General Features view 
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the decision could be based upon real-life usage statistics coming from the opinions of end-users who would make 
use of the tool, adopt the decision produced by it, and evaluate it after a significant amount of time. This again, does 
not apply here, as the source of knowledge is at an experimental stage, meaning that commercial cloud 
environments have not yet been fully incorporated so as to lead to provider scores that can be effective in the real-
world environments.  
Under theses circumstances, the evaluation of the tool will evolve around three aspects: 
 
x Evaluation of the extracted candidate selection criteria and their groupings 
x Reliability of the query results 
x Fulfillment of the non-functional properties set in section 2 
5.2. Evaluation of the CTS tool 
After applying the methodology described in section 2 up to the step of extracting the candidate selection criteria, 
the user is presented with two eclipse views. The first view contains the group of candidate selection criteria derived 
from Service stereotypes (process explained in section 3.4), forming thus the Service group (Figure 3). The second 
view contains the group of candidate selection criteria derived from the Common Features stereotype, forming thus 
the General features group (Figure 4). The extracted criteria constitute, apart from a proof of concept for the 
functionality described in section 2, a good insight about the potentials of  the tool in terms of dynamically 
identifying features that can be helpful in the decision making process.  
  Furthermore, as discussed in the sub-section 5.1, the minimum requirement in order for the final decision to be 
considered trustworthy is the reliability of the query results. Reliable query results mean that the scores assigned to 
the providers are in accordance with the criteria set by the end-user for the selection and this in turn means that the 
final decision is as closest as possible to the user’s preferences. Towards this direction, a logging mechanism has 
been created in order to record queries and responses. The log file has a structure dictated by the query execution 
algorithm. So, there is a record for every cloud provider (in the query execution algorithm it is represented by the 
Target Profile structure) and each record contains one field for every query performed upon this cloud provider 
together with the results. The results are represented by individual scores as they were described in Table 3 for each 
query category accordingly. Several tests have been performed with different testing versions of Provider Profiles 
(profiles of category C). These testing versions were created by applying different stereotypes of the Core Profile to 
the Provider Profiles. The results showed that the recorded queries were the ones set by the actual selected criteria, 
while at the same time for every query the response was accurate. 
The final and most important step of the evaluation is to investigate aspects related to the non-functional 
requirements of the tool. 
x Usability: The steps a user has to perform in order to carry through with the CTS process are: Open the 
desirable view/views, check the boxes corresponding to the criteria of her selection, open the view for the 
selection of the candidate cloud providers, check the boxes corresponding to the providers that will take part in 
the CTS process, press the evaluation button, set the weights for each group of criteria, view the results, repeat 
with different input if necessary. The only part of the process where errors have been encountered is when the 
user forgets to select among the supported cloud providers. This results in the execution of the evaluation 
process for every one of the available providers. 
x Extensibility: The fact that the tool is organized in groups of criteria and eclipse views allows new groups to be 
created. Thus, new potentials for extraction of further candidate selection criteria are opened. More specifically, 
the tool can be extended in terms of  groups of criteria (by exploiting more stereotypes other than the Service 
stereotype and the Common Features stereotype), and in terms of intermediate model features (by identifying 
other types of mappings and adding more leaves to the intermediate model). This means that in the future other 
types of properties can also be included in the family of selection criteria. This fact might also dictate 
extensions to the query types and the score categories, which is absolutely possible without altering the 
implementation of the current structures. 
x Adaptability: From the beginning of the tool’s construction, the most important motivation has been the ability 
of the tool to adapt to the new conditions in the field of cloud computing. As can be deducted from the way the 
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model driven components utilize the source of knowledge (subsections 3.1 and 3.2), changes in the 
CloudML@artist metamodels will automatically alter the CTS tool without any intervention in the tool’s source 
code. For instance, new services might be added or new features might be included in the field of Cloud 
Computing. If these changes are captured by the source of knowledge, then they will be automatically captured 
by the CTS without human intervention, as indicated by the following example: If the IaaSStorageService is 
removed from the CloudML@artist modeling language, it will also disappear (automatically) from the view 
presented in Figure 3.  
x Performance: The most time consuming parts of the CTS process are the ones that need access to the source of 
knowledge. These are the candidate selection criteria extraction (methodology steps 1 and 2) and the query 
execution (methodology step 5). Here are presented some performance metrics that can be obtained through 
experimental measurements:  
 
o Average Query Execution time (QE), different for each Query type (subsection 3.5) 
o Average Response Time for loading one Provider’s Profile (PP)   
o Average Response Time for Candidate Selection Criteria Extraction (TotalExT) 
o Average Response Time for  loading the Core Profile (CP) 
 
It must be noted that results from QE and PP if combined can give the response time for the methodology step 5 
while the result from the TotalExT is the response time of the methodology steps 1 and 2. The average values of the 
experimental results are presented in table 5. The experiments have been conducted on a machine with 2 CPU cores 
at 1.70 GHz and 7.7GiB of physical memory. As can be noticed, the performance bottleneck is the model loading. 
This justifies our decision for loading every model resource just once as well as our decision for keeping the 
important information in the intermediate model (stored in the memory) instead of reloading the model resource 
every time the tool needs access to the already parsed information.  
Finally, it must be noted that depending on the number of selection criteria the user has set, the response time of 
methodology step 5 can vary. The same applies to the TotalExT which varies depending on the version of 
CloudML@artist used (as mentioned before CloudML@artist must constantly evolve in order to be up-to-date).  
 
Table 5 Performance time experimental results 
 QE PP TotalExT CP 
Average RT ≤1ms 2.75s 7.33s 4.72s 
Comments Boolean 
Queries seem to 
be the fastest 
Measured for 
experimental 
versions of the 
profiles 
CP time is included. This RT 
will be increased when 
extending the tool adding 
more groups of criteria 
TotalExT-CP produces 
the RT for the model 
parsing phase of the 
extraction of the criteria 
 
6.   Related Work 
In the last years there has been a great amount of effort to address the issue of diversity and constant mutability of 
cloud services and cloud providers. Many ideas and approaches have been published which for the purposes of this 
work are grouped into three categories.  
Measuring, Benchmarking and comparing: One way of approaching the selection problem is to test and 
evaluate the available choices and finally go for the best one. Some testing methods have been developed and used 
towards this direction: A. Li et al.2 present a mechanism which aims at comparing public cloud providers. The 
comparison is being held upon three types of services: computing, storage and networking. A set of metrics is 
defined for each type of service and different types of workloads are used for the actual testing of the providers. 
Other works include a research for the identification of metrics that can be proved valuable for the evaluation of 
cloud services3, and the construction of a framework together with a set of benchmarking algorithms aiming at the 
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statistical evaluation of PaaS environments6. Finally, in another work15, a framework for measuring and representing 
service performance across different application types is introduced. The representation of the results contributes to 
the CloudML@artist, which means that it can be easily integrated with the CTS tool introducing, thus, an additional 
group of criteria. 
Selection of Cloud services and Cloud providers: Another family of related works, which are more targeted at 
the heart of the problem, follows a concrete approach: a source of knowledge (database, repository, human input or 
model) is used, the decision criteria are set, the information coming from the source is combined with the actual 
requirements and a recommendation is produced. More specifically, a model-based approach4 introduces and 
utilizes cloud feature models in order to represent cloud services, cloud features and requirements. Then a 
methodology is introduced which maps the modeled requirements on the modeled services in order to find the best 
fitting solution. In another work5, a framework is proposed for gathering quality of service information from three 
different sources: users’ opinions, providers’ specifications and third party monitoring results. The decision maker 
sets the QoS criteria and a recommendation is being made by analyzing the QoS history and the user’s preferences 
with the use of a MCDM algorithm (two algorithms are being tested). In the same direction, V. Andrikopoulos et 
al.9 present a decision support mechanism for the migration of an application is presented, which uses a knowledge 
database, selects a set of candidate targets according to the user’s preferences and finally adopts the most suitable 
one by minimizing the predicted costs. Again, an MCDM algorithm is used. The issue is also addressed in the 
context of the Contrail project18, where the Contrail Federation component enables access to multiple cloud 
providers. The user provides the application description (in OVF standard format) and SLA terms for QoS and QoP 
in order for the Contrail to negotiate and select the most suitable provider of the federation. Finally, the ASCETIC 
project19 currently promises to offer functionality for provider selection based on performance, energy and 
ecological constraints in a provider, application and virtual machine level.  
Search engines: The final approach presented, deals with the problem of lack of information for cloud providers 
and services which is the main weakness of works described in the previous paragraph. Two works are selected 
which try to automate the process of information extraction from he web about cloud providers and services: The 
first7 introduces a search engine for detecting services fulfilling the user’s requirements. In addition, a cloud 
ontology has been constructed which acts supportively during the web research and improves the accuracy of the 
testing results. The second8 presents a method based on crawlers that will be able to detect cloud services from 
different sources and perform clustering upon them with the aid of k-means algorithm in order to detect similarities 
and differences. 
7. Conclusions and future work 
Given the complexity and multi-objectivity of the Cloud target selection problem, as well as the difficulty of 
objectively evaluating the resulting decision, the exploitation of human experience and intuition plays a determinant 
role in the CTS approach introduced in this paper. Interaction is made possible through the implementation of a user 
interface which supports the process from beginning to end. This work, in its initial steps, aspires to provide a 
manifold solution by dealing with different aspects of the problem.   
The CTS tool aims at addressing the need for obtaining and combining different types of information from 
different sources by using a unified cloud modeling language (CloudML@artist). Every interaction with the 
metamodels is performed abstractly so as not to be bound to the specific cloud characteristics and services but to the 
definitions of cloud concepts of “service”, “cloud feature” and “cloud provider” introduced by the modeling 
language. Thus, it becomes flexible and adaptive upon technological advances (e.g. the introduction of new 
providers, or new types of services). Additionally, the extraction of the criteria from the metamodels is performed 
into groups (abstractly defined as well), which facilitates user interaction. This also means that extensions 
concerning support for different groups of criteria can be easily designed and incorporated to the overall 
methodology by reusing existing components and without affecting the already supported groups of criteria. Future 
plans for extensions include integration of two groups emerging from the benchmark and cost profiles currently 
included as profiles in the source of knowledge. The final aspect covered is the decision making mechanism itself. 
At the moment, a simple weight-based algorithm is implemented, and a conjoint analysis approach is proposed and 
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designed to be included in next versions of the CTS. Future plans for research include the adaptation and testing of 
advanced multi-criteria decision making algorithms in order to capture in more detail the end-user’s preferences. 
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