Abstract An uncertain control model with time-delay is investigated based on the concept of uncertain process. The value function of the model is infinite-dimensional in the state. Some conditions are presented to guarantee the model is equivalent to a finite-dimensional one. The latter is solved by the equation of optimality. Then the solution of an uncertain linear quadratic optimal control problem with time-delay is obtained. An example is given to show how to solve an uncertain linear quadratic optimal control model with time-delay. Finally, as an application of the result, an optimal consumption problem with delay in financial market is dealt with.
Introduction
Since stochastic optimal control theory initiated in 1970's, it has been an important branch of modern control theory. The study of stochastic optimal control greatly attracted the attention of many mathematicians. Some researches on optimal control of Brownian motion or stochastic differential equations and applications in finance can be found in some books: Fleming and Rishel [4] , Harrison [5] and so on.
Moreover, the phenomenon of time-delay in stochastic optimal control is ubiquitous. It widely exists in physical, chemical, manufacturing, environmental, biological, and global economic and business systems. A set of infinite-dimensional differential equations could model the dynamic systems which do not only depend on the current state but also on the states during the last d time units, where d denotes a fixed delay. Stochastic optimal control problems with time-delay were discussed in Larssen and Risebro [7] , Yong and Zhou [13] , Bauer and Rieder [1] and so on. Dynamic programming principle can be used to the stochastic control problems with delay. The method of dynamic programming in optimization over Ito's process was also found in Dixit and Pindyck [3] .
In the real world, however, everyday we need to face many indeterminacy but randomness, such as "high speed", "about 90km" and "roughly 65kg". This fact motivates researchers to invent a new mathematical tool. Liu [8] found uncertainty theory through introducing an uncertain measure based on normality, self-duality, countable subadditivity, and product measure axioms. Liu [10] presented uncertain differential equations based on the concepts of uncertain variable, uncertain process and canonical process. Nowadays uncertainty theory which was refined by Liu [11] has been a branch of mathematics for modeling human uncertainty.
Based on the uncertainty theory, Zhu [14] dealt with an uncertain optimal control model by using dynamic programming and presented an equation of optimality for the model. This equation of optimality is very essential for uncertain optimal control problems. It has been applied in uncertain bang-bang control problems by Xu and Zhu [12] . A multi-stage uncertain bang-bang control problem was studied by Kang and Zhu [6] .
In this paper, we will consider an uncertain optimal control problem with time-delay. Note that the value function of the problem is infinite-dimensional in the state. Stimulated by Bauer and Rieder's work [1] on stochastic control problems with delay, we will introduce a method under some conditions for transforming the uncertain optimal control problem with time-delay to a finite-dimensional one which may be solved by the equation of optimality.
The organization of the paper is as follows. In section 2, some basic concepts are reviewed. In section 3, an uncertain optimal control model with time-delay is formulated, and then a result is derived in the model. In section 4, a linear quadratic problem with timedelay and a numerical example are solved by the result obtained in the previous section. In section 5, a consumption problem is studied as an application of the results.
Preliminary
Some knowledge about uncertain measure and uncertain variable can be found in Liu [8] .
In convenience, we give some useful concepts.
Let Γ be a nonempty set, and L be a σ-algebra over Γ. The set function M defined on the σ-algebra L is called an uncertain measure if it satisfies the three axioms :
is called an uncertainty space. An uncertain variable is a measurable function from an uncertainty space (Γ, L, M) to the set R of real numbers, and an uncertain vector is a measurable function from an uncertainty space to R n . The uncertainty distribution Φ : R → [0, 1] of an uncertain variable ξ is defined by Φ(x) = M{ξ ≤ x} for any real number x. An uncertain process is a measurable function from V × (Γ, L, M) to the set of real numbers where V is an index set. Definition 2.1. (Liu [10] 
For the sake of convenience, we review the following note. For a multi-variable and vector-value function f : R n → R m , its Jacobi matrix is defined by [10] ) Let X t be an uncertain process and C t be a canonical process.
For any partition of closed interval
provided that the limit exists almost surely and is finite. Definition 2.5. (Liu [10] ) Let C t be a canonical process and let Z t be an uncertain process. If there exist two uncertain processes µ t and σ t such that
Fundamental theorems of uncertain calculus and chain rule were presented by Liu [10, 11] . If X t is an uncertain vector, and C t is a multi-dimensional uncertain canonical process, fundamental theorems of uncertain calculus and chain rule may be rewritten like the following theorems. Theorem 2.1. Let X t be an n-dimensional uncertain process, and h(t, x) : R × R n → R n be a continuously differentiable vector-value function. Then the uncertain process Y t = h(t, X t ) is differentiable and has an uncertain differential 
Uncertain differential equation was introduced by Liu [9] . Chen and Liu [2] proved an existence and uniqueness theorem of solution of uncertain differential equation. Definition 2.6. (Liu [9] )Suppose C t is a canonical process, and f 1 and f 2 are some given functions. Then
is called an uncertain differential equation. A solution is an uncertain process X t that satisfies (2.3) .
If f 1 is a vector-value function, f 2 is a matrix-value function, X t is an uncertain vector, and C t is a multi-dimensional uncertain canonical process, then (2.3) is a system of uncertain differential equations.
n×l is a matrix-value functions. Let X t be an uncertain process satisfying the uncertain differential equation
Proof. By using Theorem 2.1 and Theorem 2.2, we have
Remark 2.2. Note that probability theory is a branch of mathematics for studying the behavior of random phenomena, but uncertainty theory is a branch of mathematics for modeling human uncertainty. The main difference is that the product probability measure is the product of probability measures of individual events, i.e., Pr{A × B} = Pr{A} × Pr{B}, and the product uncertain measure is the minimum of uncertain measures of individual events, i.e.,
In practice, when the sample points of an indeterminant event are many enough, we may obtain a probability distribution to describe the event and employ the probability theory to study it. Otherwise, when we are lack of observed data for an indeterminant event, judgements of some specialists may be used to describe the event and uncertainty theory may be employed to deal with it provided that these judgement data could be quantified by an uncertain measure.
Uncertain Optimal Control With Time-delay
Let C = {C t , t ≥ 0} denote an l-dimensional uncertain canonical process. Assume that an uncertain process X = {X t , t ≥ −d} taking values in a closed set A ⊂ R n , which describes the state of a system at time t that started at time 
In this paper, we consider a system whose dynamics may not only depend on the current state but also depend on the segment process through the processes
where f : R n → R k is a differentiable function and λ ∈ R is a constant. The system can be controlled by u = {u t , t ≥ 0} taking values in a closed subset U of R m . At every time t ≥ 0, an immediate reward F (t, X t , Y t , u t ) is accrued and the terminal state of the system earns a reward h(X T , Y T ). Then we are looking for a control process u that maximizes the overall expected reward over the horizon [0, T ]. That is, we consider the following uncertain optimal control problem with time-delay:
In the above model, X s is the state vector of n dimension, u s takes values in a closed subset For any 0 < t < T , J(t, φ t ) is the expected optimal reward obtainable in [t, T ] with the condition that at time t we have the state φ t (s) between t − d and t. That is, consider the following problem (P):
Note that the value function J is defined on the infinite-dimensional space [0, T ] × C A [−d, 0] so that the equation of optimality in Zhu [14] is not directly applicable. We will formulate an uncertain control problem (P ) with finite-dimensional state space such that an optimal control process for (P ) can be constructed from an optimal solution of the problem (P ). In order to transform the uncertain control problem (P ) we introduce the following Assumption 1. There exists an operator Z :
where D x Z(x, y) and D y Z(x, y) denote the Jacobi matrices of Z in x and in y, respectively. This transformation yields a new state process
values in Z(S).
In order to derive the dynamics of the transformed process Z we need the following lemma. 
Proof. For a given feasible control process u t with state process X t , define a processF t bỹ
Then the process Y t has the representation
Applying Theorem 2.3 to G(t, X t , Y t ), the equation (3.4) follows.
Now we are able to present the dynamics for Z t = Z(X t , Y t ) by using (3.3) and (3.4):
If the functions µ and σ as well as h would depend on (x, y) through Z(x, y) only, then the problem (P) could be reduced to a finite-dimensional problem. Assumption 2. There are functions
we have µ(t, Z(x, y), u) = µ(t, x, y, u), σ(t, Z(x, y), u) = σ(t, x, y, u), F (t, Z(x, y), u) = F (t, x, y, u), h(Z(x, y)) = h(x, y).

Now we can introduce a finite-dimensional control problem (P ) associated to (P ) via the transformation. For φ t ∈ C A [−d, 0], define z = Z(x(φ t ), y(φ t )) ∈ Z(S). Then for t ∈ [0, T ], the problem (P ) can be transformed to the problem (P ) (P )
The value function J of the uncertain optimal control problem (P ) has a finite-dimensional state space. So we can directly use the equation of optimality in Zhu [14] for (P ) and have the main result of this paper.
Theorem 3.1. Suppose that Assumptions 1 and 2 hold and J t (t, z) is twice differentiable on [0, T ] × R
n . Then we have
6) and J(t, z) = J(t, φ t ), where J t (t, z) is the partial derivative of the function J(t, z) in t, and ∇ z J(t, z) is the gradient of J(t, x) in z.
Proof. The equation (3.6) directly follows from the equation of optimality [12] . For any u t ∈ U , we have
Thus,
Similarly we can get J(t, φ t ) ≥ J(t, z)
. Therefore, the theorem is proved.
Remark 3.1. The optimal decision and optimal expected value of problem (P) are determined if the equation (3.6) has solutions.
Uncertain Linear Quadratic Problem With Time-delay
In this section, we apply the result obtained in the previous section to study an uncertain LQ problem with time-delay. Let
), B(t), H(t), I(t), L(t), M (t), N (t), R(t) be continuously differentiable functions of t.
What's more, let A 3 ̸ = 0 and G be constants, and 
(s)ds, ζ(ψ) = ψ(−d). Then an uncertain LQ problem with time-delay is
where 
(t)P (t))z + e −λd B(t)Q(t) + M (t) 2R(t)
,
where
2) and Q(t) is a solution of the following differential equation
The optimal value of (LQ) is
4)
e λs X t+s ds, and Proof. The problem (LQ) is a special case of (P). In order to solve (LQ) by employing Theorem 3.1, we need to check Assumptions 1 and 2 for the (LQ) model. Note that
We set Z(x, y) = e −λd x + A 3 y so that Assumption 1 is supported in this (LQ) problem. Furthermore, we have
Therefore, Assumption 2 hold if only if
The reduced finite-dimensional uncertain control problem becomes
where z = Z(x(φ t ), y(φ t )). By using Theorem 3.1, we know that J(t, z) satisfies
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Hence
By equation (4.7) we have
and
Substituting (4.8) and (4.12) into (4.9) yields
(4.13)
By equation (4.11) and (4.13) we get
and Since J(T, z) =
we have P (T ) = 2G, Q(T ) = 0, and K(T ) = 0. By equation(4.14), we obtain (4.2) and (4.3). By equation(4.15), the equation (4.5) holds. Therefore,
is the optimal value of (LQ), and
is the optimal control, where
e λs X t+s ds.
An example
We consider the following example of uncertain optimal control model with time-delay
Thus Q(t) = 0 for t ∈ [0, 2], and then K(t) = 0 for t ∈ [0, 2]. Therefore, the optimal control
, where z t = e −1 x t + y t , and the optimal value is J(0, φ 0 ) = Since the value of y t is derived from the value of X s between t − 0.2 and t, the analytical expression of y t can not be obtained and so is that of u * t . Now we consider the numerical solutions of the model. Let Π 1 = s 0 , s 1 
Since △C t is a normal uncertain variable with expected value 0 and variance △t 2 , the distribution function of △C t is Φ(x) =
We may get a sample
. Thus, x t , y t and u t may be given by the following iterative equations
for j = 0, 1, 2, · · · , 200, and x s i = cos πs i for i = 0, 1, · · · , 20, where the numerical solution P (t j ) of (4.17) is provided by
) ∆t for j = 200, 199, · · · , 2, 1 with P (t 200 ) = 2. Therefore, the optimal value of the example is J(0, φ 0 ) = −0.024429, and the optimal controls and corresponding states are obtained in the Table 1 for part data.
A Consumption Problem
Consider a consumption problem in financial market. Let the wealth of an inventor be an uncertain process following an uncertain differential system with delay. The inventor consumes part of his wealth based on a consumption process ω t . Thus his current wealth X t may be described by By the similar technique to one in [14] , we can obtain the optimal consumption ω t = β − (ae λd + 1)α 1 − α z t where z t = x t + ae λd y t .
Conclusion
In this paper, an uncertain optimal control problem with time-delay was investigated. By using two assumptions, the problem was transformed to an uncertain optimal control problem without time-delay which may be solved by the equation of optimality presented in the literature. As a special case, an LQ model was considered. The optimal control of the LQ model is a feedback of state of the uncertain linear system. Due to the time-delay of the system, the state is hardly expressed as an analytical form of time. For an example, the numerical solution of an LQ model was given to show the useableness of the result obtained in the paper. An optimal consumption problem with delay in financial market was presented to show all assumptions are easily satisfied under some practice.
