ABSTRACT Along with the adaptation of Internet of Things (IoT) to support various industrial applications, the cooperation and coordination of smart things is a promising strategy for satisfying requirements that are beyond the capacity of any single smart thing. To address this challenge, a two-tier IoT service framework is proposed, where the functionalities provided by smart things are encapsulated into IoT services, which are categorized into service classes. The service network is constructed by considering the invocation possibility between service classes, and service class chains are generated using traditional Web service composition techniques, where the functional specification of certain requirements is considered. Considering factors, such as spatial and temporal-constraints, energy efficiency, and the configurability of IoT services, selecting IoT services for the instantiation of service classes contained in chains is reduced to a multiobjective and multiconstrained optimization problem. Heuristic algorithms, such as the genetic algorithm (GA), ant colony optimization (ACO) and particle swarm optimization (PSO), are adopted to search for optimal IoT service compositions. An experimental evaluation shows that PSO performs better than the GA and ACO in searching for approximately optimal IoT service compositions and reduces the energy consumption, thus prolonging the network lifetime.
With the advent and rapid development of the Internet of Things (IoT), smart things communicate with each other and are interconnected via networks to facilitate their collaboration and cooperation to support various industrial applications [1] , [2] . As a special example of IoT, wireless sensor networks (WSNs) have been applied in various domains including military surveillance, industry applications, and smart homes [3] [4] [5] . Smart things are usually heterogeneous and may vary to a large extent in their capacities. Mostly, a single smart thing is weak, or at least not strong, in terms of its functionalities and computational and storage capacities and has limited energy, especially when the smart thing is battery-powered. Therefore, a smart thing, such as a (mobile) sensor node or a smart phone, can usually provide a limited number of functionalities. Considering the limitations, including the capacity constraint and the reduction of energy consumption, the functionalities provided by contiguous smart things should be composed, especially when a relatively complex requirement must be fulfilled [6] . Because conflicts potentially exist between the functionalities co-hosted by a certain smart thing, these functionalities should be configurable as required, which indicates that they should be turned on or switched off online with respect to certain requirements after a certain time duration [7] . For instance, a sensor node cannot sense humidity and chemical gases (like N x O y ) simultaneously, as certain chemical gases may dissolve in water. On the other hand, a sensor node can always sense humidity and temperature at the same time. Moreover, when a sensor node is short of energy, a contiguous sensor node with relatively abundant energy should be adopted alternatively to provide a certain functionality to balance the energy consumption of all sensor nodes and prolong the network lifetime. Consequently, combining the functionalities provided by smart things, while considering their spatial and temporal constraints, the energy efficiency at the network level, and the configurability of their functionalities, is a challenge to be addressed, especially when the requirement is relatively complex, and hence is beyond the capacity of any single smart thing.
By adopting machine-to-machine communication techniques [8] , Currently, most domain applications can be supported by integrating complemental functionalities provided by smart things in industrial IoT environments [9] . In fact, service discovery and composition are long-standing research topics, and many techniques have been developed in the Web/REST service domain [10] , [11] , whereas these techniques take the functional and non-functional properties of services as first-class citizens. Along with the development of service-defined everything [12] , [13] , smart things are represented in terms of IoT services [14] , which correspond to the set of their co-hosted functionalities [15] . Consequently, the cooperation and collaboration between smart things are reduced to the composition of IoT services [16] [17] [18] [19] [20] . To summarize, current techniques adopt service-oriented architectures to support IoT service discovery and composition, where the quality of services and the middleware development are the main concerns. Note that spatial and temporal-constraints, as well as the energy efficiency, are generally not considered as essential ingredients by the majority of current techniques. To mitigate this problem, we have developed a service-oriented mechanism for composing WSN services, which are encapsulated from various functionalities provided by sensor nodes [15] . Specifically, a sensor node is assumed to provide a certain kind of functionality, which is represented as the corresponding WSN service. Spatial and temporal-constraints are considered when the composition of WSN services is instantiated, and the energy-efficiency is also an important factor to consider for prolonging the network lifetime. It is worth mentioning that a smart thing such as a sensor node can usually host multiple services upon the relatively powerful hardware device, which should be configurable, considering potential conflicts between functionalities and the balancing of energy consumption. To address this challenge, this article proposes an energy-efficient mechanism for composing IoT services, where these services are configurable on the co-hosting smart things when necessary. The main contributions of this article are summarized as follows:
• A two-tier IoT service framework is proposed, as shown in Fig. 1 , where the functionalities provided by smart things are encapsulated into IoT services by adopting, for example, the Devices Profile for Web Services (DPWS) standard [21] . These IoT services are categorized into service classes according to their functionalities, while the configurability of these IoT services is not considered when these services are co-hosted by certain smart things. A service network is constructed while considering the invocation possibility between service classes, and service class chains are generated using traditional Web service composition techniques, where the functional specification of certain requirements is considered.
• Service classes chains are instantiated by discovering appropriate IoT services for service classes in chains. Spatial and temporal-constraints of IoT services inherited from smart things, the balancing of energy consumption, and the configurability of IoT services are the constraints to be considered. The composition of IoT services can be reduced to a multiobjective and multiconstrained optimization problem, where optimal solutions are derived by adopting heuristic methods, including the genetic algorithm (GA), ant colony optimization (ACO), and particle swarm optimization (PSO). Extensive evaluations are conducted to evaluate the accuracy and effectiveness of the IoT service composition technique developed in this article. The results show that approximately optimal IoT service compositions can be derived and that PSO performs better than the GA and ACO regarding the fitness and energy consumption.
The rest of this article is organized as follows. Section II introduces related concepts and the energy model. Section III presents the mechanism for service class chains recommendation. Section IV develops the instantiation technique for supporting IoT service composition. Section V shows the result of our experimental evaluation. Section VI discusses and compares relevant techniques. Finally Section VII concludes this work.
II. PRELIMINARIES
This section defines certain concepts and introduces the energy model, all of which are used in the following sections.
A. CONCEPT DEFINITION
A smart thing should co-support one or several functionalities, which are represented in terms of IoT services. Generally: • id is the unique identifier of SmT i .
• nm is the name of SmT i .
• sev list is the set of IoT services co-hosted by SmT i .
• eng is the remaining energy of SmT i .
• spt is the spatial constraint of SmT i .
• tpr is the temporal constraint of SmT i . Note that spt is defined by the geographical location and communication radius of SmT i . tpr is the time duration during which SmT i is active.
Definition 2 (IoT Service): An IoT service sev m is a tuple (nm, dsc, op, SmT ), where:
• nm is the name of sev m .
• dsc is the text description of sev m .
• op is an operation of sev sn .
• SmT is the smart thing hosting sev m . Intuitively, smart things can support certain types of IoT services, although they are different regarding their spatial and temporal-constraints, and their remaining energy. To facilitate our two-tier service framework, the concept of service class is defined to specify IoT services with a certain functionality:
Definition 3 (Service Class): A service class sev cl for a certain IoT service sev m is a tuple (nm, dsc, op), where nm, dsc, and op are the same as those specified for sev m .
A service class should be instantiated by the appropriate IoT service during the service composition procedure. Service classes are chained before the instantiation of service classes, and this procedure is conducted by leveraging the service network:
Definition 4 (Service Network): A service network sn is a tuple (sc, lnk, ivp), which is represented in terms of a directed graph, where:
• sc is the set of service classes, corresponding to the vertexes contained in sn.
• lnk is the set of invocation possibility relationships between service classes corresponding to the directed edges contained in sn.
• ivp is the set of invocation possibilities between service classes, corresponding to the weights specified on the edges contained in sn. As presented in our previous work [22] , the construction of a service network is mainly carried out to compute the invocation possibility between service classes and to prune the links that suggest a relatively low invocation possibility. The invocation possibility is computed by aggregating the semantic similarity of the name, the text description, and the operation of a certain pair of service classes. We refer the reader to [22] for the algorithm. Given an invocation possibility value between 0 and 1 for two service classes, the larger the value is, the higher the possibility is for the invocation between these service classes. When this value is smaller than a prespecified threshold, which means that it is hardly possible for an invocation to occurred between the given service classes, the corresponding link is pruned. Consequently, a service network is constructed and represented in terms of a weighted directed graph, in which the vertexes are service classes and the weights on the directed edges represent the invocation possibilities.
A sample service network is shown in Fig. 2 , which includes 14 sample service classes (denoted as sc j , where j ∈ {1, 14}) that are also presented in Table 3 . The threshold is set to 0.511 according to the experiments in this article, and 101 directed edges are reserved in this figure. Note that this threshold can be changed to another appropriate value when necessary according to the certain domain requirements. The thickness of the directed edges reflects the value of the invocation possibility such that the thicker the directed edges are, the larger the invocation possibility is. 
B. ENERGY MODEL
Since sensor nodes can be regarded as the most common smart things, we adjust the first-order radio model [23] , which is the often adopted in the WSN domain, to calculate the energy consumption of smart things. Table 1 presents the parameters of this model. Specifically, E Tx (k, d) represents the energy consumed when transmitting k bits within a distance d, while E Rx (k) represents the energy consumed when receiving a k bit packet, the formulae are as follows:
where E elec is the energy consumption constant of the transmission and receiver electronics and amp is the energy consumption constant of the transmission amplifier. Therefore, the energy consumed when transmitting a packet of k bits from a smart thing SmT i to one of its neighboring smart things SmT j , denoted as E ij (k), is calculated as follows:
The cost of transmitting a packet from a smart thing to a neighboring smart thing or to a sink node (denoted as SN ) is different, as an SN is assumed to have unlimited energy. Therefore, an SN has no energy constraint, and the cost of receiving packets is not considered in this model. Consequently, E ij (k) is as follows:
where the parameter d represents the distance between the smart things SmT i and SmT j (or SN ). Assume that the energy needed to transmit a packet from SmT i to SmT j is the same as that needed to transmit a message from SmT j to SmT i . The parameter n is the attenuation index of transmission, which is influenced by the surrounding environments. Generally, if smart things in the IoT network are barrier-free when forwarding packets, n is set to 2. Otherwise, n is set to a value between 3 to 5.
III. SERVICE CLASS CHAINS RECOMMENDATION
Leveraging the service network constructed in the previous section, we introduce the service class chains generation and recommendation. Regarding the technical details, we refer the reader to our previous work [22] for the algorithms. Generally, end-users may not be domain experts, and the requirement of certain applications can hardly be specified in a very clear and precise fashion. In fact, this is quite common, especially when the task to be solved is relatively vague in the initial stage. On the other hand, end-users can describe their requirement in plain text regarding the initial and ending states (denoted as sta ini and sta end respectively), and possibly the input and output parameters of sta ini and sta end . In this setting, by calculating the similarity of service classes contained in the service network with respect to sta ini (or sta end ) via the consideration of their plain-text description and input and output parameters, candidate service classes for sta ini (or sta end ) can be determined and ranked. Without loss of generality, service class sev ini (or sev end ) with the largest similarity is selected as the initial (or ending) state.
After determining the service classes of the initial state and ending state, candidate service class chains should be retrieved from the service network using the depth-first graph search algorithm with a prespecified limitation on depth [22] . In this article, the depth (denoted as dept lmt ) is set to 5, and dept lmt can be changed to another appropriate value according to the requirements.
When several service class chains are retrieved, these chains are ranked according to the average weight specified on the links. Specifically, the average weight is computed using the following parameters: (i) the sum of weights on all direct links, (ii) the length of the service class chain. Without loss of generality, the service class chain with the largest weight on average should be selected as the most appropriate candidate.
For instance, assume that the initial and ending states are described in plain-text as follows: Table 3 , sc4 and sc10 are determined as the initial state and the ending state, respectively. Candidate service class chains are derived from the service network as shown in Fig. 2 . These five chains are listed below, where the sequence represents the invocation order between service classes.
• The first candidate service class chain, the length of which is 5: 1) sc4: Light sensing service 2) sc9: Ambient smog sensing service 3) sc1: Ambient temperature sensing service 4) sc3: Relative humidity sensing service 5) sc10: Wind direction sensing service The weight on average is 0.610681398.
• . . .
• The third candidate service class chain, the length of which is 4: 1) sc4: Light sensing service 2) sc1: Ambient temperature sensing service 3) sc2: Temperature sensing service 4) sc10: Wind direction sensing service The weight on average is 0.591111399.
• The fifth candidate service classes chain, the length of which is 5: 1) sc4: Light sensing service 2) sc2: Temperature sensing service 3) sc1: Ambient temperature sensing service 4) sc5: Pressure sensing service 5) sc10: Wind direction sensing service The weight on average is 0.559457158. When candidate service class chains (denoted as CHN ) are generated, the service classes in these chains should be instantiated by discovering and selecting appropriate IoT services, this IoT service composition procedure is presented in the following section.
IV. IoT SERVICE COMPOSITION
This section presents our IoT service composition mechanism, which discovers and selects IoT services for the instantiation of service classes in chains, where spatial and temporal-constraints, potential conflicts between IoT services co-hosted by certain smart things, and the energy efficiency are the main concerns.
A. IoT SERVICE CONSTRAINTS 1) SPATIAL AND TEMPORAL CONSTRAINTS
Smart things can usually work well under certain spatial and temporal constraints. Intuitively, the spatial-constraint of a certain smart thing SmT i is specified according to the physical location and the communication radius and can be represented as follows:
where p SmT i is the geographical location of the smart thing SmT i , which is represented by its latitude and longitude, while r SmT i is the communication radius, which represents the maximum transmission distance of SmT i . Note that a user requirement rq has the spatial-constraint as well, which can be specified as follows:
Therefore, the spatial relevancy between rq and SmT i is computed as follows:
where spt(rq, SmT i ) represents the degree of overlap between spt(SmT i ) and spt(rq). We do not consider smart things that are beyond the scope of the requirement.
The temporal-constraint is specified in a similar fashion. The user requirement rq usually needs to be carried out within a certain time duration tpr(rq). Similarly, an IoT service hosted by a smart thing SmT i is not operated within all time duration to reduce the energy consumption, and it should be available only for the prespecified time duration tpr(SmT i ). Consequently, the temporal relevancy for rq and SmT i is computed as follows:
Intuitively, tpr(rq, SmT i ) represents the common time duration for the user requirement and the smart thing, which indicates that the smart thing can provide these time durations to support the user requirement.
2) CONFLICTS BETWEEN IoT SERVICES
A smart thing can usually host multiple IoT services, which should be configurable when these IoT services functionally conflict with each other. For a service class chain, we should consider whether there is a delay between two consecutive service classes (sc m and sc m+1 , 0 ≤ m ≤ k, where k represents the number of service classes) when these two IoT services are instantiated in the same smart thing. That is, when the previous IoT service is completed, can the smart thing start the next service immediately without any halt. Taking this factor into account, the priority coefficient is proposed in the selection of instantiating every single service class. For each service class in chains, we build a set of aggregated alternative smart things, which contains certain functionalities, and calculate the priority coefficient for each smart thing in the aggregation. Considering two consecutive IoT services that are co-hosted in the same smart thing and have conflicting functionalities, there are certain influences on energy consumption in the service network. Energy consumption occurs during the delay time of two consecutive IoT services. However, no data packets are transmitted and received when IoT services function in the same smart thing.
Given two constant IoT services, the delay time in a certain smart thing SmT i is denoted as delay(SmT i .sev m , SmT i .sev m+1 ), and the priority coefficient of a certain smart thing for a certain IoT service (denoted as pri(SmT i .sev m )) is computed as follows:
where E TR is the sum of E Tx (k,d) and E Rx (k). The first equation represents the situation where sev m has no conflict with the previous IoT service. The second one indicates that the next IoT service selection needs to take the previous one into account and checks whether the two IoT services have a delay time if they are co-hosted by the same smart thing. Each time an IoT service is selected, the coefficient of priority is calculated for the next IoT service in the alternative smart things aggregation.
3) ENERGY CONSTRAINTS
To prolong the network lifetime, IoT services should be configured properly, considering the load-balancing of smart things and avoiding the excessive consumption of any smart thing. Generally, IoT services supported by smart things with relatively large amounts of remaining energy (denoted as reg(SmT i )) should be chosen for the instantiation of certain service classes (denoted as E cst (SmT i .sev m )). Therefore, the energy consumption for a certain IoT service adopted in the service composition is computed as follows:
where t(SmT i .sev m ) is the invocation time for a certain IoT service hosted by a certain smart thing.
The total energy consumption of a certain smart thing containing all the IoT services is computed as follows:
where ns(SmT i ) is the number of IoT services that a certain smart thing SmT i can configure.
To avoid the over-consumption of energy for any smart thing, we should try to prevent a smart thing with relatively low remaining energy from completing an IoT service requiring a relatively large amount of energy consumption. Therefore, an energy-consumption ratio is proposed, which is computed as follows:
To estimate the usability of smart things, the following threshold is proposed:
where nh(sev m ) is the number of smart things that can be chosen to support a certain IoT service sev m . thrd is the average energy-consumption ratio for all smart things. A loadbalancing factor (denoted as lbf ) leveraging ecr(SmT i .sev m ) and thrd is defined to examine whether a certain IoT service hosted on a certain smart thing is optimal, where lbf (SmT i .sev m ) is calculated as follows:
When the value of lbf is relatively large, the energy consumption required to complete an IoT service has a significant proportion with respect to the residual energy of a certain smart thing. Therefore, the IoT service supported by a certain smart thing should be less than that of its rivals to balance the energy consumption of the whole network.
B. ENERGY CONSUMPTION OF IoT SERVICE COMPOSITION
The energy in an IoT services network is not infinite. To prolong the lifetime of a network, the energy consumption required to compose these service classes should be as low as possible. For a service class chain chn = sc 1 → sc 2 → sc 3 → . . . → sc k , assuming that sev m is an instance in the service class sc m , the composition of IoT services is instantiated as cp(chn) = sev 1 → sev 2 → sev 3 → . . . → sev k . The energy consumption for a certain composition cp(chn) includes the following parts [24] :
• The energy consumption required to activate the instantiation of IoT services in the service class chain cp(chn) is computed as follows:
In fact, this is the total energy consumption for all smart things that invoke all the IoT services in cp(chn).
• The energy consumption for the standby-state in the whole cp(chn) is computed as follows: (16) Note that the selection procedure has two consecutive service restrictions. Specifically, when finishing the first IoT service and waiting to launch the next one, the smart thing that is selected operates in the standby-stage, this process also consumes energy. Therefore, E st (cp(chn)) represents the total energy consumption for the whole chain in this case.
• The energy consumed to transmit and receive data packets in the cp(chn) is computed as follows: (17) where leg(chn) is the length of the service class chain contained in chn. time sa is the amount of time needed for two consecutive services hosted on the same smart thing. When there are no packets that need to be transmitted between two smart things, E Tx (k, d) and E Rx (k) are set to 0. This situation occurs when two consecutive services are deployed on the same smart thing or the IoT service sev m is the last one in the service chain. Note that the first IoT service sev i in chn only needs to transmit a data packet, and the last IoT service sev k only needs to receive a data packet. Therefore, the total energy consumption for a certain service composition cp(chn) is calculated as follows: • Output Parameters: 1) cp(chn): the optimal composition of IoT services in the CHN.
• Multiobjective Functions: 1) Minimize:
f 3 = ϕ * spt(cp(chn)) + δ * tpr(cp(chn)) where ϕ, δ, α and β are positive constant factors, and ϕ + δ = 1, α + β = 1. Thus:
• Constraints:
where w 1 , w 2 and w 3 are positive constant factors representing the importance of the functions f 1 , f 2 and f 3 , respectively, and w 1 + w 2 + w 3 = 1. The fitness function measures whether the IoT service class chain composition cp(chn) can satisfy the objective functions and constraint functions aforementioned, the smaller the value of the fitness function is, the better the composition is.
D. OPTIMIZATION ALGORITHM IN IoT SERVICE COMPOSITION
To solve the multiobjective and multiconstrained optimization problem, three optimization algorithms, including the genetic algorithm (GA), ant colony optimization (ACO), and particle swarm optimization (PSO), are adopted, their procedures are presented below:
The GA is a heuristic algorithm used to search for the optimal solution by simulating the natural evolutionary process, it includes four steps: inheritance, selection, mutation and crossover.
In this article, a chromosome represents a service class chain, and the aggregation of service class chains CHN comprises a population (denoted as p i ), where i ranges from 1 to the size of the CHN. The genes represent service classes in chains, and the fitness function of chromosomes represents the individual fitness value of the population. We calculate the fitness function value via the method presented in Section IV-C, the smaller the fitness function value of cp(chn) is, the better the cp(chn) is in the population.
The procedure of selecting the optimal individual and eliminating the inferior individuals is called selection. For each population, the fitness function values are calculated for all the chromosomes, and only a proportion of the population is selected to be carried over into the next generation. The next generation is generated via the combination of crossover and mutation. Crossover occurs for two chromosomes chosen in a population, selecting a position as a crossover point and exchanging the genes of those separated from the point while obtaining two new chromosomes in the next generation. Mutation is a random change in a gene sequence. It randomly chooses a gene from the chromosome and alters the gene. The crossover and mutation probabilities are set according to specific examples. These processes aim to obtain the most appropriate IoT service composition in the CHN.
Algorithm 1 IoT Service Composition via GA

Require:
-MAX _GEN : the maximum number of generations.
-CHN : the aggregation of service class chains.
Ensure:
-an approximately optimal chromosome.
1: while looptime < MAX _GEN do 2: choose the chromosome that has the minimum fitness value in the current generation and add it to the new generation.
3:
select chromosomes randomly via roulette wheel selection, a chromosome that has a smaller fitness function value is more likely to be chosen. apply the crossover and mutation methods to evolve chromosomes for the next generation.
8:
end for 9: find an approximately optimal chromosome. 10: end while Algorithm 1 is the procedure carried out when using the genetic algorithm. Specifically, after generating the initial population, the fitness function values are computed for all chromosomes, and the chromosomes with the minimum values are reserved for the next generation (line 2). Roulette wheel selection is adopted to obtain the remaining chromosomes (line 4), and all new chromosomes are put into the new generation. Thereafter, two chromosomes in the new generation are chosen to implement the crossover operation to obtain two new chromosomes and replace the old chromosomes (line 7). In addition, the method of mutation is also applied for chromosomes selected randomly to obtain new chromosomes (line 7). These procedures are iterated until the maximum number of generations has been reached or an optimal fitness function value has been derived. Consequently, the chromosome with the minimum fitness function value is chosen as the candidate.
2) ANT COLONY OPTIMIZATION
ACO is an optimization algorithm inspired by ants for looking for food. The main steps involve selecting the next service vertexes and updating the pheromone matrix. Regarding the selection procedure, ants are scheduled to choose a service randomly as the starting service vertex and then move from one service to another. A pheromone matrix is constructed to contain the pheromone value between every two services. For every service chain that has been selected, the pheromone matrix is updated with the fitness function value of the service chain for any two continuous services. In the following procedure, for the service vertices, the larger the pheromone value is, the larger the possibility that a service is selected by the ants.
Algorithm 2 Service Composition via ACO
Require:
-MAX _GEN : the maximum number of iterations.
-NUM : the number of ants.
-N s : the number of IoT services.
Ensure:
-an approximately optimal service chain.
1: for looptime < N s do 2: set initial pheromone matrix. 3: end for 4: for looptime < MAX _GEN do 5: for i < NUM do 6: choose a starting service vertex randomly. 7: for j < |CHN | do 8: choose the following service vertexes according to the pheromone matrix. 9: end for 10: update the pheromone matrix with the value of the fitness function.
11:
end for 12: find an approximately optimal service chain. 13 : end for Algorithm 2 presents the general service composition procedure involving ant colony optimization. First, we set the initial value for the pheromone and form a matrix N s (line 2). Then, a starting vertex is chosen randomly, as the pheromone value is the same at this moment (line 6). Regarding subsequent vertexes, the previous vertex is chosen in the pheromone matrix according to the row or the column vertex, and the next vertex is selected via roulette wheel selection in terms of the pheromone (line 8). Whenever an ant finishes the path selection, the pheromone matrix is updated by adopting the last fitness value (line 10). Finally, a service route that has the minimum fitness function value is found. This procedure iterates until the iteration threshold is reached.
3) PARTICLE SWARM OPTIMIZATION
PSO is one of the evolutionary algorithms inspired by the bird flock-prey behavior. In PSO, the solution to each optimization problem is a bird in the search space, and a solution is called a particle. All particles have a fitness value determined by the optimized function, and they follow the current optimal particle to search for the best solution.
In our context, each service class chain chn corresponds to a particle p i , and p i is the number of particles i defined as p i = (p i1 , p i2 , . . . , p ij , . . . ), where p ij is a certain service in the service class sc j in chn. The particle position changes when a service sev i is substituted with another service in chn. cp(chn) corresponds to an instantiated service of a certain particle. There are two values that require special attention: (i) gbest: the most appropriate position for all particles in the swarm at present, and (ii) pbest: the most appropriate position that has been found. The particles update their speeds and new locations according to the following formulas:
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where w is the inertia weight, v(t) is the speed of the particles at present, c1 and c2 are coefficients that are positive constant variables, r1 and r2 are random variables between 0 and 1.
Algorithm 3 Service Composition via PSO
Require:
-NUM : the number of particles.
Ensure:
1: for looptime < MAX _GEN do 2: for looptime < NUM do 3: initialize particles.
4:
end for 5: for looptime < |CHN | do 6: calculate fitness function value.
7:
if the fitness function value is less than pBest then 8: set the current fitness value as the new pBest.
9:
end if 10: end for 11: choose the particle with the minimum fitness value of all the particles as gBest.
12:
if the fitness function value is less than gBest then 13: set the current fitness value as the new gBest.
14:
end if 15: for looptime < NUM do 16: calculate particle velocity according to formulas 19. 17: update particle position according to formulas 20.
18:
end for 19: find an approximately optimal service chain. 20 : end for Algorithm 3 shows the general service composition procedure involving particle swarm optimization. We initialize particles to set values for the start position and initial velocity (line 3). The fitness function values are calculated for all particles (line 6), and they are compared with pbest. If a fitness value is less than pbest, the fitness value is selected as the new pbest (line 8). Then, the particle that has the minimum fitness value is compared with gBest, and gBest is updated accordingly (line 13). The position and velocity are updated according to formulas 19 and 20 (line 16 and line 17). This procedure terminates when the maximum number of iterations has been reached.
V. IMPLEMENTATION AND EVALUATION
The prototype has been implemented using a Java program, and experiments have been conducted on a desktop with an Intel i7-6700 CPU at 3.4GHz, 8-GB of memory and a 64-bit Windows 7 system. The experiment settings and evaluation results are presented in the following.
A. EXPERIMENT SETTINGS
The parameter settings for our experiments are presented in Table 2 . Our experiments are set in a region with 30 smart things that co-host 400 IoT services. The geographical range is 500m × 500m, in which smart things are deployed with a skewness degree of 40%. Generally, a skewness degree (denoted sd) represents the distribution of unevenness for the distribution of smart things, and is computed using the following rule: sd = (dn−sd)÷N, where (i) dn is the number of smart things in dense subregions, (ii) sn is the number of smart things in sparse subregions, and (iii) N is the sum of dn and sn [25] . As mentioned in Section II-A, we construct 14 service classes. Their specific information was presented in our previous work [15] . Here, we only list each one's identification and name as shown in Table 3 . As shown in Fig. 2 , the service network is constructed as a weighted directed graph, where the links, the weight of which is smaller than 0.511 (the prespecified threshold thrd ip ), are pruned.
Generally, a smart thing can co-host one or multiple IoT services, and IoT services with a certain kind of functionality can be hosted by multiple smart things. Without loss of generality, smart things are set to have the same amount of initial energy. The spatial constraint of a certain smart thing is set according to the geographical location and the communication radius, and the temporal constraint is set to contiguous time slots, where a time slot represents a 2-hour time duration in the 24-hour format. The conflict constraint for a certain IoT service in a certain smart thing is set in terms of the IoT services of continuity. The selection of IoT services is carried out according to the energy consumed when activating an instantiation of the IoT service and the proportion of energy consumed during the delay time and instantiation of the IoT service. The energy constraint is specified by the ratio of residual energy for smart things to the energy consumed for an IoT service in the smart things.
The parameters for the GA are set as follows: (i) the possibility of crossover pc = 0.8, and (ii) the possibility of mutation pm = 0.1. Crossover is an operation that is mostly used when generating new generations. On the other hand, mutation is to be applied randomly. The parameters for PSO are set as follows: (i) the acceleration coefficient for the velocity of particles c1 is set to 2, (ii) the acceleration coefficient for the position of particles c2 is set to 2, and (iii) the inertia weight factor w is set to 0.5, which shows the impact of previous values of particle velocities on the current values. The parameters for ACO are set as follows: (i) the pheromone volatilization factor rho is set to 0.05. The number of iterations for algorithms is set to 50, and it can be adjusted according to the particular experimental situation. The parameters for the fitness function are set as follows: w1 = 0.2, w2 = 0.3, w3 = 0.5, α = 0.4, β = 0.6, ϕ = 0.5, and δ = 0.5. Note that these parameters can be set to other appropriate values depending on the requirements of the particular domain application.
B. EVALUATION RESULTS
A sample of starting and ending states is shown in Section III. The geographical region in which a user is interested in is specified by the red circle shown in Fig. 3 , where the black solid points represent the positions of smart things on which the IoT services are hosted. These smart things and the corresponding IoT services are not considered for the service composition when they cannot satisfy the temporal and spatial constraints of certain requirements. The GA, ACO, and PSO are applied to generate IoT service compositions.
As shown in Fig. 3 , the recommended IoT service composition generated using the GA is cp(chn ga ) = sev 134 (SmT 21 25 ). Correspondingly, the service class chain is chn pso = sc4 → sc3 → sc1 → sc6 → sc10, where the weight on average for cp(chn pso ) is 0.520225996. These results show that PSO can generate an optimal IoT service composition in comparison with the GA and ACO. However, the difference is not much and is mainly caused by the contingency and randomness of these algorithms. Fig. 4 shows fitness values for the GA, ACO, and PSO for 30 contiguous time slots. These values are used as the criteria for measuring the optimum of the corresponding IoT service compositions. This figure shows that the fitness values for PSO increase gradually and almost linearly, with a slope of approximately -0.6. The fitness values for the GA and ACO exhibit a slight ascending trend, but their contingency is larger. This fact indicates that under the current parameter settings, PSO should yield an appropriate IoT service composition in most situations. Actually, as the number of iterations increases, more and more energy is consumed by the smart things, and the proportion of energy consumed to instantiate a service as well as the residual energy is increased, which contributes to the increase in fitness values. 5 shows the minimum residual energy of smart things for 30 contiguous time slots. This figure shows that the curve for PSO is smoother and that the minimum residual energy for the GA and ACO decreases quickly. The initial energy of smart things is set to the same amount used in our experiment. The network lifetime is set to the time slots during which the first smart thing exhausts its energy. In this setting, a smart thing, with excessive energy consumption should not be selected to support a certain IoT service when a neighboring smart thing can provide the same IoT service and is relatively abundant in energy. This strategy is beneficial for balancing the energy consumption of smart things, thus prolonging the network lifetime. This figure shows that PSO outperforms the GA and ACO in preserving the minimum residual energy for smart things when selecting appropriate IoT services for instantiating service classes in chains. 6 shows the variance of the residual energy of smart things for 30 contiguous time slots when the GA, ACO and PSO are adopted. Generally, this variance indicates the balancing of the energy consumption of smart things. The larger the value is, the more uneven the energy consumption of smart things is. This figure shows that PSO outperforms the GA and ACO in improving the balancing of the energy consumption, thus leading to a longer network lifetime.
VI. RELATED WORKS AND COMPARISON
Service composition techniques are well-developed and widely adopted for supporting relatively complex domain applications, where the requirement is beyond the capacity of any single smart thing. Generally, traditional techniques compose services in a certain order to achieve a certain goal [26] . Leveraging the semantic similarity of Web services for the construction of a service network, which represents the invocation possibilities between operations contained in Web services, a graph searching technique is adopted to discover service chains with respect to the determined initial and ending states. Note that the service composition technique proposed in [22] is adopted in this article to generate candidate service class chains. However, this technique mainly concentrates on the discovery and recommendation of appropriate service chains, while the relationship between services and sensing devices is not explored. The technique proposed in [27] is used to search for the compositions of IoT services in this article. A set of fundamental controlflow patterns was analyzed in the context of stateless compositions of REST services to support the composition of Web and REST services, while the characteristics of IoT services, including the spatial and temporal-constraints and the energy-awareness, are not explored extensively.
Service-oriented IoTs have been developed to support IoT service compositions. Service-Oriented Architecture (SOA) is a flexible architectural pattern used for system integration, and SOA-based IoT focuses on designing and developing IoT devices as services. Therefore, these IoT devices can be connected and composed via service composition techniques. This strategy facilitates the collaboration and cooperation of IoT devices. Cheng et al. [28] propose a situation-aware IoT service coordination platform based on the event-driven service-oriented architecture paradigm, which integrates the advantages of SOA effectively to support the coordination of IoT services. Ko et al. [18] propose the service-oriented IoT, as well as a user-centric IoT-based service framework. Generally, this framework integrates services that utilize IoT resources in an urban computing environment. The requirements of certain users can be fulfilled in terms of composing IoT services. During the service composition, the social, spatial, and temporal aspects in the environment are considered as constraints.
As a key pillar of IoT, in recent years, WSN sensor nodes or other intelligent equipment have been encapsulated in terms of services to facilitate the functional integration and collaboration of these devices. Shah et al. [29] propose a service-oriented system for WSNs, which is capable of practicing service configuration under various geo-spatial and resource constraints. A service has a spatial relevance with a certain region, which is overlapped by the region of interest prescribed by the requirement. The configuration mechanism should reconfigure the service according to the requirement. The impact of the geo-spatial and cost constraints of sensor services is considered, whereas temporal constraints, energy efficiency and conflict constraints, which are the main concerns of our technique, are not considered. Generally, this technique complements our technique, as it provides a more appropriate approach to WSN service composition. Zhou et al. [15] propose a three-tier serviced-oriented framework, where each sensor node is encapsulated as a WSN service, which is classified into a service class according to its functionality. Service classes are chained to fulfill the requirement, and the instantiation of service compositions should consider spatial and temporal constraints, and energyefficiency. As the foundation of the technique developed in this article, IoT smart things are encapsulated and represented as the aggregation of IoT services, and each smart thing contains multiple IoT services. Therefore, in the process of instantiating service compositions, the conflict constraints and load-balanced energy consumption of smart things are also the constraints to be considered. To balance the disparity between the high-level requirements and the lowlevel equipment in an IoT environment, different middleware architectures have been proposed in WSN and IoT in recent years [16] . Issarny et al. [30] , the authors explore the mechanism for adopting the service-oriented architecture to address challenges posed by the IoT for the development of distributed applications. The evolution of the supporting middleware solutions, including the probabilistic protocols used to address the scale, the cross-paradigm interaction used to address the heterogeneity, and streaming-based interactions used to support the inherent sensing functionality, have been discussed.
The service-oriented paradigm has been applied in a variety of IoT contexts. In [17] , trust management for supporting service composition applications in a SOA-based IoT system is proposed. Heterogeneous IoT devices in physical networks are virtually connected via social networks. Direct and indirect trusts are dynamically combined to minimize the convergence time and trust estimation bias to perform opportunistic services. Formulating the service distribution problem in IoT-cloud networks mathematically, a minimum cost mixed-cast flow problem is proposed in [20] , which can be efficiently solved via linear programming. A flexible mathematical model was introduced for IoT-cloud networks. This model characterizes the capacity, efficiency, and reliability of sensing, computing, and transmission resources across end devices, access, and cloud layers. A generic IoT service is characterized, and it encodes the relationship between service functions that must be delivered to users. A smart IoT communication system manager design, which is used as a low-cost irrigation controller, is proposed in [31] . This work presents the design and development of a multimedia platform for precision agriculture and integrates an intelligent IoT irrigation system based on a mesh network. The aerial mapping sensor included in AR Drones with HD cameras is used to monitor an area used to grow crops. In [32] , an architecture that supports Web objects based on energyefficient for smart home IoT services is proposed, which minimizes the energy consumption while satisfying user living comfort. Generally, the integration of IoT devices is mostly achieved via the service-oriented mechanism, where spatial and temporal-constraints, energy efficiency, and the configurability of IoT services should be considered as main concerns.
VII. CONCLUSIONS
Along with the wide adaptation of IoT in various industrial applications, the integration of IoT smart things for facilitating the cooperation and coordination of these smart things is a challenge, especially when the requirement to be achieved is beyond the capacity of any single smart thing. In this setting, service-oriented IoT is proposed, where the functionalities provided by smart things are encapsulated into IoT services, which are composed into value-added services when necessary. Intuitively, a smart thing can co-host multiple IoT services with different functionalities. On the other hand, a certain functionality, which can be represented by a service class, can be supported by one or multiple smart things. To address the challenge of IoT service composition, service class chains are generated with respect to the requirement by adopting traditional Web service composition techniques. Considering the factors, including spatial and temporal-constraints, energy efficiency, and the configurability of IoT services, IoT service selection for the instantiation of service classes contained in chains is reduced to a multiobjective and multiconstrained optimization problem. Heuristic algorithms, such as the genetic algorithm (GA), ant colony optimization (ACO) and particle swarm optimization (PSO), are adopted to search for optimal IoT service compositions. The experimental evaluation mainly considers the fitness, minimum residual energy of smart things, and the variance of residual energy in smart things. The results show that PSO performs better than the GA and ACO in searching for approximately optimal IoT service compositions and reduces and balances the energy consumption, thus prolonging the network lifetime. 
