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Consider a generalized random variable X assuming values in a Banach space 
% with conjugate space S*. For separable or reflexive I the measurability, 
probability distribution, and other properties of X are characterized in terms of 
a collection of real random variables {a*(X) : a* E A} and their linear com- 
binations, where A is a total subset of I*, i.e., A distinguishes points of 5”. 
Convergence in distribution of a sequence {X,,} is characterized in terms 
of uniform convergence of finite-dimensional distributions formed from 
{x*(X,) : x* E %*} (for % separable) or from {a*(X,J : a* E A} (for 5? separable 
and reflexive). These results extend earlier ones known for the special cases 
A = x* or I = C[O, 11. The proofs are based on theorems of Banach, Krein, 
and Smulian characterizing the weak* closure of a convex set in 5*. An applica- 
tion to random Fourier series is given. 
1. INTRODUCTION 
It is natural and important to study measure-theoretic and probabilistic 
properties of a Banach space-valued random variable X which can be charac- 
terized by the collection of one-dimensional random variables {x*(X) : x* E %*}, 
where S* is the topological conjugate space consisting of all continuous linear 
functionals x* defined on 3. Perhaps the first such result is due to Pettis [14], 
who showed that if 3” is separable then an S-valued mapping X is Bore1 measur- 
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able if and only if x*(X) is measurable for every x* in .%‘*. Mourier [12] showed 
that for separable %, the probability distribution of a Bore1 measurable mapping 
X is uniquely determined by the distributions of x*(X) for all x* in %*. 
Bartoszynski [2] characterized weak convergence of stochastic processes with 
continuous paths (3 = C[O, 11) in terms of uniform convergence of the families 
of finite-dimensional distributions, which can be restated in terms of linear 
functionals (see Section 4 below). 
In theoretical or applied problems, however, it is often convenient or even 
necessary to study a generalized random variable X in terms of a subcollection 
{a*(X) : a* E A} or {s*(X) : s* E S(A)}, where A is a totaE subset of .%*, i.e., 
a*(x) = 0 for all a* in A implies x = 0, and S(A) is the linear subspace spanned 
by A in %*. For example, if % = CIO, I] or I = L,[O, l] and if X = X(t) 
is an Z-valued stochastic process, we may be unable to observe X directly but 
instead observe an integral transform, such as 
or 
Y(t) = j” X(u) du (0 < t B 1) 
0 
-w = j; eihuX(u) du (0 < h < 00). 
Such situations may occur in communication theory, in particular Doppler radar. 
Defining 
t rt(4 = s 
x(u) du 
0 
and 
z,bA(x) = j: eiAux(u) du, 
then clearly {rt} and ($3 are total subsets of %*. This also illustrates the fact 
that a total subset A and its linear span S(A) may be considerably smaller than 
the entire space I*, and consequently conditions based on A or S(A) rather 
than %* may be much easier to verify. (Also see the discussion following 
Theorem 13.) 
In this paper, therefore, we improve the results mentioned in the first para- 
graph by replacing I* by a total subset A or its linear span 5’(A). In Section 2 
we characterize the measurability and probability distribution of a generalized 
random variable X in terms of the measurability of {a*(X) : a* E A} and the 
distributions of {s*(X) : s* E S(A)}. In Section 3 we formalize our method in 
a general extension lemma which states that a property of continuous linear 
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functionals, known to hold for all s* in S(A) and preserved under sequential 
weak* limits, holds for all x* in .%*. As an application we obtain a characterization 
of Gaussian generalized random variables. In Section 4 we characterize conver- 
gence in distribution (also called weak convergence) of a sequence (X,} in terms 
of uniform convergence of finite-dimensional distributions obtained from 
(x*(X,) : x* E%*} (if % is separable) or from {s*(X,) : s* E S(A)} (if 95 is 
separable and reflexive). 
Throughout this paper we deal with a real Banach space, but the complex 
case can be treated with little change. Our results can be extended to generalized 
random variables in a FrCchet space. 
An extensive list of papers considering random variables in a Banach space 
appears in [6]. 
2. MEASURABILITY AND PROBABILITY DISTRIBUTION 
OF A GENERALIZED RANDOM VARIABLE 
Let 3Y be a real Banach space and (Q, 9) a measurable space. A mapping 
X : D + 55 is weakly measurable (F) if x*(X) is measurable (9) for every x* 
in %*. A subset A C %* is weak measurability-determining for (Sz, LF) if 
X : 52 + 2’ is weakly measurable (F) whenever a*(X) is measurable (%) for 
all a* in A. If A is weak measurability-determining for every measurable space 
(Q, 4t) we say that A is weak measurability-determining (w.m.d.). 
A subset A C %* is total on 3 if A distinguishes points of 97, i.e., if a*(x) = 0 
for all a* in A implies x = 0. 
THEOREM 1. Any w.m.d. subset A is total on 3’. 
Proof. Suppose a*(x) = 0 for all a* in A. If x # 0 there exists, by the 
Hahn-Banach Theorem, x0* in %* such that x0*(x) # 0. Take 9 = [0, I], 
9 = the Lebesgue u-algebra of Q, let G be a nonmeasurable subset of Q, and 
define X(W) = X&W), where xc is the indicator function. Then a*(X) = 0 
for every a* in A, but x,,*(X) = x0*(x) xc is not measurable so A cannot be 
w.m.d. 
Of course we are mainly interested in sufficient conditions for a set A C %“* 
to be w.m.d. A subset S C S?“* is said to be sequentially weak+-dense in %* if 
for every x* in %* there exists a sequence {slz*} C S converging to x* in the 
weak* topology, i.e., X*(X) = lim s,*(x) for every x in 3. 
THEOREM 2. If the linear span S(A) is sequentially weak*-dense in 3Y’*, then A 
is w.m.d. 
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Proof. If a*(x) is measurable for all Q* in A, the same is true of s*(X) for 
all s* in S(A). Since measurability is preserved under pointwise sequential 
limits, x*(X) must be measurable for all x* in %*. 
This result is not too useful, however, since a sequentially weak*-dense 
subspace is not much smaller than 3?* itself. The following criterion stated by 
Han8 [7, p. 721, which is the converse of Theorem I for a separable space %, 
is of much greater utility. 
THEOREM 3. If E is separable and A is total on X’, then A is w.m.d. 
In attempting to derive this result from Theorem 2 Han8 simply makes the 
following statement, which he identifies with Theorem 7, p. 126, of Banach [l]: 
if d is separable and A is total, then S(A) is sequentially weak*-dense in %*. 
This is false, however, as seen by the example below. It is easy to show that if A 
is total then S(A) is weak*-dense in A?* (cf. [lo, Theorem 16.5]), but the weak* 
topology of %* need not be metrizable (equivalently, need not satisfy the first 
axiom of countability) even if 3 is separable. (Confusion can arise when reading 
Banach’s Theorem 7 if one does not realize that by “faiblement ferme” Banach 
means “closed with respect to weak* convergence of sequences” rather than 
“closed in the weak* topology” [l, p. 1241. 
EXAMPLE. (Suggested by Charles Fefferman.) Let % = Zr , the separable 
Banach space of all absolutely summable double sequences x = {~~~}t,~=r with 
norm/j x 11 = EY 1 x,, I. The conjugate space 9?* is Z, , the set of all bounded 
double sequences y = {m,} with norm /I y /I = sup I ynm 1, with y(x) defined as 
ZICynmx,, * Define A C %* by 
A = Z, n {y I Vn 3q(n, y) 3 ynm = ny,, if m > q(n, y)} 
and note that A is a linear subspace, so S(A) = A. We show first that A is total 
on Zi , hence weak*-dense in I, . Suppose that y(x) = 0 for all y in A. Then 
X nm = 0 for all n > 1 and m 2 2, since for such n and m, A contains the double 
sequence utnrn) having 1 in the nm-th position and 0 elsewhere. To show x,r = 0 
for any fixed n, we fix E > 0, choose q such that 
and define yp as follows: 
1 if k=n, m=l 
Y&l‘ = n if k=n, m>,p 
0 if otherwise. 
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Since yQ E A, we have 
for every E > 0, so / xnl j = 0. 
However, A = S(A) is not sequentially weak*-dense in 1, . To see this, 
suppose that there exists a sequence {yck)} C A such that yo) ---f e in the weak* 
topology, where e,, = 1 for all n, enm = 0 for a~ 3 2. This implies that 
lim,,, y:t) = 1 for each n, so there exists K(n) such that Y;:(~)) > 4. Hence for 
m > ~(n, ytk’“))) we have y:y)) = ayLt’n” >, n/2, so 11 ytLtn)) 11 > n/2. Therefore, 
{II ycL) II} is unbounded, contradicting the Uniform Boundedness Theorem 
[8, Theorem 2.5.51 which requires that a weak*-convergent sequence be norm- 
bounded. 
In this example note, however, that e is the weak* limit of the sequence 
and each zW) is itself the weak* limit of the sequence (y*} which is contained 
in A. This suggests that if n is a property known to hold for all members of a 
total subset of g* and preserved under addition and sequential weak* limits, 
then v may hold for all members of I*. This is indeed the case, as can be shown 
using the powerful Lemma 4 below, due to Banach for linear subspaces and 
to Krein and Smulian for convex sets [l, Lemma 2, p. 119; 8, Theorem 2.10.4; 
4, Theorem 11.5.51 which we use to prove Theorem 3. 
First, in addition to weak*-closure and norm-closure in X*, consider the 
following types of closure in .!Z *. A subset G in 9”“” is sequentially weak*-closed 
if G contains the limit of each weak*-convergent sequence in G. A subset G 
is boundedly weak*-closed if G n B(K) is weak*-closed for every K > 0, where 
B(K) = {x* I x* E 3?*, ]I x* /I < K}. The following implications hold in general: 
weak*-closed => sequentially weak*-closed 3 norm-closed, and weak*-closed * 
boundedly weak*-closed * norm closed. If X is separable then the weak* 
topology relativized to the bounded set B(K) is metrizable and separable 
[4,11.5.(4), p. 431, so sequentially weak*-closed * boundedly weak*-closed. 
LEMMA 4 (Banach, Krein, Smulian). A convex set C in SF is weak*-closed 
if and only if it is boundedly weak*-closed. Therefore, af X is separable, the notions 
of weak*-closed, sequentially weak*-closed, and boundedly weak*-closed coincide 
for convex sets in %*. 
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Proof of Theorem 3. Given a measurable space (a, 9) and a mapping 
X : Q --f 3 such that a*(X) is measurable (9) for every a* in A, define 
,!? = {x* 1 x* E %*, x*(X) is measurable (g)}. 
Clearly 9 contains S(A), which is weak*-dense in .%Y*; so to prove that 3 = Z* 
it suffices to show that 3 is weak*-closed. This follows from Lemma 4, since 3 
is a linear subspace and is sequentially weak*-closed. 
The converse of Theorem 1 is also true if 3 is reflexive (Theorem 6). We use 
the following lemma, similar to Lemma 4 (but easier to prove). 
LEMMA 5. Suppose I is reflexive. A convex set C in 28* is weak*-closed 
(= weakly closed for reflexive spaces) af and only if it is norm-closed. Therefore, 
for convex sets in %*, the notions of weak*-closed, sequentially weak*-closed, 
boundedly weak*-closed, and norm-closed coincide. A convex set C in I* is norm- 
dense (hence sequentially weak*-dense) in its weak*-closure. If  a linear subspace S 
is weak*-dense (hence norm-dense) in 29, and if B is a convex subset of 9?^* with 
nonempty interior in the norm topology, then S n B is norm-dense in B. 
Proof. In the Banach space %* any norm-closed convex set C is weakly 
closed (relative to 9?**) [8, Theorem 2.9.31, hence is weak*-closed since % 
is reflexive, which proves the first assertion. The second follows from the first 
and the remarks preceding Lemma 4. The third assertion follows from the fact 
that the weak*-closure and the norm-closure of a convex set in reflexive spaces 
are identical. To prove the last assertion note that if x* is a norm-interior point 
of B and 11 s,* - x* 11 -+ 0, then {sn*} is eventually in B, so S n B is norm-dense 
in the interior of B. Since B is convex, however, the norm-interior of B is norm- 
dense in B. 
THEOREM 6. If  3 is rejexive and A is total, then A is w.m.d. 
Proof. S(A) is convex and its weak*-closure is 9*, so the third assertion in 
Lemma 5 implies that S(A) is sequentially weak*-dense in x*. Now apply 
Theorem 2. 
For a given measurable space (Q, s), a mapping X : B -+ ZZ is strongly 
measurable (9) if X is the pointwise limit of a sequence of measurable (F) simple 
functions (cf. [7; or 8, Section 3.51). Pettis [14] has shown that X is strongly 
measurable if and only if X is weakly measurable and separably-valued, i.e., 
the range X(Q) is a separable subset of % (see also [7, 81). Applying Theorem 3 
we obtain a strengthened statement. 
THEOREM 7. If  A is total on %‘, a mapping X : Sz + LAY is strongly measurable 
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(9) if and only ;f X is separably-valued and a*(X) is measurable (9) for every a* 
in A. 
Proof (Sufficiency). Let g be a separable closed linear subspace containing 
X(Q). Clearly the restriction of A to g is total on g, so X : 52 + 5? is weakly 
measurable by Theorem 3. The result follows from Pettis’ theorem. 
Theorems 3, 6, and 7 can be restated in terms of a-algebras of subsets of .%. 
Let 9 denote the Bore1 u-algebra generated by the open subsets of g. For any 
subset A C %* let #(A) denote the u-algebra generated by all halfspaces 
determined by A, i.e., all sets of the form {z / a*(x) < c} (or < c, > c, 3 c) 
with a* in A and c real. Clearly #(A) C 9, and if A, C A, then %(A,) C x(A,). 
A mapping X : Q --f % is weakly measurable (9) if and only if X-l(H) E 9 
for all H E%‘(%*). If X-l(E) ~9 f or every E E 2?, X is Bore1 measurable (F). 
Any strongly measurable mapping is Bore1 measurable, whereas the converse is 
true for separable %, by Pettis’ theorem. (No example of a Bore1 measurable, 
but not strongly measurable, mapping is known. Such a mapping can exist only 
if there exists a measurable cardinal [3, Theorem 2, p. 2351.) 
THEOREM 8. Suppose A is total on 3%. If 3?” is separable or reflexive, then 
%(A) = x(5?*). If x is separable, the-n &‘(A) = g. 
Proof. Take Q = 3, 9 = #(A), and let X : X + X be the identity map. 
Clearly a*(X) is measurable (9) for all a* in A. If 5 is separable or reflexive, 
then, by Theorems 3 or 6, X is weakly measurable (St). Thus for x* in %* and c 
real, {x 1 x*(x) < c} = X-l((x 1 x*(x) < c}) E 9, so x(55*) = &‘(A). Further- 
more, if % is separable then, by Theorem 7, X is Bore1 measurable. Thus if 
E E a then E (= X-l(E)) E .F, so 33 = x(A). 
If (Q, 9, P) is a probability space, a Bore1 measurable mapping X : Q -+ % 
induces a probability distribution Px on a. Theorem 8 can be applied to show 
that in a separable space, Px is uniquely determined by the family of one- 
dimensional distributions {5?[s*(X)] : s* E S(A)}, determined by a total subset A. 
THEOREM 9. Let X and Y be two %-valued mappiugs such that T[s*(X)] = 
2[s*( Y)] for every s* in S(A), where A is total on 3. 
(i) If 3 is separable then Px = P, . 
(ii) If 9” is reyexive then p[x*(X)] = 2[x*( Y)] for every x* in %*. 
Proof. (i) Let GZ denote the Boolean semialgebra consisting of all finite 
intersections of the open and closed halfspaces determined by A. If al*,..., ak* 
are in A, then .Z[2&ai*(X)] = Z[Zcciad*(Y)] for all real ci . Thus the 
K-dimensional distributions of (a,*(X),..., al,*(X)) and (al*(Y),..., a,*(Y)) are 
identical, so Px and Py agree on OZ. However, UC generates the u-algebra g by 
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Theorem 8, so Px and Py must agree on 9 (cf. [13, Proposition 1.6.11). The proof 
of part (ii) is similar, with B replaced by H(%*). 
3. THE EXTENSION LEMMA AND APPLICATIONS 
Let (Q, 9, P) be a probability space. A weakly measurable mapping X: 52 ---f 0 
is Gaussian if B[x*(X)] is a univariate Gaussian distribution (possibly degenerate) 
for each x* in %*. In Theorem 11 we show that X is Gaussian if T[s*(X)] is 
Gaussian for every s* in S(A), where A is total. The proof of Theorem 3 cannot 
be carried over directly, however, for 
3 = {x* 1 x* E ZZ*, Y[x*(X)] is Gaussian} 
is not necessarily closed under addition, hence is not necessarily convex; so 
Lemma 4 cannot be applied directly. For a separable space, the following lemma 
enables one to conclude that a property P, known to hold for all elements of a 
weak*-dense subspace of %* and preserved under sequential weak* limits but 
not necessarily preserved under addition, holds for the entire space 9?*. 
LEMMA 10 (Extension lemma). Let $7 be a separable Banach space and let V 
be a fumily of convex subsets of S* satisfying the following two conditions: 
(a) I f  (C,} is a subfamily of V totally ordered by in&.sion (i.e., for all 01~ and 
%, either CU1 _C Ca, or Cm, C CE1), then v  C, E V. 
(b) I f  (xn*} C CE V is u norm-bounded seqneme such that x,* -+ x* 
(weak*), then the convex hull of C u {x*} is a member of 55’. 
Let G C S* be convex and boundedly weak*-closed (hence weak*-closed). I f  there 
exists C,, in % snch that C,, C G and CO is weuk*-dense in G, then G is a member 
OfU. 
Proof. Let v’ = {C ) C E V, C,, C C C G) and order v’ by inclusion. By 
(a) and Zorn’s Lemma, there is a maximal element C, in V. The set C, must be 
boundedly weak*-closed: if {xn*} C C, n B(K) converges (weak*) to some x*, 
then x* E G and hence x* E Cl; otherwise, by (b), C, would not be maximal. 
Thus by Lemma 4, C, is weak*-closed. Since C, C C, C G and C, is weak*-dense 
in G, this implies that C, = G, so G E v’ C V. 
The following two theorems illustrate the application of the extension lemma. 
In each case % is a collection of linear subspaces in %*, G = Z*, C, = S(A) 
where A is total on I. 
THEOREM 11. Let X be an S-valued mapping such that ZZ’[s*(X)] is Gaussian 
for each s* in S(A), where A is total. I f  .% is (i) separable or (ii) reflexive, then X 
is Gunssiun. 
6831212-4 
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Proof. (i) Let V be the collection of linear subspaces S in %* such that 
Z[s*(X)] is Gaussian for each s* in S. Condition (a) of the extension lemma 
is easily verified. To verify (b) suppose {ss*} C S E V and s,* --f x* (weak*). 
The convex hull of S u {x*} is the linear subspace consisting of all linear com- 
binations s* + cx*, s* in S, c real. Since 
Z[(s* + cx*)(X)] = lim 3[(s* + csn*)(X)] 
is the limit of Gaussian distributions it must be Gaussian (possibly degenerate), 
by the convergence of types theorem [l 11, so the convex hull of S u {x*} is 
a member of V. Applying the extension lemma with G = %* and CO = S(A), 
we conclude that %* E V, so X is Gaussian. 
(ii) If % is reflexive then, by Lemma 5, S(A) is sequentially weak*-dense 
in E*, so the convergence of types theorem can be applied directly to obtain the 
result. 
For a second application of the extension lemma, consider the covariance 
function R, of a weakly measurable %-valued mapping, defined on 3* x .%“* by 
Rx@*, y*) = co+*(X), y*(X)), 
whenever it exists. Note that if A C I* and Rx, = Rx, on A x A, then 
Rx1 = Rx, on S(A) x S(A). 
THEOREM 12. Let XI and X, be %-valued mappings such that Rx1 and Rx, are 
defined on, and agree on, A x A, where A is total on 95. Suppose there exist 
real-valued measurable functions g, such that 11 Xi [Ia < ga and Egi < CO, i = 1,2. 
If% OP bl Ofr is i se ara e or ii re exive, then Rx1 and R,= agree on 9* x 0”. 
Proof. (i) Follow the outline of the proof of Theorem 11. Let V be the 
collection of linear subspaces S in 5?* such that Rx1 and Rx, agree on S x S. 
By assumption, S(A) E V. Condition (a) of the extension lemma is again obvious. 
To verify (b) we must show that if the sequence (sn*} C SE Q is such that 
11 s,* 11 < K < co and s,* --f x* (weak*), then 
Rx&* + v*, ss* + c2x*) = Rx&s,* + w*, sz* + CT”*) (3.1) 
for all sr*, ss* in S and ci , c2 real. First, write 
Rx,(sI* + clx*, s2* + czx*) = R&l*, sz*) + Rx,(s*, x*) + wzRx+(x*, x*)9 
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where s* = clss* + csl*. Since 1 s*(&) s,*(&)] < 11 S* 11 Kgi and 1 s~*(XJI’ < 
Ksg, , apply the Dominated Convergence Theorem to obtain 
R&*, x*) = lim Rx,(s*, sn*), n-Pm ’ 
R&x*, x*) = $r% Rx&,*, s,*). 
Since s*, s,* E Sand R, = R, on S x S, (3.1) follows. Applying the extension 
lemma with G = 3?* ahd C, f S(A), we have that %* E V. 
(ii) S(A) is norm-dense in %* by Lemma 5, so we can apply the Dominated 
Convergence Theorem directly. 
4. CONVERGENCE IN DISTRIBUTION OF GENERALIZED RANDOM VARIABLES 
For the remainder of this paper we assume that 3 is a separable Banach space. 
Hence weak, strong, and Bore1 measurability are equivalent notions; so we 
simply speak of measwabZe %-valued mappings. A sequence (X,} of measurable 
s-valued mappings (not necessarily defined on a common probability space) 
converges in distribution to X (d : X,, + X) if 
s f&p fdpx I 
for every bounded continuous real-valued function f on 3, i.e., if Px, converges 
weakly to Px . (This is not to be confused with convergence of elements of % 
in the weak topology.) For a general discussion of convergence of probability 
measures on a metric space, see [3]. 
First, we obtain a characterization of convergence in distribution partially 
in terms of linear functionals. A family 9’ of probability measures on the Bore1 
sets of .F is tight if for each E > 0 there is a compact set K, in % such that 
P(K,) 2 1 - E for all P in 9. A family 9’ is relatively compact if every sequence 
in B contains a weakly convergent subsequence. Prohorov’s Theorem [3, 
Theorems 6.1 and 6.21 implies that 9’ is tight if and only if9 is relatively compact 
(by assumption, 9Y is complete). 
THEOREM 13. Let {X,} be a sequence of measurable %-valued mappings and 
suppose A is total on %. Then there exists a measurable mapping X (dejned on some 
probability space) such that d : X, -+ X, if and only ij, (a) limn+, E exp[i s*(X,)] 
exists for every s* in S(A) and (b) {Px,} is tight. 
Proof. The necessity follows from Prohorov’s Theorem and the fact that 
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exp[is*(x)] is a bounded continuous function. To prove the sufficiency, 
(b) implies that {Pr,} is relatively compact, so for any two subsequences {X,,} 
and {X,,} there exist measurable T-valued mappings X and Y and two further 
subsequences {X,“} C {X,,} and {X,“) C {X,,,) such that d: &,, + X and 
d:X,-+ Y. By (a), therefore, Z[s*(X)] = y[s*(Y)] for each s* in S(A). 
By Theorem 9(i) and Theorem 2.3 of [3], this implies that d : X, + X7. 
Remark. The idea underlying Theorem 13 is well known; see, for example, 
the discussion in Billingsley [3, p. 351. A related result is given by de Acosta 
[S, Theorem 2.4, p. 2801 where, since separability of % is not assumed, the 
condition that A is total is replaced by the stronger condition that S(A) is 
sequentially weak*-dense in %*. 
Theorem 13 can be applied to the study of random Fourier series. Let 
3 = CIO, I], let (~~1 C CIO, I] b e a complete orthogonal sequence for L,[O, 11, 
and let $fk> = &(w)) b e a sequence of independent real random variables 
defined on some probability space Q. Let vk* E C[O, l]* denote the linear 
functional determined by P)~ , i.e., 
Then A = {TV*} is a total subset of %*. Define 
48 = Xn(w, t) = f Ekb) cpk(O, 
k=l 
a CIO, II-valued random variable. It is trivial from the orthogonality of {F~} 
that condition (a) of Theorem 13 holds, since s*(X,(,)) is eventually constant 
for each fixed w. Thus, to verify that 
converges in distribution (and hence converges uniformly in t a.s. by Theorem 
3.1 of [9]), it suffices to verify that (Pz,} is tight. This is a partial generalization 
of Theorem 4.1 of It6 and Nisio [9] where it must be assumed that each & is 
symmetric about 0. As an application, if 
yk(t) = 2/2 I 
t sin knu du 
0 
and each Sk N N(0, l), It6 and Nisio verify tightness in Theorem 5.2 of [9], 
thus demonstrating the existence of Brownian motion on CIO, l] and the uniform 
convergence a.s. of Wiener’s series representation. 
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Consider next the problem of characterizing convergence in distribution 
entirely in terms of linear functionals. Our results are based on Theorem 14 
below, due to Bartoszyliski [2]. 
In k-dimensional Euclidean space Rk let d(u, V) denote the metric 
maxlGiGk / ui - zli I, and for F C Rk let d(u, F) = infyeF d(u, w). If U and V 
are random vectors in Rk, the Levy-Prohorov distance L[ U, V] between the 
distributions of U and V is defined to be the infimum of all E > 0 such that 
for every closed set F C Rk, 
P[UEF] < P[VEP] + E, 
where P = (u 1 d(u, F) < c}. Let R be a complete separable metric space with 
metric p and let (&} b e a sequence of continuous real-valued functions on R 
such that 
sup I fm(x)l < CQ for every x in R. (4.1) In 
For X, y in R define p*(x, y) = supln [f*(x) -f&)1. The following theorem 
summarizes Theorems 1 and 2 of [2]. 
THEOREM 14 (Bartoszynski). Let X, and X be R-valued Bore1 measurable 
mappings. If 
p*(xk , X) -+ 0 whenewer ,#k , x) --+ 0, 
then d : X,, -+ X implies 
(4.2) 
lim supL[(f,(X,),...,f,(X,)), <f&%-,fm(X)>l = 0. 
n 97% 
If 
hk > x, + 0 whenever p*(xk , x) -+ 0, 
then (4.3) implies that d : X,, + X. 
(4.3) 
(4.4) 
We apply this result when R = 3 and { fm} = {zm*} is a norm-bounded 
sequence in X*. Conditions (4.1) and (4.2) are then satisfied, since 
sup I +%*(x)I G II x II sup II z?n* II. 
m m 
Condition (4.4) will be satisfied if 
sup I %n*wI = II x II sup II %a* II for every x in %. (4.5) WI m 
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The following characterization of convergence in distribution includes as a 
special case Theorem 6 of [2], where 9’ = C[O, 11. 
THEOREM 15. Assume that 2” is separable, and let -Ti, and X be measurable 
.%-valued mappings. The following jive conditions are equivalent: 
(a) d:X,+X, 
(b) There exists a norm-bounded sequence {z,*} in %* satisfying conditions 
(4.5) and 
lim supL[(z,*(X,) ,..., Z,*(X,)), (Zi*(X) ,..., Z,*(X))] = 0. (4.6) 
la 711 
(c) Every norm-bounded sequence satisfying (4.5) also satisfies (4.6). 
(d) For some K (0 < K -=c co) 
where B(K) = {x* ES?* : 11 x* 11 < K}. 
(4.7) 
(e) For every K(0 < K < co), (4.7) holds. 
Proof. First we show that each ball B(K) contains a sequence satisfying (4.5). 
Since 9? is separable, B(K) with the weak* topology is metrizable and separable, 
so there exists a sequence {am*} = {am*(K)} C B(K) which is sequentially 
weak*-dense in B(K). Clearly supm. 11 am* 11 < K; in fact supnz II a,* I/ = K: 
choose x* with I/ x* II = K and let (a$} b e a subsequence converging (weak*) 
to x*, so that lim inf /I ~2, II > j/ x* 11 = K. Now, for any x in Z there exists 
(by the Hahn-Banach Theorem) x,,* in B(K) such that / x,,*(x)1 = K II x 11. 
If {.a:,} is a subsequence converging (weak*) to x,,* then 1 z;,(x)~ -+ / x*(x)1 = 
K \I x )I, proving (4.5). 
Therefore, (c) 3 (b), so (a) o (b) o (c) by Theorem 14. Also (e) + (d) * (b), 
since for {z~*} = {a, *(K)} the double supremum in (4.7) dominates the 
supremum in (4.6). Lastly we show (c) 3 (e) by showing that for (.a,*} = 
{zm*(K)} the suprema are in fact equal. Fix 1 < q < CO and x1*,..., xq* E B(K). 
From {am*}, choose subsequences {a&},..., {.a,*,} such that Z& ---f xi* (weak*) as 
k -+ co (1 < i < q). Then 
d: (z,*,(Y),..., $p)) - <x,*(w.v x,*(y)> 
as k --+ co, both for Y = X, and Y = X. Since convergence in distribution 
is equivalent to convergence in the metric L, this implies that as k -+ CO, 
L[<~I*k(xn)Y..> qpL)>, <q@7Y.> ~,*,Gw 
- L[<x,*(&),..., x,*(-L)>, <%*(-a..., %*(ml, 
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so the suprema in (4.6) and (4.7) are equal as stated. (We use the fact that in a 
metric space, d(xn , x) -+ 0 and d(yn , y) + 0 together imply d(xn , y,J -+ d(x, y).) 
This completes the proof. 
For a norm-bounded sequence {x,*> satisfying (4.5) it can be shown that the 
linear span S({x,*}) is sequentially weak*-dense in %* for separable 3. In view 
of the Example in Section 2, therefore, (4.5) is a more severe requirement than 
that {zm*} be total on 3”. I f  9Y is both separable and reflexive, however, we can 
characterize convergence in distribution in terms of a total subset of linear 
functionals. 
THEOREM 16. Assume that S? is separable and reflexive, let X, and X be 
measurable %-valued mappings, and let A C %* be total on 95. The following three 
conditions are equivalent: 
(a) d : X, -+ X. 
(b) For some K(0 < K < co) 
lim sup sup w1*KJ,..., sm*(m>, (s,*(x),..., Gn*(x)>l = 0. n m s,*.....s,*ES(A)AB(K) 
(4.8) 
(c) For ev~y K(0 < K < co), (4.8) holds. 
Proof. By Lemma 5, S(A) n B(K) is sequentially weak*-dense in B(K). 
From this fact and the continuity of L under convergence in distribution it 
follows that the double suprema in (4.7) and (4.8) are equal. 
I f  the assumption of reflexivity is dropped in Theorem 16, the implication 
(b) G- (a) is no longer true. Returning to the Example in Section 2, take d = lI 
and let X, and X be degenerate %-valued mappings with P[X = 0] = 
P[X, = xcnl)] = 1, where x@l) is the double sequence with 1 in the (nl)-th 
position and 0 elsewhere. Clearly X, does not converge in distribution to X. 
If  A = 5’(A) is the total linear subspace defined in the Example, however, then 
(4.8) is satisfied for all K. With K = 1, for example, note that i fy E S(A) n B(1) 
then 1 ynr 1 < 1 /n. Therefore for all m and all y(l),..., ycnz) in S(A) r\ B(l), 
~((y’l’(xn),..., YC”‘(X7Jh (Y’l’(x),-., Y’m’(-w) 
= d(<y$ ,...) y$‘), (0 )..., 0)) < l/n. 
Hence for all m and y(l),..., ycrn) in S(A) n B( 1) 
L[(p(X,),..., y(m)&,)), (p(X),..., r(“)(x)>1 Q l/n, 
so (4.8) holds. 
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It remains an open problem to characterize (if possible) convergence in 
distribution in terms of a total subset of linear functionals in a separable, 
nonreflexive Banach space. 
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