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ABSTRACT
Context. The thermal and chemical structures of the upper atmospheres of planets crucially influence losses to space
and must be understood to constrain the effects of losses on atmospheric evolution.
Aims. We develop a 1D first-principles hydrodynamic atmosphere model that calculates atmospheric thermal and
chemical structures for arbitrary planetary parameters, chemical compositions, and stellar inputs. We apply the model
to study the reaction of the Earth’s upper atmosphere to large changes in the CO2 abundance and to changes in the
input solar XUV field due to the Sun’s activity evolution from 3 Gyr in the past to 2.5 Gyr in the future.
Methods. For the thermal atmosphere structure, we consider heating from the absorption of stellar X-ray, UV, and IR
radiation, heating from exothermic chemical reactions, electron heating from collisions with non-thermal photoelec-
trons, Joule heating, cooling from IR emission by several species, thermal conduction, and energy exchanges between
the neutral, ion, and electron gases. For the chemical structure, we consider ∼500 chemical reactions, including 56
photoreactions, eddy and molecular diffusion, and advection. In addition, we calculate the atmospheric structure by
solving the hydrodynamic equations. To solve the equations in our model, we develop the Kompot code and provide
detailed descriptions of the numerical methods used in the appendices.
Results. We verify our model by calculating the structures of the upper atmospheres of the modern Earth and Venus.
By varying the CO2 abundances at the lower boundary (65 km) of our Earth model, we show that the atmospheric
thermal structure is significantly altered. Increasing the CO2 abundances leads to massive reduction in thermospheric
temperature, contraction of the atmosphere, and reductions in the ion densities indicating that CO2 can significantly
influence atmospheric erosion. Our models for the evolution of the Earth’s upper atmosphere indicate that the thermo-
spheric structure has not changed significantly in the last 2 Gyr and is unlikely to change signficantly in the next few
Gyr. The largest changes that we see take place between 3 Gyr and 2 Gyr ago, with even larger changes expected at
even earlier times.
1. Introduction
Planetary atmospheres evolve due to interactions with the
planet’s surface and losses into space. At the surface, gas
can be removed from the atmosphere by several processes,
such as subduction (Marty & Dauphas 2003), and added to
the atmosphere by other processes, such as outgassing dur-
ing magma ocean solidification (Noack et al. 2014). At the
top of the atmosphere, gases are lost to space, which over
time can lead to significant atmospheric erosion (Lammer
et al. 2014; Luger et al. 2015). Atmospheric loss into space
takes place by a large number of different mechanisms (e.g.
Lammer et al. 2008). One factor that is common to almost
all of these processes is the fact that the loss rates depend
strongly on the thermal and chemical structure of the up-
per atmosphere. Atmospheres that are hotter and more ex-
panded have higher loss rates by essentially all mechanisms
(e.g. Lichtenegger et al. 2010).
Much recent work has studied hydrodynamic losses of
atmospheres. Many of these studies concentrate mostly on
atmospheres composed primarily of H and He (e.g. Lam-
mer et al. 2014; Shaikhislamov et al. 2014; Luger et al. 2015;
Khodachenko et al. 2015; Owen & Mohanty 2016). Such at-
mospheres can experience very high hydrodynamic losses,
largely due to the small average molecular masses of the gas
(Erkaev et al. 2013). Atmospheres composed of water va-
por, such as the possible early atmosphere of Venus, likely
also undergo hydrodynamic escape as the dissociation of
H2O creates large amounts of atomic H (Lichtenegger et al.
2016). Generally more interesting for planetary habitabil-
ity are atmospheres dominated by heavier molecules, such
as CO2, N2, and O2. The physical processes in these at-
mospheres are very complex (e.g. Kulikov et al. 2007; Tian
et al. 2008a), and detailed models are needed to under-
stand their structures. Such atmospheres are less likely to
undergo hydrodynamic losses due to their higher molecular
masses, and other atmospheric loss processes must be taken
into account, such as polar ion outflows (Glocer et al. 2012;
Airapetian et al. 2017) and pick-up of exospheric gas by
the stellar wind (Kislyakova et al. 2014) and coronal mass
ejections (Khodachenko et al. 2007; Lammer et al. 2007). In
all cases, the specific atmospheric composition is critically
important for the detailed physics of the upper atmosphere
(Kulikov et al. 2007).
The most important input into the upper atmospheres
of planets is the irradiation by the central star, especially
in X-ray and ultraviolet (together ‘XUV’)1 wavelengths,
though IR photons can also be important. The absorption
causes dissociation and ionization, and significant heating.
The energy gained by this heating is mostly lost by cooling
due to IR emission from several molecules, most notably
CO2. In the upper thermosphere of the Earth, the local
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heating is much stronger than the local cooling, and the
excess energy is transported into the lower thermosphere
by thermal conduction. The chemical structure of the up-
per atmosphere is determined by the composition of the
lower atmosphere, chemical/photochemical reactions, and
diffusion. Sophisticated models that take into account all of
these processes have been applied for solar system planets
for decades (e.g. Fox & Bougher 1991; Roble 1995; Ridley
et al. 2006), but only a few studies have applied such models
to planetary atmospheres under very different conditions to
those of the current solar system terrestrial planets (Tian
et al. 2008a; Tian 2009).
The need for sophisticated first principles upper atmo-
sphere models is clear when considering the range of at-
mospheric conditions that exist. In addition to different at-
mospheric compositions, the distribution of planets spans
the entire range of possible masses and orbital distances
from their host stars (López-Morales et al. 2016). Further-
more, different planets are exposed to very different con-
ditions from the central star. Observations of young solar
analogues have shown that the Sun was much more active
in X-rays and UV than it currently is (Güdel et al. 1997;
Ribas et al. 2005). Recently, Tu et al. (2015) showed that
the early evolution of the Sun’s activity depended sensi-
tively on its early rotation rate; this is important since we
do not know how rapidly the Sun was rotating, and dif-
ferent evolutionary tracks for XUV can lead to different
atmospheric evolution scenarios (Johnstone et al. 2015b).
Stellar activity evolution depends also on the star’s mass,
with lower mass stars remaining highly active for longer
amounts of time (West et al. 2008). In addition, the exact
shape of a star’s XUV spectrum depends on its spectral
type and activity (Telleschi et al. 2005; Johnstone & Güdel
2015; Fontenla et al. 2016).
The aim of this paper is to develop and validate a
first principles physical model for the upper atmospheres of
planets and to apply it to the Earth to understand how the
atmosphere reacts to changes in the CO2 abundances and
the solar XUV spectrum. This physical model will be used
as an important component in future studies on the evo-
lution of terrestrial atmospheres. In Section 2, we present
the complete physical model. In Section 3, we validate the
model by calculating the atmospheric structures of Earth
and Venus. In Section 4, we study the effects of enhanced
CO2 abundances and the effects of the solar XUV evolution
between 3 Gyr in the past and 2.5 Gyr in the future on the
structure of the Earth’s upper atmosphere. In Section 5,
we summarise and discuss our results. To solve the physi-
cal model presented in this paper, we have developed The
Kompot Code, which we describe in the appendices.2In the
appendices, we describe in detail the numerical methods
used to solve the equations described in Section 2.
1 Several meanings of the abbreviation ‘XUV’ are used in the
literature. In this paper, we use the term to refer to the X-ray
and UV spectrum from 10 to 4000 Å.
2 We will make The Kompot Code publicly available in the
near future, and it will be obtainable by contacting the authors
directly.
2. Model
2.1. Model Overview
The purpose of our model is to calculate the atmospheric
properties as a function of altitude for arbitrary planetary
atmospheres. The input parameters are the planetary mass
and radius, the atmospheric properties at the base of the
simulation, and the stellar radiation spectrum at the top
of the atmosphere. Our computational domain is 1D and
points radially outwards from the planet’s centre, extend-
ing between the lower boundary at an arbitrary altitude
in the middle atmosphere to the upper boundary at the
exobase. In the description of the state of the atmosphere,
we make a few basic assumptions. Firstly, we assume that
the gas has one bulk advection speed shared by the entire
gas, though different chemical species have different diffu-
sion speeds. Secondly, we assume that the neutrals, ions,
and electrons have their own temperatures that evolve sep-
arately. Thirdly, we assume quasineutrality, meaning that
the electron density is equal to the total ion density every-
where. The two stellar inputs are the XUV (i.e. X-ray and
ultraviolet) field between 10 and 4000 Å, and the infrared
field between 1 and 20 µm.
In this model, we break the gas down into components
in two separate ways: in Eqn. 1 the gas is broken down by
different chemical species (e.g. N2, O2, CO2, etc.), and in
Eqns. 3–5, the gas is broken down into neutrals, ions, and
electrons. In the rest of the paper, we define the ‘compo-
nents’ of the gas as the neutral, ion, and electron gases,
and are referred to using the subscripts n, i, and e. Unless
otherwise stated, when we discuss the electrons, we are re-
ferring to the thermal electron gas, and not the non-thermal
electrons produced in photoionization reactions.
The main physical processes taken into account in this
model are
– atmospheric expansion/contraction in response to
changes in the gas temperature and composition,
– the transfer of X-ray, ultraviolet, and infrared radia-
tion through the atmosphere, including the production
of non-thermal electrons by photoionization reactions,
– atmospheric chemistry, including photochemistry and
reactions driven by impacts with non-thermal electrons,
– molecular and eddy diffusion,
– neutral heating by stellar XUV and IR radiation,
– electron heating by impacts with non-thermal electrons,
– infrared cooling, particularly by CO2 molecules,
– heat conduction for each gas component,
– and energy exchange between the components.
The equations that describe the changes of the atmosphere
due to these processes are
∂nj
∂t
+
1
r2
∂
[
r2(njv + Φd,j)
]
∂r
= Sj , (1)
∂(ρv)
∂t
+
1
r2
∂
[
r2
(
ρv2 + p
)]
∂r
= −ρg + 2p
r
, (2)
∂en
∂t
+
1
r2
∂
[
r2v (en + pn)
]
∂r
= −ρnvg
+ (Qh,n −Qc,n −Qin −Qen)
+
1
r2
∂
∂r
[
r2κmol
∂Tn
∂r
+ r2κeddy
(
∂Tn
∂r
+
g
cP
)]
,
(3)
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∂ei
∂t
+
1
r2
∂
[
r2v (ei + pi)
]
∂r
= −ρivg
+ (Qh,i −Qc,i −Qei +Qin) + 1
r2
∂
∂r
[
r2κi
∂Ti
∂r
]
,
(4)
∂ee
∂t
+
1
r2
∂
[
r2v (ee + pe)
]
∂r
= −ρevg
+ (Qh,e −Qc,e +Qei +Qen) + 1
r2
∂
∂r
[
r2κe
∂Te
∂r
]
,
(5)
where r is the radius, nj is the number density of the jth
species, ρ is the total mass density, v is the bulk advec-
tion speed, ρv is the momentum density, ρk, ek, pk and
Tk are the mass density, energy density, thermal pressure,
and temperature of the kth component of the gas, Φd,j
and Sj are the diffusive particle flux and chemical source
term of the jth species, g is the gravitational acceleration,
Qh,k and Qc,k are the heating and cooling functions for the
kth component, Qei, Qin, and Qen are the electron-ion, ion-
neutral, and electron-neutral heat exchange functions, κmol
and κeddy are the molecular and eddy thermal conductivi-
ties, κi and κe are the ion and electron thermal conductiv-
ities, and cP is the specific heat at constant pressure. Since
chemistry and diffusion do not change the total mass den-
sity of the gas, Eqn. 1 implies the standard mass continuity
equation. It is also important at times to calculate γ, i.e.
the ratio of specific heats, for the neutral and ion gases,
which are mixtures of species with different γ values; for
this we assume γj = 5/3 for atomic species and γj = 7/5
for molecular species3.
The exobaseis assumed to be where the mean-free-path
of particles becomes larger than the pressure scale height.
The mean free path is calculated from lmfp = 1/(σN),
where σ is the total collision cross-section, and N is the
total number density. In reality, different species have dif-
ferent σ; however, the values tend to be similar and our cal-
culated exobase location is not sensitive to small changes
in σ. We therefore assume σ = 2× 10−15 cm−2 always.
2.2. Hydrodynamics
Including gravity, the purely hydrodynamic parts of
Eqns. 1–5 are
∂ρ
∂t
+
1
r2
∂
(
r2ρv
)
∂r
= 0, (6)
∂(ρv)
∂t
+
1
r2
∂
[
r2
(
ρv2 + p
)]
∂r
= −ρg + 2p
r
, (7)
∂en
∂t
+
1
r2
∂
[
r2u (en + pn)
]
∂r
= −ρnug, (8)
3 To get γ for a gas mixture, we first calculate CV,j and CP,j for
each species using Mayer’s relation and their individual γj val-
ues, where the subscript j refers to an individual species. Then,
we calculate the total heat capacities as the density weighted
average heat capacities of the constituent gases. Finally, γ is
calculated simply as the ratio CP/CV.
where the ion and electron energy equations are identical to
the neutral energy equations with the n subscript replaced
with the i and e subscripts. In Appendix B, we give an ex-
plicit method for solving these equations. Explicitly solving
the full set of hydrodynamic equations is undesirable when
the atmosphere is static, or close to static. Note that no
atmosphere is ever fully hydrostatic since there is always
some escape at the top of the atmosphere, meaning that
there will always be a net upward flow of material.
In this paper, we use a method for solving the hydrody-
namic equations given by Tian et al. (2008a). This method
is not appropriate when the atmosphere is transonic, which
is often the case for strongly irradiated planets. The basic
simplifying assumption of the method is that the mass and
momentum density structures are in a steady state, such
that ∂ρ/∂t = 0 and ∂(ρv)/∂t = 0. Eqns. 6 and 7 can then
be written
2rρv + r2v
dρ
dr
+ r2ρ
dv
dr
= 0, (9)
2ρv2
r
+ 2vρ
dv
dr
+ v2
dρ
dr
+
dp
dr
= −ρg. (10)
Assuming an ideal gas, the pressure is given by
p = m¯−1ρkBT and the radial derivative of p is
dp
dr
= − ρ
m¯
v20
dm¯
dr
+ v20
dρ
dr
+ ρ
v20
T
dT
dr
, (11)
where v20 = kBT/m¯ and m¯ and T are the average molecular
mass and temperature of the entire gas. Putting these three
equations together gives
1
v
(
1− v
2
v20
)
dv
dr
=
1
T
dT
dr
+
g
v20
− 1
m¯
dm¯
dr
− 2
r
, (12)
1
ρ
dρ
dr
= − 1
T
dT
dr
− g
v20
+
1
m¯
dm¯
dr
− v
v20
dv
dr
. (13)
When v = 0, Eqn. 13 gives the density structure of a hy-
drostatic atmosphere. As in Tian et al. (2008a), we solve
these equations consecutively. Firstly, we update the ener-
gies using Eqns. 8–8. With the new temperature structure
and the already known structure of m¯, we then recalculate
the structure of v by integrating from the exobase down-
wards through the grid using Eqn. 12, assuming the outflow
speed at the exobase is known. Finally, since the density at
the lower boundary of the simulation is a fixed value and
is therefore known, we calculate the structure of ρ by in-
tegrating upwards to the exobase using Eqn. 13. For both
the solution of the energy equations and the integration
of ρ and v, we use the implicit Crank-Nicolson scheme, as
described in Appendix D.
When the atmosphere is supersonic at the upper bound-
ary, the material has escape velocity and simply flows away
from the planet; in these cases, the appropriate bound-
ary conditions are zero-gradient outflow conditions. Specif-
ically, the values for each quantity in the final grid cell
are made equal to the values in the second to last grid
cell. When the atmosphere is subsonic at the upper bound-
ary, we assume an outflow speed that is consistent with
the Jeans escape rate. We first calculate the Jeans mass
escape rate, M˙Jeans, using the expressions given in Luger
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Fig. 1. Cartoon illustrating the geometry of the radiation trans-
fer in our model. The bottom right of the cartoon is the centre
of the planet and the incoming stellar radiation is travelling hor-
izontally from left to right. The inner black region is the planet
and the shaded region is the upper atmosphere. The simula-
tion domain of our 1D atmosphere model, illustrated with the
blue region, is a region that is pointing radially outwards from
the planet centre. The angle θ is the zenith angle. To calculate
the stellar XUV and IR spectra at any given point, we perform
radiation transfer along the dashed black line.
et al. (2015), and then calculate the upper boundary veloc-
ity from vexo = M˙Jeans/(4pir2exoρexo).
When the bulk flow of the atmosphere is not negligible,
the effects of advection on the species densities must be
taken into account. We do this using the advection scheme
described in Appendix B by converting the calculated cell
boundary mass fluxes into individual species particle fluxes.
When using the semi-static hydrodynamic approach, we use
the advection scheme to calculate the mass fluxes only (i.e.
Eqns. B.11–B.18). Since the total mass density structure
is being calculated at every timestep assuming that it has
already come to a steady state, the changes in the density
are a result of advection that is not explicitly calculated
in the model. To take this into account, after updating the
structure of ρ using Eqn. 13, we scale the species number
densities by a species-independent factor at each location to
ensure that ρ =
∑
jmjnj , where the sum is over all species.
2.3. Stellar Radiation and Non-thermal Electrons
2.3.1. X-ray and Ultraviolet radiation
The most important external input into the upper atmo-
sphere is the star’s X-ray and ultraviolet (=‘XUV’) radia-
tion. Its importance stems from the fact that atmospheric
gases absorb radiation at XUV wavelengths very effectively.
This means that the XUV radiation is absorbed high in the
atmosphere where the gas densities are low and relatively
small energy inputs can lead to large temperature changes.
The XUV spectrum also drives the most important chem-
ical processes in the upper atmosphere, and is therefore
essential for calculating the chemical structure of the at-
mosphere.
We irradiate the atmosphere with a stellar XUV spec-
trum between 10 and 4000 Å. The XUV spectrum is divided
into 1000 energy bins and represented by the irradiance,
Iν , which is the energy flux per unit frequency. This input
spectrum is assumed to be unattenuated at the exobase.
The radiation transfer through the atmosphere is then cal-
culated based on the density structures of each absorbing
species.
A weakness of 1D atmosphere models is that in real-
ity the planet is being irradiated from one side only, which
makes fully simulating the atmosphere at minimum a 2D
problem. In 1D models, approximate simplifying assump-
tions must be made. We assume that the computational
domain is pointing in an arbitrary direction relative to the
position of the star. The angle between this direction and
the direction that points directly at the star is the zenith
angle, θ. We calculate the XUV spectrum at each point in
the atmosphere by doing the radiation transfer from the
exobase to each point separately. This geometry is demon-
strating in Fig. 1, where the dashed black line shows the
path that the radiation takes through the atmosphere. We
assume that the state of the atmosphere at any given al-
titude is uniform over all latitudes and longitudes. This
means that when doing the radiation transfer, we get the
densities of each species at each given point by taking the
values at the point in our simulation that has the same al-
titude. In all simulations in this paper, except our Venus
simulation in Section 3.2, we assume a zenith angle of 66◦.
We find in Section 3.1 for the case of the Earth that this
gives a decent representation of the atmosphere averaged
over all longitudes and latitudes.
To calculate the XUV spectrum at a given grid cell,
we integrate along the dashed black line in Fig. 1 for each
energy bin using spatial steps with length ∆s given by
H/5, where H = N/(dN/dr) is the density scale height.
The change in the irradiance over a path ∆s is given by
Iν(s+ ∆s) = Iν(s)e
−∆τν , (14)
where ∆τν is the optical depth along the path length ∆s
and is given by
∆τν = ∆s
∑
j
σν,j [Rj ], (15)
where the sum is over all photoreactions in our chemical
network, σν,j is the cross-section of the jth photoreaction
at frequency ν, and [Rj ] is the number density of the re-
actant in the jth photoreaction. By summing over indi-
vidual photoreactions instead of using the total absorption
cross-sections for each species, we ensure that the radiation
transfer and the photochemistry are fully consistent. The
individual photoreaction cross-sections are discussed in Sec-
tion 2.4.1. In Fig. 2, we show the XUV spectrum at several
altitudes in our model for the current Earth.
2.3.2. Infrared radiation
Another input into the atmosphere that can be important
is the stellar infrared radiation. Although this has a negligi-
ble effect on the Earth’s upper atmosphere, it is a signficant
source of heating for Mars and Venus (Bougher & Dickin-
son 1988; Fox & Bougher 1991). This difference is due to
the different abundances of CO2, which is a strong absorber
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Fig. 2. Figure showing the stellar XUV irradiance spectrum
at different altitudes in the atmosphere of the Earth, calculated
using our current Earth model presented in Section 3.1. The
black and purple lines show the spectrum at the top and bottom
of our model respectively.
Fig. 3. Figure showing the IR absorption spectra of CO2
(upper-panel) and H2O (lower-panel) as calculated by kspec-
trum (Eymet et al. 2016). The gas is assumed to have a tem-
perature of 200 K and a pressure of 10−2 mbar. The horizontal
dashed line shows the cross-section of 10−22 cm−3.
of IR radiation. We calculate the transfer of the stellar IR
spectrum between 1 and 20 µm through the atmosphere,
and its effect on atmospheric heating. For the input stellar
IR spectrum, we assume a simple blackbody spectrum with
a temperature of 5777 K. We make the same geometrical
assumptions for the IR radiation transfer as we make for
the XUV, as demonstrated in Fig. 1, and perform the inte-
gration from the exobase to each grid cell using the same
method described for XUV. For IR transfer, the sum in
Eqn. 15 for the optical depth is over all considered absorb-
ing species, where σν,j and [Rj ] are the cross-sections and
number densities of the jth absorbing species. We consider
only absorption of IR radiation by CO2 and H2O molecules.
In future studies, the influences of other molecules will be
included when necessary.
We calculate the absorption spectra of CO2 and H2O
using the software package kspectrum (Eymet et al. 2016),
which is an open-source code for calculating the high reso-
lution absorption spectra of common atmospheric gases us-
ing the HITRAN 2008 and HITEMP 2010 molecular spec-
troscopic databases (Rothman et al. 2009; Rothman et al.
2010). Although the absorption spectrum is temperature
and pressure dependent, we calculate the cross-sections at
200 K and 10−2 mbar only and use these values everywhere
in the atmosphere. In order to resolve all features in the
CO2 absorption spectrum, a large number (∼ 106) of spec-
tral bins are needed. The wavelength-dependent absorption
cross-sections for CO2 and H2O are shown in Fig. 3. How-
ever, including so many energy bins is computationally too
expensive for our model; instead, we only consider energy
bins that have cross-sections above 10−22 cm2 for at least
one of the considered molecules. Tests have shown that we
get identical results using this threshold, while limiting the
number of energy bins to something reasonable (∼ 104).
The heating of the atmosphere by the absorption of IR
radiation is discussed in Section 2.5.1. We calculate the
heating assuming that all energy removed from the radia-
tion field by absorbtion is immediately added to the thermal
energy reservoir of the neutral gas. What actually happens
is that the absorption of photons excites the molecules and
the heating of the gas only takes place when they are then
collisionally deexcited. Some of this energy will not in fact
end up in heat, but will be reradiated back into space. To
take this into account, we add an additional excitation term
into the equations for 15 µm CO2 cooling in Section 2.5.2.
We write the excitation rate due to stellar IR photons as
SIR =
∫
ν
σν,co2 [CO2]Iνdν
(hν)15µm
, (16)
where the integral is over all considered frequencies, σν,co2
and [CO2] are the absorption cross-section and number
density of CO2 at frequency ν, and (hν)15µm is the en-
ergy of a 15 µm photon. The cgs units for SIR are
excitations s−1 cm−3. The numerator in Eqn. 16 gives the
volumetric heating rate due to the absorbtion of IR photons
by CO2. The assumption here is that all energy absorbed
from the IR field by CO2 eventually contributes to the ex-
citation of the 15 µm bending mode in CO2 molecules. The
main absorption bands are at 15 µm, 4.3 µm, 2.7 µm, and
2.0 µm. The latter two are combination bands, and pho-
tons absorbed in these bands cause multiple excitations in
the 15 µm and 4.3 µm band transitions. Our assumption
in Eqn. 16 is reasonable if the majority of energy in the
4.3 µm vibrational state is transferred to the 15 µm vibra-
tional state by vibrational-vibrational exchanges, as argued
by Taylor & Bitterman (1969) (see the discussion in Sec-
tion 2 of Dickinson 1976).
2.3.3. Non-thermal electrons
Many of the photoionization reactions that take place in
the upper atmosphere are caused by photons that contain
significantly more energy than is needed simply to cause the
ionization. This additional energy is given to the produced
photoelectrons in the form of kinetic energy, which results
in a population of photoelectrons that have significantly
larger energies than the thermal energy of the electron gas.
These high energy photoelectrons then lose their energy by
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Fig. 4. Figure showing our prediction for the non-thermal elec-
tron spectrum at 200 km for the current Earth. For comparison,
the dashed lines show the spectra at several altitudes calcu-
lated by Singhal & Haider (1984) (taken from their Fig. 3 and
multiplied by 4pi to move the sr−1 from the units). The sudden
increase in the flux at low electron energies is due to the thermal
electron spectrum becoming dominant.
collisions with other atmospheric particles. For the ther-
mal electrons, elastic collisions with non-thermal electrons
is the main heat source and is the reason why the electron
gas becomes hotter than the neutral and ion gases in the
Earth’s upper thermosphere (Smithtro & Solomon 2008).
The two main assumptions in our model are that the
photoelectrons lose their energy locally where they are cre-
ated and that the non-thermal electron spectrum is in a
steady state at each point. Given the latter assumption,
the spectrum can be calculated simply by balancing sources
and sinks of electrons at each electron energy. In future
models, we will include also a more sophisticated electron
transport model; this was shown to influence the heat de-
position by Tian et al. (2008b). For the effects of collisions,
the situation is complicated by the fact that a given atmo-
spheric species can interact with a non-thermal electron in
multiple ways. Each of these different interactions has a dif-
ferent energy-dependent cross-section and takes a different
amount of energy from the impacting electron.
At a given electron energy, Ee, the two sources of
electrons are photoionization reactions producing electrons
with energy Ee, and the degradation of more energetic elec-
trons through collisions with the ambient gas. The produc-
tion spectrum for photoelectrons by photoionization reac-
tions, Pe(E), is given by
Pe(Ee) =
∑
k
Ixuv(Ee + δEk)
Ee + δEk
σk(Ee + δEk)[Rk], (17)
where the sum is over all photoionization reactions consid-
ered, σk(Ee) is the energy dependent cross-section for the
kth photoionization reaction, [Rk] is the number density of
the reactant in the kth photoionization reaction, and δEk
is the energy required for the ionization to take place. We
calculate the non-thermal electron spectrum using
φe(Ee) =
Pe(Ee) +
∑
i
∑
j
niσij(Ee + δEij)φe(Ee + δEij)∑
i
∑
j
niσij(Ee)
,
(18)
where φe(Ee) is the electron flux at energy Ee and σij is the
cross-sections for electron impact interactions. This expres-
sion is described in more detail by Schunk & Nagy (1978).
In both the numerator and the denominator, the first sum is
over all species that the electrons interact with and the sec-
ond sum is over all possible interactions with that species.
The second term in the numerator is the source term from
the degradation of higher energy electrons. The fact that
photoelectrons can only lose energy, so that φe at a given en-
ergy depends on the higher energies values of φe only, makes
solving Eqn. 18 trivial. To do this, we break the spectrum
down into 100 discreet energy bins logarithmically spaced
between 1 and 1000 eV. We first calculate φe at the bin with
the highest energy assuming φe = 0 for higher energies, and
then iterate downwards through the spectrum, calculating
φe in each bin.
The neutral interacting species that we consider are N2,
O2, O, CO2, CO, and He. For N2, we use the electron
impact cross-sections given in Green & Barth (1965). For
non-ionizing O2 transitions, we use the cross-sections from
Watson et al. (1967), and for O2 ionizations we use cross-
sections from Jackman et al. (1977). For O, CO2, and CO,
we use cross-sections from Jackman et al. (1977). For He,
we use cross-sections from Jusick et al. (1967).
In Fig. 4 we show our predicted non-thermal electron
spectrum up to 70 eV for the current Earth’s atmosphere
at an altitude of 200 km. This spectrum is an output of
the Earth model presented in Section 3.1. For compari-
son, we also show the spectra calculated for several alti-
tudes by Singhal & Haider (1984), which they compared
to other models and observations in their Fig. 3. Our spec-
trum match theirs well for almost the entire energy range,
indicating that our model calculates approximately realistic
non-thermal electron spectra.
In our chemical network, we have included several ion-
ization reactions due to impacts with non-thermal elec-
trons. For each of these reactions, the total cross-sections
for use in Eqn. 21 are calculated by summing over the cross-
sections for each corresponding ionization interaction. For
many of the transitions that are not direct ionizations, an
ionization can still take place by autoionization. We take
these into account when calculating the total ionization
cross-sections for O, CO2, and CO by multiplying the cross-
sections for these transitions by the autoionization factors
given by Jackman et al. (1977). These reactions also remove
energy from non-thermal photoelectrons, but the situation
is complicated since the products of these reactions include
two electrons. The energy of the original non-thermal elec-
tron that is not used to cause the reaction is distributed
between the two electrons. For simplicity, we assume that
one of the electrons gets this energy, and the other just
becomes a normal thermal electron.
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2.4. Chemical Structure of the Atmosphere
2.4.1. Chemistry
In this study, we attempt to construct a general chemical
network that can be applied to a range of atmospheres with
arbitrary compositions. This is difficult given the huge num-
bers of reactions and species that any network could con-
sider and the uncertainties in the rate coefficients for the
reactions, particularly at high temperatures. We do this
by combining the networks of several previously published
atmospheric models. The networks that we use are from
Fox & Sung (2001), Verronen et al. (2002), Yelle (2004),
Verronen et al. (2005), García Muñoz (2007), Tian et al.
(2008a), Richards & Voglozin (2011), Fox (2015), and Fox
et al. (2015). We include almost all reactions from these
papers, with some reactions being excluded if they intro-
duced species that we consider unimportant. The rate co-
efficients are taken also from these studies in almost every
case. Where multiple papers give different rate coefficients
for the same reaction, we take the values almost arbitrar-
ily, or find the coefficients on the KIDA database (Wake-
lam et al. 2012). In addition, we add a few reactions from
KIDA that are not in any of these networks when neces-
sary to stop reactions from creating species that are not
destroyed. For the photoreactions, we take all of the rele-
vant reactions from the PHIDRATES database (Huebner
& Mukherjee 2015), which provides wavelength dependent
cross-sections for the entire XUV spectrum. These cross-
sections are all temperature independent, which is in many
cases unrealistic and could lead to inaccuracies in our pho-
tochemistry (Venot et al. 2017). The few reactions involv-
ing non-thermal electrons produced in photoionization re-
actions are described in Section 2.3.3. The resulting net-
work, which is given in Appendix H, contains 63 species,
including 30 ion species, and 503 reactions, including 56
photoreactions and 7 photoelectron reactions.
The reaction rate of the kth chemical reaction, Rk, is
related to the rate coefficient, kk, by
Rk = kk
∏
i
ni, (19)
where the RHS gives the product of the densities of all re-
actants. The rate coefficients for normal reactions are typ-
ically functions of temperature and many of the reactions
have temperature limits, both of which are listed in Ta-
ble H.1. A difficulty in our model is that we calculate sep-
arate neutral, ion, and electron temperatures, and in many
cases it is unclear which of these temperatures to use to
calculate the rate coefficients. For reactions that have only
neutral reactants, we use the neutral temperature; for reac-
tions that have a mixture of neutrals, ions, and electrons as
reactants, we simply use the averages of the temperatures of
the involved components (e.g. if a reaction has one neutral
reactant and one ion reactant, we set Tgas = (Tn + Ti)/2 in
the equation for the rate coefficient). For photoreactions,
the rate coefficients depend on the XUV spectrum and the
wavelength dependent cross-sections by
kk =
∞∫
Et
σkIE
E
dE, (20)
where E is the photon energy, Et is the threshold energy for
the reaction, σk is the cross-section, and IE is the irradience
in units of energy flux per unit energy (the quantity Iν used
elsewhere in this paper is the irradience in units of energy
flux per unit frequency). Similarly, the equation for the rate
coefficients of reactions involving inelastic collisions with
non-thermal electrons is
kk =
∞∫
Et
σkφedE. (21)
The result is a set of ordinary differential equations, one for
each species, describing the rates of change of the species
densities. For the jth species, this can be written
dnj
dt
=
∑
k
Rk −
∑
i
Ri = Sj , (22)
where the first sum is over all reactions that create the jth
species, and the second sum is over all reactions that destroy
it. The Sj term is the total source term for the jth species
in the RHS of Eqn. 1. To evolve nj using Eqn. 22, we use
an implicit Rosenbrock solver described in Appendix H.
In our model, we break the gas down into neutral, ion,
and electron components. A difficulty in our model is that
the chemical reactions cause the transfer of mass, momen-
tum, and energy between the components simply due to
the changes in the identities of atoms and molecules. For
example, consider the reaction N+ + O2 → NO+ + O; this
reaction transfers an O atom from the neutral gas to the
ion gas. The changes in the mass and momentum densities
of the components are trivial to calculate, but the changes
in the energy densities are not. We avoid this problem by
assuming that the temperatures are unaffected when up-
dating the species densities due to chemistry. The heating
of the gas due to exothermic and endothermic chemical re-
actions, and the energy exchanges between the neutral, ion,
and electron gases, are calculated separately, as described
in Section 2.5.
2.4.2. Diffusion
Many of the species considered in the simulation are created
and destroyed slowly by chemical/photochemical reactions.
For these species, a very important transport mechanism
is diffusion. Our model takes into account both molecu-
lar and eddy diffusion. Eddy diffusion evolves the density
profiles so that they all follow the pressure scale height of
the entire gas; molecular diffusion evolves the density pro-
files so that they all follow their own pressure scale heights.
In the homosphere, eddy diffusion dominates and the mix-
ing ratios of the long-lived species are independent of al-
titude. In the heterosphere, molecular diffusion dominates
and the densities of heavy species decrease with increasing
altitude faster than the densities of light species, meaning
that light species become increasingly dominant at higher
altitudes (this also happens due to the dissociation of heavy
molecules). The equation that we use for the diffusive flux
of the jth species, including both eddy and molecular dif-
fusion, is
Φd,j = njvd,j , (23)
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where vd,j is the diffusion speed, given by
vd,j =−Dj
[
1
nj
dnj
dr
− 1
N
dN
dr
+
(
1− mj
m¯
) 1
p
dp
dr
+
αT,j
T
dT
dr
]
−KE
[
1
nj
dnj
dr
− 1
N
dN
dr
]
,
(24)
where Dj and KE are the molecular and eddy diffusion
coefficients, nj and N are the particle number densities of
the jth species and of the entire gas, mj and m¯ are the
molecular masses of the jth species and of the entire gas,
p and T are the thermal pressure and temperature of the
entire gas, and αT,j is the thermal diffusion factor. To solve
these equations, we use the implicit Crank-Nicolson method
described in Appendix E.
For molecular diffusion, the diffusion coefficient for a
given species, Dj , depends on both the species itself, the
composition of the background gas, and the temperature.
For all diffusion coefficients, we use the relation
Dj =
αj × 1017T sj
N
. (25)
For H, H2, He, CH4, CO, Ar, CO2, and O, we use val-
ues for αj and sj given in Table 15.1 and Table 15.2 of
Banks & Kockarts (1973) assuming an N2 background at-
mosphere, which is likely reasonable since the values are
very similar for the other background atmospheres. For sim-
plicity, we assume αj = 1 and sj = 0.75 for all other species.
For H, H2, and He, we assume αT,j = −0.38 and for Ar, we
assume αT,j = 0.17 (Banks & Kockarts 1973); for all other
species, we assume αT,j = 0.
In models such as ours, the eddy diffusion coefficients
as a function of altitude are free parameters; this is the
only free parameter in our model. We assume it is given by
KE = AN
B , where KE and N have the units cm2 s−1 and
cm−3 respectively. This functional form is typically used
for models of Venus and Mars (von Zahn et al. 1980; Fox &
Sung 2001). For Venus, we use A = 2× 1013 and B = −0.5
and impose a maximum value for KE of 6× 108 cm2 s−1.
These values were used by Fox (2015) for the upper atmo-
sphere of Mars, and are very similar to values found for
Venus (von Zahn et al. 1980). For the current Earth, we
first fit A and B to the tabulated KE values given by Roble
(1995), but we scale these values up by a factor of ten in or-
der to fit the expected O2 densities at high altitudes in our
Earth model. This gives A = 108 and B = −0.1. Note that
even without scaling up the eddy diffusion coefficients from
Roble (1995), we obtain good fits to the density profiles of
all other species.
For atmospheres that are close to hydrostatic, it is im-
portant to specify a diffusion flux at the exobase. We as-
sume an outward diffusion flux that corresponds to Jeans
escape. This is only necessary for the lightest species, i.e. H
and He, so for all species more massive than 4mp, we assume
a zero flux. In simulations where the gas at the exobase is
supersonic, and therefore is faster than the escape velocity,
we simply assume a zero diffusion flux at the exobase.
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Fig. 5. Simplified cartoon illustrating the main pathways taken
in our model by the energy that is removed from the XUV field
by absorption due to photodissociation and photoionization re-
actions. In both cases, much of the energy used to cause the
photoreaction is released due to exothermic chemical reactions.
For photodissociation, the remaining energy from the absorbed
photon is given to the thermal energy budget of the neutral gas
directly. For photoionization, the remaining energy is released
as kinetic energy of the produced electron, and is then lost as
the electron collides with the ambient gas; collisions with neu-
tral species are inelastic and lead to excitation, dissociation, and
ionization, whereas collisions with ambient thermal electrons are
elastic and lead to heating of the electron gas.
2.5. Thermal Structure of the Atmosphere
2.5.1. Heating
In this model, the important energy sources are stellar XUV
(10–4000Å) and IR (1–20µm) radiation. We also include a
simple treatment of Joule heating. The total energy depo-
sition rate from a radiation field travelling a distance dx
through an absorbing gas is −dF/dx, where F is the en-
ergy flux (=
∫
Iνdν). In reality, the absorbed energy is not
directly added to the thermal energy budget of the gas, and
not all of the energy deposited is eventually converted to
heat. A common way to calculate the heating is to multi-
ply the total energy deposition rate by a heating efficiency
factor (e.g. Erkaev et al. 2013; Johnstone et al. 2015b); this
assumption is generally undesirable since it adds an uncon-
strained free parameter into the model. We instead use a
more complete heating model where the energy release from
different processes are calculated individually. The heating
processes considered are direct heating by the stellar XUV
field, electron heating by elastic collisions with non-thermal
electrons, heating from exothermic chemical reactions, di-
rect heating by the stellar IR field, and Joule heating.
When a XUV photon is absorbed, a large part of its en-
ergy is used to cause either a dissociation, an ionization, or
both. For photodissociation reactions, the remaining pho-
ton energy is given to the products as kinetic energy, and
ultimately dissipated as heat in the gas. It is this heating
that we consider the direct heating by the stellar XUV field.
To calculate this direct heating, we need to consider each
photodissociation reaction and each energy bin in the XUV
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field separately. The full equation for the heating rate is
Qxuv =
∑
k
Qxuv,k, (26)
where Qxuv,k is the heating rate by the kth reaction and is
given by
Qxuv,k =
∞∫
ET,k
(E − ET,k) IE
E
σk(E)[Rk]dE, (27)
where the sum is over all photodissociation reactions, ET,k
is the energy required for the reaction to take place, σk(E)
is the reaction cross-section at energy E, [Rk] is the num-
ber density of the reactant, and IE is the irradience in units
of energy flux per unit energy. The term IE/E is the pho-
ton flux per unit photon energy at energy E and the term
(IE/E)σk(E)[Rk] is the rate at which the kth reaction takes
place per unit volume per unit photon energy. The energy
released per reaction is E − ET,k, which when multipled by
the reaction rate and integrated over all photon energies
gives the heating rate for the kth reaction.
For photoionization reactions, we do not give the re-
maining photon energy to the gas as heat directly, but in-
stead assume that all this energy is given to the result-
ing free electron and we calculate the non-thermal electron
spectrum, as described in Section 2.3.3. This energy is ei-
ther given to the neutral gas by inelastic collisions, typically
exciting atoms/molecules or causing secondary ionizations,
or it is given to the thermal electrons by elastic collisions.
We assume that the energy given to the neutral gas is all
lost by radiative relaxation and consider therefore only the
heating of the electron gas. Using the expression given by
Schunk & Nagy (1978), we calculate the electron heating
rate as
Qe =
Et∫
0
(
Ee − 3
2
kBTe
)
Pe(Ee)dEe +
∞∫
Et
neLe(Ee)φe(Ee)dEe
+
(
Et − 3
2
kBTe
)
neLe(Et)φe (Et) ,
(28)
where Ee is the electron kinetic energy, Pe(Ee) is the pro-
duction spectrum of electrons (see Eqn. 17), Et is the energy
above which the non-thermal flux is larger than the thermal
flux, and Le(Ee) is the loss function given by
Le(Ee) =
3.37× 10−12
E0.94e n
0.03
e
(
Ee − Eth
Ee − 0.53Eth
)2.36
, (29)
where Eth = 8.618× 10−5Te (Swartz et al. 1971). The three
terms on the RHS of Eqn. 28 give respectively the heat-
ing/cooling by the direct production of thermal electrons
by photoionization reactions, heating of thermal electrons
by elastic collisions with non-thermal electrons, and a sur-
face term related to the crossover between the thermal and
non-thermal electron spectra. Although a more accurate
version of the surface term was derived by Hoegy (1984),
we use the version given above because it is simpler and is
sufficiently accurate for our purposes.
Much of the photon energy used to cause a photoreac-
tion is not lost, but is instead converted into chemical po-
tential energy that can then be released as heat in exother-
mic chemical reactions. The heating rate at a given point
by chemical reactions is given by
Qchem =
∑
k
RkQchem,k, (30)
where the sum is over all chemical reactions, and Rk and
Qchem,k are the reaction rate and energy released per reac-
tion for the kth reaction. The values of Qchem,k are given
for each reaction in Table. H.1. These energies are mostly
taken from Tian et al. (2008a) or from the KIDA database,
and when the energy for a given reaction is not available
in either of these sources, we simply assume it does not
contribute to the heating.
We consider also heating of the atmosphere by the
abosrption of IR radiation. We assume that all of the energy
removed from the IR spectrum is input into the neutral gas
as thermal energy, giving a heating rate of
QIR =
∑
j
∫
ν
σν,j [Rj ]Iνdν, (31)
where the sum is over all absorbing species, the integral is
over the entire IR spectrum that we consider, and σν,j and
[Rj ] are the absorption cross-section and number density
of the jth absorbing species. In reality, this energy is first
used to excite CO2 and is then released as heat through
collisional deexcitation, which we take into account with an
additional excitation term in the equations for CO2 cooling.
Additionally, the upper atmospheres of magnetized
planets are heated by two magnetospheric processes: these
are energetic particle precipitation and Joule heating. For
the Earth, during quiet geomagnetic conditions these two
processes are likely similar in magnitude, and Joule heating
tends to dominate during geomagnetic storms (e.g. Chap-
pell 2016). This process could become important for plan-
ets that are exposed to extreme space weather (Cohen et al.
2014). Both processes are most significant at high latitudes,
but tend not to influence the global heat budget signif-
icantly during quiet conditions. In this paper, we model
Joule heating using the simplified model described in Roble
et al. (1987) and Smithtro & Sojka (2005). The two input
parameters are the ambient magnetic field strength, which
we assume is 0.5 G everywhere, and the total global Joule
heating rate, which we assume is 1.4× 1018 erg s−1. This is
double the value used in Roble et al. (1987), which is typical
for quiet levels of geomagnetic activity (Foster et al. 1983);
we double the value to take into account also the energy in-
put expected from particle precipitation. We calculate the
heating rate at each altitude using
QJ = σPE
2, (32)
where E is the electric field strength and σP is the Ped-
ersen conductivity (Foster et al. 1983). We do not calcu-
late the electric field, but instead assume that it is a con-
stant and use it as a free parameter that can be scaled
in order to give us the desired total global Joule heating
rate. The Pedersen conductivity varies with altitude, and
at a given point depends on the densities of individual ion
and neutral species, the gas temperature, and the ambient
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magnetic field strength. The σP profiles are calculated self-
consistently within the model using the equations described
in Section 5.11 of Schunk & Nagy (2000). The equation for
σP is
σP =
∑
i
σi
ν2i
ν2i + ω
2
i
, (33)
where the sum is over all considered ion species, and σi,
νi, and ωi are the ion conductivity, ion-neutral collision fre-
quency, and angular gyrofrequency of the ith ion species.
The angular gyrofrequency is given by ωi = qiB/mi. The
ion conductivity is given by σi = (niq2i )/(miνi), where ni,
qi, and mi are the ion number density, charge, and mass
respectively. The ion-neutral collision frequency, νi, is cal-
culated as the sum over the collision frequencies with indi-
vidual neutral species, such that νi =
∑
n
νin, where νin is
the frequency of collisions between the ith ion species and
the nth neutral species. For this, we use the same collisions
and νin values described in Section 2.5.4 for ion-neutral
heat exchange.
2.5.2. Cooling
We consider the effects of IR cooling by CO2, H2O, NO,
and O. In all cases, cooling happens when atoms/molecules
are excited by collisions with other particles and then ra-
diate the energy away before they are deexcited by further
collisions. Collisions cause there to be a continuous trans-
fer of energy from the atmosphere’s thermal energy reser-
voir to the various forms of energy within the individual
atoms and molecules, and a corresponding transfer of en-
ergy back to the thermal energy reservoir. However, due
to radiative relaxation (i.e. spontaneous/stimulated emis-
sion) and the loss of many of the emitted photons to space,
the rate at which energy is transferred back to the ther-
mal reservoir is reduced, and the resulting inbalance is the
cooling that we are interested in. The calculation of the
cooling rates is seldom trivial and ideally would involve
calculating the full transport of the emitted IR spectrum
through the atmosphere and tracking the populations of
each of the various excited states in the relevant species
(e.g. see Wintersteiner et al. 1992). In this paper, we take
into account all of these processes in a simpler way and aim
to implement more sophisticated treatments of cooling in
future studies.
Cooling by CO2 is dominated by emission at 15 µm. We
use the cool-to-space approximation (e.g. Dickinson 1972);
the fundamental assumption is that the cooling at each
point is caused entirely by emitted photons that escape di-
rectly to space. Ignoring stimulated emission, this means
QCO2 = (hν)15µmA10[CO
∗
2], (34)
where (hν)15µm is the energy of a single 15 µm photon
(= 1.325× 10−13 erg), A10 is the Einstein coefficient for
spontaneous emission, [CO∗2] is the density of excited CO2
molecules, and  is the probability that a 15 µm photon
emitted from a given point escapes to space. The definition
of  is such that it takes into account the fact that photons
emitted downwards are not lost, and therefore approaches
a maximum of 0.5 at high altitudes.
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Fig. 6. Figures showing the escape probability of a 15 µm pho-
ton as a function of CO2 optical depth (upper-panel) and the
CO2 deexcitation rate coefficients as a function of temperature
(lower-panel). In the upper panel, the numbers show the approx-
imate altitudes in our current Earth model where these points
on the line are reached. In the lower panel, the data points are
measurements from Siddles et al. (1994) and Castle et al. (2012),
and the solid lines are our power-law fits, given in Table. 1.
In order to calculate [CO∗2], we consider three excitation
and two deexcitation mechanisms. The excitation mecha-
nisms are collisional excitation, the absorption of 15 µm
photons previously emitted by excited CO2 molecules, and
the absorption of photons from the host star’s IR spec-
trum. For the second process, the fundamental simplifying
assumption is that all photons that are emitted and are not
lost to space are reabsorbed locally where the emission took
place. The excitation rate is given by
d[CO∗2]
dt
=
(∑
M
ke,M [M ]
)
([CO2]− [CO∗2])
+A10[CO
∗
2] (1− ) + SIR,
(35)
where the sum is over all species that collisionally excite
CO2, ke,M is the rate coefficient for collisional excitation,
and SIR is the additional excitation term due to the ab-
sorption of stellar IR radiation given by Eqn. 16. The term
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Species O O2 N2 CO2 He Ar
A 5.10× 10−11 4.97× 10−22 6.43× 10−21 4.21× 10−17 4.73× 10−19 8.13× 10−24
B -0.59 2.83 2.30 0.85 2.19 3.19
Table 1. Table giving our best fit parameters for the CO2 deexcitation rate coefficients, as shown in Fig 6. The fit equation is
kd,M (Tn) = AT
B
n , where kd,M and Tn have units of cm3 s−1 and K respectively.
[CO2]− [CO∗2] is the density of non-excited CO2 molecules.
The deexcitation mechanisms are collisional deexcitation
and radiative relaxation. The deexcitation rate is given by
−d[CO
∗
2]
dt
=
(∑
M
kd,M [M ]
)
[CO∗2] +A10[CO
∗
2]. (36)
Where the first term on the RHS dominates, the atmo-
sphere is in the local thermodynamic equilibrium (LTE)
regime, and where the two terms are similar, or the second
term dominates, the atmosphere is in the non-local thermo-
dynamic equilibrium (non-LTE) regime. Assuming a steady
state, Eqns. 35 and 36 add up to zero, giving
[CO∗2] =
∑
M
ke,M [M ][CO2] + SIR∑
M
(ke,M + kd,M ) [M ] +A10
. (37)
The Einstein coefficient, A10, is 0.46 s−1 (Curtis &
Goody 1956), and the rate coefficients are related by
ke,M = 2kd,M exp (−667/Tn) (Castle et al. 2006). For the
escape probabilities, we use the tabulated values given
by Kumer & James (1974) which depend entirely on the
amount of CO2 above the considered altitude, z, given by
NCO2 =
∫∞
z
[CO2]dz. We fit their tabulated values with
 =
{
0.7202 (σNCO2)
−0.613
if σNCO2 > 2,
0.4732 (σNCO2)
−0.0069
if σNCO2 < 2.
(38)
where σ = 6.43× 10−15 cm2. The dependence of  on
σNCO2 is shown in Fig. 6. For the collisional excita-
tion/deexcitation rate, we consider the influences of O, O2,
N2, CO2, He, and Ar. For O, we use the experimentally
measured values of kd,M given by Castle et al. (2012), and
for the other species, we use the measured values given
by Siddles et al. (1994). In all cases, kd,M have tempera-
ture dependences that we fit using power-laws of the form
kd,M (Tn) = AT
B
n , where the values of A and B are given
in Table 1. In Fig. 6, we show the measured deexcitation
rates and our analytic fit formulae for each species. A sign-
ficant worry with our fit formulae for kd,M is that all of the
measurements that we use are for low gas temperatures,
and therefore our fit formulae might be inaccurate at high
temperatures. This problem is not likely to influence our
results in this paper since CO2 cooling is only significant in
regions of the atmospheres that are within the experimental
temperature ranges.
For NO cooling, we use the model given by Oberheide
et al. (2013). We consider emission in the vibrational band
at 5.3 µm assuming two excitation mechanisms: these are
collisional excitation by O atoms and radiative pumping
by earthshine. We assume that all photons emitted by NO
molecules escape to space (i.e.  = 1), which is realistic for
the Earth since NO cooling is only significant in the ther-
mosphere (Kockarts 1980). The cooling rate is given by
QNO = (hν)5.3µmA10[NO
∗], (39)
where (hν)5.3µm = 3.75× 10−13 erg and [NO∗] is the den-
sity of excited NO molecules, given by
[NO∗] =
ke,O[O] + SE
(ke,O + kd,O) [O] + SE +A
[NO], (40)
where SE is the excitation rate due to earthshine, ke,O
and kd,O are the collisional excitation and deexcitation
rate coefficients, and A is the Einstein coefficient for
spontaneous emission. As in Oberheide et al. (2013),
we use SE = 1.06× 10−4 s−1, kd,O = 2.8× 10−11 cm3 s−1,
A = 12.54 s−1, and ke,O = kd,O exp (−2700/Tn).
For O cooling, we consider emission at 63 µm and
147 µm using the parameterization derived by Bates (1951)
(see Eqn. 14.57 and Eqn. 14.58 of Banks & Kockarts 1973)
given by
QO = QO,63µm +QO,147µm, (41)
where
QO,63µm =
1.67× 10−18 exp (−228/Tn) [O]
1 + 0.6 exp (−228/Tn) + 0.2 exp (−326/Tn) ,
(42)
QO,147µm =
4.59× 10−20 exp (−326/Tn) [O]
1 + 0.6 exp (−228/Tn) + 0.2 exp (−326/Tn) ,
(43)
where [O] is in cm−3, Tn is in K, and the cooling rates are
in erg s−1 cm−3. More sophisticated modelling of O cooling
will be used in future models.
For cooling by H2O, we use the parametitzation for
emission in rotational bands by Hollenbach &McKee (1979)
and summarized in Kasting & Pollack (1983) (see their
Eqns. 32–38). In this model, H2O is excited by collisions
with H atoms only. Given the length of the set of equations
involved, we do not write them here.
2.5.3. Conduction
In the Earth’s upper thermosphere, cooling of the neutral
gas is not strong enough to balance heating, and a steady
state is only reached because conduction downwards into
the cooler lower thermosphere removes this excess energy.
Since the temperatures of the neutrals, ions, and electrons
are evolved separately, separate conductivities must be used
for each of these components. For ion and electron conduc-
tivities, we ignore the effects of the magnetic field, which
reduces the conduction in directions perpendicular to the
magnetic field. The conduction equations are solved using
the implicit Crank-Nicolson method, as described in Ap-
pendix F.
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For the neutral gas, we consider eddy conduction, which
is dominant in the lower atmosphere, and molecular con-
duction, which is dominant in the upper atmosphere. The
neutral conduction equation is
∂en
∂t
=
1
r2
∂
∂r
[
r2κmol
∂Tn
∂r
+ r2κeddy
(
∂Tn
∂r
+
g
cP
)]
, (44)
where κmol is the molecular conductivity, κeddy is the eddy
conductivity, g is the gravitational acceleration, and cP is
the specific heat at constant pressure. The term g/cP for
the eddy conduction is the adiabatic lapse rate. The eddy
conductivity is related to the eddy diffusion coefficient by
κeddy = ρcPKE (Hunten 1974). The molecular conductiv-
ity is dependent on the temperature and composition of
the gas. We estimate κmol using the equations given in Sec-
tion 14.3 of Banks & Kockarts (1973) with some minor sim-
plifications. The molecular conductivity of the kth species
is given by
κk = AkT
sk
n , (45)
where Ak and sk are coefficients that depend on the species.
We assume the total conductivity of the gas is given by
κmol =
∑
k
nkκk∑
j
njφkj
, (46)
where
φkj =
[
1 + (κk/κj)
1
2 (mj/mk)
1
4
]2
2
√
2 [1 + (mj/mk)]
1
2
, (47)
where mk is the molecular mass of the kth species. The
sums in Eqn. 46 should be over all neutral species, but in
reality we only consider species for which we have Ak and
sk values. The species we consider are N2, O2, CO2, CO,
O, He, H, and Ar, with values for Ak and sk taken from
Table 13 of Bauer & Lammer (2004) for Ar, and Table 10.1
of Schunk & Nagy (2000) for the others.
For the ions, the conduction equation is
∂ei
∂t
=
1
r2
∂
∂r
[
r2κi
∂Ti
∂r
]
, (48)
where κi is the ion conductivity. For κi, we use Eqn. 22.122
from Banks & Kockarts (1973) which expresses the con-
ductivity of ion gases made of a single ion species as
4.6× 104A−1/2T 5/2i eV cm−1 s−1 K−1, where A is the
atomic mass of the species and Ti is the ion tempera-
ture. For a gas mixture, they recommend using a density
weighted average thermal conductivity, so we adopt the
form
κi = 4.6× 104
∑
k nkA
− 12
k∑
k nk
T
5
2
i , (49)
where the sums are over all ion species and nk is in cm−3, Ti
is the ion temperature in K, and κi is in eV cm−1 s−1 K−1.
For the thermal electron gas, the conduction equation
is the same as Eqn. 48 with the subscript i replaced by e.
We calculate the electron conductivity using Eqn. 22.116 of
Banks & Kockarts (1973):
κe =
7.7× 105T 5/2e
1 + 3.22× 104 (T 2e /ne)
∑
k
nkQ¯D,k
, (50)
where Q¯D,k is the average momentum transfer cross-section
of the kth species. The sum in the denominator should
technically be over all neutral species, but in reality only
the main species contribute significantly. In this sum, we
take into account the effects of N2, O2, O, H, and He us-
ing the temperature dependent equations for Q¯D,k given in
Table 9.2 of Banks & Kockarts (1973). The numerator in
Eqn. 50 is the electron conductivity of a fully ionized gas,
and the denominator corrects for the reduction in conduc-
tivity caused by collisions with neutrals reducing the mean
free paths of thermal electrons.
2.5.4. Energy Exchange
The neutral, ion, and electron gases exchange energy by
collisions. In our model, the electrons lose energy only by
collisions with neutrals and ions. The energy gained by the
ions is then given to the neutrals by further collisions, which
is the most important neutral heating mechanism in the
upper thermosphere. The energy exchange equations are
solved using the implicit Crank-Nicolson method, as de-
scribed in Appendix G.
For the electron-ion energy exchange, we take into ac-
count elastic Coulomb collisions only and the total energy
exchange rate is calculated by summing over the rates for
individual ion species. The basic equation is
Qei = −3kB (Te − Ti)
∑
k
nkmkνek
me +mk
, (51)
where the sum is over all ion species and νek is the momen-
tum transfer collision frequency between electrons and the
kth ion species, This equation, derived by Schunk (1975),
requires several assumptions, including that the tempera-
ture difference between the electrons and ions are small.
The definition of Qei is such that a positive value means
energy is taken from the ions and given to the electrons. To
calculate νek for a given ion, we use νek = 54.5nkZ2k/T
3/2
e ,
where Zk is the charge of the ion (see Section 4.8 of Schunk
& Nagy 2000).
The total ion-neutral energy exchange rate is the sum of
the exchange rates of individual species pairs. The equation
for the energy exchange rate is
Qin = −3kB (Ti − Tn)
∑
n
∑
k
nimiνin
mi +mn
, (52)
where the subscripts n and i are for the nth neutral and
ith ion species. The definition of Qin is such that a positive
value means energy is taken from the neutrals and given
to the ions. The neutrals that we consider in the sums are
H, He, N, O, CO, N2, O2, and CO2; the ions that we con-
sider are H+, He+, C+, N+, O+, CO+, N+2 , NO
+, O+2 , and
CO+2 . The ion-neutral heat exchange, described in detail
in Schunk & Nagy (2000), is dominated by two types of
interactions: resonant and non-resonant interactions which
dominate at high (>300 K) and low temperatures respec-
tively. The resonant interactions happen when a neutral
approaches its ion equivalent (e.g. O and O+) and charge
exchanges with it, with the changing identities of the par-
ticles representing a net energy exchange between the ion
and neutral gases. We use the temperature-dependent equa-
tions for the momentum transfer collision frequencies, νin,
for individual ion-neutral pairs given in Table 4.5 of Schunk
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Fig. 7. Figures showing the neutral, ion, and electron temper-
ature structures of our current Earth model. The dashed black
line is for the empirical NRLMSISE-00 model.
& Nagy (2000). Non-resonant interactions involve neutral
species and dissimilar ions. For these interactions, νin can
be described simply by νin = Cinnn, where we use the co-
efficients Cin for individual ion-neutral pairs given in Ta-
ble. 4.4 of Schunk & Nagy (2000).
Several important mechanisms exist that cause thermal
electrons to lose energy to the neutral gas. Electron-neutral
heat exchange is very important for the electron tempera-
ture structure in the low thermosphere of the Earth, and
normally proceeds through inelastic collisions that excite
neutral atoms or molecules. The most important of these
processes, at least for the current Earth, is inelastic colli-
sions that cause fine structure transitions in ground state
atomic oxygen; for this process, we use the scaling laws de-
rived by Hoegy (1976). We also consider the excitation of
ground state oxygen to the O(1D) excited state. In addi-
tion, we take into account energy exchange from electron
collisions with neutral molecules that cause the exitation of
rotational or vibrational modes in the molecule; for these,
we consider collisions with N2, O2, H2, CO2, CO, and H2O.
We use the scaling laws for these processes that are convie-
niently listed in Section 9.7 of Schunk & Nagy (2000).
3. Model Validation
To validate our model, we calculate the upper atmospheres
of modern Earth and Venus in this section. In both sim-
ulations, we use the modern solar XUV spectrum given
by Claire et al. (2012), which represents the Sun approx-
imately at the maximum of its activity cycle.
3.1. Earth
To validate our model for the Earth, we compare our results
to those of two empirical models. For the neutral gas, we
use the atmospheric density and temperature profiles of the
empirical NRLMSISE-00 model (Picone et al. 2002). This
model produces vertical profiles for the Earth’s atmosphere
at arbitrary longitudes and latitudes and at arbitrary dates;
the output profiles that we use are for temperature, and
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Fig. 8. Figures showing the thermal processes for our Earth
model. In the upper panel, the red line shows the total XUV,
chemical, and Joule heating, the blue line shows the total IR
cooling, the cyan and magenta lines show the neutral heating by
collisions with electron and ions, the black line shows the sum
of all of these, and the green line shows the effects conduction.
In the middle and lower panels, we show the contributions of
individual mechanisms to the total heating and cooling.
the densities of N2, O2, N, O, H, Ar and He. For the ion
densities, we use International Reference Ionosphere 2007
(IRI-2007; Bilitza & Reinisch 2008). This model produces
vertical profiles for O+2 , NO
+, O+, N+, H+, and electrons.
We use these two standard models to obtain vertical atmo-
spheric profiles for all longitudes and latitudes on the 1st
January 1990, when the Sun was at approximately peak ac-
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Fig. 9. Figures showing the density structures of several im-
portant neutral (upper-panel) and ion (lower-panel) species. The
solid lines show the predictions of our model and the dotted lines
are from the empirical NRLMSISE-00 model for the neutrals and
the IRI-2007 model for the ions.
tivity. We then calculate globally averaged profiles for this
date. For our own Earth simulation, we assume a zenith
angle of 66◦, which we show below provides a good approx-
imation for the globally averaged profiles.
We model the Earth’s upper atmosphere between an
altitude of 65 km and the exobase. At the lower bound-
ary, we use the values for temperature and density from
this altitude in the NRLMSISE-00 model for comparison
purposes, and additionally assume CO2 and H2O mixing
ratios of 4× 10−4 and 6× 10−6 respectively, which are rea-
sonable values for the Earth’s middle atmosphere (Körner
& Sonnemann 2001). In Fig. 7, we show the thermal struc-
ture of our current Earth model. The dashed line shows the
standard atmosphere model that we use for comparison for
the neutral gas temperature. The comparison between our
results and the standard atmosphere model is very good,
though an exact match between the models should not be
expected especially since our input solar XUV spectrum
will not match exactly the one used to produce the stan-
dard model. In Fig. 8, we show the strengths of the var-
ious heating and cooling mechanisms for this model. The
results resemble very closely those of other global upper
atmosphere models (e.g. Roble 1995; Tian et al. 2008a).
In Fig. 9, we show the densities as a function of altitude
of several important species in our simulation. The species
are chosen to be those output by the NRLMSISE-00 and
IRI-2007 models that we use for comparison. Our predicted
density structures are very similar to those of the compar-
ison models, with the only exception being He, which we
predict to be less abundant at high altitudes than expected.
Clearly our model is able to realistically predict the struc-
ture of the Earth’s atmosphere.
3.2. Venus
In this section, we further validate our model by calculating
the structure of the upper atmosphere of Venus. This is es-
pecially useful since Venus’ atmosphere is made up mostly
of CO2 and has therefore much stronger atmospheric cool-
ing, allowing us to test that our model realistically responds
to large changes in the CO2 content. For a reference atmo-
sphere, we use the empirical thermosphere model given in
Table 3b of Hedin et al. (1983), which is for Venus’ atmo-
sphere at noon during approximately solar maximum con-
ditions. We therefore assume a zenith angle of 0◦ in our
model and use the values given by Hedin et al. (1983) for
the temperature and species densities at the lower bound-
ary. We do not include Joule heating in our Venus model.
In Fig. 10, we show a summary of the results
of our Venus model. We compare our calculated tem-
perature structures to the standard model given by
Hedin et al. (1983) and to the recent 3D global mod-
els for the full atmosphere of Venus by Gilli et al.
(2017). The neutral temperature profile resembles that
of Hedin et al. (1983), with very similar exobase temper-
atures, though we find that our model is colder in the lower
thermosphere, with the largest difference being around 40 K
around 130 km. These differences in the temperature pro-
files do not suggest that there is a problem with our simu-
lations; the Gilli et al. (2017) model is also colder than the
Hedin et al. (1983) profiles at 140 km, though it is much
warmer than both our model and the Hedin et al. (1983)
lower in the thermosphere. In Fig. 10, the density pro-
files for several species from our simulations can be com-
pared to those from Hedin et al. (1983). As with the case of
the Earth’s thermosphere, we underestimate the He abun-
dances at high altitudes. Our other density profiles are sim-
ilar to those of Hedin et al. (1983), with the differences be-
ing mostly due to the different temperatures.
4. Results
We present two applications of our code. In Section 4.1,
we explore the effects of enhancing the CO2 abundance in
the current Earth’s atmosphere on the upper atmospheric
structure. In Section 4.2, we explore the response of Earth’s
upper atmosphere to the evolving XUV spectrum of the
Sun.
4.1. The influence of enhanced CO2 abundance on the
atmospheric structure
To study the response of the Earth’s upper atmosphere to
large changes in the CO2 abundance, we calculate several
models for the current Earth, varying only the lower bound-
ary density of CO2. We calculate models where the CO2
Article number, page 14 of 37
C. P. Johnstone et al.: Thermal and Chemical Structures of Planetary Atmospheres
102 103
Temperature (K)
100
110
120
130
140
150
160
170
180
190
A
lt
it
u
d
e
 (
km
)
Hedin (1983)
Gilli et al. (2017)
Electrons
Ions
Neutrals
101 103 105 107 109 1011 1013 1015
Number Density (cm−3)
100
110
120
130
140
150
160
170
A
lt
it
u
d
e
 (
km
)
N
O
N2
CO
CO2
He
10 5 0 5 10
Neutral Heating Rate (105 erg s−1 g−1)
100
110
120
130
140
150
160
170
A
lt
it
u
d
e
 (
km
)
Neutral heating
IR cooling
e-n collisions
i-n collisions
Total heating/cooling
Conduction
102 103 104 105 106
Heating rate (erg s−1 g−1)
100
110
120
130
140
150
160
170
A
lt
it
u
d
e
 (
km
)
Total heating
XUV heating
Chemical heating
Infrared heating
Photoelectron heating
Fig. 10. Figures showing the results of our Venus model. In the upper-left panel, showing the temperature profiles, the dashed
black line shows the empirical model by Hedin et al. (1983) and the dotted black line shows the daytime profiles shown in Fig. 9
of Gilli et al. (2017). In the upper-right panel, showing the density profiles of several important species, the solid lines show the
results of our model and the dotted lines show the profiles given by Hedin et al. (1983). The lower-left panel shows the heating
and cooling mechanisms for the neutral gas, and the lower-right panel shows all of the heating mechanisms.
base density is 0.01, 0.1, 1, 10, 100, and 1000 times the
value for the current Earth. We refer to these models by
this multiplicative factor, such that our model with 1000
times more CO2 is the 1000× model. In our 1000× model,
CO2 has a mixing ratio of approximately 0.3, which is a
factor of a few lower than that of Venus. As in previous
sections, our input solar spectrum is for the current Sun at
activity maximum.
It is important to note that the fact that we do not
include the effects of changing the CO2 abundances on
the lower atmosphere. In reality, large changes in the CO2
abundances will cause also changes in these lower bound-
ary properties. This has the effect that the total heating and
cooling rates approximately balance only in our 1× model.
In models with lower CO2 abundances, energy is removed
from the computational domain at the lower boundary by
downward conduction, causing the total cooling to be less
than the total heating. In models with higher CO2 abun-
dances, the opposite effect takes place.
In Fig. 11, we show the neutral temperature structures
for each model. As expected, increasing the CO2 abundance
leads to a significant decrease in the thermospheric tem-
perature due to enhanced CO2 cooling. Similarly, decreas-
ing the amount of CO2 leads to the thermosphere becom-
ing hotter. In the 1000× model, the maximum tempera-
ture reached in the thermosphere is only ∼300 K, similar
to that of Venus, and the mesosphere is cooled to a mini-
mum temperature of ∼130 K, which is much cooler than the
minimum temperature of ∼200 K that we find in our cur-
rent Earth model. Fig. 11 also shows the total atmospheric
heating rate4 as a function of CO2 mixing ratio for differ-
ent heating processes. Note however that these quantities
are relatively crude measures of how important the various
heating mechanisms are; for example, the total photoelec-
tron heating for the current Earth is very small, but the
effect is relatively large because it takes place high in the
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Fig. 11. Figures showing the neutral temperature structures for
our simulations with different base mixing ratios of CO2(upper-
panel) and the total atmospheric heating rates due to the vari-
ous heating processes as a function of CO2 mixing ratio (lower-
panel). In the upper panel, the lines (which stop at the exobase)
are simulations where the base CO2 density is 0.01, 0.1, 1, 10,
100, and 1000 times the value for the current Earth, which has
a mixing ratio at 65 km of 4× 10−4.
thermosphere where the gas densities are low and therefore
less energy is required for the heating to be significant.
In the current Earth case, the two dominant heating
mechanisms are chemical and XUV heating. These two
mechanisms depend primarily on the input XUV energy
flux, and therefore remain approximately constant. Due to
the decrease in the ionization fraction of the gas, the heat-
ing of the electrons by collisions with non-thermal photo-
electrons decreases significantly as the CO2 mixing ratio is
increased (see the linear dependence between electron heat-
ing and density in Eqn. 28). The mechanism that changes
the most is the heating due to the absorption of stellar
IR photons. Unlike the stellar XUV photons, which are all
absorbed in the upper atmosphere in all cases, most of the
IR photons pass through the upper atmosphere unhindered;
therefore, adding efficient IR absorbing gases influences sig-
4 For example, to calculate the total XUV heating rate, we
calculate 4pi
∫
r2Qxuvdr, where the integral is over all radii, r,
and Qxuv is the volumetric heating rate given by Eqn. 26.
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Fig. 12. Figures showing the temperatures (upper-panel), al-
titudes (middle-panel), and mixing ratios of several important
species of the exobase (lower-panel) as a function of the CO2
mixing ratio at 65 km. In the lower panel, the black line gives
the total ion mixing ratio (i.e. the ionization fraction).
nificantly how much IR energy is absorbed. In the 1000×
model, we find that most of the heating is from IR absorp-
tion, especially at low altitudes. In the 0.01× model, the IR
heating is dominated by H2O absorption.
It is interesting to compare our simulations to those of
Kulikov et al. (2007) who also modelled the effects on en-
hanced CO2 abundances on the Earth’s thermosphere (see
their Fig. 2). Our results are broadly similar which provides
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additional validation of our model. We find in general cooler
upper thermospheric temperatures than they do for the en-
hanced CO2 models. Our models differ in a few important
ways: for example, they did not calculate separate neutral,
ion, and electron temperatures and they did not consider
the effects of chemical reactions on the density structures
of individual species. The differences between our results
likely have two sources. Firstly, the XUV heating in their
model is based on an assumed heating efficiency parame-
ter that in reality might vary with CO2 abundance. Sec-
ondly, they put the lower boundaries of their models at
the mesopause at an altitude of 100 km with an approxi-
mately fixed temperature, whereas we calculate the upper
mesosphere from 65 km. In the enhanced CO2 models, we
get significant additional mesospheric cooling, and there-
fore much lower mesopause temperatures, which leads to
cooler temperatures also at higher altitudes.
The changes in the exobase are demonstrated in Fig. 12.
In the models with larger CO2 abundances, the exobase al-
titudes and gas temperatures are much lower. Interestingly,
the electron temperature does not decrease as much as the
neutral and ion temperatures. This is largely because the
total photoionization rate is approximately the same in all
of our atmosphere models, meaning that the amount of en-
ergy in the non-thermal electron spectrum is also approxi-
mately constant. The volumetric heating rate for electrons
is lower in simulations with higher CO2 abundances be-
cause the electron densities are lower, but the heating rate
per electron is in fact higher.
The lower panel in Fig. 12 shows the mixing ratios of
several important species at the exobase as a function of
CO2 abundance, including the total ion mixing ratio. The
exobase composition changes significantly, especially for N2
and O2; although O remains the most abundant species at
the exobase in all simulations, in the 1000× simulation, the
N2 mixing ratio is similar to that of O. The changes in the
exobase N2 and O2 mixing ratios are primarily because of
the change in the exobase altitude. As the atmosphere cools
and the exobase moves to lower altitudes, the molecular
diffusion rates and the distance between the homopause and
the exobase are reduced, giving molecular diffusion less of
a chance to separate the heavier and lighter species.
4.2. The evolution of Earth’s upper atmosphere
In this section, we explore the responses of the upper atmo-
spheres of Earth to the evolving XUV spectrum of the Sun
between 3 Gyr in the past and 2.5 Gyr in the future. We do
not consider the effects of the evolving lower atmospheric
composition, which we will study in future work. We use
the XUV spectra from Claire et al. (2012), who produced
solar spectra as a function of age for all wavelengths that
are of interest to us. Note that at young ages, the XUV
spectra of solar mass stars are not unique functions of age
given that they follow different rotational and activity evo-
lution tracks (Johnstone et al. 2015a), which can be very
important for the evolution of a planet’s atmosphere (John-
stone et al. 2015b). Since we do not know how rapidly the
Sun was rotating at young ages, we do not know its early
XUV output (Tu et al. 2015). However, at the ages that
we consider, the rotation rates of young solar mass stars
have converged to unique age dependent values, and so the
unique XUV evolution presented by Claire et al. (2012) is
valid.
In Fig. 13, we show our results for the Earth. In the
upper-left panel, the temperature structures for our mod-
els at several ages are shown; the lines in this panel can be
seen as an evolutionary sequence from right to left, with
the thermospheres becoming cooler and less extended as
the Sun’s XUV spectrum decays. In all cases, the neutral
and ion temperatures are approximately the same at all
altitudes and the electron temperatures are higher. In the
upper-right panel, the evolutions of the exobase tempera-
tures are shown. Interestingly, the electron temperatures at
the exobase are higher by approximately the same amount
(i.e. ∼500 K) at all ages. At 3 Gyr ago, our models suggest
that the exobase neutral and electron temperatures were
approximately 4600 K and 5100 K respectively. Our mod-
els also suggest that going into the future, we should not
expect a large change in the upper atmosphere of the Earth
simply due to the Sun’s activity decay. This is consistent
with the power-law dependence of the solar activity on age,
which means that the fastest changes take place at young
ages; in our models, the atmosphere changes the most be-
tween 3 Gyr ago and 2 Gyr ago, and all changes after that
are relatively slow in comparison.
Our results for the temperature structures are broadly
consistent with those calculated by Tian et al. (2008a).
Since Claire et al. (2012) used a more realistic method for
estimating the spectra of the Sun at higher activity lev-
els, we should not expect any exact agreement between our
models and those of Tian et al. (2008a) even for the same
total input XUV flux. Our model for 3 Gyr in the past cor-
responds approximately to their model with input fluxes of
4.9 times the current solar value, and we get similar results.
Although not studied in this paper, in models with an even
more active Sun, we can also see the effects of adiabatic
cooling that were found by Tian et al. (2008a).
The middle row of Fig. 13 shows the exobase altitude
and composition. The largest change in the altitude of the
exobase takes place between 3 Gyr ago and 2 Gyr ago,
dropping from 2000 km to approximately 600 km in that
time. This is mostly due to the decrease in the thermo-
spheric temperature, but is also partly due to the change
in the chemical composition of the gas. At the youngest
age considered, we find that the chemical composition at
the exobase contains much more N and much less N2 than
we find for the current Earth, though O is in all cases the
dominant species. Interestingly, we do not find any change
in the exobase mixing ratios of H and He, which stay at
values of ∼ 5× 10−5 at all ages. The ionization fraction at
the exobase also decreases with age by about an order of
magnitude between 3 Gyr ago and now.
Since the atmospheres are never fully hydrodynamic in
our simulations, the dominant mass loss rates are likely to
be non-thermal processes. Calculating these requires the
application of additional models, which we do not attempt
in this paper. We can calculate from our models the Jeans
escape rates, which are shown for several species in the
lower panels of Fig. 13. For the current Earth, it is well
known that the only species undergoing significant Jeans
escape is H, due to its low molecular mass. As we go to
the past however, the Jeans escape rates of He, O, and N
increase significantly, and in our earliest model are within
∼2 orders of magnitude of the escape rate of H. If we were
to go further into the past, the Jeans escape rates of these
species would become comparable to that of H; it is around
this time that we would find the atmosphere becoming hy-
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Fig. 13. Figures summarising our simulations for the response of the Earth’s atmosphere to the evolving XUV spectrum of the
Sun. In the upper-left panel, we show the temperature structures for several of these models, where the different colors are for
different ages and the solid, dashed, and dotted lines show the neutral, ion, and electron temperatures respectively. In all cases,
the lines end at the exobase. In the upper-right, middle-left, and middle-right panels, we show the exobase temperatures, altitudes,
and chemical compositions as functions of age. In the lower-left and lower-right panels, we show the evolution of Jeans escape for
H, O, N, and He, with the difference between the two plots being the range on the y-axis. In each figure, the small circles show
the exact locations of each simulation.
Article number, page 18 of 37
C. P. Johnstone et al.: Thermal and Chemical Structures of Planetary Atmospheres
210123
Time in Past (Gyr)
0.6
0.8
1.0
1.2
1.4
1.6
1.8
To
ta
l Q
x
u
v
 (n
or
m
al
is
ed
 to
 p
re
se
nt
) <100 km100-200 km
>200 km
210123
Time in Past (Gyr)
0.5
1.0
1.5
2.0
2.5
3.0
3.5
To
ta
l Q
ch
em
 (n
or
m
al
is
ed
 to
 p
re
se
nt
) <100 km
100-200 km
>200 km
210123
Time in Past (Gyr)
0
2
4
6
8
10
12
14
To
ta
l Q
p
e (
no
rm
al
is
ed
 to
 p
re
se
nt
)
>200 km
Fig. 14. Figures showing the evolutions of direct XUV heating
(upper-panel), chemical heating (middle-panel), and photoelec-
tron heating (lower-panel) within three altitude ranges in the
Earth’s atmosphere. The quantities plotted are the total heat-
ing rates integrated over the relevant volumes and normalised
to the values for the modern Earth. For photoelectron heating,
only the values for altitudes between 200 km and the exobase
are shown since at lower altitudes this process is negligible.
drodynamic and the effects of adiabatic cooling on the tem-
perature structures becoming important.
It is interesting to consider how the various heating
mechanisms evolve with the evolving solar spectrum. In
Fig. 14, we show the evolutions of direct XUV heating,
chemical heating, and photoelectron heating for three alti-
tude ranges. The quantities are the volumetric heating rates
integrated over all the relevant altitudes and normalised to
the modern Earth values. For altitudes above 100 km, the
total heating rates for all these processes decrease with age
due to the decreasing solar magnetic activity. However, at
lower altitudes, the heating rates in fact increase with age.
This is because this heating comes almost entirely from O3
absorption at wavelengths longer than 2000 Å, which is gen-
erated in the solar photosphere. Since the Sun’s bolometric
luminosity is increasing as it ages, the heating in the lower
atmosphere of the Earth also increases. Note that the heat-
ing in the lower regions of our model should in fact be lower
at young ages due to the absence of O2 in the atmosphere
prior to the Great Oxidation Event. The largest change is
seen for heating of thermal electrons by non-thermal photo-
electrons, which we find was around 14 times larger 3 Gyr
ago than the modern value. This is a result of the higher
photoionization rates leading to there being more energy in
the photoelectron spectrum and the greater ionization frac-
tions of the gas leading to a larger fraction of that energy
being transferred to the thermal electrons through elastic
collisions, as opposed to being transferred to the neutrals
through inelastic collisions.
5. Discussion
In this paper, we develop and validate a physical model
for the thermal and chemical structures of planetary up-
per atmospheres. We use this model to estimate how the
Earth’s upper atmosphere would look if the CO2 abun-
dance was varied by a large amount, and to explore the
response of the upper atmosphere to the evolving XUV
spectrum of the Sun. Increasing the CO2 abundance causes
the Earth’s upper atmosphere to be much cooler and con-
tracted, presumably causing a dramatic decrease in atmo-
spheric losses. This could also be important for the evo-
lution of the Earth’s atmosphere since without some form
of protection, such as the enhanced CO2 abundances ex-
pected during earlier epochs (Zahnle et al. 2010), interac-
tions with the solar wind could have stripped away the early
Earth’s atmosphere (Lichtenegger et al. 2010). This is also
important because, based on the examples of Venus, Mars,
and likely the early Earth, CO2 dominated atmospheres are
likely common among terrestrial exoplanets.
Our physical model should be applicable to a range
of situations with arbitrary atmospheric compositions and
stellar input XUV and IR spectra. For this purpose, we
have attempted to develop the model in such a way that,
as much as possible, it is based on first-principles physics.
This means that we have avoided adding free parameters in
our model, and we rely as little as possible on parametrised
scaling laws that have been developed for the solar system
terrestrial planets. For example, our model does not rely
on parametarised heating efficiencies, but instead it calcu-
lates the heating rates for each of the contributing physical
mechanisms explicitly. However, our model still contains
several weaknesses; for example, our treatment IR cooling
should be improved with more detailed treatment of radia-
tion transfer and the detailed interactions between the IR
field and the various coolants.
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The main reason that we are interested in the ther-
mal and chemical structures of the atmospheres of terres-
trial planets is their importance for atmospheric losses into
space. Even just for the case of the Earth, the atmosphere
has radically changed many times, especially in the first
billion years after the Earth’s formation. Models such as
ours are essential tools for understanding this diverse set of
atmospheric conditions. Estimating atmospheric loss rates
atmospheres would require additional detailed modelling of
the planetary exospheres (e.g. Kislyakova et al. 2013) and
of the interactions of the ionosphere with the planet’s mag-
netic field (e.g. Glocer et al. 2009), which we do not at-
tempt in this paper. In future work, we will combine the
model developed in this paper with other such models to
gain a more complete understanding of how losses to space
influence atmospheric evolution.
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Appendix A: The Kompot Code
To solve the physical model described above, we have devel-
oped The Kompot Code, which calculates the 1D thermal
and chemical structure of a planet’s atmosphere. The un-
derlying equations for the physical model are described in
Section 2, and the numerical methods used to solve these
equations are described in the following appendices. The
code is designed to be very flexible, such that it can be ap-
plied to a wide range of atmospheres, and the underlying
physics can be easily modified and improved. The phys-
ical input parameters into the code are the temperature
and species densities at the lower boundary, and the stellar
XUV and IR spectra at the exobase. It is written in Fortran
and Python and has been parallelized using OpenMP. The
Kompot Code will be made publicly available in the near
future and will be obtainable by contacting the authors.
Evolving the state of the atmosphere forward in time
using the system of equations described in Section 2 is not
trivial since they contain many terms that are different in
form. For example, consider Eqn. 1 in the following form:-
∂nj
∂t
= − 1
r2
∂
(
r2njv
)
∂r
− 1
r2
∂
(
r2Φd,j
)
∂r
+ Sj . (A.1)
The first term on the RHS is for advection and contains
a ∂nj/∂r term. The second term is for diffusion and con-
tains multiple ∂2nj/∂r2 terms. The third term describes
the chemical sources and is a stiff system of many ordinary
differential equations. No one numerical method is ideally
suited to solve all of these problems simultaneously. We in-
stead use operator splitting to solve each one sequentially
using different numerical methods.
The simulation takes place on a finite static spatial grid
of cells and we calculate all quantities at cell centres. For
accuracy and efficiency we place our cells in such a way that
the cell spacing increases linearly with altitude. The code
only considers the cells below the exobase, the location of
which varies within the simulation.
The initial conditions of a simulation should be irrele-
vant for the final result, but this is only the case when they
are not too unrealistic. We have three ways to calculate
the initial conditions. Firstly, we can start the simulation
assuming hydrostatic equilibrium, a uniform temperature,
and uniform mixing ratios for all species. For numerical
reasons, it is often necessary to evolve the initial chemi-
cal structure of the atmosphere by an arbitrary amount of
time before starting the simulation, mostly to avoid start-
ing with no ions and electrons in the gas. Secondly, we can
start many simulations simply using the atmospheric struc-
ture from the results of previous simulations. Thirdly, in
fully hydrodynamic simulations, we start the simulation as-
suming an isothermal Parker wind structure and uniform
chemical composition.
We evolve the atmosphere forward in time by per-
forming a large number of timesteps, with length ∆t. We
determine ∆t by multiplying the minimum time taken
for a sound wave to cross one grid cell by a fixed
number, called the Courant number, C. Unless we are
applying the full hydrodynamic method given in Ap-
pendix B, our simulations are not strictly constrained by
the Courant–Friedrichs–Lewy condition that C should be
less than unity, though we often assume C ∼ 1 to ensure
numerical stability. At the beginning of a timestep, we first
update the XUV, IR, and non-thermal electron spectra at
each grid cell; these are then assumed to be constant for the
entire timestep. We then update the atmospheric properties
by applying each of the physical mechanisms successively
in the following order: hydrodynamics, chemistry, diffusion,
heating/cooling, energy exchange, conduction. At the end
of each timestep, we then recalculate the exobase location.
In order to make the simulations computationally more
efficient, we generally do not do every part of the above set
of steps in every timestep. It is not necessary to recalculate
the XUV and photoelectron spectra and the IR flux ev-
ery timestep. Instead, we update these quantities every 100
timesteps. Similarly, we find that applying the chemical net-
work to evolve the species densities is very time consuming
and we get almost identical results by only making this step
every 100 timesteps. When we do evolve the chemistry, we
do so for the entire 100 timesteps since it was last evolved.
In most applications of our model, we are interested in the
steady-state atmospheric conditions that result in constant
input parameters. To calculate this, we perform successive
timesteps starting from the initial conditions until the at-
mosphere reaches a steady state. Our model could also be
used to simulate the time evolution of the atmosphere in
response to changing input conditions (e.g. a stellar flare).
Appendix B: Hydrodynamics solver
In this appendix, we give the algorithm used for solving the
full set of time-dependent hydrodynamic equations. The al-
gorithm used is an explicit solver that is 2nd order accurate
in time and 3rd order accurate in space. Although not used
in this paper, we describe the solver here because it will be
used in future studies with this model.
The hydrodynamic equations in spherical coordinates
can be written
∂ρ
∂t
+
∂ (ρv)
∂r
= −2ρv
r
, (B.1)
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∂(ρv)
∂t
+
∂ (ρvv)
∂r
= −∂p
∂r
− 2ρv
2
r
− ρg, (B.2)
∂en
∂t
+
∂ (env)
∂r
= −∂ (pnv)
∂r
− 2v (en + pn)
r
− ρnvg, (B.3)
∂ei
∂t
+
∂ (eiv)
∂r
= −∂ (piv)
∂r
− 2v (ei + pi)
r
− ρivg, (B.4)
∂ee
∂t
+
∂ (eev)
∂r
= −∂ (pev)
∂r
− 2v (ee + pe)
r
− ρevg, (B.5)
The LHSs have the forms of pure advection equations and
the RHSs contain source terms for pressure (terms involving
∂/∂r), the spherical geometry (terms involving 1/r), and
gravity (terms involving g). Writing the equations in this
way simplifies the problem significantly since we can then
solve the advection and sources separately.
The above equations in vector form are
∂U
∂t
+
∂F
∂r
= S, (B.6)
where
U =

ρ
ρv
en
ei
ee
 , F = vU, S =

− 2ρvr
−∂p∂r − 2ρv
2
r − ρg
−∂(pnv)∂r − 2v(en+pn)r − ρnvg
−∂(piv)∂r − 2v(ei+pi)r − ρivg
−∂(pev)∂r − 2v(ee+pe)r − ρevg
 .
(B.7)
Here, U are the conserved quantities that we want to up-
date, F are the advection fluxes of these quantities, and S
are the sources. In the description below, we use the sub-
script j to refer to the cell index and the superscript n to
refer to the timestep number, such that Unj is the value of U
at the jth cell and the nth timestep. The subscript j + 1/2
is used to refer to quantities at the boundary between the
jth and (j + 1)th cells at radius rj+1/2 = (rj+1 − rj)/2.
For the time integration, we split these equations into
advection and source steps using Strang splitting. This
means that we first evolve U by half a timestep due to the
sources, then evolve the updated values of U a full timestep
due to advection, and finally evolve U again a half timestep
due to the sources.5 For each one of these updates, we use
the 2nd order Total Variation Diminishing (TVD) Runge-
Kutte scheme given by Gottlieb & Shu (1998), given by
U(1) = Un + ∆tf(Un), (B.8)
Un+1 =
1
2
(
Un + U(1)
)
+
1
2
∆tf(U(1)), (B.9)
where f(Un) is ∂U/∂t calculated from Un. The first step is
the standard Forward Euler method, and the second step
improves the approximation. When doing the two source
term updates, ∆t above should be replaced with ∆t/2.
For the advection part (i.e. S = 0), Eqn. B.6 can be
expressed in terms of the boundary fluxes as
f(Unj ) = −
(
∂F
∂r
)n
j
= −
Fn
j+ 12
− Fn
j− 12
∆rj
, (B.10)
where ∆rj = rj+1/2 − rj−1/2 is the cell width. To calculate
the cell boundary fluxes, we use the MUSCL approach us-
ing the high-resolution TVD Lax-Friedrichs numerical flux
and the minmod slope limiter (see Sections 3.5.1 and 3.5.4
of Yee 1989). In the following discussion, we do not write
the superscript n and all quantities should be assumed to
be from the nth timestep. The basic idea of the MUSCL
approach is instead of calculating the flux Fj+ 12 from the
adjacent cell center values of U (i.e. Uj and Uj+1), we
calculate it from left and right values of Uj+ 12 , given by
ULj+ 12
= Uj +
1
4
[
(1− η) ˜˜∆j− 12 + (1 + η) ∆˜j+ 12
]
, (B.11)
URj+ 12
= Uj+1− 1
4
[
(1− η) ∆˜j+ 32 + (1 + η)
˜˜
∆j+ 12
]
, (B.12)
where
∆˜j+ 12 = minmod(∆j+
1
2
, ω∆j− 12 ), (B.13)
˜˜
∆j+ 12 = minmod(∆j+
1
2
, ω∆j+ 32 ), (B.14)
and ∆j+1/2 = Uj+1 −Uj . The quantities η and ω are dis-
cussed below. The minmod slope limiter is given by
minmod(x, ωy) =
|x|
x
max
[
0,min
(
|x|, ωy|x|
x
)]
. (B.15)
In the MUSCL scheme, the TVD Lax-Friedrichs numerical
flux is
Fj+ 12 =
1
2
[
F
(
ULj+ 12
)
+ F
(
URj+ 12
)]
− ∆t
2∆rj+ 12
(
URj+ 12
−ULj+ 12
)
,
(B.16)
where ∆rj+ 12 = rj+1 − rj . To calculate the fluxes on the
RHS of this equation, we use
F
(
ULj+ 12
)
=
(ρv)
L
j+ 12
ρL
j+ 12
ULj+ 12
, (B.17)
F
(
URj+ 12
)
=
(ρv)
R
j+ 12
ρR
j+ 12
URj+ 12
. (B.18)
5 This can be written Un+1 = LS,∆t/2LA,∆tLS,∆t/2Un, where
LA and LS are the operators for updating U by advection and
sources respectively. Similarly, the simpler first-order accurate
Gudonov type splitting is written Un+1 = LS,∆tLA,∆tUn.
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Here, (ρv)Lj+ 12 and ρ
L
j+ 12
are elements of UL
j+ 12
and (ρv)Rj+ 12
and ρR
j+ 12
are elements of UR
j+ 12
. The value of η chosen de-
termines the spatial order of accuracy of the scheme; we
take η = 1/3, making the scheme third-order accurate in
space with an upwind bias. Given that value of η, the value
of ω is an adjustable parameter with a maximum of 4; we
assume ω = 3.5.
The equation for the source term updates is
f(Unj ) = S
n
j , (B.19)
where S is given by Eqn. B.7. The only assumption that
needs to be made to discreetize S is for the pressure
source terms since they contain spatial derivatives. For
these terms, we simply use central differencing.
We have performed several tests of our implementation
of this algorithm, including using it to calculate the struc-
ture of a 1D isothermal stellar wind with a known analytic
solution (Parker 1958). In this test, our calculations match
the analytic solutions exactly. We have tested our hydro-
dynamics solver using the Versatile Advection Code (VAC;
Tóth 1996) and find that it performs well in the standard
Sod shock tube test, though VAC is less diffusive at low
spatial resolution. Finally, we are able to reproduce well the
hydrodynamic atmosphere simulations of Johnstone et al.
(2015b), also performed using VAC.
We must also evolve the densities of individual species
due to advection. To do this, we convert the cell bound-
ary fluxes for mass into cell boundary fluxes for individual
species using a simple upwind approximation for the mixing
ratios of individual species at the cell boundaries. Specif-
ically, the mixing ratios for each species are assumed to
be equal to those at the center for the cell that the mass
is flowing from, meaning that if the flux is positive at the
j + 1/2 boundary, then the mixing ratio at the jth cell is
taken. For the kth species, the flux is
Fk,j+1/2 =

nk,jFρ,j+1/2/ρk,j+1/2, if Fρ,j+1/2 > 0,
0, if Fρ,j+1/2 = 0,
nk,j+1Fρ,j+1/2/ρk,j+1/2, if Fρ,j+1/2 < 0.
(B.20)
With these fluxes, we then calculate the update for the
densities in each cell using a simple forward Euler method
for the time integration, such that
nn+1k,j = n
n
k,j −
∆t
∆rj
(
Fk,j+ 12 − Fk,j− 12
)
. (B.21)
After this update, small inconsistencies between the values
of ρ and the values of nk at each cell are corrected for by
scaling the nk values such that
∑
kmknk = ρ.
Appendix C: Tridiagonal matrix algorithm
The tridiagonal matrix algorithm is a commonly used algo-
rithm and detailed descriptions of the method can be found
in many textbooks. Since we apply this solver for several
different parts of the model, it is necessary to repeat the
main steps in the algorithm here for the explanations in
the following appendices to make sense. The form of the al-
gorithm presented here is adapted from Bodenheimer et al.
(2007).
The aim of the algorithm is to solve the tridiagonal sys-
tems of equations, which can be written as a system of
simultaneous equations, each given by
ajxj−1 + bjxj + cjxj+1 = −dj . (C.1)
In our solvers, we have one of these equations for each grid
cell. In the tridiagonal matrix algorithm, the coefficients
aj , bj , cj , and dj are known, and the aim is to calculate
xj , which represents the physical quantity of interest. The
aim in the next three appendices is to derive expressions
for these coefficients, and Hj and Yj discussed below, for
the different physical mechanisms.
To solve this system of equations, consider the equation
xj = Hj−1xj−1 + Yj−1. (C.2)
Firstly, the values of Hj and Yj need to be calculated for
each value of j except for j = J . Assuming we know HJ−1
and YJ−1 which are derived separately for each problem, the
other values are calculated by iterating downwards through
the grid using
Hj−1 = − aj
bj + cjHj
(C.3)
and
Yj−1 = − dj + ciYi
bj + cjHj
. (C.4)
WithHj and Yj known, the values of xj is calculated at each
cell by iterating upwards using Eqn. C.2 and assuming that
the value of x1 is known in advance (this is always the case
since we use fixed lower boundary values for all quantities).
Appendix D: Solver for semi-static hydrodynamic
equations
We discuss in this appendix first the method used to solve
the energy equations and then the method used to solve
the equations for ρ and v when solving the hydrodynam-
ics using the semi-static method presented in Section 2.2.
It is convenient to update the energy each timestep using
an implicit method since this avoids the restrictively short
timestep sizes needed in the explicit schemes. The hydro-
dynamic part of the energy equation including gravity is
∂e
∂t
= − 1
r2
∂
[
r2Φe
]
∂r
− ρvg, (D.1)
where Φe = v (e+ p). For this section, we do not write the
subscripts n, i, and e for the neutral, ion, and electron
components; the method presented here is used to solve
the energy equations for each component separately. Using
the Crank-Nicolson method for time discreetization, and
the cell boundary values to discreetize cell centered spatial
derivatives, we get
en+2j − enj
∆t
=− 1
2r2j
(
r2
j+ 12
Φn+1
e,j+ 12
− r2
j− 12
Φn+1
e,j− 12
)
∆rj
− 1
2r2j
(
r2
j+ 12
Φn
e,j+ 12
− r2
j− 12
Φn
e,j− 12
)
∆rj
− ρjvjgj .
(D.2)
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This can be rewritten
en+2j + kj
(
r2j+ 12
Φn+1
e,j+ 12
− r2j− 12 Φ
n+1
e,j− 12
)
=
enj − kj
(
r2j+ 12
Φne,j+ 12
− r2j− 12 Φ
n
e,j− 12
)
− ρjvjgj∆t,
(D.3)
where
kj =
∆t
2r2j∆rj
. (D.4)
To get Φe at cell boundaries, we assume that the cell bound-
ary values of spatially variable quantities are the average of
their ell center values, e.g. ej+ 12 = (ej+1 + ej)/2. Therefore,
the cell boundary fluxes is given by
Φne,j+ 12
=
1
2
γj+ 12 vj+
1
2
enj +
1
2
γj+ 12 vj+
1
2
enj+1
− 1
2
(γj+ 12 − 1)ρj+ 12 v
3
j+ 12
.
(D.5)
where we have used Φe = v(e+ p) = γev − 12 (γ − 1)ρv3.
The equations for Φn
e,j− 12
, Φn+1
e,j+ 12
, and Φn+1
e,j− 12
have the
same form and can be obtained with the appropriate sub-
stitutions of the subscripts and superscripts.
After substituting the equations for the cell boundary
fluxes into Eqn. D.3, the resulting equation can be ex-
pressed in the form of Eqn. C.1 with
aj = −1
2
kjγj− 12 vj− 12 r
2
j− 12 , (D.6)
bj = 1 +
1
2
kj
(
γj+ 12 vj+
1
2
r2j+ 12
− γj− 12 vj− 12 r
2
j− 12
)
, (D.7)
cj =
1
2
kjγj+ 12 vj+
1
2
r2j+ 12
, (D.8)
dj = aje
n
j−1 + (2− bj)enj + cjenj+1 − ρjvjgj∆t. (D.9)
At the lower boundary, the energies are all assumed to
be fixed, such that en+11 = e
n
1 . At the outer boundary, we
apply Eqn. C.2 giving
en+1J = HJ−1e
n+1
J−1 + YJ−1. (D.10)
What we need are the values of HJ−1 and YJ−1 (HJ and
YJ are not needed). If we assume that the outer advec-
tive energy flux, Φe,out, is known and is a constant over
the timestep, such that Φe,out = Φne,J+1/2 = Φ
n+1
e,J+1/2, then
Eqn. D.3 can be written at the outer boundary as
en+2J − r2J− 12 Φ
n+1
e,J− 12
=
enJ − 2kJr2J+ 12 Φe,out − kJr
2
J− 12 Φ
n
e,J− 12 − ρJvJgJ∆t.
(D.11)
Inserting Eqn. D.5 for Φn+1
e,J− 12
into the above equation gives
HJ−1
(
1− 1
2
kJr
2
J− 12 γJ− 12 vJ− 12
)
=
1
2
kJr
2
J− 12 γJ− 12 vJ− 12 ,
(D.12)
YJ−1
(
1− 1
2
kJr
2
J− 12 γJ− 12 vJ− 12
)
=
enJ − 2kJr2J+ 12 Φe,out − kJr
2
J− 12 Φ
n
e,J− 12
− ρJvJgJ∆t− 1
2
kJr
2
J− 12
(
γJ− 12 − 1
)
ρJ− 12 v
3
J− 12 .
(D.13)
These are used to calculate HJ−1 and YJ−1. In this paper,
we set Φe,out to zero.
To calculate v at all grid cells, we assume that v at the
exobase is already known and integrate downwards from
the exobase to the lower boundary of our simulation domain
using Eqn. 12. We use the Crank-Nicolson discretisation of
the dv/dr term, which gives
vj = vj+1 − 1
2
(rj+1 − rj)(Fj+1 + Fj), (D.14)
where Fj = (dv/dr)j is calculated from Eqn. 12. When
integrating from the (j + 1)th to the jth cell, we as-
sume dT/dr = (Tj+1 − Tj)/(rj+1 − rj) and make a sim-
ilar assuming for dm¯/dr. To get a first estimate of
vj , we assume Fj = Fj+1, and the above equation be-
comes the Forward Euler method. We then iteratively
improve this estimate using Newton iteration, given by
v
(m+1)
j = v
(m)
j −G(m)j /G′(m)j , where the superscript (m) in-
dicates the quantity is for the mth iteration. The functions
G
(m)
j and G
′(m)
j are given by
G
(m)
j = v
(m)
j − vj+1 +
1
2
(rj+1 − rj)(Fj+1 + F (m)j ), (D.15)
G
′(m)
j =
dGj
dvj
= 1 +
1
2
(rj+1 − rj)F ′(m)j , (D.16)
where F ′j = dFj/dvj . Differentiating Eqn. 12 with respect
to v gives
F ′j =
(
v−2j + v
−2
0j
v−1j − v−20j vj
)
Fj . (D.17)
We iteratively improve our estimate of vj until
|1− v(m+1)j /v(m)j | < 10−5, which indicates that the
solution has converged. To calculate ρ, we integrate
upwards through the simulation domain using Eqn. 13 and
the method is essentially the same as the method for v.
Appendix E: Solver for diffusion equations
In spherical coordinates, the equation for the rate of change
of the density of a species at a certain point in space is
∂n
∂t
= − 1
r2
∂(r2Φ)
∂r
, (E.1)
where n is the species density and Φ is the diffusion flux
given by Eqns. 23 and 24. For this section, we remove the
subscript d from the flux, such that Φ = Φd. We also remove
the subscript that indicates which species the quantities
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refer to, and apply this method to each species separately.
As before, the subscript j refers to the jth radial cell and
the superscript n refers to the nth timestep.
Consider the jth radial cell in the grid and assume that
the subscripts j − 1/2 and j + 1/2 refer to the boundaries of
this cell, meaning that the cell boundary diffusion fluxes are
given by Φj−1/2 and Φj+1/2. For the spatial discreetisation,
the spatial derivative in Eqn. E.1 can be written
∂(r2Φ)
∂r
=
r2
j+ 12
Φj+ 12 − r2j− 12 Φj− 12
∆rj
, (E.2)
where ∆rj = rj+1/2 − rj−1/2. For the time discreetisation,
we use the Crank-Nicolson method, such that the time
derivative in Eqn. E.1 is written
nn+1j − nnj
∆t
=
1
2
[(
∂n
∂t
)n+1
+
(
∂n
∂t
)n]
, (E.3)
where ∆t = tn+1 − tn. The fact that the rate of change at
the end of the update, which depends on the result of the
update, is used to do the update itself is the reason that
this method is implicit. These equations can be combined
to give
nn+1j +kj
[
r2j+ 12
Φn+1
j+ 12
− r2j− 12 Φ
n+1
j− 12
]
=
nnj − kj
[
r2j+ 12
Φnj+ 12
− r2j− 12 Φ
n
j− 12
]
,
(E.4)
where
kj =
∆t
2r2j∆rj
. (E.5)
To simplify the evaluation of Eqn. E.4, the diffusion flux
(Eqn. 23 and Eqn. 24) can be rewritten as
Φ =− (D +KE)∂n
∂r
+
1
N
∂N
∂r
(m
m¯
D +KE
)
n
−D
(
1 + αT − m
m¯
) 1
T
∂T
∂r
n,
(E.6)
where the quantities are defined under Eqn. 24.
For simplicity, we assume that the cell boundary
values are the averages of the cell center values,
such that nj+ 12 =
1
2 (nj + nj+1). For the deriva-
tives, we use a simple central difference, such that
(∂n/∂r)j+1/2 = (nj+1 − nj)/(rj+1 − rj). We make the
same assumptions for all other quantities when necessary.
Since the cell width is not constant, the term rj+1 − rj
is different from the widths of the cells, given by ∆rj .
Inserting these into Eqn. E.6 and rearranging gives
Φj+ 12 =
[
fj+ 12 +
Dj+ 12 +KE,j+
1
2
rj+1 − rj
]
nj
+
[
fj+ 12 −
Dj+ 12 +KE,j+
1
2
rj+1 − rj
]
nj+1,
(E.7)
where
fj+ 12 =
1
2
(
m
m¯j+ 12
Dj+ 12 +KE,j+
1
2
)
1
Nj+ 12
(
∂N
∂r
)
j+ 12
− 1
2
Dj+ 12
(
1 + αT − m
m¯j+ 12
)
1
Tj+ 12
(
∂T
∂r
)
j+ 12
.
(E.8)
The equation for the flux at the other boundary is
Φj− 12 =
[
fj− 12 +
Dj− 12 +KE,j− 12
rj − rj−1
]
nj−1
+
[
fj− 12 −
Dj− 12 +KE,j− 12
rj − rj−1
]
nj ,
(E.9)
where the equation for fj− 12 can be obtained simply by sub-
stituting the subscripts j + 1/2 with j − 1/2 in Eqn. E.8.
A fundamental assumption that is made here is that all
quantities except the species densities, n, in Eqn. E.7 and
Eqn. E.9 are constant over the diffusion timestep and can be
calculated using the state of the simulation at the beginning
of the timestep. This is not strictly true since several of the
quantities, most obviously m¯, themselves evolve due to the
changing values of n. This means that the Φn
j+ 12
term can be
obtained by replacing the nj and nj+1 terms in Eqn. E.7
with nnj and nnj+1; similar substitutions can be made for
Φn+1
j+ 12
, Φn
j− 12
, and Φn+1
j− 12
.
Using Eqns. E.7–E.9, it is possible to rewrite Eqn. E.4
in the form of Eqn. C.1, with xj = nn+1j and the coefficients
being given by
aj = −kjr2j− 12
(
fj− 12 +
Dj− 12 +KE,j− 12
rj − rj−1
)
, (E.10)
bj = 1+kjr
2
j+ 12
(
fj+ 12 +
Dj+ 12 +KE,j+
1
2
rj+1 − rj
)
− kjr2j− 12
(
fj− 12 −
Dj− 12 +KE,j− 12
rj − rj−1
)
,
(E.11)
cj = kjr
2
j+ 12
(
fj+ 12 −
Dj+ 12 +KE,j+
1
2
rj+1 − rj
)
, (E.12)
dj = ajn
n
j−1 − (2− bj)nnj + cjnnj+1. (E.13)
At the lower boundary, the densities are all assumed to
be fixed, such that nn+11 = n
n
1 . At the outer boundary, the
values of HJ−1 and YJ−1 are needed. Assume the outward
diffusion flux at the outer boundary is known and given by
Φout. Assuming also that the outward flux is a constant over
the diffusion timestep, such that Φout = ΦnJ+ 12
= Φn+1
J+ 12
,
Eqn. E.4 can be rewritten as
nn+1J =n
n
J − 2kJr2J+ 12 Φout − kJr
2
J− 12
(
Φn+1
J− 12
+ ΦnJ− 12
)
.
(E.14)
Insertng Eqn. E.9 for Φn+1
J− 12
, this can be rewritten as
nn+1J = HJ−1n
n+1
J−1 + YJ−1, (E.15)
where
HJ−1 =
kJr
2
J− 12
(
fJ− 12 +
D
J− 1
2
+K
E,J− 1
2
rJ−rJ−1
)
1− kJr2J− 12
(
fJ− 12 −
D
J− 1
2
+K
E,J− 1
2
rJ−rJ−1
) , (E.16)
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YJ−1 =
nnJ − 2kJr2J+ 12 Φout + kJr
2
J− 12
Φn
J− 12
1− kJr2J− 12
(
fJ− 12 −
D
J− 1
2
+K
E,J− 1
2
rJ−rJ−1
) , (E.17)
where Φn
J− 12
can be obtained by Eqn. E.9. If outflow condi-
tions are desired at the upper boundary instead of imposing
an outward flux, then nn+1J = n
n+1
J−1 and these expressions
should be replaced with HJ−1 = 1 and YJ−1 = 0.
Appendix F: Solver for conduction equations
In this appendix, we give the method for solving a general
conduction equation with the same form as Eqn. 48. This
can easily be applied therefore to solving the conduction
equations for the ion and electron gases; for the conduction
equation for the neutral gas, which includes extra terms
related to eddy conduction, the necessary modifications are
given at the end of this section. The conduction equation
to solve is
∂e
∂t
= − 1
r2
∂
(
r2Φc
)
∂r
, (F.1)
where the energy flux, Φc, is given by
Φc = −κ∂T
∂r
. (F.2)
We assume here that the conductivity is a constant over
the timestep, such that κ = κn = κn+1 and can be calcu-
lated using the state of the system at the beginning of the
conduction timestep. This is not strictly true, since the con-
ductivity is itself temperature dependent.
Since over the conduction timestep, e evolves only due
to changes in the temperature, we can write
∂e
∂t
=
nkB
(γ − 1)
∂T
∂t
. (F.3)
Using cell boundary values to discreetize cell centered
spatial derivatives, the Crank-Nicolson discreetization of
Eqn. F.1 is
Tn+1j − Tnj = −
(γj − 1) ∆t
2r2jkB∆rj
×(
r2j+ 12
Φn+1
j+ 12
− r2j− 12 Φ
n+1
j− 12
+ r2j+ 12
Φnj+ 12
− r2j− 12 Φ
n
j− 12
)
,
(F.4)
which can be rewritten as
Tn+1j + kj
(
r2j+ 12
Φn+1
j+ 12
− r2j− 12 Φ
n+1
j− 12
)
= Tnj − kj
(
r2j+ 12
Φnj+ 12
− r2j− 12 Φ
n
j− 12
)
,
(F.5)
where
kj =
(γj − 1) ∆t
2r2jkB∆rj
. (F.6)
For the cell boundary fluxes, we assume
Φnj+ 12
= −κj+ 12
Tnj+1 − Tnj
rj+1 − rj , (F.7)
Φnj− 12 = −κj− 12
Tnj − Tnj−1
rj − rj−1 , (F.8)
where κj+ 12 = (κj+1 + κj) /2 and κj− 12 = (κj + κj−1) /2.
We can combine these two relations to get
r2j+ 12
Φnj+ 12
− r2j− 12 Φ
n
j− 12
= −fj+ 12T
n
j+1 +
(
fj+ 12 + fj− 12
)
Tnj − fj− 12T
n
j−1,
(F.9)
where
fj+ 12 =
r2
j+ 12
κj+ 12
rj+1 − rj . (F.10)
Similarly for Φn+1, we get
r2j+ 12
Φn+1
j+ 12
− r2j− 12 Φ
n+1
j− 12
= −fj+ 12T
n+1
j+1 +
(
fj+ 12 + fj− 12
)
Tn+1j − fj− 12T
n+1
j−1 .
(F.11)
By inserting Eqn. F.10 into Eqn. F.5, an equation in the
form of Eqn. C.1 can be derived where xj = Tnj and
aj = −kjfj− 12 , (F.12)
bj = 1 + kj
(
fj+ 12 + fj− 12
)
, (F.13)
cj = −kjfj+ 12 , (F.14)
ej = ajT
n
j−1 − (2− bj)Tnj + cjTnj+1. (F.15)
For the lower boundary, we assume Tn+11 = T
n
1 . For the
upper boundary, it is necessary to know HJ−1 and YJ−1. If
we assume that the outward conductive energy flux, Φc,out,
is known in advance, and is constant over the timestep, we
can rewrite Eqn. F.5 for the final cell as
Tn+1J = T
n
J − 2kJr2J+ 12 Φc,out + kJr
2
J− 12
(
Φn+1
J− 12
+ ΦnJ− 12
)
.
(F.16)
By inserting Eqn. F.8 for Φn+1
J− 12
, we get
HJ−1 =
kJfJ− 12
1 + kJfJ− 12
, (F.17)
YJ−1 =
TnJ − 2kJr2J+ 12 Φc,out + kJr
2
J− 12
Φn
J− 12
1 + kJfJ− 12
, (F.18)
where Φn
J− 12
should be calculated using Eqn. F.8.
The conduction equation for the neutral gas is slightly
more complicated than the simple conduction equation
solved here due to the additional eddy conduction process.
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If the conductivity is taken to be the sum of the molecu-
lar and eddy conductivities, κ = κmol + κeddy, then the full
neutral conduction equation is
∂e
∂t
= − 1
r2
∂
(
r2Φc
)
∂r
+
1
r2
∂
(
r2ρgKE
)
∂r
, (F.19)
where ρ is the mass density, g is the gravitational acceler-
ation, and KE is the eddy diffusion coefficient. Since the
additional term on the RHS can be assumed to be constant
over the conduction timestep, it only leads to additional
terms in Eqn. F.15 for ej and in Eqn. F.18 for YJ−1. These
two equations should be replaced with
ej =ajT
n
j−1 − (2− bj)Tnj + cjTnj+1
− (γj − 1) ∆t
2kB
[
ρj
KE,j+1 −KE,j−1
rj+1 − rj−1 +KE,j
ρj+1 − ρj−1
rj+1 − rj−1
]
(F.20)
and
YJ−1 =
TnJ − 2kJr2J+ 12 Φc,out + kJr
2
J− 12
Φn
J− 12
1 + kJfJ− 12
+
(γj−1)∆t
2kB
[
ρj
KE,j+1−KE,j−1
rj+1−rj−1 +KE,j
ρj+1−ρj−1
rj+1−rj−1
]
1 + kJfJ− 12
.
(F.21)
The extra terms have been derived by first expanding the
derivative in the final term in Eqn. F.19 using the product
rule and then using central differencing on the resulting
derivatives.
Appendix G: Solver for energy exchange
Evolving the energies of the neutral, ion, and electron gases
due to energy exchange is not completely trivial. Low in
the atmosphere where the gas densities are high, the ex-
change rates can be large, meaning that restrictively small
timesteps would be needed if an explicit integration scheme
was adopted. To avoid this problem, we implement the en-
ergy exchange using the implicit Crank-Nicolson method.
Unlike in the previous three appendices, we do not use the
tridiagonal matrix algorithm here.
The energy exchange equations involve a large number
of terms representing different forms of exchange between
many different pairs of species. Most equations are not in
a form that allows them to easily be solved implicitly. To
simplify the problem, we assume that the exchange rates
vary proportionally to the temperature differences between
the components. This gives
Qei = kei (Te − Ti) , (G.1)
Qin = kin (Ti − Tn) , (G.2)
Qen = ken (Te − Tn) , (G.3)
where kei, kin, and ken are assumed to be constants. At the
beginning of the energy exchange timestep, we calculate the
energy exchange rates between the different components us-
ing the full sets of equations discussed in Section 2.5.4 and
use these values, combined with the component tempera-
tures, to calculate kei, kin, and ken.
The evolution equations for the energy densities are
∂en
∂t
= −Qin −Qen, (G.4)
∂ei
∂t
= −Qei +Qin, (G.5)
∂ee
∂t
= Qei +Qen. (G.6)
The time-discreetization of these equations using the
Crank-Nicolson method gives
en+1n = e
n
n−
1
2
∆t
(
Qn+1in +Q
n
in
)−1
2
∆t
(
Qn+1en +Q
n
en
)
, (G.7)
en+1i = e
n
i −
1
2
∆t
(
Qn+1ei +Q
n
ei
)
+
1
2
∆t
(
Qn+1in +Q
n
in
)
, (G.8)
en+1e = e
n
e +
1
2
∆t
(
Qn+1ei +Q
n
ei
)
+
1
2
∆t
(
Qn+1en +Q
n
en
)
. (G.9)
Since the evolution of the energy densities during the en-
ergy exchange timestep corresponds to the evolution of the
temperatures, while the kinetic energy term remains con-
stant, Eqn. F.3 can be assumed here. Inserting Eqn. F.3
and Eqns. G.1–G.3 into each of these equations gives
Ken,nT
n+1
e +Kin,nT
n+1
i + (1−Ken,n −Kin,n)Tn+1n =
−Ken,nTne −Kin,nTni + (1 +Ken,n +Kin,n)Tnn ,
(G.10)
Kei,iT
n+1
e +Kin,iT
n+1
n + (1−Kei,i −Kin,i)Tn+1i =
−Kei,iTne −Kin,iTnn + (1 +Kei,i +Kin,i)Tni ,
(G.11)
Kei,eT
n+1
i +Ken,eT
n+1
n + (1−Kei,e −Ken,e)Tn+1e =
−Kei,eTni −Ken,eTnn + (1 +Kei,e +Ken,e)Tne ,
(G.12)
where
Kxy,z =
∆tkxy (γz − 1)
2nzkB
. (G.13)
These equations can be written in matrix form as
Ax = B, (G.14)
where
A =
(
A11 Kei,e Ken,e
Kei,i A22 Kin,i
Ken,n Kin,n A33
)
, (G.15)
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A11 = 1−Kei,e −Ken,e, (G.16)
A22 = 1−Kei,i −Kin,i, (G.17)
A33 = 1−Ken,n −Kin,n, (G.18)
x =
Tn+1eTn+1i
Tn+1n
 , (G.19)
B =
( −Kei,eTni −Ken,eTnn + (1 +Kei,e +Ken,e)Tne−Kei,iTne −Kin,iTnn + (1 +Kei,i +Kin,i)Tni−Ken,nTne −Kin,nTni + (1 +Ken,n +Kin,n)Tnn
)
.
(G.20)
At the beginning of the energy-exchange timestep, A and B
are known and the aim is to calculate x, which we do using
Gaussian Elimination. Once the updated temperatures are
known, the updated energy densities are directly calculated.
We have tested our solver using a simpler implicit
scheme based on the Backward Euler assumption and New-
ton iteration and find identical results. The latter scheme
has the advantage that it does not require the assump-
tions of Eqn. G.1-G.3, but it is much more computationally
expensive, since the exchange rates need to be calculated
many times per timestep.
Appendix H: Chemical network and solver
The chemical reactions in our network are listed in Ta-
ble H.1. Each species varies due to chemical reactions by
Eqn. 22. These equations form a stiff system of ordinary
differental equations (ODEs) which are impractical to solve
using explicit integration methods. This is mainly because
the reaction rates become very rapid in high density gases,
meaning explicit integration methods require restrictively
small timesteps. For example, the explicit 5th order Runge-
Kutte-Fehlberg method given by Cash & Karp (1990) would
require timesteps of ∼ 10−7 seconds near the base of our
simulations. We solve the chemical equations using an im-
plicit multi-step Rosenbrock method. This class of methods
was studied for applications to atmospheric chemistry by
Sandu et al. (1997a) and Sandu et al. (1997b), who found
that they are generally more favourable than the other
methods tested. The two main advantages of this method
are that it is able to take large timesteps even in regions
where the reaction rates are high, and that it calculates the
timestep length automatically.
Assume n = [n1 n2 . . . nN ]
T is the number densi-
ties of all species, where N is the number of species, and nn
is this vector at time tn. The Rosenbrock method is given
by
nn+1 = nn +
s∑
i=1
biki, (H.1)
ki = ∆tf
nn + i−1∑
j=1
αijkj
+ ∆tJ i∑
j=1
γijkj , (H.2)
where s is the number of steps in the method, f(n) = dn/dt
(i.e. Eqn. 22) is the rate of change of n, and J = ∂f/∂n is
the Jacobian of f(n). To be clear, when i = 1, both sums
in Eqn. H.2 vanish. The Jacobian is calculated analytically
from Eqns. 19 and 22. Eqn. H.2 can be rearranged to give
(I−∆tγiiJ) ki = ∆tf
nn + i−1∑
j=1
αijkj
+ ∆tJ i−1∑
j=1
γijkj ,
(H.3)
where I is the identity matrix. This is a system of linear
equations of the form Aki = B, where A is an NxN matrix
and B is an N element vector. We solve this system of equa-
tions to derive ki using Guassian Elimination. To perform
a timestep, we calculate the values of ki sequentially and
then use them to calculate nn+1.
To determine the appropriate timestep length, we first
perform the update using an estimate of ∆t and then esti-
mate the difference between our nn+1 and the exact value.
Since the exact update is not known, we instead estimate
this difference for the ith species as Esti = n˜n+1i − nn+1i ,
where n˜n+1 is a less accurate estimate for the update. If
the method for calculating nn+1 has an order of consis-
tency of p, then the method for calculating n˜n+1 should
have an order of p˜ = p− 1. This is achieved by calculating
n˜n+1 using Eqn. H.2 with different values of the coefficients
bi, such that n˜n+1 = nn +
s∑
i=1
b˜iki. We then estimate the
error using
Err =
√√√√ 1
Ns
N∑
i=1
(
Esti
Toli
)2
(H.4)
where Ns is the number of species and Toli is the error
tolerance for the ith species, which we assume is given by
Toli = aTol + rToli|nn+1i |. As in Grassi et al. (2014), we
assume aTol = 10−20 cm−3 and rTol = 10−4. We then re-
calculate the desired timestep length using
∆tnew = 0.99∆tmin(10,max(0.1, 0.9Err
(−1/p))). (H.5)
If Err ≥ 1, we consider that the timestep has failed and re-
peat it using ∆tnew as the estimate for the ∆t; otherwise,
we accept our original estimate of nn+1 and use ∆tnew as
the estimate for ∆t on the next timestep. The extra factor
of 0.99 is used to reduce the need to repeat timesteps. Ob-
viously it is often necessary to reduce ∆t when it is larger
than the time that the chemistry should be evolved, espe-
cially in the upper atmosphere where chemistry timesteps
of several hundred seconds are possible.
The coefficients in the method are bi, b˜i, αij , and γij .
We use the coefficients derived by Sandu et al. (1997a) for
their ‘RODAS3’ method. This is a 4-step method, meaning
that s = 4, and is third order, meaning that p = 3. We have
tested our implementation of this solver using KROME
(Grassi et al. 2014), which is a freely available package for
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solving chemical networks and is designed for application
to atmospheric and astrophysical problems. In all tests, in-
cluding full atmospheric simulations run using KROME,
we find that the solvers gives almost identical results with
similar computation times.
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No. Reaction Energy Rate Coefficient Ref.
Neutral Chemistry:-
1 N + O2 → NO + O 1.40 eV 1.5×10−14 Tgas exp(-3270.0/Tgas) 1
2 N + NO → N2 + O 2.68 eV 4.0×10−11 (Tgas/300.0)−0.2 exp(-20.0/Tgas) 2
3 N + CO2 → NO + CO 1.06 eV 1.7×10−16 1
4 N + NO2 → N2O + O 1.81 eV 3.0×10−12 3
5 N + H2 → NH + H -1.06 eV 1.69×10−9 exp(-18095.0/Tgas) 4
6 NO + O + M → NO2 + M - 9.0×10−32 (300.0/Tgas)1.5 3
7 NO + O3 → NO2 + O2 2.03 eV 2.0×10−12 exp(-1400.0/Tgas) 3
8 NO + OH + M → HNO2 + M - 7.0×10−31 (300.0/Tgas)2.6 3
9 NO + HO2 → NO2 + OH 0.31 eV 3.7×10−12 exp(250.0/Tgas) 3
10 NO + NO3 → NO2 + NO2 1.34 eV 1.5×10−11 exp(170.0/Tgas) 3
11 O + O + M → O2 + M 5.10 eV 9.59×10−34 exp(480.0/Tgas) 5
12 O + O2 + M → O3 + M 1.10 eV 6.0×10−34 (300.0/Tgas) 2.3 5
13 O + O3 → O2 + O2 4.06 eV 8.0×10−12 exp(-2060.0/Tgas) 5
14 O + NO2 → NO + O2 2.0 eV 6.5×10−12 exp(120.0/Tgas) 3
15 O + NO3 → NO2 + O2 2.97 eV 1.0×10−11 3
16 O + H2O → OH + OH -0.31 eV 1.85×10−11 (Tgas/300.0)0.95 exp(-52900/Tgas) 4
17 N(2D) + O → N + O 2.38 eV 6.90×10−13 5
18 N(2D) + O2 → NO + O(1D) 1.84 eV 9.7×10−12 exp(-185.0/Tgas) 5
19 N(2D) + O2 → NO + O 3.76 eV 5.58×10−12 (Tgas/300.0) 5
20 N(2D) + NO → N2 + O 5.63 eV 7×10−11 5
21 N(2D) → N - 1.06×10−5 5
22 N(2D) + e− → N + e− 2.38 eV 3.86×10−10 (Tgas/300.0)0.81 1
23 N(2D) + CO2 → NO + CO 3.41 eV 3.5×10−13 5
24 N(2D) + N2 → N + N2 2.38 eV 1.7×10−14 5
25 N(2D) + CO → N + CO - 1.9×10−12 1
26 N(2D) + H2 → NH + H - 4.2×10−11 exp(-880.0/Tgas) 1
27 O(1D) + N2 → O + N2 1.96 eV 1.8×10−11 exp(107.0/Tgas) 5
28 O(1D) → O - 8.33×10−3 5
29 O(1D) + H2O → OH + OH 1.23 eV 2.2×10−10 5
30 O(1D) + O2 → O2(1Σg) + O 0.33 eV 0.75×3.2×10−11 exp(70.0/Tgas) 5
31 O(1D) + O2 → O2 + O 1.96 eV 0.25×3.2×10−11 exp(70.0/Tgas) 5
32 O(1D) + O → O + O 1.96 eV 6.47×10−12 (Tgas/300.0) 0.14 1
33 O(1D) + H2 → H + OH 1.88 eV 1.0×10−10 5
34 O(1D) + CO2 → O + CO2 1.96 eV 7.4×10−11 exp(120.0/Tgas) 5
35 O(1D) + O3 → O2 + O2 6.03 eV 1.2×10−10 5
36 O(1D) + O3 → O2 + O + O 0.87 eV 1.2×10−10 5
37 O(1D) + CO → O + CO - 3.6×10−11 1
38 O(1D) + e− → O + e− - 2.87×10−10 (Tgas/300.0)0.91 1
39 O(1D) + N2 → N2O - 3.5×10−37 (300.0/Tgas)0.6 3
40 O(1D) + N2O → N2 + O2 - 4.9×10−11 3
41 O(1D) + N2O → NO + NO - 6.7×10−11 3
42 H2O + H2 → H + OH + H2 - 5.8×10−9 exp(-52900/Tgas) 4
43 OH + N → NO + H 2.10 eV 5.0×10−11 5
44 OH + O → H + O2 0.72 eV 2.0×10−11 exp(117.0/Tgas) 5
45 OH + CO → CO2 + H 1.07 eV 1.5×10−13 5
46 OH + H2 → H2O + H 0.65 eV 7.7×10−12 exp(-2100.0/Tgas) 5
47 OH + OH → H2O + O 0.73 eV 6.2×10−14 (Tgas/300.0)2.62 exp(945.0/Tgas) 2
48 OH + H + M → H2O + M 5.17 eV 6.1×10−26T−2.0gas 5
49 OH + H → H2 + O 0.08 eV 1.4×10−14 Tgas exp(-3500.0/Tgas) 5
50 OH + O3 → HO2 + O2 1.73 eV 1.6×10−12 exp(-940.0/Tgas) 5
51 OH + OH + M → H2O2 + M - 6.9×10−31 (300.0/Tgas)0.8 3
52 OH + NO2 + M → HNO3 + M - 2.6×10−30 (300.0/Tgas)3.2 3
53 OH + NO3 → NO2 + HO2 0.62 eV 2.2×10−11 3
54 OH + HNO2 → NO2 + H2O - 1.8×10−11 exp(-390.0/Tgas) 3
55 OH + HNO3 → NO3 + H2O - 7.2×10−15 exp(785.0/Tgas) 3
56 CO + O + M → CO2 + M 5.51 eV 6.6×10−33 exp(-1103/Tgas) 5
57 H2 + O(1D) → H + OH 1.88 eV 1.0×10−10 5
58 H2 + O → H + OH 0.08 eV 1.6×10−11 exp(-4570.0/Tgas) 5
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59 H2 + M → H + H + M -4.52 eV 1.5×10−9 exp(-4.8×104/Tgas) 5
60 H2 + H2 → H + H + H2 -2.24 eV 1.25×10−11 exp(-52000.0/Tgas) 4
61 H2 + H → H + H + H 0.02 eV 1.0×10−10 exp(-52000.0/Tgas) 4
62 H + O2 → O + OH -0.72 eV 3.7×10−10 exp(-8450.0/Tgas) 5
63 H + O3 → OH + O2 2.004 eV 1.4×10−10 exp(-470.0/Tgas) 5
64 H + H + M → H2 + M 4.52 eV 5.7×10−32 (300.0/Tgas)1.6 5
65 H + H2O → H2 + OH -0.65 eV 1.5×10−10 exp(-10250.0/Tgas) 5
66 H + O2 + M → HO2 + M 2.11 eV 5.5×10−32 (300.0/Tgas)1.6 5
67 H + H + CO2 → H2 + CO2 - 1.2×10−32 (Tgas/300.0)−1.3 1
68 HO2 + H → H2O + O 2.34 eV 8.1×10−11 0.02 5
69 HO2 + H → H2 + O2 2.41 eV 8.1×10−11 0.08 5
70 HO2 + H → OH + OH 1.61 eV 8.1×10−11 0.9 5
71 HO2 + OH → H2O + O2 3.06 eV 4.8×10−11 exp(250.0/Tgas) 5
72 HO2 + O → OH + O2 2.33 eV 3.0×10−11 exp(200.0/Tgas) 5
73 HO2 + O3 → OH + O2 + O2 1.23 eV 1.1×10−14 exp(-500.0/Tgas) 5
74 HO2 + HO2 → H2O2 + O2 1.71 eV 2.3×10−13 exp(600.0/Tgas) 5
75 H2O2 + OH → HO2 + H2O 1.35 eV 2.9×10−12 exp(-160.0/Tgas) 5
76 H2O2 + O → HO2 + OH 3.44 eV 1.4×10−12 exp(-2000.0/Tgas) 5
77 O2(1Σg) + N2 → O2(1∆g) + N2 0.65 eV 2.1×10−15 5
78 O2(1Σg) + CO2 → O2(1∆g) + CO2 0.65 eV 4.2×10−13 5
79 O2(1Σg) + O3 → O2(1∆g) + O3 0.65 eV 2.2×10−11 5
80 O2(1Σg) + O → O2(1∆g) + O 0.65 eV 8.0×10−14 5
81 O2(1Σg) + O2 → O2(1∆g) + O2 0.65 eV 3.9×10−17 5
82 O2(1Σg) → O2 - 0.085 5
83 O2(1∆g) + O2 → O2 + O2 0.98 eV 3.6×10−18 exp(-220.0/Tgas) 5
84 O2(1∆g) + N2 → O2 + N2 0.98 eV 1.0×10−20 5
85 O2(1∆g) + O → O2 + O 0.98 eV 1.3×10−16 5
86 O2(1∆g) → O2 - 2.58×10−4 5
87 C + CO2 → CO + CO 4.53 eV 7.62×10−14 (Tgas/300.0)0.5 exp(-3480.0/Tgas) 1
88 C + NO → CO + N 4.67 eV 7.5×10−11 (Tgas/300.0)−0.16 1
89 C + O2 → CO + O 6.05 eV 4.9×10−11 (Tgas/300.0)−0.32 1
90 NH + H2 → NH2 + H -0.48 eV 5.96×10−11 exp(-7782.0/Tgas) 4
91 NH + H → N + H2 1.10 eV 1.0×10−12 Tgas0.5 exp(-2400.0/Tgas) 4
92 N(2P) + CO2 → N(2D) + CO2 - 2.0×10−15 1
93 N(2P) + CO → N(2D) + CO - 6.0×10−15 1
94 N(2P) + O2 → NO + O - 1.03×10−12 exp(-60.0/Tgas) 1
95 N(2P) + O2 → NO + O(1D) - 1.03×10−12 exp(-60.0/Tgas) 1
96 N(2P) + O2 → NO + O(1S) - 1.03×10−12 exp(-60.0/Tgas) 1
97 N(2P) + O → N(2D) + O - 1.7×10−11 1
98 N(2P) + NO → N(2D) + NO - 2.9×10−11 1
99 N(2P) + N2 → N(2D) + N2 - 5.0×10−17 1
100 N(2P) + N → N(2D) + N - 6.2×10−13 1
101 N(2P) + H2 → N(2D) + H2 - 2.5×10−13 1
102 N(2P) + e− → N + e− - 2.04×10−10 (Tgas/300.0)0.85 1
103 N(2P) + e− → N(2D) + e− - 9.5×10−9 1
104 N(2P) → N(2D) - 7.9×10−2 1
105 N(2P) → N - 5.0×10−3 1
106 O(1S) + CO2 → O(1D) + CO2 - 2.02×10−11 exp(-1327.0/Tgas) 1
107 O(1S) + CO2 → O + CO2 - 1.19×10−11 exp(-1327.0/Tgas) 1
108 O(1S) + O2 → O(1D) + O2 - 1.36×10−12 exp(-815.0/Tgas) 1
109 O(1S) + O2 → O + O2 - 3.04×10−12 exp(-815.0/Tgas) 1
110 O(1S) + O → O(1D) + O - 0.0 1
111 O(1S) + N2 → O(1D) + N2 - 5.0×10−17 1
112 O(1S) + CO → O(1D) + CO - 7.4×10−14 exp(-961.0/Tgas) 1
113 O(1S) + H2 → O(1D) + H2 - 2.86×10−16 1
114 O(1S) + e− → O(1D) + e− - 8.5×10−9 1
115 O(1S) + e− → O + e− - 1.56×10−10 (Tgas/300.0)0.94 1
116 O(1S) → O(1D) - 1.06 1
117 O(1S) → O - 4.5×10−2 1
118 NO2 + O3 → NO3 + O2 1.0 eV 1.2×10−13 exp(-2450.0/Tgas) 3
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119 NO2 + H → NO + OH 1.20 eV 4.0×10−10 exp(-340.0/Tgas) 3
120 NO3 + NO3 → NO2 + NO2 + O2 0.39 eV 8.5×10−13 exp(-2450.0/Tgas) 3
121 Cl + O3 → ClO + O2 1.68 eV 2.9×10−11 exp(-260.0/Tgas) 3
122 ClO + O → Cl + O2 2.39 eV 3.0×10−11 exp(70.0/Tgas) 3
123 ClO + NO → NO2 + Cl 0.37 eV 6.4×10−12 exp(290.0/Tgas) 3
124 NH2 + H → NH + H2 0.47 eV 1.05×10−10 exp(-4450.0/Tgas) 4
Ion Chemistry:-
125 N+2 + O2 → O+2 + N2 3.52 eV 5.1×10−11 (300.0/Tgas)1.16 (Tgas≤1000 K) 1
1.26×10−11 (Tgas/1000.0)0.57 (1000≤Tgas≤2000 K) 1
2.39×10−11 (Tgas ≥2000 K) 1
128 N+2 + O → NO+ + N(2D) 0.70 eV 6.55×10−11 (Tgas/1500.0)0.2 (Tgas≥1500 K) 1
1.33×10−10 (Tgas/300.0)−0.44 (Tgas≤1500 K) 1
130 N+2 + O → O+ + N2 1.96 eV 4.83×10−12 (Tgas/1500.0)0.41 (Tgas≥1500 K) 1
7.0×10−12 (Tgas/300.0)−0.23 (Tgas≤1500 K) 1
132 N+2 + NO → NO+ + N2 6.25 eV 3.6×10−10 1
133 N+2 + CO2 → CO+2 + N2 1.81 eV 9.0×10−10 (300.0/Tgas)0.28 1
134 N+2 + CO → CO+ + N2 1.57 eV 7.40×10−11 5
135 N+2 + e
− → N + N 5.82 eV 2.2×10−8 (300.0/Tgas)0.39 5
136 N+2 + e
− → N + N(2D) 3.44 eV 1.98×10−7 (300.0/Tgas)0.39 5
137 N+2 + N → N+ + N2 1.31 eV 1.0×10−11 1
138 N+2 + Ar → Ar+ + N2 - 1.10×10−11 exp(-2089.0/Tgas) 1
139 N+2 + H2 → N2H+ + H 2.60 eV 1.52×10−9 1
140 N+2 + e
− → N(2D) + N(2D) - 1.01×10−7 (300.0/Tgas)0.39 1
141 N+2 + e
− → N + N(2P) - 1.76×10−8 (300.0/Tgas)0.39 1
142 N+2 + H2O → N2 + H2O+ 3.0 eV 2.2×10−9 2
143 N+2 + H → N2 + H+ 2.07 eV 1.2×10−10 4
144 O+2 + N2 → NO+ + NO 0.93 eV 1.0×10−15 1
145 O+2 + N → NO+ + O 4.21 eV 1.0×10−10 1
146 O+2 + NO → NO+ + O2 2.81 eV 4.4×10−10 5
147 O+2 + e
− → O + O 6.99 eV 0.22 7.38×10−8 (1200.0/Tgas)0.56 (Tgas≥1200 K) 5
0.22 1.95×10−7 (300.0/Tgas)0.7 (Tgas≤1200 K) 5
149 O+2 + e
− → O + O(1D) 5.02 eV 0.42 7.38×10−8 (1200.0/Tgas)0.56 (Tgas≥1200 K) 5
0.42 1.95×10−7 (300.0/Tgas)0.7 (Tgas≤1200 K) 5
151 O+2 + e
− → O(1D) + O(1D) 3.06 eV 0.36 7.38×10−8 (1200.0/Tgas)0.56 (Tgas≥1200 K) 5
0.36 1.95×10−7 (300.0/Tgas)0.7 (Tgas≤1200 K) 5
153 O+2 + N(
2D) → NO+ + O - 1.8×10−10 1
154 O+2 + N(
2D) → N+ + O2 - 8.65×10−11 1
155 O+2 + C → CO+ + O 4.18 eV 5.0×10−11 1
156 O+2 + C → C+ + O2 0.88 eV 5.0×10−11 1
157 O+2 + e
− → O(1D) + O(1S) - 9.75×10−9 (300.0/Tgas)0.70 (Tgas≤1200 K) 1
3.69×10−9 (1200.0/Tgas)0.56 (Tgas≥1200 K) 1
159 NO+ + e− → N + O 2.75 eV 8.4×10−8 (300.0/Tgas)0.85 0.2 5
160 NO+ + e− → N(2D) + O 0.38 eV 3.36×10−7 (300.0/Tgas)0.85 0.8 5
161 O+ + NO → NO+ + O 4.36 eV 7.0×10−13 (300.0/Tgas)0.66 (Tgas≤300 K) 1
7.0×10−13 (Tgas/300.0)0.87 (Tgas≥300 K) 1
163 O+ + CO2 → O+2 + CO 1.20 eV 1.1×10−9 (Tgas≤800 K) 1
1.1×10−9 (Tgas/800.0)−0.39 (Tgas≥800 K) 1
165 O+ + H2 → OH+ + H 0.36 eV 1.65×10−9 6
166 O+ + H → H+ + O 0.02 eV 7.26×10−11 Tgas0.36 exp(8.6/Tgas) 4
167 O+ + N2 → NO+ + N 1.09 eV 1.20×10−12 (300.0/Tgas)0.45 (Tgas≤1000 K) 1
7.0×10−13 (Tgas/1000.0)2.12 (Tgas≥1000 K) 1
169 O+ + O2 → O+2 + O 1.56 eV 1.6×10−11 (300.0/Tgas)0.52 (Tgas≤900 K) 1
9.0×10−12 (Tgas/900.0)0.92 (Tgas≥900 K) 1
171 O+ + N(2D) → N+ + O 1.45 eV 1.3×10−10 5
172 O+ + e− → O - 3.7×10−12 (250.0/Tgas)0.7 5
173 O+ + C → C+ + O - 1.0×10−10 1
174 O+ + H2O → O + H2O+ 1.05 eV 9.54×10−10 (0.62+2.579 (300.0/Tgas)0.5) 2
175 O+ + OH → OH+ + O 0.69 eV 3.6×10−10 4
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176 O+ + OH → O+2 + H 2.33 eV 3.6×10−10 4
177 CO+2 + O → O+2 + CO 1.33 eV 1.6×10−10 5
178 CO+2 + O → O+ + CO2 0.13 eV 1.0×10−10 5
179 CO+2 + NO → NO+ + CO2 4.51 eV 1.2×10−10 5
180 CO+2 + H → H+ + CO2 0.17 eV 2.35×10−11 1
181 CO+2 + e
− → CO + O 4.56 eV 3.5×10−7 (300.0/Tgas)0.5 1
182 CO+2 + O2 → CO2 + O+2 1.77 eV 5.5×10−11 (300.0/Tgas)0.82 (Tgas≤1500 K) 1
1.5×10−11 (Tgas/1500.0)0.75 (Tgas≥1500 K) 1
184 CO+2 + N → NO + CO+ - 3.4×10−10 1
185 CO+2 + N(
2D) → N+ + CO2 - 2.0×10−10 1
186 CO+2 + H → HCO+ + O 0.9 eV 4.46×10−10 1
187 CO+2 + H2 → OCOH+ + H - 9.5×10−10 (Tgas/300.0)−0.15 6
188 CO+2 + H2O → CO2 + H2O+ 1.2 eV 5.6648×10−10 (0.62+2.579 (300.0/Tgas)0.5) 2
189 CO+ + O → O+ + CO 0.39 eV 1.4×10−10 5
190 CO+ + NO → NO+ + CO 4.75 eV 4.2×10−10 1
191 CO+ + CO2 → CO+2 + CO 0.24 eV 1.1×10−9 5
192 CO+ + O2 → O+2 + CO 2.04 eV 1.5×10−10 (300.0/Tgas)1.1 1
193 CO+ + H2 → HCO+ + H 2.12 eV 7.5×10−10 1
194 CO+ + H → H+ + CO 0.53 eV 4.0×10−10 1
195 CO+ + N → NO+ + C 0.26 eV 8.2×10−11 1
196 CO+ + e− → C + O - 1.8×10−7 (300.0/Tgas)0.55 1
197 CO+ + e− → C + O(1D) - 0.25×10−7 (300.0/Tgas)0.55 1
198 CO+ + H2O → CO + H2O+ 1.46 eV 1.7×10−9 2
199 CO+ + H2O → HCO+ + OH 1.47 eV 8.84×10−10 4
200 N+ + O2 → O+ + NO 1.28 eV 4.34×10−11 (300.0/Tgas)−0.45 (Tgas≤1000 K) 1
7.53×10−11 (Tgas≥1000 K) 1
202 N+ + O2 → O+2 + N(2D) 0.10 eV 8.65×10−11 (300.0/Tgas)−0.45 (Tgas≤1000 K) 1
1.49×10−10 (Tgas≤1000 K) 1
204 N+ + O2 → O+2 + N 2.49 eV 2.02×10−10 (300.0/Tgas)−0.45 (Tgas≤1000 K) 1
3.49×10−10 (Tgas≥1000 K) 1
206 N+ + O2 → NO+ + O 6.70 eV 4.32×10−11 (300.0/Tgas)−0.45 (Tgas≤1000 K) 1
7.47×10−11 (Tgas≥1000 K) 1
208 N+ + O → O+ + N 0.98 eV 2.2×10−12 1
209 N+ + NO → NO+ + N 5.29 eV 4.72×10−10 (300.0/Tgas)0.24 1
210 N+ + CO2 → CO+2 + N 0.78 eV 9.2×10−10 5
211 N+ + CO2 → CO+ + NO 1.57 eV 2.0×10−10 5
212 N+ + CO → CO+ + N 0.54 eV 4.93×10−10 (300.0/Tgas)0.5 5
213 N+ + H → H+ + N 0.90 eV 3.6×10−12 5
214 N+ + e− → N - 3.6×10−12 (250.0/Tgas)0.7 5
215 N+ + NO → N+2 + O 2.31 eV 8.33×10−11 (300.0/Tgas)0.24 1
216 N+ + CO → NO+ + C 0.78 eV 6.16×10−11 (300.0/Tgas)0.5 1
217 N+ + CO → C+ + NO -1.28 eV 5.60×10−12 (300.0/Tgas)0.5 1
218 N+ + O2 → NO+ + O(1D) - 1.75×10−10 (300.0/Tgas)−0.45 (Tgas≤1000 K) 1
3.02×10−10 (Tgas≥1000 K) 1
220 N+ + H2 → NH+ + H 0.071 eV 8.23×10−10 exp(-209.0/Tgas) 1
221 N+ + H2O → N + H2O+ 1.98 eV 2.6×10−9 2
222 H+ + O → O+ + H -0.02 eV 5.33×10−10 5
223 H+ + NO → NO+ + H 4.34 eV 1.9×10−9 5
224 H+ + H2 → H+2 + H -1.83 eV 1.0×10−9 exp(-2.19×104/Tgas) 5
225 H+ + e− → H - 4.0×10−12 (300.0/Tgas)0.64 7
226 H+ + CO2 → HCO+ + O 0.71 eV 3.8×10−9 1
227 H+ + O2 → O+2 + H 1.61 eV 1.17×10−9 1
228 H+ + He → HeH+ - 8.0×10−20 (Tgas/300.0)−0.24 exp(-Tgas/4000.0) 6
229 H+ + H2O → H + H2O+ 1.03 eV 7.3×10−9 (Tgas/300.0)−0.5 2
230 H+ + H2 → H + H + H+ -2.15 eV 3.0×10−11 (Tgas/300.0)0.5 exp(-52000.0/Tgas) 2
231 H+ + OH → OH+ + H 0.67 eV 2.1×10−9 4
232 OH+ + e− → O + H 8.74 eV 6.5×10−7 Tgas−0.5 4
233 OH+ + CO → HCO+ + O 1.19 eV 8.4×10−10 6
234 OH+ + NO → NO+ + OH 3.82 eV 3.59×10−10 6
235 OH+ + NO → HNO+ + O 0.53 eV 6.11×10−10 6
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236 OH+ + H2 → H2O+ + H 1.08 eV 9.7×10−10 6
237 OH+ + N2 → N2H+ + O 0.1 eV 2.4×10−10 6
238 OH+ + CO2 → OCOH+ + O 0.6 eV 1.35×10−9 6
239 OH+ + O2 → O+2 + OH 1.01 eV 3.8×10−10 6
240 OH+ + C → CH+ + O 1.54 eV 1.2×10−9 6
241 OH+ + N → NO+ + H 5.92 eV 8.9×10−10 6
242 OH+ + O → O+2 + H 1.73 eV 7.1×10−10 6
243 OH+ + e− → O(1D) + H - 3.94×10−8 (Tgas/300.0)−1.28 6
244 OH+ + H2O → OH + H2O+ 0.43 eV 1.59×10−9 4
245 OH+ + H2O → H3O+ + O 2.14 eV 1.59×10−9 4
246 O+(2P) + N2 → N+2 + O 3.02 eV 2.0×10−10 (300.0/Tgas)−0.55 8
247 O+(2P) + N2 → N+ + NO 0.70 eV 1.0×10−10 5
248 O+(2P) + O → O+ + O 5.20 eV 4.0×10−10 8
249 O+(2P) → O+ - 0.047 5
250 O+(2P) → O+(2D) - 0.171 5
251 O+(2P) + e− → O+ + e− 5.00 eV 3.03×10−8 (300.0/Tgas)0.5 1
252 O+(2P) + e− → O+(2D) + e− 1.69 eV 1.84×10−7 (300.0/Tgas)0.5 1
253 O+(2P) + CO2 → CO + O+2 - 6.0×10−11 1
254 O+(2P) + CO2 → CO+2 + O - 1.0×10−9 1
255 O+(2P) + CO → CO+ + O - 1.3×10−9 1
256 O+(2P) + O2 → O+ + O2 - 1.3×10−10 1
257 O+(2P) + N2 → O+ + N2 - 6.2×10−10 exp(-340.0/Tgas) (Tgas≤4000 K) 1
258 O+(2P) + N → O+ + N(2D) - 1.0×10−11 1
259 O+(2P) + NO → NO+ + O - 1.2×10−9 1
260 O+(2P) + H2 → OH+ + H - 8.5×10−10 1
261 O+(2P) + H2 → H+2 + O - 1.01×10−9 (Tgas/300.0)−0.98 exp(-285.0/Tgas) 6
262 O+(2P) + H2 → H+ + OH - 2.16×10−10 (Tgas/300.0)−0.97 exp(-292.0/Tgas) 6
263 O+(2P) + H2 → H+ + O + H - 2.16×10−10 (Tgas/300.0)−0.97 exp(-292.0/Tgas) 6
264 O+(2P) + O2 → O+2 + O - 1.3×10−10 8
265 O+(2D) + N2 → O+ + N2 3.31 eV 8.0×10−10 5
266 O+(2D) + N2 → N+2 + O 1.33 eV 1.5×10−10 (300.0/Tgas)−0.55 8
267 O+(2D) + O → O+ + O 3.31 eV 1.0×10−11 5
268 O+(2D) + O2 → O+2 + O 4.87 eV 7.0×10−10 5
269 O+(2D) → O+ - 4.85×10−5 1
270 O+(2D) + e− → O+ + e− 3.31 eV 6.03×10−8 (300.0/Tgas)0.5 1
271 O+(2D) + CO2 → O+2 + CO - 6.0×10−11 1
272 O+(2D) + CO2 → CO+2 + O - 1.0×10−9 1
273 O+(2D) + CO → CO+ + O - 1.3×10−9 1
274 O+(2D) + NO → NO+ + O - 1.2×10−9 1
275 O+(2D) + N → N+ + O - 1.5×10−10 1
276 O+(2D) + H2 → OH+ + H - 1.5×10−9 1
277 O+(2D) + H2 → H+2 + O - 1.645×10−10 (Tgas/300.0)−0.98 exp(-302.4/Tgas) 1
278 O+(2D) + H2 → H+ + OH - 7.2×10−11 (Tgas/300.0)−0.95 exp(-335.1/Tgas) 6
279 O+(2D) + N2 → NO+ + N - 2.5×10−11 8
280 H+2 + O → OH+ + H 2.17 eV 1.5×10−9 5
281 H+2 + H2 → H+3 + H 1.70 eV 2.24×10−9 (Tgas/300.0)−0.042 exp(-Tgas/46600.0) 6
282 H+2 + H → H+ + H2 1.83 eV 6.4×10−10 5
283 H+2 + e
− → H + H 10.91 eV 1.75×10−8 (300.0/Tgas)0.4 6
284 H+2 + CO2 → OCOH+ + H 2.94 eV 2.35×10−9 6
285 H+2 + Ar → ArH+ + H - 2.3×10−9 6
286 H+2 + N2 → N2H+ + H 2.44 eV 2.3×10−9 6
287 H+2 + CO → HCO+ + H 3.53 eV 7.65×10−10 6
288 H+2 + CO → CO+ + H2 1.51 eV 6.44×10−10 6
289 H+2 + O2 → HO+2 + H 1.74 eV 1.53×10−9 6
290 H+2 + O2 → O+2 + H2 3.42 eV 4.94×10−10 6
291 H+2 + C → CH+ + H 3.89 eV 2.4×10−9 6
292 H+2 + N → NH+ + H 0.96 eV 1.9×10−9 6
293 H+2 + NO → NO+ + H2 6.23 eV 1.1×10−9 6
294 H+2 + H2O → H2 + H2O+ 2.84 eV 3.9×10−9 2
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295 H+2 + He → HeH+ + H - 1.30×10−10 4
296 H+2 + H2O → H3O+ + H 4.48 eV 3.4×10−9 4
297 H+3 + H → H+2 + H2 -1.70 eV 2.08×10−9 exp(-19900.0/Tgas) 4
298 H+3 + e
− → H2 + H 9.21 eV 1.7×10−8 (300.0/Tgas)0.52 6
299 H+3 + e
− → H + H + H 4.69 eV 5.1×10−8 (300.0/Tgas)0.52 6
300 H+3 + N2 → N2H+ + H2 0.73 eV 1.63×10−9 6
301 H+3 + O → OH+ + H2 0.72 eV 7.98×10−10 (Tgas/300.0)−0.156 exp(-1.41/Tgas) 6
302 H+3 + O → H2O+ + H 1.74 eV 3.42×10−10 (Tgas/300.0)−0.156 exp(-1.41/Tgas) 6
303 H+3 + O2 → HO+2 + H2 0.024 eV 6.5×10−10 6
304 H+3 + CO → HCO+ + H2 1.81 eV 1.36×10−9 (Tgas/300.0)−0.142 exp(3.41/Tgas) 6
305 H+3 + CO2 → OCOH+ + H2 1.23 eV 2.5×10−9 6
306 H+3 + NO → HNO+ + H2 1.16 eV 1.94×10−9 6
307 H+3 + C → CH+ + H2 2.17 eV 2.0×10−9 6
308 H+3 + H2O → H3O+ + H2 2.76 eV 5.9×10−9 4
309 H+3 + OH → H2O+ + H2 1.78 eV 1.3×10−9 4
310 H2O+ + H2 → H3O+ + H 1.67 eV 6.1×10−10 2
311 H2O+ + C → CH+ + OH 0.43 eV 1.1×10−9 2
312 H2O+ + CO → HCO+ + OH 0.07 eV 5.0×10−10 2
313 H2O+ + H2O → H3O+ + OH 1.02 eV 2.1×10−9 2
314 H2O+ + e− → O + H + H - 3.53×10−6 Tgas−0.5 4
315 H2O+ + e− → OH + H - 1.09×10−6 Tgas−0.5 4
316 H2O+ + e− → O + H2 - 5.72×10−7 Tgas−0.5 4
317 H2O+ + O → O+2 + H2 0.68 eV 4.0×10−11 4
318 H2O+ + O2 → O+2 + H2O 0.58 eV 4.6×10−10 4
319 HCO+ + C → CH+ + CO 0.46 eV 1.1×10−9 6
320 HCO+ + e− → H + CO - 2.0×10−7 (Tgas/300.0)−1.25 (Tgas≤300 K) 6
2.0×10−7 (Tgas/300.0)−1.0 (Tgas≥300 K) 6
322 HCO+ + H2O → H3O+ + CO 1.05 eV 2.5×10−9 4
323 HCO+ + OH → H2O+ + CO 0.068 eV 6.2×10−10 4
324 C+ + CO2 → CO+ + CO 3.02 eV 1.1×10−9 1
325 C+ + NO → NO+ + C 2.12 eV 7.5×10−10 (300.0/Tgas)0.2 1
326 C+ + O2 → O+ + CO 3.76 eV 5.22×10−10 1
327 C+ + O2 → CO+ + O 3.36 eV 3.48×10−10 1
328 C+ + H2 → CH+ + H -0.28 eV 7.40×10−10 exp(-4538.0/Tgas) 1
329 C+ + H2O → C + H2O+ -1.26 eV 2.4×10−10 2
330 C+ + e− → C - 1.43×10−10 Tgas−0.6 4
331 C+ + H2O → HCO+ + H 3.72 eV 9.0×10−10 4
332 C+ + OH → CO+ + H 4.06 eV 7.7×10−10 4
333 Ar+ + CO2 → Ar + CO+2 - 5.0×10−10 (Tgas≤700 K) 1
5.0×10−10 (700.0/Tgas) (Tgas≥700 K) 1
335 Ar+ + O2 → Ar + O+2 - 4.0×10−11 (300.0/Tgas)0.78 (Tgas≤900 K) 1
2.08×10−11 (Tgas/900.0)1.65 (Tgas≥900 K) 1
337 Ar+ + CO → Ar + CO+ - 3.7×10−11 (300.0/Tgas)0.43 (Tgas≤900 K) 1
2.3×10−11 (Tgas/900.0) (Tgas≥900 K) 1
339 Ar+ + N2 → Ar + N+2 - 1.1×10−11 (Tgas/300.0)1.13 1
340 Ar+ + NO → Ar + NO+ - 3.1×10−10 1
341 Ar+ + H2 → Ar + H+2 - 1.78×10−11 1
342 Ar+ + H2 → ArH+ + H - 8.72×10−10 1
343 Ar+ + H2O → Ar + H2O+ - 1.5×10−10 9
344 N2H+ + CO → HCO+ + N2 1.11 eV 8.8×10−10 6
345 N2H+ + CO2 → OCOH+ + N2 - 1.07×10−9 6
346 N2H+ + NO → HNO+ + N2 0.46 eV 3.4×10−10 6
347 N2H+ + O → OH+ + N2 0.016 eV 2.4×10−10 exp(-589.0/Tgas) 6
348 N2H+ + C → CH+ + N2 1.47 eV 1.1×10−9 6
349 N2H+ + e− → N2 + H - 2.325×10−7 (Tgas/300.0)−0.84 6
350 N2H+ + e− → NH + N - 1.755×10−8 (Tgas/300.0)−0.84 6
351 NH+ + H2O → NH + H2O+ 0.90 eV 1.05×10−9 2
352 NH+ + e− → N + H - 7.45×10−7 Tgas−0.5 4
353 NH+ + H2 → N + H+3 0.88 eV 2.25×10−10 4
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354 NH+ + H2 → NH+2 + H 1.9 eV 1.28×10−8 4
355 CH+ + H2 → CH+2 + H 0.22 eV 1.2×10−9 6
356 CH+ + O → CO+ + H 4.41 eV 3.5×10−10 6
357 CH+ + H → C+ + H2 0.46 eV 7.84×10−10 (Tgas/300.0)−0.22 6
358 CH+ + CO2 → HCO+ + CO 5.42 eV 1.6×10−9 6
359 CH+ + O2 → HCO+ + O 5.76 eV 9.2×10−10 6
360 ArH+ + H2 → H+3 + Ar - 6.3×10−10 6
361 ArH+ + N2 → N2H+ + Ar - 8.0×10−10 6
362 ArH+ + O2 → HO+2 + Ar - 5.05×10−10 6
363 ArH+ + CO → HCO+ + Ar - 1.25×10−9 6
364 ArH+ + CO2 → OCOH+ + Ar - 1.1×10−9 6
365 ArH+ + O → OH+ + Ar - 5.9×10−10 6
366 ArH+ + C → CH+ + Ar - 1.02×10−9 6
367 ArH+ + e− → Ar + H - 1.0×10−9 (Tgas/300.0)−0.5 6
368 He+ + CO → C+ + O + He 2.25 eV 1.6×10−9 1
369 He+ + CO2 → C+ + O2 + He 1.87 eV 2.0×10−11 1
370 He+ + CO2 → CO+ + O + He 5.18 eV 7.8×10−10 1
371 He+ + CO2 → O+ + CO + He 5.46 eV 1.4×10−10 1
372 He+ + CO2 → CO+2 + He 10.87 eV 5.0×10−11 1
373 He+ + O2 → O+(2D) + O + He - 2.37×10−10 1
374 He+ + O2 → O+ + O + He 5.92 eV 2.39×10−11 1
375 He+ + O2 → O+2 + He 12.57 eV 9.2×10−12 1
376 He+ + O2 → O+(2P) + O + He - 6.04×10−10 1
377 He+ + O2 → O+ + O(1D) + He - 4.6×10−11 1
378 He+ + O → O+ + He - 1.0×10−13 1
379 He+ + N2 → N+ + N + He 0.36 eV 7.8×10−10 1
380 He+ + N2 → N+2 + He 9.07 eV 5.2×10−10 1
381 He+ + NO → N+ + O + He 3.63 eV 1.35×10−9 1
382 He+ + NO → O+ + N + He 4.54 eV 1.0×10−10 1
383 He+ + H → HeH+ - 4.16×10−16 (Tgas/300.0)−0.37 exp(-Tgas/4000.0) 6
384 He+ + H2 → H+ + He + H 6.57 eV 8.3×10−14 6
385 He+ + H2 → H+2 + He - 1.7×10−14 6
386 He+ + H2 → HeH+ + H - 4.2×10−13 7
387 He+ + H2 → H+ + H + He 6.57 eV 8.8×10−14 7
388 He+ + e− → He - 4.6×10−12 (300.0/Tgas)0.64 7
389 He+ + H2O → He + H2O+ 12.00 eV 9.54×10−10 (0.62+2.579 (300.0/Tgas)0.5) 2
390 He+ + H2O → H+ + OH + He 5.92 eV 2.04×10−10 4
391 He+ + H2O → OH+ + H + He 6.5 eV 2.86×10−10 4
392 He+ + OH → O+ + H + He 6.62 eV 1.1×10−9 4
393 NH + H+2 → NH+ + H2 2.01 eV 7.6×10−10 4
394 NH + H+2 → NH+2 + H 3.84 eV 7.6×10−10 4
395 NH + H+ → NH+ + H 0.21 eV 2.1×10−9 4
396 NH + H+3 → NH+2 + H2 2.12 eV 1.3×10−9 4
397 NH + He+ → N+ + He + H 6.72 eV 1.1×10−9 4
398 OCOH+ + O → HCO+ + O2 0.27 eV 5.8×10−10 6
399 OCOH+ + C → CH+ + CO2 0.97 eV 1.0×10−9 6
400 OCOH+ + CO → HCO+ + CO2 0.62 eV 7.8×10−10 6
401 OCOH+ + e− → H + O + CO - 2.38×10−7 (Tgas/300.0)−0.5 6
402 OCOH+ + e− → H + CO2 - 1.75×10−8 (Tgas/300.0)−0.5 6
403 OCOH+ + e− → OH + CO - 9.45×10−8 (Tgas/300.0)−0.5 6
404 HeH+ + H2 → H+3 + He 2.56 eV 1.5×10−9 7
405 HeH+ + H → H+2 + He 0.91 eV 9.1×10−10 7
406 HeH+ + e− → He + H - 1.0×10−8 (300.0/Tgas)0.6 7
407 HNO+ + CO → HCO+ + NO 0.69 eV 8.6×10−10 6
408 HNO+ + CO2 → OCOH+ + NO - 9.4×10−10 6
409 HNO+ + C → CH+ + NO 1.05 eV 1.0×10−9 6
410 HNO+ + N2 → N2H+ + NO - 3.4×10−10 exp(-4900.0/Tgas) 6
411 HNO+ + O → NO+2 + H 1.73 eV 1.0×10−12 6
412 HNO+ + e− → NO + H - 3.0×10−7 (Tgas/300.0)−0.5 6
413 NO+2 + e
− → O + NO - 3.0×10−7 (Tgas/300.0)−0.5 2
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414 HO+2 + CO → HCO+ + O2 1.82 eV 8.4×10−10 6
415 HO+2 + CO2 → OCOH+ + O2 1.24 eV 1.1×10−9 6
416 HO+2 + NO → HNO+ + O2 1.17 eV 7.5×10−10 6
417 HO+2 + N2 → N2H+ + O2 0.74 eV 8.0×10−10 6
418 HO+2 + O → OH+ + O2 0.72 eV 6.2×10−10 6
419 HO+2 + N → NO+2 + H 4.23 eV 1.0×10−12 6
420 HO+2 + C → CH+ + O2 2.18 eV 1.0×10−9 6
421 HO+2 + H2 → H+3 + O2 0.036 eV 3.3×10−10 6
422 HO+2 + e
− → OH + O - 1.8×10−7 (Tgas/300.0)−0.5 6
423 HO+2 + e
− → H + O2 - 6.0×10−8 (Tgas/300.0)−0.5 6
424 HO+2 + e
− → H + O + O - 6.0×10−8 (Tgas/300.0)−0.5 6
425 CH+2 + O → H + HCO+ 6.27 eV 7.5×10−10 2
426 CH+2 + O2 → OH + HCO+ 5.55 eV 9.1×10−10 2
427 CH+2 + H → H2 + CH+ -0.02 eV 1.2×10−9 exp(-2700.0/Tgas) 2
428 CH+2 + e
− → C + H2 - 7.7×10−8 (Tgas/300.0)−0.6 2
429 CH+2 + e
− → C + H + H - 4.0×10−7 (Tgas/300.0)−0.6 2
430 H3O+ + e− → H + H2O - 1.1×10−7 (Tgas/300.0)−0.5 2
431 H3O+ + e− → OH + H2 - 6.0×10−8 (Tgas/300.0)−0.5 2
432 H3O+ + e− → OH + H + H - 2.6×10−7 (Tgas/300.0)−0.5 2
433 H3O+ + e− → H2 + O + H - 5.6×10−9 (Tgas/300.0)−0.5 2
434 H3O+ + C → HCO+ + H2 5.10 eV 1.0×10−11 4
435 NH+2 + e
− → N + H + H - 1.67×10−5 Tgas−0.8 4
436 NH+2 + e
− → NH + H - 8.65×10−6 Tgas−0.8 4
437 NH2 + H+2 → NH+2 + H2 4.29 eV 2.1×10−9 4
438 NH2 + H+ → NH+2 + H 2.48 eV 2.9×10−9 4
439 NH2 + He+ → N+ + He + H2 7.17 eV 8.0×10−10 4
440 NH2 + He+ → NH+ + He + H 7.15 eV 8.0×10−10 4
Photoreactions:-
441 N + γ → N+ + e− 10
442 O2 + γ → O + O(1D) 10
443 O2 + γ → O + O 10
444 O2 + γ → O+2 + e− 10
445 O2 + γ → O+ + O + e− 10
446 O2 + γ → O+(2P) + O + e− 10
447 O2 + γ → O+(2D) + O + e− 10
448 O2 + γ → O(1S) + O(1S) 10
449 NO + γ → N + O 10
450 NO + γ → NO+ + e− 10
451 NO + γ → O+ + N + e− 10
452 NO + γ → N+ + O + e− 10
453 O + γ → O+ + e− 10
454 O + γ → O+(2P) + e− 10
455 O + γ → O+(2D) + e− 10
456 N2 + γ → N + N(2D) 10
457 N2 + γ → N+2 + e− 10
458 N2 + γ → N+ + N + e− 10
459 N2 + γ → N+ + N(2D) + e− 10
460 O(1D) + γ → O+ + e− 10
461 H2O + γ → H + OH 10
462 H2O + γ → H2 + O(1D) 10
463 H2O + γ → O + H + H 10
464 H2O + γ → OH+ + H + e− 10
465 H2O + γ → O+ + H2 + e− 10
466 H2O + γ → H+ + OH + e− 10
467 H2O + γ → H2O+ + e− 10
468 O3 + γ → O2 + O(1D) 10
469 O3 + γ → O2 + O 10
470 O3 + γ → O2(1∆g) + O(1D) 10
471 CO + γ → CO+ + e− 10
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472 CO + γ → C+ + O + e− 10
473 CO + γ → O+ + C + e− 10
474 CO + γ → C + O 10
475 CO + γ → C + O(1D) 10
476 CO2 + γ → CO + O 10
477 CO2 + γ → CO + O(1D) 10
478 CO2 + γ → CO+2 + e− 10
479 CO2 + γ → CO+ + O + e− 10
480 CO2 + γ → O+ + CO + e− 10
481 H2 + γ → H+2 + e− 10
482 H2 + γ → H+ + H + e− 10
483 H + γ → H+ + e− 10
484 H2O2 + γ → OH + OH 10
485 C + γ → C+ + e− 10
486 Ar + γ → Ar+ + e− 10
487 He + γ → He+ + e− 10
488 O(1S) + γ → O+ + e− 10
489 NO2 + γ → NO+2 + e− 10
490 NO2 + γ → NO + O(1D) 10
491 NO2 + γ → NO + O 10
492 NO3 + γ → NO2 + O 10
493 NO3 + γ → NO + O2 10
494 N2O + γ → N2 + O(1S) 10
495 N2O + γ → N2 + O(1D) 10
496 HNO3 + γ → OH + NO2 10
Non-thermal electron reactions:-
497 N2 + e∗ → N+2 + e− + e∗ 11
498 N2 + e∗ → N+ + N + e− + e∗ 11
499 He + e∗ → He+ + e− + e∗ 12
500 O + e∗ → O+ + e− + e∗ 13
501 O2 + e∗ → O+2 + e− + e∗ 13
502 CO2 + e∗ → CO+2 + e− + e∗ 13
503 CO + e∗ → CO+ + e− + e∗ 13
Table H.1. Table listing the reactions in our chemical network. The
columns give the reaction number, the reaction, the energy released per
reaction, the rate coefficient, and a reference for the reaction. For pho-
toreactions and non-thermal electron reactions, the reference is for the
necessary cross-sections. The references are: 1. Fox & Sung (2001); 2.
Wakelam et al. (2012); 3. Verronen et al. (2002); 4. García Muñoz (2007);
5. Tian et al. (2008a); 6. Fox (2015); 7. Yelle (2004); 8. Richards &
Voglozin (2011); 9. Rimmer & Helling (2016); 10. Huebner & Mukherjee
(2015); 11. Green & Barth (1965); 12. Jusick et al. (1967); 13. Jackman
et al. (1977).
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