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Juegos matriciales escalares
F. R. Fernandez J. Puerto
1. Introduccion a los juegos matriciales
Comenzamos estudiando aquellas situaciones que pueden modelizarse
a traves de juegos con dos jugadores (o agentes), juegos bipersonales y que
facilmente pueden generalizarse a juegos con cualquier numero de jugadores
siguiendo la lnea clasica ofrecida por von Neumann y Morgenstern (1944).
Proceder de este modo evita, en un primer acercamiento al problema real, tener
presente la formacion de coaliciones para obtener mejores resultados individua-
les a traves de ellas, aunque los resultados obtenidos en juegos bipersonales
pueden emplearse en la teora general de formacion de coaliciones en juegos de
n personas.
Supondremos que en estas situaciones se permite a los jugadores solo un
numero nito de movimientos, cuando se plantea el juego en su forma desarro-
llada o extendida, con lo que podremos llevar el modelo a un juego, en su forma
reducida o normal, en el que cada jugador escoge una estrategia (pura) de un
conjunto nito de ellas, y que cada una de ellas representa a uno de los posibles
planes de movimientos que este jugador realizara a lo largo del desarrollo del
juego.
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Representaremos por I
i
; 1  i  n, las estrategias puras del jugador I,
y por II
j
; 1  j  m, las estrategias puras del jugador II. El juego permite
determinar la valoracion que ocasiona el que cada jugador utilice una de sus
estrategias, por lo que representamos por v(i; j), la valoracion de las conse-
cuencias del empleo de la estrategia I
i
por el primer jugador y la estrategia II
j
por parte del segundo. Al variar i y j en sus respectivos campos, se tiene una
estructura de matriz, aunque los valores no sean numeros reales, por lo que a
estos juegos se les denomina juegos matriciales. Estas valoraciones pueden ser
interpretadas de muy diversas formas por los jugadores que intervienen en el
juego.
Ejemplo 1.1 O.G. Haywood (1954) [47]. En el desembarco aliado, en agosto
de 1944, se ha abierto una brecha por mar en Avranches (Francia). La cabeza
de playa ha expuesto el anco oeste del noveno ejercito aleman, mandado por
el general von Kluge. Este tiene dos posibles formas de actuar: (1) Atacar
hacia el oeste para llegar al mar, asegurandose su anco occidental y dividir
a las fuerzas americanas. (2) Retirarse hacia el este para llegar a una mejor
posicion defensiva cerca del ro Sena. El general americano Bradley tiene al
primer ejercito americano conteniendo al ejercito aleman desde la cabeza de
playa, y mas al interior tiene al tercer ejercito, bajo las ordenes del general
Patton, en reserva, haciendo misiones de limpieza del terreno hacia el este, sur
y oeste. Bradley considero tres posibilidades: (1) Ordenar a la reserva volver
a defender la brecha abierta. (2) Enviar la reserva hacia el este para intentar
cortar la retirada del noveno ejercito aleman. (3) Mantener las reservas en
sus posicion durante un da y decidir despues si ordenar ayudar a la cabeza de
playa si era atacada o enviarlas hacia el este.
El analisis completo de la situacion le llevo a valorar los diferentes re-
sultados de acuerdo con la tabla siguiente, en la que las las representan las
estrategias del general Bradley, y las columnas las estrategias del general von
Kluge.
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1. Atacar 2. Retirarse
1. Reforzar
Se mantiene
la brecha
Debil presion sobre
la retirada alemana
2. Mover
Se produce
el corte aleman
Fuerte presion en
la retirada alemana
3. Esperar
Se mantiene la brecha y
los alemanes son rodeados
Moderada presion
en la retirada alemana
Logicamente, la resolucion del conicto dependera de la valoracion de
los resultados v(i; j), i = 1; 2; 3 y j = 1; 2. El orden de preferencias de mejor a
peor segun la doctrina del ejercito americano era
v(3; 1) > v(2; 2) > v(3; 2) > v(1; 2) > v(1; 1) > v(2; 1);
por lo que al buscar la estrategia menos mala, maximin, el general Bradley es-
cogio la tercera estrategia. Las valoraciones alemanas deban ser similares, pues
el general von Kluge decidio retirarse, pero nunca ejecuto su decision. Hitler,
a cientos de kilometros del campo de batalla, debio tener otras valoraciones del
conicto y ordeno atacar y cerrar la brecha.
El resultado fue que Bradley resistio el ataque aleman, y mantuvo la
reserva en el sur, lo que permitio enviarla el segundo da hacia el este; los
alemanes comenzaron la retirada, siendo rodeados por las armadas americana
y francesa, lo que llevo al suicidio al general aleman.
Cada jugador puede ordenar las valoraciones y dar valores numericos a
las consecuencias
v(i; j)  (v
I
(i; j); v
II
(i; j))
En el caso de que las valoraciones se consideren de forma totalmente
opuesta por los jugadores, para uno supone ganancias y para el otro implique
perdidas, estas pueden expresarse v
I
(i; j) =  v
II
(i; j), se dice que la situacion
corresponde a un juego de suma nula. Cuando esto no ocurre, la valoracion
del juego vendra dada para cada resultado por dos numeros, no necesaria-
mente relacionados pues suponen el reejo de dos valoraciones independientes,
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llamandose a estos juegos, por oposicion a los anteriores, juegos de suma no
nula.
En otras ocasiones las valoraciones no pueden ordenarse, e incluso al
valorar las estrategias pueden tenerse en cuenta diferentes aspectos. En el
ejemplo 1.1, los generales podan valorar los resultados no solo dependiendo
del curso de la guerra, sino tambien del impacto que se podra producir en la
poblacion civil y su entorno.
De hecho, muchos modelos se consideran con objetivos escalares debido
a la dicultad de resolver el modelo con objetivos multiples. Hay situaciones
en las que una misma estrategia debe ser empleada en diferentes escenarios,
por ejemplo, las polticas de produccion de dos empresas que compiten en un
mercado pueden valorarse escalarmente, pero si compiten simultaneamente en
varios mercados debe emplearse la valoracion vectorial.
Ejemplo 1.2 Morton D. Davis (1971) [27].
En un a~no electoral los dos principales partidos polticos se encuentran
en el proceso de redaccion de sus programas. Hay una disputa entre las comu-
nidades X e Y relativa a ciertos derechos de aguas, y cada partido decide si
favorecer a X, a Y o soslayar la cuestion.
Los ciudadanos de las restantes comunidades no son indiferentes a la
cuestion, lo que nos lleva a un juego matricial vectorial, no pudiendose sumar
los resultados de las diversas comunidades, ya que los votos repercuten local-
mente por comunidad, aunque la eleccion del programa sea para todas las co-
munidades. En la siguiente tabla se representan por las las estrategias del
programa A, y por columnas las estrategias del programa B.
1. Favorecer X 2. Favorecer Y 3. Soslayar
1. Favorecer X v(1; 1) v(1; 2) v(1; 3)
2. Favorecer Y v(2; 1) v(2; 2) v(2; 3)
3. Soslayar v(3; 1) v(3; 2) v(3; 3)
En este caso v(i; j) es un vector que nos indica en cada componente el
porcentaje de votos que se va a obtener en la comunidad correspondiente a esa
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componente. Notese que como las diferentes comunidades tendran diferentes
sensibilidades frente al problema, dicho vector numerico no podra reducirse
a un solo numero, por lo que se trata de un juego con pagos vectoriales o
juego multicriterio. En el caso en que las valoraciones en cada comunidad
sean complementarias para ambos partidos, el juego sera de suma nula, si solo
representan aportaciones subjetivas no relacionadas sera de suma no nula.
Estos ejemplos ponen de maniesto que al analizar los juegos matriciales
debemos de comenzar por los juegos bipersonales de suma nula escalares, ya
que en ellos la valoracion de las estrategias es mas simple.
Comenzaremos haciendo una breve descripcion de los mismos, ya que
estos han sido los juegos mas estudiados de toda la teora de juegos, vease
por ejemplo Owen (1982) [71] y Thomas (1984) [91], para un tratamiento mas
general. Describimos los elementos basicos y necesarios para su extension en
situaciones mas generales, en especial el concepto de nivel de seguridad, y la
interpretacion del valor de un juego cuando este va a desarrollarse una sola
vez, ya que en este caso puede ser mas interesante considerar la probabilidad
de obtener un cierto pago, lo que llamamos juegos por objetivos.
Posteriormente analizamos los juegos de suma nula con pagos vectoriales,
donde la dicultad de su analisis nace del hecho de que la limitacion entre los
pagos de los jugadores que el teorema minimax establece para juegos escalares
no ocurre necesariamente, por lo que es aconsejable recurrir a diferentes con-
ceptos de solucion. Introducimos la valoracion de las estrategias basandonos en
el concepto de nivel de seguridad, de forma similar al caso de juegos escalares.
El resultado principal de la seccion se relaciona con la determinacion de
las estrategias de seguridad no dominadas a traves de la programacion lineal
multiple, con lo que conseguimos un paralelismo con el empleo de la progra-
macion lineal en el caso escalar. Dado que la solucion a este modelo viene dada
en forma de un conjunto de puntos no dominados, la aproximacion que hace-
mos al problema a traves de los juegos multicriterio por objetivos nos permite
un analisis mas rico en estos juegos matriciales, en especial al desear destacar
alguna solucion no dominada por ponderaciones entre las diversas valoraciones
del juego. Vemos tambien como los teoremas clasicos sobre juegos continuos
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concavos convexos pueden extenderse a juegos con pagos vectoriales.
2. Juegos de suma nula con pagos escalares
Los elementos que aparecen en la formulacion del juego en forma normal
son los siguientes:
1. Un conjunto nito de estrategias puras E
1
= fI
1
; I
2
; : : : ; I
n
g; para el
jugador I, y un conjunto nito de estrategias puras para el jugador II,
E
2
= fII
1
; II
2
; : : : ; II
m
g.
2. Una matriz real de orden nm, A = (a
ij
). Cada elemento de esta matriz
a
ij
es el pago para el jugador I cuando elige la estrategia I
i
y el jugador II
escoge la estrategia II
j
. El pago para el jugador II en estas circunstancias
es  a
ij
.
Una solucion de estos juegos especica las estrategias optimas que ju-
gadores racionales usaran y el pago que se obtiene con ellas.
La solucion o soluciones de un juego bipersonal de suma nula pueden
caracterizarse de dos formas: mediante las estrategias de seguridad y con el
concepto de punto de equilibrio.
2.1. Estrategias de seguridad
En los juegos de suma nula cuando un jugador intenta maximizar su
pago, a la vez esta intentando minimizar el pago de su oponente. Cada jugador
considera el peor resultado que puede conseguir con cada una de sus estrate-
gias y despues escoge la estrategia que le proporciona el mejor de los peores
resultados.
Denicion 1.1 Para cada estrategia pura I
i
2 E
1
, el nivel de seguridad del
jugador I es el pago que puede asegurarse con esa estrategia, prescindiendo de
las acciones del jugador II.
v
I
(I
i
) = min
j
a
ij
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Para cada estrategia pura II
j
2 E
2
, el nivel de seguridad del jugador II es el
pago que puede asegurarse con esa estrategia, prescindiendo de las acciones del
jugador I.
v
II
(II
j
) = max
i
a
ij
Denicion 1.2 El valor maximin (o valor inferior del juego) del jugador I es
v
I
= max
i
v
I
(I
i
) = max
i
min
j
a
ij
Una estrategia de seguridad o estrategia maximin es la que proporciona al ju-
gador su valor maximin. El valor minimax (o valor superior del juego) del
jugador II es
v
II
= min
j
v
II
(II
j
) = min
j
max
i
a
ij
Una estrategia de seguridad o estrategia minimax es la que proporciona al ju-
gador su valor minimax.
Teorema 1.1 Para cada juego matricial de matriz A = (a
ij
) se verica:
1. Los valores v
I
y v
II
son unicos.
2. Existe al menos una estrategia de seguridad para cada jugador.
3. v
I
 v
II
.
Denicion 1.3 Un juego matricial de matriz A = (a
ij
) tiene un punto de silla
en estrategias puras cuando se verica que:
v
I
= v
II
:
Este valor comun se llama valor del juego y es el menor elemento de su la y
el maximo de su columna. Se denota por v.
Denicion 1.4 Un punto de silla, si existe, es el pago correspondiente a una
pareja de estrategias de seguridad. Dichas estrategias, junto con el valor del
juego, constituyen una solucion del juego.
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Ejemplo 1.3 M. Shubik (1955) [85]. Supongamos que dos empresas disponen,
cada una de ellas, de 1 millon de unidades monetarias (u.m.) para realizar
publicidad de sus productos en una determinada area de mercado. Para su
campa~na pueden utilizar radio, television y prensa. El efecto esperado que
produciran las distintas posibilidades de publicidad viene recogido en la siguiente
tabla.
Radio T.V. Prensa No publ.
Radio 0 -0.5 0 2.5
T.V. 2 0 1.5 5
Prensa 1 -0.5 0 3.5
No publ. -2 -4 -3 0
Si las empresas pueden invertir en un solo medio publicitario, se observa
que el juego tiene un punto de silla, correspondiente a las estrategias consis-
tentes en hacer publicidad en television. En este caso, el resultado neto que
consiguen ambas empresas es el mismo que conseguiran si no hiciesen publici-
dad ninguna de las dos. Sin embargo, ninguna puede arriesgarse a elegir esta
estrategia pues en el caso de que su oponente no la escoja, saldra perjudicada.
Las estrategias que proporcionan los puntos de silla no tienen porque ser
unicas. Si existen mas de una pareja son equivalentes, es decir, proporcionan
el mismo valor del juego.
No todos los juegos de suma nula poseen un punto de silla en estrategias
puras como puede verse en el siguiente ejemplo.
Ejemplo 1.4 M. Shubik (1955) [85]. Supongamos que las empresas del ejem-
plo anterior pueden gastar su dinero en diferentes programas en los que se
utiliza mas de un medio publicitario. Si pueden elegir entre tres programas
diferentes, los efectos de las decisiones de ambas empresas vienen recogidos en
la siguiente tabla
Programa 1 Programa 2 Programa 3
Programa 1 2 4 -2
Programa 2 4 2 -2
Programa 3 -2 -2 3
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En este caso no hay punto de silla, ya que el valor maximin del juego,
v
I
, es -2 y el valor minimax v
II
es 3.
En los juegos sin punto de silla, si un jugador descubre la estrategia
elegida por el otro, este ultimo puede salir perjudicado. Por ello, lo ideal es
mantener la eleccion de las estrategias a seguir, fuera del alcance del oponente.
Una forma de conseguir esto consiste en seleccionar las estrategias al azar. Es
decir, mezclar las estrategias de acuerdo con alguna distribucion de probabili-
dad en el conjunto de las estrategias puras del jugador.
Denicion 1.5 Una estrategia mixta para un jugador es una distribucion de
probabilidad en el conjunto de sus estrategias puras.
En general, si un jugador tiene n estrategias puras, una estrategia mixta
para el, es una n-tupla x = (x
1
; : : : ; x
n
) tal que
P
n
i=1
x
i
= 1; 0  x
i
 1, donde
x
i
indica la probabilidad con que el jugador seleccionara su i-esima estrategia
pura.
El conjunto de estrategias mixtas siempre incluye a todas las estrate-
gias puras porque estas ultimas, pueden considerarse como un caso especial de
estrategia mixta en que la correspondiente estrategia pura se juega con proba-
bilidad 1 y todas las demas con probabilidad cero.
Sea A = (a
ij
); 1  i  n; 1  j  m, la matriz de pagos del juego, X e
Y los conjuntos de estrategias mixtas de los jugadores I y II respectivamente.
X = fx 2 R
n
:
n
X
i=1
x
i
= 1; x
i
 0; i = 1; : : : ; ng
Y = fy 2 R
m
:
m
X
j=1
y
j
= 1; y
j
 0; j = 1; : : : ;mg
Para analizar el resultado del juego cuando uno o ambos jugadores uti-
lizan estrategias mixtas, podemos utilizar el concepto de valor esperado. En
este caso la funcion de pagos del juego es
v(x; y) =
n
X
i=1
m
X
j=1
x
i
a
ij
y
j
; x 2 X; y 2 Y
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que es el valor esperado de conseguir los pagos del juego con la combinacion de
estrategias mixtas x 2 X , y 2 Y .
Los distintos conceptos estudiados en estrategias puras pueden exten-
derse al caso de las estrategias mixtas.
Denicion 1.6 Para cada estrategia mixta x 2 X, el nivel de seguridad del
jugador I es el valor esperado que puede asegurarse con esa estrategia, prescin-
diendo de las acciones del jugador II.
v
I
(x) = min
y2Y
v(x; y)
Para cada estrategia mixta y 2 Y , el nivel de seguridad del jugador II es el
valor esperado que puede asegurarse con esa estrategia, prescindiendo de las
acciones del jugador I.
v
II
(y) = max
x2X
v(x; y)
Denicion 1.7 El valor maximin en estrategias mixtas del jugador I es
v
M
I
= max
x2X
min
y2Y
v(x; y)
Una estrategia de seguridad o estrategia maximin es la que proporciona al ju-
gador su valor maximin.
El valor minimax en estrategias mixtas del jugador II es
v
M
II
= min
y2Y
max
x2X
v(x; y)
Una estrategia de seguridad o estrategia minmax es la que proporciona al ju-
gador su valor minimax.
Teorema 1.2 En un juego matricial de suma nula se verica:
1. Los valores v
M
I
y v
M
II
son unicos.
2. Al menos existe una estrategia mixta de seguridad para cada jugador.
3. Los niveles de seguridad en estrategias puras y mixtas verican: v
I
 v
M
I
y v
M
II
 v
II
.
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Denicion 1.8 Las estrategias mixtas x

2 X, y

2 Y son optimas para los
jugadores I y II, respectivamente si
v
M
I
= min
y2Y
v(x

; y) = min
y2Y
x
t
Ay; v
M
II
= max
x2X
v(x; y

) = max
x2X
x
t
Ay

El nivel de seguridad para una estrategia mixta x^ 2 X viene dado por
v
I
(x^) = min
y2Y
x^
t
Ay; cuya valoracion puede obtenerse por medio del problema
dual del anterior
max (x^)
s.a. e(x^)  x^
t
A
x^ 2 X; (x^) 2 R
siendo e = (1; : : : ; 1)
t
: Las estrategias que proporcionan los mejores niveles de
seguridad son las que verican
v
M
I
= max
x2X
v
I
(x)
Estas estrategias, as como el valor del juego, pueden obtenerse a traves
del siguiente problema de programacion lineal
max v
I
s.a. e v
I
 x
t
A
x 2 X
Podemos realizar el mismo razonamiento para el segundo jugador. Al
tratar de minimizar su nivel de seguridad de forma que limite al otro jugador,
llegamos a otro problema de programacion lineal de la forma
min v
II
s.a. Ay  v
II
e
y 2 Y
Si comparamos estos dos problemas vemos que son duales, por lo que
si ambos tienen soluciones optimas x

, y

entonces v

I
= v

II
, es decir, las
estrategias optimas se autolimitan en lo que se conoce como teorema minimax.
Teorema 1.3 (Teorema Minimax) En todo juego bipersonal nito de suma
cero, existen estrategias mixtas optimas x

2 X, y

2 Y , para cada jugador y
se verica v
M
I
= v
M
II
= v

, siendo v

el valor del juego.
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Este resultado pone de maniesto que las estrategias de seguridad optimas
no solo optimizan los niveles de seguridad de cada jugador, sino que limitan los
pagos del oponente.
El teorema minimax fue demostrado por von Neumann en 1928, y poste-
riormente se han establecido diversas demostraciones entre las que destaca la de
Kakutani de 1941, empleando el teorema del punto jo de Brouwer. Por medio
de la teora de la dualidad de la programacion lineal, como se ha indicado
anteriormente, y a traves del metodo del simplex se obtienen las estrategias
optimas de cada jugador y el valor del juego de forma rapida.
Ejemplo 1.5 M. Shubik (1955) [85]. Consideremos el juego descrito en el
ejemplo 1.4. Para encontrar las estrategias optimas, el jugador I debe resolver
el siguiente problema lineal:
max v
s.a. 2x
1
+ 4x
2
  2x
3
 v
4x
1
+ 2x
2
  2x
3
 v
 2x
1
  2x
2
+ 3x
3
 v
x
1
+ x
2
+ x
3
= 1
x
i
 0; i = 1; 2; 3:
Mediante el metodo del simplex obtenemos la estrategia optima del jugador I
x = (1=4; 1=4; 1=2) y el valor del juego v = 1=2. La estrategia consiste en
utilizar la primera estrategia pura con probabilidad 1/4, la segunda estrategia
pura con probabilidad 1/4, y la tercera con probabilidad 1/2. Con esta estrategia
se obtiene un pago esperado de 1/2.
A veces, las estrategias de uno o mas jugadores estan sometidas a res-
tricciones adicionales, dando lugar a los denominados juegos restringidos. Este
tipo de juegos permiten una formulacion mas realista y practica de ciertos
problemas de decision bajo incertidumbre. As, un jugador puede incorporar
al conjunto de sus estrategias restricciones que representen limitaciones de re-
cursos, relaciones tecnicas, o considerar la posible informacion que un jugador
posea acerca de la frecuencia relativa con que su oponente utiliza sus estrate-
gias.
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Charnes (1963) [24] establecio la equivalencia entre ciertos problemas li-
neales y los juegos matriciales en los que las estrategias mixtas estan sometidas
a restricciones lineales. En algunos casos particulares interesantes, el conjunto
de restricciones adicionales puede representarse en funcion de sus puntos ex-
tremos, lo que permite el tratamiento del problema en terminos de un juego
transformado ( Monroy, 1996 [61]), como se ilustra en el siguiente ejemplo.
Ejemplo 1.6 Consideremos el juego bipersonal de suma nula cuya matriz de
pagos es:
0
B
B
@
4 6 0
6 4 0
0 0 5
1
C
C
A
Las estrategias optimas, el jugador I se obtienen a partir del problema
lineal
max v
s.a. 4x
1
+ 6x
2
 v
6x
1
+ 4x
2
 v
5x
3
 v
x
1
+ x
2
+ x
3
= 1
x
i
 0; i = 1; 2; 3:
La estrategia optima para el jugador I es x = (1=4; 1=4; 1=2) y el valor
del juego v = 2:5.
Supongamos que la distribucion de probabilidad sobre el conjunto de las
estrategias puras del jugador I, esta sometida a la siguiente ordenacion
x
1
 x
2
 x
3
 0
y la distribucion de probabilidad sobre el conjunto de estrategias puras del ju-
gador II, esta ordenada de la forma
y
1
 y
2
 y
3
 0
Los jugadores I y II deben determinar respectivamente
max
x2S
min
y2T
x
t
Ay min
y2T
max
x2S
x
t
Ay
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siendo
S = fx 2 X : x
1
 x
2
 x
3
 0g
T = fy 2 Y : y
1
 y
2
 y
3
 0g
Los conjuntos de estrategias S y T pueden representarse en funcion de
sus puntos extremos como
S = fx 2 X : x = P;  2 R
3
;
3
X
i=1

i
= 1; 
i
 0; i = 1; : : : ; 3g
T = fy 2 Y : y = P;  2 R
3
;
3
X
j=1

j
= 1; 
j
 0; j = 1; : : : ; 3g
siendo P la matriz de puntos extremos
0
B
B
@
1 1=2 1=3
0 1=2 1=3
0 0 1=3
1
C
C
A
El problema se transforma en un juego sin restringir cuya matriz de
pagos es P
t
AP , dada por
0
B
B
@
4 5 10=3
5 5 10=3
10=3 10=3 25=9
1
C
C
A
Las estrategias optimas de este juego transformado son


= (1; 0; 0)
t


= (0; 0; 1)
t
por lo que las estrategias optimas del juego restringido se obtienen como
x

= P

= (1; 0; 0) y

= P

= (1=3; 1=3; 1=3)
y el valor del juego es v

= 10=3.
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2.2. Puntos de equilibrio
Una de las propiedades mas interesantes de las estrategias optimas en los
juegos matriciales, es que cuando ambos jugadores las utilizan, ninguno de ellos
se benecia si cambia a otra estrategia, mientras que el contrario se mantiene
en la optima.
Supongamos que los jugadores I y II juegan sus estrategias optimas x

;
y

, respectivamente. Si el jugador II sigue jugando y

y el jugador I cam-
bia a otra estrategia x, no obtendra mas ganancias que si continua jugando
x

; y recprocamente. Estas estrategias forman en cierto modo, un equilibrio.
Establezcamos formalmente la denicion de par de estrategias en equilibrio.
Denicion 1.9 Un par de estrategias x

2 X, y

2 Y es un punto de equilibrio
para un juego matricial de matriz A si:
v(x; y

)  v(x

; y

)  v(x

; y) 8x 2 X; 8y 2 Y
o bien:
x
t
Ay

 x
t
Ay

 x
t
Ay 8x 2 X; 8y 2 Y
La primera desigualdad establece que x

es la mejor respuesta del jugador
I a la estrategia y

del jugador II, y la segunda establece que y

es la mejor
respuesta del jugador II a la estrategia x

del jugador I.
Puede ocurrir que un juego matricial tenga mas de un punto de equi-
librio, pero en este caso son intercambiables y equivalentes, es decir, pueden
combinarse entre s para formar un nuevo punto de equilibrio y ademas todos
proporcionan el mismo pago.
En los juegos de suma nula los conceptos de solucion considerados, es-
trategias optimas y puntos de equilibrio, son equivalentes
Teorema 1.4 Sean x

2 X, y

2 Y , un par de estrategias de un juego matri-
cial, (x

; y

) es un punto de equilibrio del juego si y solo si (x

; y

; v

) es una
solucion del juego.
Este resultado establece que las estrategias optimas forman pares de
estrategias en equilibrio y son los unicos puntos de equilibrio. El teorema 1.4,
puede reinterpretarse en terminos de solucion de un juego como:
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Corolario 1.1 Si un juego matricial tiene mas de una solucion, todas propor-
cionan el mismo valor del juego.
Ejemplo 1.7 Una empresa tiene dos compa~nas, A y B, que, en media, pagan
a Hacienda anualmente 4.000.000 u.m. y 12.000.000 u.m. respectivamente.
Para cada una de las compa~nas, la empresa puede declarar sus ingresos reales
y pagar los impuestos correspondientes, o bien falsicar su contabilidad y evitar
el pago de impuestos. El servicio de inspeccion de Hacienda solo tiene medios
para investigar una compa~na cada a~no. Si investiga una compa~na con ingre-
sos falsos, descubriran el fraude, y la compa~na tendra que pagar los impuestos
correspondientes mas una multa que sera el doble de lo defraudado. Se de-
sea obtener la estrategia optima para la inspeccion de Hacienda, si esta desea
maximizar los ingresos.
Las estrategias de Hacienda son:
I
1
: Investigar la compa~na A.
I
2
: Investigar la compa~na B.
Las estrategias de la empresa son:
II
1
: Declarar los ingresos reales de A y B.
II
2
: Declarar ingresos reales de A y falsos de B.
II
3
: Declarar ingresos reales de B y falsos de A.
II
4
: Declarar ingresos falsos para A y B.
La matriz de pagos en millones de u.m. es
II
1
II
2
II
3
II
4
I
1
16 4 24 12
I
2
16 40 12 36
El valor del juego es v = 16 y corresponde a las estrategias optimas
x

= (; 1  ) , 1=3    2=3, y

= (1; 0; 0; 0), es decir y

= II
1
.
Cuando se generalizan estos resultados, bien a juegos de n personas, con
n > 2, o bien a juegos de suma no nula, las propiedades de las estrategias en
equilibrio, de ser equivalentes e intercambiables se pierden. Es decir, un par
de estrategias maximin no tiene que ser necesariamente un par de estrategias
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en equilibrio, o viceversa. Todos los puntos de equilibrio no proporcionan
necesariamente el mismo pago, por lo que no hay un concepto unico de solucion
del juego.
3. Juegos continuos escalares
En este apartado abordaremos el estudio de los juegos bipersonales con-
tinuos. En estos juegos cada jugador dispone de un continuo de estrategias
puras. Usualmente se las suele asociar con el intervalo [0; 1]. Obviamente,
es cierto que existe una biyeccion entre todo conjunto con la cardinalidad del
continuo y el intervalo [0; 1]. Sin embargo, tambien es cierto que con esta trans-
formacion muchas de las propiedades de las funciones de pago del juego original
pueden perderse. Por ello a veces es mas razonable mantener la estructura del
conjunto original de estrategias y estudiar los juegos continuos en sus espacios
originales. De cualquier forma, el analisis detallado de la problematica de es-
tas transformaciones esta fuera del alcance de este libro y en lo que sigue nos
reduciremos a considerar los juegos continuos sobre sus espacios originales.
Consideremos dos espacios de estrategias puras X e Y respectivamente
para los jugadores I y II. Supongamos que para todo par de estrategias puras
(x; y) 2 X  Y tenemos denida una funcion de pago K(x; y), usualmente lla-
mada nucleo. Una estrategia mixta en este juego sera una medida normalizada
(probabilidad) sobre el conjunto de estrategias puras. Supongamos que F (res-
pectivamente G) es una probabilidad sobre X (respectivamente Y ), conjunto
de estrategias puras del jugador I (respectivamente II).
Si el jugador I juega su estrategia pura x y el jugador II su estrategia
mixta G el valor esperado del juego sera
E(x;G) =
Z
Y
K(x; y)dG(y)
donde estamos integrando en el sentido de Lebesgue-Stieltjes con respecto a la
medida inducida por G.
Si el jugador II juega su estrategia pura y y el jugador I su estrategia
mixta F el valor esperado del juego sera
E(F; y) =
Z
X
K(x; y)dF (x):
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Por lo tanto, si el jugador I juega segun F y el jugador II segun G, el valor
esperado del juego vendra dado por:
E(F;G) =
Z
XY
K(x; y)d(F G)
donde F G es la medida producto de las medidas F y G denidas sobre los
conjuntos de estrategias puras de cada jugador.
Ahora siguiendo el mismo tratamiento que en el caso con un numero
nito de estrategias puras podremos denir el valor del juego como el unico
valor (caso de existir) que verica:
v
I
= v
II
siendo:
v
I
= sup
F
inf
y
E(F; y)
v
II
= inf
G
sup
x
E(x;G):
La pregunta logica es cuando estos juegos tienen valor y mas aun cuando
existe una estrategia optima. Esto es, establecer cuando existen valores para
los cuales los nmos y supremos anteriores se alcancen. A ambas cuestiones
es facil darle respuesta. En este sentido puede probarse el siguiente teorema
(vease Owen 1982 [71]).
Teorema 1.5 Si los conjuntos de estrategias puras de ambos jugadores son
conjuntos compactos y el nucleo K es una funcion continua, entonces:
1. v
I
= v
II
2. Los operadores inf sup y sup inf pueden sustituirse por minmax y maxmin.
Adicionalmente, es posible cuestionarse bajo que condiciones puede al-
canzarse el valor del juego en estrategias puras. Esta pregunta se responde
introduciendo el concepto de juego concavo-convexo.
Denicion 1.10 Un juego continuo es concavo-convexo si su nucleo K(x; y)
es una funcion convexa en x para cada y jo y concava en y para cada x.
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Para este tipo de juegos, admitiendo ademas alguna hipotesis adicional
de continuidad es posible asegurar la existencia de estrategias optimas en es-
trategias puras.
Teorema 1.6 Todo juego concavo-convexo con nucleo K continuo sobre con-
juntos de estrategias puras convexos y compactos alcanza el valor del juego en
estrategias puras.
4. Juegos por objetivos
Un problema que surge inmediatamente con respecto al concepto de
estrategia mixta es su relevancia cuando el juego se juega una sola vez. Esto
deriva del hecho de que la nocion de pago esperado, es decir, la cantidad que
un jugador racional desea maximizar, parece solo aplicable a un juego repetido
varias veces. Pero en un juego que se juega una sola vez puede no tener sentido
escoger una estrategia, de acuerdo con la distribucion de probabilidad asociada.
Una estrategia mixta x proporciona al jugador un valor esperado v(x) que es
una media ponderada y puede aceptarse si dicha estrategia se usa un gran
numero de veces. Sin embargo, si se utiliza una sola vez la posibilidad de que
el jugador obtenga un valor menor que v(x) puede ser grande. Si con una
estrategia pura I
i
se obtiene un valor v(I
i
) muy proximo a v(x) no parece
razonable que el jugador se arriesgue tanto en obtener valores inferiores a uno
que tiene seguro, v(I
i
), por aumentar su nivel de seguridad, ya que al realizar
el juego una unica vez es posible que salga perdiendo.
Parece, pues, un poco arriesgado el criterio de escoger entre las estrate-
gias mixtas. Sera mas adecuado que el jugador hiciera crecer su nivel de
seguridad, pero asegurandose una ganancia real cada vez que realice el juego.
Nosotros proponemos un nuevo enfoque en el estudio de los juegos, que
complementa al estudio tradicional, pues podremos asegurar la consecucion
de objetivos en una situacion conictiva con una cierta probabilidad. Esta
perspectiva mejora el desarrollo clasico que se apoya en la repeticion de las
situaciones, que nunca suelen ser las mismas, ya que los conictos suelen cam-
biar cuando cambian las situaciones. Cuando se conoce la probabilidad con
20 Avances en teor

a de juegos
que puede ocurrir un resultado, se consigue que los objetivos que se marquen
las partes en conicto sean mas realistas.
4.1. Juegos matriciales por objetivos
Consideremos un juego bipersonal, nito de suma nula, en forma normal.
Sea A = (a
ij
); 1  i  n; 1  j  m, la matriz de pagos del juego y X e Y los
conjuntos de estrategias mixtas de los jugadores I , y II , respectivamente.
Analizamos el problema desde el punto de vista del jugador I. Sea P 2 R
un objetivo establecido por dicho jugador. Para determinar las estrategias
basadas en la probabilidad de conseguir el objetivo P , formulamos un juego de
suma nula llamado juego matricial por objetivos.
Denicion 1.11 La funcion de pagos del juego por objetivos para cada par de
estrategias x 2 X, y 2 Y , viene dada por
v(x; y) = x
t
A
P
y
donde
A
P
= (
ij
) i = 1; : : : ; n j = 1; : : : ;m

ij
=
(
1 si a
ij
 P
0 en otro caso
v(x; y) es la probabilidad de obtener al menos P en el juego original
cuando el jugador I juega su estrategia x 2 X y el jugador II juega su estrategia
y 2 Y .
Como v(x; y) depende de la estrategia que juegue el jugador II, conside-
raremos el peor de los casos, es decir, supondremos que el jugador II escogera
una estrategia y 2 Y que proporcione el valor mnimo de v(x; y). Por ello, para
cada x 2 X , el jugador I obtendra:
v(x) = min
y2Y
v(x; y) = min
y2Y
x
t
A
P
y = min
1jm
n
X
i=1
x
i

ij
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Denicion 1.12 El nivel de seguridad del juego por objetivos para el jugador
I es la maxima probabilidad de obtener el objetivo P que el jugador I puede
asegurarse prescindiendo de las acciones de el jugador II.
Viene dado por:
v = max
x2X
v(x) = max
x2X
min
y2Y
v(x; y) = max
x2X
min
y2Y
x
t
A
P
y
Denicion 1.13 Una estrategia x 2 X es una estrategia de seguridad de nivel
P para el jugador I, si v = min
y2Y
x
t
A
P
y
El siguiente resultado caracteriza a las estrategias de seguridad de nivel
P y proporciona un procedimiento para resolver los juegos de suma nula por
objetivos.
Teorema 1.7 Las estrategias de seguridad de nivel P y la maxima probabili-
dad de obtener al menos el objetivo P vienen dadas por la solucion del juego
bipersonal de suma nula cuya matriz de pagos es A
P
.
Demostracion: Para x = (x
1
; x
2
; : : : ; x
n
) 2 X , e y = (y
1
; y
2
; : : : ; y
m
) 2 Y , el
valor esperado del juego de suma nula de matriz A
P
es:
v(x; y) = x
t
A
P
y =
n
X
i=1
m
X
j=1
x
i
y
j

ij
Para cada i = 1; : : : ; n sea Y
i
la suma de las y
j
en las columnas que
tienen un elemento igual a 1 en la la i-esima, es decir,
Y
i
=
m
X
j=1
y
j

ij
i = 1; : : : ; n
La probabilidad de obtener un pago mayor o igual que P cuando los
jugadores utilizan las estrategias x e y es:
n
X
i=1
x
i
Y
i
=
n
X
i=1
m
X
j=1
x
i
y
j

ij
= v(x; y)
2
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Observacion: Si existe un i tal que 
ij
= 1, para j = 1; : : : ;m, entonces uti-
lizando la estrategia pura i-esima de el jugador I, la probabilidad de conseguir
al menos el objetivo P es 1. Si existe j tal que 
ij
= 0 para i = 1; : : : ; n,
entonces la probabilidad de conseguir al menos el objetivo P es 0, porque la
estrategia pura j-esima del jugador II impide al jugador I obtener mas de este
valor.
Ejemplo 1.8 Consideremos el juego bipersonal de suma nula con matriz de
pagos
0
B
B
B
B
@
2 15 8 4
10 7 2 7
8 4 10 7
7 14 4 11
1
C
C
C
C
A
Supongamos que el jugador I desea conocer la probabilidad de obtener el
objetivo P = 6, y las estrategias para lograrlo. La matriz A
p
inducida por P =
6 es
0
B
B
B
B
@
0 1 1 0
1 1 0 1
1 0 1 1
1 1 0 1
1
C
C
C
C
A
y el problema que hemos de resolver es:
max v
s.a. x
2
+ x
3
+ x
4
 v
x
1
+ x
2
+ x
4
 v
x
1
+ x
3
 v
x
2
+ x
3
+ x
4
 v
x
1
+ x
2
+ x
3
+ x
4
= 1
x
i
 0; i = 1; 2; 3:
cuya solucion es v = 2=3 y x

= (1=3; 1=3; 1=3; 0), es decir, la probabilidad de
conseguir al menos el objetivo P = 6 es 2/3, y la estrategia de nivel de seguridad
P es x

= (1=3; 1=3; 1=3; 0). El valor esperado de este juego es v = 7; 67619
que se conseguira con una probabilidad de 1/2.
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4.2. Descomposicion del espacio de objetivos
Hasta ahora hemos estudiado el problema para un objetivo conocido P ,
pero podemos realizar un analisis global cuando no disponemos de ninguna
informacion sobre el objetivo que el jugador quiere alcanzar. Los posibles
objetivos que el jugador puede obtener se encuentran entre el menor y el mayor
elemento de la matriz de pagos A. A este segmento lo llamamos espacio de
objetivos.
A su vez el espacio de objetivos puede particionarse, de forma que todos
los objetivos que pertenencen al mismo segmento se alcanzan con la misma pro-
babilidad. Para determinar estas probabilidades en cada uno de los segmentos
de la particion, aplicamos el teorema 1.7 de forma ordenada y consideramos
analisis de sensibilidad de programacion lineal.
Supongamos que la matriz A tiene r elementos distintos. Dichos elemen-
tos 
1
; 
2
; : : : ; 
r
, se ordenan de manera creciente. Los conjuntos que forman
la particion del espacio de objetivos son
(
i 1
; 
i
] i = 2; : : : ; r
y el punto 
1
.
4.3. Proceso secuencial de resolucion
Consideramos la matriz A
P
para el objetivo P = 
r
, y resolvemos el
juego bipersonal de suma nula con matriz de pagos A
P
. El valor de este juego
es la probabilidad de que el jugador I obtenga un pago de al menos P en el
juego original, para cualquier P 2 (
r 1
; 
r
].
En el siguiente paso, consideramos la matriz A
P
para el objetivo P =

r 1
. Usando la informacion obtenida en el paso anterior, (base optima),
resolvemos el juego bipersonal de suma nula con esta matriz de pagos. El valor
del juego es la probabilidad de que el jugador I obtenga al menos el objetivo P
en el juego original, para cualquier P 2 (
r 2
; 
r 1
]. Si obtenemos la misma
solucion que en el paso anterior, los dos segmentos, (
r 1
; 
r
] y (
r 2
; 
r 1
],
pueden colapsarse en uno solo, (
r 2
; 
r
].
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El procedimiento continua hasta la primera vez que se obtenga una ma-
triz A
P
con todos los elementos de una la igual a 1. Si esto ocurre para el
objetivo P = 
s
, entonces la probabilidad de alcanzar cualquier objetivo P tal
que P  
s
es igual a 1.
El algoritmo siguiente proporciona los valores de estas probabilidades.
Algoritmo
Paso 1: Inicializar todos los elementos de A
P
a cero.
Paso 2: Determinar la posicion (i j) correspondiente al mayor elemento en la ma-
triz A aun no considerado. Poner un 1 en la posicion (i j) de la matriz
A
P
.
Paso 3: > Tiene A
P
alguna columna con todos los elementos igual a 0?
Si: ir al paso 2
No: ir al paso 4
Paso 4: Resolver el juego de suma nula de matriz A
P
. Escribir la solucion.
Paso 5: > Tiene A
P
alguna la con todos sus elementos igual a 1?
Si: ir al paso 6
No: ir al paso 2.
Paso 6: Fin.
Con este procedimiento obtenemos el conjunto de soluciones para todos
los objetivos posibles P , y el jugador I escogera entre ellos segun el riesgo que
quiera asumir.
Ejemplo 1.9 : Consideremos el juego bipersonal de suma nula del ejemplo
anterior, cuya matriz de pagos es
0
B
B
B
B
@
2 15 8 4
10 7 2 7
8 4 10 7
7 14 4 11
1
C
C
C
C
A
Los segmentos que forman la particion del espacio de objetivos son
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2, (2,4], (4,7], (7,8], (8,10], (10,11], (11,14], (14,15]
Las probabilidades de obtener los objetivos que pertenecen a cada seg-
mento y el correspondiente conjunto de estrategias de seguridad de nivel P
son:
Segmento Probabilidad Conjunto
2 1 X
(2,4] 1 convf(0,0,1,0),(0,0,0,1)g
(4,7] 2/3 convf(1/3,1/3,1/3,0),(1/3,0,1/3,1/3)g
(7,8] 1/2 f(0,0,1/2,1/2)g
(8,10] 1/3 f(0,1/3,1/3,1/3)g
(10,11] 0 X
(11,14] 0 X
(14,15] 0 X
donde convfa,bg es el cierre convexo de los vectores a,b. Gracamente
6
-
1
1/3
15
]
4 7
8
(
10
2/3
1/2
]
( ]
( ]
( ]
Observemos que el jugador I obtendra al menos el objetivo P = 7 con
probabilidad 2=3; 8x 2 convf(1=3; 1=3; 1=3; 0); (1=3; 0; 1=3; 1=3)g; 8y 2 Y .
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Sin embargo, la probabilidad de conseguir el objetivo P = 9 es 1=3 con x =
(0; 1=3; 1=3; 1=3); 8y 2 Y:
Notese que para los juegos con nucleo continuo tratados en la seccion 3
tambien sera posible denir objetivos y su correspondiente analisis como juego
por objetivos. Todos los argumentos expuestos anteriormente seran validos
sin mas que denir para un objetivo P un nuevo nucleo K
P
a traves de la
expresion:
K
P
(x; y) =
(
0 si K(x; y) < P
1 si K(x; y)  P:
Sin embargo, ahora no es posible asegurar el teorema minimax, ni tan siquiera
la existencia de estrategias optimas puesto que con esta denicion el nuevo
nucleo deja de ser continuo y no podramos aplicar los resultados expuestos
previamente en esta seccion. Es por tanto una cuestion interesante el estudio
de los juegos continuos por objetivos.
