Abstract In this paper, we present a novel cluster-based data storage (CBDS) management protocol addressing environment monitoring application in wireless sensor networks, where the query for data is not real-time and the sensing data must be stored for future analysis. Since the amount of data generated by sensor nodes is much greater than the nodes' available storage, the CBDS need to reduce the data size by clustering and aggregating the raw data on temporal and spatial dimensions according to the observer's requirement. This strategy can store the data for long time. It provides significant saving in the size of stored data, which makes the WSN to work for longer time period without exhausting storage space. Furthermore, CBDS performs load balancing of energy power and storage resource (ICCT'06).
INTRODUCTION
Wireless Sensor Networks (WSN) can offer unprecedented opportunities for observing the physical world by dense sensing of the environment [1] . Environment monitoring is one of the main applications of WSN. In this class of applications (e.g., greenhouse, agriculture field, and forest), sensor nodes are long-term densely deployed and queries for sensor data are neither frequent nor real-time critical. Consequently, the data obtained from the sensors need to be stored temporarily within the network and used in response to dynamic queries, or collected by an observer for offline detail analysis, such as mining of sensor logs to detect unusual patterns, historical trends or future trends [2] .
One of the key challenges in WSN, which is broadly referred to as data management, is the storage and query of useful sensor data from the resource-constrained nodes [1] . Most of the previous work has focused on power-efficient innetwork query processing. Actually, in the data-intensive application (e.g., environment monitoring), there is an additional finite resource: the available storage at the sensors. Once the available storage space is exhausted, a sensor can no longer collect and store data locally unless they delete or compress older data. So the sensors that run out of storage space cease to be useful. Effective data management protocol must balance these two resources to prolong the network's lifetime. How to use the limited storage of a sensor to store the large amount of useful sensor data effectively and assure energy efficiency at the same time is the main problem to be considered in this paper.
One traditional storage management approach is storing the raw data to a base-station (BS) located outside the WSN [3] . It incurs significant energy expenditure to send every sensor's reading to an external site, which severely decreases the deployment lifetime. Another common approach is to store the sensing data locally [3] . In this way, the storage resource might be exhausted quickly because of the large amount of data. However, the observer may not be interested in the raw data of a single node but an average value of a group of sensors in a small area. Therefore, there need some strategies to aggregate raw data and to store only aggregation results in WSN, which can store more data for longer time.
In addition, what is different from the energy power is the storage resource is re-assignable. We can distribute rich data to every node in WSN.
In this paper we present CBDS, a Cluster-Based Data Storage management protocol. In CBDS, every node belongs to a cluster according its geographical location. There is only one cluster-head (CH) in a cluster anytime. The CH collects sensing data and aggregates them in network. These result after in-network aggregation are stored in CH until they are sent to a BS periodically (e.g., once per week or month) for offline analysis.
II. RELATED WORK There are three canonical storage strategies currently. Centralized Storage: The conventional approach is to store all of the time series data generated by sensor nodes to a central repository (or BS) external to the sensing environment. In a network of n nodes, the communication cost is on the order of the diameter of the network for each This work is supported by the Natural Science Foundation of China under contact 60374072, 60434030) piece of data sent, or°(n) [3] . The centralized storage approach might be reasonable if the data size is small and the data generation rate is low. The Great Duck Island experiment is an example of such storage strategy [4] . As the useful data rate and the network scale increases, this approach may become unfeasible due to the aggregation and bottleneck costs of transmitting all data towards a network gateway, potentially over multiple hops.
Local Storage: In a fully local storage scheme, all sensor data are stored locally at the sensing node that detected them. There is no communication cost when storing the sensor data. However, in-network search and query processing can potentially incur high energy cost. Because data can reside anywhere in the network, a query must be flooded to all storage nodes in the network, which costsO(n). Responses are sent back to the source of the query at a cost of O(1n) [3] .
The routing protocol of Directed Diffusion [10] followed such a paradigm. There are three drawbacks of such a scheme. First, for queries that are not geographically scoped, search cost ()n)) might be prohibitive for large networks with frequent queries. Second, queries that process spatialtemporal data (e.g.: edges) need to perform significant distributed data processing each time a query is posed, which can be expensive. Third, these techniques need to be enhanced to deal with storage limitations on sensor nodes.
Distributed Index Storage: Many recent researches focus on data indexing storage schemes for WSNs [5, 6, 7] . These techniques differ in the aggregation mechanisms used, but are loosely based on the idea of geographic hashing and structured replication. One such indexing scheme is DataCentric Storage (DCS) that provides a hash function for mapping from event name to location [3, 5] . DCS constructs a distributed storage structure that groups events together spatially by their named type. Names are considered to be arbitrary keys to the hash function and are the basic unit of categorization. Distributed index of features (DIFS) [6] and Distributed Multi-dimensional Range Queries (DIM) [7] extend the data-centric storage approach to provide spatially distributed hierarchies of indexes to data. In these two techniques, the storage atom is a high-level event that is described with attributes that each has associated numerical values. The communication cost to store a datum is0(F); and the costs to send a query and retrieve data are each°(1n).
The four methods mentioned above work well when the sensing data are uniform distributions. However, real world data distributions are often skewed, which can result in storage and communication hotspots in WSN.
III. THE DESIGN OF CBDS As described previously, effective storage management protocols must balance storage and energy resources to prolong the network's useful lifetime. There are three main design goals of a storage management protocol. The maximal number of CM 1) Energy efficiency: Sensor nodes are energyconstrained. As a consequence, any storage management scheme should be designed with the goal of energy efficiency in mind.
2) Storage efficiency: The storage space is limit compared with great data. Efficient use of storage space enable node to store data continuously for longer time period.
3) Storage load balancing: Different sensor may have different data sample rates. It is desirable that the storage be load balanced to avoid exhausting the storage and losing their data at high sample rate sensors.
The key of CBDS is to construct a storage scheme that satisfies the requirements of data-rich, offline complicate scientific research, and massive storage requirements. The offline research could be complicate queries, OLAP, or data mining. So CBDS must guarantee the correctness of data stored in CH. The following is the detail design of CBDS.
A. Assumption and Parameter Definition CBDS makes two assumptions that are consistent with the literature [5] . First, all nodes know the approximate geographic boundaries of the network. Second, each node knows its geographic location (node locations can be automatically determined by a localization system or by other means). The transmitting of two nodes is built upon the GPSR geographic routing protocol [8] . Table 1 is the parameter definition in our paper.
B. Zone Division
In environment monitoring applications, the observer of a network is more interested in aggregation of some little geographical range than single sensor reading. We can divide the sensor field into zones. Each zone is a minimal unit the user interested in. We adopt the method described in literature [7] to partition a rectangle R which is the x-y plan. R is the bounding rectangle that the WSN coverage. We borrow the idea of k-d-tree to build a geographic localitypreserving hash that maps a code to a little geographic zone (as Fig. 1 ). We can define the address of a zone to be the centroid of the zone. The code and address of a zone can each be computed from the other. Furthermore, the diagonal of a zone is w, r<w<2r, Which guarantee the node in a zone can communicate with each other over one-hop.
C. Clustering All nodes with a zone belong to the same cluster and are in communication range with each other because r<w<2r. So each zone represents a cluster. The different cluster can be identified by different zone code. Given the node location and the overall boundary of a WSN, there is a distributed algorithm that enables each node to determine which cluster it belongs to. The sensing data can be identified by the zone code (it is the cluster code, too). A CH can distinguish whether the data come from its cluster member by the code. Only one CH is selected per zone (as show as Fig. 2) .
When selecting CH, we consider not only remainder energy of nodes but also remainder storage space.
Pch oc Eresidual Sresidual (1) In equation (1), Pch is a probability of a node becoming a CH. Eresidual and Sresidual is remainder energy and storage resource, respectively. The Pch is in direct proportion to Eresidual and Sresidual. The procedure of CH selecting can refer to the LEACH protocol [9] .
The preceding discussion identified that the CBDS is scalable. Data are stored in one-hop CHs. When the coverage range of WSN is larger, the average communication incurred by in-network storage does not increase. Furthermore, when increasing the number of WSN, we guarantee there are at most Mcm nodes are active in one cluster, the rest nodes can sleep until the next CH selection period, TCH, starts. What is more important is that it can economize energy efficiently and prolong the lifetime of network. The CH is selected according at the available energy thus CBDS can perform load balancing of the available storage space.
D. Data Collecting
Sensor applications depend on the ability to extract useful data from the network. The useful data is applicationspecific and, that is, it has different meaning in different application scenarios. In environment monitoring applications, there is a minimal granularity of useful sensor data. For instance, in greenhouse application, researchers care the average temperature every hour of some sensing field. So the average temperature every hour of some field is the minimal unit that will be stored. The data normally consists of summaries (or aggregations) rather than raw sensor readings. In this kind of application, we assume that Tsample<<TCH<<Tcollection and the user is interested in each as II Go 34 l t g a9 Figure 2 : The cluster division cluster's aggregation data per Tsampie. There are three steps in the data collection phase.
1) It is to compute the aggregation of sensor readings of a sample interval, Tsampie, at a single sensor node. We call this "temporal aggregation". The sensor readings in one sample interval can be seen happen simultaneously. So the aggregated result can enhance the precision of stored data in some significance. Sensor nodes send the aggregation results only to its CH. As a result, the communication cost is much smaller than sending the raw data.
2) The CH aggregates the data received from all its CMs into result data and stores the data. We call this "spatial aggregation". Different application has different degree of aggregation. We assume a data aggregation model where the CH is able to compress the size of the data by an aggregation ratio a(0o< a'. By controlling a we can consider different applications with different levels of available spatial correlation.
3) When the collection time dues, the current CH and the former CH send the stored data to the BS, if they still have data in it.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the performance of CBDS by simple computation. The simulation of performance will be done in the future.
In a sample interval, the total data generated in a cluster is:
m is the average number nodes per cluster. From equation (2) we can see whenm > M, the amount of data generated in a sample interval is invariable in a cluster. So when the density of network is increased, the amount of data per cluster keeps invariableness. As a result, the communication overload incurred by data of every cluster is not increased.
Whentm 2c by temporal aggregation, the number of data in a cluster is: (2) (3) V. CONCLUSION AND FUTURE WORK The above discussions identified if the WSN is storageconstrained, the CBDS enable storage load balancing and energy effective compared with centralized storage and local storage. More work need to be focused on implementation these protocols on real sensor hardware platforms such as Berkeley motes.
There are several interesting future directions that we intend to pursue. One is to design the distributed index that can support effective dynamic query. Furthermore, in this study we assume that all sensors have the same sample rates and the same aggregation ratios. Therefore, another direction will study this storage management problem wherein different sensor readings with different sample rates and aggregation ratios are stored in the WSN.
