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Sommario 
 
Il controllo dei sistemi nonlineari è un compito di difficoltà variabile a seconda dei casi a causa 
dell’infinita varietà di combinazioni degli stati che si possono incontrare. Per questo motivo è 
difficile trovare una metodologia di controllo unica che dia buoni risultati in tutti i casi possibili. 
Alcune tipologie di controllo applicabili richiedono che le equazioni che rappresentano il sistema 
verifichino particolari condizioni (feedback-linearization, inversione dinamica) oppure richiedono 
la conoscenza di una funzione di Lyapunov (clf). 
Il controllo mediante State-Dependent Riccati Equation (SDRE) è una metodologia 
recentemente introdotta e costituisce un procedimento sistematico per il controllo dei sistemi 
nonlineari. Le condizioni richieste per l’applicabilità della SDRE sono spesso verificate nella 
pratica e per questo motivo tale metodo consente di  controllare una grande varietà di sistemi. 
I principali limiti del controllo SDRE riguardano il costo computazionale e la mancanza di una 
garanzia a priori di stabilità. Nel presente lavoro viene proposto un nuovo metodo di 
implementazione on-line della SDRE basato sull’algoritmo di Newton. Viene inoltre presentata una 
nuova procedura per la stima della ROA di un sistema nonlineare, applicabile anche al caso di 
sistemi controllati mediante SDRE. Tale procedura produce risultati migliori rispetto ad un’altra 
recentemente introdotta. 
 
Parole chiave - SDRE, algoritmo di Newton, ROA. 
 
 
 
Abstract 
 
Controlling nonlinear systems is a hard task due principally to the infinite variety of possible 
combinations of the state variables. For this reason it is difficult to find a methodology which 
produces good results in all the cases. Some control techniques need that the system has some 
particular properties (feedback-linearization, dynamic inversion) while other techniques require a 
control Lyapunov function (clf). 
A recently introduced control technique is based on the so called State-Dependent Riccati 
Equation (SDRE) and this is a systematic control procedure. Conditions required from SDRE 
control techniques are often verified in practice and therefore SDRE control is applicable to a great 
variety of nonlinear systems. 
The main limits of the SDRE are represented by the computational load and the lack of an a 
priori stability guarantee. In this work we introduce a new method for solving on-line the SDRE. 
This new method is based on the Newton algorithm. We propose also a new technique to estimate 
the ROA of a nonlinear system. The new method produces best results than another technique 
recently introduced. 
 
Keywords – SDRE, Newton algorithm, ROA. 
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Introduzione 
 
Il controllo dei sistemi nonlineari è un problema che nel caso generale è di non facile soluzione. 
La difficoltà principale risiede nell’assenza di una metodologia di controllo unica che possa essere 
soddisfacente in tutti i casi. Per questo motivo il controllo dei sistemi nonlineari viene effettuato 
utilizzando tecniche diverse.  
Un metodo spesso utilizzato consiste nell’effettuare una linearizzazione del sistema nell’intorno 
di un suo punto di equilibrio e nell’applicare successivamente una delle ben note metodologie di 
controllo lineare, quali ad esempio LQR, LQG/LTR, H2, H∞. Effettuando la linearizzazione, però, si 
perdono informazioni sul sistema, soprattutto nelle regioni dello spazio di stato nelle quali la 
nonlinearità è più marcata. 
Le metodologie di controllo non basate sulla linearizzazione sono numerose e l’applicazione di 
una o dell’altra dipende dal particolare caso studiato. Ad esempio le metodologie basate sulle 
Control Lyapunov Functions (clf) prevedono la conoscenza di una funzione di Lyapunov per il 
sistema in esame. Sfortunatamente la determinazione di una clf è tuttora un problema aperto. 
Altre tecniche di controllo nonlineare si basano sull’inversione dinamica del sistema ma non 
sono sempre applicabili in quanto non è detto che l’inversione sia sempre possibile. 
Per raggiungere prefissate prestazioni di un sistema, è possibile utilizzare strategie di controllo 
ottimo nonlineare le quali richiedono la soluzione dell’equazione di Hamilton-Jacobi-Bellman che, 
a meno di casi particolari, non è risolvibile analiticamente. Inoltre il controllo ottimo nonlineare non 
garantisce l’asintotica stabilità del sistema controllato. 
Recentemente è stata proposta una metodologia alternativa che consente di controllare i sistemi 
nonlineari con un procedimento sistematico e che quindi può essere utilizzato per una grande 
varietà di sistemi nonlineari. Questo metodo è basato sulla cosiddetta State-Dependent Riccati 
Equation (SDRE). In sintesi l’applicazione di questo metodo di controllo comporta la risoluzione di 
un’equazione di Riccati algebrica (ARE) i cui termini dipendono dallo stato. I controllori ottenuti 
con questo procedimento sono sub-ottimi, nel senso che generano traiettorie che asintoticamente 
tendono a quelle ottime. I vantaggi dell’utilizzo della SDRE consistono nel combinare le strategie di 
controllo ottimo mediante un’opportuna scelta delle matrici di peso (anch’esse dipendenti dallo 
stato), con una metodologia sistematica che consente di non dover ricercare ad esempio una clf 
oppure l’espressione analitica dell’inversione dinamica. Tuttavia le tecniche di controllo SDRE 
soffrono della mancanza di garanzia di stabilità se non nell’intorno dell’origine, della mancanza 
dell’espressione analitica del sistema in anello chiuso, e, proprio a causa di quest’ultimo fatto, 
richiedono una notevole mole di calcoli da effettuarsi on-line. 
In alcuni casi particolari è possibile dimostrare che il controllo SDRE stabilizza il sistema in 
tutto lo spazio di stato, ma le condizioni in cui questo è possibile sono difficili da verificare nel caso 
generale in quanto richiedono la conoscenza di una funzione di Lyapunov che goda della star-
convex property. 
Alleyne et al. propongono un procedimento che, utilizzando una sovrastima della matrice del 
sistema in anello chiuso, è capace di determinare una stima della regione di attrazione (ROA). 
Sfortunatamente tale procedimento è computazionalmente molto dispendioso soprattutto per sistemi 
di medio-grandi dimensioni, e non c’è garanzia che si ottenga sempre un risultato soddisfacente. 
L’elevato costo computazionale del controllo SDRE è dovuto al fatto che non è nota la 
soluzione analitica dell’equazione di Riccati, per questo motivo è necessario risolvere punto per 
punto una ARE on-line per ottenere il controllo desiderato. 
Il costo computazionale può essere ridotto utilizzando la tecnica θ-D proposta da Balakrishnan 
et al. Il vantaggio di questa tecnica consiste nell’ottenere un’approssimazione della SDRE in forma 
chiusa. D’altro canto, però, è necessario che la matrice di peso del controllo R sia costante. 
Il controllo nonlineare SDRE viene utilizzato in diversi campi che vanno dal controllo di 
velivoli al controllo di pancreas sintetici. 
 5
Capitolo 1 Parametrizzazioni SDC 
 
Nel caso generale i sistemi nonlineari comprendono infinite combinazioni possibili fra gli stati 
del sistema e gli ingressi allo stesso. Un sottoinsieme che si incontra spesso nella pratica consiste 
nei sistemi nonlineari affini nel controllo. Sotto alcune condizioni che spesso vengono verificate è 
possibile riscrivere le equazioni di tali modelli in una forma pseudo-lineare detta state-dependent 
coefficient form (SDC). Questo tipo di scrittura si presta ad essere utilizzata per estendere le 
tecniche di controllo lineari ai sistemi nonlineari. 
Nel presente capitolo vengono analizzate in dettaglio le parametrizzazioni SDC di un sistema 
nonlineare affine nel controllo. 
 
 
1.1 Sistemi nonlineari affini nel controllo 
 
Nel caso generale i sistemi nonlineari sono regolati da equazioni che possono essere scritte nella 
forma seguente: 
 
(1.1)     ),( uxfx =&  
 
Un caso particolare di sistemi nonlineari consiste nei sistemi affini nel controllo. Per tali sistemi 
le equazioni dinamiche possono essere scritte come segue: 
 
(1.2)     uxgxfx )()( +=&  
 
È  interessante notare fin da subito che anche i sistemi che presentato nonlinearità nel controllo 
possono essere riscritti nella forma (1.2) introducendo un controllo integrale [CS2002MA1]. 
Considerato il seguente sistema con un singolo ingresso: 
 
(1.3)      ),()( uxgxfx +=&  
 
e definito il controllo integrale attraverso l’espressione che segue: 
 
(1.4)     udcuu ~+=&  
 
con c, d scelti dal progettista, si riscrive la (1.3) aumentando lo stato con la variabile introdotta in 
(1.4): 
 
(1.5)      u
dcu
uxgxf
u
x ~0),()( 

+

 +=


&
&
 
 
Il sistema ottenuto è nella forma affine nel controllo (1.2). 
Si nota che utilizzando il controllo integrale è sempre possibile scrivere un sistema della forma 
(1.2) in un sistema analogo nel quale però la matrice g(x) è costante anche nel caso in cui il sistema 
non presenti nonlinearità nei controlli. Infatti applicando la (1.4) ad ogni ingresso del sistema si 
ottiene un sistema aumentato nel quale le variabili di controllo vengono considerate come stati 
aggiuntivi. In questo modo il sistema aumentato viene riscritto nel seguente modo: 
 
(1.6)     u
ICu
uxgxf
u
x ~0),()( 

+

 +=


&
&
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dove è stato posto D = I. 
Analizzando da un punto di vista matematico la (1.6), si nota che gli ingressi al sistema 
aumentato influenzano direttamente gli stati aggiuntivi, cioè i controlli del sistema originario, e 
indirettamente gli stati “reali”. Per ottenere gli ingressi da fornire al sistema è necessario utilizzare 
per ogni ingresso la seguente espressione: 
 
(1.7)     ( )∫ −= dtuuu ~  
 
che inverte la (1.4) nel caso particolare di c = -1 e d = 1. 
 
 
1.2 Parametrizzazione SDC di un sistema nonlineare affine nel controllo 
 
Nel caso in cui nel sistema (1.2) valgano le condizioni: xxgfCxgxf k ∀≠=∈ ,0)(;0)0(;)(),( , 
è possibile riscrivere un sistema della forma (1.2) nella cosiddetta state-dependent coefficient form, 
utilizzando una rappresentazione pseudo-lineare: 
 
(1.8)     uxBxxAx )()( +=&  
 
Nella precedente espressione i termini delle matrici A(x) e B(x)=g(x) possono dipendere 
esplicitamente dallo stato. Ai fini di ottenere una parametrizzazione corretta è necessario che sia 
verificata la seguente relazione: 
 
(1.9)     xxAxf )()( =  
 
Nel caso di sistemi MIMO è interessante notare che esistono infinite parametrizzazioni SDC 
lecite. Per verificare questo basta considerare due matrici A1(x) e A2(x) che verifichino la (1.9), ne 
segue che una generica matrice Aα(x,α) definita da: 
 
(1.10)     )()1()(),( 21 xAxAxA αααα −+=  
 
costituisce una parametrizzazione SDC lecita di f(x). 
Nella pratica si possono incontrare casi nei quali le condizioni necessarie per costruire la forma 
SDC non sono verificate. In particolare nell’espressione (1.2) possono essere presenti termini 
indipendenti dallo stato e termini che, pur dipendendo dallo stato, non valgono zero quando lo stato 
vale zero. Entrambi questi termini impediscono una diretta parametrizzazione SDC. Si rende quindi 
necessario trattare in maniera particolare questi termini al fine di ottenere un sistema della forma 
(1.2) parametrizzabile. 
Le tecniche per trattare questi termini sono diverse e la scelta di una o dell’altra dipende dal 
problema in esame. Nel seguito si riporta quanto presentato in [CS2002MA1]. 
 
 
1.2.1 Trattamento dei termini indipendenti dallo stato 
 
I termini di questo tipo, identificati come termini di bias b(t), possono essere trattati in tre modi 
differenti: 
 
a.) Se b(t) è costante o variabile molto lentamente si può considerare come uno stato stabile 
introducendo una variabile di stato aggiuntiva: 
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(1.11)     )()( tbtb λ−=&  
 
 dove λ è uno scalare positivo piccolo. 
 
b.) Nel caso in cui esista una variabile di stato x (oppure una combinazione di variabili di stato) 
che non si annulla, il termine b(t) può essere moltiplicato e diviso per x ottenendo la 
seguente espressione: 
 
(1.12)     x
x
tbtb 

= )()(  
 
che può essere utilizzata direttamente per la parametrizzazione SDC. 
c.) Infine si può introdurre una variabile di stato aggiuntiva z regolata da una dinamica stabile. 
Il termine b(t) può quindi essere moltiplicato e diviso per tale variabile tenendo conto che ad 
ogni passo di integrazione il valore di z va riportato al suo valore iniziale, solitamente pari 
all’unità. 
 
 
1.2.2 Trattamento dei termini che non si annullano quando lo stato vale zero 
 
Per inserire questi termini nella parametrizzazione SDC è necessario aggiungere e sottrarre una 
quantità costante in modo da creare un termine che si annulli quando lo stato vale zero. Questa 
operazione comporta la comparsa di un termine indipendente dallo stato che può essere trattato 
secondo uno dei metodi visti in precedenza.  
Si riporta un esempio chiarificatore su come possono essere trattati i termini in esame. 
 
Esempio 1.1 – Si consideri il seguente sistema: 
 
(1.13)     )cos(xx =&  
 
Ovviamente la condizione x=0 non produce x& =0, per cui si aggiunge e si sottrae 1 al secondo 
membro e si ottiene: 
 
(1.14)      [ ] 11)cos()cos( +−== xxx&  
 
Il termine (cos(x) – 1) può essere moltiplicato e diviso per x, per cui la sua parametrizzazione SDC 
risulta essere: 
 
(1.15)     x
x
xx 

 −=− 1)cos(1)cos(  
 
È  importante notare che la quantità dentro parentesi quadra ha un comportamento regolare 
nell’intorno dell’origine. Il termine di bias 1 può essere trattato secondo uno dei metodi descritti in 
1.2.1.                   
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1.3 Relazione fra stabilità del sistema e stabilità della parametrizzazione 
 
La principale nozione di stabilità dei sistemi dinamici è data dal teorema di Lyapunov: un  
sistema dinamico generico è asintoticamente stabile se e solo se esiste per esso una funzione di 
Lyapunov. Sfortunatamente la determinazione di una funzione di Lyapunov per un sistema generico 
è un problema aperto che, soprattutto nei sistemi di grandi dimensioni, non è risolvibile. 
Nel caso dei sistemi lineari è semplice decidere sulla stabilità o sull’instabilità, in quanto se tutti 
gli autovalori della matrice del sistema hanno parte reale negativa, allora possiamo concludere che 
il sistema è asintoticamente stabile in tutto lo spazio di stato e l’unico punto di equilibrio è l’origine. 
Per i sistemi della forma (1.2) riscritti nella forma SDC (1.8) è lecito definire gli autovalori della 
matrice A(x) in ogni punto dello spazio di stato. Sfortunatamente anche se tutti gli autovalori hanno 
parte reale negativa in ogni punto non è detto che il sistema sia asintoticamente stabile in tutto lo 
spazio. 
Per verificare questa proprietà è sufficiente considerare il seguente esempio [E2001]. 
 
Esempio 1.2 – Si consideri il seguente sistema autonomo: 
 
(1.16)     


−
+−=


2
2
2
11
2
1
x
xxx
x
x
&
&
 
 
Una parametrizzazione lecita per tale sistema è la seguente: 
 
(1.17)     




−
−=


2
1
2
1
2
1
10
1
x
xx
x
x
&
&
 
 
Ovviamente la (1.17) è di Hurwitz (cioè ha tutti gli autovalori a parte reale negativa) in ogni punto 
dello spazio di stato. 
Se le condizioni iniziali del sistema sono le seguenti: 
 
(1.18)     


=



2
2
2
1
x
x
 
 
la soluzione esatta della (1.16) è data da: 
 
(1.19)     



=
−=
−tetx
tx
txtx
2)(
2)(
)(2)(
2
2
2
2
1  
 
la quale si allontana indefinitamente dall’origine.             
 
Il fatto che la matrice A(x) sia di Hurwitz in ogni punto dello spazio di stato garantisce 
solamente la locale stabilità in un intorno dell’origine. La dimensione di questo intorno può essere 
arbitrariamente piccola e, comunque, non è nota. 
Alleyne ed Erdem in [EA2002MA] propongono un metodo che consente di determinare una 
stima della regione di attrazione (ROA) per un sistema della forma (1.8). Tale metodo si basa sulla 
creazione di un comparison system che, se risulta stabile, garantisce la stabilità del sistema 
originario in una particolare regione dello spazio di stato. 
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All’atto pratico il procedimento di Alleye ed Erdem si rivela di scarsa applicabilità in quanto la 
ROA così determinata può essere molto piccola e comunque, nel caso in cui l’algoritmo proposto 
non dia esito positivo, non è chiaro cosa si possa concludere sulla ROA del sistema. 
 
 
1.4 Relazione fra controllabilità del sistema e controllabilità della 
parametrizzazione 
 
Le problematiche di controllabilità della parametrizzazione SDC di un sistema nonlineare affine 
nel controllo sono presentate in [HHR1998OC]. In questo paragrafo si riportano i principali risultati 
di tale riferimento. 
Per i sistemi nonlineari affini nel controllo la locale controllabilità in ogni punto è determinata 
dalla seguente espressione: 
 
(1.20)     nxrank c =∆ ))((  
 
dove ∆c è data dal seguente algoritmo: 
 
1. Sia ∆0 = span(g) = span(gi) 
2. Costruire ∆k = ∆k-1 + [f, dj] + [gi, dj] 
3. Arrestarsi quando ∆k+1=∆k 
 
dove il “+” è da considerare come la somma degli span e [a, b] è la Lie-bracket fra a e b. 
Nel caso di sistemi lineari la condizione (1.20) diviene semplicemente: 
 
(1.21)     nxMrank cf =))((  
 
dove: 
 
(1.22)    [ ])()()()()()( 1 xBxAxBxAxBxM ncf −= K  
 
(Si noti che nel caso lineare A(x) e B(x) sono costanti). Estendendo la (1.21) al caso di sistemi 
nonlineari parametrizzati SDC si ottiene che una parametrizzazione (1.8) è controllabile se punto 
per punto vale la (1.21). Nel caso in cui si verifichi questa condizione, però, non si può concludere 
sulla controllabilità del sistema originario. Questa proprietà viene verificata attraverso un esempio. 
 
Esempio 1.3 – Si consideri il seguente sistema: 
 
(1.23)     


=
+=
ux
xxxx
2
2211
&
&
 
 
Scegliendo la matrice A(x) come segue: 
 
(1.24)     

=
00
1
)( 2
x
xA  
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si nota che la condizione (1.20) è soddisfatta mentre la (1.21) non viene verificata. Questo fatto 
implica che il sistema nonlineare originale è non-controllabile mentre la parametrizzazione SDC 
dello stesso risulta controllabile in ogni punto dello spazio di stato.          
 
Dal precedente esempio si nota che la scelta di una parametrizzazione SDC può nascondere il 
fatto che un sistema sia non-controllabile, per cui è necessario prestare attenzione a non confondere 
la controllabilità del sistema reale, con la controllabilità del sistema parametrizzato. 
 
 
1.5 Conclusioni 
 
I sistemi nonlineari affini nel controllo possono essere riscritti nella forma SDC sotto condizioni 
che sono spesso verificate. Per quanto la rappresentazione SDC sia simile alla tipica 
rappresentazione dei sistemi lineari, le proprietà di questi ultimi non sono direttamente estendibili al 
caso nonlineare. E’ da sottolineare il fatto che se una matrice A(x) soddisfa punto per punto la 
condizione di stabilità (matrice di Hurwitz) non è detto che il sistema sia stabile in tutto lo spazio di 
stato. Analoghe considerazioni possono essere effettuate per la controllabilità del sistema. L’unica 
garanzia di stabilità e controllabilità si ha solamente in un intorno arbitrariamente piccolo 
dell’origine. 
Allo stato attuale non sono presenti criteri che permettano di stabilire se una parametrizzazione 
è migliore di un’altra. In particolare non sono note parametrizzazioni SDC che godano di particolari 
proprietà. 
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Capitolo 2 Controllo nonlineare SDRE 
 
Le metodologie di controllo per i sistemi nonlineari sono molteplici e l’applicazione di una o 
dell’altra dipende dal problema in esame. Alcune di tali metodologie richiedono che il sistema goda 
di particolari proprietà (ad esempio la feedback-linearization), oppure richiedono la conoscenza di 
una funzione di Lyapunov, come ad esempio nei sistemi di controllo basati sulle control Lyapunov 
functions (clf) o basati sull’approccio satisfacing. 
Il controllo nonlineare SDRE è una metodologia che si presta ad essere utilizzata per una grande 
varietà di sistemi dato che propone un approccio sistematico al controllo dei sistemi nonlineari. Nel 
presente capitolo viene presentato ed analizzato il controllo mediante SDRE. 
 
 
2.1 Formulazione del controllo nonlineare SDRE 
 
Considerato un sistema nonlineare affine nel controllo della forma (1.2), parametrizzato come in 
(1.8) in modo tale che la coppia {A(x), B(x)} sia stabilizzabile punto per punto, si definisce il 
seguente indice di costo pseudo-lineare J(x,u) [CSS1999JU]: 
 
(2.1)     ( )∫∞ +=
0
)()(),( dtuxRuxxQxuxJ TT  
 
dove le matrici Q(x) e R(x) sono matrici che pesano in maniera nonlineare lo stato e gli ingressi al 
sistema. Lo scopo è di minimizzare J soggetto al vincolo (1.2). La soluzione esatta di questo 
problema può essere determinata calcolando una soluzione non negativa della seguente equazione: 
 
(2.2)     0)(
2
1)()(
2
1)( 1 =+− − xxQxVBxRxBVxfV TTxTxx  
 
che è l’equazione di Hamilton-Jacobi-Bellman (HJB) dove 
x
VVx ∂
∂= . Indicata con V(x) la soluzione 
della (2.2) il controllo da fornire al sistema è dato dalla seguente espressione: 
 
(2.3)      Tx
T VxBxRu )()(1−−=  
 
Sfortunatamente la soluzione esatta della (2.2) non è nota se non in casi particolari e di piccole 
dimensioni. Questo problema spinge alla ricerca di soluzioni approssimate della (2.2) che diano 
risultati soddisfacenti. Il controllo nonlineare SDRE fornisce un’approssimazione della soluzione 
della HJB ed è ottenuto determinando la soluzione P(x) della seguente equazione di Riccati 
dipendente dallo stato (SDRE): 
 
(2.4)    0)()()()()()()()()()( 1 =+−+ − xQxPxBxRxBxPxAxPxPxA TT  
 
La legge di controllo si ottiene quindi utilizzando la seguente relazione: 
 
(2.5)     xxPxBxRxxKu T )()()()( 1−−=−=  
 
Il controllore SDRE è sub-ottimo nel senso che le traiettorie che si ottengono applicando tale 
controllore ad un sistema tendono asintoticamente a quelle ottime, come è chiarito dal seguente 
teorema: 
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Teorema 2.1 (Teorema 5 in [C1997JU]) – Sia B(u,0) un intorno sferico centrato nell’origine con r 
< ∞. Assunto che le funzioni A(x), B(x)=g(x), P(x), Q(x) e R(x), insieme ai loro gradienti siano 
limitate in B, allora nel controllo nonlineare SDRE, sotto la condizione di asintotica stabilità, 
quando lo stato tende a zero la condizione necessaria xH−=λ&  è asintoticamente soddisfatta con 
ordine di convergenza quadratico. (H rappresenta l’Hamiltoniano del sistema)         
 
La soluzione esatta della (2.4) è complicata quanto la (2.2), per questo motivo nei sistemi di 
controllo la (2.4) deve essere risolta punto per punto on-line. Ad ogni passo di integrazione, quindi, 
il controllore deve risolvere una ARE che è computazionalmente molto dispendiosa soprattutto per 
sistemi di grandi dimensioni. 
 
 
2.2 Effetti della parametrizzazione sul controllo SDRE 
 
Come presentato in precedenza, affinché il controllo SDRE sia risolvibile è necessario che la 
coppia {A(x), B(x)} sia stabilizzabile in ogni punto dello spazio di stato. Tale condizione non 
garantisce che il sistema originario sia stabilizzabile in ogni punto (si veda l’esempio 1.3). Questo 
fatto implica che, sebbene sia possibile ottenere un parametrizzazione stabilizzabile, se il sistema 
originario non è stabilizzabile, allora anche il controllo SDRE non può produrre un anello chiuso 
stabile [HHR1998OC]. 
Da questa considerazione si deduce che la scelta della parametrizzazione riveste un problema di 
notevole importanza nel controllo SDRE. Come precisato nel paragrafo 1.2 nel caso di sistemi 
MIMO esistono infinite parametrizzazioni di una stessa funzione f(x), per cui la matrice A(x) in 
realtà dipende anche da un “vettore” dei parametri α che possono essere scelti dal progettista. 
Sebbene ogni valore reale degli αi dia origine ad una parametrizzazione lecita, il controllo SDRE 
applicato a parametrizzazioni diverse fornisce risultati diversi. Questo fatto viene chiarito meglio 
con il seguente esempio: 
 
Esempio 2.1 – Si consideri il sistema (1.16) al quale viene aggiunto un ingresso: 
 
(2.6)    u
x
xxx
x
x


+


−
+−=


1
0
2
2
2
11
2
1
&
&
 
 
Al fine di verificare la stabilizzabilità del sistema si utilizza la procedura presentata nel paragrafo 
1.4 e si ottiene: 
 
(2.7)    


−=∆ 11
0 21xspanc  
 
Si nota che la matrice ∆c ha rango pieno ovunque tranne che per x1 = 0, quindi il sistema è 
debolmente controllabile ∀x1 ≠ 0. In queste condizioni, tuttavia, il sistema è stabile in assenza di 
ingressi perché la variabile x1 resta a zero e la variabile x2 è governata da una dinamica stabile. Ne 
segue che il sistema è stabilizzabile. 
A questo punto si effettua la parametrizzazione SDC di (2.6): 
 
(2.8)    u
x
xxxx
x
x


+




−
−+−=


1
0
10
)1(1
2
1
2
121
2
1 αα
&
&
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dove α è un parametro che può assumere qualunque valore reale. Costruendo la matrice Mcf(x) si 
nota che la parametrizzazione scelta è controllabile purché α ≠ 1. Quindi è possibile costruire il 
controllore SDRE utilizzando tutti i valori di α ≠ 1. 
I pesi dell’indice di costo vengono scelti come segue: 
 
(2.9)    
2
2
2
1
2
2
2
1
1
11)(
0
0
)(
xx
xR
x
x
xQ
+++=


=
 
 
A questo punto è possibile effettuare le simulazioni desiderate. Tali simulazioni sono state 
realizzate con i seguenti parametri: 
 
- Processore: Pentium II a 450 MHz. 
- Sistema operativo: Windows 98. 
- Software utilizzato: Matlab/Simulink versione 5.0 (R13). 
- Metodo di integrazione numerica: Runge-Kutta del quarto ordine. 
- Passo di integrazione: costante, T = 0.02 [sec]. 
- Tempo simulato: 5 [sec]. 
 
Le condizioni iniziali del sistema sono le seguenti: x = [2 2]T. Si ricorda che tali condizioni iniziali 
generano traiettorie che si allontanano indefinitamente dall’origine nel sistema non controllato (si 
veda l’esempio 1.2). 
Sono state effettuate numerose simulazioni utilizzando diversi valori di α, e sono stati ottenuti i 
seguenti risultati: 
 
 
Figura 2.1 – Andamento temporale della variabile di stato x1 per diversi valori di α < 1. 
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Figura 2.2 – Andamento temporale della variabile di stato x1 per diversi valori di α > 1. 
 
Come era lecito aspettarsi, diversi valori di α danno origine a risposte diverse del sistema. Nel 
caso del sistema in esame si nota che per valori di α < 1 crescenti si hanno minori overshoot. Il fatto 
più importante che si ottiene dai risultati ora esposti è che non tutti i valori di α stabilizzano il 
sistema; in particolare se α > 1 il sistema in anello chiuso risulta instabile a partire da quelle 
particolari condizioni iniziali. Questo risultato suggerisce che esistano parametrizzazioni “migliori” 
che consentono di dare origine a sistemi stabili, ed altre “peggiori” che, sebbene il sistema sia 
stabilizzabile, non consentono di stabilizzare il sistema mediante SDRE. 
Al momento attuale non sono chiari gli effetti della parametrizzazione sulla stabilità del sistema 
controllato. In particolare non ci sono strumenti per decidere se una parametrizzazione è migliore di 
un’altra secondo un criterio prestabilito. 
 
 
2.3 Problematiche di stabilità 
 
Un limite del controllo mediante SDRE consiste nella mancanza della garanzia a priori di 
stabilità in tutto lo spazio di stato. Infatti, risolvendo punto per punto la (2.4) ed applicando la legge 
di controllo (2.5) si ottiene una matrice di anello chiuso Acl(x) che è punto per punto di Hurwitz. 
Come chiarito nel paragrafo 1.3 tale condizione non garantisce l’asintotica stabilità in tutto lo 
spazio di stato. Si ha una garanzia di stabilità solamente in un intorno dell’origine che può essere 
anche molto piccolo (Teorema 1 in [C1997JU]). 
Nonostante non ci siano garanzie di stabilità globali, molte simulazioni suggeriscono che il 
controllo SDRE sia capace di stabilizzare un sistema almeno in tutte le regioni di interesse dello 
spazio di stato. 
Alleyne ed Erdem in [EA2002MA] propongono un metodo per stabilire una stima della ROA 
del sistema controllato mediante SDRE senza la necessità di avere a disposizione la matrice Acl(x) 
in forma analitica. Tale procedimento si basa sulla sovrastima della matrice del sistema mediante 
un’opportuna norma vettoriale. Sebbene da un punto di vista teorico tale procedimento sia 
interessante, all’atto pratico risulta di scarsa utilità in quanto necessita di una vasta mole di calcoli 
 15
che crescono esponenzialmente con l’ordine del sistema, e non c’è garanzia che i risultati che si 
ottengono siano soddisfacenti. Inoltre non è chiaro quale norma vettoriale sia da preferire per un 
determinato sistema. 
Shankar in [S2004] applica il metodo proposto da Alleyne ed Erdem al controllo mediante 
SDRE della dinamica rotazionale di un velivolo. È opportuno notare che il sistema al quale si fa 
riferimento è di ordine tre e la ROA determinata è comunque di piccole dimensioni rispetto alla 
regione di interesse dello spazio di stato. Infatti si riesce a decidere sulla stabilità solamente per 
valori delle variabili di stato incluse in una sfera di raggio 0.5. 
 
 
2.3.1 Un importante risultato sulla stabilità del controllo SDRE 
 
Sebbene in generale non si possa garantire la stabilità del controllo SDRE, sotto particolari 
condizioni è possibile ottenere un anello chiuso controllato mediante SDRE che sicuramente è 
stabile. Questo risultato deriva dai due seguenti teoremi. 
 
Teorema 2.2 (Teorema 3.1 in [SC2003MA]) – Sia u = k(x) = K(x)x una legge di controllo 
stabilizzante per il sistema (1.2) tale che ammetta una funzione di Lyapunov differenziabile per cui 
valga xxPV Tx )(= , per qualche matrice P(x), e 
 
(2.10)   ( ) ( ) xxQxxxKxBxAxPxxkxBxfV TTx )()()()()()()()( −≤+=+  
 
con xTQ(x)x > 0, ∀ x ≠ 0. 
Se xTP(x)x > 0 allora esiste una matrice E(x) tale per cui E(x)x = 0, e (A(x) + E(x) + B(x)K(x)) sia di 
Hurwitz per tutti gli x ≠ 0. (La condizione sulla funzione di Lyapunov è interpretabile come star-
convex property)                     
 
Teorema 2.3 (Teorema 5.1 in [SC2003MA]) – Sotto le stesse ipotesi del teorema 2.2, esistono due 
matrici E(x) e )(~ xQ e uno scalare positivo γ(x) tali che la SDRE: 
 
(2.11)    0~)()( =−++++ PPBBQPEAEAP TT γ  
 
conduca al seguente controllo stabilizzante: 
 
(2.12)     xxPxBxu T )()()(γ−=            
 
Dall’analisi dei precedenti teoremi si nota che se esiste un funzione di Lyapunov che gode della 
star-convex property, allora esiste sicuramente una parametrizzazione di f(x) tale per cui il controllo 
SDRE con opportune matrici di peso stabilizza il sistema. 
 
 
2.3.2 SDRE e satisfacing 
 
In questa sezione viene presentato il controllo mediante satisfacing e vengono esposte le 
tecniche di controllo miste SDRE/satisfacing.  
Le metodologie di controllo mediante satisfacing vengono introdotte in [GSF1998NO]. In tale 
articolo viene chiarita la differenza fra un controllo ottimo e un controllo soddisfacente 
(satisfacing). In particolare nella teoria del controllo ottimo l’obiettivo è quello di determinare la 
legge di controllo migliore cioè quella che minimizza un dato indice di costo fissato dal progettista. 
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In quest’ottica la soluzione del problema è unica. Tuttavia, come precisato nel riferimento 
menzionato, nella pratica la risoluzione di un problema di ottimo può risultare difficoltosa o 
inapplicabile, per cui la procedura di controllo deve essere modificata in modo tale da ottenere una 
soluzione soddisfacente. La differenza fra una soluzione ottima e una soddisfacente consiste nel 
fatto che la prima è unica mentre possono esistere numerose (anche infinite) soluzioni soddisfacenti. 
Si rende necessario a questo punto definire formalmente il concetto di “soddisfacente”. 
Seguendo quanto riportato nell’articolo di riferimento, si definisce soddisfacente un controllo per il 
quale i “costi” sono superati dai “benefici” che questo apporterebbe se fosse applicato al sistema. 
Definendo due funzioni, una di costi e l’altra di benefici è possibile ottenere un’espressione rigorosa 
dell’insieme dei controlli soddisfacenti (satisfacing set). 
Uno studio approfondito dei controlli mediante satisfacing viene effettuato in [CB2001NO]. Nel 
seguito vengono riportati i risultati principali di tale riferimento. 
Inizialmente è opportuno scegliere le due funzioni di “costi” e “benefici”. La scelta effettuata è 
la seguente: 
 
(2.13)    )()( gufVxp TxS +−=  
(2.14)    uxRuxlxp TR )()()( +=  
 
dove i pedici S, R stanno rispettivamente per selectability e rejectability. Ne segue che il satisfacing 
set è dato da tutti quei controlli per i quali vale la seguente relazione: 
 
(2.15)   


 +≥+−ℜ∈= uxRuxl
b
gufVuxS TTx
m
b )()((
1)(:)(  
 
dove b è un parametro che individua la dimensione del satisfacing set e può essere scelto dal 
progettista. Un risultato fondamentale del controllo mediante satisfacing è rappresentato dal 
seguente teorema. 
 
Teorema 2.4 (Teorema 3 in [CB2001NO]) – Con la scelta delle funzioni di “costi” e “benefici” 
come in (4.4) e (4.5) il satisfacing set è non-vuoto se e solo se il parametro b soddisfa la seguente 
disuguaglianza: 
 
(2.16)    0
4
1 12 <−+ − xTTxTx VggRVbfbVl  
 
Inoltre se Sb non è vuoto allora è dato da: 
 
(2.17)      



 <ℜ∈−−+−== −−− 1:,
4
1
2
1)( 122
1
1 ννν mTxxTTxxTb fbVlVggRVbRVgbRuxS           
 
Tutti i controlli u che appartengono a Sb stabilizzano il sistema (vedere teorema 7 in [CB2001NO]). 
In maniera analoga alla definizione del satisfacing set è possibile definire il cosiddetto robustly 
satisfacing set che consiste di tutti quei controlli che stabilizzano il sistema con margini di stabilità 
di 

 ∞− ;
2
1 . Formalmente, il robustly satisfacing set SR si definisce come segue: 
 
(2.18)    



 ≤∈= − 0:)()( 2
1
νgRVxSuxS TxR  
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Un importante risultato inerente al robustly satisfacing set viene espresso dal seguente teorema. 
 
Teorema 2.5 (Teorema 18 in [CB2001NO]) – Ogni legge di controllo k(x) robustly satisfacing è 
inversamente ottima, nel senso che esiste una funzione W(x) definita positiva, radialmente illimitata, 
una funzione m(x) definita positiva e una matrice Rˆ  definita positiva tali per cui vale: 
 
(2.19)    x
TWgRxk 1ˆ
2
1)( −−=  
 
dove W(x) verifica la seguente equazione di Hamilton-Jacobi per ogni x: 
 
(2.20)    0
4
1 1 =−+ − xTTxTx WggRWmfW            
 
Maggiori dettagli riguardo al controllo mediante satisfacing sono riportati in [CB2001NO]. 
Nel caso in cui sia nota la funzione di Lyapunov per il sistema (1.2) è possibile unire i vantaggi 
del controllo SDRE con quello satisfacing proiettando il controllo SDRE sul robustly satisfacing set 
[CB2002DE]. In questo modo si ottengono i vantaggi del controllo sub-ottimo dato dalla SDRE 
uniti alla garanzia di stabilità data dal controllo satisfacing. Questi due vantaggi sono ancora 
maggiori nel caso in cui il controllo SDRE sia “vicino” in norma a SR. 
La proiezione del controllo SDRE su SR [CB2002DE] viene effettuata utilizzando la seguente 
relazione: 
 
(2.21)    x
T
x
TT
x
T
x
SDRESDRE VgVggV
fVuu 


 +−


−= εβ2,0maxˆ  
 
dove
x
TT
x
x
T
SDRE
VggV
Vgu−=β , ed ε è un numero positivo piccolo. 
Nel caso in cui β > 



x
TT
x
T
x
VggV
fV2
,0max  allora il controllo SDRE appartiene ad SR per cui non è 
necessario effettuare la proiezione. 
Si riporta ora un esempio di applicazione del controllo SDRE/satisfacing. 
 
Esempio 2.2 - Si consideri il seguente sistema nonlineare affine nel controllo parametrizzato SDC: 
 
(2.22)     u
x
xxxx
x
x


+






−
+−=


1
0
10
2
1
2
11
2
1
2
121
2
1
&
&
 
 
e si definiscano le seguenti matrici di peso: 
 
(2.23)     

= 2
2
2
1
0
0
)(
x
x
xQ  
(2.24)     2
2
2
11
11)(
xx
xR +++=  
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Le condizioni iniziali del sistema sono [2; 2]. 
Risolvendo punto per punto la SDRE si ottiene la seguente risposta: 
 
 
Figura 2.3 – Andamento temporale di x1 e x2 con il sistema controllato mediante SDRE. 
 
Si cerca ora una funzione di Lyapunov per (3.1). La funzione candidata è la seguente: 
 
(2.25)    ( )22212121 xxxxV T +==  
 
la cui derivata rispetto al tempo è: 
 
(2.26)    )()( 222
2
1112211 uxxxxxxxxxxV +−++−=+= &&&  
 
per cui imponendo il seguente controllo: 
 
(2.27)    ( ) 


−−==−−=
2
12
12
3
1 1)( x
x
xxxKxxu  
 
si ottiene che V&  è definita negativa in ogni punto dello spazio di stato. La risposta del sistema 
controllato mediante questa clf è la seguente: 
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Figura 2.4 – Andamento temporale di x1 e x2 con il sistema controllato mediante clf. 
 
A questo punto si controlla il sistema mediante il controllo misto SDRE/satisfacing proiettando 
il controllo ottenuto dalla SDRE su SR. I risultati ottenuti sono i seguenti: 
 
(a)  
 20
(b)  
Figura 2.5 – (a) Andamento temporale di x1 e x2 con il sistema controllato mediante 
SDRE/Satisfacing. (b) Blu: andamento temporale della distanza in norma fra il controllo SDRE e il 
controllo Satisfacing; Verde: flag che indica a quali istanti i due controlli coincidono (flag = 0). 
 
Si può notare che, per gran parte del tempo il controllo SDRE non appartiene ad SR però, per 
tempi sempre maggiori la differenza in norma fra il controllo SDRE ed il controllo misto 
SDRE/Satisfacing tende a zero. 
Applicando ora il teorema 2.3 a (2.22) si ottiene che è possibile stabilizzare il sistema attraverso 
un’equazione di Riccati scegliendo opportunamente la parametrizzazione e le matrici di peso. 
Seguono i passaggi necessari a determinare la parametrizzazione adatta per stabilizzare il 
sistema mediante la SDRE. Si inizia verificando che la funzione V soddisfa le ipotesi del teorema 
2.2 essendo:  
 
(2.28)    xxxP
x
x
V Tx 


==


=
10
01
)(
2
1  
 
dove P(x) è sicuramente definita positiva in ogni punto dello spazio di stato. Si applica ora la (2.10) 
e si ottiene: 
 
(2.29) ( ) ( ) x
x
xxxxx
x
xxxxxxKxBxAxPxxkxBxfV TTTTx 







−−
+−=











−−+





−
+−=+=+
2
2
1
2
11
1
00
10
2
1
2
11)()()()()()()(
2
1
2
121
2
1
2
121
 
 
la quale, svolgendo il prodotto scalare, risulta uguale alla V& ; per cui scegliendo Q(x) come segue: 
 
(2.30)    


=
10
01
)(xQ  
 
si verifica la (2.10). 
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A questo punto si nota che sono verificate tutte le ipotesi dei due teoremi. Si passa quindi alla 
costruzione del controllo nella forma (2.12). 
Si cerca un valore di γ > 0 tale che: 
 
(2.31) ( ) x
x
xxx
xx
x
xxx
xxPPBBQPAPAx TTTTT








−
=











−


+








−
+−
=−++ >>> γ
γγ γγγ 2
2
1
2
1
inf
10
00
2
20
02
2
2
1
2
12
inf22inf
2
1
2
121
02
1
2
121
00
 
 
Sviluppando i conti si calcola che la (2.31) è negativa purché risulti: 
 
(2.32)    
2
3
1
x
x>γ  
 
Si scelga ora la matrice E(x) nella forma che segue: 
 
(2.33)    )()()(
2
1)( 1 xNxPxxE −−= τ  
 
dove TT xxxIxxN −=)( . 
Sostituendo la (2.33) nella (2.11) è possibile determinare la matrice Q~  definita positiva ed il 
valore di τ che soddisfano la (2.11). Infatti risulta: 
 
(2.34)    








−−−+
+−+−
=
2
121
2
1
21
2
1
2
221
2
2
1
2
12~
xxxx
xxxxxx
Q
τγτ
ττ
 
 
che è definita positiva per valori di τ sufficientemente grandi e per 
2
3
12
x
x>γ . 
A questo punto, scegliendo τ e γ come precedentemente esposto, si ottiene l’equazione di 
Riccati cercata. Applicando la legge di controllo SDRE trovata si ottengono i seguenti risultati:  
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(a)  
(b)  
Figura 2.6 – (a) Andamento temporale di x1 e x2 con il sistema controllato mediante 
SDRE/Satisfacing con garanzia sulla stabilità del controllo SDRE. (b) Blu: andamento temporale 
della distanza in norma fra il controllo SDRE e il controllo Satisfacing; Verde: flag che indica a 
quali istanti i due controlli coincidono (flag = 0). 
 
Si nota come, in questo caso, il controllo SDRE appartenga in ogni istante ad SR per cui l’anello 
chiuso prodotto dalla SDRE è robustamente stabile. 
Da ulteriori simulazioni effettuate è stata notata una proprietà non prevista dai teoremi 
presentati: utilizzando le matrici di peso definite da (2.23) e (2.24), E(x) = -0.5τ(x)N(x) e un valore 
alto di τ, il controllo SDRE si avvicina sempre più (in norma) ad SR per cui, almeno in questo caso, 
è possibile stabilizzare il sistema mediante SDRE utilizzando le matrici di peso desiderate a patto 
che si scelga una parametrizzazione consona. Inoltre, scegliendo una parametrizzazione A(x) 
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diversa e utilizzando un valore di τ sufficientemente alto il sistema risulta ancora robustamente 
stabile. Ad esempio utilizzando la seguente scelta della matrice A(x): 
 
(2.35)     u
x
xxxx
x
x


+




−
−+−=


1
0
10
231
2
1
2
121
2
1
&
&
 
 
e applicando il controllo SDRE con τ = 0, il sistema, a partire dalle condizioni iniziali [2, 2]T, risulta 
instabile. Utilizzando un valore τ = 100, invece, il sistema ottenuto è stabile e la sua risposta è 
indistinguibile da quella di figura 2.9. 
Al momento attuale non sono chiari gli effetti delle diverse parametrizzazioni sulla stabilità del 
sistema. 
(a) (b)  
Figura 2.7 – (a) Andamento temporale di x1 e x2 con il sistema controllato mediante SDRE con τ = 
10. (b) Blu: andamento temporale della distanza in norma fra il controllo SDRE e il controllo 
Satisfacing; Verde: flag che indica a quali istanti i due controlli coincidono (flag = 0). 
 
(a)  (b)  
Figura 2.8 – (a) Andamento temporale di x1 e x2 con il sistema controllato mediante SDRE con τ = 
30. (b) Blu: andamento temporale della distanza in norma fra il controllo SDRE e il controllo 
Satisfacing; Verde: flag che indica a quali istanti i due controlli coincidono (flag = 0). 
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(a) (b)  
Figura 2.9 – (a) Andamento temporale di x1 e x2 con il sistema controllato mediante SDRE con τ = 
50. (b) Blu: andamento temporale della distanza in norma fra il controllo SDRE e il controllo 
Satisfacing; Verde: flag che indica a quali istanti i due controlli coincidono (flag = 0). 
 
 
2.4 Conclusioni 
 
Il controllo SDRE costituisce un approccio sistematico al controllo dei sistemi nonlineari ed ha 
il vantaggio di poter essere applicato ad una grande varietà di sistemi dato che si richiede solamente 
che siano verificate alcune condizioni sulle funzioni f(x) e g(x). Inoltre i controllori ottenuti tramite 
SDRE hanno il vantaggio di essere sub-ottimi per cui è possibile utilizzare le strategie di 
minimizzazione di un particolare indice di costo per ottenere le prestazioni desiderate. 
Tuttavia, dato che la soluzione esatta della SDRE non è nota, è necessario risolvere on-line una 
ARE ad ogni passo di integrazione, questo fatto comporta una notevole mole di calcoli per ottenere 
i valori dei controlli da fornire al sistema. 
Inoltre i controllori ottenuti mediante SDRE non garantiscono la stabilità del sistema se non in 
un intorno arbitrariamente piccolo dell’origine. Nel caso in cui si conosca una funzione di 
Lyapunov per il sistema in esame è possibile combinare i vantaggi del controllo SDRE con quelli 
del controllo satisfacing che sicuramente stabilizza il sistema. Se poi la funzione di Lyapunov gode 
della star-convex property allora esiste sicuramente un controllore SDRE che stabilizza il sistema. 
Sfortunatamente la determinazione di una generica funzione di Lyapunov per un sistema è un 
problema aperto e solamente in casi particolari si è a conoscenza di tale funzione. 
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Capitolo 3 Problematiche computazionali 
 
Come accennato nel capitolo precedente il controllo mediante SDRE richiede una notevole mole 
di calcoli da effettuarsi on-line per determinare il valore dei controlli da fornire al sistema. Questo 
fatto è dovuto all’impossibilità di determinare l’espressione analitica della soluzione della SDRE. 
I metodi standard di risoluzione della ARE sono molto efficienti nel caso in cui si debbano 
utilizzare off-line, ma il loro impiego on-line risulta troppo dispendioso computazionalmente. 
Questo fatto spinge alla ricerca di metodi risolutivi alternativi che consentano una maggiore rapidità 
di calcolo della soluzione punto per punto della SDRE. 
Nel presente capitolo vengono esposti i metodi risolutivi standard della ARE e un metodo 
alternativo di risoluzione on-line della SDRE. Inoltre viene proposto un nuovo metodo basato 
sull’algoritmo di Newton. 
 
 
3.1 Metodi risolutivi standard della ARE 
 
In questo paragrafo si considera la seguente equazione di Riccati: 
 
(3.1)    01 =+−+ − QPBPBRPAPA TT  
 
dove si presuppone {A, B} stabilizzabile, R=RT>0, Q=QT≥0. I metodi risolutivi standard mirano a 
determinare la soluzione esatta della (3.1) utilizzando la matrice Hamiltoniana H definita come 
segue: 
 
(3.2)    



−−
−=
−
T
T
AQ
BBRA
H
1
 
 
La matrice H ha la proprietà per cui se λ è autovalore anche –λ lo è. Quindi, dato che H è di ordine 
2n, allora esisteranno sicuramente n autovalori a parte reale negativa e altrettanti a parte reale 
positiva. Per le condizioni poste sulle matrici A, B, Q, R, non esistono autovalori di H immaginari 
puri. Attraverso un’operazione di similitudine è possibile riscrivere la (3.2) in una forma triangolare 
superiore a blocchi: 
 
(3.3)    


=−
22
12111
0 S
SS
HUU  
 
dove gli autovalori di S11 hanno parte reale negativa, e gli autovalori di S22 hanno parte reale 
positiva. Suddividendo quindi la matrice U in quattro blocchi come segue: 
 
(3.4)    


=
2221
1211
UU
UU
U  
 
la matrice X determinata calcolando la seguente espressione: 
 
(3.5)    11121
−= UUX  
 
è la soluzione della (3.1). 
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Nei metodi risolutivi standard si ricercano procedure per giungere efficientemente alla forma 
(3.3). Una procedura possibile consiste nel ridurre H alla forma canonica di Jordan, mentre una più 
efficiente procedura consiste nell’utilizzare la forma di Schur. 
 
 
3.1.1 Metodo di Schur 
 
La risoluzione della (3.1) utilizzando il metodo di Schur prevede la determinazione della Real 
Schur Form (RSF) della matrice H. Con tale scrittura è possibile ordinare la (3.3) in modo tale che 
gli autovalori di S11 abbiano tutti parte reale negativa utilizzando solamente matrici di similitudine 
ortogonali. In questo caso si ha che UT=U-1. La matrice U può quindi essere facilmente determinata 
una volta calcolata una matrice U~ che dia origine alla forma RSF di H. Per questo motivo è 
conveniente utilizzare il metodo di Schur piuttosto che altri metodi basati ad esempio sulla forma di 
Jordan. In questi ultimi infatti non c’è garanzia sull’ordinamento degli autovalori. 
Il costo computazionale del metodo di Schur è dell’ordine di 75n3. Per maggiori dettagli sul 
metodo di Schur si veda [L1979DE]. 
 
 
3.2 Un metodo risolutivo alternativo per la risoluzione della SDRE (procedura θ-D) 
 
Balakrishnan et al. In [XB2003JU] propongono una metodologia alternativa di risoluzione on-
line della SDRE punto per punto. La tecnica proposta si basa su uno sviluppo in serie della 
soluzione della HJB. 
 
Procedura θ-D - Considerato l’indice di costo (2.1) e riscritto il sistema (1.2) come segue: 
 
(3.6)   uxggxxAAuxBxfx 

 

++

 

+=+= θθθθ
)()()()( 00&  
 
dove θ è una variabile di passaggio e le matrici A0 e g0 sono costanti, si aggiunge una perturbazione 
alla (2.1) ottenendo la seguente espressione: 
 
(3.7)    dtRuuxDQxJ T
i
i
i
T∫ ∑∞ ∞
=


 +

 +=
0 12
1 θ  
 
Espandendo la risultante HJB si ottiene il controllore sub-ottimo θ-D dato da: 
 
(3.8)     ∑∞
=
− θθ−=
0
1 ),()(
i
i
i
T xTxBRu  
 
dove i Ti, i=1,…,r soddisfano le seguenti r equazioni: 
 
(3.9)      000
1
000000 =+−+ − QTgRgTTAAT TT  
(3.10)   ( ) ( ) in
j
n
j
jn
T
j
n
j
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T
jjn
T
T
j
n
T
nTTT
i DTgRgTTggRTTgR
ggRgT
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
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e i termini Di sono dati da: 
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(3.11)      [ ]otlii iekD −=  
 
(il termine dentro la parentesi quadre è identico al secondo membro delle (3.10) escluso Di) 
I parametri ki e li, insieme al valore di r, devono essere scelti in modo tale da avere un’adeguata 
risposta del sistema. Per assicurare la convergenza è necessario che i valori dei ki siano minori ma 
molto prossimi all’unità. 
Una volta noti i valori delle matrici Ti si può costruire la soluzione approssimata della SDRE 
calcolando la seguente espressione: 
 
(3.12)      ∑
=
=
r
i
i
i xTxP
0
),()( θθ             
 
La procedura sopra esposta prevede che la matrice R(x) sia costante, in questo caso infatti i 
coefficienti che moltiplicano le Ti nelle (3.10) sono costanti e noti una volta risolta off-line la (3.9). 
Il vantaggio che tali termini siano costanti consiste nell’avere a disposizione la soluzione delle Ti in 
forma chiusa; infatti si può seguire la seguente procedura [XBO2004]: 
 
- Si indichi con Ac0 la seguente matrice: 
 
(3.13)     00
1
000 TgRgAA
T
c
−−=  
 
- Attraverso l’algebra lineare è possibile rappresentare le (3.10) nella seguente forma: 
 
(3.14)     [ ]),,()(ˆ0 txQVecTVecA ii θ=  
 
dove Qi indica il termina destro delle (3.10). Vec(M) indica il vettore ottenuto impilando gli 
elementi di una matrice M presi per colonna. 
- IAAIA Tc
T
c ⊗+⊗= 000ˆ è una matrice costante e il simbolo ⊗  rappresenta il prodotto di 
Kronecker 
- A questo punto le (3.10) possono essere risolte semplicemente dalla seguente espressione: 
 
(3.15)      [ ]),,(ˆ)( 10 txQVecATVec ii θ−=  
 
Si noti che il calcolo di 10ˆ
−A  può essere effettuato una sola volta off-line, una volta che è stato 
determinato il valore di T0.                 
 
Rispetto all’utilizzo di un metodo risolutivo standard, la procedura θ-D consente una maggiore 
velocità di calcolo dovuta alla forma chiusa della soluzione. 
Tuttavia il fatto che la matrice R(x) debba essere costante limita i vantaggi di tale metodo che, 
nel caso di R(x) variabile, funziona ancora correttamente ma necessita di un tempo di calcolo più 
elevato. Inoltre la scelta dei valori di r, ki e li non è legata ad una particolare procedura ma dipende 
dal problema in esame. 
In [XB2003JU] non si trova l’ordine di grandezza del numero di operazioni da eseguire 
nell’utilizzo del procedimento θ-D. In questa sede verrà data una stima di massima di tale ordine di 
grandezza. Per effettuare tale stima si consideri il caso in cui θ = 1, in questo modo si diminuiscono 
notevolmente il numero di moltiplicazioni. 
Le operazioni necessarie alla soluzione della SDRE con questo procedimento sono le seguenti: 
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- r(n2 + n2m2 + (n-1)m2n + 2 (n-1)n3 + n) operazioni per determinare i coefficienti destri delle 
(3.10) comprensivi anche del calcolo dei Di. 
- rn3 operazioni per determinare la soluzione delle equazioni (3.10) 
- r somme fra matrici quadrate di ordine n per determinare la soluzione approssimata della 
SDRE, che hanno una piccola influenza sul costo computazionale totale. 
 
Dall’analisi del numero di operazioni necessario si nota che il termine principale è 2rn4 dato 
che, solitamente m<n. Per cui la complessità dell’algoritmo è O(n4). 
 
 
3.3 Metodo di Newton per la risoluzione della SDRE 
 
In questa sezione viene presentata l’applicazione del metodo di Newton per la risoluzione on-
line della SDRE. Inizialmente viene esposto l’algoritmo di Newton per la risoluzione di una ARE. 
 
 
3.3.1 Metodo di Newton per la risoluzione della ARE 
 
La prima definizione dell’algoritmo di Newton applicato alla soluzione della ARE è dovuta a 
Kleinman e si trova in [K1968FE]. Il principale risultato in questo articolo è espresso dal seguente 
teorema. 
 
Teorema 3.1 – Sia Vk, k = 0, 1,…, l’unica soluzione simmetrica definita positiva della seguente 
equazione algebrica 
 
(3.16)    0=+++ QRLLAVVA kkkkkTk  
  
dove ricorsivamente si calcolano 
 
(3.17)    1
1
−
−= kTk VBRL  
(3.18)    kk BLAA −=  
 
in cui A e B sono le classiche matrici di un sistema lineare e dove L0 viene scelta in modo tale che 
A-BL0 sia di Hurwitz; allora 
 
(3.19)    KK ,1,0,1 =≤≤≤ + kVVP kk  
(3.20)    PVkk =∞→lim              
 
Dato che l’algoritmo è di Newton, ha generalmente convergenza quadratica come dimostrato in 
[K1968FE]. Il vantaggio di questo algoritmo consiste proprio nella elevata velocità di convergenza 
nell’intorno della soluzione. Inoltre le condizioni iniziali dalle quali è necessario partire non sono 
molto restrittive dato che non è richiesto che la matrice di partenza sia “vicina” alla soluzione; è 
richiesto solamente che questa sia simmetrica e stabilizzante per il sistema. Sotto queste condizioni 
l’algoritmo converge in maniera monotona (in norma) alla soluzione cercata a partire dal secondo 
passo. Infatti non ci sono garanzie che l’errore al primo passo sia minore dell’errore al passo zero, 
perché al primo passo l’algoritmo può compiere un forte “aggiustamento” della soluzione 
approssimata. 
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Come chiarito in precedenza la matrice di partenza deve essere simmetrica e stabilizzante. 
Qualora questa non sia nota è possibile utilizzare uno dei metodi per la soluzione del problema della 
stabilizzazione (vedere ad esempio [S1981JU]). 
L’algoritmo di Newton prevede la risoluzione ad ogni iterazione di una equazione di Lyapunov 
(si veda anche [GL1998JU]) per la quale esistono efficienti metodi di risoluzione (ad esempio 
[GNV1979DE]). 
La complessità dell’algoritmo dipende prevalentemente dalla risoluzione delle equazioni di 
Lyapunov. Come chiarito in [GNV1979DE] si ha che tale complessità varia con 10(n3+m3), dove m 
è il numero di ingressi del sistema, e quindi per m < n si ha circa O(n3). 
 
 
3.3.2 Modifiche dell’algoritmo di Newton 
 
In letteratura l’algoritmo di Newton è stato studiato per migliorarne l’efficienza in casi 
particolari quali ad esempio il caso in cui la matrice di partenza sia troppo “lontana” dalla soluzione 
e quindi sia necessario un primo passo molto “grande” per portarsi nella zona di convergenza 
quadratica [BB1998JA]. 
Un’importante modifica dell’algoritmo di Newton si ha nei casi in cui la matrice Hamiltoniana 
abbia autovalori sull’asse immaginario, in tali casi, infatti l’algoritmo di Newton perde la proprietà 
di convergenza quadratica. 
In questa sede si riporta l’algoritmo di Newton modificato proposto da Guo e Lancaster in 
[GL1998JU]. 
 
Algoritmo di Newton modificato – Si indichi con R(P) l’operatore che individua l’equazione (3.1). 
La derivata prima di Fréchet di R(P) è data dalla seguente espressione: 
 
(3.21)     ( ) ( )( )SPBBRAPBBRASSR TTTP 11)( −− −+−−=′  
 
Segue l’algoritmo di Newton modificato: 
 
- scegliere una matrice di partenza P0 in modo tale che (A-BR-1BTP0) sia stabile 
- per i = 0, 1,…, risolvere: 
 
(3.22)     )()( iP PRHR i =′  
 
 e calcolare: 
 
(3.23)     HPP ii 21 −=+  
 
 Se ε<+ )( 1iPR   allora interrompere l’algoritmo. 
 Altrimenti calcolare: 
 
(3.24)      HPP ii −=+1  
 
 Se ε<+ )( 1iPR  allora interrompere l’algoritmo. 
 
Si nota che i primi passi dell’algoritmo proposto producono le medesime matrici dell’algoritmo 
di Newton standard, mentre solamente l’ultimo passo costituisce una modifica di tale algoritmo. 
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Il costo computazionale dell’algoritmo modificato è maggiore dell’algoritmo standard di circa il 
10%.                   
 
 
3.3.3 Applicazione del metodo di Newton alla SDRE 
 
Nel caso di controllo dei sistemi lineari, ad esempio mediante LQR, vengono comunemente 
utilizzati gli algoritmi risolutivi standard in quanto l’algoritmo di Newton può essere affetto da una 
convergenza lenta se la matrice iniziale è troppo “lontana” dalla soluzione. Nonostante questo 
limite, l’algoritmo ora presentato può essere utilizzato per ottenere una soluzione più precisa 
partendo dalla soluzione trovata con un metodo standard. 
Proprio da quest’ultimo fatto nasce l’idea di utilizzare l’algoritmo di Newton per la risoluzione 
punto per punto della SDRE. Supponendo di conoscere la soluzione della SDRE in un punto xˆ , è 
possibile determinare la soluzione al passo successivo utilizzando come punto di partenza la 
soluzione al passo precedente. L’idea di base è che, sebbene la P(x) possa variare da un punto 
all’altro dello spazio di stato, la variazione non sia così grande da “allontanare” troppo le soluzioni 
a due passi consecutivi. 
Nella costruzione dell’algoritmo è comunque necessario verificare che le condizioni del metodo 
di Newton siano soddisfatte: cioè che la P(x) al passo precedente sia stabilizzante per il sistema al 
passo attuale. Questa è l’unica condizione da verificare in quanto P(x) è sicuramente simmetrica. 
E’ necessario definire una condizione di arresto del procedimento. La condizione più naturale 
consiste nell’arrestare l’algoritmo quando la norma del residuo scende al di sotto di una soglia 
prefissata. In questo modo, però, c’è il rischio di impiegare un numero troppo elevato di iterazioni 
causando così un costo computazionale troppo elevato. Una condizione che evita questo problema 
consiste nel limitare il numero di iterazioni ad un valore prefissato. 
La combinazione delle due condizioni offre due principali vantaggi: se viene verificata prima la 
condizione sulla norma, allora abbiamo ottenuto una buona approssimazione della soluzione 
dell’equazione di Riccati. Nel caso in cui venga verificata prima la condizione sul numero massimo 
di iterazioni, abbiamo comunque il vantaggio di conoscere a priori il tempo di calcolo massimo del 
procedimento. 
Rispetto al procedimento θ-D c’è il vantaggio di consentire che la matrice R sia variabile con lo 
stato. In questo caso, infatti, il procedimento di Balakrishnan perde parte del suo vantaggio in 
quanto le matrici 00
1
00 TgRgA
T−−  non sono costanti e quindi è necessario anche in questo caso 
risolvere più equazioni di Lyapunov on-line. 
 
 
3.3.4 Confronto fra il metodo di Newton e quello modificato 
 
Come precisato in precedenza l’algoritmo di Newton modificato ha un costo computazionale 
più alto di circa il 10% rispetto all’algoritmo standard. Tuttavia la maggiore spesa è compensata dal 
fatto che si possa raggiungere la convergenza dopo un minor numero di iterazioni. Inoltre è stata 
verificata una maggiore stabilità numerica dell’algoritmo modificato rispetto a quello originale 
proposto da Kleinman. Queste proprietà vengono evidenziate attraverso alcuni esempi: 
 
Esempio 3.1 - Si considerino le seguenti matrici: 
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(3.25)     
















−−−−−−−
=
87654320
10000000
01000000
00100000
00010000
00001000
00000100
00000010
A  
 
(3.26)    
















=
0000
0000
0000
0000
1000
0100
0010
0001
B  
 (3.27)    )1,1,1,1(diagR =  
 (3.28)    880 ×=Q  
 
Con la scelta effettuata la matrice Hamiltoniana ha due autovalori nulli. La soluzione esatta della 
ARE porta ad una matrice P tale per cui 62.4=P . Scegliendo come punto di partenza la matrice 
P0=100*P e utilizzando il metodo di Newton standard e quello modificato, si ottengono i seguenti 
risultati: 
 
Tabella 3.1.1 – Risultati del metodo di Newton standard per l’esempio 3.1. 
 
Errore ammesso Residuo finale Numero di iterazioni PP ~−  
1 0.4 8 0.38 
10-1 0.0263 9 0.0266 
10-2 1.5*10-4 10 3.95*10-4 
10-4 1.63*10-8 11 2.55*10-4 
10-8 5.47*10-9 12 1.27*10-4 
10-9 3.42*10-10 14 3.18*10-5 
10-10 8.55*10-11 15 1.6*10-5 
10-11 5.35*10-12 17 3.98*10-6 
10-12 3.38*10-13 19 9.96*10-7 
10-13 9.23*10-14 20 4.97*10-7 
10-14 7.9*10-15 25 3.5*10-8 
 
Tabella 3.1.2 – Risultati del metodo di Newton modificato per l’esempio 3.1. 
 
Errore ammesso Residuo finale Numero di iterazioni PP ~−  
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1 0.7695 8 1.06 
10-1 0.0268 9 0.0325 
10-2 1.76*10-4 10 0.0049 
10-4 1.98*10-6 11 0.0024 
10-8 5.47*10-11 13 1.08*10-10 
10-11 3.33*10-14 14 1.51*10-14 
10-14 9.97*10-16 15 6.68*10-15 
 
Si nota che per errori massimi consentiti “grandi”, l’algoritmo standard produce risultati 
leggermente migliori rispetto a quello modificato, mentre, imponendo una soglia più bassa, 
quest’ultimo produce risultati notevolmente migliori sia per quanto riguarda la precisione sia per il 
numero di iterazioni compiute. Si pone l’attenzione soprattutto sul fatto che l’algoritmo standard 
con 15 iterazioni produce una soluzione approssimata che dista da quella esatta di un fattore 10-5 
mentre l’algoritmo modificato, a parità di iterazioni, produce una soluzione approssimata che dista 
da P di un fattore 10-15.                
 
Esempio 3.2 - Si considerino ora le seguenti matrici: 
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(3.31)     )1,1,1,1,1,1,1,1(*10 10 diagQ −=  
(3.32)     )1,1,1,1(*103 diagR =  
 
La soluzione esatta P della ARE ha una norma pari a 910*4=P . Seguono i risultati ottenuti 
risolvendo la ARE con il metodo di Newton utilizzando come punto di partenza la matrice P0 = 
100P che è stabilizzante per il sistema. 
 
Tabella 3.2.1 – Risultati del metodo di Newton per l’esempio 3.2. 
 
Errore ammesso Residuo finale Numero di iterazioni PP ~−  
 34
1 0.0123 12 2.27*104 
10-2 --- --- --- 
 
Tabella 3.2.2 – Risultati del metodo di Newton modificato per l’esempio 3.2. 
 
Errore ammesso Residuo finale Numero di iterazioni PP ~−  
1 6.2*10-7 12 2.27*104 
6*10-7 3.88*10-7 13 2.27*104 
10-7 6.09*10-7 100 (Max) 2.27*104 
 
In questo caso l’algoritmo modificato ha la notevole proprietà di mantenersi stabile nonostante 
non riesca a fornire un residuo in norma inferiore alla soglia desiderata. Inoltre, a parità di 
iterazioni, tale algoritmo produce un residuo notevolmente inferiore a quello prodotto 
dall’algoritmo standard. 
 
 
3.4 Conclusioni 
 
La risoluzione on-line della SDRE è computazionalmente molto dispendiosa nel caso si voglia 
utilizzare un metodo risolutivo standard. La procedura θ-D costituisce un’alternativa risolutiva che 
consente di diminuire il tempo di calcolo grazie al fatto che si determina la soluzione approssimata 
della SDRE in forma chiusa. Tale procedimento, però, ha il limite di prevedere che la matrice R(x) 
sia costante e inoltre la taratura dei parametri è affidata alle simulazioni. 
L’algoritmo di Newton, applicato alla SDRE per la prima volta in questa sede, consente di 
ottenere buoni risultati sia da un punto di vista di costo computazionale, sia per quanto riguarda le 
prestazioni ottenibili dal sistema. Una leggera modifica dell’algoritmo di Newton ne migliora la 
stabilità numerica e, in vari casi, ne accelera la velocità di convergenza. 
Un esempio comparativo dei diversi metodi viene presentato nel capitolo successivo. 
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Capitolo 4 Esempi numerici di applicazione delle tecniche SDRE 
 
Le tecniche SDRE possono essere applicate non solamente per il controllo pseudo-LQR ma 
anche per il controllo nonlineare H∞, per il quale è necessario risolvere due equazioni di Riccati ad 
ogni passo. Il costo computazionale della SDRE può essere ridotto utilizzando uno dei metodi 
alternativi presentati nel capitolo precedente. 
In questo capitolo vengono presentati due esempi di controllo mediante SDRE. Il primo è un 
controllo nonlineare H∞ nel quale vengono evidenziate le differenze fra i diversi metodi risolutivi. 
Il secondo è un controllo nonlineare pseudo-LQR che costituisce un autopilota per un velivolo. 
Il controllo SDRE viene poi confrontato con due diverse metodologie di controllo (LQR e 
inversione dinamica) applicate al medesimo sistema. 
 
 
4.1 Esempio di controllo nonlineare H∞ 
 
In questo paragrafo vengono riportati i risultati relativi alle simulazioni effettuate su un 
medesimo sistema le cui equazioni dinamiche si possono trovare in [XB2003JU]. 
Il sistema in esame rappresenta la dinamica longitudinale di un missile e viene controllato 
mediante un controllo nonlineare H∞ (si vedano [C1997JU] e [XB2003JU] per i dettagli sul 
controllo nonlineare H∞ tramite SDRE) Le simulazioni effettuate hanno lo scopo di comparare le 
prestazioni in termini di precisione e velocità di calcolo dei metodi risolutivi precedentemente 
descritti. 
È interessante notare che in questo particolare problema è richiesta istante per istante la 
risoluzione di due equazioni di Riccati (ARE) di ordine n = 7, per cui si ritiene che le simulazioni 
effettuate costituiscano un valido strumento di comparazione fra i diversi metodi utilizzati. 
Le simulazioni sono state effettuate utilizzando un computer con le seguenti prestazioni:  
 
- Processore: Pentium II a 450 MHz. 
- Sistema operativo: Windows 98. 
- Software utilizzato: Matlab/Simulink versione 5.0 (R13). 
- Metodo di integrazione numerica: Runge-Kutta del quarto ordine. 
- Passo di integrazione: costante, T = 0.005 [sec]. 
- Tempo simulato: 4 [sec]. 
 
Nella definizione delle matrici per il controllo H∞ riportata in [XB2003JU] si nota che, per la 
soluzione della seconda equazione di Riccati, la matrice R non è costante per cui è necessario 
modificare la procedura θ-D al fine di tenere conto di questo fatto come precisato nel capitolo 
precedente. 
I risultati ottenuti risolvendo la SDRE con il metodo θ-D e con il metodo di Newton sono 
indistinguibili da quelli ottenuti risolvendo esattamente ad ogni passo la ARE con un metodo 
standard. Nel seguito si riportano i grafici relativi a diverse grandezze in gioco nel modello 
dinamico. 
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 (a)  
(b)  
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 (c)  
Figura 4.1 – Accelerazione comandata (blu), ottenuta (rosso). Metodo risolutivo: (a) Schur; (b) θ-D; (c) Newton. 
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(a)  
(b)  
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(c)  
Figura 4.2 – Angolo di attacco. Metodo risolutivo: (a) Schur; (b) θ-D; (c) Newton. 
 
Risulta interessante a questo punto comparare i diversi metodi in base al tempo di calcolo e alla 
precisione con la quale viene calcolata la soluzione punto per punto della SDRE. 
Nel caso di risoluzione col metodo standard il tempo di simulazione è di circa 250 secondi, 
mentre utilizzando il metodo θ-D il tempo di simulazione vale circa 120 secondi. Per quanto 
riguarda il metodo di Newton è importante ricordare che le condizioni di arresto del procedimento 
sono critiche per il tempo di calcolo. Infatti imponendo che l’errore in norma sia molto piccolo, si 
richiedono più iterazioni, per cui il tempo di calcolo si allunga notevolmente. Sono state effettuate 
diverse prove variando la soglia ammissibile per l’errore residuo in norma ed è stato notato che per 
ε = 10-2 il tempo di simulazione vale circa 80 secondi; per ε = 10-3, invece, vale circa 100 secondi; 
mentre per ε = 10-4 si assesta intorno ai 120 secondi. 
Per analizzare la precisione del calcolo effettuato sono stati registrati punto per punto i valori in 
norma dei residui delle due equazioni di Riccati. Gli andamenti temporali di queste grandezze nei 
diversi casi sono presentati nelle figure seguenti. 
 
 41
 
Figura 4.3 – Residuo della prima equazione di Riccati con il metodo di Schur. 
 
Figura 4.4 – Residuo della prima equazione di Riccati con il metodo θ-D. 
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Figura 4.5 – Residuo della prima equazione di Riccati con il metodo di Newton. 
 
 
Figura 4.6 – Residuo della seconda equazione di Riccati con il metodo di Schur. 
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Figura 4.7 – Residuo della seconda equazione di Riccati con il metodo θ-D. 
 
 
Figura 4.8 – Residuo della seconda equazione di Riccati con il metodo di Newton. 
 
Si nota che, utilizzando un metodo standard, i residui sono molto piccoli, mentre per gli altri 
metodi tali residui sono notevolmente più grandi. Comparando i due metodi di risoluzione 
approssimati, si nota che il metodo θ-D produce, soprattutto per la prima equazione di Riccati, 
errori in norma decisamente grandi rispetto agli errori prodotti dal metodo di Newton. 
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È da tenere presente che nell’algoritmo θ-D non è presente alcun controllo sull’errore residuo in 
norma: i valori dei parametri k, l della procedura θ-D sono scelti in modo tale da avere una buona 
risposta del sistema. 
 
 
4.2 Esempio di controllo pseudo-LQR 
 
Nel presente paragrafo viene presentata la realizzazione della simulazione del sistema di 
controllo SDRE per il modello di velivolo Ulisse fornito dal Dipartimento di Sistemi Elettrici e 
Automazione dell’Università di Pisa (DSEA). A partire dalle equazioni del moto tipiche della 
simulazione del volo, è stata definita la parametrizzazione SDC introducendo sei variabili di stato 
aggiuntive, necessarie per la corretta definizione dell’algoritmo di controllo. Inoltre è stato aggiunto 
un termine stabilizzante per garantire il buon condizionamento dell’equazione di Riccati. Sono state 
effettuate diverse simulazioni per differenti riferimenti sul rollio e sulla quota. 
 
 
4.2.1 Equazioni del moto 
 
Le equazioni del moto utilizzate per la simulazione del volo sono le seguenti: 
 
(4.1)    
m
F
gQWRVU x+−−= )sin(θ&  
(4.2)    
m
F
gRUPWV y++−= )cos()sin( θφ&  
(4.3)    
m
FgPVQUW z++−= )cos()cos( θφ&  
(4.4)    NcLcPQcQRcP 4321 +++=&  
(4.5)    ( ) McRPcPRcQ 72263 +−−=&  
(4.6)     NcLcPQcQRcR 9425 ++−=&  
(4.7)    )tan()cos()tan()sin( θφθφφ RQP ++=&  
(4.8)    )sin()cos( φφθ RQ −=&  
(4.9)    
)cos(
)cos(
)cos(
)sin(
θ
φ
θ
φψ RQ +=  
(4.10)    )cos()cos()cos()sin()sin( θφθφθ WVUH −−=&  
 
dove 
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Le forze Fx, Fy, Fz sono definite come segue: 
 
(4.13)   propulsionwzwywxx FFFFF +−−= ,,, )sin()sin()cos()cos()cos( αβαβα  
(4.14)   wywxy FFF ,, )cos()sin( ββ +=  
(4.15)   wzwywxx FFFF ,,, )cos()sin()sin()cos()sin( αβαβα +−=  
 
dove 
 
(4.16)    Dwx SCqF −=,  
(4.17)    Ywy SCqF =,  
(4.18)    Lwx SCqF −=,  
 
q  è la pressione dinamica e S è la superficie alare. I coefficienti CD, CY, CL, Cl, Cm, Cn sono dati 
dalle seguenti espressioni: 
 
(4.19)    MCkCCC MDLDD ,
2
0, ++=  
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(4.20)    ( )RCPC
V
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m
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(4.22)    ( )RCPC
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(5.23)    ( )QCC
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(4.24)    ( )RCPC
V
bCCCC RnPn
m
rrnaannn ,,,,, 2
+++−= δδβ δδβ  
 
Le variabili α, β, Vm, M rappresentano rispettivamente: l’angolo di attacco, l’angolo di sideslip, 
il modulo della velocità  del velivolo e il numero di Mach. Le quantità b, c rappresentano 
rispettivamente la lunghezza e la corda alare. 
Gli ingressi del sistema sono indicati attraverso le tre variabili δa, δp, δe, rispettivamente aileron, 
rudder e elevator. 
Le equazioni (4.1)-…-(4.10) sono nonlineari sia nello stato che nel controllo a causa del fatto 
che il termine CD dipende dal quadrato dell’ingresso δe. In forma compatta le equazioni (4.1)-…-
(4.10) si riscrivono come segue: 
 
(4.25)     ),( uxfx =&  
 
All’istante iniziale il sistema è nelle condizioni di trim, cioè si trova in una condizione di 
equilibrio dovuta ad una particolare combinazione dei valori dello stato e degli ingressi. I valori 
iniziali del sistema sono quindi i seguenti: 
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e gli ingressi nella condizione di trim sono i seguenti: 
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È opportuno traslare lo stato in modo tale che il punto di equilibrio sia l’origine. Per ottenere 
questo risultato si introducono le variabili traslate iY
~  come segue: 
 
(4.28)     0,
~
iii YYY −=  
 
dove Yi  indica una generica variabile di stato o un generico ingresso. 
 
 
4.2.2 Parametrizzazione SDC 
 
Date le equazioni (4.1)-…-(4.10) modificate attraverso la traslazione dello stato (4.28) si 
effettua la parametrizzazione SDC notando innanzitutto che sono presenti termini costanti 
indipendenti dallo stato e termini che non si annullano quando lo stato va a zero. Tali termini 
vengono trattati utilizzando le tecniche proposte in [CS2002MA1]. In particolare i termini costanti 
vengono moltiplicati e divisi per una variabile di stato aggiuntiva, denominata z, governata da una 
dinamica stabile: 
 
(4.29)     zz −=&  
 
Ad ogni passo di integrazione tale variabile viene riportata al suo valore iniziale. Per comodità 
tale valore viene scelto pari a uno. 
È importante trattare in maniera particolare la nonlinearità nel controllo δe. Come presentato in 
[CS2002MA1] si introduce un controllo integrale come segue: 
 
(4.30)     eee δδδ ˆ~~ +−=&  
 
Per avere una maggiore uniformità nelle variabili di controllo è stato scelto di introdurre il controllo 
integrale anche per gli altri due ingressi del sistema. In questo modo il sistema originario viene 
modificato come segue: 
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dove x~  rappresenta il vettore delle dieci variabili di stato originarie traslate. 
Al fine di ottenere un comportamento integrale del sistema controllato sono stati introdotti due 
stati aggiuntivi che rappresentano l’integrale di φ e H. 
La parametrizzazione SDC del sistema completo risulta essere la seguente: 
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Dove con x  si è indicato il vettore delle 16 variabili di stato. L’espressione completa della matrice 
A( x ) è riportata in appendice. I parametri αij introdotti nella matrice A( x ) sono stati scelti pari a 
0.5. 
Si nota che il sistema originario (4.1)-…(4.10) è di ordine 10 mentre il sistema parametrizzato 
SDC è di ordine 16 a causa dell’introduzione di 6 variabili di stato aggiuntive. Si nota inoltre che la 
matrice B( x ) è costante. 
 
 
4.2.3 Controllo SDRE 
 
Si applica ora il controllo SDRE al sistema, utilizzando la parametrizzazione SDC definita in 
precedenza. Le matrici di peso utilizzate sono le seguenti: 
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dove con δe°, δp°, δr° si sono indicati rispettivamente i valori degli ingressi reali al sistema misurati 
in gradi.. I pesi così inseriti consentono di evitare la saturazione degli attuatori, infatti si nota che 
quando le variabili di controllo sono prossime a 10° il peso sull’inseguimento dei riferimenti è 
piccolo mentre il peso su δe, δp, δr è grande per cui il controllore tende a riportare tali variabili a 
valori piccoli a scapito, ovviamente, di un peggior inseguimento. 
A causa del malcondizionamento numerico che si ottiene utilizzando le (4.33) e (4.34) è stato 
introdotto un termine stabilizzante ST che vale: 
 
(4.35)   [ ]( )0011110 LdiagST −=  
 
Tale termine deve essere sommato alla matrice A( x ) definita in precedenza. L’utilizzo di un 
termine stabilizzante viene proposto da Cloutier et al. in [HCMS1998JU] e [CS2001AU] ed ha il 
solo scopo di eliminare il malcondizionamento della SDRE. Per ottenere una parametrizzazione 
SDC che corretta è necessario compensare il termine stabilizzante introdotto aggiungendo alla 
colonna della matrice A(x) corrispondente alla variabile z la seguente espressione A:,14(x): 
 
(4.36)    
T
z
W
z
V
z
UxA 

= 0010)(14:, L  
 
Ad ogni passo di integrazione è necessario risolvere la seguente equazione di Riccati: 
 
(4.37)   0)()()()()()()()()()( 1 =+−+ − xQxPxBxRxBxPxAxPxPxA TT  
 
e il controllo fornito al sistema è dato dalla seguente relazione: 
 
(4.38)    ( ) ( )refTref xxxPxBxRxxxKu −−=−−= − )()()()(ˆ 1  
 
Si osserva che dalla (4.38) non si ottiene il controllo da fornire al sistema, bensì l’ingresso fittizio 
da fornire al sistema modificato (4.32). L’ingresso reale al sistema si ottiene utilizzando la seguente 
relazione: 
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(4.39)     ( )∫ −= dtuuu ~ˆ~  
 
Il termine “–u~ ” dentro l’integrale è presente per la scelta del controllo integrale effettuata in (4.30). 
 
 
4.2.4 Due diversi controlli nonlineari del modello Ulisse 
 
In questa sezione vengono brevemente presentati due metodi di controllo nonlineare per il 
modello Ulisse che verranno poi confrontati con il controllo SDRE. 
 
Controllo LQR – Il primo controllo presentato è un LQR effettuato sulla linearizzazione del 
sistema intorno al suo punto di equilibrio. Il modello dell’Ulisse viene diviso in due parti 
considerando la dinamica laterale ( )ψφRPV  e la dinamica longitudinale 
( )HQWU θ . Inoltre alla dinamica laterale vengono aggiunti tre stati che rappresentano 
rispettivamente β, ∫φ , ∫ β , mentre alla dinamica longitudinale viene aggiunta una variabile di 
stato che rappresenta l’integrale dell’accelerazione Az. Per questi due sistemi le matrici derivanti 
dalla linearizzazione sono le seguenti 
 
(4.40)  
















−−
−−
−−
−−
=
01000000
00000360.09988.00179.00007.0
00001000
000000002.100
000000179.010
000004156.00115.00322.0
000003246.03866.60872.0
00007984.93671.2728715.41720.0
latA  
(4.41)    
















−
−
=
00
0968.00
00
00
00
5584.30
03222.62
3951.260
latB  
(4.42)  












−−−−
−
−−
−−−
−−−
=
001752.06455.01092.10696.0
006993.27209998.00179.0
000100
0004748.00993.00018.0
001752.00103.2721092.10696.0
008084.98762.40277.00175.0
lonA  
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(4.43)    












−
−
−
−
=
04027.26
00
00
4016.370
04027.26
01915.0
lonB  
 
I pesi dell’indice di costo sono dati dalle seguenti espressioni: 
 
(4.44)    
[ ]( )
[ ]( )105
11010001.011110
diagR
diagQ
lat
lat
=
=
 
(4.45)    
[ ]( )
[ ]( )101
1.101.0001.0111.0
diagR
diagQ
lon
lon
=
=
 
 
Risolvendo il problema LQR attraverso due equazioni di Riccati si ottengono i seguenti guadagni di 
retroazione: 
 
(4.46) 


−−
−−−−−−−=
3125.01693.2511370.00007.01227.08003.60780.00620.0
0611.04911464009.10001.03095.13043.14180.00125.0
latK  
(4.47)   

 −−−−=
000000
003.01.01945.30916.41318.00696.0
lonK         
 
Inversione dinamica – Il secondo metodo di controllo si basa sull’inversione dinamica del sistema. 
Supponendo che le forze aerodinamiche siano invertibili rispetto agli ingressi, si può riscrivere il 
sistema in una forma quasi-lineare. Per i canali di roll e yaw l’inversione dinamica può essere 
effettuata esattamente, mentre per il canale di pitch può essere effettuata solamente un’inversione 
approssimata a causa di uno zero a fase non minima. Per i dettagli riguardanti questo metodo di 
controllo si rimanda a [GM2004]               
 
 
4.2.5 Simulazioni e confronto fra i diversi metodi di controllo 
 
Si riportano nel seguito le risposte del sistema controllato mediante SDRE, LQR ed inversione 
dinamica per diversi riferimenti imposti. 
 
Simulazione 4.1 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. (a) Rollio. (b) Particolare del rollio. (c) Altitudine. (d) Angolo di attacco. (e) 
Angolo di sideslip. (f) Aileron, (g) Elevator. (h) Rudder. 
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 (a)  
(b)  
 
 52
(c)  
(d)  
 53
(e)  
(f)  
 54
(g)  
(h)  
 
Dalle figure precedenti si nota che il controllo SDRE riesce a seguire il riferimento sul rollio 
mantenendo la quota entro limiti più stretti rispetto al controllo LQR. Inoltre l’inseguimento 
effettuato tramite la SDRE è migliore rispetto al caso LQR. Il controllo ad inversione dinamica 
causa la saturazione degli attuatori e risulta instabile. 
Si nota che il controllo LQR causa una leggera saturazione per t ≅ 3 mentre il controllo SDRE 
non comporta fenomeni di saturazione. 
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Infine si pone l’attenzione sul fatto che l’angolo di sideslip è mantenuto entro limiti più 
contenuti dal controllo LQR piuttosto che dal controllo SDRE a causa del fatto che β è proprio una 
variabile controllata dal metodo LQR e non dal metodo SDRE.           
 
Simulazione 4.2 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. (a) Rollio. (b) Particolare rollio. (c) Altitudine. (d) Angolo di attacco. (e) Angolo 
di sideslip. (f) Aileron. (g) Elevator. (h) Rudder. 
 
(a)  
(b)  
 56
(c)  
(d)  
 57
(e)  
(f)  
 58
(g)  
(h)  
 
In questo caso si nota che il miglior inseguimento viene ottenuto mediante l’inversione 
dinamica. Il controllo SDRE comporta piccoli overshoot ma la velocità di convergenza è più lenta 
rispetto al controllo LQR. Tuttavia è da notare che, rispetto al controllo LQR la quota viene 
mantenuta entro limiti più contenuti. Nessuno dei metodi di controllo causa la saturazione degli 
attuatori.                  
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Simulazione 4.3 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. (a) Rollio. (b) Altitudine. (c) Angolo di attacco. (d) Angolo di sideslip. (e) 
Aileron. (f) Elevator. (g) Rudder. 
 
 
(a)  
(b)  
 60
(c)  
(d)  
 61
(e)  
(f)  
 62
(g)  
 
Nella simulazione in esame si nota che il controllo ad inversione dinamica comporta la 
saturazione degli attuatori e causa instabilità. Per i controlli SDRE ed LQR valgono le 
considerazioni effettuate per la simulazione precedente.            
 
Simulazione 4.4 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. (a) Altitudine. (b) Particolare altitudine. (c) Angolo di attacco. (d) Angolo di 
sideslip. (e) Angolo di pitch. (f) Aileron. (g) Elevator. (h) Rudder. 
 
(a)  
 63
(b)  
(c)  
 64
(d)  
(e)  
 65
(f)  
(g)  
 66
(h)  
 
In questo caso il controllo SDRE e il controllo LQR producono risultati simili notando tuttavia 
la differenza che il primo risponde un poco più velocemente del secondo. Il controllo ad inversione 
dinamica produce risultati inaccettabili.              
 
Simulazione 4.5 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. (a) Altitudine. (b) Particolare altitudine. (c) Angolo di attacco. (d) Angolo di 
sideslip. (e) Angolo di pitch. (f) Aileron. (g) Elevator. (h) Rudder. 
 
(a)  
 67
(b)  
(c)  
 68
(d)  
(e)  
 69
(f)  
(g)  
 70
(h)  
 
Dalle figure precedenti si nota che il controllo ad inversione dinamica produce un inseguimento 
migliore in termini di velocità di convergenza. Confrontando gli altri due metodi di controllo si 
evidenziano migliori prestazioni della SDRE piuttosto che dell’LQR. Soprattutto in termini di 
velocità di convergenza.                
 
Simulazione 4.6 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. (a) Rollio. (b) Altitudine. (c) Particolare altitudine. (d) Angolo di attacco. (e) 
Angolo di sideslip. (f) Angolo di pitch. (g) Aileron. (h) Elevator. (i) Rudder. 
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(a)  
(b)  
 72
(c)  
(d)  
 73
(e)  
(f)  
 74
(g)  
(h)  
 75
(i)  
 
Il controllo ad inversione dinamica genera un sistema instabile a causa della saturazione. Il 
riferimento sul rollio viene inseguito più fedelmente dal controllo LQR che però causa overshoot 
maggiori. Il controllo SDRE riesce ad inseguire il riferimento sulla quota con minori errori.       
 
Simulazione 4.7 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. (a) Rollio. (b) Particolare rollio. (c) Altitudine. (d) Particolare altitudine. (e) Altro 
particolare altitudine. (f) Angolo di attacco. (g) Particolare angolo di attacco. (h) Angolo di sideslip. 
(i) Traiettoria. 
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(a)  
(b)  
 77
(c)  
(d)  
 78
(e)  
(f)  
 79
(g)  
(h)  
 80
(i)  
 
Come dalle precedenti simulazioni si nota che il controllo SDRE insegue meglio il riferimento 
sulla quota mentre il controllo LQR insegue meglio il riferimento sul rollio. In questo caso il 
miglior inseguimento del rollio si ha utilizzando il controllore ad inversione dinamica.        
 
Simulazione 4.8 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. Nell’algoritmo SDRE viene attivato il controllo su ψ. (a) Rollio. (b) Particolare 
rollio. (c) Altitudine. (d) Particolare altitudine. (e) Angolo di attacco. (f) Angolo di sideslip. (g) 
Angolo di pitch. (h) Angolo di heading. (i) Aileron. (l) Elevator. (m) Rudder. (n) Traiettoria. 
 
 
 81
(a)  
(b)  
 82
(c)  
(d)  
 83
(e)  
(f)  
 84
(g)  
(h)  
 85
(i)  
(l)  
 86
(m)  
(n)  
 
Per il confronto fra i metodi LQR e SDRE valgono le considerazioni effettuate in precedenza. Si 
nota che, dato che nel controllo SDRE viene attivato il controllo su ψ l’inseguimento del rollio 
causa rilevanti overshoot (ad esempio per t = 6).             
 
Simulazione 4.9 – Le figure seguenti rappresentano gli andamenti temporali di alcune variabili in 
gioco nel sistema. Nell’algoritmo SDRE viene disabilitato il controllo su ψ. (a) Rollio. (b) 
Particolare rollio. (c) Angolo di heading. 
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(a)  
(b)  
 88
(c)  
 
In questo caso si nota che il controllo SDRE insegue fedelmente il riferimento sul rollio a 
scapito di un peggiore inseguimento su ψ.              
 
Nei casi sopra presentati si nota che il controllo SDRE è capace inseguire i riferimenti di rollio e 
quota imposti con un piccolo margine di errore. 
Negli andamenti delle variabili di controllo si nota che il controllore SDRE non causa in alcun 
caso la saturazione degli attuatori (si veda la simulazione 4.1, figura f). Al contrario, l’algoritmo di 
controllo basato sull’inversione dinamica causa spesso la saturazione e, in molti dei casi presentati, 
causa addirittura l’instabilità del sistema. È stato verificato che tale algoritmo di controllo può 
produrre un sistema stabile purché la saturazione si raggiunga per ± 20°. 
Dal punto di vista delle prestazioni, si nota che nel caso di riferimenti costanti, il controllo 
basato sull’inversione dinamica produce i risultati migliori in termini di velocità di convergenza e 
overshoot,  il controllo LQR, invece, presenta buone velocità di convergenza ma accentuati 
overshoot. Al contrario il controllo SDRE converge più lentamente al valore desiderato ma presenta 
overshoot più contenuti. 
Nel caso di riferimenti veloci, come ad esempio quello delle simulazioni 4.8 e 4.9, il controllo 
SDRE è quello che produce risultati migliori in termini di errore all’inseguimento. In particolare 
quando è disabilitato il controllo su ψ, l’inseguimento del rollio e dell’altitudine è molto buono. Il 
controllo LQR nelle simulazioni 4.8 e 4.9 produce degli andamenti che, proprio quando il 
riferimento è più veloce, si discostano maggiormente da esso. 
Si ricorda che il controllo SDRE e quello LQR controllano diverse variabili di stato. Infatti, 
mentre il controllo SDRE fornisce migliori risultati in termini di inseguimento del riferimento di 
altezza, il controllo LQR riesce a mantenere piccolo l’angolo di sideslip. 
La scelta effettuata sulle matrici di peso per il controllo SDRE, e la scelta del termine 
stabilizzante influiscono sull’andamento della risposta del sistema. In particolare è stato notato che 
aumentando il valore del termine stabilizzante il sistema si spinge sempre più verso un andamento 
oscillatorio. 
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Sono state effettuate altre simulazioni in diverse condizioni del sistema ed è stato notato che per 
riferimenti sul rollio maggiori di 65°÷70° i controllori lavorano in condizioni critiche: il controllo 
SDRE diventa instabile, mentre gli altri due controlli forniscono andamenti non regolari. 
 
 
4.3 Conclusioni 
 
Le simulazioni effettuate su due diversi sistemi dinamici hanno mostrato l’efficacia del 
controllo della dinamica di un velivolo mediante SDRE. 
Nella simulazione del primo sistema è stata verificata la minore richiesta computazionale 
dell’algoritmo di Newton rispetto ad un algoritmo standard e alla procedura θ-D. 
Il secondo sistema dinamico è stato controllato utilizzando il controllo SDRE e altri due diversi 
metodi di controllo. In questo caso sono state verificate le possibilità del controllo SDRE che 
consente di ottenere buoni risultati sia in termini di velocità della risposta sia in termini di 
precisione. 
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Capitolo 5 Stima della ROA di un sistema nonlineare 
 
In questo capitolo viene ripresa un procedura della stima della ROA per i sistemi nonlineari e viene 
proposto un metodo alternativo per la determinazione della stessa. 
 
 
5.1 Un metodo per la determinazione della regione di stabilità 
 
Alleyne et al. in [EA2002MA] propongono un metodo di determinazione della regione di 
attrazione (ROA) per un sistema nonlineare basato sulla sovrastima della matrice del sistema in base 
a una particolare norma vettoriale. Si riporta nel seguito la procedura trovata su tale riferimento: 
 
Procedura per la stima della ROA - Dato un sistema nonlineare autonomo della forma 
 
(5.1)     xxtAxfx ),()( ==&  
 
e definita una norma vettoriale p(x), allora la matrice kkn RRM ×→×0:τ  è una sovrastima della 
matrice del sistema se e solo se viene verificata la seguente disuguaglianza: 
 
(5.2)     )(),()( xpxtMxpD ≤′  
 
per ogni x ∈ Rn, e per ogni t ∈ τ0 (D’ è l’operatore di derivata destra). Se in un intorno dell'origine S 
⊂ Rn è possibile definire un nuovo sistema lineare con M costante: 
 
(5.3)     Mzz =&  
 
tale per cui M risulti irriducibile e di Hurwitz allora l’origine è localmente asintoticamente stabile e 
la sua regione di attrazione (ROA) include il più grande dominio D contenuto in S dato dall'unione 
dei tre seguenti insiemi: 
 
(5.4)    
{ }
{ }
{ } SMcRccxpRxD
SMuxpRxD
SMuxpRxD
kn
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m
n
T
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⊂>−∈≤∈=
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∞
0,,)(;
)()(;
)()(;
2
11
α
α
 
 
dove con um(M) si è indicato l'autovettore di M relativo all'autovalore con parte reale maggiore.       
 
La procedura sopra esposta risulta interessante ma produce risultati che possono essere poco 
significativi: in particolare la stima della ROA può essere di piccole dimensioni e inoltre non è detto 
che la matrice di sovrastima sia di Hurwitz. Ad esempio si consideri il seguente sistema lineare: 
 
(5.5)    xAxx










−−−−
−−−−
−−−−
−−−−
==
2111
1211
1121
1112
&  
 
Gli autovalori di questo sistema hanno tutti parte reale negativa ma utilizzando la seguente norma 
vettoriale: 
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(5.6)     










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x
x
p M
2
1
 
 
la matrice di sovrastima risulta la seguente: 
 
(5.7)    










−
−
−
−
=
2111
1211
1121
1112
M  
 
che ha un autovalore a parte reale positiva. Ne consegue che il sistema sovrastimato è instabile 
mentre invece, ovviamente, il sistema originario è stabile. 
Dall'esempio precedente si nota che la scelta della è rilevante ai fini della determinazione della 
regione di stabilità del sistema. 
In [EA2002MA] viene presentata l'estensione del metodo precedentemente descritto ai sistemi 
controllati mediante SDRE. La procedura proposta è la seguente: 
 
Stima della ROA per sistemi controllati mediante SDRE - Dato un sistema nonlineare affine nel 
controllo parametrizzato nella forma SDC si scelga una norma vettoriale p(x) e un dominio S nello 
spazio di stato.  
 
- Si determini la matrice di anello chiuso ACL(x) indicando con ki(x) i termini derivanti dal 
controllore SDRE 
- Si calcolino il valore massimo e quello minimo per ogni ki(x) in S 
- Determinare la matrice M costante che sovrastima di ACL(x) in modo tale che M sia di 
Hurwitz in S 
- Determinare gli insiemi D1 D∞, Dc. 
 
Nel caso in cui la matrice M non risulti di Hurwitz è necessario scegliere una diversa 
parametrizzazione SDC oppure è necessario ridurre il dominio S.           
 
Analogamente a quanto detto in precedenza la matrice M ottenuta non è detto che sia di Hurwitz 
e inoltre la stima della regione di attrazione così ottenuta può essere piccola. Un altro limite di tale 
procedimento consiste nell'elevato costo computazionale dovuto principalmente al fatto che è 
necessario effettuare una grigliatura del dominio S e calcolare la soluzione della ARE punto per 
punto. 
 
 
5.2 Un nuovo metodo alternativo per la stima della ROA 
 
Nel paragrafo precedente sono stati esposti i limiti del metodo di Alleyne. In questo paragrafo 
viene proposta una procedura alternativa per la determinazione della ROA. Tale procedura si basa 
sulla determinazione di una funzione di Lyapunov per il sistema linearizzato nell'origine applicata 
in un secondo momento al sistema nonlineare. I dettagli sono riportati nel seguito: 
 
Procedura alternativa di determinazione della ROA - Si consideri un sistema nonlineare 
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autonomo per il quale l'origine è un punto di equilibrio. 
 
- Si determini la matrice del sistema linearizzato nell'intorno dell'origine 
- Si determini una funzione di Lyapunov V per tale sistema. 
- Si applichi la funzione V determinata al sistema nonlineare completo. 
- La ROA stimata è delimitata dalla più grande curva (o superficie) di livello di V che è 
interamente contenuta nelle regioni dello spazio di stato nelle quali risulta 0<V&        
 
Analogamente a quanto visto nel paragrafo precedente, la procedura ora presentata comporta un 
elevato costo computazionale a causa del fatto che la V&  deve essere calcolata punto per punto. 
Nonostante questo problema il metodo proposto in questa sede risulta meno restrittivo rispetto 
all’altro proposto da Alleyne. Infatti il primo importante vantaggio che si ha utilizzando questa 
metodologia consiste nel garantire che un intorno stabile esista scuramente perché per ipotesi il 
sistema linearizzato nell’origine è stabile. Inoltre, una volta definita una particolare funzione di 
Lyapunov, è possibile utilizzarne altre della stessa famiglia in modo tale da analizzare altre regioni 
dello spazio di stato. Un ulteriore vantaggio consiste nell’evitare di scegliere una particolare norma 
vettoriale che, come visto nel paragrafo precedente, può determinare o meno il successo della 
procedura. Infine non è richiesto che la matrice sia irriducibile. 
Il procedimento ora proposto può essere esteso ai sistemi controllati mediante SDRE calcolando 
punto per punto la soluzione della SDRE e utilizzando un’equazione di Lyapunov per il sistema 
linearizzato nell’origine. Anche in questo caso si hanno notevoli vantaggi rispetto all’utilizzo 
dell’altra procedura per i medesimi motivi esposti in precedenza. 
Si riportano ora i risultati ottenuti applicando le due procedure ai medesimi sistemi. 
 
Esempio 5.1 – Stima della ROA per un sistema autonomo - Si consideri il seguente sistema 
autonomo xxAx )(=&  dove A(x) è data da: 
 
(5.8)    
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Metodo di Alleyne – Scelta la norma vettoriale p(x) data dalla (5.6) si ottiene la seguente matrice M: 
 
(5.9)   
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24
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3max)cos(4max
)sin(max3max
2
22
2
1
22
2
1
xxx
xxx
M  
 
La stima della ROA ottenuta è data dall’unione dei tre seguenti insiemi: 
 
(5.10)    
{ }
{ }
{ } SxxRxD
SxxRxD
SxxRxD
c ⊂<<∈=
⊂<<∈=
⊂<+∈=
∞
12,5.0:
1,459.0:
459.0459.0:
1
2
21
2
21
2
1
 
 
Nuova procedura – Il sistema linearizzato nell’origine è diagonale per cui si sceglie la seguente 
funzione di Lyapunov V: 
 
(5.11)     ( )222121 xxV +=  
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La ROA stimata con questo metodo è contenuta in un cerchio di raggio r ≈ 1.3 centrato nell’origine. 
 
Rappresentazione dei risultati - Graficamente le due stime della ROA sono riportate nella figura 
seguente: 
 
 
Figura 5.1 – Nero = ROA stimata con il metodo di Alleyne. Rosso = ROA stimata con il nuovo 
metodo. Blu ‘x’ = Regioni nelle quali V&  è negativa. 
 
Si nota che il nuovo metodo proposto fornisce una ROA decisamente più ampia rispetto al primo 
metodo.                  
 
Esempio 5.2 – Stima della ROA per un sistema controllato mediante SDRE – Dato il seguente 
sistema nonlineare: 
 
(5.12)   u
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Metodo di Alleyne - Si sceglie il dominio S dato da: 
 
(5.13)    { }63.0,9.0:, 21121 <<∈= xxxRxxS  
 
In S la matrice di sovrastima M è la seguente: 
 
(5.14)   


−
−=



−−−
+−=
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1maxmax
max)1max(
21
2
121
kk
xxx
M  
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La stima della ROA effettuata con il primo metodo è data dai seguenti insiemi: 
 
(5.15)    
{ }
{ }
{ } SxxRxD
SxxRxD
SxxRxD
c ⊂<<∈=
⊂<<∈=
⊂<+∈=
∞
41.02,9.0:
41.0,9.0:
9.0573.0:
1
2
21
2
21
2
1
 
 
Nuova procedura – Il sistema linearizzato nell’origine controllato mediante SDRE è diagonale per 
cui si sceglie la seguente funzione di Lyapunov: 
 
(5.16)     ( )222121 xxV +=  
 
La ROA stimata è contenuta in un cerchio di raggio r ≈ 1.5 centrato nell’origine. 
 
Rappresentazione dei risultati - Graficamente le due stime della ROA sono rappresentate nella 
figura seguente: 
 
 
Figura 5.2 – Nero = La ROA stimata con il metodo di Alleyne è data dall’unione delle due aree 
delimitate dalla linea nera. Rosso = ROA stimata con il nuovo metodo. Blu ‘x’ = Regioni nelle 
quali V&  è negativa. 
 
Anche in questo caso si nota che il nuovo metodo fornisce una ROA più ampia rispetto all’altro.      
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5.3 Conclusioni 
 
È  stato introdotto un nuovo metodo di stima della ROA dei sistemi nonlineari basato sulla 
determinazione di una funzione di Lyapunov per il sistema linearizzato nell’origine. Tale nuovo 
metodo fornisce una valida alternativa a quello proposto in [EA2002MA]. Inoltre è stata effettuata 
l’estensione del nuovo metodo introdotto ai sistemi controllati mediante SDRE. I risultati 
dell’applicazione delle due procedure hanno mostrato la maggiore efficacia della seconda rispetto 
alla prima. 
 
 
5.4 Bibliografia 
 
[EA2002MA] E. B. Erdem, A. G. Alleyne. Estimation of Stability Regions of SDRE Controlled 
Systems Using Vector Norms. In Proceedings of the American Control Conference, Anchorage, 
AK, May 8-10 2002. 
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Conclusioni 
 
Le tecniche di controllo SDRE costituiscono una procedura sistematica per il controllo dei 
sistemi nonlineari affini nel controllo. Le condizioni richieste per l’applicazione di tale metodo di 
controllo sono verificate frequentemente. 
Un importante passo per la sintesi del controllore SDRE consiste nella scelta della 
parametrizzazione SDC del sistema nonlineare. Allo stato attuale non esiste alcun criterio in base al 
quale si possa decidere se una parametrizzazione è migliore o peggiore di un’altra. Tuttavia, dalle 
simulazioni effettuate risulta chiaro che non tutte le parametrizzazioni producono i medesimi 
risultati. 
Il controllo SDRE ha fondamentalmente due limiti: il primo consiste nella mancanza di una 
garanzia di stabilità e il secondo riguarda il costo computazionale che è molto elevato soprattutto 
per sistemi di medio-grandi dimensioni. I metodi risolutivi standard della ARE risultano troppo 
dispendiosi per essere utilizzati efficacemente nei sistemi di controllo. La procedura θ-D proposta 
da Balakrishnan riduce sensibilmente il tempo di calcolo ma ha il limite di presupporre la costanza 
della matrice R(x). 
Un nuovo approccio alla risoluzione on-line alla SDRE consiste nell’utilizzo del metodo 
risolutivo iterativo di Newton che unisce ad una buona velocità di convergenza, una maggiore 
velocità di calcolo rispetto alla procedura θ-D verificata attraverso alcune simulazioni. Inoltre il 
metodo di Newton consente di ottenere la soluzione approssimata della SDRE punto per punto con 
la precisione voluta (entro i limiti della precisione di macchina). È stato verificato che 
l’applicazione dell’algoritmo di Newton standard soffre di instabilità numerica per particolari valori 
dei coefficienti dell’equazione di Riccati. Una modifica di tale algoritmo consente di migliorarne la 
stabilità numerica e la velocità di convergenza; il costo computazionale totale è poco superiore a 
quello dell’algoritmo standard, per cui è vantaggioso implementare l’algoritmo di Newton 
modificato. 
È stata proposta una nuova procedura sistematica per la stima della ROA di un sistema lineare. 
Tale procedura si è rivelata efficace per la determinazione della regione di stabilità e, rispetto ad 
un’altra metodologia recentemente proposta, ha il vantaggio di fornire in ogni caso una stima della 
ROA. L’estensione al caso dei sistemi controllati mediante SDRE viene effettuata calcolando punto 
per punto la matrice di anello chiuso. Il costo computazionale della nuova procedura è paragonabile 
a quello del metodo di Alleyne 
Futuri sviluppi nel controllo SDRE riguardano la determinazione di un criterio di scelta fra le 
parametrizzazioni, la combinazione con altre metodologie di controllo, una maggiore comprensione 
delle proprietà di stabilità del sistema in anello chiuso risultante e una diminuzione del costo 
computazionale delle procedura di stima della ROA. 
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Appendice 
 
Parametrizzazione SDC del modello Ulisse – Per maggiore chiarezza di notazione si trascura il 
simbolo “~” sopra la variabili traslate. 
 
0122,1 RRa += α  
0133,1 QQa −−= α  
0135,1 )1( WWa −−−= α  
0126,1 )1( VVa +−= α  


 −+−= )sin(1)cos()cos()sin( 008,1 θθ
θθθ
θga  
m
SCq
a pY δ
βα ,
12,1
)sin()cos(=  
m
SCq
a rY δ
βα ,
13,1
)sin()cos(−=  
z
gWQRV
a
)sin( 00000
14,1
θ−−=  
0211,2 RRa −−= α  
0233,2 PPa += α  
0234,1 )1( WWa +−= α  
0216,2 )1( UUa +−−= α  
( )( ) 


 −+−++= φ
φθαθφφθθφ
φ 1)cos(11)cos()cos()sin()cos()cos(sin 2700007,2 ga  
( )( )( ) 

 −+−−+−= θ
θφαθφφφθθ
θ 1)cos(11)cos(1)cos()sin()sin()cos()sin()sin( 2700008,2 ga  
m
SCq
a pY δ
β ,
12,2
)cos(−=  
m
SCq
a rY δ
β ,
13,2
)cos(=  
z
gPWRU
a
)cos()sin( 000000
14,2
θφ++−=  
0311,3 QQa += α  
0322,3 PPa −−= α  
0324,3 )1( VVa −−−= α  
0315,3 )1( UUa +−= α  
( )( ) 


 −+−++−= φ
φθαθφφθθφ
φ 1)cos(11)cos()cos()cos()sin()cos()sin( 3700007,3 ga  
( )( )( ) 

 −+−−+−= θ
θφαθφφφθθ
θ 1)cos(11)cos(1)cos()cos()cos()cos()sin()sin( 3700008,3 ga  
m
SCq
a pY δ
βα ,
12,3
)sin()sin(=  
 101
m
SCq
a rY δ
βα ,
13,3
)sin()sin(−=  
z
gPVQU
a
)cos()cos( 000000
14,3
θφ+−=  
( )04424,4 QQca += α  
( )( ) ( )045104425,4 1 RRcPPca +++−= αα  
( )( )04516,4 1 QQca +−= α  ( )anal CcCcSbqa δδ ,4,312,4 −−=  ( )rnrl CcCcSbqa δδ ,4,313,4 +=  
z
QPcQRc
a 00200114,4
+=  
( ) ( )0605454,5 2PPcRRca +−+= α  
( )( ) ( )0605456,5 21 RRcPPca +++−= α  ( )
z
RPcRPca
2
0
2
06005
14,5
−−=  
( )06484,6 QQca += α  ( )( ) ( )065206485,6 1 RRcPPca +−+−= αα  
( )( )06526,6 1 QQca +−−= α  ( )anal CcCcSbqa δδ ,9,412,6 −−=  ( )rnrl CcCcSbqa δδ ,9,413,6 +=  
z
QPcQRc
a 00800214,6
+−=  
14,7 =a  
)tan()sin( 005,7 θθφφ ++=a  
)tan()cos( 006,7 θθφφ ++=a  



 −




−++−+


 −




−++= φ
φ
θθ
θφφ
φθθφφ
φ
θθ
θφφ
φθθφ 1)cos(
)tan()tan(1
)tan()cos()sin()tan()sin(1)cos(
)tan()tan(1
)tan()sin()sin()tan()cos(
0
0000
0
00007,7 RQa
( ) ( ) ( ) ( ))tan()tan(1
)(tan)tan()cos()sin(
)tan()tan(1
)tan()cos()cos(
)tan()tan(1
)tan()sin()cos(
0
0
2
0000
0
00
0
008,7 θθθ
θθφφθθθ
θφφθθθ
θφφ −++



−+



−= RQRQa
( )
z
RQP
a
)tan()cos()sin( 000000
14,7
θφφ ++=  
)cos()cos( 05,8 φφ=a  
)sin()cos( 06,8 φφ−=a  
( ) ( )( ) ( ) φ
φφφφ
φφφ 1)cos()sin()cos()sin()cos()sin( 000000007,8 −−++−+−= RQRRQQa  
z
RQ
a
)sin()cos( 0000
14,8
φφ −=  
)cos(
)sin(
0
0
5,9 θθ
φφ
+
+=a  
)cos(
)cos(
0
0
6,9 θθ
φφ
+
+=a  
 102
( ) ( )
0
0
0
0
0
00
7,9 )cos(
)sin()sin()0cos(1)cos(
)cos(
)cos()sin()sin(1)cos(
RQa θθφ
φφφφ
θθφ
φφφφ
+
−−++
−−=  



 −+

 +=
)cos(
1
)cos(
1)cos()sin(
00
0000
8,9 θθθθ
φφ RQ
a  
)cos(
)cos()sin(
0
0000
14,9 θ
φφ
z
RQ
a
+=  
)sin( 01,10 θθ +=a  
)cos()sin( 002,10 θθφφ ++−=a  
)cos()cos( 003,10 θθφφ ++−=a  



 −++−−


 −++−= φ
φθθφφ
φθθφφ
φθθφφ
φθθφ 1)cos()cos()cos()cos()sin()cos()sin(1)cos()cos()cos()sin()sin()cos()cos( 00000000007,10 WVa


 −+−−


 −+−−

 −+=
θ
θθφθ
θθφφ
θ
θθφθ
θθφφθ
θθθ
θθ
1)cos()cos()cos()sin()sin()cos()cos(
1)cos()cos()sin()sin()sin()sin()cos(1)cos()sin()sin()cos(
00000
000000008,10
W
VUa
 


 +++++ 0000222
2
0
2
0
2
0
020
2
0
22
z
WVU
WWVVUUVm L  
2
2 m
msound
m V
Va
V
M =  
2
2
2 1
m
sound
V
a
M =  


= 0000100 0,
z
e
e
δδ L  



 += 0000200
2
0,
0,
2
z
e
eee
δδδδ L  


= 0000100 0
z
QQ LL  


 += 0000200
2
0
0
2
z
Q
QQQ LL  


= 00001000 0
z
PP L  


= 0000100 0
z
RR LL  
 103
( )( )QCMCCC
V
cC
MCCC
V
cC
MCC
MCQ
V
cC
CV
V
Vm
CcC
V
cC
CC
C
LMLeeeLL
m
QL
MLLeeL
m
L
MLL
ML
m
QL
eeLm
m
LL
m
L
LL
L
αδδααδαα
δ
αααα
αδααδ
α
α
δ
ααα
α
&&
&&
&
&
&&
,,0,,,
,
,,,
,
,,
22
,
2
2
,22
,
2
2
,,
2
,2
,
2
0,
2
222
2
2
2
+++


++


 +++
++


++
+


++
=
 
( ) 222,0,, 2121 LmmMLLwx CkSVVSMCCF ρρ −−+=  
( ) 





 +−+++= 000
22
1 0,,0,,2
,,
2
2
,, z
CC
VRCPC
V
bVVCSF rrYaaYmRYPY
m
m
mYwy
δδβρ δδβ L  







 ++


 +++= QC
V
cCVVC
V
cMCCCSF QL
m
eeLmmL
m
MLLLwz ,,
22
,,,0,, 222
1 δααρ δαα &&  
( ) 





 +−+++= 000
22
1 0,,0,,2
,,
2
2
, z
CC
VRCPC
V
bVVCSbL rrlaalmRlPl
m
m
ml
δδβρ δδβ L  







 ++


 +++= QC
V
cCVVC
V
cMCCCScM Qm
m
eemmmm
m
Mmmm ,,
22
,,,0, 222
1 δααρ δαα &&  
( ) 





 +−+++= 000
22
1 0,,0,,2
,,
2
2
, z
CC
VRCPC
V
bVVCSbN rrnaanmRnPn
m
m
mn
δδβρ δδβ L  
2
2 m
m
propulsion
propulsion VV
F
F =  
 
 
 
 
 
 104




























−
−
−
−
=
0000001000000000
0000000001000000
0010000000000000
0001000000000000
0000100000000000
0000010000000000
0000000000
00000000000
000000000000
0000000000
0000000000
0000000000000
0000000000
0000000000
0000000
00000000
)(
14,108,107,103,102,101,10
14,98,97,97,97,9
14,87,86,85,8
14,78,77,76,75,74,7
14,613,612,66,65,64,6
14,56,54,5
14,413,412,46,45,44,4
8,37,35,34,32,31,3
14,313,312,38,27,26,24,23,21,2
14,113,112,18,16,15,13,12,1
aaaaaa
aaaaa
aaaa
aaaaaa
aaaaaa
aaa
aaaaaa
aaaaaa
aaaaaaaaa
aaaaaaaa
xAstate
 




















+
+
+−
+
+−−
=
0
0
)cos()sin()sin()cos()sin(
)cos()sin(
)sin()sin()cos()cos()cos(
)(
94
7
43
,,,
,,
,,,
M
NcLc
Mc
NcLc
m
FFF
m
FF
m
FFFF
xA
wzwywx
wywx
propulsionwzwywx
force
αβαβα
ββ
αβαβα
 
 
A(x) = Astate(x) + Aforce(x) 
 
 
 
 
