In this paper, a new type of the discrete fractional Grönwall inequality is developed, which is applied to analyze the stability and convergence of a Galerkin spectral method for a linear timefractional subdiffusion equation. Based on the temporal-spatial error splitting argument technique, the discrete fractional Grönwall inequality is also applied to prove the unconditional convergence of a semi-implicit Galerkin spectral method for a nonlinear time-fractional subdiffusion equation.
Introduction
Consider the following nonlinear time-fractional subdiffusion equation . The time discretization technique for the time-fractional operator in (1.1) mainly falls into two categories: interpolation and the fractional linear multistep method (FLMM, which is also called the convolution quadrature (CQ)) based on generating functions that can be derived from the linear multistep PDE. In Section 3, the unconditional convergence of the semi-implicit Galerkin spectral method is proved by combining the discrete fractional Grönwall inequality and the temporal-spatial error splitting argument. Some conclusion remarks are given in Section 4.
Numerical analysis for the linear equation
In this section, two numerical schemes are proposed for the linear equation (1.1), i.e., f (x, t, u) = f (x, t), in which the time direction is approximated by the fractional linear multistep methods (FLMMs) and the space direction is approximated by the Galerkin spectral method.
Let {t k = kτ} n T k=0 be a uniform partition of the interval [0, T ] with a time step size τ = T/n T , n T is a positive integer. For simplicity, the solution of (1.1) is denoted by u(t) = u(x, t) if no confusion is caused. For function u(x, t) ∈ C(0, T ; L 2 (I)), denote u k = u k (·) = u(·, t k ) and u k−θ = (1 − θ)u k + θu k−1 , θ ∈ [0, 1]. Let P N (I) be the set of all algebraic polynomials of degree at most N on I. Define the approximation space as follows:
As in [28] , we present the time discretization for (1.1) as follows:
where f k = f (x, t k ), R k is the discretization error in time that will be specified later, L
and
respectively, in which ̟ k satisfy the generating function ̟(z)
The fully discrete schemes for (1.1) are given as follows:
where
p f k and I N is the Legendre-Gauss-Lobatto (LGL) interpolation operator.
Discrete fractional Grönwall inequality
In this subsection, we introduce some useful lemmas and present a discrete fractional Grönwall inequality that is used in the stability and convergence analysis for (2.4).
Lemma 2.1 (see e.g., [28] ). For 0 < β < 1, let ̟ j be given by
Then one has
Proof. By the binomial theorem, we can easily get the first two lines in (2.6). The middle three lines in (2.6) can be derived by the technique in [8, p.6] . The last line in (2.6) can be deduced from the following relation
The proof is complete. 4
Lemma 2.3. Let P k− j := τ β ̺ k− j . For 0 < β < 1 and any real µ > 0, one has
where E β denotes the Mittag-Leffler function that is defined by
. It is easy to obtain
By the fourth inequality in Lemma 2.2 and Lemma 3.2 in [11] , we obtain
Interchanging the sums on the left-hand side of the above inequality and letting m → ∞ yields the desired result. The proof is completed.
We now present the discrete fractional Grönwall inequality in the next theorem.
and {λ l } n T −1 l=0 be given non-negative sequences. Assume that there exists a constant λ (independent of the time step size) such that λ ≥ k−1 l=0 λ l , and that the maximum time step size τ satisfies τ ≤ 1
Then, for any non-negative sequence
Proof. By (2.3) and the last line in Lemma 2.2, one has
where we exchanged the order of summation and rearranged the coefficient
By Lemma 2.3 and the technique for the proof of Theorem 3.1 in [20] , we derive the desired result, which completes the proof.
We also have an alternative version of the above theorem.
Corollary 2.1. Theorem 2.1 remains valid if the condition (2.10) is replaced by
Proof. Similar to the proof of the theorem 3.4 in [20] , and by the proof of Theorem 2.1, we can complete our proof. 
Stability and convergence
We present the stability and convergence result for the scheme (2.4).
where C is a positive constant independent of τ and N. 6
By (2.3), Lemma 2.1, and the Young's inequality, we have
Finally, applying the discrete Grönwall inequality (see Theorem 2.1) and introducing the following notations
we immediately get the stability result (2.14) for p = 1.
(
Rearranging the coefficients in (2.3), we have
Similar to the proof of Lemma 4.1 in [20] and by Lemma 2.1, we get
The remaining of the proof is similar to that shown in (i), which is omitted here. The proof is completed.
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To obtain the convergence results, we introduce the following two lemmas. 
Next, we consider the convergence analysis for the scheme (2.4). We also assume that the solution u(t) satisfies (see, e.g., [6, 29] )
The singularity index σ determines the accuracy of the numerical solution if t σ is not treated properly. We do not investigate how to deal with the singularity of the solution in this work, the interesting readers can refer to [23, 26, 29] . For the time discretization in (2.4), the global convergence rate is min{σ − β, p}, that is q = min{σ − β, p}.
Denote 
By Theorem 2.2, Lemmas 2.4 and 2.5, we obtain the convergence result for the scheme (2.4). 
24)
where C is a positive constant, independent of τ, N, q = min{σ − β, p}.
Proof. We consider p = 1, the case for p = 2 is similarly proved. By Theorem 2.2 and the fifth line of Lemma 2.2, we need only to evaluate
to get an error bound. By (2.23), Lemmas 2.2, 2.4, and 2.5, we get the error bounds as follows
The above bounds yield
By using Lemma 2.4 again, one has
The proof is completed.
Numerical analysis for the nonlinear equation
In this section, we develop the semi-implicit time-stepping Legendre Galerkin spectral method for the nonlinear problem (1.1), i.e., f (x, t, u) = f (u). We then combine the discrete fractional Grönwall inequality and the temporal-spatial error splitting argument (see, e.g., [10, 14] ) to prove the stability and convergence of the numerical scheme. We assume that the solution of problem (1.1) satisfies the following condition
where K is a positive constant independent of N and τ. Throughout this section, C denotes a generic positive constant, which may vary at different occurrences, but is independent of N and time step size τ. Denote C i (i = 1, 2, · · · ) as positive constants independent of N and τ.
The following inverse inequalities (see, e.g., [1, 18, 5] ) will be used in the numerical analysis
where C I is a positive constant depending only on the interval I. 
where I N is the LGL interpolation operator. We also assume that the nonlinear term f (u) satisfies the local Lipschitz condition
where K 1 is a positive constant that is suitably large.
An error estimate of the time discrete system
In order to obtain the unconditionally stability of (3.4), we now introduce a time-discrete system
(3.5)
Let R k 1 be the time discretization error of (3.4). Then we can obtain
in whichq = min{σ − β, 1} when the first-order extrapolation is applied. Letting ε k = u k − U k and subtracting (3.5) from (3.6) gives
We now present an error bound of ε k = u k − U k as follows.
Theorem 3.1. Suppose that r ≥ 1, u and U k (k = 1, 2, · · · , n T ) are solutions of (1.1) and (3.5),
where C * is a constant independent of N and τ, andq = min{σ − β, 1}.
Proof. We use the mathematical induction method to prove (3.9). Obviously, (3.9) holds for k = 0. Assume (3.9) holds for k ≤ n − 1. Then, by (3.2) and (3.9), one has
one has
We can similarly derive an estimate of ∂ 2 x ε n by multiplying (3.8) by −2D
x ε n and integrating the result over I. Similar to (3.19) , by Young inequality, (3.7), (3.13), (3.14), (3.16) and (3.19), we can get
Combing (3.16), (3.19) and (3.20), we obtain
is a constant independent of N and τ. Moreover, we can derive that
, and (2.3) is used. Thus, the proof is completed.
An error estimate of the space discrete system
The weak form of time-discrete system (3.5) satisfies
It is easy to obtain
Then, we define 
(3.25)
Proof. We prove (3.24) by using the mathematic induction method. From Lemma 2.5, one has
when N ≥ (C 4 ) 2 . Assume that (3.24) holds for k ≤ n − 1. By the inverse inequality (3.2), we have 
By Lemma 2.4 and Theorem 3.1, we obtain
Letting k ≤ n and v = 2ē k in (3.23), we have
Combing (3.26), (3.27) , and the above inequality yields 29) when N ≥ (C 6 ) 2 . That is to say, (3.24) holds for k = n. Furthermore, we have 30) when
completes the proof. 13
Error estimate of the fully discrete system
By the boundedness of u k N and Theorem 2.2, we immediately obtain the following result. The stability and convergence analysis of the method (3.32) is similar to that of (2.4). 1.9670e-4 1.10 1.02610e-3 1.09 3.5914e-5 1.15 2.1181e-05 1.99
Conclusion
A discrete fractional Grönwall inequality for convolution quadrature with the convolution coefficients generated by the generating function is developed. We illustrate its use through the stability and convergence analysis of the Galerkin spectral method for the linear time-fractional subdiffusion equations. We then combined the discrete fractional Grönwall inequality and the temporalspatial error splitting argument [10] to prove the unconditional convergence of the Galerkin spectral method for the nonlinear time-fractional subdiffusion equation.
We only developed a discrete fractional Grönwall inequality for the convolution quadrature with the coefficients generated by the generalized Newton-Gregory formula of order up to order two [28] . How to construct a discrete fractional Grönwall inequality for other convolution quadratures (see, e.g., [23] ) of high-order accuracy will be considered in our future work. It will be interesting to consider the discrete fractional Grönwall inequality for analyzing the numerical methods for multi-term nonlinear time-fractional differential equations [29] .
