Abstract-Utilizing time-of-arrival measurements, we propose a recursive algorithm for estimating the location of a mobile station in a nonline-of-sight environment. By formulating the problem in a factor graph framework, messages are iteratively passed to obtain the mobile station position. Numerical results show that the proposed algorithm is more computationally attractive or reliable than existing methods and is able to achieve performance very close to the optimum benchmarks.
I. INTRODUCTION
Mobile station positioning has received significant attention since the Federal Communications Commission [1] in the U.S. adopted rules to improve Enhanced 911 services [2] . It turns out that mobile information also has many other applications, e.g., tracking people who need constant attention such as the mentally impaired and young children, intelligent transport systems, location billing, and interactive map consultation. One mobile location solution is achieved by installing a global positioning system receiver at the mobile station. On the other hand, a wireless location system is a more cost-effective solution since base stations in existing wireless networks can be employed for mobile position estimation. Conventional wireless positioning approaches are based on the time of arrival, received signal strength, time difference of arrival, and/or angle-of-arrival measurements received from several base stations with known positions, which have nonlinear relationships with the mobile station position [3] . Once the measurements are available, the mobile position can be estimated by solving the corresponding nonlinear equations by directly using the nonlinear leastsquares technique [4] . Nevertheless, there is no guarantee on global convergence, unless the initial guess is sufficiently close to the global minimum. On the other hand, the linear least-squares methodology provides a global solution and solves the problem by linearizing the nonlinear equations via the introduction of an extra variable [5] . Based on factor graphs, a mobile station positioning algorithm is proposed in [6] and [7] , where soft information is efficiently exchanged among local processing units to iteratively estimate the mobile position. All these methods work well in the presence of line-of-sight propagation. However, in practice, due to building blockage, complex terrain, etc., a line-of-sight environment cannot be guaranteed, and it is more reasonable to consider the possibility of non-line-of-sight propagation. It is well known that non-line-of-sight propagation will cause a large positive error in the distance measurements and result in biased position estimates. As a result, the non-line-of-sight effect must be taken into consideration in order to obtain accurate mobile station-location estimation. In the literature, there are several schemes [8] - [13] that deal with the non-line-of-sight problem. One approach is to identify the non-line-of-sight propagation, which includes determination by a time-history-based hypothesis test [8] , a probabilistic model [9] , residual information [10] , and maximum-likelihood detection [11] .
Once the identification procedure is accomplished, only the line-ofsight measurements are utilized for localization. Apart from incorrect identification, it wastes non-line-of-sight observations, which may help improve the positioning performance. Another standard technique is to use all line-of-sight and non-line-of-sight measurements but with different weights to reduce the non-line-of-sight effect. The weights are determined from the base station layout [12] or from the residuals of an individual base station [13] . Nevertheless, those methods may provide unreliable results as the non-line-of-sight errors cannot completely be eliminated.
In this paper, a recursive Bayesian localization algorithm based on factor graphs is developed for non-line-of-sight mobile station position estimation. Although we take an approach similar to those in [6] and [7] , our contributions include the following: 1) The proposed algorithm tackles the more challenging non-line-of-sight environment, and 2) we represent the message by histogram, instead of a single Gaussian approximation, to improve the location performance. The rest of this paper is organized as follows: The problem of mobile station localization in the presence of non-line-of-sight propagation is formulated in Section II. In Section III, algorithm development using the factor graph approach is provided. Simulation results, which contain the comparative performance of the proposed scheme with that of existing methods in terms of localization accuracy and computational complexity, are presented in Section IV. Finally, conclusions are drawn in Section V.
II. PROBLEM FORMULATION
We assume that the mobile station and base stations lie on a 2-D plane, although extension to the 3-D scenario is straightforward. Let (x, y) and (x i , y i ), i = 1, 2, . . . , M be the coordinates of the mobile station and base stations, respectively, where M is the number of base stations. In the absence of measurement error, the time of arrival between the mobile station and the ith base station, which is denoted by t i , is
where 2 and c are the corresponding distance and speed of light, respectively. In our study, the distance measurement, which is denoted by r i , is modeled as [10] 
where
Here, we assume that the distance measurement noise q i is statistically independent. Furthermore, q Note that, although we adopt the two most popular probability-density functions for the line-of-sight and non-line-of-sight models, other probability density functions such as exponential plus Gaussian distribution [14] and purely uniform distribution [15] are also applicable to our proposed algorithm. In addition, α, σ 2 , and D, which represent the probability of non-line-of-sight propagation, the noise power of the lineof-sight distance errors, and the maximum non-line-of-sight distance error, respectively, are known a priori as this information can be determined from field tests. Note that, for ease of presentation, α, σ 2 , and D are assumed to be identical among the M base stations. The task is to estimate x and y, given {r i }, (x i , y i ), i = 1, 2, . . . , M, σ 2 , α, and D.
III. ALGORITHM DEVELOPMENT

A. Review of Factor Graph
Recently, much attention has been paid to factor graphs since they are able to unify a number of approaches in coding, signal processing, machine learning, statistics, and statistical physics [16] , [17] . Factor graphs belong to the family of graphical models, which, in general, represent dependencies among variables by a graph. In particular, a large number of approaches for detection and estimation problems in signal processing, e.g., hidden Markov models and Kalman filtering, can be derived as sum/max-product propagation algorithms in a factor graph. We now review some basics of factor graphs, which are essential for our algorithm development. A more detailed introduction to factor graphs is given in [16] and [17] .
Let φ = {φ 1 , φ 2 , . . . , φ N } be a set of variables and p(φ), which can be factorized as s p s (φ s ), where φ s ⊂ φ and s φ s = φ, be the joint probability density function of φ. It is a bipartite graph that expresses this factorization structure. A factor graph has a variable node for each variable and a factor node for each function p s (φ s ). Furthermore, variable nodes are connected to factor nodes by edges to indicate their probabilistic relation.
In factor graph iteration, messages are sent between variable and factor nodes. The message from the factor node F i to the variable node φ j , which is denoted by m F i →φ j (φ j ), is the probability of φ j in different states based on the function p i . On the other hand, the message from the variable node φ j to the factor node F i , which is denoted by m φ j →F i (φ j ), is the probability of node φ j in different states, based on all the information that node φ j has, except for that based on the function p i . Mathematically, the recursive message update rules are given as [16] 
where N (i) \ j denotes all the nodes that are neighbors of node i, except for node j, and φ i\j = {φ i \ φ j } indicates the set φ i , discarding the element φ j . Upon convergence, the parameter estimate of φ j is given by
B. Proposed Algorithm
Before proceeding, we need to derive the probability density function of the distance measurements. The posterior distribution of the mobile location is
Equation (4) is obtained since the prior p(x, y) is assumed to be uniformly distributed, and p(r 1 , r 2 , . . . , r M ) is constant. Using (1) and the fact that the distance measurements are statistically independent, (4) can be expressed as [10] 
with N (r i ; d i , σ 2 ) being the Gaussian probability density function and the random variable, mean, and variance equal to r i , d i , and σ 2 , respectively. Here, C(r i , d i , σ, D) is obtained from the convolution of the Gaussian and uniform distributions
where U(·) denotes the unit step function.
where erf(·) is the Gauss error function. Substituting F i , φ 1 , and φ 2 by p(r i |x, y), x, and y, respectively, yields the factor graph for non-line-of-sight mobile station position estimation, and its block diagram is shown in Fig. 1 .
In mobile station localization, (2) becomes
Applying (3) yields
m F j →y (y). This implies, from (9) , that the variable node x can send the message
M j=1
m F j →x (x) to all factor nodes {F i } and let them identify their individual message by division, instead of multiplication, of incoming messages, and the same idea is applicable to (10) . Compared with the message multiplication approach, which requires a total of (M − 2)M message multiplications, the division approach only needs (M − 1) message multiplications and M message divisions. Although division is more complex than multiplication, the division approach is more computationally attractive when M is large. As (7) and (8) have no closed-form solutions, we resort to stochastic integration, i.e., importance sampling, to solve them. In doing so, (7) is approximated as
where y (j) ∼ m y→F i (y) for sufficiently large J. In our algorithm, messages are approximated by a histogram as it facilitates sampling and algebraic operation. We divide the range of x into R equally spacing segments for every m F i →x (x), where R is chosen to balance the accuracy and computational complexity. In every segment, a number x (k) is uniformly sampled, and the likelihood of (11) is computed. As a result, the message can be represented by a histogram with the height of every segment equals the normalized likelihood. After that, M(x) is computed. The values of some bins of m F i →x (x) and m F i →y (y) may be very small and cause numerical instability during the division in (9) and (10) . In this case, the corresponding bins of M(x) and M(y) will have even smaller values. For numerical stability and effective sampling, the bins of M(x), which are less than a certain threshold denoted by μ, are removed. Furthermore, x l and x u are replaced by the lower and upper boundaries of M(x), respectively. The same procedure is applied to M(y), y l , and y u as well. Next, m x→F i (x) and m y→F i (y) are computed using (9) and (10), respectively. By recursive message passing, the position estimate is given by (M(x), M(y)) upon convergence. Our proposed localization algorithm is summarized here.
1) Initialize
Here, x l and y l are prior lower bounds, and x u and y u are prior upper bounds. 2) Sample x (j) and y (j) , j = 1, 2, . . . , J from m x→F i (x) and m y→F i (y), respectively.
3) Compute
where m F i →x (x) is defined in (11), and −3 are assigned. For performance comparison with existing methods, we implement the deterministic approaches Cong-Zhuang [10] and Riba-Urruela [11] algorithms. Both schemes calculate the mobile station positions for all line-of-sight/non-line-ofsight distance measurement combinations, and the one with the lowest error is selected as the position estimate. Note that the former utilizes non-line-of-sight probability and maximum distance error information, whereas the latter does not. Regarding performance benchmarks, we also include the maximum-likelihood estimate of (5) and the Chan-Ho algorithm [5] . The former is realized by Newton's method with initialization using the true position, and the latter assumes to have perfect identification of non-line-of-sight distance measurements and only employs the line-of-sight measurements to estimate the mobile station position. Here, x u , x l , y u , and y l are initialized by adding and subtracting 500 m from the position estimate produced by the Riba-Urruela algorithm. The proposed algorithm is iterated five times, and all simulation results are averages of 500 independent runs. We study the location accuracy using two performance measures: 1) mean square position error, which is the average accuracy in terms of square error, and 2) the distribution of the distance error using cumulative probability density. The empirical mean square position error is computed as (1/500)
. . , 500, where (x i ,ŷ i ) is the mobile station position estimate of the ith run.
In the first test, the base stations are fixed at (0, 0), (0, 6000), (6000, 6000), (6000, 0), (6000, −6000), (0, −6000), (−6000, −6000), (−6000, 0), and (−6000, 6000) m. The mean square position errors are plotted against σ 2 in Fig. 2 . It is seen that the mean square position errors of the Chan-Ho algorithm are the smallest when σ 2 ≤ 50 dB, whereas the maximum-likelihood method performs best when 55 dB ≤ σ 2 ≤ 70 dB. We also observe that the Cong-Zhuang and proposed algorithms have comparable performance, and they are slightly inferior to the maximum-likelihood method. The Riba-Urruela algorithm, which does not utilize prior line-of-sight/non-line-of-sight information, has the worst performance among all methods. It is worthy to point out that, although the Chan-Ho algorithm gives the most accurate position estimation, it can only serve as an ideal reference since perfect line-of-sight/non-line-of-sight detection is impractical.
In the second test, the nine base stations are randomly deployed in each independent run. The mean square position errors are plotted against σ 2 in Fig. 3 , and the same conclusion is drawn as in the fixed position case. In both scenarios, the average computational times of the Cong-Zhuang, Riba-Urruela, maximum-likelihood, Chan-Ho, and proposed methods are 0.16, 0.072, 0.02, 0.0005, and 0.088 s, respectively. It shows that the proposed scheme is computationally comparable with the Riba-Urruela algorithm and is less complex than the Cong-Zhuang algorithm.
In Figs. 4 and 5, the cumulative probability densities of the distance errors of different algorithms at σ 2 = 30 dB for fixed and random base station position cases, respectively, are plotted. It can be observed that the cumulative probability densities of the Cong-Zhuang, maximumlikelihood, and Chan-Ho algorithms are comparable, and they give the best performance. The cumulative probability density of the pro- posed algorithm is very close to the optimum benchmarks, and the Riba-Urruela algorithm performs worst.
In Tables I and II, we tabulate the percentages when the distance error is less than 100 m, which corresponds to the Federal Communications Commission requirement [1] , in the fixed and random base station position cases, respectively. Similar to the mean square position error study, the Cong-Zhuang, maximum-likelihood, and Chan-Ho algorithms have the best performance, and the proposed method is slightly inferior to them. On the other hand, the Riba-Urruela algorithm performs the worst.
V. CONCLUSION
A recursive algorithm has been devised for mobile positioning in the presence of non-line-of-sight propagation using factor graphs. Simulation results have shown that the proposed algorithm is comparable to the ideal performance benchmarks and is more computationally attractive or accurate than two existing methods. 
