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第 1 章 序論  
 













を目的とし，生活の質 (Quality of Life：QOL)を重視した低侵襲で高精
度の治療技術が開発され，その発展は高度なコンピュータ技術により
支えられている．特に，外科手術においては，内視鏡手術支援ロボッ
ト da Vinci@(Intuitive Surgical 社 )に代表される手術支援ロボット [1,2]や
術前の CT(Computed Tomography)や MRI(Magnetic Resonance Imaging)
の画像を用いた画像誘導におけるナビゲーション手術 [3]，放射線治療
においては，CT，MRI，PET(Positron Emission Tomography)から得られ
た 数 百 枚 の 高 精 細 画 像 に よ る 画 像 誘 導 放 射 線 治 療 (Image Guided 
Radiotherapy : IGRT)[4]やコンピュータシミュレーションを駆使した強





















































課題となっている [22-24]．  
関節リウ マチの 診 断は ，米国リウマチ学会 (American College of 






























































































速フーリエ変換 (Fast Fourier Transform : FFT)によるパワースペクトル
を求め , 骨構造の指向性を示すDI (Directivity Index)を指標にする手法
を提案した．これは，骨梁の網目構造そのものに着目し , パワースペク







































































 Snakes の応用例として，Yezzi ら [40]や Xu ら [41]は，GVF(Gradient 
Vector Flow)を利用した Snakes 法を用いた方法や，Tang ら [42]は，  













とが可能である．この MSGVF Snakes は，本論文でも指骨のセグメン
テーションに応用しており，詳細は第 4 章で述べる．  
 一方，モデルを用いるセグメンテーション手法の一つとして，Osher










































1.2.3 病変の識別法  
 CAD 開発において識別器の設計は，画像内の病変や良悪性の識別お
よび偽陽性の削除などを目的とする重要な技術である．医用画像分野
における病変の識別には，これまで線形判別分析 (Linear Discriminant 
Analysis：LDA)[52,53]，人工ニューラルネットワーク (Artificial Neural 









象とした自動分類に関しては，SVM や ANN などの従来の方法に対し
て圧倒的に優れた識別性能を有し，人間の画像識別能力を凌駕してい
ることが画像認識コンテストなどで確認されている [56]．本論文でも





マンスが得られていない可能性があった．Teramoto ら [57]は，CT 画像
と PET 画像に対し，DCNN により肺結節を自動検出する方法を提案し
た．提案手法は，閾値処理により初期候補陰影を抽出し，DCNN によ
る識別を行い，従来法より偽陽性を低減し，検出感度を大幅に改善し
た．Miki ら [58]は，歯科用コーンビーム CT から得られる歯画像に対
し，DCNN を応用し大災害などの個人特定に役立てる手法を提案した．






 Gao ら [61]は，自己免疫疾患の診断における上皮細胞の染色パターン
の分類で従来の機械学習手法を上回る 97[%]程度の高い分類精度が得
ら れ た こ と を 報 告 し ， ICPR(International Conference on Pattern 
Recognition)が主催する細胞画像分類競技会で高い評価を受けている．
Esteva ら [62]は，皮膚鏡検査で得られる画像からの皮膚癌の識別問題






































1.3 研究目的  

























Snakes により詳細な指骨領域の抽出手法を構築する．  
第四手法では，骨びらんの識別に DCNN を応用する自動識別法に関
する画像解析手法を提案する．具体的には，MSGVF Snakes アルゴリズ



































1.4 論文の構成  
 本論文は，全 7 章で構成される．各章では，以下の内容について述
べる．第 2 章では全身性の骨粗鬆症の定量的診断法について述べる．
第 3 章では，局所的な骨粗鬆症の定量的診断法について述べ，第 4 章
では自動解析するためのセグメンテーション技術の開発について述べ
る．また，第 5 章では骨びらんの自動識別法について述べる．最後に
第 6 章で本論文全体の考察を行い，第 7 章で結論を述べる．  
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第 2 章 特徴量解析による踵骨 CR 画像からの骨粗鬆
症の定量的診断法  
 











 本章では，全身性の骨粗鬆症の画像診断支援を目的とし，踵骨 CR 画
像を用い，骨強度に関与する骨質の形態的な画像特徴量解析を行い，









2.2 画像解析手法の概要  




































図 2.1 正常例と骨粗鬆症例における踵骨 CR 画像  
(a) 正常例  (b) 骨粗鬆症例  






































二つから構成される．図 2.2 に画像処理全体の流れを示す．  
第一段階では，踵骨 CR 画像を読み込む．第二段階では骨領域の専








(a) テクスチャ解析  (b) 幾何学的形状解析  












める．最後に，パワースペクトルから RMS(Root Mean Square)変動値お




















































図 2.4 骨梁の幾何学的形状解析の過程で得られる画像  
(a) ROI の設定  (b) 入力画像  
(c) 2 値化画像  (c) 線強調画像  (e) 細線化画像  
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2.3 ROI の設定法  
 骨領域の専門医らによる読影時の観察領域を基に踵骨 CR 画像上に















図 2.5 特徴量解析のために設定された ROI 
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算する手法である．ここで，画素値𝑓(𝑥, 𝑦)を式 (2.1)で示す二次元 n 次多
項式𝑔(𝑥, 𝑦)で近似する場合を考える．  
 
𝑔(𝑥, 𝑦) = 𝑎ଵ + 𝑎ଶ𝑥 + 𝑎ଷ𝑦 + 𝑎ସ𝑥ଶ + 𝑎ହ𝑥𝑦 + 𝑎଺𝑦ଶ ⋯ + 𝑎(௡ାଵ)(௡ାଶ)
ଶ
𝑦௡       





                (2.1) 
ここで𝑎௜は最小二乗法で決定する係数である．  
𝑓(𝑥, 𝑦)と𝑔(𝑥, 𝑦)の二乗誤差 E は  





                              (2.2) 
となり，この E を最小にするには，次の式を満たせばよい．  
𝜕𝐸
𝜕𝑎௜
= 0         ቆ𝑖 = 1,2,3, ⋯ ,
(𝑛 + 1)(𝑛 + 2)
2
ቇ                 (2.3) 
式 (2.2)に (2.1)を代入し，式 (2.3)を満たすと  

















ただし，𝑚 = 1,2,3, ⋯ , 𝑘，𝑛 = 1,2,3 ⋯ , 𝑛 + 1, M,N は横方向および縦方向
の画素数である．ここで，式 (2.4)を解けば，二次元 n 次多項式の係数
が決定し，バックグランド補正後の画素値𝑓ᇱ(𝑥, 𝑦)は，  































パワ－スペクトルP(𝜇, 𝜈)は，  
            P(𝜇, 𝜈) = | 𝐹(𝜇, 𝜈)|ଶ                         (2.6) 




図 2.6 二次元三次多項式によるバックグランド補正  
(a) 原画像  (b) バックグランド画像  




















                                        (2.7) 
      𝑀 =
∑ ∑ ඥ𝜇ଶ + 𝜈ଶ|𝐹(𝜇, 𝜈)|ଶேఔୀଵேఓୀଵ
∑ ∑ |𝐹(𝜇, 𝜈)|ଶேఔୀଵேఓୀଵ
                      (2.8) 
 












































図 2.7 テスト画像  
(a) 竹柵  (b) 砂利  
図 2.8 図 2.7 のテスト画像のパワ－スペクトル  
(a) 竹柵  (b) 砂利  
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2.6 線強調フィルタを用いた骨梁領域の強調  
本論文で対象としている骨粗鬆症は，微細な線成分からなる骨 (骨
梁 )の劣化により生じる [31,66,84]．この微細な線成分を抽出するため，
図 2.9 に示す線強調フィルタ [81,85]を用いる．線強調フィルタは，図
2.9 に示す 8 種のマスク処理を行い，式 (2.9)の条件を満たすものの中
で，最も E の値が大きいものをフィルタの出力とする．実際の処理結










2𝐵 − 𝐴 − 𝐶         (𝐵 > 𝐴  𝑎𝑛𝑑  𝐵 > 𝐶)
   0                 (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)    














































図 2.10 線強調フィルタの出力画像  
(a)  入力画像  (b) 線強調処理画像  
図 2.11 線強調画像と閾値の異なる二値化の出力結果  
(b) 閾値 80 (a)線強調処理画像  (b) 閾値 160 
図 2.12 線強調画像と閾値の異なる細線化処理の出力結果  












(a) 骨梁の総面積         (b) 骨梁の総延長  






















2.7 実験  
2.7.1 実験環境  
実験に使用する症例は，同一日に踵骨 CR 撮影，左大腿骨近位部の
骨密度測定を実施した 24 歳から 89 歳までの女性 37 症例である．症例
の内訳は，正常症例が 11 例，異常症例が 26 例で，これら 37 症例の踵
骨 CR 画像に本手法を適用した．全症例は，骨の専門医である放射線
科医２名および整形外科医 1 名の計 3 名の医師により，正常と異常 (骨
粗鬆症 )に関するコンセンサスが得られている．  
本論文における開発環境，撮影環境および画像情報を表 2.1 から表
2.3 に示す．  
 
表 2.1 PC の主要スペック  
 
 
表 2.2 撮影環境  
X 線発生装置  UD150B－30(島津製作所社製 ) 
撮影条件  










CPU Intel（R）Pentium(R)4 2.4[GHz] 
Memory 256[MB] 
Compiler gcc :GNU C Compiler 
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表 2.3 画像情報  
CR 装置  FCR9000 (富士写真フイルム社製 ) 
輝尽性蛍光板  ST－V 型 (富士写真フイルム社製 ) 
画像サイズ  2000×2510[pixels] 
画素サイズ  0.1 [mm] 
階調数  1024 階調 (10[bits]) 
 











放射線科医 2 名と整形外科医 1 名の計 3 名である．観察に際しては，










 図 2.14 医師による主観的骨萎縮のレーティング法  
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2.7.3 結果  
 骨梁のテクスチャ解析で求めた RMS 変動値とパワースペクトルの
一次モーメントの分布を図 2.15 に示す．図中の各プロット点は，踵骨





























































































図 2.17 正常例と骨症症例の骨梁の二値化画像の一例  
(b) 骨粗鬆症例  (a) 正常例  

































図 2.19 正常例と骨症症例の骨梁の細線化画像の一例  
(b) 骨粗鬆症例  (b) 正常例  
図 2.20 骨梁の総延長と主観的骨萎縮度の関係  
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積算値は低い値 (図 2.21 (b))を示すことになる．   





(a) 正常例                    (b) 骨粗鬆症例  










ではない．図 2.22 に DEXA 装置 QDR-2000(HOLOGIC 社製 )から求めた
左大腿骨頸部の骨密度と本論文で求めた左踵骨の定量的尺度の関係を
示す．図 2.22 より，RMS 変動値，骨梁の総面積および骨梁の総延長は，
左大腿骨頸部の骨密度が高くなるにしたがい高い値を示した．このと









(a) RMS 変動値          (b) 骨梁の総面積  
 
(c) 骨梁の総延長  
図 2.22 提案手法により求めた 3 つの画像特徴量と骨密度との関係  
 
基準として確立されているが，骨構造に関しては未だ確立した評価法
がないのが現状である．骨構造の評価方法としては CT や MRI の断層
画像を用いたテクスチャ解析 [75,86]や CT によって得られる画像を用
いた三次元解析 [87]による骨梁構造の計測や MRI による骨髄のプロト
ン信号減衰速度を計測する方法 [88]などが報告されている．しかし，CT
や MRI の画像は CR 画像に比べ装置固有の解像力が劣るため，僅かな
骨構造の変化を捉えることが難しい点や集団検診として用いる場合，












計測することにより，文献 [36]のような閾値設定の問題を解決した．  








第 3 章  濃度特徴量解析による手部 CR 画像からの 
関節リウマチの定量的診断法  
 
3.1 はじめに  
関節リウマチは，難治性の疾患の一つで一度発症すると完治するこ
とは困難 で あ る と 考えられてきた．しかし，近年開発された生物学的製
剤などの新薬を，病態早期に投与することにより痛みなどの症状の緩
和や病態進行の抑制に画期的な効果が認められ，関節リウマチの早期

















ている．関節リウマチの定量評価に関する研究報告は少なく， Lang s ら









的とし， CR 装置で撮影した手部 CR 画像から関節リウマチの特徴であ
る関節近傍の骨粗鬆症を定量評価する CAD システムを構築する．  
手法としては，手部 CR 画像上に設置した ROI に対し，第 2 章で述
べたフ－リエ解析 [77,78]および線成分 (骨梁 )の抽出 [81,85]に加え，濃度
ヒストグラム解析 [91]，濃度共起行列による特徴量解析 [92]を行い， 15
個の濃度特徴量を算出する．次に，特徴量の分布と主成分分析 [93]を用
いて特徴次元の削減を行い，有効な画像特徴量を求める．最後に，有効





3.2 画像解析手法の概要  
図 3.1 に本論文で解析対象とする手部 CR 画像と専門医の診断により
選択された局所領域における正常，または，異常 (骨粗鬆症 )の ROI 内の
画像の一例を示す．同図において正常例に比べ関節リウマチで生じる
関節近傍の骨粗鬆症の画像は，網目状パターンとして描出される骨梁










(b)  ROI 内の正常画像  
 
(a )  ROI の位置  (c )  ROI 内の異常画像  


































関，分散およびエントロピーの 6 個の二次統計量を計測する．  
さらに， X 線画像上に網目状パターンとして描出される骨微細構造
である骨梁 (線 )成分の形態情報を定量化するため，第 2.5 節および第 2.6
節で述べたフーリエ解析を用いたテクスチャ解析および線強調フィル
タを用いた幾何学的形状解析を行い，パワースペクトルの RMS 変動値





































(c )  フ－リエ解析             (d )  線成分の抽出  





















3.3 ROI の設定法  
本論文では，図 3.1 に示すように入力画像に対し，専門医により正常
ま た は ， 異 常 (骨 粗 鬆 症 )と 診 断 さ れ た 局 所 的 な 位 置 に マ ニ ュ ア ル で
16×16[pixels]の ROI を設置する．この ROI 内の画像を学習デ－タとし
て画像特徴量を計測する．  
 
3.4 濃度ヒストグラム  
濃度ヒストグラム解析は，対象領域全体の総頻度が 1 となるように











 𝜇：平均  
𝜇 = ෍ 𝑖𝑃௜
௅ିଵ
௜ୀ଴
                                                                                          (3.1) 
 𝜎ଶ：分散  
𝜎ଶ = ෍(𝑖 − 𝜇)ଶ𝑃(𝑖)
௅ିଵ
௜ୀ଴
                                                                                             (3.2) 
















                                                                                                 (3.4) 
E：エネルギ－  
𝐸 = ෍ 𝑃(𝑖)ଶ
௅ିଵ
௜ୀ଴
                                                                                                              (3.5) 
  ENT 1：エントロピ－  
𝐸𝑁𝑇ଵ = ෍ 𝑃(𝑖)𝑙𝑜𝑔𝑃(𝑖)
௅ିଵ
௜ୀ଴
                                                                                          (3.6) 
 
3.5 濃度共起行列  
濃度共起行列は，画像の二次元的な濃度変化を捉えることができる
手法である．この濃度共起行列は，図 3.4 に示すように画素値 𝑖の画素
から角度 𝜃方向に 𝑟の距離だけ離れた画素の画素値が 𝑗である頻度，  




∑ ∑ 𝐻ఋ(𝑖, 𝑗)௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴
                                                                                                 (3.8) 
を要素とした行列と定義される．ただし，階調数を L，2 つの画素間の
相対的な位置関係を 𝛿 = (𝑟, 𝜃)とする．一般的な画像の階調数 𝐿は，256 か
ら 4096 程度と大きく行列演算に時間を要するため，前処理としてヒス
トグラムの平坦化などによって階調数 𝐿を 8 から 32 程度の画像に変換
する方法が用いられている．濃度共起行列の作成手順は，ある画素とそ
の画素から見て θ 方向に距離 r だけ離れた画素を着目する画素対とす
る．次に，着目する画素対の画素値を求め，その画素値が i， j であれ
ば，  𝐻ఋ(𝑖, 𝑗)の対応する項に累積する．最後に 𝐻ఋ(𝑖, 𝑗)の総頻度で正規化を
行い，濃度共起行列 𝑃ఋ(𝑖, 𝑗)とする．濃度共起行列は，画像の階調数を L
とすると，L×L の大きさの行列となる．図 3.5 に濃度共起行列の計算例
を示す． 𝑟 = 1の場合，8 近傍の画素に限定されるので，θ のとりうる値
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は， 0°， 45°， 90°， 135°， 180°， 225°， 270°， 315°となる．ここで，図
3.4 に示すように点対称の関係を画素同士が入れ替わったとみなせば，
θ のとりうる値は， 0°， 45°， 90°， 135°となり，濃度共起行列は対称行
列となる．この場合，同一線上の変化の向きは考慮しないことになる．  
本論文では，濃度変動が小さく微細な線構造を持つ骨を解析対象と
























画 素 値 : i  
画 素 値 : j  
距 離 :r  
θ  
















(d)  𝐻ఋ(𝑖, 𝑗) , 𝛿 = (1,90°)    (e )  𝐻ఋ(𝑖, 𝑗) , 𝛿 = (1,135°) 
 
図 3.5 濃度共起行列の計算例  
 
ASM：角度別二次モ－メント  





                                                                                   (3.9) 
IDM：局所一様性  
𝐼𝐷𝑀 = ෍ ෍
1






                                                              (3.10) 
CNT：コントラスト  
𝐶𝑁𝑇 = ෍ 𝑘ଶ𝑃௫ି௬(𝑘)
௅ିଵ
௞ୀ଴
                                                                                      (3.11) 
CCR：相関  
 𝐶𝐶𝑅 =
∑ ∑ 𝑖𝑗𝑃ఋ(𝑖, 𝑗) − 𝜇௫𝜇௬௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴
𝜎௫𝜎௬









                                                   (3.13) 
ENT 2：エントロピ－  





                                                        (3.14) 
ただし，  
𝑃௫(𝑖) = ෍ 𝑃ఋ(𝑖, 𝑗)   (𝑖 = 0,1,2, ⋯ , 𝐿 − 1)
௅ିଵ
௝ୀ଴
                                                 (3.15) 
𝑃௬(𝑗) = ෍ 𝑃ఋ(𝑖, 𝑗)   (𝑗 = 0,1,2, ⋯ , 𝐿 − 1)
௅ିଵ
௜ୀ଴
                                                 (3.16) 
𝑃௫ି௬(𝑘) = ෍ ෍ 𝑃ఋ(𝑖, 𝑗)
௅ିଵ
௝ୀ଴
   (𝑘 = 0,1,2 ⋯ , 𝐿 − 1  ; 𝑘 = |𝑖 − 𝑗|)
௅ିଵ
௜ୀ଴
            (3.17) 
𝜇௫ = ෍ 𝑖𝑃௫
௅ିଵ
௜
                                                                                                        (3.18) 
𝜇௬ = ෍ 𝑗𝑃௬
௅ିଵ
௝
                                                                                                        (3.19) 
𝜎௫ଶ = ෍(𝑖 − 𝜇௫)ଶ𝑃௫(𝑖)
௅ିଵ
௜ୀ଴
                                                                                    (3.20) 





                                                                                   (3.21) 
とする．  
 
3.6 フーリエ解析  
 本論文では，第 2.5節で述べた手法を用い，各 ROIに対してバックグラ
ウンド補正 [79 ,80]を行った後，二次元フ－リエ変換を行い，パワ－スペ
クトルから RMS変動値および一次モ－メントを統計量として計測する．










                                                                          (3.22) 
𝑀 =
∑ ∑ ඥ𝜇ଶ + 𝜈ଶ|𝐹(𝜇, 𝜈)|ଶேఔୀଵேఓୀଵ
∑ ∑ |𝐹(𝜇, 𝜈)|ଶேఔୀଵேఓୀଵ
                                                   (3.23) 
 
ただし，上式の 𝐹(𝜇, 𝜈)は画像の二次元フ－リエ変換で， vu, は二次元の空
間周波数とする．  
 
3.7 線強調フィルタを用いた骨梁領域の強調  
本論文で処理対象としている関節近傍の局所的な骨粗鬆症は，微細
な線成分からなる骨 (骨梁 )の劣化により生じる [21 ,89]．この微細な線成




























(a )入力画像               (b)線強調処理画像  




(a )  線強調画像        (b)  閾値 400      (c )  閾値 600 















3.8 主成分分析  
主成分分析とは，多くの変量の値をできるだけ情報の損失なしに，1
個または少数個の総合的指標 (主成分 )で代表させる方法である．つまり，
p 個 (p 次元 )の観測値を m 個 (m 次元 )の主成分に縮約するという意味で，
次元を減少させる方法と言うこともできる．具体的には，サンプル数 n
の特徴ベクトル｛ kx ，k=1,2,…,n｝の張る空間を X，特徴ベクトル｛ ky ，
k=1,2,…,n｝の張る空間を Y とする．原特徴空間 X の次元数を M，部分
空間 Y の次元数を L(L＜ M)とする．図 3.9 に M=3， L=2 としたときの
M 次元空間 X の特徴点 kP を， L 次部分空間 Y の kQ へ直交射影したとき
の様子を示す．原特徴空間のベクトル 𝑥௞は部分空間 Y では 𝑦௞に変換さ
れる． 𝑥௞， 𝑦௞はそれぞれ M 次元ベクトル， L 次元ベクトルであり，  
𝑥௞ = (𝑥௞ଵ, 𝑥௞ଶ, ⋯ 𝑥௞ெ)்                                                                                                    (3.24) 
 𝑦௞ = (𝑦௞ଵ, 𝑦௞ଶ, ⋯ , 𝑦௞௅)                                                                                                      (3.25) 
となる．原特徴空間から部分空間への変換行列を A とすると，ベクト
ル kx は  
𝑦௞ = 𝐴𝑥௞                                                                                                                                (3.26) 
に変換される．変換行列 A は  
𝐴 = (𝑎ଵ, 𝑎ଶ, ⋯ ⋯ , 𝑎௅)                                                                                                         (3.27) 
で与えられ，𝑎௜は部分空間 Y の各軸の方向を示す単位ベクトルであり，
原特徴空間 X において M 次元の互いに直交する単位ベクトルである．
  
つまり，  
  𝑎௜் ቐ
1    (𝑖 = 𝑗)
0   (𝑖 ≠ 𝑗)
                                                                                                                    (3.28) 
であり，  
𝐴்𝐴 = 𝐼                                                                                                                               (3.29) 
が成立する．  
 部分空間に射影されたベクトル Y の分散は，  
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𝜎ଶ = 𝑡𝑟(𝐴்𝑆𝐴)                                                                                                                  (3.30) 


















式 (3 .29)の条件下で式 (3 .30)の分散を最大にする変換行列 A を求めるこ
とは，最終的に，  
𝐴்𝑆 = 𝜆𝐴                                                                                                                         (3.33) 
の固有値問題に帰着する．固有値は，  
|𝑆 − 𝜆𝐼| = 0                                                                                                                     (3.34) 
により求まる．得られた固有値を図 3.10 のように降順に並べ，それぞ
れに対応した固有ベクトルを計算すると変換行列 A が求まる．固有値，
固有ベクトルは M 個求まる．ここで，以下の式により累積寄与率 R を




















ラス i と j の領域境界を表す識別関数は，𝑔௜(𝒙) = 𝑔௝(𝒙)として表され，ク





Mi   21
Mi aaaa ,,,,, 21  変 換 行 列 A 
図 3.10  固 有 値 と 固 有 ベ ク ト ル の 対 応 付 け  
kx
L次 元 部 分 空 間 Y  




 図 3.9  部 分 空 間 へ の 射 影  
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3.9.1 線形識別関数  
 線形識別関数 𝑔(𝒙)は，図 3.11(a)に示すように識別境界が直線または，
平面となるように分類し  
𝑔(𝒙) = 𝝎𝟎 + 𝝎𝑻𝒙                                                                                                             (3.36)  



































      (a)  線形識別関数         (b)  二次識別関数  
図 3.11 識別関数  
 
3.9.3 識別関数の設計  
 識別関数の代表的な学習法が最尤法である．これは，クラス 𝜔௜の生起
確率 𝑝(𝒙)，事前確率 𝑃(𝜔௜)， 𝒙の確率密度関数を 𝑝(𝒙|𝜔௜)， 𝒙が生起したとき
のクラスが 𝜔௜である確率を事後確率 𝑃(𝜔௜|𝒙)で表すと，パタ－ン 𝒙を分類
には，事後確率 𝑃(𝜔௜|𝒙)を最大とするクラス 𝜔௜に分類する手法が自然であ
る．従って，識別関数 𝑔௜(𝒙)は  
𝑔௜(𝒙) = 𝑃(𝜔௜|𝒙) =
𝑝(𝒙|𝜔௜)
𝑝(𝒙)
𝑃(𝜔௜)      (𝑖 = 1,2, ⋯ , 𝑐)                                           (3.38) 
となる．さらに， 𝑝(𝒙)は各クラスに共通であるため，  
𝑔௜(𝒙) = 𝑃(𝜔௜)𝑃(𝜔௜|𝒙)      (𝑖 = 1,2, ⋯ , 𝑐)                                                                     (3.39) 
となる．あるいは右辺に対数をとって  
𝑔௜(𝒙) = 𝑙𝑜𝑔𝑃(𝜔௜) + 𝑙𝑜𝑔𝑃(𝜔௜|𝒙)      (𝑖 = 1,2, ⋯ , 𝑐)                                              (3.40) 
と表す．ここで確率密度関数 𝑝(𝒙|𝜔௜)が正規分布と仮定すれば  
𝑝(𝒙|𝜔௜) =
1




(𝒙 − 𝒎𝒊)்𝛴௜ିଵ(𝒙 − 𝒎𝒊)൨                      
 (𝑖 = 1,2, ⋯ , 𝑐)                                                       (3.41) 
となる．ただし， |𝜮௜|は 𝚺୧の行列式，N 個の学習デ－タ {𝑥ଵ, 𝑥ଶ, ⋯ 𝑥ே}から平
均値 𝒎，共分散行列 Σは式 (3 .42)および式 (3 .43)により与えられる．  
識 別 面  e2  
e1  















෍ (𝒙 − 𝒎𝒊)(−𝒎𝒊)்
୒
୧ୀଵ
                                                                            (3.43) 
式 (3 .41)を式 (3 .40)に代入すれば，  
 𝑔௜(𝒙) = −
1
2






𝑙𝑜𝑔2𝜋 + 𝑙𝑜𝑔𝑃(𝜔௜)     (3.44) 
となる．さらに，式 (3 .44)を展開すれば  
           𝑔௜(𝒙) = −
1
2










𝑙𝑜𝑔2𝜋 + 𝑙𝑜𝑔𝑃(𝜔௜)                  (3.45) 
となる．つまり，確率密度関数 𝑝(𝒙|𝜔௜)が正規分布であれば，最尤法で得
られる識別関数は 𝒙の二次関数となる．ここで，  
𝐷ெଶ (𝒙, 𝒎𝒊) = (𝒙 − 𝒎𝒊)்𝜮𝒊ି𝟏(𝒙 − 𝒎𝒊)                                                                     (3.46) 
と置くと 𝐷ெଶ (𝒙, 𝒎𝒊)は，𝒙と 𝒎𝒊のマハラノビス距離となる．さらに，共分散
行列が全クラスで等しく  
𝜮𝒊 = 𝜮𝟎  (𝑖 = 1,2,3, ⋯ , 𝑐)                                                                           (3.47) 
と仮定し，式 (3 .45)において i に依存しない項を除去すると  
𝑔௜(𝒙) = 𝒙𝑻𝜮𝟎ି𝟏𝒎𝒊 −
1
2
𝒎𝒊𝑻𝜮𝟎ି𝟏𝒎𝒊 + 𝑙𝑜𝑔𝑃(𝜔௜)                                                   (3.48) 
となり，式 (3 .48)が線形識別関数であることがわかる．この式 (3 .48)の 𝜮𝟎
を単位行列とし，事前確率 𝑃(𝜔௜)が各クラスで等しいとすれば，  
𝑔௜(𝒙) = 𝒙𝑻𝒎𝒊 −
1
2











(𝒙 − 𝒎𝒂)்𝜮𝒂ି𝟏(𝒙 − 𝒎𝒂) −
1
2
(𝒙 − 𝒎𝒏)்𝜮𝒏ି𝟏(𝒙 − 𝒎𝒏) + 𝐶                  (3.50) 
である．ただし，𝒙は未知デ－タ，𝒎𝒏， 𝒎𝒂は正常および異常症例の特徴
ベクトルの平均値，𝜮𝒏ି𝟏， 𝜮𝒂ି𝟏は正常および異常症例の共分散行列，C は


























3.10 実験  
3.10.1 実験環境  
本論文で対象とする症例は全て女性で，正常症例 6 例，関節リウマ
チにより関節近傍に骨粗鬆症を生じた異常症例 11 例の計 17 症例であ
る．また，全症例は，加齢による影響をできるだけ小さくするため，正
常症例と異常症例の二群間における年齢のばらつきに統計的有意差が
ないように選択した．本論文では， 17 症例の手部 CR 画像に対し，専
門医により正常または，異常 (骨粗鬆症 )と診断された位置にマニュアル
で 16×16[pixels]の ROI を設置した 188 個 (正常： 107 個，異常： 81 個 )
を学習デ－タとして濃度特徴量を計測する．本論文で使用する手部 CR
画像と専門医により選択された ROI の画像の一例を図 3.12 に示す．ま
た，本論文における開発環境，撮影環境および画像情報を表 3.1 から表
3.3 に示す．  
 
 
表 3.1 PC の主要スペック  
 
 
表 3.2 撮影環境  
X 線発生装置  UD150B－ 30(島津製作所社製 )  
撮影条件  




OS Microsoft  Windows XP 
CPU In tel（ R） Pent ium(R)4 2.4[GHz]  
Memory 1[GB]  
Compiler  Cygwin(gcc :GNU C Compiler)  
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表 3.3 画像情報  
CR 装置  FCR5000 (富士写真フイルム社製 )  
輝尽性蛍光板  ST－ V 型 (富士写真フイルム社製 )  
画像サイズ  2010×1670[pixels]  
画素サイズ  0 .15[mm] 














(a ) 手部 CR 画像                     (b)  ROI の画像  
図 3.12 実験に用いる手部 CR 画像と ROI の画像の例 (学習デ－タ )  
 






を 必 要 と し ， 現 実 的 で は な い ． こ れ ら の 問 題 を 解 決 す る 方 法 と し て
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Lachenbruch ら [96]によって l eave-one-out 法が提案されている． l eave-









 本論文では， 17 症例に leave-one-out 法を適用し，正識別率，感度お
よび特異度を用いて本手法の識別性能を評価する．正識別率，感度およ
び特異度は以下の式で算出する．  
正識別率 [%] = (𝑇𝑃 + 𝑇𝑁) (𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃) × 100                                   (3.51)⁄  
感度 [%] = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑁) × 100                                                                              (3.52)⁄  
特異度 [%] = 𝑇𝑁 (𝑇𝑁 + 𝐹𝑃) × 100⁄                                                                         (3.53) 




3.10.3 実験結果  
本論文では，専門医により選択された 188 個の ROI(学習デ－タ )に対
し，濃度ヒストグラム解析，濃度共起行列解析，フ－リエ解析および線
成分を抽出することにより濃度特徴量を計測した．計測した特徴量は，
濃度ヒストグラム解析から 6 個の特徴量 (平均，分散，歪度，尖度，エ
ネルギ－，エントロピ－ )，濃度共起行列から 6 個の特徴量 (角度別二次
モ－メント，局所一様性，コントラスト，相関，分散，エントロピ－ )，
フ－リエ解析から 2 個の特徴量 (RMS 変動値，一次モ－メント )および
線成分 (骨梁 )の抽出から 1 個の特徴量 (骨梁の総面積 )の計 15 個である．
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図 3.13 から図 3.27 までに各特徴量の分布を示す．計測した 15 個の特
徴量は，主成分分析による累積寄与率 80[%]の主成分を軸とした固有ベ
クトルの分布と図 3.13 から図 3.27 に示す特徴量分布から特徴量を 6 個
まで削減した．この 6 個の特徴量における主成分分析の累積寄与率は，




した．表 3.4 に 15 個全ての特徴量を用いた場合と，主成分分析を用い
て特徴量を 6 個に削減した場合の leave-one-out 法を用いた識別性能の
結果を示す．主成分分析による累積寄与率 80[%]の主成分を軸とした固
有ベクトルの分布と特徴量分布から類似特徴量を削減することにより，
特徴量を 15 個から 6 個まで削減し，特異度を変えず，感度を 80.3[%]





















図 3.14 濃度ヒストグラム解析より計測した分散の学習デ－タの分布  
 
 
図 3.15 濃度ヒストグラム解析より計測した歪度の学習デ－タの分布  
 
 




































































































図 3.20 濃度共起行列より計測した局所一様性の学習デ－タの分布  
 
 
図 3.21 濃度共起行列より計測したコントラストの学習デ－タの分布  
 
 














































図 3.23 濃度共起行列より計測した分散の学習デ－タの分布  
 
 
図 3.24 濃度共起行列より計測したエントロピ－の学習デ－タの分布  
 
 

























































































表 3.4 主成分分析を用いた特徴量削減の有無による識別性能の結果  
特徴量数  特異度 [%]  感度 [%]  正識別率 [%]  
6 98.1  88.9  94.2  

































































































を定量的に評価することが可能であり， 17 症例 188 関節に適応した結


































































































(a )  強いエッジが存在したケ－ス  (b )  石灰化が存在したケ－ス  



























第 4 章  Multi Scale Gradient Vector Flow（MSGVF）
Snakes 法 に基 づく手部 CR 画 像からの指 骨 の自動
セグメンテーション法  
 
4.1  はじめに  
 本 論 文 では，コンピュータによる関 節 リウマチの診 断 を支 援 するための，画 像
解 析 法 を用 いた定 量 的 な自 動 解 析 法 の開 発 を目 的 としている．第 2 章 および
第 3 章 では，関 節 リウマチによって起 こる全 身 性 及 び局 所 性 の骨 粗 鬆 症 を判
別 するための有 効 な特 徴 量 について述 べた．これらの特 徴 量 を用 いて自 動 的
に病 変 部 を識 別 するためには，解 析 対 象 のみを精 度 よく抽 出 することが不 可 欠
となる．  
画 像 のセグメンテーションは，画 像 内 の対 象 物 を抽 出 する処 理 でCADシステ
ムの開 発 において根 幹 を成 す技 術 の一 つである．医 療 分 野 において，セグメン
テーションの技 術 は，対 象 物 が人 体 であることから，抽 出 対 象 とする臓 器 や腫
瘍 一 つをとっても多 種 多 様 なうえ，個 体 (患 者 )の影 響 を大 きく受 けるなど一 般
的 な画 像 を対 象 としたセグメンテーションに比 べて難 しいとされている．これを解
決 するため，多 くの関 連 研 究 [44-51]が報 告 され，その精 度 向 上 に期 待 が寄 せ
られている．  
本 論 文 で対 象 とする指 骨 のセグメンテーションについは，いくつかの関 連 研
究 が報 告 されている．Langsら [51]は，  ASMと画 像 特 徴 量 を用 いた指 骨 のセグ
メンテーションを提 案 した．しかし，骨 の輪 郭 は，健 常 者 の骨 の形 状 および局 所
的 なテクスチャの統 計 的 モデルからなるASMによって抽 出 されため，病 変 を有
する患 者 のセグメンテーションの精 度 は低 い．Rammeら [98]は，期 待 値 最 大 化
アルゴリズムを用 いた半 自 動 節 骨 セグメンテーション法 を提 案 したが，指 領 域 の
初 期 点 などの事 前 情 報 を与 える必 要 があり自 動 抽 出 には至 っていない．  
本 章 では，手 部 CR画 像 から関 節 リウマチにより指 骨 に生 じる病 変 の定 量 的
な解 析 を行 うため，MSGVF Snakes法 [42]を用 いた指 骨 領 域 のセグメンテーショ
ン技 術 に関 する画 像 解 析 手 法 について述 べる．  
手 法 としては，手 部 CR 画 像 から各 指 骨 領 域 の粗 抽 出 後 ，その結 果 からサ
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ンプリングされた制 御 点 から初 期 輪 郭 を設 定 し，MSGVF Snakes 法 による最 終
的 な指 骨 領 域 の抽 出 を行 う．   
提 案 する手 法 の有 用 性 は，関 節 リウマチと診 断 された 13 症 例 に適 用 し，医
師 により手 動 で抽 出 された結 果 との比 較 による検 証 を行 う．  
 
4.2  画 像 解 析 手 法 の概 要  
手 部 CR 画 像 から各 指 骨 領 域 の抽 出 を行 うための画 像 処 理 手 順 を図 4.1 に
示 す．また，図 4.2 に抽 出 対 象 である指 骨 の解 剖 学 的 名 称 を示 す．提 案 法 は，
原 画 像 を入 力 し，トップハット変 換 処 理 により軟 部 陰 影 の除 去 を行 う．次 に，粗
抽 出 処 理 による各 指 骨 のおおまかな位 置 ，輪 郭 を求 め粗 抽 出 を行 う．得 られた
粗 抽 出 の結 果 をもとに初 期 輪 郭 を与 え，MSGVF Snake 法 により詳 細 な領 域 抽
出 を行 い，最 終 的 に末 節 骨 ，中 節 骨 ，基 節 骨 の指 骨 領 域 の抽 出 結 果 を得 る．
以 下 に画 像 処 理 の詳 細 について述 べる．  
 













図 4.2  抽 出 対 象 の指 骨 画 像 と解 剖 学 的 名 称  
 
 
           (a)  手 部 CR 画 像         (b)  CT 画 像 （横 断 面 ）  
図 4.3  解 析 対 象 とする手 部 CR 画 像 と指 の CT 画 像  
 
4.2.1 軟 部 陰 影 除 去 処 理  
 解 析 対 象 とする手 部 CR 画 像 と指 の CT 画 像 （横 断 像 ）を図 4.3 に示 す．同
図 より，指 は脂 肪 ，腱 および筋 肉 からなる軟 部 組 織 と骨 組 織 が重 なって描 出 さ
れている．従 って，骨 領 域 だけを正 確 に抽 出 するためには軟 部 陰 影 を除 去 する
必 要 がある．本 論 文 では，モルフォ ロ ジー演 算 を 用 いた トップ ハ ット変 換 処 理
[99]を利 用 し，軟 部 陰 影 の除 去 を行 う．  
 トップハット変 換 は，ミンコフスキー和 とミンコフスキー差 を用 いたモルフォロジ
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ー演 算 処 理 の一 つである．  
 n 次 元 ベクトル x とした入 力 関 数 を𝑓(𝒙)，構 造 関 数 を𝑔(𝒙)とした場 合 ，ミンコフ
スキー和 とミンコフスキー差 は次 式 で表 される．  
[𝑓 ⊕ 𝑔](𝒙) = max
௫ି௨∈ி
௨∈ீ
{𝑓(𝒙 − 𝒖) + 𝑔(𝒖)}                          (4.1)   
[𝑓 ⊖ 𝑔](𝒙) = max
௨∈ீ
{𝑓(𝒙 − 𝒖) − 𝑔(𝒖)}                             (4.2)   
ここで，F および G は，関 数 𝑓(𝒙)および構 造 関 数 𝑔(𝒙)の定 義 域 である．また，構
造 関 数 𝑔(𝒙)の対 称 関 数 𝑔(𝒙)௦を次 式 に示 す．  
𝑔(𝒙)௦ = 𝑔(−𝒙)                                                              (4.3)  
また，入 力 関 数 𝑓に対 して構 造 関 数 𝑔を用 いた次 式 を定 義 する．  
𝑓௚(𝒙) = [(𝑓 ⊖ 𝑔௦) ⊕ 𝑔](𝒙)                                       (4.4)  
式 (4 .4)は，オープニングと呼 ばれるモルフォロジー演 算 処 理 である．ここで入 力
関 数 f と𝑓௚には次 式 の関 係 が成 り立 つ．  
𝑓௚(𝒙) ≤ 𝑓(𝒙)                                                                   (4.5)  
また，トップハット変 換 の出 力 関 数 を y (x )とした場 合 ，トップハット変 換 は次 式 で
与 えられる．  
𝑦(𝒙) = 𝑓(𝒙) − 𝑓௚(𝒙) ≥ 0                                         (4.6)  
この処 理 により，構 造 関 数 より緩 やかな変 化 を示 す部 分 は除 去 されることになる．  
本 論 文 では，式 (4 .4)によるオープニング処 理 により，骨 領 域 に相 当 する部 分
がぼやけて消 えるため，原 画 像 との差 分 演 算 を行 うことにより，結 果 的 に手 部
CR 画 像 中 の軟 部 陰 影 が消 え，骨 領 域 のみが抽 出 される．図 4.4 に手 部 CR
画 像 にトップハット変 換 処 理 を施 した一 例 を示 す．同 図 より，  トップハット変 換





(a )  原 画 像  
 
(b)  トップハット変 換 処 理 画 像  
図 4.4  トップハット変 換 処 理 の一 例  
図 4.5  指 骨 領 域 の粗 抽 出 の流 れ  
 
4.2.2  指 骨 領 域 の粗 抽 出 法  
図 4.5 に指 骨 領 域 の粗 抽 出 の大 まかな流 れを示 す．この指 領 域 の粗 抽 出 で
は，トップハット変 換 処 理 により軟 部 陰 影 を除 去 した画 像 から，図 4.2 に示 す末
節 骨 ，中 節 骨 および基 節 骨 の指 骨 領 域 の粗 抽 出 を行 う．手 法 としては，まず
骨 領 域 に対 する境 界 線 追 跡 [100] を行 い，その結 果 から指 と指 との間 の谷 部
分 を検 出 し，左 右 の 5 本 の指 を個 々の領 域 に分 割 する．次 に，抽 出 された各
指 領 域 に対 し，アフィン変 換 により主 軸 が X 軸 に対 し垂 直 となるように画 像 を回
転 さ せ ， 垂 直 方 向 の 関 節 部 分 の 周 辺 を 強 調 す る た め に 垂 直 方 向 の Sobel  
Fi l t er[101]を施 す．この関 節 部 分 の強 調 画 像 に対 し，X 軸 方 向 の水 平 投 影 デ
関 節 位 置 の推 定  
指 領 域 の抽 出  
S t a r t  
指 骨 領 域 の粗 抽 出  
S t a r t  
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ータの分 布 を考 慮 することにより，関 節 位 置 を推 定 する．この推 定 結 果 を用 い，
末 節 骨 ，中 節 骨 および基 節 骨 の領 域 に分 離 する．しかし，直 線 での分 離 では，
抽 出 対 象 である注 目 指 骨 領 域 以 外 にも，上 下 に隣 接 する他 の指 骨 領 域 を誤
って抽 出 する恐 れがある．そこで本 論 文 では，水 平 方 向 での分 離 後 ，注 目 する
指 骨 領 域 とそれ以 外 の指 骨 領 域 とを分 離 するため，解 剖 学 情 報 を用 いる．ここ
でいう解 剖 学 情 報 とは，CR 画 像 において指 骨 間 には濃 度 値 の低 い関 節 裂 隙
が 存 在 す る と い う 前 提 条 件 を 指 す ． こ の 解 剖 学 情 報 を 利 用 し ， 判 別 分 析 法
[102]による二 値 化 処 理 により指 骨 領 域 間 と推 定 される区 間 を自 動 的 に検 出 し，
注 目 指 骨 領 域 とそれ以 外 の指 骨 領 域 を分 離 する．最 終 的 に，分 離 後 の領 域
に対 し，雑 音 除 去 と穴 埋 め処 理 を施 した結 果 を粗 抽 出 結 果 とする．以 下 に処
理 の詳 細 を述 べる．  
 
4.2.2.1  指 骨 領 域 の抽 出  
指 骨 領 域 の抽 出 は，境 界 線 追 跡 により，指 骨 領 域 の輪 郭 を求 め，境 界 線
追 跡 により得 た情 報 をもとに，左 右 の 5 本 の指 を個 々の領 域 として分 割 する．
具 体 的 には，輪 郭 線 から y 座 標 を抽 出 することにより指 と指 の境 界 を推 定 し，
各 指 に分 離 する．これは，谷 の部 分 が指 と指 の間 の境 界 領 域 付 近 であると推
定 できるためである．実 際 の指 の領 域 分 割 処 理 の一 例 を図 4.6 に示 す．同 図
(a)はトップハット変 換 処 理 で得 られた指 骨 領 域 に対 し，二 値 化 処 理 と雑 音 除
去 処 理 を施 したものである．この同 図 (a)に対 して境 界 線 追 跡 を施 すと同 図 (b)
が得 られ，この情 報 から，y 座 標 の値 をプロットしたものが同 図 (c)となる．同 図
(c)で谷 の部 分 が指 と指 の間 の境 界 領 域 付 近 であると推 定 できるため，この座







(a )  二 値 画 像  
 
(b)  境 界 線 追 跡 画 像  
 
(c )  y 座 標 値 のプロット  
 
(d)  各 指 の領 域 分 割 画 像  
図 4.6  指 骨 の領 域 分 割 処 理 の一 例  
 
4.2.2.2  水 平 投 影 データによる関 節 の推 定  
 水 平 投 影 データの分 布 は，y 軸 上 のある 1 点 から，x 軸 方 向 すべての 1-画 素
を数 えた値 である．以 下 の式 で表 現 できる．  
 ある画 像 𝑓௜௝(𝑖 = 0,1, ⋯ , 𝑚: 𝑗 = 0,1, ⋯ 𝑛)が与 えられたとき，  
𝑌௜ = ∑ 𝑓௜௝௡௝ୀ଴          (𝑖 = 0,1, ⋯ , 𝑚)                                              (4.7)  
となる．これにより大 まかな画 素 の集 合 状 態 を把 握 することができる．  
 本 論 文 では，指 の関 節 位 置 の推 定 に本 手 法 を用 いる．関 節 領 域 の推 定 処
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理 の一 例 を図 4.7 に示 す．Affine 変 換 により主 軸 が x 軸 と垂 直 になるように回
転 させた指 1 本 ごとの領 域 (同 図 (a) )に対 して y 軸 方 向 の Sobel  Fi l t er を施 す
ことにより，DIP(Dista l  Interphalangeal )関 節 ，PIP(Proximal  Interphalangeal )
関 節 および MP(Metacarpophalangeal )関 節 の領 域 を強 調 した画 像 が得 られる
(同 図 (b))．得 られた画 像 に対 して二 値 化 処 理 を施 し (同 図 (c) )，x 軸 方 向 の周
辺 分 布 を求 めると，関 節 領 域 付 近 で周 辺 分 布 が高 くなる．周 辺 分 布 の高 さか
ら，親 指 では上 位 2 つ，親 指 以 外 では上 位 3 つが関 節 領 域 の位 置 であると推




(a )  指 の抽 出 画 像  (b)関 節 強 調    (c)二 値 化 画 像  (d )水 平 投 影 データ  










4.2.2.3  注 目 指 骨 領 域 の粗 抽 出  
 前 述 の指 の関 節 領 域 の推 定 により得 られた関 節 分 離 画 像 から，注 目 する指
骨 領 域 の最 終 的 な粗 抽 出 を行 った一 例 を図 4.8 に示 す．同 図 (a)が関 節 領 域
の推 定 結 果 から，注 目 する指 骨 領 域 を求 めた結 果 である．しかし，注 目 する指
骨 領 域 以 外 にも，注 目 指 骨 領 域 の上 ，下 ，もしくはその両 方 に隣 接 する他 の
指 骨 領 域 も含 んでいる．そこで，関 節 分 離 画 像 に対 して二 値 化 処 理 を施 す (同
図 (b))．この二 値 化 処 理 は，手 部 CR 画 像 において指 骨 間 には関 節 裂 隙 が存
在 するという解 剖 学 情 報 を用 いている．このときの二 値 化 の閾 値 は，指 骨 ごとに
骨 の密 度 および濃 淡 レベルが異 なるため，判 別 分 析 法 により閾 値 を自 動 決 定
する．  
本 論 文 では，関 節 分 離 画 像 ごとに判 別 分 析 法 を適 用 し，二 値 化 の閾 値 を
求 める．ただし，実 際 に求 めた閾 値 をそのまま適 用 した場 合 ，指 骨 領 域 の境 界
の濃 度 の淡 い部 分 や，特 に指 先 などで領 域 の欠 損 の恐 れがあるため，判 別 分
析 法 で決 定 した閾 値 の定 数 倍 (本 実 験 では 0.6 倍 )で二 値 化 処 理 を行 う．つま
り，関 節 分 離 画 像 ごとに，濃 度 の淡 い部 分 の欠 損 が生 じないような閾 値 を決 定
することを意 味 する．関 節 分 離 画 像 を判 別 分 析 法 により決 定 した閾 値 を用 い，
二 値 化 した画 像 の例 を図 4.8(b)に示 す．  
次 に，判 別 分 析 法 により求 めた閾 値 をもとに二 値 化 した画 像 に対 し，注 目 す
る指 骨 領 域 とそれ以 外 の指 骨 領 域 との分 離 を行 う．本 論 文 では，黒 画 素 と白
画 素 との位 置 関 係 から，指 骨 と指 骨 の間 の領 域 を推 定 し，その領 域 を背 景 画
素 に置 き換 え，指 骨 の分 離 を行 う．白 画 素 と黒 画 素 を含 んだ数 種 類 の構 造 要
素 を作 成 し，二 値 画 像 に対 し，構 造 要 素 をラスタ走 査 し，構 造 要 素 に一 致 する
箇 所 が発 見 できたときのみ，その指 骨 領 域 を背 景 領 域 に置 換 する．これらを繰
り返 すことにより，注 目 する指 骨 領 域 とそれ以 外 の指 骨 領 域 との分 離 を図 る．そ
の例 を図 4.8(c)に示 す．その後 ，同 図 (d)に示 すように，上 下 に隣 接 する注 目
外 の指 骨 領 域 を削 除 し，面 積 による閾 値 処 理 を施 し (同 図 (e) )，穴 埋 め処 理 を






図 4.8  注 目 指 骨 領 域 の粗 抽 出  
 
4.2.3  MSGVF Snakes による詳 細 な指 骨 領 域 の抽 出  
 粗 抽 出 の結 果 に対 し，境 界 線 追 跡 を行 い，指 骨 の輪 郭 をサンプリングする．
そのサンプリング点 を初 期 制 御 点 として与 え，MSGVF Snakes による詳 細 な指
骨 領 域 の抽 出 を行 う．MSGVF Snakes による各 指 骨 領 域 抽 出 のフローチャート
を図 4.9 に示 す．まず，スケールを設 定 し，そのスケールに対 応 したエッジマップ
を計 算 し，それを用 いて MSGVF を計 算 する．得 られる MSGVF に基 づき，動 的
輪 郭 が収 束 するまでベク トル場 の方 向 に制 御 点 を 移 動 させ，スケールの値 を 
「 -1」する．その後 ，収 束 後 の制 御 点 を初 期 輪 郭 とし，同 じ処 理 をスケール𝜆଴に
なるまで繰 り返 す．大 きなスケール𝜆ெିଵからスケール𝜆଴ (原 画 像 )まで繰 り返 すこと
 
(a)  関 節 分 離 画 像  
 
(b)  二 値 画 像  
 
(c)  指 骨 間 の分 離  
 
(d)  注 目 外 指 骨 領 域 の 
削 除  
 
(e)  雑 音 除 去  
 
(f )  注 目 指 骨 領 域 の  
粗 抽 出  
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により，ノイズの影 響 を受 けにくい大 局 的 な抽 出 から，徐 々に局 所 的 な抽 出 を
行 うことが可 能 である．また，制 御 点 の補 間 方 法 として，B-スプライン補 間 [103]
を用 いる．B-スプライン補 間 を用 いることにより，制 御 点 同 士 を滑 らかにつなぐこ






























λ0 であるか  
スケールの値 を -1  
動 的 輪 郭 が収 束 するまで  
MSGVF の方 向 に制 御 点 を移 動  
多 重 エッジマップの取 得  
MSGVF の計 算  
スケールの設 定  
動 的 輪 郭 をサンプリング  
S t a r t  
画 像 入 力  
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4.2.3.1  MSGVF Snakes 
 Snakes 法 [38 ,39]における収 束 の動 きは，内 部 と外 部 の力 から構 成 されるエネ
ルギー関 数 を最 小 化 することで制 定 される．パラメータ化 された Snakes の位 置
を，r(𝑠) = ൫𝑥(𝑠), 𝑦(𝑠)൯と表 すと，一 般 的 な Snakes のエネルギー関 数 は次 式 のよ
うに表 される．  
𝐸௦௡௔௞௘ = ∫ ൣ𝐸௜௡௧൫𝑟(𝑠)൯ + 𝐸௘௫௧൫𝑟(𝑠)൯൧𝑑𝑠
ଵ
଴                            (4.8)  
このとき，𝐸௜௡௧と𝐸௘௫௧はそれぞれ，内 部 エネルギーと外 部 エネルギーを表 しており，
内 部 エネルギーは，動 的 輪 郭 を滑 らかに保 つように定 義 されている．外 部 エネ
ルギーは ROI の画 像 特 徴 に向 かって動 的 輪 郭 を導 くために用 いられる．この外
部 エネルギーに MSGVF で得 られたベクトル場 を用 いた手 法 が MSGVF Snakes
である．  
















            (4.10)  
式 (4 .9)は，一 般 に用 いられる曲 線 の広 がり具 合 を表 す．式 (4 .10)は，エッジ付
近 での向 かい合 うベクトルが逆 方 向 であるという特 徴 を利 用 し，ベクトルの内 積
を用 いる．また，式 (4 .10)においての(?̅?, 𝑦ത)は，移 動 後 の制 御 点 を示 しており，移
動 量 は位 置 (𝑥, 𝑦)における MSGVF の向 きである．(?̅?, 𝑦ത)の式 を以 下 に示 す．  
?̅? = 𝑥 + 𝜂𝑢(𝑥, 𝑦)                                                                  (4.11)  
𝑦ത = 𝑦 + 𝜂𝑣(𝑥, 𝑦)                                                                  (4.12)  
なお，式 (4 .9)での 𝛼，𝛽と式 (4 .11)，式 (4 .12)での𝜂はそれぞれ正 の定 数 である．
𝐸௜௡௧は，特 に閉 曲 線 を小 さくしようとする働 きがあるが，これは動 的 輪 郭 が抽 出 対
象 の外 に設 置 されている場 合 に大 きな役 割 を果 たす．本 論 文 における動 的 輪
郭 は，抽 出 対 象 に依 存 する場 合 がほとんどであるため，𝐸௜௡௧に重 みを付 けず𝛼，𝛽
ともに 0.01 という小 さな値 に設 定 する．また，𝜂は移 動 量 が最 大 で 1[pixels]とな
るようにベクトルのノルムと設 定 する．  
MSGVF とは，尺 度 空 間 理 論 に基 づき，スケール𝜆௜(𝑖 = 0, 1, ⋯ , 𝑀 − 1)によって
粗 くした画 像 のエッジマップを用 い，ベクトル場 を表 現 する手 法 である．従 来 の
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GVF[40,41]はノイズの影 響 を受 けやすく，局 所 的 なベクトル場 を形 成 するという
特 徴 がある．一 方 ，MSGVF は，粗 くした画 像 から得 られるエッジマップを用 いる
ことにより，原 画 像 におけるエッジマップに比 べ，エッジに集 中 するベクトルの範
囲 を広 くするため，大 局 的 にベクトル場 を形 成 することができる．この特 徴 により，
Snakes における初 期 輪 郭 が抽 出 対 象 の輪 郭 と離 れている場 合 にも対 象 の輪
郭 に収 束 し，また粗 くした画 像 を用 いるのでノイズの影 響 を受 けにくく，正 確 に
領 域 抽 出 を行 うことが出 来 る．以 下 に，MSGVF の計 算 過 程 を示 す．  
 まず，スケールλの MSGVF は，以 下 の式 を最 小 化 することにより得 られる．  
𝐸ீ௏ி = ∬ 𝑔(|∇𝐴ఒ|)൫𝑢௫ଶ + 𝑢௬ଶ + 𝑣௫ଶ + 𝑣௬ଶ൯ + ∬൫1 − 𝑔(|∇𝐴ఒ|)൯ ቀ(𝑢 − (𝐴ఒ)௫)ଶ + ൫𝑣 − (𝐴ఒ)௬൯
ଶ
ቁ 𝑑𝑥dy  
(4.13)    
スケールλで原 画 像 𝐼଴(𝑥, 𝑦)の GVF は，൫𝑢௜(𝑥, 𝑦), 𝑣௜(𝑥, 𝑦)൯で表 される．この集 合 は，
画 像 𝐼଴(𝑥, 𝑦)の MSGVF と呼 ばれる．ここで，式 (4 .13)において，𝐴ఒは多 重 スケー
ルエッジマップと呼 ばれ，𝐴ఒおよび𝑔|∇𝐴ఒ|は次 式 のように表 される．  
𝐴ఒ(𝑥, 𝑦) = |∇𝐼ఒ(𝑥, 𝑦)|                                                       (4.14)  
𝑔|∇𝐴ఒ| = exp ቀ−
|∇஺ഊ|
௅
ቁ                                                     (4.15)  
このとき𝐿は，結 果 として得 られるベクトル場 の形 状 を制 御 するために使 用 される
正 の定 数 である．𝐿を小 さく設 定 した場 合 ，エッジマップの影 響 を大 きくすること
が可 能 となる．従 って，本 論 文 では，エッジに集 中 するベクトル場 を用 い，能 動
的 輪 郭 を制 御 するため，𝐿を 0.01 と小 さく設 定 する．  
 ここで，多 重 スケール表 現 について説 明 する．原 画 像 の多 重 スケール表 現 を
作 成 する方 法 はいくつか存 在 するが，計 算 の簡 略 化 のために平 均 フィルタの単
位 パルス応 答 を用 いる．よって，スケールλにおける平 滑 化 画 像 𝐼ఒ(𝑥, 𝑦)と平 均 フ
ィルタの単 位 パルス応 答 は，以 下 の式 で表 す．  
𝐼ఒ(𝑥, 𝑦) = ∑ ∑ ℎఒ(𝑚, 𝑛)𝐼଴(𝑥 − 𝑚, 𝑦 − 𝑛)                        ௡௠ (4.16)  
ℎఒ(𝑥, 𝑦) = ቊ
ଵ
(ଶఒାଵ)మ
    − 𝜆 ≤ 𝑥, 𝑦 ≤ 𝜆
0             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                     (4.17)  
このとき，カーネルサイズは (2𝜆 + 1) × (2𝜆 + 1)である．式 (4 .17)のλの値 を変 更 す
ることにより，さまざまなスケールで原 画 像 を平 滑 化 し，大 局 的 なベクトル場 や，




4.2.3.2  B-スプライン  
 B-スプライン曲 線 は，制 御 点 とノットと呼 ばれるパラメータによって定 義 される
曲 線 である．B-スプライン曲 線 は，局 所 的 に定 義 されているため，制 御 点 が及
ぼす影 響 の範 囲 は局 所 的 に限 られる．この特 徴 は，動 的 輪 郭 モデルの細 かい
部 分 の変 化 に対 応 できるという利 点 があるため，動 的 輪 郭 法 との組 み合 わせが
用 いられている．また，制 御 点 を少 なく設 定 した場 合 においても，滑 らかさを維
持 したまま曲 線 が近 似 可 能 である利 点 も，処 理 時 間 短 縮 につながるため，動 的
輪 郭 法 と組 み合 わされる理 由 の一 つとして挙 げられる．本 論 文 においても，処
理 時 間 の短 縮 を図 るため，B-スプラインを採 用 する．ここで，B-スプラインの計
算 方 法 について述 べる．本 論 文 では，3 次 元 方 程 式 B-スプラインモデルを用 い
る ． 動 的 輪 郭 𝑟(𝑠) = ൫𝑥(𝑠), 𝑦(𝑠)൯(0 ≤ 𝑠 ≤ 1) が 閉 曲 線 で あ る と 仮 定 し ，
൫𝐶଴, ⋯ , 𝐶ே൯(𝐶଴ = 𝐶ே)が制 御 点 の集 合 であり，このとき 𝐶௜ = (𝑐𝑥௜, 𝑐𝑦௜)は一 様 にサン
プリングされた動 的 輪 郭 のサンプリング点 であるとした場 合 ，動 的 輪 郭 は𝑁次 曲
線 近 似 によって得 ることができる．𝐶௜と 𝐶௜ାଵの間 の曲 線 の抽 出 は，𝐶௜ିଵ，𝐶௜，𝐶௜ାଵ，


























൪                 (4.18)  
このとき， 𝐶ିଵ = 𝐶ேିଵ，𝐶ேାଵ = 𝐶ଵ， 𝑖 = 0,1, ⋯ , 𝑁 − 1である．式 (4 .18)は，次 式 のよう
に書 くことができる．  
𝒓௜(𝑠) = ∑ 𝐵௜(𝑠)ேିଵ௜ୀ଴ 𝐶௜                                                        (4.19)  
ここで，𝐵௜(𝑠)は，B-スプライン基 底 関 数 である．この基 底 関 数 は，ノットベクトルと









4.3  実 験  
4.3.1  実 験 環 境  
本 論 文 で実 験 に使 用 する画 像 は，関 節 リウマチと診 断 された 13 症 例 の手
部 CR 画 像 である．図 4.10 に実 験 に使 用 する手 部 CR 画 像 の一 例 を示 す．全
症 例 は，関 節 の変 形 を伴 わない初 期 のリウマチ患 者 である．また，本 論 文 にお
ける開 発 環 境 ，撮 影 環 境 および画 像 情 報 を表 4.1 から 4.3 に示 す．  
 
表 4.1  PC の主 要 スペック  
OS Microsoft  Windows 7 
CPU In tel ( R )  Core ( T M )  i3-2120CPU@3.30 [GHz]  
Memory 8.0[GB] 
Compiler  Microsoft  Visual  Studio 2010 
 
表 4.2  撮 影 環 境  
X 線 発 生 装 置  UD150B－30(島 津 製 作 所 社 製 )  
撮 影 条 件  
管 電 圧 44[kV]  管 電 流 160[mA]  0.025[sec]  
撮 影 距 離 100[cm]  
  
表 4.3  画 像 情 報  
CR 装 置  FCR5000 (富 士 写 真 フイルム社 製 )  
輝 尽 性 蛍 光 板  ST－V 型 (富 士 写 真 フイルム社 製 )  
画 像 サイズ  2010×1670[pixels]  
画 素 サイズ  0 .15[mm] 






図 4.10  実 験 に用 いる手 部 CR 画 像 の一 例  
 
4.3.2  性 能 評 価  
 本 手 法 のセグメンテーションの性 能 評 価 は，医 師 により手 動 で計 測 されたセグ
メンテーション結 果 (ゴールドスタンダード )との一 致 率 を比 較 するため Jaccard の
一 致 率 （Jaccard Similar i t y Coeff ic ient：JSC） [17]を用 いて行 う．  
 JSC は次 式 により算 出 される．  
 𝐽𝑆𝐶[%] = (𝐴௣ ∩ 𝐴ீ)/(𝐴௣ ∪ 𝐴ீ)                   （4.20)          
ここで，𝐴௣は提 案 法 により自 動 計 測 された指 骨 領 域 の面 積 （pixel s），𝐴ீは医 師
により手 動 で計 測 された指 骨 領 域 の面 積 （pixels）である．  
 
4.3.3  実 験 結 果   
全 症 例 に対 する本 手 法 と医 師 により手 動 で計 測 されたゴールドスタンダード
の指 骨 領 域 の面 積 の比 較 を図 4.11 に示 す．同 図 より，本 手 法 とゴールドスタン
ダードの指 骨 の面 積 が一 致 することを示 す 45 度 の直 線 付 近 に分 布 しているこ
とが分 かる．全 症 例 の平 均 JSC は 73.1±23.7％であった．しかし，面 積 の小 さな
領 域 （末 節 骨 ）で過 大 抽 出 されるケースが多 くみられた．図 4.12 から図 4.14 に
指 を構 成 する末 節 骨 ，中 節 骨 ，基 節 骨 の 3 つの骨 別 における面 積 の比 較 結
果 と表 4.4 に JSC の一 致 率 の結 果 を示 す．指 先 に位 置 する末 節 骨 の JSC は，
46.4±12.5[%]であり，図 4.12 よりゴールドスタンダードより面 積 が大 きく，過 大 抽
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出 されるケースが多 いことがわかる．中 節 骨 ，基 節 骨 の JSC は，81.8±14.9[％ ]
と 93.3±5.4  [%]と高 い値 を示 し，図 4.13 と 4.14 より，本 手 法 とゴールドスタンダ
ードの指 骨 の面 積 がよく一 致 していることが分 かる．図 4.15 に提 案 法 による抽
出 結 果 とゴールドスタンダードの画 像 の一 例 を示 す．同 図 の JSC は末 節 骨 99%，
中 節 骨 98%，基 節 骨 98％であり，本 手 法 の抽 出 結 果 がゴールドスタンダードと
よく一 致 し，指 骨 領 域 を精 度 良 く抽 出 できているといえる．  
 








































 JSC：Jaccard Similar i t y Coeff icient  
末 節 骨  46.1 ±12.5[%]  
中 節 骨  81.8±14.9[%]  
基 節 骨  93.3±5.4[%] 





図 4.12 末 節 骨 における本 手 法 と医 師 によ り手 動 で計 測 された 指 骨 領 域 の  
















































図 4.13 中 節 骨 における本 手 法 と医 師 によ り手 動 で計 測 された 指 骨 領 域 の  
















































図 4.14 基 節 骨 における本 手 法 と医 師 によ り手 動 で計 測 された 指 骨 領 域 の  























































末 節 骨  
  
中 節 骨  
  
基 節 骨  
  
 (a )  ゴールドスタンダード  (b)  提 案 法  
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4.4  考 察 とむすび  
本 章 では，手 部 CR画 像 から関 節 リウマチにより指 骨 に生 じる病 変 の定 量 的
な解 析 を行 うため，MSGVF Snakes法 を用 いた指 骨 領 域 のセグメンテーション
技 術 に関 する画 像 解 析 手 法 を提 案 し，関 節 リウマチと診 断 された13症 例 に適
用 し，医 師 により手 動 で抽 出 された結 果 との比 較 により有 用 性 を検 証 した．  
本 提 案 法 は，図 4.15に示 すようにゴールドスタンダードとの一 致 率 は平 均 JSC
が 73.1±23.7 ％であり，概 ね良 好 に手 の指 骨 領 域 を 抽 出 することができた ．図
4.16に末 節 骨 ，中 節 骨 ，基 節 骨 においてJSCの最 も高 い症 例 の画 像 の一 例 を
示 す．同 図 より，抽 出 結 果 に若 干 の差 がみられるものの，末 節 骨 ，中 節 骨 ，基
節 骨 における JSC はそれぞれ 99[%] ，98[%] ，99[%] と高 い値 を示 し，本 手 法
が指 骨 領 域 のセグメンテーション技 術 として有 効 であるといえる．  
し か し ， 指 骨 別 の 平 均 JSC は ， 末 節 骨 で 46.1±12.5[%] ， 中 節 骨 で
81.8±14.9[%] ，基 節 骨 で 93.3±5.4[%] で大 きな差 を認 めた．つまり，指 先 に位
置 する末 節 骨 の抽 出 が他 の指 骨 に比 べ極 端 に低 い結 果 となった．図 4.17に末
節 骨 ，中 節 骨 ，基 節 骨 においてJSCの一 致 率 の最 も低 い症 例 の画 像 の一 例 を
示 す．同 図 に示 す抽 出 結 果 のJSCの一 致 率 は，末 節 骨 26[％ ]，中 節 骨 48[％ ]，
基 節 骨 72[ ％ ] と低 い値 を示 し，指 の初 期 抽 出 である軟 部 陰 影 の除 去 や関 節
面 の分 離 に失 敗 し，過 抽 出 となっていることがわかる．軟 部 陰 影 の除 去 に起 因
する過 抽 出 は，トップハット処 理 により軟 部 陰 影 が除 去 しきれていないことが原
因 と考 える．特 に，指 先 に位 置 する末 節 骨 では図 4.18に示 すように，軟 部 陰 影
の残 存 が多 くみられた．この要 因 は，図 4.3に示 すように指 の画 像 は軟 部 組 織 と
骨 が重 なって描 出 されているが，図 4.19に示 す各 指 骨 領 域 における濃 度 (画 素
値 )プロファイルからわかるように，末 節 骨 の濃 度 (画 素 値 )が，他 の指 骨 に比 べ
低 く骨 と軟 部 組 織 の差 が小 さなため，トップハット処 理 により軟 部 陰 影 の除 去 が
不 十 分 であると考 えられる．この点 については，ヒストグラム形 状 のモデルを用 い
て軟 部 陰 影 を除 去 する方 法 を導 入 する予 定 である．図 4.20に関 節 面 の分 離 に
失 敗 した例 を示 す．この要 因 は，関 節 付 近 のエッジおよび指 骨 間 の領 域 が不
明 瞭 なことが挙 げられる．本 論 文 では，関 節 分 離 画 像 に二 値 化 処 理 を施 し，
濃 度 情 報 から注 目 指 骨 領 域 の粗 抽 出 を行 うため，関 節 境 界 が不 明 瞭 な場 合
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に正 しく関 節 位 置 を推 定 することが難 しい．従 って，濃 度 情 報 のみでなく，指 骨
の形 状 的 要 素 も考 慮 する必 要 があると考 えられる．今 後 ，エッジ保 存 フィルタの
導 入 を考 える．  
次 に，医 学 的 観 点 から考 察 する．画 像 のセグメンテーションは，画 像 内 の対
象 物 を抽 出 する処 理 でCADシステムの開 発 において根 幹 を成 す技 術 であるが，
抽 出 対 象 とする臓 器 や腫 瘍 一 つをとっても多 種 多 様 なうえ，個 体 (患 者 )の影
響 を大 きく受 けるなど一 般 的 な画 像 を対 象 としたセグメンテーションに比 べて難
しいとされている．Mazzaraら [104]やWeltensら [105]の報 告 によれば臓 器 の手
動 セグメンテーションにおける医 師 間 の変 動 は約 30[%]程 度 あると報 告 され，提
案 法 はその誤 差 内 にある．また，関 節 リウマチにおける指 骨 の病 態 評 価 は，中
節 骨 ，基 節 骨 ，PIP 関 節 およびMP関 節 (図 4.2参 照 )であるため末 節 骨 の評 価
は必 要 としない [106]．従 って，中 節 骨 ，基 節 骨 において高 い抽 出 率 結 果 を示
す本 手 法 は，関 節 リウマチの病 態 変 化 を評 価 するための指 骨 の自 動 セグメンテ
ーション法 として有 用 であると考 える．  
しかし，提 案 法 が実 用 レベルに達 するためには，さらなる抽 出 率 の向 上 が必
要 である．特 に，粗 抽 出 の結 果 は，MSGVF Snakesの初 期 制 御 点 を決 定 するう
えで最 も重 要 な処 理 であり，注 目 指 骨 領 域 の粗 抽 出 精 度 の改 善 が最 重 要 課
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図 4.18  軟 部 陰 影 の除 去 に失 敗 した例  
 





















第 5 章 Deep Convolutional Neural Network に基づく  
手部 CR 画像からの骨びらんの自動識別法  
 
5.1 はじめに  
 CAD 開発において識別器の設計は，画像内の病変を識別するために
重要な技術である．医用画像分野における病変の識別には，これまで線
形判別分析 [52,53]， ANN[54]，SVM[55]，AdaBoost[107]などを用 いる手 法
が多 く報 告 されている[108-111]．  
Giger ら [108]は，複数個の特徴量から線形判別器を設計し，悪性腫瘤
と良性腫瘤とを識別する方法を提案した． Aoyama ら [109]は， 77 個の
特徴量から ANN による識別器を設計し，胸部画像上の良性または悪性
の孤立性肺結節を識別する方法を提案した． Zhao ら [110]は， 8 種類の
形状特徴とテクスチャ特徴量を用い， SVM による識別器を設計し肺腫
瘤を識別する手法を提案した． Kuwahara ら [111]は， AdaBoos t による識
別 器 を設 計 し，びまん性 肺 疾 患 を分 類 する方 法 を手 案 した．しかし，いずれの
方 法 も識 別 器 を設 計 するために病 変 の特 徴 を示 す有 効 特 徴 量 の選 定 を必 要
とする．これらの識 別 器 の設 計 は，教 師 あり学 習 により設 計 され，そこに特 段 の
難 しさはない．問 題 の焦 点 は，画 像 から有 効 特 徴 量 を如 何 に選 定 するかにある．
有 効 特 徴 量 の選 定 は，精 度 の高 い識 別 結 果 を得 るために最 も重 要 な工 程 で
あるが，開 発 者 の経 験 に頼 るところが多 く，その選 定 方 法 が重 要 課 題 となって
いる．  
近年，深層学習の技術を用いた深層畳み込みニューラルネットワー
ク DCNN[29,30]が，自然画像認識において目覚しい成果を挙げている．  
深 層 学 習 とは，多 くの層 を持 ったニューラルネットワークモデルを用 いた機 械
学 習 の総 称 である．ニューラルネットワークとは，生 物 の脳 の神 経 細 胞 （ニューロ
ン）をモデルとしたアルゴリズムで，「入 力 層 」，「隠 れ層 」，「出 力 層 」の 3 つの層
を持 ち，各 層 の複 数 のノードが重 みを持 つエッジで結 ばれる構 造 となっている．
この「隠 れ層 」を複 数 持 つニューラルネットワークが深 層 学 習 である．この層 の数
が多 いニューラルネットワークにより，観 測 データから本 質 的 な情 報 を抽 出 した
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内 部 表 現 や特 徴 を学 習 する．深 層 学 習 は，画 像 自 体 を直 接 ネットワークに入
力 し，特 徴 抽 出 を行 うネットワークの重 み決 定 や学 習 を行 い，識 別 器 を設 計 す
ることが可 能 であり，経 験 による有 効 特 徴 量 の選 定 の課 題 を解 決 することができ
る．画 像 認 識 における深 層 学 習 の代 表 的 な手 法 として DCNN がある．DCNN と
は，畳 込 み層 とプーリング層 と呼 ばれる 2 種 類 の層 を交 互 に積 み重 ねた構 造 を
持 つ，フィードフォワード型 のニューラルネットワークである．この DCNN の有 効
性 に つ い て ， Stal lkamp ら [112] は 交 通 標 識 認 識 の コ ン ペ テ ィ シ ョ ン
IJCNN(Internat ional  Joint  Conference on  Neural  Networks)2011 で人 の認 識
精 度 を凌 駕 したことを報 告 した．Ciregan ら [113]は，手 書 き文 字 認 識 において，
人 と同 程 度 の性 能 を実 現 した．一 般 画 像 分 類 のベンチマークとして今 日 では
多 く使 用 されている ImageNet においても，2012 年 の一 般 物 体 認 識 のコンテス
ト ILSVRC(ImageNet  Large Scale Visual  Recogni t ion Chal lenge) で ，
Krizehvsky ら [56]の AlexNet と呼 ばれる多 層 ニューラルネットワークが，当 時 ス
タンダードとされた方 法 をはるかに上 回 る優 れた性 能 を実 現 した．その後 も，物
体 検 出 やセグメンテーションの性 能 においても DCNN が他 の手 法 をはるかに上
回 り，その有 効 性 が示 されている．医用画像分野においても病変部位の識
別 [114]，セグメンテーション [115-118]，位置合わせ [119]および病変識














手法としては，第 4 章で述べた MSGVF Snakes アルゴリズム [42]  に
よるセグメンテーションと DCNN 分類器を用い手部 CR 画像から骨び
らんを自動的に識別する方法を提案し，その有用性を関節リウマチ患
者 30 例に適用し検証する．  
 
5.2 画像解析手法の概要  
本論文では DCNN を用い，骨びらんの自動識別を行う．主なプロセ
スを図 5.1 に示す．まず，第 4 章で述べた MSGVF Snakes 法を用い，指
のセグメンテーションを行う．次に，セグメンテーションされた指骨








図 5.1 骨びらんの自動識別のフローチャート  
Start  
画像入力  
MSGVF を用 いた指 骨 のセグメンテーション  
ROI の自 動 設 定  




5.2.1 ROI の自動設定法  
 関節リウマチによって起こる骨びらんは，指骨の辺縁で生じる．従っ
て，本論文では，第 4 章で述べた MSGVF Snakes 法を用い，セグメンテ
ーションされる末節骨，中節骨および基節骨の輪郭線上に ROI（40×40
ピクセル）を自 動 的 に設 定 し，ROI 画 像 を取 得 する．この ROI 画 像 を学 習 され
た DCNN の識 別 器 への入 力 とする．図 5.2 および図 5.3 に提案法を用いて
指骨の輪郭上に配置された ROI の中心座標点および自動的に抽出され




(a )  指骨の輪郭線   (b )  ROI の中心座標  










5.2.2 学習画像データ  
本論文で用いる学習用の画像データは，関節リウマチと診断された
90 例と関節リウマチなしと診断された 39 例の計 129 例の手部 CR 画像
である．図 5.4 に学習に用いる手部 CR 画像を示す．この手部 CR 画像
から学習データとして ROI 画像を取得する．具体的には，図 5.4 に示
す手部 CR 画像上の指骨領域において骨びらんの存在する領域または
存在しない領域に ROI（ 40×40 ピクセル）を手動で設定し，ROI 画像を
取得する．図 5.5 は，この研究における DCNN トレーニングに使用さ
れる ROI 画像の例を示す．これらの ROI は経験のある放射線科専門医
によって決定され，骨びらんを伴う 89 個および骨びらんのない 212 個
の ROI 画像から構成される．これらの ROI 画像は，識別器の学習のた








よ る 過 学 習 を 防 ぐ た め ， 上 述 し た 学 習 デ ー タ に 鏡 像 反 転 画 像 と 回 転




図 5.4 学習に用いた手部 CR 画像  
 
  
(a )  骨びらんなし  (b)  骨びらん有り  
図 5.5 医師により手動で取得された DCNN の学習に用いる  
ROI 画像  
 
5.2.3 DCNN  
DCNN とは，畳 込 み層 とプーリング層 と呼 ばれる 2 種 類 の層 を交 互 に積 み重
ねた構 造 を多 層 にしたニューラルネットワークである．その原 型 は，畳 込 みニュー
ラルネットワーク (Convolut ional  Neural  Network：CNN)[126]である．CNN は，
主 に画 像 認 識 に応 用 され，畳 込 み層 とプーリング層 という特 別 な 2 種 類 の層 を
含 む 順 伝 搬 型 ネ ッ ト ワ ー ク で あ る ． 一 般 的 な 順 伝 搬 型 ネ ッ ト ワ ー ク は 全 て     
図 5.6(a)のように隣 接 層 が全 結 合 されるのに対 し，CNN では図 5.6(b)のように
隣 接 層 の特 定 のノードが結 合 する層 を持 つのが特 徴 である．これは，生 物 の脳
の視 覚 野 の神 経 細 胞 をヒントにしている．CNN は，誤 差 逆 伝 搬 法 と確 率 的 勾
配 降 下 法 により最 適 化 を行 う [127,128]．CNN が画 像 認 識 に有 効 な理 由 として，
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畳 込 みにより点 や画 素 ごとではなく，より大 きな小 領 域 に対 する特 徴 抽 出 が可
能 になり，画 像 中 の対 象 の移 動 や変 形 などに頑 強 なことが挙 げられる．CNN の
典 型 的 な構 造 としては，図 5.7 に示 すように入 力 側 から出 力 側 へ向 け，複 数 の
畳 込 み層 とプーリング層 のペアが交 互 に並 び，このペアが複 数 回 繰 り返 される．
この繰 り返 しにより入 力 した画 像 から特 徴 量 を自 動 で生 成 することが可 能 である．
これらの層 の繰 り返 しの後 に，隣 接 層 間 のユニットが全 結 合 した全 結 合 層 が 1
層 以 上 配 置 される．CNN の出 力 を与 える全 結 合 層 が配 置 された後 ，目 的 のク
ラス数 と同 数 のノードが配 置 され，活 性 化 関 数 にソフトマックス関 数 を用 い，クラ





(a )  全 結 合  (b)  畳 込 み層 とプーリング層 の結 合  



















5.2.3.1 畳 込 み層  
畳 込 み層 は入 力 として与 えられた画 像 にフィルタを畳 込 む演 算 を行 う単 層 ネ
ットワークである．図 5.8 を用 いて畳 込 み層 における計 算 法 を以 下 に述 べる．  
第 𝑙 − 1層 から ，𝑊 ×𝑊 ×𝐾サイズの画 像 𝑧௜௝௞
(௟ିଵ)(𝑘 = 0,⋯ ,𝐾 − 1)を受 け取 り，この
画 像 に対 して入 力 と同 じチャンネル数𝐾を持 ち，サイズが𝐻 × 𝐻 × 𝐾である 3 種 類
(𝑚 = 0,1,2)のフィルタを適 用 している．その計 算 は各 チャンネルについて並 行 に
画 像 とフィルタの畳 込 みを行 い，結 果 を画 素 ごとに全 チャンネルにわたって加 算
するため，出 力 𝑢௜௝௠は，  
 








+ 𝑏௜௝௠ (5 .1)  
と表 される．式 (5 .1)の𝑏௜௝௠はバイアスで，フィルタごとに各 ユニット൫𝑏௜௝௠ = 𝑏௠൯で共
通 とすることが多 い．このように入 力 画 像 のチャンネル数 によらず一 つのフィルタ
から常 に一 つの出 力 が得 られる．この𝑢௜௝௠に活 性 化 関 数 𝑓(∙)を適 用 すると  
 𝑧௜௝௠ = 𝑓൫𝑢௜௝௠൯ (5 .2)  
が得 られ，この値 が畳 込 み層 の最 終 的 な出 力 としてその後 の第 𝑙層 へ伝 わる．   
このように CNN は上 位 層 の各 ノードが下 位 層 のノードの一 部 のみと結 合 し，
その結 合 の重 みは各 ノード間 で共 通 となる構 造 （重 み共 有 ）をする．また，順 伝
搬 型 ニューラルネットワークと同 様 に，CNN も勾 配 降 下 法 [127]によるパラメータ
の最 適 化 を行 う．CNN の勾 配 降 下 法 には，確 率 的 勾 配 降 下 法 [128]が用 いら
れる．一 般 的 に畳 込 み層 の重 みはフィルタそのものであるため，学 習 ではフィル
タの係 数 と出 力 ノードのバイアスを決 定 する．  
 
5.2.3.2  プーリング層  
プーリング層 は畳 込 み層 の直 後 に設 置 され，基 本 的 に畳 込 み層 の出 力 がこ
の層 への入 力 となる．プーリング層 の目 的 は，プーリング，すなわち畳 込 み層 で
抽 出 された特 徴 の位 置 感 度 を若 干 低 下 させ，対 象 とする特 徴 量 の画 像 内 での
位 置 が若 干 変 化 した場 合 にも，出 力 を不 変 にさせることである．プーリング層 は
畳 込 み層 と異 なり，学 習 により変 化 するパラメータは存 在 せず，活 性 化 関 数 を
適 用 しない．また入 力 データと出 力 データのチャンネル数 が変 化 しない．以 下 に
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計 算 内 容 を示 す．入 力 画 像 上 で画 素 (𝑖, 𝑗)を中 心 とする𝐻 × 𝐻正 方 領 域 をとり，
これに含 まれる画 素 の集 合 を𝑃௜௝とする．この𝑃௜௝内 の画 素 について，チャンネル𝑘
ごとに独 立 に一 つの画 素 値 𝑢௜௝௞を求 める．プーリングにはいくつかの方 法 がある．
まず最 大 プーリングは，𝐻ଶ個 の画 素 値 の最 大 値 を選 択 し出 力 する．  
 𝑢௜௝௞ = max(௣,௤)∈௉೔ೕ
𝑧௣௤௞ (5 .3)  






 (5 .4)  










 (5 .5)  
𝑃 = ∞で最 大 プーリングを，𝑃 = 1で平 均 プーリングを表 現 可 能 である．これらの
三 つの方 法 のうち画 像 認 識 では主 に最 大 プーリングが用 いられる．  図 5.9 にプ












5.2.3.3 全 結 合 層  
畳 込 み層 やプーリング層 などの繰 り返 しの後 に，CNN の出 力 層 付 近 には隣
接 層 間 のユニットが全 て結 合 した全 結 合 層 が一 般 的 に複 数 連 続 して配 置 され
る．全 結 合 層 は，  図 5.10 に示 すように従 来 の順 伝 搬 型 ネットワークと同 様 であ
る．ある層 における j 番 目 のノードは，その直 前 の層 の m 個 のノードからそれぞ





+ 𝑏௝ (5 .6)  
を計 算 する．この𝑢௝を活 性 化 関 数 に入 力 したときの応 答 ，  
 𝑦௝ = 𝑓൫𝑢௝൯ (5 .7)  
が，このノードの出 力 となり，次 の層 へ伝 わっていく．活 性 化 関 数 𝑓(∙)には収 束
性 の 良 さ と 学 習 速 度 の 速 さ か ら ， 正 規 化 線 形 関 数 (Rect i f i ed Linear  Uni t ：
ReLU)がよく用 いられる．ReLU は以 下 のような関 数 である．  
 𝑓൫𝑥௝൯ = max൫𝑥௝ , 0൯ (5 .8)  
ReLU の特 徴 として，出 力 計 算 ・勾 配 計 算 が高 速 にできること，深 いニューラ
ルネットワークであっても誤 差 が消 失 することなく学 習 することができ，勾 配 消 失
問 題 に対 処 可 能 なことなどが挙 げられる．そして，CNN の出 力 を与 える最 終 層
には，クラス分 類 を行 う場 合 に目 的 のクラス数 と同 数 のノード n 個 を配 置 し活 性
化 関 数 にソフトマックス関 数 を用 いる．具 体 的 には，式 (5 .5)のように計 算 される





 (5 .9)  





図 5.10  全 結 合 層 の例  
 
5.2.4  学 習  
 CNN の学 習 は，教 師 あり学 習 が基 本 で，学 習 データとなるラベル付 きサンプ
ルの集 合 を対 象 に，各 サンプルの分 類 誤 差 を最 小 化 することで行 う．出 力 層 に
あるノードは，ソフトマックス関 数 による正 規 化 (式 5.9)により，対 応 するクラスへ
の確 率 𝑝ଵ, ⋯ 𝑝௡を出 力 する．分 類 誤 差 は入 力 サンプルに対 する理 想 的 な出 力
𝑑ଵ, ⋯𝑑௡と実 際 の出 力 𝑝ଵ, ⋯ 𝑝௡の近 さを，多 クラス分 類 では交 差 エントロピーC は





log 𝑝௝ (5 .10)  
ここで，目 標 出 力 𝑑ଵ, ⋯ 𝑑௡は正 解 クラス 𝑗のみ𝑑௝ = 1となり，それ以 外 の全 𝑘(≠ 𝑗)で
は𝑑௞ = 0となるようにとる．この C が最 小 となるように，畳 込 み層 のフィルタの係
数 ・各 ノードのバイアス，さらに全 結 合 層 の重 みとバイアスを調 整 する．C の最 小
化 には確 率 的 勾 配 降 下 法 を用 いるのが一 般 的 である．重 みやバイアスに関 す
る誤 差 勾 配 は，誤 差 逆 伝 搬 法 [128]で計 算 する．誤 差 C の評 価 およびそれに
伴 うパラメータの更 新 は，全 学 習 サンプルを用 いず，収 束 性 と計 算 速 度 の観 点
から，数 個 ～数 百 程 度 のサンプルの集 合 （ミニバッチ）ごとに行 う．重 みの更 新




(௧) (5 .11)  
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(௧ିଵ) (5 .12)  
ここで第 1 項 は勾 配 降 下 法 の主 要 項 で，𝜖は学 習 率 であり，第 2 項 はモーメン
タムを，第 3 項 は重 み減 衰 を実 現 する項 である．モーメンタムは，前 回 更 新 量 の
𝛼倍 を加 算 し，パラメータの更 新 を慣 性 的 なものとし，学 習 の高 速 化 を狙 う．重
み減 衰 は，重 みが過 剰 に大 きくならないようにする正 則 化 である．バイアスの更
新 も基 本 的 に同 様 である．本 論 文 では，学 習 率 ：0.001 最 大 更 新 回 数 ：25,000，
バッチサイズ：20，モーメンタム：0.9，重 み減 衰 ：0.0005 とし，5.2.2 節で述べた
学習画像データを用い学習を行う．  
 
5.2.5 ドロップアウト  
ニューラルネットワークは，表 現 力 が高 いモデルのため，使 用 する学 習 データ
に依 存 した過 学 習 に陥 りやすい問 題 がある．この過 学 習 を抑 制 する学 習 方 法
としてドロップアウト [129]が使 用 されている．ドロップアウトは，複 数 のモデルを学
習 し，これらの予 測 結 果 の幾 何 平 均 を利 用 することで過 学 習 を防 ぐ方 法 である．
しかし，複 数 のモデルを利 用 した場 合 ，学 習 および予 測 ともに計 算 コストが膨 大
となってしまうため，毎 回 ランダムに一 定 割 合 のノードを使 用 しないで学 習 する．
本 論 文 では，全 結 合 層 でドロップアウトを用 いる．  
 















告されている [130,131]．  
本 論 文 で 転 移 す る ネ ッ ト ワ ー クは 2012 年の ISLVRC で 優 勝 した
AlexNet である．また，このネットワークフレームには， Caffe  [132]を
使用する．AlexNet のネットワークの構造は，図 5.11 および表 5.1 に示
すように 5 つの畳込み層 (Conv1-5)， 3 つのプーリング層 (Pool1,2,5)， 2
つの正規化層 (Norm1,2)および 3 つの全結合層 (Fc6-8)から構成される．
Fc6 と Fc7 の層のユニットにはドロップアウトを適用し，最終出力層の









表 5.1  学 習 済 みモデルの詳 細  
層種  
パラ メータ  活性 化 関
数  
出力 マ ッ プサ
イズ  Ke r ne l  Ou tp ut  S t r i d e  P ad d in g  
I np u t  -  -  -  -  -  22 7×2 27×3  
Co n v1  11×11  9 6  4  0  Re L U  55×5 5×9 6 
P oo l1  3×3  -  2  0  -  2 7×2 7×9 6 
No r m1  -  -  -  -  -  2 7×2 7×9 6 
Co n v2  5×5  2 56  1  2  Re LU  2 7×2 7×9 6 
P oo l2  3×3  -  2  0  -  13×1 3×2 56  
No r m2  -  -  -  -  -  13×1 3×2 56  
Co n v3  3×3  3 84  1  1  Re LU  13×1 3×3 84  
Co n v4  3×3  3 84  1  1  Re LU  13×1 3×3 84  
Co n v5  3×3  2 56  1  1  Re LU  13×1 3×2 56  
P oo l5  3×3  -  2  0  -  6×6×2 56  
Fc 6  -  4 09 6  -  -  Re LU  1×1×4 09 6 
Fc 7  -  4 09 6  -  -  Re LU  1×1×4 09 6 















5.3 実験  
5.3.1  開 発 環 境  
 本 論 文 で用 いた実 験 環 境 および，使 用 した手 部 CR 画 像 の画 像 情 報 につい
て，それぞれ表 5.2，5.3 に示 す．また，図 5.12 に実 験 に用 いる手 部 CR 画 像
の一 例 を示 す．  
 
表 5.2  PC の主 なスペック  
OS Ubuntu  14.04 LTS (Linux 64bi t )  
CPU In tel (R)  Xeon(R)  CPU E5-1603 v3  @2.80GHz × 4  
RAM 8[GB]  
GPU Geforce GTX 970 
VRAM 4.00[GB] 
CUDA Core  1664 
 
表 5.3  手 部 CR 画 像 の画 像 情 報 の概 要  
画 像 サイズ  1670×2010 [pixel]  
画 素 サイズ  0 .15×0.15 [mm] 
階 調 数  10 [bi t ]  
 
 




5.3.2 性能評価  
 本 論 文 では，識 別 器 単 体 および提 案 法 の識 別 性 能 を評 価 するため，検 出
精 度 TPR (True  Posi t ive Rat io)  [%] と 過 検 出 の 割 合 FPR (Fal se  Posi t ive 









× 100[%] (5 .14)  
ここで，A は，骨びらんを正しく識別した画像数であり，Abn は，骨び
らんの全画像数である．N は，骨びらんなしの画像を誤って骨びらん有
りと識別した画像数で，Nbn は骨びらんのない全画像の数である．  
 
5.3.3 実験方法  
5.3.3.1 識別器の識別性能  
本論文で構築した識別器の識別性能の検証は，3 分割交差検証法 [133]
を用い評価する．交差検証法とは， 全 データを 3 分 割 し，その内 1 組 をテ
ストデータとして用 い，残 りの 2 組 を訓 練 データとする評 価 法 である．   
本 論 文 で識 別 器 を設 計 するために用 いる学習データは， 5.2.2 節で述べ
た 129 症例から得られた骨びらんを含む 89 個と，骨びらんを含まない
212 個の ROI 画像と，これらの ROI 画像を鏡像反転と回転（ 90°，180°，
270°）した画像を加えたものである．これらの学習データをランダムに選
んだデータセットをもとに，学 習 データを 3 分割交差検証法 にて実 験 を行 い，
TPR および FPR を算 出 し，平 均 的 な識 別 器 の性 能 を評 価 する．  
表 5.4 に 3 分割交差検証法に用いた データセットの詳 細 を示 す．同 表 (a)
は，3 分割した学 習 データの各 セットにおける ROI 画 像 の数 ，同 表 (b)が識別
器を設計するために組み合わせた各学習データセットの ROI 画像の数







表 5.4  データセットの詳 細  
(a )  骨 びらん有 りおよび骨 びらんなしの ROI 画 像 数  
データセット  骨 びらん有 り  骨 びらんなし  
A 240 568 
B 240 560 
C 232 568 
 
 
(b)  骨 びらん有 りおよび骨 びらんなしの ROI 画 像 数  
学 習 データセット  骨 びらん有 り  骨 びらんなし  
Val id .1  (A＋B) 480 1128 
Val id .2  (A＋C) 472 1136 
Val id .3  (B＋C) 472 1128 
 
 
5.3.3.2  提 案 法 の識 別 性 能  
提案法の有用性は，学習データとは別に用意された関節リウマチと
診断された 36 個の骨びらんを含む 30 症例に提案法を適用し検証する． 
本論文では，提案法により，自動的にセグメンテーションされた末節
骨，中節骨および基節骨の輪郭線上に 40×40 ピクセルの ROI が自動的
に設置され，計 11,753 個の ROI 画像が取得された．これらの ROI 画像
を 5.2 .2 節で述べた全学習データを用いて設計された識別器により骨び
らんの有無を識別する．その結果から TPR および FPR を算 出 し，提 案 法







5.3.4 結果  
5.3.4.1 識別器の識別性能  
 3 分割交差検証法により評価した識別器の TPR および FPR は，平均
で それぞれ 78.9[％ ]および 1.43[％ ]であり，概 ね良 好 な識 別 結 果 を得 た．表
5.5 に 3 分 割 交 差 検 定 法 による識 別 結 果 の詳 細 を示 し，図 5.13 に正 しく識 別
された ROI 画 像 の例 を示 す．  
 
表 5.5  3 分割交差検証法により評価した識別器の性能  
 Val id .1  Val id .2  Val id .3  平均値  
TPR  [%]  67.8  86.2  82.7  78.9 ±  9.77  





                (a)  骨 びらんなし   (b )  骨 びらん有 り  













5.3.4.2 提 案 法 の識 別 性 能  
表 5.6 に関節リウマチと診断された 36 個の骨びらんを含む 30 症例
に提案法を適用した識別結果を示す．同表より，提案法の識別性能を表
す TPR および FPR は，それぞれ 80.5[%]および 0.84[%]で，誤って正常
を骨びらん有りと判断した ROI の数は 1 症例当たり 3.3 個であり，概
ね良好な結果を得た．図 5.14 に正しく識別された ROI 画像を示し ,使用




表 5.6 提案法による骨びらんの識別性能  
TPR  [%]  80.5  




             (a )  骨びらんなし    (b )  骨びらん有り  




















自 動 で 検 出 す る 報 告 は Langs[51] ら の み で あ り ， 骨 び ら ん の 検 出 に
DCNN を応用した報告はない．  
一方，一般画像認識の分野において DCNN は，物 体 検 出 やセグメンテー
ションの性 能 において他 の手 法 をはるかに上 回 る性 能 が多 く報 告 されている．
医用画像分野においてもセグメンテーション [115-118]や病変識別 [120-
124]などに応用され， CAD 開発への活用が期待されている．   
本論文では，MSGVF Snakes アルゴリズムによるセグメンテーション
と DCNN 分類器を用い，手部 CR 画像から骨びらんを自動的に識別す
る方法を提案した．DCNN 識別器単独の識別性能は，3 分割交差検定法
を用いて検証し，TPR は 78.9[％ ]，FPR は 1.43[％ ]であった．また，提
案手法を用いた骨びらんの自動識別性能は， TPR が 80.5[％ ]， FPR  が
0.84[％ ]，偽陽性の ROI 数は 1 症例当たり 3.3 個であった．この結果は，
関連研究の 1 つである Langs ら [51]の結果と比較した場合，評価方法が
異なるため，直接比較することはできないが，結果を示す ROC 曲線か
ら提案法と同じ FPR における TPR は 60[%]程度であった．また， Aoki




 一方，Langs ら [51]は，識 別 器 に AdaBoos t を用 いて骨 びらんの識 別 を行





































(a )  偽陰性   (b)  偽陽性  









































































































較した結果，一致率は平均 JSC が 73.1±23.7[％ ]であった．Mazzara ら




























リウマチ患者 30 例に適用し検証した結果，TPR が 80.5[％ ]，FPR が
























































































に手動で ROI を設定し，ROI 内の網目状パターンとして描出される骨




















り指骨を抽出し，指骨の境界に ROI を自動で設定し，得られた ROI 画








解決した．提案手法を 30 症例に適用した結果，先行研究である Langs
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 本論文における骨びらんの自動識別法の検証に用いた 30 症例の手
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