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Abstract
For last decades, magnetohydrodynamic (MHD) waves arise to a hot topic of
solar physics. With modern instruments, MHD wave modes are reliably detected,
not only for their potential to heat the solar corona, but also as a new tool to diagnose
the plasma parameters remotely (MHD seismology).
In this thesis, we use space-borne EUV/UV imagers and ground-based obser-
vatories to study compressive MHD waves in coronal loops and sunspots. We identify
several instrumental artifacts and formulate the scheme to estimate the imager data
noise. The diagnostic potential of MHD waves in various plasma structures are also
investigated.
The orbit-related long periodicities (30-96 min) in the TRACE images and
the derotation-induced short periodicy (3-9 min) in the SDO/AIA images are studied
and quantiﬁed. The methods are proposed to mitigate the eﬀects of such artiﬁcial
periodicities. The noise level of AIA images is formulated.
In sunspots, the 5–min oscillation power usually forms a ring structure en-
closing the sunspot umbra. The phase variation was found to display high-order
MHD azimuthal body modes. The mode numbers were measured and justiﬁed by
signiﬁcance tests.
A multi-level observation of magnetoacoustic waves in sunspot was performed.
The variation of the magnetoacoustic cut-oﬀ frequency over sunspot cross-sectional
geometry and sunspot atmosphere was quantiﬁed and exploited to diagnose the
inclination angle of the magnetic ﬁeld.
To automatically measure the propagating speed of compressive MHD waves,
we designed cross-ﬁtting technique (CFT), 2D coupled ﬁtting (DCF) and best sim-
ilarity measure (BSM). Parametric studies were performed to conﬁrm the validity
and robustness of these methods.
Distinct propagating fast wave trains were found to be associated with ra-
dio bursts that were generated by the ﬂare-accelerated non-thermal electrons. The
stretching wavelength along the waveguide implies that the wave trains were im-
pulsively triggered. The wave parameters are measured to probe the properties of
guided fast waves.
The connectivity between diﬀerent levels of sunspots and the associated active
regions were studied. The long period oscillations were found in both the chromo-






The Sun is a typical dwarf star formed about 4.57 billion years ago. It is about
halfway through its main-sequence state, according to astronomical classiﬁcation.
It has a diameter of approximately 1, 392, 584 km and a mass of approximately
2 × 1030 kilograms. No physical surface is well-deﬁned on the Sun, rather than a
conventionally-identiﬁable border in visible light. The magnetic ﬁeld and the re-
leased particles permeate the whole solar system, therefore the solar activities and
dynamics aﬀect the heliosphere and the planets. The Sun’s structure, by conven-
tion, is divided into four domains: the solar interior, the solar atmosphere, the inner
corona and the outer corona (cf. Fig. 1.1).
The solar interior is divided into distinct layers according to the recurring
physical processes (cf. Fig. 1.1 ). The core is subject to tremendous gravitational
contraction. The hydrogen nuclei become extremely dense and energetic, thus the
kinetic energy is suﬃcient to overcome the electromagnetic repulsion. Therefore
nuclear fusion is maintained constantly in the core. The plasma is heated up to
around 16MK. Outside the dynamic core that is the energy and particle source,
a thick radiative zone is formed to transport the energy radially outwards by ra-
diative diﬀusion. The gamma rays, X-ray, neutrons and protons are radiated and
scattered throughout this zone. It takes an average time of about 171,000 years for
a gamma ray to escape from the radiative zone. The temperature of the radiative
zone decreases steadily with the increasing radius and drops to about 1.5MK at the
boundary of the convective zone. In the convective zone, the energy transportation
is dominated by convection: bulk motions of the plasma form circular convection
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currents and transfer the energy from the interior upwards. The convective zone
occupies the outer part of the solar interior above about 0.7 solar radii. It is followed
by the base of the photosphere. Further up, it is the solar atmosphere.
The solar atmosphere comprises the photosphere, the chromosphere and the
corona. The photosphere is the Sun’s visible surface. It is a layer of gas with a thick-
ness of about a few hundreds of kilometres. The solar material transits from opaque
(to the optical emission) in the interior to transparent in the upper atmosphere.
The photosphere has a temperature ranging from 4500 to 6000 K, and a density of
about 2 × 10−4 kg/m3. The Sun’s photosphere is networked by several millions of
granules that are caused by the bulk plasma convection (cf. Fig. 1.2). The typical
size of a granule is at the order of 103 km. Its lifetime is about 8-20 minutes. The
photosphere is a host of sunspots (cf. Sec. 1.1.3 and Fig. 1.2). The sunspots are
strong magnetic concentrations, and are relatively cool because the magnetic ﬁeld
suppresses the convection motion.
The chromosphere is the second layer of the solar atmosphere. It is siting
above the photosphere and below the transition region, with a thickness of about
2, 000 km. The density of the chromosphere is only 10−4 times that of the photo-
sphere. The temperature of the chromosphere rises from about 4, 400K to about
25, 000K. The physics of chromospheric heating is still not well understood. Cool
plasmas at the chromospheric temperature are also seen well above the chromospheric
heights, e.g. in ﬁlaments (prominences). Above the chromosphere, the plasma tem-
perature grows rapidly with height. It is penetrated by spicules, short-living jets of
cool gas. They are ejected from the photosphere, rise to the top of the chromosphere
and even above, and then occasionally sink back over the course of about 10 minutes.
The transition region lies in-between the chromosphere and the corona. This
thin and irregular layer is not well-deﬁned at the current stage, but it exhibits a
wealth of physical processes. Within the transition region, the temperature rises
rapidly from about 104 K to 106 K. Below this layer, it is a cool and dense region,
partly ionised, dominated by the absorption lines (e.g. C IV, O IV and Si IV). Above
it, the plasma becomes very hot, fully ionised, structured by the magnetic ﬁeld and
is optically thin. The plasma emission in this region is mainly from emission lines
in the UV/EUV bandpasses.
The outer layer of the solar atmosphere is the corona. The coronal density
drops to 10−12 times that of the photosphere, and the plasma gets heated up to
1, 000, 000K and higher. It is the host region of the main objects of our study, and
its detailed description is given in Sec. 1.1.2.
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1.1.2 Solar corona
The corona is the upper part of the Sun’s atmosphere. According to the light sources,
it is categorised into three types: K-corona, F-corona and E-corona. The K-corona
(kontinuierlich, ‘continuous’ in German) is the component featured by continuous
spectra from the scattered light of free electrons and the Doppler broadening of
the reﬂected absorption lines from the photosphere. The F-corona is the part that
mainly emits Fraunhofer scattering rays from the dust particles. The E-corona is
characterised by the presence of emission lines. The corona has a typical particle
density of 1015−16 m−3 and an average temperature of 1-2 MK. Within the current
knowledge, no single theory is capable of explaining the coronal heating dilemma.
The main mechanisms considered for coronal heating are magnetic reconnection,
MHD wave dissipation and high energy particles.
The structure of the solar corona changes signiﬁcantly with the solar cycle.
Near the solar minima, the coronal material is mostly conﬁned to the equatorial
regions, the coronal holes cover the polar regions. Close to solar maxima, the corona
spreads over both the equatorial and polar regions. The corona exhibits a number
of phenomena, e.g. active regions, coronal loops, solar plumes, prominences.
Active Region
Active regions are ensembles of plasma loop structures connecting the opposite mag-
netic polarities in the photosphere, where strong magnetic unipoles usually cluster
in form of sunspot groups or other magnetic elements. The emissions from the active
regions in X-rays are mainly caused by solar ﬂares. The active regions are also the
source of coronal mass ejections. Individual active regions are allocated numbers in
the form of AR+ four digits, by the National Oceanic and Atmospheric Administra-
tion (NOAA), USA.
Coronal Loop
Coronal loops are spectacular structures of the lower corona and transition region of
the Sun. They mainly emerge from the chromosphere and end up with foot points
at opposite magnetic polarities. Coronal loops are closed magnetic ﬂux tubes ﬁlled
with dense plasma. The plasma β in coronal loops usually has a very small value,
around 0.1 or less, while it may approach 0.5 in hot dense ﬂaring loops. These
plasma structures are known to be the hosts of wave and oscillatory phenomena.
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Polar Plume
Polar plumes are cool, dense open magnetic structures that extend to up to 10 solar
radii. They arise predominantly from the unipolar magnetic footpoints in coronal
holes. They are usually observable in EUV and visible light bandpasses. This kind
of structure is very quiescent and remain steady for days. There are hot, high-speed
streams of plasma erupting from the plumes. These stable plumes are very simple
in geometry and magnetic morphology, they are ideal test grounds for MHD wave
studies (see review by, e.g., Nakariakov 2006).
Prominence
Prominences are cool dense plasma structures observed oﬀ the solar limb, suspended
over the solar surface. The temperatures of prominences are much lower than the
surrounding corona. Prominences extend outwardly in the ambient corona over large
spatial scales. Their typical lifetime is of the order of several days or even months.
Some prominences break apart and induce coronal mass ejections. Prominences
observed on the solar disk are called solar ﬁlaments.
1.1.3 Solar activity
In the solar corona, the particle density drops dramatically to a very low level
(∼1015−16 m−3). The magnetic ﬁeld dominates the solar atmosphere and structures
the main morphology. The majority of solar activities are associated directly or
indirectly with the dynamics of the magnetic ﬁeld. These include the formation of
sunspot groups, solar ﬂares, coronal mass ejections and the solar winds.
Sunspot
A sunspot is a strong magnetic concentration on the photosphere of the Sun (cf.
Fig. 1.1, 1.2 and 1.3, and the reviews of sunspot physics by Solanki 2003; Bor-
rero & Ichimoto 2011). The existence of a strong magnetic ﬁeld in sunspots sup-
presses the convection. Therefore, the temperature inside the sunspots is typically
3000-4500K, lower than the surrounding plasma (about 5780K). The temperature
contrast with the surrounding photosphere renders sunspots as dark spots in the
visible light emission. The sizes of sunspots can reach about 80, 000 km in diameter.
A sunspot evolves over a lifetime of about a few days or weeks. It is subject to
expansion, contraction, rotation and diﬀerential motion relative to the surrounding
plasma. Given their strong concentration of a single magnetic polarity, sunspots are
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hosts of coronal loops, prominences, reconnection events, solar ﬂares, and coronal
mass ejections etc..
A suﬃciently large sunspot is usually divided into two parts (cf. Fig. 1.2).
The umbra (the central part) is the darkest region of a sunspot. The magnetic ﬁeld
in the umbra is approximately vertical (normal to the solar surface). The enclosing
penumbra is slightly more illuminant, but still darker than the rest parts of the Sun’s
visible surface. Above a sunspot, magnetic ﬁeld lines are inclined slightly in the
umbra-penumbra border, and become even more tilted up to 90°, as they approach
the penumbra-plage region. The plage region is ﬁlled with hot dense plasma and
structured mainly by horizontal magnetic ﬁeld lines (cf. Fig. 1.3).
The sunspot population rises and falls on a cycle of about 11 years. A peak
in sunspot number is called a solar maximum, while a valley is a solar minimum.
The sunspot number is a good indicator of the solar dynamics and the variation of
the solar magnetic ﬁeld, see Sec. 1.1.4 for more details.
Solar flares
A solar ﬂare is a sudden energy release event observable over all layers of the solar
atmosphere (the photosphere, chromosphere and corona). A huge amount of energy,
up to 6 × 1025 J, is released in a time scale of hours (see reviews by Benz 2008;
Shibata & Magara 2011). Flares are observable in all wavelengths from decametre
radio waves, EUV/UV, X-rays to gamma-rays at 100MeV. The mechanisms of
ﬂaring emission are still debated, but ﬂares are known to be associated with plasma
heating, magnetic reconnection, particle acceleration, mass ejection etc..
Solar ﬂares are classiﬁed as A, B, C, M and X class, according to the peak
ﬂux in the X-ray band from 100 to 800 picometer measured near the Earth. Solar
irradiation ﬂux is constantly monitored, e.g., by the GOES spacecraft. Within each
class, a linear scale is deﬁned from 1 to 9. Say, if the ﬂare peak ﬂux is recorded at
between 24.5% and 25.4 % of the ﬂux diﬀerence between a M and X ﬂare, a M2.5
ﬂare is reported.
A ﬂare can trigger several diﬀerent kinds of transient events in the hosting
active region and even further up, e.g. transverse oscillation of coronal loops (see
review by Nakariakov & Verwichte 2005) and propagating fast waves (e.g. Liu et al.
2012; Yuan et al. 2013b). If a ﬂare is directed towards the Earth, it takes 2–3 days
for accelerated particles to reach the Earth. The particle ﬂux may damage satellites,
distort the ionosphere and aﬀect radio communication. Predicting occurrence rate
of solar ﬂares is a key part of space weather forecasting.
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Table 1.1: Estimation of coronal energy source for moderately large CMEs (Source:
Chen 2011; Forbes 2000)




2) 8× 10−4 n = 1015 m−3, V = 1kms−1
Thermal (nkT ) 1× 10−2 T = 106K
Potential (nmpgh) 5× 10−2 h = 105 km
Magnetic (B2/2µ0) 40 B = 10−2 T
Coronal mass ejection
A coronal mass ejection (CME) is a large burst of plasma out oﬀ the solar atmo-
sphere, induced by the rearrangement of the complex magnetic ﬁeld in the corona.
It is notably associated with ﬂares. The main diﬀerence is that solar ﬂares aﬀect all
layers of the solar atmosphere, while most CMEs originate from the active regions
that are believed to be the storage places of the coronal magnetic energy. A break-
through of the equilibrium leads to the conversion of the magnetic energy into the
kinetic energy of bulk plasma motions. The resulted mass ejection drags with itself
the frozen-in magnetic ﬁeld (see observational review by Webb & Howard 2012). It
is a common idea that the free magnetic energy accumulated in the active region is
the energy source of CMEs, see Table (1.1). The proposed mechanism includes ﬂux
cancellation, tether-cutting, breakout model, reconnection etc. (Chen 2011). CMEs
are often associated with other large-scale transient activities, e.g. solar ﬂares, coro-
nal dimmings, global coronal (EIT) waves, erupting prominences, radio bursts. The
physics of this association is not fully understood.
The Sun produces several CMEs per day near solar maxima, whereas near
solar minima, it produces one every a few days. The CME speed, acceleration, mass
and energy span 2–3 orders of magnitude (Vourlidas et al. 2002; Gopalswamy et al.
2006). The angular width is 3–10 times the size of the hosting active region (Yashiro
et al. 2004). The above measurements were performed in the plane of sky. Using
the STEREO satellites, 3D reconstruction enables measuring the real geometry of
CMEs (e.g. Mierla et al. 2010, and references therein).
If a CME is oriented towards the Earth, it may cause major damages to
satellites and aﬀect the communication systems. It is a vital part of space weather




The solar wind is a stream of charged particles released from the solar atmosphere,
primarily electrons and protons. The solar wind consists of two components: the slow
and fast solar wind. The slow solar wind has a characteristic speed of ∼400 km/s and
a temperature of 1.4−1.6×106K. Its chemical composition closely matches the solar
corona. The fast solar wind has a typical speed at about 750 km/s, a temperature
of 8 × 105 and a composition similar to the solar photosphere. This indicates that
the slow and fast solar wind originate from diﬀerent sources. The slow solar wind is
more likely sourced from the streamer belt, while the fast solar wind dominates in
the polar regions, in coronal holes (Marsch 2006). The coronal structure determines
the solar wind properties. The open ﬁeld structures yield steady fast solar wind. The
transient open ﬁeld regions generate unsteady slow solar wind. The active regions
release fast energetic particles and magnetic ﬂux, e.g. ﬂares, CMEs. The solar
wind carries the remnants from its origin, therefore it is also a medium for remote
sensing (Marsch 2006). The Ulysses mission measured the speed dependence on the
Sun’s latitude (McComas et al. 2003). The latitudinal speed distribution reﬂects the
morphology of the corona (see Fig. 1.4).
The heating and acceleration of solar wind is poorly understood. A combi-
nation of observations and simulations is required to explore the basic physics. It
involves single ﬂuid magnetohydrodynamic (MHD) simulations, multi-ﬂuid models,
or hybrid models (see review by Ofman 2010). Low-frequency waves (MHD) in the
solar corona is a good candidate to explain the heating and acceleration of the solar
wind, based on modern observations. In-situ measurements reveal a complex struc-
ture of the solar wind, and require to include the high-frequency waves (ion-cyclotron
waves and beams).
1.1.4 Solar cycle
It was early in 1844 that the sunspot number was found to vary in a 11-year cycle
(Schwabe 1844). Continuous observations and recordings of the sunspot number
and areas solidly conﬁrm that the solar activity is subject to a variation of a 11-
years period (see Fig. 1.5). The Sun becomes less active (dormant) at solar minima
and appears very dynamic at solar maxima, generating frequent ﬂares, CMEs etc..
Besides the sunspot number, the sunspot area, location, total solar irradiance (and
the components in diﬀerent bands), magnetic ﬁeld, and other transient phenomena
are subject to solar activity cycles in a direct or indirect way. The solar cycle is
widely believed to be associated with the solar dynamo (see review by Hathaway
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2010). The gaseous Sun experiences diﬀerential rotation: the equatorial parts rotate
faster than the higher latitude regions. The diﬀerential motion tears and twists
the magnetic ﬁeld, and hence causes ampliﬁcation and ﬁlamentation. The toroidal
magnetic ﬁeld is generated, and in return, it re-generates the poloidal magnetic ﬁeld.
This process varies with the solar cycle (see Fig. 1.5, top panel). The total reversion
of the solar magnetic poles occurs approximately every 22 years (see Fig. 1.5, bottom
panel).
The 11-year solar activity cycle also modulates the p-mode helioseismic fre-
quencies (see Broomhall et al. 2009). Recent ﬁndings show that, after removing the
11-year periodicity, the residual of frequency drift displays quasi-biennial variation
(Broomhall et al. 2012). The source of this periodicity remains unrevealed.
1.1.5 Solar emission
The intensity I(λij), emitted by an optically thin plasma at a wavelength λij (or
frequency νij) via spontaneous transition from an energy level ǫj to a lower level ǫi,







where Aji is the Einstein coeﬃcient of the spontaneous transition probability, Nj(X+m)
is the number density of the upper energy level j of the emitting ion X+m, and z
is the line-of-sight (LOS) through the emitting plasma. In the coronal approxima-
tion, the plasma is considered as of low density and optically thin. The collisional
excitation rate of a lower energy state to the excitation state is balanced by the













where N(X+m)/N(X) is the ionisation ratio of ion X+m over the total number
density of the element X, AX = N(X)/n(H) is the elemental abundance relative to
hydrogen, n(H)/ne ≈ 0.83 is the ratio of hydrogen to free electron density. Normally
an ion ratio of H : He = 10 : 1 is assumed for complete ionisation in the corona.
The level population Nj(X+m)/N(X+m) can be calculated with the CHIANTI code
(Dere et al. 1997).
In practical solar applications, a contribution function C(T, λij , ne) is intro-
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duced to incorporate all the atomic physics related parameters











Alternatively the abundance factor AX = N(X)/n(H) is included as well as a general
contribution factor
G(T, λij , AX , ne) = AXC(T, λij, ne). (1.4)
Then the line intensity is formulated as,
I(λij) = AX
∫
C(T, λij, ne)nenHdz =
∫
G(T, λij , AX , ne)nenHdz. (1.5)
Another convenient quantity widely used in the literature is the diﬀerential emission
measure DEM(T). It is a measure of the amount of plasma along the line-of-sight that








Then the line emission intensity can be further simpliﬁed as (note that DEM(T) is
also a diﬀerential operator),
I(λij) =
∫




For a speciﬁc detector, an incident photon ﬂux I(λ, ~θ) is a function of the
wavelength and the incident angle to the detector. The value obtained by a pixel at








It is a combination of the integration of the incident photon ﬂux I(λ, ~θ) over the solid
angle occupied by the detector and the detector response over all wavelengths, where
ηl(λ) is the eﬃciency function of a certain channel of the telescope. It is a function of
the ﬂat-ﬁeld function, camera gain, and a combination of the geometry, reﬂectance
and transmission eﬃciencies of the mirrors, quantum eﬀects and correction for the
CCD degradation. The index l indicates the lth channel of the telescope. All these




G(λ, T )Rl(λ)dλ. (1.9)
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Kl(T )DEM(T, ~x)dT. (1.10)
The value pl is now partitioned into an instrumental response term Kl and a plasma-
related term DEM. This equation can be inverted to obtain the diﬀerential emission
measure DEM for a given set of observations pl and the instrument calibration Kl.
The examples can be found in Aschwanden & Boerner (2011) using forward modelling
and Hannah & Kontar (2012) with the matrix inversion method.
1.1.6 Instruments
Coronal waves are conﬁdently observed with space-borne and ground-based observa-
tories in radio emission, visible light, UV/EUV and X-ray bandpasses. In particular,
modern EUV imaging telescopes retain high temporal and spatial resolutions to de-
tect wave and oscillatory activities, i.e. Transitional Region And Coronal Explorer
(TRACE), Solar TErrestrial RElation Observatory (STEREO) /Extreme UltraVi-
olet Imager (EUVI), Solar Dynamic Observatory (SDO)/Atmospheric Imaging As-
sembly (AIA). In this section, I introduce the key instruments used in this thesis.
Transition Region and Coronal Explorer (TRACE)
The Transition Region and Coronal Explorer (TRACE, see Fig. 1.6 and Handy
et al. 1999) was a small satellite explorer program to investigate the dynamics of
the magnetised plasma at the transition region and corona with high temporal and
spatial resolution. TRACE was launched in April 1998. It was scheduled to perform
joint observation programmes with the Solar and Heliospheric Observatory (SOHO)
during the rising phase of solar cycle 23 to the solar maximum. It roughly ridged in
a solar-synchronous polar orbit, approximately followed the solar terminator. It ob-
tained precisely coaligned image sequences of the photosphere, transition region and
corona with uninterrupted observations for up to 8 months. In the optical system,
the visible light was excluded by three thin ﬁlm aluminium ﬁlters. The primary and
secondary mirrors were coated and optimised for one of the EUV wavelengths. After
passing the mirrors, the EUV lights hit the ﬂuorescent lumogen coating of the CCD
camera. The 1k× 1k CCD detector collected images over an 8.5′ × 8.5′ ﬁeld-of-view
(FOV), ﬁltered by one of the four normal-incidence coatings optimised for EUV and
UV wavelengths. TRACE provided continuous observations over three EUV chan-
nels at 171 Å, 195 Å and 284 Å and four UV channels at 1,216 Å, 1,550 Å, 1,600 Å
and 1,700 Å. It covered a temperature range from 6,000 K to 10 MK. The resolution
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was 0.5′′ per pixel, and the cadence time could be as short as 10 s. The TRACE
mission captured its last science image at 24:56 UT 21 June 2010 and was super-
seded by its successor SDO/AIA, which provides continuous full-disk observation at
9 channels and a white light channel for coalignment purpose.
Atmospheric Imaging Assembly (AIA)
The Solar Dynamics Observatory (SDO, see Fig. 1.7, Pesnell et al. 2012) is a part of
NASA’s Living With a Star program. It was launched on 11 Feb 2010. It orbits in
a circular geosynchronous orbit inclined by 28 degrees. SDO mainly investigates the
generation and structuring of the Sun’s magnetic ﬁelds, the energy storage mech-
anism, their release to the heliosphere and geospace as solar wind and energetic
particles, and the variations in the solar irradiance (Pesnell et al. 2012). The SDO
mission includes three observational instruments (see Fig. 1.7): the Atmospheric
Imaging Assembly (AIA), the Helioseismic and Magnetic Imager (HMI) and the
Extreme Ultraviolet Variability Experiment (EVE).
The Atmospheric Imaging Assembly (AIA, Lemen et al. 2012; Boerner et al.
2012) onboard SDO provides simultaneous observations of the Sun in multiple band-
passes since 29 March 2010. It images the full solar disk up to 1.5 solar radii with
4k×4k CCD detectors at a resolution of 0.6 arcsec/pixel. A high cadence (∼12 s) can
be sustained during most of the mission. The Sun is imaged in 10 diﬀerent narrow-
band channels, seven of them are EUV bandpasses: Fe XVIII (94 Å), Fe VIII,XXI
(131 Å), Fe IX (171 Å), Fe XII,XXIV (193 Å), Fe XIV (211 Å), He II (304 Å), Fe
XVI (335 Å), see Table (1.2). The observed temperature in the EUV bands ranges
from about 0.6 MK to about 16 MK. AIA observations cover the upper transition
region, quiet corona, active-region corona, and ﬂaring regions quite well. There are
also two UV channels: C IV line (1,600 Å) and the continuum (1,700 Å). These two
channels image the transition region, upper photosphere and temperature minimum,
see Table (1.2). A white light channel in 4,500 Å records the visible surface of the
Sun hourly, it mainly provides a reference for co-alignment purpose.
The AIA images are stored as level 0 images, 16–bit integer 4k × 4k arrays.
They are Rice-compressed (Rice & Plaunt 1971) before they are sent to the ground
storage facility. The over-scan rows and columns are removed on-orbit, occasionally
these parts are retained for CCD engineering purpose (Lemen et al. 2012). The
second step of the image processing is to remove the digital oﬀset, CCD read noise
and dark current. Then in step 3, the AIA images are corrected with a ﬂat-ﬁeld.
This is to account for the non-uniformity of the CCD detector. In step 4, the bad
pixels (Their number is much less than 0.1% of the total pixel number, Lemen
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Table 1.2: AIA observational channels, the primary ions causing the emission, tar-
geted levels in the solar atmosphere, and the characteristic responsive temperature
(Source: Lemen et al. 2012)
Channel Primary ion(s) Region of atmosphere Char. log(T )
4500 Å continuum photosphere 3.7
1700 Å continuum temperature minimum, photosphere 3.7
304 Å He II chromosphere, transition region 4.7
1600 Å C IV+cont. transition region, upper photosphere 5.0
171 Å Fe IX quiet corona, upper transition region 5.8
193 Å Fe XII, XXIV corona and hot ﬂare plasma 6.2, 7.3
211 Å Fe XIV active-region corona 6.3
335 Å Fe XVI active-region corona 6.4
94 Å Fe XVIII ﬂaring corona 6.8
131 Å Fe VIII, XXI transition region, ﬂaring corona 5.6, 7.0
et al. 2012) are identiﬁed and replaced by interpolated values from neighbouring
pixels. A special algorithm is implemented to remove the spikes caused by the
energetic particles from cosmic rays or the Sun itself. The AIA despike algorithm
was adopted from the TRACE program. The values of the spikes were replaced by
the median value of its neighbouring pixels. The spike values and their locations
are stored separately and are easily reversible (Lemen et al. 2012). In the ﬁnal step,
the AIA images are ﬂipped by 180° to upright the solar north in the image array.
After implementing the above steps, the level 1 data are obtained. The level 1 data
are available and ready for exportation from the Joint Science Operations Center
(JSOC, Stanford) as FITS ﬁles in 32-bit ﬂoating numbers. The only thing that is
not calibrated is the deconvolution of the instrument point spread function and the
diﬀraction patterns, these are wavelength-dependent features.
The level 1.5 data processing starts with the level 1 data. The four AIA
telescopes aligned prior to the launch are further adjusted to align the small residual
roll angle. The AIA images have slightly diﬀerent plate scale sizes, all the images
are interpolated into a uniform 0.6′′ plate scale. The telescope pointings are slightly
oﬀset, so the boresight is co-aligned by adjusting in-orbit the secondary mirror oﬀsets.
The residual diﬀerences are removed by interpolating the images into a new global
pixel coordinate centred at the solar disk. After these processing steps, the images
are rounded oﬀ as 16-bit integer values.
The AIA data sets are publicly available in a number of formats and at several
data centres, see Hurlburt et al. (2012).
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Michelson Doppler Imager (MDI)
The Michelson Doppler Imager (MDI, see Fig. 1.8, Scherrer et al. 1995) is an in-
strument package onboard the SOlar and Heliosphere Observatory (SOHO), which
was launched in December 1995. MDI is an international collaboration of the Solar
Oscillation Investigation program. It is aimed to study the interior structure and
the dynamics of the Sun. It continuously measures the line-of-sight velocity, line
core intensity and magnetic ﬁeld at the photospheric level. The MDI’s main target
is the helioseismical study of the solar interior. The strong magnetic ﬁeld was found
to modify the spectra of the solar oscillations, so it is also MDI’s primary measure-
ments. In our study, we only used the LOS magnetic ﬁeld measured by MDI to
perform the magnetic ﬁeld extrapolation. Therefore we only brieﬂy introduce the
technique details on the LOS magnetic ﬁeld.
MDI is a refracting telescope. The incident photon ﬂux undergoes a cascade
of ﬁlters and then impinges on the CCD camera (Scherrer et al. 1995). Two tuneable
Michelson interferometers scan across the Ni I 6,768 Å solar absorption line with a
94 mÅ linewidth. The velocity, continuum intensity and LOS magnetic ﬁeld are
computed with the assistance of a set of ﬁltergrams. The MDI’s camera records
images of 1024×1024 pixels. It can operate in full disk mode with a FOV of 34′×34′
and a resolution of 4 arcsec/pixel. Or alternatively, it performs in high-resolution
mode with a FOV of 10.5′ × 10.5′ and a resolution of 1.25 arcsec/pixel. MDI has a
structure observation mode, the full-disk data are re-binned into a 192 × 192 pixels
onboard and transmitted to the ground station every minute. The cadence time for
all the observation modes are 1 min, this deﬁnes the Nyqvist frequency of 8.33mHz.
MDI instrument operations were terminated on 12 April 2012 and were been
superseded by SDO/HMI, which will be presented as follows.
Helioseismic and Magnetic Imager (HMI)
The Helioseismic and Magnetic Imager (HMI, Schou et al. 2012) onboard the SDO
satellite is a new and improved version of its predecessor MDI. It continues the he-
lioseismic and magnetic ﬁeld observations of the Sun for solar cycle 24. HMI detects
the motions of the solar photosphere to study the solar oscillations through Doppler
shift measurements, and computes three components of magnetic ﬁeld vectors at the
photosphere.
HMI observes the full-disk in the Fe I absorption line at 6,173 Å with a 76 mÅ
linewidth. HMI records a set of 12 images of the Sun, each image (4k× 4k pixels) is
tuned by a set of ﬁlter in a range of ±680mÅ centred at 6, 173.1Å ± 0.1Å (Schou
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et al. 2012). A map of Dopplergrams (surface velocity) is computed on the ground
with this image set. The resolution is about 0.50 arcsec/pixel, the cadence time is
45 s, and the velocity precision is as good as 13m/s (Schou et al. 2012).
For the magnetic ﬁeld measurement, a polarisation selector is required to
measure the Stokes parameters (I, Q, U, V). This comprises a set of wave plates that
can be rotated to diﬀerent orientations and detect diﬀerent polarisation parameters.
The LOS magnetic ﬁeld is provided at an accuracy of 10G every 45 s. The vector
magnetic ﬁeld is computed every 90 s at an accuracy of 18G for sunspots and 220G
for the quiet Sun (Schou et al. 2012).
Nobeyama Radioheliograph (NoRH)
The Nobeyama Radioheliograph (NoRH, see Fig. 1.9 and Nakajima et al. 1994) is a
ground-based radio-interferometer, dedicated to observe the Sun at high spatial and
temporal resolution. It consists of 84 parabolic antennas, 80 cm each in diameter.
It is a T-shaped construction, 490m long in the East/West direction and 220m
in the North/South direction. It started providing 8-hour daily observation of the
Sun since April 1992. The observation frequency is 17GHz in both intensity and
right/left circular polarisation. A second observation band was added in 34GHz but
only in intensity measure. The spatial resolution is 10′′ at 17GHz and 5′′ at 34GHz,
the cadence is 1 sec at normal operation, while at event mode, it can be as good as
0.1 sec.
The free-free emission from the thermal plasma (thermal bremstrahlung) is
within the frequency range at ν ≥ 1GHz, well within the NoRH’s detection range.
The gyroresonance emissions at frequencies ν = 2πsΩe are generated by the electrons
gyrating around the magnetic ﬁeld, where Ωe is the electron gyrofrequency, s is the
harmonic number. s = 1, 2, 3, 4 are usually observed for thermal electrons. For
the mildly relativistic electrons, s ≈ 10 − 100 are commonly detected, it is called
gyrosynchrotron emission. During a ﬂare, non-thermal electrons are accelerated, if
they are trapped by the strong magnetic ﬁeld lines, gyrosynchrotron emission are
usually observed.
1.2 Magnetohydrodynamic waves and oscillations
1.2.1 MHD wave theory
Magnetohydrodynamics (MHD) describe the dynamics of a conducting ﬂuid. It in-
corporates the basic processes resulted from the interactions between the charged
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particles, and induced/external electromagnetic ﬁelds, as well as the basic ﬂuid ef-
fects. Mathematically, it is a combination of the Navies-Stokes equations of ﬂuid
dynamics and a reduced version of Maxwell’s equations.
The ideal MHD assumes an adiabatic plasma moving at a non-relativistic
speed. The collisional time scale is required to be much shorter than the MHD
time scale so that the particle distribution follows approximately the Maxwellian
distribution (Aschwanden 2005). The ideal MHD equations include the continuity
equation, the momentum (Euler) equation, the adiabatic energy equation, Maxwell’s








= −∇p− ρ~g +~j × ~B (1.12)
D
Dt
(pρ−γ) = 0 (1.13)
∇× ~B = µ0~j (1.14)




∇ · ~B = 0 (1.16)
~E = −~v × ~B (1.17)
The quantity ρ is the total plasma density (ρ = npmp + neme ≃ npmp = nemp,
where np and ne are proton and electron number densities, ne = np is assumed in
a quasi-neutral plasma, mp and me are proton and electron masses), ~v is the bulk
velocity of the plasma, D/Dt = ∂/∂t+~v ·∇ is the operator of the total derivative, p
is the isotropic plasma pressure, ~g is the solar gravitational acceleration, ~j represents
the induction current density vector, ~B and ~E are the magnetic and electric ﬁelds,
γ denotes the adiabatic index.
Considering a static isothermal uniform plasma with an equilibrium gas pres-
sure p0 and density ρ0, the MHD equations (Eq.1.11-1.17) can be re-written in a
more traditional form, with only the observable variables ρ, ~v, and ~B:
Dρ
Dt









∇B2 + ( ~B · ∇) ~B] (1.19)
∂ ~B
∂t
= − ~B(∇ · ~v) + ( ~B · ∇)~v − (~v · ∇) ~B, (1.20)
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where c2s = γp0/ρ0 is the square of the sound speed, and the ideal gas law gives
∇ · p = c2s∇ · ρ.
We assume that the homogeneous magnetic ﬁeld is in the z-direction, ~B0 =
(0, 0, B0). The associated Alfvén speed is vA = B0/
√
µ0ρ0. Assume the observables
(plasma density, velocity and magnetic ﬁeld) consist of an equilibrium value and a
small perturbation term,
ρ(~x, t) = ρ0 + ρ1(~x, t) (1.21)
~v(~x, t) = ~v1(~x, t) (1.22)
~B(~x, t) = ~B0 + ~B1(~x, t), (1.23)
where the subscript 1 denotes the ﬁrst order perturbations. The velocity has to fullﬁl
the condition |~v1| ≪ min{cs, vA} in order to be considered as ﬁrst order perturba-
tion variable. Substitute the perturbations in Eq.(1.21-1.23) into in Eq.(1.18-1.20)











jz = 0 (1.24)
∂4∇ · ~v
∂t4
− (c2s + v2A)
∂2
∂t2
∇2∇ · ~v + c2sv2A
∂2
∂z2
∇2∇ · ~v = 0, (1.25)
where jz is the ﬁeld-aligned component of the electric current density.
In order to obtain the dispersion relation, the perturbations in Eq.(1.21-1.23)
are decomposed into Fourier components. They are expressed in form of a harmonic
spatio-temporal function, exp[i(~k~x − ωt)]. The dispersion relations for the MHD
waves in a static uniform equilibrium are
ω2 − v2Ak2z = 0, (1.26)
ω4 − k2(c2s + v2A)ω2 + k2zk2c2sv2A = 0. (1.27)
Eq. (1.26) describes the essentially incompressible Alfvén wave. Eq. (1.27) represents
the fast and slow magnetoacoustic wave. The Alfvén wave is strictly conﬁned to the
magnetic ﬁeld lines. It does not perturb the plasma density, therefore it is not
observable as intensity emission perturbation. The slow magnetoacoustic wave, in
the typical corona regime (c2s ≪ v2A) is also almost constrained along the direction
of the magnetic ﬁeld. The slow-mode wave is essentially compressive, the density
and pressure are modulated at the ﬁrst order disturbances. In the limiting case of
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parallel propagation, the slow magnetoacoustic wave degenerate into a usual sound
wave and propagate at the local sound speed. Therefore it is observable with imaging
instruments, if the perturbations integrated along the line-of-sight are signiﬁcant (see
e.g. Gruszecki et al. 2012). The fast magnetoacoustic wave is also compressive. In
contrast to the Alfvén and slow waves, it can propagate across magnetic ﬁeld lines
or obliquely. In the solar corona, the propagation speed of a fast wave is at about
the Alfvén speed vA in all directions. In the case of parallel propagation, a fast wave
degenerate into an Alfvén wave and become incompressible.
1.2.2 MHD waves in structured plasmas
In the coronal conditions, the plasma is dominated by the magnetic ﬁeld. Due to very
complex plasma dynamics, evident structuring of the solar corona by the magnetic
ﬁeld is very signiﬁcant. Various forms of plasma morphology are structured, e.g.,
coronal loops, coronal holes, prominences, polar plumes, the plasma density and
temperature respond self-consistently to the magnetic ﬁeld structuring. In coronal
MHD seismology, a plasma cylinder is used to model coronal loops. In the next
section, I give the MHD theory in detail.
MHD modes of a plasma cylinder
A plasma cylinder stretched along magnetic ﬁeld lines is believed to model well coro-
nal loops, sunspots, ﬁlaments and polar plumes. The standard model is a simple
straight cylinder ﬁlled with hot plasma (see Fig. 1.10 and Edwin & Roberts 1983a).
The cylinder interior is ﬁlled with a uniform plasma of density ρ0 and pressure p0. It
is permeated in a magnetic ﬁeld of B0zˆ, parallel to the axis of the cylinder. The asso-














The exterior is the ambient plasma of density ρe and pressure pe in a magnetic ﬁeld














The existence of such a system in an equilibrium state requires that the total
internal and external pressure (i.e. gas pressure and magnetic pressure) are balanced








Using the relationship between the pre-deﬁned characteristic speeds, we obtain a
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It can be understood as the density-weighted average Alfvén speed. In the long
wavelength limit, the phase speed of all but fast sausage modes approaches this
value.
The derivation of MHD wave dispersion relations is based on the linearisation
of the MHD equations with respect to the equilibrium state. The Fourier decom-
positions of the perturbed physical quantities are expressed in the form exp[i(kzz +
mφ − ωt)], where kz is the z-component of the wave vector, m is an integer az-
imuthal wave number, φ is the azimuthal angle, ω is the angular frequency. A
coupled ﬁrst-order ordinary diﬀerential equation describes the radial structure of




















2 − C2Ak2z)ξφ (1.33)
where ξr and ξφ are the perturbations displacement in the radial and azimuthal
directions, and δPtot is the perturbation to the total pressure. The parameters D






2 −C2Ak2z)(ω2 − C2Tk2z), (1.34)
κ2(ω) = −(ω


















)]δPtot = 0. (1.36)
The subscript α = 0, e corresponds to the internal and external media, respectively.
The ﬁrst term in Eq. (1.36) describes the torsional Alfvén wave. The second term
18
gives the solution of the fast and slow magnetoacoustic wave. Solving Eq. (1.36) by
applying the boundary conditions, namely balancing the perturbations of the total













where Im and Km are the modiﬁed Bessel functions of order m, the parameters κe
and κ0 are the transverse wave numbers in the external and internal media:
κ2α(ω) = −





, α = 0, e. (1.38)
For the body modes that oscillate inside the tube and are evanescent outside,
the conditions κ20 < 0 and κ
2
e > 0 have to be fulﬁlled. The choice of the modiﬁed
Bessel function of the second kind, Km instead of the Hankel function excludes the
leaky solutions.
The azimuthal number m deﬁnes the symmetry of the wave mode of the
plasma cylinder. MHD wave modes with m = 0 are the sausage modes that are
axisymmetric wave modes inside the cylinder’s cross-section, accompanied by the
perturbations of the plasma density and magnetic ﬁeld. Solutions with m = 1 are
the kink modes. These modes displace the cylinder axis, and cause relatively weak
perturbations of its cross-section and density. Wave modes with higher m are usually
referred to as flute, ballooning or whispering modes.
Theoretical modelling of the MHD waves and oscillations detected in various
regions of the solar atmosphere requires accounting for additional eﬀects, such as
nonlinearity, gravitational stratiﬁcation, various mechanisms for dissipations (vis-
cosity, thermal conduction, radiation, resistivity, see e.g. Stepanov et al. 2012). In
the following we shall concentrate on several theoretical results, directly relevant to
the interpretation of wave phenomena described in the thesis.
Slow magnetoacoustic waves in coronal loops
Propagating slow magnetoacoustic (or longitudinal) waves are commonly observed
in active region loops and polar plumes (see e.g., Yuan & Nakariakov 2012; Ofman
et al. 1999). An adequate description of the wave feature requires to account for
the eﬀects of gravitational stratiﬁcation, magnetic ﬁeld curvature, nonlinearity and
dissipation. The evolutionary equation for slow waves in a semi-circular coronal loop
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where s is the curve length along the magnetic ﬁeld line, ρ(s), v(s), p(s) and T (s) are
the plasma density, longitudinal speed, plasma pressure, and plasma temperature,
respectively, and κq = κT 5/2 is the thermal conductivity along the magnetic ﬁeld,
η0 is the compressive viscosity coeﬃcient, and g(s) is the gravitational acceleration
along the loop coordinate s,






R⊙ sin( sr )
)−2
. (1.42)
where r is the distance from the geometric center of the semi-circle to the axis of the
tube.
Considering weak perturbations aﬀected by a weak dissipation, Eq.(1.39 to






























where ξ = s − cst is the co-moving coordinate in the sound speed frame, λn(s) =













where Rgas is gas constant.
Solution in Eq. (1.44) shows that the wave amplitude initially grows with
height, reaches maximum before approaching the loop top. The slow waves with
amplitudes higher than several percents of the background values are subject to non-




The magnetoacoustic wave with higher-order azimuthal mode (m > 1) is rather
rarely detected in observations, however they may be responsible for some ob-
served phenomena, e.g., the 5-min oscillations in the umbra-penumbra boundary
of sunspots. The theory of the whispering modes inside a plasma cylinder was de-
veloped by Zhugzhda et al. (2000). Below we summarise the key points.
The MHD wave model of a plasma cylinder (Edwin & Roberts 1983b) was ex-
tended to describe sunspot oscillations (Zhugzhda et al. 2000) with the main physics
unchanged. The azimuthal modes with m = 0, 1 (sausage and kink modes) are well
studied theoretically and observationally in the coronal loops, polar plumes, spicules
etc. The high-order azimuthal modes with m > 1 are usually not resolved in spatial
scale with modern instruments, however, such whispering modes are detectable in
sunspots.














and the dimensionless variables:
h = kr, Ω =
ω
kCT0
, j = κ0r. (1.46)
The dispersion relation of Eq. (1.37) are expressed in the dimensionless variables as













1±√1− 4l2h2d−1 , (1.48)
and
d = (1 + l2)2(h2 + j2). (1.49)
The plus and minus signs in Eq. (1.48) correspond to the slow and fast modes,
respectively. For a given value of h and a set of plasma dimensionless parameters, l,
∆, and δ, the solutions for j can be solved numerically. The frequency can be found
by inserting j into Eq. (1.47).
For the linear running MHD waves guided by a vertical ﬂux tube, the relative
perturbations of the velocity and magnetic ﬁeld are expressed as functions of the
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) exp i(kzz +mθ + ωt), (1.53)
where A0 is an arbitrary constant, and j is a root of the dispersion relation in
Eq. (1.37). In case of the standing waves, the phase components are replaced with
cosωt sin kzz sinmθ for vz and δBr and sinωt cos kzz cosmθ for vr and δBz. These
expressions provide observational basis to detect the whispering modes.
The amplitude ratio of the magnetic ﬁeld and the longitudinal velocity for


















Eq. (1.54) provide a direct observation basis for running body wave modes inside













It is a function of the observational height z in the solar atmosphere.
1.2.3 MHD waves in gravitationally stratified plasmas
Magnetoacoustic gravity waves
In the simple verison of MHD wave theory, the density and pressure stratiﬁcation
is usually neglected. The temperature does not exhibit signiﬁcant variation over
height in the coronal condition, hence the plasma can be considered approximately
isothermal. Following Bel & Mein (1971), we consider the linear propagation of
MHD waves in an isothermal gravititionally stratiﬁed atmosphere permeated by a
uniform magnetic ﬁeld. The z-axis is assumed to be directed along the gravitational
stratiﬁcation. The gravitational ﬁeld ~g and the magnetic ﬁeld ~B are taken in the
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(x, z) plane, so that
~g = (0, 0, gz) (1.56)
~B0 = (Bx, 0, Bz). (1.57)
The hydrostatic equilibrium state is assumed as exponential stratiﬁcation,
ρeq = ρ0 exp(−z/H) (1.58)
Peq = P0 exp(−z/H), (1.59)
where ρ0 and P0 are the density and pressure at a reference level, H = C2s/γ |g| is
the scale height, and Cs is the constant sound speed.
Assume that the density, pressure and magnetic ﬁeld consist of an equilibrium
value plus a small perturbation term:
ρ = (ρ0 + ρ
′) exp(−z/H) (1.60)
P = (P0 + P
′) exp(−z/H) (1.61)
~B = ~B0 + ~B
′, (1.62)
where ρ′, P ′ and ~B′ are the perturbation terms. Inserting these quantities into the
MHD equations, and eliminating the perturbations of the density, pressure and the
magnetic ﬁeld, we obtain an equation for the velocity ~δv˜. It is also a small quantity
∂2
∂t2
~δv˜ − C2s∇∇ · ~δv˜ −∇( ~δv˜ · ~g)
−(γ − 1)~g∇ · ~δv˜ + 1
4π
ρeq ~B × (∇×∇× ( ~δv˜ × ~B)) = 0.
(1.63)
The wave component is assumed to be a plane wave form,
~δv˜ = ~δv exp i(~k~r − ωt), (1.64)
where the ~k is the wave propagation vector, ω is the angular frequency, δ~v is the wave
amplitude. Using spatial and temporal derivatives for such a wave form, ∇ = i~k and
∂/∂t = −iω, Eq. (1.63) becomes
(ω2 − (~k ·~b)V 2A) ~δv + (i( ~δv · ~g) + (~k ·~b)( ~δv ·~b)V 2A − (C2s + V 2A)(~k · ~δv))~k
+i(γ − 1)(~k · ~δv)~g + V 2A(~k · ~δv)(~k~b) ·~b = 0,
(1.65)
where ~b = ~B/ |B| is the unit vector along the magnetic ﬁeld. Assuming that z ≪ H,
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the local dispersion relationship is obtained by setting the determinant of the scalar
components equal to zero (Bel & Mein 1971; Bel & Leroy 1977),
(ω2 − (~k ·~b)V 2A)[ω4 − ω2(iγgkz + (C2s + V 2A)k2) + C2sk2(~k ·~b)2V 2A
+(γ − 1)g2(k2 − k2z) + iγgbzk2(~k ·~b)V 2A] = 0,
(1.66)
where g = −gz, the subscript z denotes the z-components of the vector variables,
i.e. ~k, ~b and ~g.
The ﬁrst factor on the left-hand of Eq. (1.66) represents the dispersion re-
lation of Alfvén waves. The second factor denotes the dispersion relation of the
magnetoacoustic waves in the gravitationally stratiﬁed isothermal plasma.
Magnetoacoustic gravity cut-off frequency
From the second factor on the left-hand side of Eq. (1.66) (also see Eq. (6) in Bel
& Mein 1971), the local dispersion of the magnetoacoustic gravity waves is,
ω4 − [iγgkz + (C2s + V 2A)k2]ω2 + C2sk2(~k ·~b)2V 2A
+(γ − 1)g2(k2 − k2z) + iγgbzk2(~k ·~b)V 2A = 0.
(1.67)
This leads to the dispersion relation in Eq.(1) in Bel & Leroy (1977) (also note the
typo therein):






2 θ + iγgk3zV
2
A cos
2 θ = 0.
(1.68)
Here k⊥ = 0 is used in this step. Then we used the denotations: l = VA/Cs,
m = VA/Cs cos θ = l cos θ, kz = α + iβ (Bel & Mein 1971; Bel & Leroy 1977),
where α is the real wave number and β is the damping factor for positive values,
or the growth factor for negative values, and the normalised dimensional variables:
ω′ = Hω/Cs, Hkz = x+ iy. After inserting these variables, the dispersion relation
Eq. (1.68) is expressed as,
ω′4 − [iHkz + (1 + l2)(Hkz)2]ω′2 + [(Hkz)4 + i(Hkz)3]m2 = 0. (1.69)
For a plane wave motion δ~v = δ~v0 exp i[kzz − ωt] with kz = α + iβ, it
become a non-propagating wave, when the growth factor α approaches zero, therefore
Hkz = iy, and Eq. (1.69) becomes
ω′4 + [y + (1 + l2)y2]ω′2 + (y4 + y3)m2 = 0. (1.70)
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] = 0. (1.74)






Therefore the cut-oﬀ angular frequency is deﬁned as ω′c =
1
2
cos θ. In dimensional
variable, ωc = 2πνc = Cs2H cos θ. So the cut-oﬀ frequency in the strong ﬁeld (low
plasma beta) approximation, is given by
νc = ν0 cos θ,
where ν0 = Cs/4πH = γg/4πCs.
1.3 Spectral analysis and significance tests
A time series of a physical quantity obtained in observations normally consists of a
superposition of a signal x(tj) and a random noise σ(tj),
y(tj) = x(tj) + σ(tj), (1.75)
where tj is the time of the j-th measurement. If the signal x(tj) consist of a number
of quasi-periodic signals, spectral analysis is more illustrative and facilitates quan-
titative analysis. Usually, it is achieved by a Fourier transform (FT) or other FT-
derived methods. In this section, I introduce the most commonly-used algorithm Fast
Fourier Transform (FFT, Sec. 1.3.1) that performs a discrete Fourier transform of
uniform data. Also, we overview the spectral analysis techniques used in this thesis.
The periodogram (Sec. 1.3.2) technique and the date-compensated Fourier transform
(Sec. 1.3.3) allow for spectral analysis of unevenly sampled data. Information about
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time variation of spectral parameters of the analysed signal can be obtained with
the short-time (windowed) Fourier transform (Sec. 1.3.4) and the wavelet analysis
(Sec. 1.3.5). In Sec. 1.3.6, we discuss the signiﬁcance tests for periodogram and other
spectral analysis methods.
1.3.1 Fast Fourier Transform
Fast Fourier Transform is an eﬃcient algorithm to perform discrete Fourier transform
(DFT). DFT decomposes a time series into components over a range of discrete
frequencies. Let yj, where j = 0, · · · , N − 1, be a series of complex numbers (the







N , k = 0, · · · , N − 1 (1.76)
Direct DFT computation requires O (N2) operations, while FFT computes the same
results with only O (N logN) operations. Hence FFT is much fast than DFT. The
FFT is computed at suﬃciently small frequency intervals, therefore the inverse FFT
can be performed with negligible errors.
1.3.2 Periodogram
The periodogram is a commonly used spectral analysis technique to extract periodic
components in unevenly-spaced data. Other spectral analysis techniques, i.e. FFT,
wavelet, are not so eﬃcient in handling this kind of data, as unevenly-spaced data
usually generate spurious periods equal to time gaps and/or their harmonics in the
FFT or wavelet techniques. However, the periodogram avoids such incapability. The
periodogram is equivalent to the least-square ﬁt with sinusoidal functions to the time
series.
The reliability and eﬃciency of periodogram was studied in Scargle (1982),
and here we follow that discussion. The periodogram Py(ω) for an angular frequency
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The quantity τ ensures the time-invariant properties of the power spectrum. Py(ω)
can be evaluated at any frequency ω. It is normally calculated at a set of M fre-
quencies such that the Py(ωn) are independent random variables (Scargle 1982). In
particular, the frequencies may coincide with the natural frequencies used in the
Fourier analysis.
1.3.3 Date-compensated Fourier transform
Date-compensated Fourier transform is de facto superior than the periodogram,
especially in estimating the amplitudes of spectral components, however it is less
frequently used due to the lack of a reliable signiﬁcance test. The periodogram mis-
measures the amplitudes severely when the signal period and the data gaps are close
in value. After subtracting the signal component, the residuals have a large value
other than zero, and the periodic component still shows up as a signiﬁcant peak
(Foster 1995).
In common FT-derived methods, the average of the time series is removed
prior to spectral analysis. Then the time series is decomposed into a two-dimensional
function subspace consisting of sine and cosine. Ferraz-Mello (1981) considered pro-
jecting the data into a three-dimensional function subspace: sine, cosine and ~1, which
means that every trial frequency component ω still shares a non-zero residue. For a
trial frequency ω, three basis functions are constructed,
H0(tj) = 1, (1.79)
H1(tj) = cosωtj , (1.80)
H2(tj) = sinωtj . (1.81)
These functions are orthonormalised by the Gram-Schmidt formulae (Ferraz-Mello
1981):
h0 =a0H0, (1.82)
h1 =a0H1 − a1h0 < h0,H1 >, (1.83)
h2 =a2H2 − a2h0 < h0,H2 > −a2h1 < h1,H2 > . (1.84)
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The angle bracket denotes the inner product < y1, y2 >=
∑N−1
0 y1(tj)y2(tj). The
coeﬃcients a0, a1 and a2 are determined in such a way that
< h0, h0 >=< h1, h1 >=< h2, h2 > . (1.85)
The date-compensated discrete Fourier transform (DCDFT) is computed as
P (ω) =F (ω)F ∗(ω) (1.86)
F (ω) = < y, h1 + ih2 > /a0
√
2, (1.87)
where (∗) denotes complex conjugate, i = √−1 is the imaginary unit.
The DCDFT method measures the spectral amplitude with good accuracy. A
harmonic ﬁlter was designed to remove certain periodic components in the time series
in the temporal domain. This method is in contrast, but superior, to traditional
ﬁltering in the spectral domain. A harmonic signal at a certain frequency ω0 is
calculated with the DCDFT method and is subtracted from the original signal,
yˆ(tj) = y(tj)− [d0 + d1 cosω0tj + d2 sinω0tj]. (1.88)
The coeﬃcients d0, d1 and d2 are evaluated with the DCDFT method (Ferraz-Mello
1981).
1.3.4 Windowed Fourier transform
Windowed Fourier transform (WFT) is a Fourier transform performed at local sec-
tions of a time series, therefore the local spectra of the frequency, amplitude, phase
and their changes over time are obtained. It is equivalent to multiplying a window
function over the signal in the time domain. The window function is only non-zero
over a certain range in time and is padded with zero over most of time. Usually
the non-zero part is moving (sliding) over time, therefore the dynamical spectra are






N , k = 0, · · · , N − 1 (1.89)
= {Yk ⋆ Wk}(m), (1.90)
where wj and Wk are the window function and its Fourier transform, respectively,
and (⋆) in Eq. (1.90) denotes the convolution operation. There are a number of
commonly used window functions, i.e. a rectangle window, cosine bell window,
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Hamming window, Hanning window (Harris 1978; Nuttall 1981). The window size
determines the temporal and spectral resolution. There is a trade-oﬀ eﬀect between
them: a small window size generates a dynamic spectrum with a good temporal
resolution but a coarse spectral resolution; while a dynamic spectrum obtained with
a suﬃciently large window size has a good spectral resolution but a coarse temporal
resolution. A wide spectra with both low and high frequency components may
require diﬀerent spectral and temporal resolution. This leads to the creation of
wavelet transform, discussed in Sec. 1.3.5.
1.3.5 Wavelet analysis
Similarly to WFT, the wavelet transform is exploited to analyse the variability of
series and gives the time-dependent power spectra (e.g. Daubechies 1990). It is
deﬁned as the convolution of the time series yj with a scaled and translated version of
a mother function Ψ0(η). The wavelet function Ψ0(η) depends on a non-dimensional











where δt is the uniform time interval between two adjacent data points, s is the
scale (width) of the wavelet, it is related to the Fourier period. Ψ is the normalised
version of Ψ0 (see Torrence & Compo 1998, for details). It must have zero mean
and be localised in both time and frequency spaces to be admissible as a wavelet
function (Farge 1992).
The Morlet wavelet is one of the most commonly used mother function to
study oscillatory processes. It consists of a plane wave function modulated by a




where ω0 = 6 is the non-dimensional frequency that satisﬁes the admissibility con-
dition (Farge 1992), however using larger ω0 was found to improve the spectral
resolution (De Moortel & Hood 2000).
Wavelet transform is usually evaluated in the Fourier space, beneﬁting from
the eﬃcient FFT computation. The Fourier transform of the mother function Ψ(t/s)
is denoted as Ψˆ(sω). According to the convolution theorem, the wavelet transform
29











2πn/Nδt, k ≤ N/2−2πn/Nδt, k ≥ N/2. (1.94)
Under the normalisation condition, at each scale s, the Fourier transform of the
mother function has to fulﬁl
N−1∑
n=0
|Ψˆ(sωn)|2 = N. (1.95)
If the wavelet spectrum is averaged over time, the global wavelet spectrum is
obtained,






It can also be approached by smoothing the Fourier spectrum (Torrence & Compo
1998). This is another way of estimating the spectrum of a time series.
1.3.6 Significance tests
Statistical signiﬁcance is a statistical assessment of whether a peak in the spectrum
represents a realistic periodic pattern or just a chance generated by noise. The
chance, usually a small fractional probability, is called false alarm probability (FAP)
or p-value. To estimate the signiﬁcance of the obtained spectrum, a number of
reliable signiﬁcance tests were proposed. Usually the variable in the analysed series
is assumed to follow a certain statistical distribution. The number of independent
variables is called the degree of freedom (DOF). For example, the popular method
to estimate FAP in the periodogram is based upon the assumption that the power
amplitude follows an exponential distribution (cf. Sec. 1.3.2 and Scargle 1982; Horne
& Baliunas 1986). In the wavelet technique, the local wavelet power is often assumed
to follow the χ22-distribution with two DOF (see Sec. 1.3.5 and Torrence & Compo
1998). The methods based on the assumption of a certain statistical distribution
are called parametric methods. A non-parametric statistical method, called Fisher’s
randomisation test (also known as the permutation test or exact test), was proposed
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by Fisher et al. (1970). It was applied successfully to Phase-Dispersion Minimisation
(PDM, Linnell Nemec & Nemec 1985a) and periodograms (Yuan et al. 2011).
Noise analysis in Fourier spectrum
In Fourier analysis, the noise level is a good indicator of the signiﬁcance level of the
spectrum. The noise level of a Fourier spectrum of a time series can be modelled
either as white noise or red noise. A simple model to estimate the red noise is given
as,
yj = αyj−1 + zj (1.97)
where α is assumed to be the lag-1 auto-correlation coeﬃcient, zn is a random value
(white noise) that follows a Gaussian distribution. y0 is set to zero. α = 0 gives the
case of white noise. According to Gilman et al. (1963); Torrence & Compo (1998),
the discrete Fourier power spectrum should be normalised as N |Yk|2/2σ2, where Yk
is the Fourier complex amplitude, σ2 is the total variance of the time series yj. After
normalisation, the corresponding red noise spectrum is estimated as
Pk =
1− α2
1 + α2 − 2α cos(2πk/N) (1.98)
where k = 0, · · · , N/2 is the frequency index.
False alarm probability in periodogram
To estimate the FAP of a periodogram, the magnitude Py(ωn) is normalised with
the total variance of the signal σ2y = Var{yj} (Horne & Baliunas 1986). In this case,
the normalised magnitude PN (ωn) = Py(ωn)/σ2y follows the exponential distribution
e−z, where z is the power level at ωn, if a Gaussian noise is assumed for σ(tj) (Scargle
1982).
Let Z = maxPN (ωn), the probability that Z is above a certain power level z
is
Pr{Z > z} = 1− [1− e−z]M , (1.99)
where the quantity M is the number of independent frequencies.
A random noise may generate a false peak above the maximum level z0 in the
spectrum at a small fractional probability p0. This deﬁnes the false alarm probability
(FAP) that the detection of the maximum peak is false. The detection threshold is,
according to Eq. (1.99) (Scargle 1982),






The FAP (p0) is usually a small fractional number, e.g. p0 = 0.01, 0.05, therefore,
z0 ≃ ln(M/p0) (1.101)
= 4.6 + ln(M) {for p0 = 0.01}. (1.102)
If the maximum peak level is above z0, the detection is reliable with a signiﬁcance
level p0 (or a conﬁdence level of 1− p0). Otherwise, the detection is not signiﬁcant
under the signiﬁcance level p0. The simple estimation of the signiﬁcance level is an
important advantage of periodogram: this is the reason why it is broadly applied in
solar physics.
Randomisation test for periodogram
In the following text, I consider how the randomisation test is applied to the peri-
odogram. For a time series yj = xj + σj , the periodogram always has a peak (or a
maximum value) in the spectrum. A null hypothesis is suggested that xj is a pure
random noise with no periodicity,
H0 : x(tj) = constant for all tj (1.103)
against the alternative that the time series xj is a harmonic signal with a known
period T0,
H1 : x(tj) = x(tj ± kT0) for all tj and k = 0, 1, 2, · · · . (1.104)
The maximum spectral amplitude Pm, irrespective of its location in the spectrum,
is the measurable to evaluate the signiﬁcance level. For the original time series
yj = y0, y1, y2 · · · , yN−1, the maximum peak in the periodogram is denoted as
P
yj
m . A random permutation (re-ordering) of the time series is obtained: yr =
yr0 , yr1 , yr2 , · · · , yrN−1 , and P yrm is the corresponding dominant peak in the peri-




m may locate at diﬀerent frequencies.
If yj contains a periodic component, a permutation normally disrupts the phase and
self-correlation of the time series, therefore the dominant peak P yrm is usually smaller




m , which means that a randomisation
generates a higher peak in the modiﬁed spectrum than the original spectrum. The
number of such cases R out of M permutations determines the signiﬁcance level,
p = R/M. (1.105)
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Ideally a suﬃcient number of permutations has to be performed in order to get a
reliable result. In a series with N elements, the number of possible permutations
is N !. In practical applications, M ≈ 100 is suﬃcient. The uncertainty associated







The maximum uncertainty is 0.5M−1/2, for M = 1000, the maximum error is 0.016,
this also deﬁnes the detection limit. Normally for those p < 0.01, the detection limit
p = 0.01 is assumed as the signiﬁcance interval.
The aforementioned procedure only applies to the maximum peak in a spec-
trum. To perform signiﬁcance test for the secondary peaks, the maximum peak has
to be removed. This can be done with spectral ﬁltering (Inglis & Nakariakov 2009)
or temporal ﬁltering (Ferraz-Mello 1981; Yuan et al. 2011). Removing a harmonic
signal from the time series is more robust in the time domain (cf. Sec. 1.3.3). After
removing the dominant peak, the above procedure can be repeated iteratively to the
residual spectrum and assess the signiﬁcance levels of the secondary peaks (Yuan
et al. 2011).
Noise analysis in wavelet spectrum
The noise of a wavelet spectrum was found to be more close to red noise and was
shown to be identical to the Fourier power spectrum by Monte-Carlo simulation
(Torrence & Compo 1998). Therefore, the noise of a wavelet spectrum can be ap-
proximated with FFT noise estimation as in Eq. (1.98), but it should be done within
the local section of the time series.
To justify reliable detections of the oscillatory signals, one has to perform a
signiﬁcant test, say, at a signiﬁcance level(or FAP) of 0.05 (or a conﬁdence level of
0.95). This deﬁnes a probability p = 0.05 that a certain peak detection is false in
the spectrum. It is equivalent to the false alarm probability in the periodogram. A
null hypothesis has to be performed by assuming a reasonable variable distribution.
If the time series yj is a normally distributed variable, then the real and imaginary
parts of its Fourier transform Yk also follow normal distribution (Chatﬁeld 2003).
Therefore the normalised Fourier spectrum N |Yk|2/2σ2 is chi-square distributed with
two degree of freedom DOF = 2, denoted with χ22, (Jenkins & Watts 1969; Torrence
& Compo 1998). The local wavelet spectrum is also assumed to follow the mean
Fourier spectrum, therefore it also follows χ22 distribution and can be formulated as
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at time index h and scale s. The value Pk is given in Eq. (1.98), and χ22 is the value
at a certain signiﬁcance level. For example for p = 0.05, χ22 = 5.991. Repeating this
process at each scale s, the contours of a signiﬁcance level are constructed.
At the edge of a wavelet spectrum, a ﬁnite time series gives discontinuity. It
is usually padded with suﬃcient zeros to avoid complexity in computation, therefore
the spectrum at the edge become unrealistic and unreliable. The boundary of this
region is called the cone of inﬂuence (COI, Torrence & Compo 1998). The COI
increases with the scale, as the scale gets larger, more zeros are required to pad the
missing data.
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Figure 1.1: Schematic sketch of the solar interior, the solar atmosphere and the inner
corona. Courtesy of the SOHO project (ESA and NASA).
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Figure 1.2: Snapshot of a sunspot from radiative MHD simulations (Rempel et al.
2009). Top: surface brightness map of the sunspot and the surrounding granulation.
Bottom: A vertical cut through the mid-plane of the sunspot. Colour denotes the
ﬁeld strength, brighter colour denotes stronger ﬁeld strength.
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Figure 1.3: The inclination angle of the magnetic ﬁeld in the photosphere (the same
sunspot as in Fig. 1.2). The gray colour indicates regions with ﬁeld strength < 200G.
Source: High Altitude Observatory.
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Figure 1.4: The speed of the solar wind as a function of the latitude measured by
Ulysses/SWOOPS during its ﬁrst orbit near a solar minimum (left panel) and its
second orbit near a solar maximum (right panel). The polar plots are overlaid with
images from SOHO/LASCO and EIT, and the Mauna Loa K-coronameter (McComas
et al. 2003).
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Figure 1.5: Top: the butterﬂy diagram: evolution of sunspot latitude locations over
time; the colour index denotes the area occupied by the sunspots. Middle: the
average sunspot area in percents of the visible hemisphere and its variation over
solar cycles since May 1874. Bottom: the magnetic butterﬂy diagram showing the
evolution of the line-of-sight magnetic ﬁeld over the solar cycles 21–24. Courtesy of
the Marshall Space Flight Centre/NASA.
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Figure 1.6: Transition Region and Coronal Explorer (TRACE) satellite. Courtesy
of NASA.
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Figure 1.7: Top: the Solar Dynamics Observatory (SDO). Bottom: the Atmospheric
Imaging Assembly (AIA), the Helioseismic and Magnetic Imager (HMI). Courtesy
of NASA.
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Figure 1.8: Top: the Solar and Heliospheric Observatory (SOHO). Bottom: the
Michelson Doppler Imager (MDI). Courtesy of ESA and NASA.
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Figure 1.9: The site of the Nobeyama Radioheliograph (NoRH). Courtesy of NAOJ.
Figure 1.10: The ideal plasma cylinder model
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Chapter 2
Instrumental artifacts and noise
analysis
Instrumental artifacts appear in a number of instruments, their existence may lead to
erroneous interpretations. In this chapter, the instrumental artifacts in the imaging
data sets, obtained by recording the plasma emission intensity at a certain wave-
length, are presented by taking speciﬁc examples in TRACE and SDO/AIA. The
TRACE image intensity responds to the CCD temperature, which is a function of
the incoming EUV radiation. The TRACE satellite orbits the Earth with a 96 min
period, therefore the average image intensity also bears a periodicity at 96 min. As
the EUV radiation along the orbit is inhomogeneous, other harmonics of the 96 min
periodicy also appears in the TRACE images (cf. Sec. 2.1). In processing AIA image
data cubes, if an object is tracked for suﬃciently long time (∼30min), it requires to
remove the solar diﬀerential rotation (de-rotation) by harshly cropping lines of dis-
crete pixels. This procedure leads to a periodic jittering in the images (cf. Sec. 2.2).
The periodicity can ride in the range of 3– and 5–min, which is close to the seismic
periodicites observed in sunspots, quiet Sun chromosphere, propagating longitudi-
nal waves in the coronal structures and transverse oscillations of the coronal loops.
Periodic artiﬁcial periodicities in the data should be distinguished from the physical
periodicities, it requires a deep understanding of the possible manifestation of the
artiﬁcial signals in the data.
2.1 TRACE orbital artifact
TRACE orbits in a polar sun-synchronous orbit, roughly following the solar termina-
tor (twilight zone). The orbital period is ∼96min (∼0.17mHz). Because of the orbital
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motion, the EUV ﬂux incident on the CCD detector changes periodically, therefore
the CCD temperature is modulated and varies with the orbital period (Fig. 2.3, top
row). The changes in temperature introduce variability to the pedestal value of the
observed intensity and the readout noise (Aschwanden et al. 2000). It should be
accounted when studying the long-period intensity oscillations.
Consider an illustrative example that shows the appearance of the orbital
artifact in the data. The spectrum of the temporal variation of the pixel count
averaged over the ROI in 171 Å data (Fig. 2.1(a)) in 1998-07-03 00:47 - 12:00 UT
(Fig. 2.3, middle row) revealed pronounced peaks at the frequency corresponding to
the orbital period 0.17mHz (96min) and its higher harmonics 0.35mHz (48min),
0.52mHz (32min), 0.69mHz (24min). The same periodicities were detected in a
rather quiet region (Fig. 2.3, bottom row), chosen oﬀ the ROI region (Fig. 2.1(a)).
The same results are found in both 171 Å and 195 Å data. The presence of the
higher harmonics of the orbital period is connected with the nonlinear dependence
of the image intensity on the CCD temperature (Fig. 2.3, top row).
The variation of the CCD temperature is periodic. The anharmonicity of the
signal leads to the appearance of higher harmonics in the spectrum. Assume that
the CCD temperature consists of an average term and a small modulation term:
T = 〈T 〉 + δT cos (2πtP + φ), where T is the CCD temperature, it is a funciton of
time, 〈T 〉 is the average CCD temperature, t denotes the time, p = 96min is the
orbital period, while φ is a random phase. We expand the average intensity F (T ) of
the images into the Taylor series and re-arrange it by trigonometric operations:
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where a0, a1 and a2 are the zeroth, ﬁrst and second Taylor coeﬃcients, while b0, b1
and b2 are the coeﬃcients after trigonometric operations. This explains the presence
of the artiﬁcial short-periodicities (48 min, 32 min, 24 min, more speciﬁcally, the
orbiltal period divided by an integer) in the TRACE signals. Here the harmonic
periods aﬀect the image intensities, as the telescope orbits around the Earth. It is
due to the non-linearity of the orbital environment, the detection eﬃciency and the
telescope system. In particular, these artiﬁcial periods are in the same range as long-
period oscillations in sunspot atmospheres, and hence it must be taken into account
in the analysis. A similar orbital eﬀect applies to other space missions operating at
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the sun-synchronous orbits as well, e.g. Yohkoh, Hinode and CORONAS-Photon. It
varies between instruments and has to be studied systematically to avoid misleading
results.
The non-linear orbital artifact has to be removed before analysing other pe-
riods that are close to the orbital period or its harmonics. One of the ways to
iteratively remove the orbital period is to perform harmonic ﬁltering in the time
domain (see Sec. 1.3.3 for the detailed description of this procedure). The harmonic
ﬁltering should be applied to the higher harmonics as well, until they become negli-
gible compared to other periodicities (Yuan et al. 2011).
2.2 AIA image de-rotation artifact
SDO/AIA images the whole solar disk over 4k× 4k pixels, hence, the ROI is subject
to solar diﬀerential rotation. The rotation rate is observed to be fastest at the
solar equator and become slower at higher latitude. The diﬀerential rotation rate is
formulated as (see Howard et al. 1990, and reference therein),
ω(φ) = A+B sin2(φ) + C sin4(φ), (2.4)
where ω is the angular velocity in degrees per day, φ is the solar latitude, A, B, and
C are constants that are determined by observations. The constants A, B and C are
slightly diﬀerent for diﬀerent measuring techniques and reference proxy (magnetic
features, sunspot etc.), and they vary with the time interval (solar cycle) studied.
The most up-to-date set of values is, based on tracking small bright coronal structures
(Wöhl et al. 2010),
A = 14.449 ± 0.006 deg/day, (2.5)
B = −2.54± 0.06 deg/day, (2.6)
C = −0.77± 0.09 deg/day. (2.7)
If we transform the image coordinates into a co-rotating coordinate system




= 1.8557 km/s = 0.00256 arcsec/s = 0.00427 pixel/s (2.8)
with R⊙ = 696, 000 km and a synodic rotation period Tsyn = 27.753 days. Notably
the traditionally chosen Tsyn corresponds to the diﬀerential rotation at 26° latitude.
At the solar equator, the image pixels move at a relatively higher velocity (note: a
46
rigid rotation motion is assumed in this estimation),
v0rot = vrot/ cos(26°) = 0.00475 pixel/s (2.9)
It requires P0 = 210.7 s (∼3.5min) to accumulate one pixel, this is equivalent to
about 18 consecutive frames at a 12 s cadence. P0 is the artiﬁcial period, that may
be introduced into the intensity images, as one performs discrete cropping to the
AIA images. However, as one crop the images at a higher latitude φ, the artiﬁcial
period becomes P = P0/ cos φ. This eﬀect is also subjected to longitudal projection,
the artiﬁcial period is increased to P = P0/ cos φ cos λ at the longitude λ.
The above analysis assumes that the operations are based on vertical cropping
or interpolation. However it is not usually the case, if one interpolates the image
with a certain angle θ relative to the horizontal direction in the image coordinate,
the artiﬁcial period is further modiﬁed as P = P0/(cosφ cos λ cos θ). The artiﬁcial
perturbation is more apparent if a pixel have very sharp discrimination with its
ambient pixels, e.g. a bright coronal loop in the dark background, or the edge of
a coronal hole. If one takes the time series of a bright pixel perturbed by a dark
background, and that of a dark pixel perturbed by a bright background in the same
image set, the phase diﬀerence would be exactly 180 degrees.
To illustrate this eﬀect, we took an example in an AIA 171 Å data of active
region AR 11330 observed on 27 Oct 2011 (cf. Fig. 2.4). A 12-hour data set from
04:00 - 16:00 UT 27 Oct 2011 was prepared at AIA level-1.5 data. A transient
loop, as labelled in Fig. 2.4, moved towards the east and interacted with the fan-
structure, then it started to fade out and diminished at around 06:00 UT. This
loop is surrounded by a dark background structure (Note that the logrithmatic scale
renders this feature less apparent visually), so it is a good target for this study. We
took a slice along the loop, the spectral analysis of one macro-pixel (3× 3 pixels) is
illustrated in Fig. 2.5. The time series of the average intensity of the macro-pixel
is detrended by removing the running average of 50 data points, equivalent to 600 s
temporal averaging. The top row in Fig. 2.5 displays the detrended time series and
its histogram, the second row shows the Morlet wavelet analysis and global wavelet.
The COI is cross-hatched in purple. In the bottom row in Fig. 2.5, the windowed
FFT and periodogram are presented, the Gaussian window of 60–min in size is
chosen for this study, the edge of the windowed FFT spectrum was cross-hatched to
disregard the region where zero-padding was implemented to obtain the spectrum.
In the global wavelet and periodogram spectrum in Fig. 2.5, the well-known
3–min oscillation is observed as quasi-periodic EUV disturbance. The spectral peaks
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clusters around 180 s, and show a cut-oﬀ period at around 200s (see detailed study in
Yuan & Nakariakov 2012, and reference therein). Further above the peaks generated
by known physical processes, a signiﬁcant peak arise at ∼390 s (6.5–min). If we
look at the temporal variation of the period, it is only localised between ∼30min
to ∼130min starting from 04:00 UT, it matches the time when the loop become
visible and fadeout, while the 3–min oscillation is persistently observable as wave
trains. The amplitude of the 3–min oscillation is less than 5% of the total intensity
in agreement with previous studies (De Moortel et al. 2002c,a; De Moortel 2009;
Yuan & Nakariakov 2012), while that of the 6.5–min oscillation reaches more than
10% of the background intensity.
In Fig. 2.6, the spectral analysis of the average intensity of the whole loop
is presented. It clearly shows that the 3–min oscillation is smoothed out. As 3–
min oscillation displays phase variation along the loop, positive and negative phases
cancel each other during averaging, so it completely disappeared. The only periodic
component left is the 6.5–min periodicity. It indicates that it is a global eﬀect with
high spatial coherency along the loop. Therefore, it is most likely an image artifact,
instead of a physical process. The time-distance plot shows vertical ridges, namely,
the propagating speed is inﬁnity, or cannot be resolved within AIA spatial and tem-
poral limit. A further clue comes from the phase of the 6.5–min periodicity. The
phase diﬀerence between diﬀerent pixels along the loop shows zero phase diﬀerence,
while a macro-pixel 3×3 pixels selected from a dark region with bright border shows
a phase diﬀerence of exactly 180° compared with those from this loop. So we con-
clude that the 6.5–min period is an artifact from discrete image cropping, as explain
theoretically in the above text.
To remove the de-rotation artifact due to discrete image cropping, one has to
trade out with the accuracy of the image ﬂux. Since SDO/AIA observe the whole
solar disk, the alignment is much better than previous missions that record partial
image of the solar disk (e.g. TRACE) and those missions with a coarse spatial
resolution (e.g. STEREO, EIT). If one is more interested in the relative image ﬂux,
or the absolute value won’t aﬀect the result, then it is a better option to interpolate
(spline interpolation is quite acceptable) the image into a smoothly co-moving frame
with the solar diﬀerential rotation. After performing this step, the interpolation error
and rounding error will be introduced into the data, spline interpolation improves
the spatial coherency within the nearest 3 neighbours, it should be born in mind in
the follow-up analysis.
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2.3 AIA image flux noise analysis
AIA outperforms TRACE (Handy et al. 1999) in FOV, temporal cadence and the
number of observing channels. It resembles TRACE in most aspects, and many of the
calibration and data preparation routines are adopted from the TRACE programme.
We followed the study of Aschwanden et al. (2000) on TRACE and analysed the
noise of the AIA 171 Å image ﬂux. Data obtained in other EUV/UV channels can
be analysed similarly.
In the data calibration, we neglected the uncertainties introduced by prepar-
ing the data from level 1 to 1.5, namely the errors accompanying the roll angle
rotation and plate scale resizing, because the data processing is irreversible and un-
traceable (detached from CCD pixels). Therefore the data noise was analysed by
assuming the data are in level 1 (connected to the CCD pixels). For a pixel ﬂux
value F , we combined the uncertainties generated from all the steps in unit of data
numbers (DN), accumulated over a ﬁxed exposure time of 2 s, the photon Poisson
noise σphoton, electronic readout noise σreadout, digitisation noise σdigit, compression
noise σcompress, dark current noise σdark, subtraction noise σsubtract, and the noise
due to removal of spikes in the images σspikes (Aschwanden et al. 2000):
σ2noise(F ) = σ
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We ﬁrst examine the photon statistics. The image ﬂux in units of DN was
translated from the charge readout from each pixel through an analog-to-digital
converter (ADC). The camera gain Gλ ( e/DN) is deﬁned as the number of electrons
acquired in the detector to generate a unit DN read in the image pixel, it is a telescope
(bandpass λ) speciﬁc parameter (Boerner et al. 2012, Table 6). The electrons are
accumulated in the detector and follow Poisson statistics, thus for a pixel ﬂux F in
the image in bandpass λ, FGλ electrons are detected with an uncertainty of
√
FGλ,





The intrinsic trait of CCD is the readout noise that is inevitable in all appli-
cations. The readout noise in AIA CCDs is ≈ 20-22 e = 1.1-1.2DN. For the 171 Å
images, it is constant σreadout = 1.15DN (Boerner et al. 2012).
The rounding of the ADC signal into integer introduces a maximum uncer-
tainty of σdigit = 0.5DN (Aschwanden et al. 2000).
The AIA images implement the Rice compression algorithm, a lossless com-
pression. A look-up table was used with the bin size proportional to the pixel value
(Boerner 2011), thus we assume the noise σcompress = 0.25σphoton as suggested in
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Boerner (2011). The TRACE images deployed the jpeg data compression algorithm,
a lossy compression algorithm. The average noise caused by the compression for the
entire image was estimated as σcompress . 0.1DN (Aschwanden et al. 2000). The
compression noise for TRACE was underestimated.
The noise caused by the dark current is quite low. In the current AIA oper-
ation, the seasonal variation has not be corrected yet, and we assumed a half digit
noise level σdark = 0.5DN (Boerner 2011).
Subtracting the dark current, as well as the background variation, in integer
DN in the data processing from level–0 to level–1, adds two additional digitisation
errors, σsubtract =
√
2× 0.52 = 0.7DN (Aschwanden et al. 2000).
The de-spiking algorithm for AIA images was directly adopted from the
TRACE programme (Lemen et al. 2012), so the uncertainty analysis is transferable
as well. In the deep cleaning algorithm (Aschwanden et al. 2000), if a pixel value is
above qthresh = 1.15 times its local median value (deﬁned by the nearest eight neigh-
bours around the spiky pixel), it would be replaced with the local median, three it-
erations were applied to the images. A residue of σspikes(F ) = F (qthresh−1) = 0.15F
was generated in the spiky pixel and its nearest four neighbours (Aschwanden et al.
2000). In Aschwanden et al. (2000), an uncertainty of σspikes(F ) = 0.15F was as-
signed to each pixel empirically. In AIA images, about 104 pixels out of 4k × 4k
are normally hit by energetic particles in quiet Sun condition (Boerner 2011). As
an upper limit, we therefore assume that about 105 pixels (0.6%) are aﬀected, and
estimated σspike(F ) = 0.006 × 0.15F = 0.0009F for the entire image.
Then we summarised the above estimations, the data noise for a signal pixel






+ 1.152 + 4× 0.52 + (0.0009F )2
≈
√
2.3 + 0.06F (DN)
(2.11)
The data noises of diﬀerent origin in the 171 Å bandpass are plotted in
Fig. 2.7 as a function of the image ﬂux F . The photon noise is comparable to the
other noises, caused by readout and dark current extraction and compression, at
lower ﬂux value F , and become the dominant noise at the ﬂux value of hundreds





Figure 2.1: (a) The ﬁeld of view over AR8253 taken at 1998-07-01 01:01 UT in
TRACE 171 Å bandpass, the region of interest (ROI) in the white box includes the
fan-like structure and is re-sized to the left, an oﬀ-ROI region including the weakest
intensity area is marked to the top. (b) The region of interest (128 × 128 pixels)
showing the fan-like structure; a slit of the macro-pixels (3 × 3) is selected along
the fan. (c) The intensity map of 17GHz radio emission over AR8253 at 1998-07-01
01:01 UT. The contour in dashed line marked the sunspot area.
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Figure 2.2: Observational coverage over AR8253 by TRACE 171 Å (red) and 195Å
(blue), and NoRH 17GHz (green) in the analysed time interval. Small gaps in EUV
observations of order 100 s are due to channel switching, and large ones are due to
routine observations on the solar limb (including polar regions), re-pointing or to
avoid radiation belts.
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Figure 2.3: Left column: time series (1998-07-03 00:47 - 12:00 UT). Right column:
the corresponding normalised power spectra, a 30-min running average is removed
from the intensity time series beforehand, the harmonics of the orbital periods are
marked with the vertical dash-dot-dot lines, corresponding to the periods 96, 48, 32,
24min. From top to bottom row: TRACE CCD temperature variation (◦C), the
average intensity (DN) of the ROI, and oﬀ ROI.
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Figure 2.4: a) AIA 171 Å image of active region NOAA 11330 observed on 27 Oct
2011 at 04:30:01 UT is shown with the ﬂux on the logarithmic scale. The green arrow
labels a bright loop in dark backgound, used to study the de-rotational artifacts as
detaled in Sec. 2.2. A cut that was taken to make the time-distance plot is indicated
with a black bar. b) The running diﬀerence R1 of the time-distance plot started
at 04:30:01 UT. R2 is the ﬁrst half of R1, to the left of the white dashed line. It
covers about 10 cycles of the propagating features. Panel (c) shows the background-
subtracted time-distance plot D1. The ﬁrst half of D1 on the left of the white dashed
line is D2.
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Time series (50) points detrending)
























































Figure 2.5: Top left: the temporal intensity variation of a macro-pixel of 3×3 pixels,
the time series is detrended by removing the running average of 50 data points. The
histogram is displayed on the top right. Middle left: the Morlet wavelet analysis to
the time series displayed above, the COI is cross-hatched. Middle right, the global
wavelet. Bottom left: windowed FFT transform with a Gaussian function with
window size of 60 min. The parts of the spectrum that is subject to edge eﬀect are
cross-hatched. Bottom right: the periodogram spectrum.
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Time series (50) points detrending)





















































































Figure 2.7: Data noise σnoise(F ) (plus sign) in Eq. (2.11) as a function of pixel ﬂux
F in AIA 171 Å images. The components caused by the photon noise, compression,




Waves and oscillations in sunspot
atmospheres
3.1 Introduction
Sunspot oscillations are one of the most prominently studied magnetohydrodynamic
wave phenomena in solar physics (e.g. Lites et al. 1992; Bogdan 2000; Bogdan &
Judge 2006). The interest in these oscillations arise particularly from their use
as a tool to probe the structure of the sunspot atmosphere (e.g. Zhugzhda et al.
1983; Shibasaki 2001; Zhugzhda 2008; Botha et al. 2011), and photospheric-coronal
magnetic connectivity (e.g. Sych et al. 2009). Also, sunspots and their magnetic ﬁeld
are excellent test grounds for the MHD wave theory (e.g. Cally 2005; Khomenko &
Collados 2006) and for the interaction of acoustic waves with the magnetic ﬁeld
concentrations (e.g. Cally et al. 2003; Gordovskyy & Jain 2008). Moreover, sunspot
oscillations appeared to reveal the internal, sub-photospheric structure of sunspots
(e.g. Zhugzhda 2008).
It is known that the oscillating power with diﬀerent periods is non-uniformly
distributed over a sunspot (e.g. Bogdan & Judge 2006) in both horizontal and ver-
tical directions. In particular, 3-min oscillations occupy the umbral part of the
sunspot with the maximum power in the chromosphere (e.g. Abdelatif et al. 1986;
Reznikova et al. 2012). The eﬀect of height inversion takes place: over the umbra,
the spatial location of the horizontal maximum of 3-min oscillation power in the
chromosphere corresponds to the relative decrease in the power of these oscillations
in the photosphere (e.g. Kobanov et al. 2011). In the corona, 3-min oscillations be-
come propagating slow magnetoacoustic waves, and follow magnetic fan structures
stretched upwards from the sunspot (e.g. Kiddie et al. 2012; Yuan & Nakariakov
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2012).
On the other hand, in large sunspots 5-min oscillations are usually suppressed
inside the umbra, and have the maximum power at the umbra-penumbra boundary,
forming a ring-structure enclosing the sunspot (see Nagashima et al. 2007; Sych
& Nakariakov 2008; Reznikova et al. 2012; Yuan et al. 2012, for recent results).
Analysing the phase of the oscillations in the ring structure reveals that they form
patches of opposite phase along the ring (e.g. Zhugzhda et al. 2000; Nindos et al.
2002; Sych & Nakariakov 2008). Moreover, oscillations of diﬀerent physical quan-
tities, e.g., the line-of-sight velocity, intensity and the magnetic ﬁeld are observed
to have diﬀerent spatial structure. The physical mechanism responsible for such a
behaviour is still under debate. Solar p-mode acoustic waves are candidate energy
source (Abdelatif et al. 1986). In particular, the interaction of p-modes with the
strong magnetic ﬁeld in the sunspot can lead to the excitation of the magnetoa-
coustic modes (e.g. Cally & Bogdan 1997; Cally et al. 2003; Schunker & Cally 2006;
Khomenko 2009). The oscillations intermittently localised at the umbra-penumbra
boundary can be associated with the “whispering gallery” mode, which is a magnetoa-
coustic mode of the sunspot magnetic ﬂux tube with a high azimuthal wavenumber
m (Zhugzhda et al. 2000). However, as it was pointed out in Zhugzhda et al. (2000)
there are alternative interpretations, e.g. connection with the random ﬁlamentary
structure of the magnetic ﬁeld near the umbra-penumbra boundary.
Mangetoacoustic gravity (MAG) waves in the solar atmosphere are subject
to strong dispersion: their properties depend strongly on the frequency. In partic-
ular, the parameters of the solar atmosphere determine the MAG cut-oﬀ frequency.
MAG waves with frequencies below the cut-oﬀ value become evanescent, and there-
fore cannot reach the upper layers of the solar atmosphere. The cut-oﬀ value also
determines the oscillating frequency of MAG waves as the response of the atmo-
sphere to a broadband (e.g., impulsive) excitation (e.g. Suematsu et al. 1982; Botha
et al. 2011). The cut-oﬀ frequency for MAG waves was derived for a stratiﬁed
isothermal solar atmosphere permeated by a uniform magnetic ﬁeld (Bel & Leroy
1977; Zhugzhda & Dzhalilov 1984). It generally depends on the local plasma β
(β = 2µ0p/B2 = 2C2s /γV
2
A, where p is the gas pressure, µ0 is the magnetic per-
meability in vacuum space, B is the magnetic ﬁeld strength, VA is the local Alfvén
speed, Cs is the local sound speed, and γ = 5/3 is the adiabatic index) and the
magnetic ﬁeld inclination φ. In the high-β regions (β ≫ 1, e.g. the photosphere and
chromosphere of the quiet Sun), it is reduced into the pure acoustic cut-oﬀ frequency
ν0 = γg/4πCs = 5.2mHz (with the corresponding cut-oﬀ period p0 = 3.2min), where
g = 274m/s2 is the gravitational acceleration, and Cs = 7km/s is the sound speed
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estimated for typical chromospheric conditions. In the low-β approximation (β ≪ 1,
e.g. in a sunspot or coronal active region), the cut-oﬀ frequency is modiﬁed by the
magnetic inclination νac = ν0 cosφ (Bel & Leroy 1977)1. This helps explaining the
existence of low-frequency waves in the corona, which are believed to carry a larger
portion of energy ﬂux than its high-frequency counterpart (e.g. Fontenla et al. 1993;
Jeﬀeries et al. 2006). Also, the study of the cut-oﬀ frequency eﬀect on compres-
sive waves observed in the solar atmosphere provides us with a seismological tool to
determine the local geometry of the magnetic ﬁeld.
According to Bel & Leroy (1977), the low-frequency (long-period) waves are
able to penetrate the upper solar atmosphere, along the magnetic concentrations, e.g.
sunspots, pores, which work as MAG waveguides. It was suggested that, due to the
eﬀect of the magnetic inclination, the 5–min oscillations appear in the chromospheric
spicules (De Pontieu et al. 2004) and in coronal loops at active regions (De Moortel
et al. 2002b; De Pontieu et al. 2005). de Wijn et al. (2009) observed the propagation
of solar global p-modes to the chromosphere through the inclined magnetic ﬁelds at
the periphery of plage regions. Other observations of long-period oscillations in the
corona could be attributed to channelling by the inclined ﬁeld as well (see e.g. Wang
et al. 2009b; Marsh et al. 2009; Yuan et al. 2011).
A direct observation of the magnetoacoustic cut-oﬀ in a sunspot has been
performed with full Stokes (I, U, V, Q) spectropolarimetry (see Fig. 5 in Bloom-
ﬁeld et al. 2007). The authors found that the cut-oﬀ frequency closely followed the
magnetic ﬁeld modiﬁcation in the strong-ﬁeld limit (β ≪ 1) of Bel & Leroy (1977).
However no further examination was done to compare the information with the mag-
netic inclination inverted by full Stokes observables. It appeared that the correlation
and phase diﬀerence of the time series of the intensity variation obtained at various
heights of the solar atmosphere looked more realistic when the oﬀsets at the spatial
location were corrected by considering the magnetic inclination (Bloomﬁeld et al.
2007). McIntosh & Jeﬀeries (2006) studied the travel time of narrow-band signals
around a sunspot and found good consistency with the prediction of Bel & Leroy
(1977) for both the quiet sun (β ≫ 1) and a sunspot (β . 1). Tziotziou et al.
(2006) applied the empirical formula νpeak(φ) ≈ 1.25νac(φ), where νpeak denotes the
peak frequency at each location, νac indicates the corresponding magnetoacoustic
cut-oﬀ frequency, to the waves observed in a sunspot’s chromosphere, and estimated
the magnetic ﬁeld inclination φ = arccos[νpeak/(1.25× ν0)] (Bogdan & Judge 2006).
Reznikova et al. (2012) compared the spectra and phase relations of the UV and
1The derivations in Bel & Leroy (1977) contain obvious misprints, Sec. 1.2.3 redo the derivation.
However the numerical results and figures are reliable. In this work, we use the trustworthy extreme
case of β ≪ 1
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EUV emission intensity at various heights of the solar atmosphere to identify the
features of upwardly propagating waves and found that the variation of the cut-oﬀ
frequency across the umbra was consistent with Bel & Leroy (1977). The follow-up
study (Reznikova & Shibasaki 2012) compared the observational MAG cut-oﬀ fre-
quencies in AIA 304 Å with the values obtained by the potential ﬁeld extrapolation
(Sakurai 1982) and found good agreement.
In Bel & Leroy (1977), an adiabatic plasma was implicitly assumed, while
in the photosphere and chromosphere, radiative loss is of signiﬁcance. Centeno
et al. (2006, 2009) used a linear wave equation with a radiative cooling term and
explained well the observed phase delay and wave amplitude variation with height
in both sunspots and pores. A detailed study using multiple spectral lines formed at
diﬀerent heights was presented in Felipe et al. (2010). The connectivity of diﬀerent
layers of the atmosphere determined by the phase diﬀerence and power ampliﬁcation
was demonstrated. Therefore, the study of the cut-oﬀ frequency can also retrieve
the plasma parameters associated with radiative losses.
3.2 Detection of high-order azimuthal mode in sunspot
In this section, we consider the observational evidence of the high-m azimuthal modes
in a sunspot observed with SDO/AIA. The modes have the period of about 5–
minutes, and are observed at the umbra-penumbra boundary. We demonstrate that
the phase of the 5-min oscillations varies periodically with the azimuthal angle.
3.2.1 Observation
In this study we used the SDO/AIA 1700 Å, 1600 Å and 304 Å) data (see Lemen et al.
2012; Boerner et al. 2012; Yuan & Nakariakov 2012, for instrumentation, calibration
and image ﬂux error analysis, respectively. Also see Sec. 1.1.6 ). The images are
taken with cadence of 24 s in the two UV channels and 12 s in the EUV channel,
respectively. We used the observations of the NOAA AR 11131 from 02:30 to 03:30
UT 08 Dec 2010. The sunspot lower atmosphere was well imaged in all these channels
(see Fig. 3.1). The data sets were prepared with the standard routine aia_prep.pro
(v4.13).
The sunspot considered in this study was situated near 30° latitude in the
northern hemisphere. It crossed the central meridian on 08 Dec 2010. It is a pretty
large and symmetric sunspot with the umbra and penumbra size of about ∼10Mm
and 22Mm in diameter, respectively. It consisted of a strong magnetic concentration















































(a) 1700 Å (b) 1600 Å (c) 304 Å
Figure 3.1: Top row: AIA intensity images of sunspot AR 11131 on 08 Dec 2010,
shown on a logarithmic scale, demonstrate diﬀerent levels: the temperature mini-
mum level (1700 Å), the upper photosphere and transition region (1600 Å) and the
chromosphere (304 Å) of the sunspot’s atmosphere. Bottom row: The corresponding
5-min masks in each bandpass accounting the pixels where the strongest oscillating
period ranges from 4.5 - 5.5–min. The polar coordinate system used in this study
is shown in (a). The dotted lines show the boundaries of umbra and penumbra,
determined with the 4500 Å intensity image.
north of the sunspot. This sunspot has already been the subject of detailed studies
Reznikova et al. (2012); Reznikova & Shibasaki (2012); Yuan et al. (2012).
3.2.2 Analysis
For all three bandpasses used in this study, the narrowband power maps for the pe-
riods 2, 2.1 . . . , 20min were prepared with the Pixelised Wavelet Filtering technique
(Sych & Nakariakov 2008; Sych et al. 2010). The 5-min power maps are shown on
the left column in Fig. 3.2. The 5-min spatial mask (Fig. 3.1, bottom rows) was
obtained by accounting the pixels where 5 ± 0.5min was the peak period in the
spectra in each channel. The correlation map (Fig. 3.2, central column) was ob-
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tained by ﬁltering the intensity signals in each pixel with a Gaussian ﬁlter centred at
3.3mHz with σ = 0.3mHz. The maximum cross-correlation coeﬃcient was obtained
by cross-correlating the intensities in each pixel to the average signal of the ﬁltered
data set within the 5-min mask. The phase map (Fig. 3.2, right column) was ob-
tained by Fourier analysing the original intensity signals. A very similar result was
also obtained with the nonlinear least-square ﬁtting technique.
The power, correlation and phase maps all show the clear ring-shaped nodal
patterns, clearly demonstrating the oscillatory dependence on the polar angle θ (see
Fig. 3.2). To quantify this eﬀect, we took the average phase φ and the correlation
coeﬃcients R over radial direction at every 5◦ of the polar angle θ, (see left columns
in Fig. 3.3, Fig. 3.4 and Fig. 3.5). The uncertainties of the phase φ and the correlation
coeﬃcients R are set to the corresponding standard deviations over radial direction.
The variations of phase φ(θ) and R(θ) with the polar angle θ were smoothed with a
running diﬀerence of 30 data points with edge wrapping and ﬁtted with the function
A cos(mθ + δ) using mpfitfun.pro (Markwardt 2009). The azimuthal mode m must
be an integer, but for the calculation purpose, we treat it as a real number. However
we accept only its nearest integer value. The ﬁts are over-plotted on the top of the
general trends in each panel. The ﬁt results are presented in Table 3.1.
The best-ﬁtted curves show that the dependences φ(θ) and R(θ) have more
than one mode of oscillation. The Lamb-Scargle periodogram (Scargle 1982; Horne &
Baliunas 1986, also Sec. 1.3.2) gave us the power spectra as a function of azimuthal
mode number m (see the left columns of Fig. 3.3, Fig. 3.4 and Fig. 3.5). The
signiﬁcance of the spectral peaks was assessed by using the Horne & Baliunas (1986,
also see Sec. 1.3.2) test based on the exponential noise distribution and the Fisher
randomisation test (Linnell Nemec & Nemec 1985b) with no bias in noise distribution
(see details in Inglis & Nakariakov 2009; Yuan et al. 2011, and also Sec. 1.3.2). In
the Horne & Baliunas test, a false alarm probability of 0.05 was chosen. The Fisher
randomisation test was performed with 1000 permutations in each run, using the
PERIOD package developed in the Starlink project (Dhillon et al. 2001). Since both
tests can only be applied to the highest peak in the spectrum, the maximum peaks
were iteratively removed from the original signal with the time-series harmonic ﬁlter
for assessing the signiﬁcance of the next highest peak (Ferraz-Mello 1981; Yuan et al.
2011, also see Sec. 1.3.2).
3.2.3 Result
Fig. 3.2 shows the maps of 5-min power, correlation and phase at diﬀerent levels of
sunspot AR 11131. The regions of the enhanced power of 5-min oscillations form
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a ring structure enclosing the sunspot umbra. The ring size increases, but becomes
more diﬀused with height. The phase maps exhibit an oscillatory pattern along the
ring, with the typical size of about 10–16 arcsec.
Non-linear ﬁts to the phase and correlation coeﬃcient distribution with the
polar angle in 1700 Å (Fig. 3.3) give the mode number m = 3.17 ± 0.06 and
m = 6.76 ± 0.63, respectively. The doubling is naturally explained, since the cross-
correlation with positive and negative lags give the same value, therefore, a whole
cycle is complete. While for phase, it just is a half cycle. In the periodogram anal-
ysis of the phase distribution, m = 1.77 ± 0.78 and 3.55 ± 0.78 are detected with
signiﬁcance levels p ≤ 0.03 in the Fisher randomisation test. In the correlation dis-
tribution, the periodogram gives m = 3.28 ± 0.26 with p ≤ 0.03. The second peak
at m = 2 existed in the spectrum with signiﬁcance level p > 0.05, therefore it is not
listed in Table 3.1.
In the 1600 Å bandpass (Fig. 3.4), the same modes were detected at m =
2.02 ± 0.75 and 3.29 ± 0.78 in the phase distribution and m = 3.04 ± 0.75 in the
correlation distribution with p < 0.03. An extra mode in the phase distribution was
obtained at m = 4.83 ± 0.78 with p = 0.03, the nonlinear ﬁt got a similar value
m = 5.06 ± 0.06. In the correlation distribution, the nonlinear ﬁt got 3.30 ± 0.39,
similar to the periodogram analysis.
In the 304 Å bandpass (Fig. 3.5), higher modes were generally obtained.
In the phase distribution, m = 7.10 ± 0.24 was detected with p = 0.03 in the
Fisher’s randomisation test, while the false alarm probability in the Horne & Baliunas
test is greater than 0.05. The mode in correlation distribution m = 8.37 ± 0.78
was also detected with FAP greater than 0.05. In the Fisher’s randomisation test,
p = 0.09 was obtained. The nonlinear ﬁts to phase and correlation distributions
give 5.84 ± 0.06 and 7.05 ± 0.57, respectively. These values are diﬀerent from their
















































Figure 3.2: Left column: 5min narrow band power maps. Middle column: correla-
tion maps within the 5–min mask. Right column: The 5-min phase maps within the
5–min mask. The corresponding channel are labelled on the left edge, 304 Å, 1600 Å
and 1700 Å from top to bottom. A bar in the top left panel shows the scale length










































Figure 3.3: Top left: the angular distribution of the phase and its nonlinear ﬁt (red
solid line, m = 3.17±0.06). Top right: The periodogram of the phase distribution as
a function of integer mode number m. Bottom left: the angular distribution of the
correlation coeﬃcient and its nonlinear ﬁt (red solid line,m = 6.76 ± 0.63). Bottom
right: The periodogram of the correlation distribution as a function of mode number
m. The dashed lines in the periodograms mark the signiﬁcance level at 95%. The









































Figure 3.4: The same as Fig. 3.3 but by the 1600Å data set. m = 5.06 ± 0.06 and








































Figure 3.5: The same as Fig. 3.3 but by the 304Å data set. m = 5.84 ± 0.06 and
7.05 ± 0.57 were obtained in the nonlinear ﬁt to phase and correlation distribution,
respectively.
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Table 3.1: Summary of the detected modes and signiﬁcance tests
Bandpass Integer mode number Phase distribution Correlation distribution
Nonlinear ﬁt Periodogram p-value Nonlinear ﬁt Periodogram p-value
1700Å m = 2 . . . 1.77 ± 0.78 ≤ 0.03 . . . . . . . . .
m = 3 3.17 ± 0.06 3.55 ± 0.78 ≤ 0.03 3.28 ± 0.78 0.03
m = 7 . . . . . . . . . 6.76 ± 0.63 . . . . . .
1600Å m = 2 . . . 2.02 ± 0.75 ≤ 0.03 . . . . . . . . .
m = 3 . . . 3.29 ± 0.78 ≤ 0.03 3.30 ± 0.39 3.04 ± 0.75 0.03
m = 5 5.06 ± 0.06 4.83 ± 0.78 0.03 . . . . . . . . .
304Å m = 6 5.84 ± 0.06 . . . . . . . . . . . . . . .
m = 7 . . . [7.10 ± 0.24] 0.03 7.05 ± 0.57 . . . . . .
m = 8 . . . . . . . . . [8.37 ± 0.78] 0.09
The detected values with more than 0.05 false alarm probability in the Horne & Baliunas test are enclosed in square bracket.
p-values less than 0.03 (the lower detection limit) in the Fisher’s randomisation test are denoted as ≤ 0.03
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3.2.4 Conclusion
In this study, the analysis of the 5-min oscillation power ring structure enclosing a
sunspot umbra was reported with the AIA data. It exhibited a stronger power, larger
local interaction scale and better nodal structure in the lower atmosphere (1700Å
and 1600 Å), these features get more diﬀused and less clear in the chromosphere
(304 Å). This indicates that the 5-minute oscillations originates in the photosphere
(1700 Å) or even deeper.
In the phase distribution of 1700 Å and 1600 Å bandpasses, m = 2, 32 were
detected signiﬁcantly, while in the correlation distribution, only m = 3 was detected
in both bandpasses. The best-ﬁts to the phase and correlation distribution in 1700
Å bandpass gave m = 3.17 ± 0.06 and 6.67 ± 0.21, respectively. The doubling in
the correlation distribution arises from its non-negativity. However in the 1600 Å
bandpass, a higher mode m = 5.84 ± 0.06 was obtained in the best-ﬁt to the phase
distribution and m = 3.30 ± 0.39 in the correlation distribution, respectively. This
may be caused by the extra peak m = 5 appearing in the phase periodogram. In
the 304 Å data, higher modes m = 6, 7 and 8 were obtained. The best-ﬁt and
periodogram gave diﬀerent values in both the phase and the correlation distribution.
Less consistency were shown with modes detected in lower atmosphere (1600 Å and
1700 Å).
The physics causing this high azimuthal modes is not clear. Given that it
modulated the phase of 5–min oscillation, the travel time of 5–min oscillations to the




where vp is the phase speed of 5-minute oscillation as a function of height z and az-
imuthal variation cos(mθ), zλ denotes the height of bandpass λ (1700, 1600 and 304),
while z0 indicates the origin of 5-min oscillation, φ0(θ) is the initial phase of the 5-
min oscillation at forming time, ω5 is the angular frequency of 5-min oscillation. To
build up a peak-to-peak azimuthal contrast around 2π, either the 5-min oscillation
should be deeper enough, and therefore it allows the long-travel accumulation, or
the modulations (perturbations) to vp should be large enough, or a combination of
both of them.
One possible explanation is the multi-mode oscillations of sunspot as theo-
rised in Sec. 1.2.2 and Zhugzhda et al. (2000); Staude (2002), which is an extension
of wave modes in a plasma cylinder (Roberts & Webb 1978; Edwin & Roberts 1983b)
to larger magnetic bundle. The slow body modes with m > 1 conﬁne the maximum
2Considering the error bars and noise different channels, in the following discussion, we adopt
integer mode number m referring to values obtained in periodogram, while the best-fit values were
kept in original format. Note all the error bars in this section use 3σ value.
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modulations at certain radial locations less than the sunspot radius R, speciﬁed by
high-mode m Bessel function Jm. The modulations to sound speed and Alfvén speed
are also subject to azimuthal variation cos(mθ). A theoretical and numerical study
is required to fully justify the results.
To directly observe a global multi-mode sunspot oscillation, a time-dependence
study with intensity information is required. Given the large size of sunspots, a de-
tailed study of the magnetic ﬁeld and line-of-sight velocity variations can be resolved
using full Stokes parameters with current ground-based instruments, but the obser-
vation interval may have to be suﬃcient long and cover several cycles of high-order
azimuthal modes.
3.3 Mangetoacoustic gravity cut-off frequency
The cut-oﬀ frequency detected in a sunspot atmosphere is a good indicator of local
plasma parameters, therefore it can be used to diagnose the local atmosphere, e.g.
temperature, magnetic ﬁeld inclination angle. In our study, we present the obser-
vation of the spatial distribution and height variation of the cut-oﬀ frequency with
SDO/AIA (Lemen et al. 2012; Boerner et al. 2012, and Sec. 1.1.6) and infer the
magnetic ﬁeld inclination angle. The observational results were used to reconstruct
the 3D geometry of the magnetic ﬁeld. The information was deployed to diagnose
the magnetic ﬁeld inclination.
In this section, we present the analysed data sets in Sec. 3.3.1. The methods
are summarised in Sec. 3.3.2. Then we compare the diagnostic results with the
potential ﬁeld extrapolation in Sec. 3.3.3, and conclusions are given in Sec. 3.3.4.
3.3.1 Observations
We selected two large sunspots associated with well-developed active regions in the
corona, where outwardly propagating EUV disturbances were persistently detectable
(Yuan & Nakariakov 2012). We chose good observation intervals without disruptions
from either ﬂares or other transient events. The observation intervals correspond to
the days when the sunspots were crossing the central meridian: they were least
aﬀected by Wilson depression (Loughhead & Bray 1958) and were well exposed for
imaging.
The ﬁrst sunspot was the same sunspot studied in Chapter 3.2. We used AIA
data sets of 1600 Å, 1700 Å and 304 Å from 02:30 to 03:30 UT 08 Dec 2010. The
cadence time was 24 s for 1600 Å and 1700 Å images, and 12 s for 304 Å images.
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This sunspot was also analysed in Reznikova et al. (2012); Reznikova & Shibasaki
(2012); Yuan et al. (2012, 2013a).
The second sunspot chosen for this study was the leading main sunspot on
the eastern part of active region AR 11330 situated slightly to the north of the solar
equator. The trailing sunspot group of north polarity was about 150Mm to the
main sunspot. It formed into a non-symmetric shape with a protrusion due to the
tearing of the other polarity (see BLOS in Fig. 3.6 (e)). The shape was inherited at
the temperature minimum (1700 Å, see Fig. 3.6 (f)), the photosphere and transition
region (1600 Å, see Fig. 3.6 (g)). In the chromosphere (304 Å, Fig. 3.6 (h)), the
shape was less pronounced and was replaced by a far-extending fan structure. The
study of propagating EUV disturbances in the coronal fan over this sunspot was
presented in Yuan & Nakariakov (2012). We used a one-hour data set from 04:00 to
05:00 UT on 27 Oct 2011 in 1700 Å, 1600 Å and 304 Å. The instrumentation and
data preparation are presented in Yuan & Nakariakov (2012). The cadence time was
24 s and 12 s for UV and EUV images, respectively.
3.3.2 Methods
Power map by Pixelised Wavelet Filtering
The Pixelised Wavelet Filtering (PWF) method was developed by Sych & Nakariakov
(2008). It is based on the wavelet transform and is well validated in determining the
spatial, temporal and phase structure of oscillations in an imaging cube Iλ(x, y, t),
where λ is the wavelength of the data channel, x, y and t are the discrete spatial
locations and the measuring times, respectively. It gives the spatial distribution of
the amplitude (power), frequency and phase of a signal in the spectral interval of
interest.
For data sets Iλ(x, y, t), we performed PWF analysis and obtained narrow-
band power maps P λν (x, y) (or P
λ
p (x, y), where p = ν
−1 = 2, · · · , 20min with the
resolution of dp = 0.1min). In a sunspot, the power distribution normally forms a
ﬁlled disk (short periods / high frequencies) or a power ring (long period / low fre-
quencies) concentric at the sunspot centre (e.g. Sych & Nakariakov 2008; Reznikova
et al. 2012). Therefore, to facilitate quantitative analysis, the power maps were trans-
formed into a polar coordinate system with the origin coinciding with the sunspot
centre P λν (r, θ), where r is the distance to the sunspot centre, θ is the polar angle
relative to the horizontal line pointing to the solar west (see Fig. 3.6 (a) and (e)).
For the power maps Pν(r, θ), the denotation λ is dropped to refer to the
















































































(f) 1700 Å (g) 1600 Å (h) 304 Å
Figure 3.6: Multi-instrument imaging of AR 11131 (top, 08 Dec 2010) and AR 11330
(bottom, 27 Oct 2011) and the underlying sunspots at diﬀerent heights. (a) and
(e): The LOS magnetic ﬁeld strength determined with HMI. The polar coordinate
systems used in this study are overlaid. (b) - (d) and (f) - (h): AIA intensity images
on logarithmic scales at diﬀerent observational wavelengths show diﬀerent levels of
the sunspots and the associated active regions. In order of increasing heights of
the observed levels, the displayed images illustrate the temperature minimum level
(1700 Å), upper photosphere and transition region (1600 Å), and the chromosphere
(304 Å). The dotted lines show the border of the sunspot umbra and penumbra
determined with the 4500 Å image.
power at each location Pmax(r, θ) (see panel (a) in Fig. 3.8, Fig. 3.9 and Fig. 3.10).
The corresponding peak period is ppeak(r, θ) (see panel (b) in Fig. 3.8, Fig. 3.9 and
Fig. 3.10). The dependence of ppeak(r, θ) shows the spatial distribution of the period
with the dominant oscillating power, while Pmax(r, θ) illustrates the signiﬁcance of
these oscillations. The variance of the spectral power over the spectrum for each
pixel was also calculated, Var(r, θ) = Var(Pν(r, θ))ν3 (see Fig. 3.8 (d)). This value is
a good indicator of the signiﬁcance of the signal at a speciﬁc location. To estimate
the 1σ noise level, we took the average over the spectrum σ(r, θ) = 〈Pν(r, θ)〉ν
(see example in Fig. 3.8(e)). For the analysis of the symmetric sunspot, a further
3The subscript ν means the operation(s) along the spectral dimension. With the same philos-
ophy, the subscripts θ and r mean the operation(s) along the polar angle dimension and radial
distance dimension, respectively.
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Table 3.2: Notations used in the work
Physical meaning denotation
2D spectral power map Pν(r, θ)
2D spectral noise level σ(r, θ) = 〈Pν(r, θ)〉ν
2D spectral power variance Var(r, θ) = Var(Pν(r, θ))ν
2D spectral peak power Pmax(r, θ) = max(Pν(r, θ))ν
2D peak period ppeak(r, θ)
2D MAG cut-oﬀ period pac(r, θ)
2D MAG cut-oﬀ frequency νac(r, θ) = 1/pac(r, θ)
1D spectral power map Pν(r) = 〈Pν(r, θ)〉θ
1D spectral noise level σ(r) = 〈Pν(r)〉ν
1D spectral power variance Var(r) = Var(Pν(r))ν
1D spectral peak power Pmax(r) = max(Pν(r))ν
1D peak period ppeak(r) for all θ
1D MAG cut-oﬀ period pac(r) for all θ
1D MAG cut-oﬀ frequency νac(r) = 1/pac(r)
1D power spread s(r) = stdev(Pν(r, θ))θ|ν=νac
averaging over the polar angle θ was performed to reduce the θ dimension. Table 3.2
summarises the denotations and their physical meanings in both 1D and 2D cases.
Several typical narrow-band power maps obtained in 304 Å bandpass on 27
Oct 2011 are shown in Fig. 3.7. For the periods less than 3.2min (frequencies greater
than 5.2mHz), the dominant power ﬁlls up the umbral region. The inhomogeneity
of the power distribution implies a ﬁne structure in the umbra (see the study in
Jess et al. 2012, using imaging data with a resolution of 50 km/pixel in contrast
to 430 km/pixel of AIA images). For the periods greater than 3.2min, the power
of signiﬁcant oscillations is normally concentrated in an annular structure enclosing
the umbra. The annulus expands with the increasing period. We interpret this
phenomenon as modiﬁcation of the cut-oﬀ frequency by the inclined magnetic ﬁeld
(Bel & Leroy 1977; De Pontieu et al. 2004, 2005; McIntosh & Jeﬀeries 2006, also
see discussions in Reznikova et al. (2012)). As the magnetic ﬁeld lines approach the
outer penumbra, the inclination angle becomes larger, therefore the cut-oﬀ frequency
is lowered to a smaller value (Bel & Leroy 1977), and allows the channelling of
upwardly propagating waves with lower frequency (longer period).
1D reconstruction in a symmetric sunspot (08 Dec 2010)
Reconstruction of field line inclination by MAG cut-off
For the symmetric sunspot AR 11131 (08 Dec 2010), we present an example of 304 Å
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Figure 3.7: Typical narrow band power maps of 304 Å bandpass in polar coordinate
made for 27 Oct 2011.
peak period ppeak(r, θ) are illustrated in Fig. 3.8 (a) and Fig. 3.8 (b), respectively.
The dominant oscillating power ﬁlls in the umbra and gradually decreases further
out in the penumbra and arcade region. In the umbra, the peak period is the well-
known chromospheric 3–min oscillation (see review paper Bogdan & Judge 2006).
It ﬁlls up the whole umbra and a tiny part of the penumbra. In the penumbra, the
peak period gradually increases with the radial distance from the sunspot centre,
indicating the modiﬁcation of the cut-oﬀ frequency by inclined magnetic ﬁeld lines.
The variation with the polar angle is found to be very small. We averaged the power
along the polar angles and obtained the normalised power Pν(r) as a function of the
distance to the sunspot centre, r, and the frequency ν, as shown in Fig. 3.8 (c). We
deﬁned the contour of the global median in Pν(r) as the curve of the cut-oﬀ period
pac(r) (or frequency νac(r) = 1/pac(r), see Fig. 3.8 (c)).
According to Bel & Leroy (1977), the MAG cut-oﬀ frequency in the low-β
approximation is modiﬁed when the magnetic ﬁeld line is inclined from the vertical








where ν0 = 5.2mHz (p0 = 3.2min) is the acoustic cut-oﬀ frequency (period) (see
Fig. 3.8 (f)).
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Error and significance analysis










which requires the estimation of ∆pac. This quantity can be assumed to be propor-
tional to the noise level σ(r), and the spread (standard deviation) of the spectral
power over the polar angle s(r). ∆pac should also be inversely proportional to the
maximum spectral power Pmax(r) and the square root of the number of the data
points in polar angles,
√
Nθ. The noise level σ(r) is found to vary between 0.16
and 0.36. When we normalise it with its total median, it gives a factor between
0.52 and 1.13 to the uncertainty. We did the same to the spread s(r) and obtained
another factor between 0.31 and 1.4 added to the error bar. The value of Pmax(r)
changes from 1 to about 0.4 with r, giving a factor from about 1 to about 2.5 to the
total error bar. We choose a constant dp = 0.1min, the spectral resolution of PWF









When the cut-oﬀ period approaches the detection limit (20 min in our ap-
plication), the observation of the cut-oﬀ eﬀect becomes less reliable. Applying this
limit, we estimated the regions of signiﬁcant measurements. We estimated the noise
in the spectra as σ(r, θ) = 〈Pν(r, θ)〉ν . The noise level is illustrated in Fig. 3.8 (e). It
was further averaged over the polar angles, σ(r) = 〈Pν(r, θ)〉θ,ν. The measurements
with the noise level distributed above 68% (more than a standard deviation above
the mean) of the noise are considered as less reliable (see the cross-hatched regions
in all panels of Fig. 3.8). An alternative way is to consider the variance of the power
maps, which reﬂects the contrast of the oscillating powers, giving us the signiﬁcance
of the measurements. We excluded 23% (lower than one standard deviation below
the mean) of the smaller portion of the power variance distribution. As the results
determined with either power variance or noise distribution are almost similar, we
utilised only the results quantiﬁed by the noise level in the signiﬁcance analysis.
2D reconstruction in an asymmetric sunspot (27 Oct 2011)
In 2D spectral power maps, we consider the areas with the spectral power above the
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Figure 3.8: The oscillating power information extracted from the 304 Å data set of
the sunspot AR 11131 (08 Dec 2010), shown in the polar coordinates (r and θ). The
dashed lines mark the borders of the umbra and penumbra. The unreliable region is
cross-hatched. a) The peak power distribution. b) The peak period distribution. c)
The 1D spectral power map as a function of r and p. The contour in asterisk shows
the cut-oﬀ period. d) The spectral power variance distribution. e) The spectral noise
distribution. f) The reconstruction of the magnetic ﬁeld inclination.
propagating MAG waves. The borders of these areas were deﬁned as contours of the
MAG cut-oﬀ. By labelling the cut-oﬀ contours, we were able to reconstruct the ﬁeld
line inclination.
The reconstruction steps are similar to those in the 1D case. The estimation







We masked out the regions with the less signiﬁcant measurements. The
masks were designed with two criteria: 1) the pixel should be within the penumbra
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Figure 3.9: The same as Fig. 3.8 but in 1600 Å
σ(r, θ) distribution. Only the measurements within the mask are shown in Fig. 3.11,
Fig. 3.12 and Fig. 3.13
Magnetic field extrapolation
We compare the ﬁeld reconstruction with 3D magnetic ﬁeld extrapolation. Poten-
tial (current-free) ﬁelds were extrapolated using the MAGPACK2 package (Sakurai
1982). The current-free model in this code is based on the Green’s function method
and requires a line-of-sight magnetogram as the bottom boundary condition. Al-
though, we cannot a priori exclude the presence of the electric currents in the con-
sidered volume, we have chosen this model because of the following reasons: 1) both
of ARs did not produce any ﬂares within or close to our observational intervals; 2)
we are interested in ﬁeld structures in the layers below the corona where the dense
material can inﬂuence the ﬁeld inclination. Therefore, the choice of the non-potential
ﬁeld is unlikely to produce better approximation at these heights.
Fig. 3.14 presents a 2D projection of reconstructed magnetic ﬁeld lines over-
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Figure 3.10: The same as Fig. 3.8 but in 1700 Å
2010) and (b) sunspot AR 11330 (27 Oct 2011). The colour coding represents the
magnetic ﬁeld strength, using blue for southern (negative) and red for northern (pos-
itive) polarities. For the sunspot AR 11131, we selected sub-area of 160′′×160′′ from
the SOHO/MDI full-disk magnetogram taken at 04:51 UT, as shown in Fig. 3.14(a).
For the sunspot AR 11330, the HMI line-of-sight magnetogram was obtained as a
level-1.5 FITS ﬁle. A larger size of 300′′× 300′′ was selected to include the suﬃcient
amount of positive polarity following the main sunspot. The magnetic ﬁeld was
computed with a 2′′ mesh spacing using a spherical boundary.
3.3.3 Results
Spatial and height distribution of dominant oscillations
Based on the 1D power distribution, panel (c) of Fig. 3.8, Fig. 3.9 and Fig. 3.10, it
is clearly seen that 3-min oscillations are very strictly constrained within the um-
bral region, while 5-min oscillations dominate only at a thin annulus (about 2.9 -
5.0 Mm in width) between the umbra and penumbra. Although 3-min oscillation
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is strongest in the umbra, it is predominant within the disks of radii about 2.1, 5.8
and 7.2 Mm in the 1700 Å (temperature minimum), 1600 Å (upper photosphere)
and 304 Å (chromosphere) data, respectively. Although 3-min oscillation can prop-
agate through both vertical and inclined magnetic ﬁeld, it is constrained only in the
umbra. This implies that the 3-min oscillation is not likely to originate from the
solar interior. Instead, it is consistent with the acoustic resonator model (Zhugzhda
2008; Botha et al. 2011). The 5-min oscillation is well pronounced in the 1700 Å
data. It appears that there is strong interaction between the magnetic ﬁelds and the
ambient plasma enclosing the sunspot umbra, where the magnetic ﬁeld is medium in
strength and slightly inclined and has a strong longitudinal gradient. It seems there
is strong p-mode absorption at the umbra border. The maximum energy transmis-
sion was predicted to occur at the height where the Alfvén speed is approximately
equal to the local sound speed and at an attack angle of about 30° (Cally et al. 2003;
Schunker & Cally 2006). Thus the 5-min oscillation may form at the temperature
minimum (about 500 km above the photosphere). The 2D power maps also conﬁrm
these results, see panels a) and b) in Fig. 3.8, Fig. 3.9, Fig. 3.10, Fig. 3.11, Fig. 3.12
and Fig. 3.13. In panel (a) of Fig. 3.8 and Fig. 3.11, the power of 3-min oscillations
show variations within the umbra. This implies ﬁne structuring inside the umbra.
Stronger sources of oscillations were found better correlated with the 3-min prop-
agating disturbances in the corona loops in the 171 Å bandpass (Jess et al. 2012;
Sych et al. 2012).
Correlation of the peak and cut-off frequencies
The detected cut-oﬀ frequencies are plotted versus the corresponding peak frequen-
cies, see Fig. 3.15. νac was almost constant as νpeak varied between 1.5 and 3.0
mHz. Then a sharp rise of νac was found as νpeak increased from 3.0 to 3.5 mHz.
This eﬀect was more apparent in the lower atmosphere (1700 Å), but rather less
signiﬁcant in higher atmosphere (304 Å). As νpeak approached 3.5 mHz or higher
values, a very good linear increase in νac was found. The correlation between them
is very high: the Pearson’s correlation coeﬃcients R are 0.996, 0.993 and 0.995 for
the 1700 Å, 1600 Å and 304 Å data, respectively. We ﬁtted a linear relationship
(νac = aνpeak + b) to the data with νpeak greater than 3.5 mHz using the MPFI-
TEXY routine 4 (Williams et al. 2010). The MPFITEXY routine depends on the
MPFIT package5 (Markwardt 2009). The slopes are 0.65 ± 0.03, 0.64 ± 0.05 and




deviated from the empirical relation (νpeak ≃ 1.25νac) between the peak and cut-oﬀ
frequency as suggested in Bogdan & Judge (2006); Tziotziou et al. (2006), except
the value obtained in the 304 Å data. Moreover we obtained non-zero intercepts in
the linear ﬁts, 0.57 ± 0.18mHz, 0.39 ± 0.34mHz and −1.0 ± 0.18mHz for 1700 Å,
1600Å and 304 Å, respectively (see Fig. 3.15).
Reconstruction of the magnetic field inclination
As described in Sec. 3.3.2, the results of 1D reconstruction are illustrated in Fig. 3.8
(304 Å), Fig. 3.9 (1600 Å) and Fig. 3.10 (1700 Å). Comparison of our results obtained
with the seismological technique with the potential ﬁeld extrapolation is shown in
Fig. 3.16. The inclination angles were retrieved at 500 km (1700 Å), 1100 km (1600
Å) and 2200 km (304 Å) above the solar surface. The magnetic inclination was
estimated with both the theoretical acoustic cut-oﬀ frequency ν0 = 5.2mHz and the
corresponding observationally determined cut-oﬀ frequency νλ0 , where the index λ
corresponds to the observational channel used in its determination.
Fig. 3.16 shows clearly that the general proﬁles of ﬁeld inclinations recon-
structed with the MAG cut-oﬀ at 1600Å, 1700 Å and 304 Å, agree very well with
the potential ﬁeld extrapolation in the region from 0.2rp to 0.8rp, where rp is the av-
erage radius of the penumbra. The average oﬀsets are 32.7/28.8, 27.9/26.6, 30.9/29.7
for ν0/νλ0 reconstructions in 1700 Å, 1600 Å and 304 Å, respectively. The results are
slightly improved by using the observed maximum cut-oﬀ frequency, but the large
oﬀsets cannot be fully removed. This implies that the inclined magnetic ﬁeld is not
the only factor that inﬂuence the MAG cut-oﬀ frequency, it only accounts for 60-80%
of the lowering in the cut-oﬀ frequency. In the inner umbra (from 0 to 0.2rp), the de-
viations from the potential ﬁeld extrapolation are about 20° − 30°. These deviations
may arise from using a constant ν0; choosing the observed νλ0 for the corresponding
bandpass appears more realistic. We obtained a ﬂat distribution in all bandpasses
in the inner umbra. It implies that the wave characteristics inside the inner umbra
may be diﬀerent from other regions of the sunspot, or that the impact of the plasma
temperature needs to be considered as well. We notice that at 0.8rp-1.2rp in the
1600 Å and 1700 Å data, a region of low inclination was obtained. In our method,
cos(±φ) = ∣∣cos(180° ± φ)∣∣ can not be diﬀerentiated (the 180° ambiguity problem,
see Metcalf et al. 2006). By considering this eﬀect, this low-inclination region in
the penumbra border can be connected with the return-ﬂux region with the mag-
netic vector pointing downwards, instead of upwards. The green asterisk denotes
the return ﬂux in the potential magnetic ﬁeld corrected into [0°, 90°]. The results are
consistent with the values estimated with the use of the MAG cut-oﬀ, both in the
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inclination and the distance to the sunspot centre. Such behaviour is consistent with
the return-ﬂux sunspot model (Fla et al. 1982; Osherovich 1982). The return-ﬂux
region is found to spread at about 0.8rp- 1.2 rp. If we assume a parabolic shape of
the magnetic ﬁeld lines, the returning ﬂux at about 0.4rp-0.6 rp extends to the height
of about 0.14 rp- 0.26 rp and returns to the surface about 0.4 - 0.6 rp apart from the
source. This eﬀect is less pronounced in the 304 Å data, in which the magnetic ﬁeld
shows a steady extension outwards the sunspot. The agreement between the inferred
magnetic inclination and the values obtained with the potential ﬁeld extrapolation is
better in the return-ﬂux region compared with the inner sunspot region. The return
ﬂuxes were normally found at the periphery of the sunspot penumbra with a weaker
magnetic ﬁeld and higher temperature, so we infer that other eﬀects, e.g. radiative
cooling, should be accounted as well to understand the lowering of the MAG cut-oﬀ
frequency.
In 2D reconstruction, we compare the reconstructed magnetic ﬁeld inclina-
tion, panel (e) of Fig. 3.11, Fig. 3.12 and Fig. 3.13, with the potential ﬁeld ex-
trapolation shown in Fig. 3.17. Our method reconstructed the magnetic inclination
distribution: both the global proﬁles, ﬁne structure inside the sunspot umbra and
the protrusion at the penumbra. In the 1600 Å and 1700 Å data, the return ﬂux is
reconstructed very well. It appears that in 2D geometry, no apparent physics modi-
ﬁed the result, except the morphology. The potential ﬁeld extrapolation reﬂects the
general proﬁles, including the protrusion structure and the return ﬂux. The average
oﬀsets are larger, 41.0, 37.8 and 37.0, which may arise from the error accumulation,
since the outliers cannot be eﬀectively excluded.
3.3.4 Conclusions
We observed the 3D structure of the variations of compressive oscillation periods
in two sunspots. Our results conﬁrm the previous ﬁndings that short-period (high-
frequency) oscillations are constrained inside the sunspot umbra, while long-period
(low-frequency) oscillations are mainly present outside the umbra. Longer the period
is, further away the oscillations are observed from the sunspot centre. The predom-
inant oscillation inside the umbra is the well-known 3-min oscillation. The variation
over diﬀerent heights indicates that the 3-min oscillation is not sourced from the solar
interior, rather it is more consistent with the acoustic resonator model (Zhugzhda
2008; Botha et al. 2011). The 5-min oscillations form a ring-shape at the umbra
border. We may speculate that the strong power of 5-min oscillations may indicate
strong interaction of acoustic waves with the magnetic ﬁeld, where the local condi-
tion favoured the absorption of global solar p-modes (Cally et al. 2003; Schunker &
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Cally 2006).
We seismologically reconstructed the magnetic ﬁeld inclination with the use
of the Bel & Leroy (1977) formalism, and found its results to be consistent with
the results obtained with potential ﬁeld extrapolation. It conﬁrmed the conclusion
in Bel & Leroy (1977) that the inclined magnetic ﬁeld lowers the cut-oﬀ frequency.
The MAG-reconstructed magnetic inclinations are generally larger than the potential
ﬁeld extrapolation. The small discrepancy may be attributed to the other eﬀects,
e.g. radiative cooling (Centeno et al. 2006, 2009; Felipe et al. 2010). The eﬀect of the
magnetic ﬁeld inclination accounts for about 60-80% of the lowering in the cut-oﬀ
frequency. The seismological method applied in our study provides an alternative
way to reconstruct the magnetic ﬁeld. Moreover, it may provide the boundary or
initial conditions for the magnetic ﬁeld extrapolation.
In our method, we assumed β ≪ 1, which may be incorrect in some parts
of the sunspots. The method can be improved by considering an observational or
empirical β proﬁles at various heights of the sunspots. If the 3D magnetic ﬁeld vector
ﬁeld is available, the magnetic ﬁeld strength and inclination can be calculated, we
are able to reconstruct the sound speed and local temperature proﬁles in both 1D
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Figure 3.11: a) - d) are the same as a), b), d) and e) in Fig. 3.8. e) and f) are the
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Figure 3.13: The same as in Fig. 3.11 but in 1700 Å
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Figure 3.14: Results of the potential ﬁeld extrapolation using the MDI magnetogram
for sunspot AR 11131 on 08 Dec 2010 (a) and with the HMI magnetogram for sunspot
AR 11330 on 27 Oct 2011 (b).
87







































































νac = (0.81 ± 0.03)νpeak−(1.0 ± 0.18)
R = 0.995
Figure 3.15: Correlation between the cut-oﬀ frequency and peak frequency for 1700 Å
(a), 1600 Å (b) and 304 Å (c) data. The diamond symbols represent the measurement
at sunspot AR 11131 observed on 08 Dec 2010, while dot symbols indicate the data
of sunspot AR 11330 observed on 27 Oct 2011. The data are ﬁtted with a linear
relationship νac = aνpeak + b, as plotted in red solid line. The ﬁt parameters, as well



















































Figure 3.16: Comparison of magnetic ﬁeld inclination reconstructed by magneto-
acoustic cut-oﬀ with potential ﬁeld extrapolation for sunspot AR 11131 (08 Dec 2010)
in 1700 Å (a), 1600 Å (b) and 340 Å (c) bandpasses. The inclination angles obtained
with the potential ﬁeld extrapolation are represented in grey asterisk as the scatter
plot, while the data in green asterisks denote the absolute values of inclinations of the
return ﬂux. The inclination angles reconstructed with ν0 = 5.2mHz are plotted in
the red diamonds, while those reconstructed with the observational maximum cut-oﬀ
frequency νλ0 are plotted in blue diamonds. The dashed lines show the border of the
sunspot umbra and penumbra. The cross-hatched region marks the measurements
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Figure 3.17: Left column: magnetic ﬁeld inclination obtained with ν0 reconstruction.
Right column: the inclination angle obtained from potential ﬁeld extrapolation for
AR 11330 on 27 Oct 2011. From top to bottom rows, the panels correspond to







Propagating extreme ultraviolet (EUV) intensity disturbances were discovered in
the solar polar plumes (Deforest & Gurman 1998) and coronal loops (Berghmans
& Clette 1999) with the Extreme ultraviolet Imaging Telescope (EIT) onboard the
SOlar and Heliospheric Observatory (SOHO). The follow-up studies (e.g. Ofman
et al. 1999; De Moortel et al. 2000, 2002c,a; Robbrecht et al. 2001; King et al. 2003;
Marsh et al. 2003; De Moortel 2009) were carried out with or in combination with
the Transition Region and Coronal Explorer (TRACE, see Handy et al. 1999), which
observed a part of the Sun with a better resolution, 0.5 arcsec/pixel in contrast to
the 2.6 arcsec/pixel of SOHO/EIT. The propagating speeds, observed as the appar-
ent speed projected to the image plane perpendicular to the line-of-sight (LOS) of
the imagers, were normally found to be lower than the local sound speed (which can
be estimated as ≃ 152√T [MK] ≈ 150-260 km/s for the temperature T from 1 MK
to 3 MK). A stereoscopic observation with the Extreme Ultraviolet Imager (EUVI,
A and B) on the Solar TErrestrial RElations Observatory (STEREO) revealed that
the phase speed was well consistent with the sound speed inferred from the temper-
ature measure (Marsh et al. 2009). The propagating EUV disturbances are usually
interpreted as propagating slow magnetoacoustic waves (Nakariakov et al. 2000; De
Moortel 2006; Verwichte et al. 2010). ITheir wave nature was additionally conﬁrmed
by joint observations of intensity (density) and Doppler shift (velocity) oscillations
with the EUV Imaging Spectrometer (EIS) on Hinode (Wang et al. 2009a,c; Mariska
& Muglach 2010).
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The amplitude of propagating EUV disturbances is normally found to be
∼1-10% of the background intensity (De Moortel et al. 2002c). The low-amplitude
disturbances were found to be satisfactorily modelled in the linear approximation
(Nakariakov et al. 2000). The amplitude is observed to damp very quickly, typically
within 2.9–23.3 Mm (1–2 visible wave fronts) along the wave path (De Moortel et al.
2002c). Thermal conduction appears to be the dominant damping mechanism (De
Moortel & Hood 2003; Ofman & Wang 2002; Klimchuk et al. 2004). The energy ﬂux
carried by the EUV propagating disturbances was estimated to be far too insuﬃcient
to contribute signiﬁcantly to coronal heating (Ofman et al. 2000a; De Moortel et al.
2002c).
Propagating EUV disturbances are usually quasi-monochromatic with the
periods categorised into two classes: the short period (∼3-5min, see De Moortel
et al. 2000, 2002c,a; De Moortel 2009; King et al. 2003; Marsh et al. 2003; Wang
et al. 2009a) and long period (∼10-30min, see Berghmans & Clette 1999; McIntosh
et al. 2008; Marsh et al. 2009; Wang et al. 2009c; Yuan et al. 2011). De Moortel
et al. (2002c) found statistically that the 3 min oscillations are more likely to be
detected above sunspot regions, while the 5 min oscillations are usually found oﬀ the
sunspots (e.g. above the plage region). This feature suggests the likely association
of the coronal propagating disturbances with chromospheric 3 min oscillations and
the photospheric 5 min oscillations, respectively. Chromospheric 3 min oscillations
were found to leak from sunspot umbrae to the corona (Shibasaki 2001; Sych et al.
2009; Botha et al. 2011). Photospheric 5-min oscillations in plage regions are apt
to be wave-guided to the corona by inclined magnetic ﬁeld lines (Bel & Leroy 1977,
and Sec. 1.2.3), and could be associated with the leakage of global p-modes from
the photosphere (De Pontieu et al. 2005). Long-period oscillations are detected
often in the corona as well, but the possible source remains poorly understood (see
discussions in Yuan et al. 2011, and Chapter 6).
There are also observations of cases with multiple periods (Mariska &Muglach
2010; Wang et al. 2009c). Wang et al. (2009c) detected two harmonics in 12 and 25
min with EIS/Hinode and found that the detection lengths (70 -90 Mm) of the long-
period oscillations are much longer than previous TRACE studies (e.g. De Moortel
et al. 2002c). This result is in agreement with the period-dependency of the damping
length of slow magnetoacoustic wave decaying due to thermal conduction mechanism.
The apparent phase speed was measured at tens to hundreds of km/s (De
Moortel et al. 2002c; De Moortel 2009). The spread of the measured speeds is
usually attributed to the variation of the angle between the propagating direction
and image plane in diﬀerent cases. Robbrecht et al. (2001) reported that the phase
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speeds of propagating disturbances measured in TRACE 171 Å (1 MK) are normally
lower than those measured in EIT 195 Å (1.6 MK). The temperature-dependence of
the phase speed was recently found in polar plumes and the inter-plume medium with
AIA (Krishna Prasad et al. 2011). In some cases, acceleration of the disturbances
was detected at larger heights (typically above ∼20 Mm, see Banerjee et al. 2011, for
a review).
Joint imaging and spectroscopic investigations revealed that the Doppler ve-
locity oscillates in phase with the intensity (density) perturbation at the footpoints
of active region loops (Wang et al. 2009a,c; Mariska & Muglach 2010), this is con-
sistent with the slow magnetoacoustic wave theory (see Nakariakov et al. 2000;
Tsiklauri & Nakariakov 2001). Recent spectrometric studies observed the blue-wing
asymmetry in the emission spectral lines at the footpoints of coronal fan structure,
and hence, the propagating disturbances were interpreted as periodic upﬂows (e.g.,
Doschek et al. 2007, 2008; Sakao et al. 2007; Del Zanna 2008; Harra et al. 2008;
Hara et al. 2008; De Pontieu & McIntosh 2010; Tian et al. 2011a,b; Martínez-Sykora
et al. 2011). A single Gaussian ﬁt to the spectral lines suggest that the ﬂow speed
is about ∼10 km/s, much less than the observed apparent speed of propagating dis-
turbances. Tian et al. (2011b) implemented a guided double-Gaussian ﬁt to the
spectral lines and found that the emission-line width could be associated with two
components. The secondary component contributes a few percent of the total emis-
sion, its blueward asymmetry is associated with ﬂows of speed of 50-150 km/s. The
faint secondary component modulates the peak intensity, line centroid and line width
quasi-periodically, therefore propagating disturbances can be observed consistently
(De Pontieu & McIntosh 2010; Tian et al. 2011b). A similarity was reported between
the spatial distribution of ﬂow speed observed with Hinode/EIS and the temporal
distribution of the speed of propagating disturbances observed with SDO/AIA (Tian
et al. 2011b). On the other hand, the blue-wing asymmetry was found to be an in-
trinsic feature of upward propagating slow magnetoacoustic waves (Verwichte et al.
2010).
The typical method for studying coronal propagating disturbances is the so-
called time-distance plot. In each image, a cut is taken following the direction of
propagation, F (xi, yj , tk), where xi and yj are the image pixel coordinates, tk is the
time frame index. The time-distance array C(sm, tk), where sm is the index along
the cut, is made by stacking the cuts in order of time. Propagating disturbances of
the emission intensity are featured by diagonal ridges in the plot of the time-distance
array (a time-distance plot). The visibility of the ridges is normally fairly poor, since
EUV disturbances are weak, normally . 10% of the background intensity, and of
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the same order of magnitude with the data noise. A simple and well-implemented
technique, the running diﬀerence, can be applied to a time-distance plot to enhance
the contrast (visibility) of the propagating disturbances. The running diﬀerence is
obtained by subtracting from the cut C(sm, tk) the value of another cut C(sm, tk−l)
taken in the lth image ahead of the current one R(sm, tk) = C(sm, tk)−C(sm, tk−l).
The slope of the ridges in the running distances relative to the time axis is the
apparent (projected) phase speed of the propagating disturbances. Another way
to enhance the visibility is to remove the quasi-static background from the image,
and normalise the residue with it. The background can be obtained by temporal
averaging B(sm, tk) =
N/2−1∑
h=−N/2
C(sm, tk+h)/N , where N is the number of time frames.
Thus, a time-distance array with background-removal and normalisation is obtained
by D(sm, tk) = [C(sm, tk) − B(sm, tk)]/B(sm, tk). We refer generally hereafter to
the enhanced time-distance plot X(sm, tk) as either the time-distance array made by
the running diﬀerence R(sm, tk) or the background-subtracted and normalised array
D(sm, tk).
Although a number of measurements were made on the phase speed (see
De Moortel et al. 2002c,a; De Moortel 2009), no method was designed to quantify
and standardise the measurement, to remove human-based bias and to make the
measurements consistently comparable. The aim of this chapter is to design rigorous
methods for measuring the apparent phase speed of propagating disturbances in
coronal imaging data, and compare their performance by the analysis of coronal
propagating disturbances observed with AIA.
We describe the data pre-processing and the observation dataset in Sec. 4.2.1;
the methods for phase speed measurement are detailed in Sec. 4.2.2; the results are
summarised in Sec. 4.2.3; the conclusion is made in Sec. 4.2.4.
4.2 Phase speed measurement
4.2.1 Dataset
We used the observational dataset over a very quiescent active region (NOAA 11330)
in the 171 Å bandpass at 04:00 - 08:00 UT on 27 Oct 2011. No ﬂare occurred during
the observation time interval that the active region was gradually approaching the
centre of the solar disk. The leading eastern part of the active region formed a
fan-like feature (see Fig. 2.4(a)) that consisted of both closed and open plasma
structures. Continuous propagating EUV disturbances were observed following the
fan-like feature.
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A four-hour dataset was downloaded as a cutout data of level 1 and prepared
into level 1.5 as described in Sec. 1.1.6. A typical image is displayed in Fig. 2.4. The
cadence time was very uniform, 12.000± 0.006 s, the exposure time was 1.9996052±
0.0000038 s, the total number of images in 171 Å was 1200. We truncated the size
of the dataset into an array F (xi, yj , tk), a set of 1200 images of 100× 100 pixels, so
that the fan-like structure becomes the only prominent morphological feature in the
images. The images were corrected for the solar diﬀerential rotation and further co-
aligned with the oﬀsets calculated by 2D cross-correlation. The morphology of the
images did not change much during the observations, either geometrically (shape)
or photometrically (intensity), so the co-alignment reached a fairly good accuracy of
sub-pixel.
Propagating EUV disturbances are visible along most of the strands in the
fan that extends from the footpoint. We took a cut (41 pixels, ∼17.7Mm) in every
image starting from the footpoint and following the coronal structure extended from
the west to the east (see Fig. 2.4). The intensity of each pixel in each image was
averaged over three pixels in the vertical direction. The running diﬀerence was
made with R(sm, tk) = C(sm, tk) − C(sm, tk−9) (Tlag = tk − tk−9 = 9 × 12 =
108 s). The running diﬀerence plot is shown in Fig. 2.4(b). The background-
subtracted normalised time-distance plot D(sm, tk) was obtained by estimating the
background with N = 50 smoothing (Tdetr = 50 × 12 = 10min) and is illustrated
in Fig. 2.4(c). The propagating EUV disturbances are featured by the repeating
diagonal ridges in the time-distance plot (∼10 cycles during a 30-min observation).
The EUV disturbances are gradually damped with height (or are buried in noise)
after ∼17.7Mm along the slit. The gradient of the ridges relative to the time axis is
the phase speed of EUV disturbances, projected to the image plane perpendicular
to the LOS. The typical observables and physical parameters of the propagating
disturbances are summarised in Table 4.1.
We measured the average apparent speed in the enhanced time-distance plot
X(sm, tk) with either a full (41 pixels, both the prominent part and relatively noisier
part) set of pixels or its lower half (20 pixels, only the prominent part), see Fig. 2.4(b).
We prepared the enhanced time-distance plots of two sizes 41×150 and 20×150 pixels
(referred to hereafter as R1 and R2, consequently, and R for running diﬀerence, either
R1 or R2; D1, D2 and D are their analogues taken from the background-subtracted
and normalised time-distance plot.) R2 (D2) is the ﬁrst half of R1 (D1) between 0
and 8.6 Mm along the slit, see Fig. 2.4(a). The quality of X(sm, tk) is quantiﬁed by
two parameters: the amplitude ratio of the propagating waves and the data noise
〈Aw〉 / 〈An〉, and the amplitude ratio of the propagating waves and the background
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Table 4.1: Observables and physical parameters of the analysed propagating EUV
disturbances
Parameters Values
Date of observation 27 Oct 2011
Time interval of the observation 04:00:00-08:00:00 UT
Time interval of the samples 04:30:01-05:00:01 UT
Active region number NOAA 11330
Location of the active region [-160′′, 30′′]
Oscillation period p ≃ 179 s (≃ 3min)
Apparent phase speed Vp ≃ 48 km/s
Spatial wave number k ≃ 0.74Mm−1
Detection distance ∼17.7Mm
Number of visible wave fronts 2
〈Aw〉 / 〈Ab〉(R) ∼1.4%
〈Aw〉 / 〈An〉(R) ∼3.4
〈An〉 / 〈Ab〉(R) ∼0.4%
〈Aw〉 / 〈Ab〉(D) ∼1.8%
〈Aw〉 / 〈An〉(D) ∼5.9
〈An〉 / 〈Ab〉(D) ∼0.3%
intensity 〈Aw〉 / 〈Ab〉. The amplitude is deﬁned as the root mean square (R.M.S.),








where α is w, n or b for the wave, noise and background amplitude, respectively.
sm and tk are the indices along the s and t axes, respectively. Ns and Nt are
the total numbers of pixels along the axes. Ns = 41 or 20 for R1 (D1) and R2
(D2), respectively, and Nt = 150 for both of them. The array Aw is deﬁned as
Aw(sm, tk) = X(sm, tk), and An(sm, tk) = σ(X(sm, tk)) is the data noise ofX(sm, tk)
and is discussed in Sec. 2.3. Ab(sm, tk) = B(sm, tk) is the background amplitude.
The ratios 〈Aw〉 / 〈An〉 are 3.3 (4.9) and 3.5 (6.9), and 〈Aw〉 / 〈Ab〉 are 0.0145 (0.0169)
and 0.0145 (0.0207), for R1 (D1) and R2 (D2), respectively.
Uncertainties in the enhanced time-distance plot
The time-distance plot was taken by averaging over three pixels across the slit, there-
fore the data noise as in Eq. (2.11) should be scaled by a factor of 1/
√
3 = 0.58.
The running diﬀerence was generated by R(sm, tk) = C(sm, tk) − C(sm, tk−9). We
assumed the images were taken independently, there was no data noise correlation
along the time sequence. For a value in the running diﬀerence plot, the uncertainty
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is estimated as σ(R(sm, tk)) =
√
σ2(C(sm, tk)) + σ2(C(sm, tk−9)). The noise ampli-
tude in the running diﬀerence plot can be estimated with Eq. (4.1). On average, it
is ∼0.4% of the background intensity and ∼30% of the amplitude of the propagating
disturbances.
The background is constructed by averaging over N = 50 points. The uncer-
tainty in B(sm, tk) is 1/
√
50× 3 of a normal ﬂux value, and hence is neglected. Thus
σ(D(sm, tk)) = σ(C(sm, tk))/B(sm, tk). It is ∼0.3% of the background intensity and
∼20% of the disturbance amplitude.
4.2.2 Measuring apparent phase speed
In the analysed dataset, propagating disturbances are seen at distances of less than
∼20Mm. Also, the apparent propagation speed appears constant at these distances.
It is consistent with previous observations of this phenomenon, which showed that
any noticeable speed variation can appear at larger heights only (Robbrecht et al.
2001; Gupta et al. 2010). No other periodicities, except 3-min oscillations, are found
in the power spectrum of the time signal. We designed three methods for measuring
the apparent speed of propagating disturbances, taking the observed fact that the
phase speed in the sample does not change either with time or spatial location
along the cut. Accordingly, we approximated the propagating disturbances with a
propagating harmonic wave function A cos(ωt − kx+ φ), with constant parameters
A, ω, k and φ, which is the key element in the three methods:
• cross-ﬁtting technique (CFT, Sec. 4.2.2),
• 2D coupled ﬁtting (DCF, Sec. 4.2.2),
• best similarity match (BSM, Sec. 4.2.2).
We describe the methods in detail in the following subsections and apply the methods
to the samples R1 (D1) and R2 (D2).
Cross-fitting technique
We assumed that the enhanced time-distance plot X(sm, tk) is well described by
A cos(ωt − kx + φ). At each spatial location (pixel), the variation of the pixel ﬂux
X(sm, ∗)1 is taken as a time series. The errors σ(X(sm, ∗)) are estimated as in
Sec. 4.2.1. The time series is then ﬁtted with As cos(ωst + φs) + δs 2. Thus, the
1X(sm, ∗) means that taking the samples in the array X(sm, tk) at indices (sm, 1), (sm, 2), · · · ,
(sm, Nt), while X(∗, tk) means sampling at (tk, 1), (tk, 2), · · · , (tk, Ns) as in the following text.
2The subscript s denotes that this parameter varies with the spatial location s, an extra term
δs allows for weak fluctuations between the pixels.
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value of ωs and its uncertainty3 are obtained for each pixel. This is repeated for
every pixel. The weighted mean and its uncertainty are calculated from abundant
measurements (see top right panels of Fig. 4.1 (a), (c), (b) and (d)). For each time
sample, the spatial pixel ﬂux variation X(∗, tk) along the direction of propagating
disturbances is ﬁtted with At cos(ktx + φt) + δt to obtain the wave number. By
repeating this operation for each pixel, we are able to get a weighted mean of k (see
bottom left panels of Fig. 4.1 (a), (c), (b) and (d)). Finally, the parameters ω and k,
with their weighted means, are combined to calculate the phase speed (see bottom
right panels of Fig. 4.1 (a), (c), (b) and (d)).
We performed the Levenberg-Marquardt least-squares minimisation using the
function mpfitfun.pro provided by Markwardt (2009). We applied constraints on the
amplitude in the ﬁtting, the At,s are bounded between Aw and
√
2Aw, based on the
fact that the root mean square of the wave A cos(ωt− kx+ φ) is A/√2. The results
are displayed in Fig. 4.1 and summarised in Sec. 4.2.3.
2D coupled fitting
Similarly to CFT, we assumed that the signal is of a harmonic form. Instead of
performing independent non-linear ﬁtting in both axes, we performed global 2D
ﬁtting with the function A cos(ωt− kx+ φ) + δ.
We applied the same non-linear ﬁtting algorithm: the Levenberg-Marquardt
least-squares minimisation, using the 2D ﬁtting function mpfit2dfun.pro provided by
Markwardt (2009). Similarly to CFT, we constrained the amplitude between Aw
and
√
2Aw. The results are illustrated in Fig. 4.2 and described in Sec. 4.2.3.
Best similarity match
The enhanced time-distance plot can be regarded as an image with tilted ridges,
which can be roughly described by the harmonic propagating function A cos(ωt −
kx+φ). We are able to measure the propagating speed and period by shape match-
ing between the enhanced time-distance plot and a model image M(sm, tk) =
A cos(ωtk − ksm + φ). The shape matching is quantiﬁed by a similarity measure,










3We take 4σ as the uncertainty at 99.99% confidence level throughout the paper, unless otherwise
specified.
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where p is a positive number whose values range from 1 to∞ depending on a speciﬁc
deﬁnition. We calculated the Euclidean distance (p = 2) to ﬁnd the similarity
measure. If images M and R match exactly, Lp = 0, otherwise, the best similarity
measure is found by minimising Lp.
In our case, let X = X(sm, tk) be R1 (D1) or R2 (D2) (and is referred to as
the reference image hereafter), and construct the model image M with the model
function of the same size asX. The amplitude ofM was scaled by a factor 〈X〉 / 〈M〉,
where 〈· · ·〉means R.M.S., so thatM andX have approximately the same amplitude.
The model image M = Mp,Vp,φ(sm, tk) is parametrised by the period p =
2π/ω, apparent phase speed Vp = ω/k and phase φ. We set p ∈ [150, 200] s in 1 s
step, Vp ∈ [20, 120] km/s in 1 km/s step, and φ ∈ [0, 2π] in 5 degree step. For ev-
ery combination of p, Vp and φ, a model image is constructed and the associated
Minkowski distance Lp(R,Mp,Vp,φ) is calculated. By locating L
min
p in the parametric
space, we are able to ﬁnd the best combination of p, Vp and φ, these are the param-
eters that we need to measure R. We accepted 1% above the Lminp , and took a set
of p, Vp and φ, with the means and standard deviations as the observed value and
their uncertainties. The application of BSM to R1 (D1) and R2 (D2) is shown in
Fig. 4.3.
The shape matching can generally be improved by the image regularisation
(smoothing). For an image I(x, y), the regularised image can be obtained by its
convolution with a normalised Gaussian kernel, Iσx,σy = I(x, y) ⋆ G(σx, σy). In our
case, neither R1 (D1) nor R2 (D2) have enough pixels to perform smoothing without
severely subjecting to the edge eﬀect, therefore we only regularised the image with
a three-point discrete Gaussian kernel along the time axis. The resulting images Rσ1




2 ) are displayed in Fig. 4.4. The ridge pattern looks clearer than in
Fig. 4.3. The eﬀect of regularisation on the measurement of BSM will be discussed
in Sec. 4.2.3.
4.2.3 Results
We applied CFT to the sample R1 (Fig. 4.1(a)). The ﬁts of ω have a relative error
lower than 1% and are distributed in a very narrow band. The weighted mean gives
ω = 0.0347± 0.00002 rad/s, which corresponds to a period of p = 181.2± 0.1 s. Fits
to k have a relative error of . 10%. The weighted mean k = 0.738 ± 0.002Mm−1
has a relative error of less than 1%, and the values scatter about ±50% of the mean.
Thus the apparent phase speed is calculated as Vp = 47.0± 0.1 km/s. The resulting
propagating features are overlaid with R1 as the white dashed line in the top left
panel of Fig. 4.1(a). The spacing (p) matches very well, implying good ﬁts to ω, the
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slope Vp of the dashed lines deviates slightly from the well recognised ridges, while
remaining in the acceptable range.
We shortened the spatial length of the sample and applied CFT to R2. The
spatial length of R2 is a half of R1, but it includes the most prominent part of
the ridges that represents the propagating disturbances. The results are shown in
Fig. 4.1(c). The rise of the relative error in k to above 10% is due to the decrease in
the number of data points in the spatial direction, therefore the constraint on k is
loosed. As seen in Fig. 4.1(c), the best-ﬁtting values of k are distributed in a broader
range than those obtained for R1. The weighted mean of k is about k = 0.727 ±
0.005Mm−1. The measure of ω retains a good accuracy (ω = 0.0350±0.00003 rad/s,
p = 179.7± 0.2 s), which is slightly worsened because of the decrease in the number
of samples. The phase speed is calculated as Vp = 48.1 ± 0.3 km/s. The spacing
remains consistent with the running diﬀerence as illustrated in the top left panel of
Fig. 4.1(c), the alignment is also very good.
Applying CFT to D1 and D2 with a higher signal-to-noise ratio (S/N) gives
Vp = 45.8±0.2 km/s and p = 180.0±0.1 s and Vp = 48.6±0.4 km/s and p = 180.0±
0.2 s, respectively. Both ﬁts are acceptable, and consistent with those obtained for
R1 and R2.
The application of DCF to R1 (D1) and R2 (D2) is displayed in Fig. 4.2(a),
(b) and Fig. 4.2(c), (d). The ﬁt values are listed in Table 4.2. The DCF is very
sensitive to the initial guess for the ﬁt parameters. Since 2D ﬁtting is coupled in
both axes, the optimised ﬁt can be reached only for one of the parameters. In our
case, we optimised the ﬁt of Vp, by changing the initial guess. It can be optimised
for p as well. A fully automatic ﬁt is not feasible because of the dependence on the
initial guess.
The BSM works well for all variants of the sample: R1 (D1), R2 (D2), and






2 ), as illustrated in Fig. 4.3 and Fig. 4.4.
The measurements are summarised in Table 4.2. The measurement of p and Vp
are persistently good in all samples. It appears that BSM is very robust and not
sensitive to any pre-processing of the sample.
The effect of lag time
The choice of the lag time (Tlag = l× cadence) determines the quality of the running
diﬀerence plot. Our choice of l = 9 applied above is just a speciﬁc case that appears to
be in a good range of selection. To illustrate the eﬀect of the lag time constructing the
running-diﬀerence data set on the method performance, we plot the measurements
of CFT, BSM and BSM(σ) as a function of the lag time in the left columns of
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Table 4.2: Comparison of the measured results of the CFT, DCF and BSM methods
CFT DCF BSM
R1
p (s) 181.2 ± 0.1 240.7 ± 0.7 180.0 ± 1.8
Vp (km/s) 47.0 ± 0.1 48.8 ± 0.2 47.0 ± 2.6
R2
p (s) 179.7 ± 0.2 177.2 ± 0.9 178.0 ± 2.0
Vp km/s 48.1 ± 0.3 65.8 ± 0.3 49.0 ± 4.5
Rσ1
p (s) . . . . . . 180.0 ± 1.0
Vp km/s . . . . . . 48.0 ± 1.3
Rσ2
p (s) . . . . . . 180.0 ± 1.0
Vp (km/s) . . . . . . 50.0 ± 2.6
D1
p (s) 180.0 ± 0.1 198.9 ± 0.7 180.0 ± 1.0
Vp (km/s) 45.8 ± 0.2 44.5 ± 0.2 47.0 ± 1.4
D2
p (s) 180.0 ± 0.2 250.5 ± 2.2 178.0 ± 1.0
Vp km/s 48.6 ± 0.4 51.4 ± 0.5 49.0 ± 2.8
Dσ1
p (s) . . . . . . 180.0 ± 1.0
Vp km/s . . . . . . 48.0 ± 1.3
Dσ2
p (s) . . . . . . 180.0 ± 0.9
Vp (km/s) . . . . . . 50.0 ± 2.3
Fig. 4.6(a)4 (R1) and Fig. 4.6(b)4 (R2). The results of DCF are omitted due to its
sensitivity to the initial guess. Clearly, for R1, the measurements of Vp and p are
consistently good with the lag time ranging from 12 s to 156 s. However, for the
shorter sample R2, the selection of the lag time is more constrained within 84 s and
132 s, within which the quality of ridges is optimised. This means that for samples
with a larger spatial length the choice of the lag time is less limited than for shorter
ones.
The effect of detrending time
For the time-distance plot with the background removal and normalisation, the de-
trending time (Tdetr = N × cadence) aﬀects the results as well. We plot the mea-
surements of CFT, BSM and BSM(σ) as a function of the detrending time in the
right columns of Fig. 4.6(a)4 (D1) and Fig. 4.6(b)4 (D2). For D1, the measurements
are consistently good for all choices of the detrending time. It appears that the
detrending time aﬀects the results very little, while for those of D2, the period p is
measured very well with CFT, BSM and BSM (σ) in the whole range. For Vp, the
measurements obtained with CFT are systematically lower than those of BSM and
BSM(σ). The error bars of the BSM and BSM(σ) measurements are larger than





We designed three methods, CFT, DFC and BSM, to measure the average apparent







2 ) are summarised in Table 4.2 and illustrated in Fig. 4.5.
Fig. 4.6 shows the eﬀect of the lag time and detrending time on the measurements.
From the computational aspect, the CPU time consumption descends as
BSM, CFT, DCF. Applying these methods to R1(R2) in a GNU/linux x86_64 com-
puter, it takes 321(158) s, 4.9(2.5) s and 2.5(0.7) s for BSM, CFT and DCF, respec-
tively. The CPU time consumption for D1 and D2 is very similar. In addition, CFT
and DCF require estimating the data noise, but provide better accuracy. Also, the
DCF is very sensitive to the initial guess for the parameters in the ﬁtting function,
therefore it is not suitable for automatic measurements (see, e.g. Sych et al. 2010;
Martens et al. 2012). The BSM is more tolerant to the data noise and pre-operations
that do not aﬀect the image morphology.
The valid measurements of the apparent phase speed Vp in the analysed event
range from 48 to 52 km/s, with an average value of 47.6±0.6 km/s and 49.0±0.7 km/s
for R1(R2) and D1 (D2), respectively (see Table 4.2 and Fig. 4.5, top panel).
For all three methods, it appears that the measurements made for R1 and D1
are on average better than those for R2 and D2. Accordingly, spatially-longer cuts,
even if the amplitude of the disturbance is continuously declining, are preferable for
the analysis. Longer samples are more tolerant to the choice of the lag time and
detrending time, while shorter ones restrict the choice. We also showed that the
measurements in D1 (D2) generally outperform those made in R1 (R2), therefore
the background-removal method seems to be superior than running diﬀerence, at
least in our applications.
The measurements of the oscillating period are consistent in CFT and BSM
and agree well with the measurements based upon spectral methods (e.g. Fourier
transform or periodogram). Therefore, the methods described in the paper provide
also an alternative tool for the estimation of the period.
The systematic error in the apparent phase speed estimation mainly origi-
nates from the traits of the propagating disturbance. In particular, the apparent
phase speed may change along the propagating direction because of the geometry,
projection or (and) physics, so that the diagonal ridges may be bent. But in the anal-
ysed case, the spatial scale of the detection of the propagating disturbances does not
reach ∼20Mm, above which a noticeable change of propagating speed was reported
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(e.g. Robbrecht et al. 2001; Gupta et al. 2010). It may also be a variant of time, so
diﬀerent ridges do not have the same slope. In the analysed data we did not ﬁnd this
eﬀect. Another deviation may originate from the inconsistency with the harmonic
wave feature in our assumption. The good agreement in the measurement with the
propagating harmonic wave form also implies that the propagating disturbances are
slow magnetoacoustic waves rather than recurring upﬂows. The designed methods
are not likely to work on samples taken during transient, e.g. ﬂaring activity.
The amplitude A of the disturbance decreases during its travelling. The
methods can be improved by accounting for the spatial variation of the amplitude
A = A(sx). However, this will add an extra dimension to these methods, which
means higher complexity. Another way of coping with this feature is to normalise
the amplitude in each pixel along the cut to the highest amplitude of the narrowband
signal measured at this pixel, before applying the methods.
Moreover, it is known that the amplitude of 3-min oscillations in sunspots is
modulated by long-period oscillations (e.g. Sych et al. 2012). Therefore, it is natural
to expect the same eﬀect in their coronal counterpart observed in EUV. This eﬀect
can be studied with the methods designed in this paper, by applying them to a
sliding window in time, imposed on a longer dataset. Likewise, the window can be
applied in the spatial domain. This will reveal any possible speed variations in time
and at diﬀerent locations.
The three methods were shown to work well on the AIA data in EUV band-
passes. These methods can also be applied to other imaging data-cubes, obtained
with other instruments and in other bands, e.g. UV, visible light and microwave.
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Figure 4.1: Application of CFT to R1(a), R2(c), D1(b), and D2(d). In each panel,
top left: the running diﬀerence of the time-distance plot, overlaid with the contour
(white dashed line) of the model function A cos(ωt − kx + φ) with the best-ﬁtted
parameters. Top right: the ﬁtting result of ω as a function of the spatial location.
The thick solid line is the weighted mean, the dashed lines indicate its uncertainties.
Bottom left: the ﬁtting result of k as a function of time. The thick solid line is the
weighted mean, and the dashed lines indicate its uncertainties. Bottom right: The
ω-k dispersion diagram and the calculation of phase speed Vp and its uncertainties.
The ﬁtted parameters are as follows: (a) for R1, ω = 0.0347 ± 0.00002 rad/s, k =
0.738±0.002Mm−1 , p = 181.2±0.1 s, Vp = 47.0±0.1 km/s; (c) for R2 ω = 0.0350±
0.00003 rad/s, k = 0.727 ± 0.005Mm−1, p = 179.7 ± 0.2 s,Vp = 48.1 ± 0.3 km/s;
(b) for D1 ω = 0.0349 ± 0.00003 rad/s, k = 0.762 ± 0.003Mm−1, p = 180.0 ± 0.1 s,
Vp = 45.8±0.2 km/s; (d) forD2 ω = 0.0349±0.00003 rad/s, k = 0.716±0.006Mm−1 ,
p = 180.0 ± 0.2 s,Vp = 48.6 ± 0.4 km/s.
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Figure 4.2: Application of DCF to R1(a), R2(c), D1(b), and D2 (d). In each panel,
the running diﬀerence of the time-distance plot is overlaid with the contour (white
dashed line) of the model function A cos(ωt−kx+φ) with the best-ﬁtted parameters.
The best-ﬁtted parameters are: (a) for R1, p = 240.7 ± 0.7 s, Vp = 48.8 ± 0.2 km/s;
(c) for R2, p = 177.2 ± 0.9 s, Vp = 65.8 ± 0.3 km/s; (b) for D1, p = 198.9 ± 0.7 s,
Vp = 44.5 ± 0.2 km/s; (d) for D2, p = 250.5 ± 2.2 s,Vp = 51.4 ± 0.5 km/s.
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Figure 4.3: Application of BSM to R1(a), R2(c), D1(b), and D2 (d). In each panel,
the running diﬀerence of the time-distance plot is overlaid with the contour (white
dashed line) of the model function A cos(ωt−kx+φ) with the ﬁtted parameters. The
ﬁtted parameters are as follows: (a) for R1, p = 180.0 ± 1.8 s, Vp = 47.0± 2.6 km/s;
(c) for R2, p = 178.0 ± 2.0 s, Vp = 49.0 ± 4.5 km/s; (b) for D1, p = 180.0 ± 1.0 s,
Vp = 47.0 ± 1.4 km/s; (d) for D2, p = 178.0 ± 1.0 s,Vp = 49.0 ± 2.8 km/s.
106






























































1 (b), and D
σ
2 (d). In each
panel, the running diﬀerence of the time-distance plot is overlaid with the contour
(white dashed line) of the model function A cos(ωt − kx + φ) with the best-ﬁtted
parameters. The best-ﬁtted parameters are follows: (a) for Rσ1 , p = 180.0 ± 1.0 s,
Vp = 48.0 ± 1.3 km/s; (c) for Rσ2 , p = 180.0 ± 1.0 s, Vp = 50.0 ± 2.6 km/s; (b) for
Dσ1 , p = 180.0 ± 1.0 s, Vp = 48.0 ± 1.3 km/s; (d) for Dσ2 , p = 180.0 ± 0.9 s,Vp =
50.0 ± 2.3 km/s.


































Figure 4.5: Comparison of the measurements obtained with CFT, DCF, BSM and
BSM(σ). Vp and p are plotted in the upper and lower panels, respectively. The solid
line is the corresponding average value and the dashed lines enclose the uncertainty of
1σ range in each panel. For R1 (diamond) and R2 (convolution), V¯p = 47.6±0.6 km/s
and p¯ = 179.7 ± 0.2 s. For D1 (square) and D2 (cross), V¯p = 49.0 ± 0.7 km/s and




























































Figure 4.6: (a)Measurement of the phase speed and period in R1 as a function of the
lag time, and those in D1 as a function of the smoothing time. (b) the corresponding
measurement in R2 and D2. In (a) and (b), the upper panel is the measurement of
Vp and the bottom one is of p. The measurements obtained with CFT, BSM and
BSM (σ) are shown in convolution, diamond and square, respectively.
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Chapter 5
Characteristics of propagating fast
magnetoacoustic waves
5.1 Introduction
The theory of magnetohydrodynamic (MHD) waves in structured plasma was de-
veloped in the 1970s and 1980s (e.g. Zajtsev & Stepanov 1975; Roberts 1981b,a;
Edwin & Roberts 1982, 1983b). During the past decades, various MHD wave modes
were conﬁdently detected with modern instruments, and were exploited for seismo-
logical applications (see reviews by, e.g., Nakariakov et al. 2005; De Moortel &
Nakariakov 2012). Standing fast kink waves were detected in the closed coronal
loops (e.g. Nakariakov et al. 1999; Aschwanden et al. 1999; White et al. 2012) and
in post-ﬂare arcades (Verwichte et al. 2005). The global (fundamental) kink mode
was implemented to estimate the magnetic ﬁeld strength (so called MHD seismology,
e.g. Nakariakov & Ofman 2001). Propagating fast kink waves were found in the
coronal loops (Williams et al. 2002; Tomczyk et al. 2007; Van Doorsselaere et al.
2008). Trapped fast sausage modes, due to the existence of the cut-oﬀ wavenumber
(Nakariakov et al. 2003), are only supported by suﬃciently thick and dense loops.
Some spatially-resolved radio imaging observations were consistent with the features
of fast sausage waves (e.g. Asai et al. 2001; Melnikov et al. 2005). Standing slow
mode waves were detected as intensity and Doppler-velocity oscillations in the post-
ﬂare loops using spectrometric data (Wang et al. 2003). Propagating slow mode
waves were conﬁdently detected near the footpoints of active region loops (e.g. De
Moortel et al. 2000; Marsh et al. 2009; Wang et al. 2009a; Verwichte et al. 2010;
Yuan & Nakariakov 2012, and Chapter 4).
In the SDO/AIA era (Lemen et al. 2012; Boerner et al. 2012, and Chapter 1),
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the full solar disk is recorded with high temporal and ﬁne spatial resolution. It allows
for conﬁdent detection of sporadically occurring coronal fast magneto-acoustic waves
(Liu et al. 2011; Shen & Liu 2012). It was found that quasi-periodic propagating
fast waves exhibit similar periodicities (with the most prominent peak at about 3-
min) with the quasi-periodic pulsations (QPP) in X-ray emission (Liu et al. 2011;
Ofman et al. 2011). This result is consistent with previous studies, where 3-min
oscillations are sourced to the chromospheric level in sunspot umbrae and found to
modulate QPP in the form of slow mode MHD waves (Sych et al. 2009). Also, ﬂares
are known to generate non-thermal electrons that are responsible for microwave and
X-ray emissions. Moreover, ﬂares can excite MHD oscillations. The relationship
of QPP in microwave and X-ray emission and coronal MHD waves was intensively
investigated (see review by, e.g. Nakariakov & Melnikov 2009).
It was demonstrated that, if an impulsively-generated fast magntoacoustic
wave is guided by a region of low Alfvén speed (i.e. coronal loop, current sheet),
the wave at a distance away from the source develops into a quasi-periodic wave
train with pronounced frequency and amplitude modulation owing to the dispersion
properties of guided fast waves (Roberts et al. 1984; Murawski & Roberts 1994). The
time signature shows a very typical tadpole wavelet spectrum: a narrow-spectrum
long-period head is followed by a broad-spectrum short-period tail (Nakariakov et al.
2004). However, such tadpole wavelet spectrum is only prominent if the initial
spectrum is suﬃciently broad and situates mostly above the cut-oﬀ wavenumber
(Nakariakov et al. 2005). Also, the radio emissions associated with solar ﬂares were
found to be modulated by propagating fast waves and exhibit evident tadpole wavelet
spectra (Mészárosová et al. 2009a,b).
In this chapter, we report the observation of distinct quasi-periodic propa-
gating fast magneto-acoustic wave trains (QPF). The QPF processes was described
in Sec. 5.2. The analysis and results are presented in Sec. 5.3. The discussion and
conclusion are given in Sec. 5.4.
5.2 Observations
We report an observational study of a QPF wave event on 30 May 2011. A GOES
C2.8 ﬂare occurred at 10:48 UT in active region AR11227. Propagating fast magneto-
acoustic wave trains were observed as intensity perturbations at a distance about
110Mm from the ﬂare epicentre at 10:50:12 UT. They are only detected in the AIA
171 Å bandpass. The lag time between the ﬂare occurring and the ﬁrst wavefront
appearing is about 2.2min. The average energy transit speed is estimated at about
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833 km/s, well in the Alfvén (fast) wave speed range under the coronal conditions.
The data preparation and initial analysis were presented in Shen & Liu (2012). A
shorter data set for about 26min was used starting from 10:45 UT. The data cube
is a set of images in size of 834× 834 pixels. The images were normalised with their
exposure times, and were interpolated into a uniform time grid with a 12 s cadence.
It was shown that the GOES and RHESSI light curves exhibit a very steady
increase in the particle counts during the ﬂare, no ﬁne structure of ﬂare emission
was signiﬁcantly detected in the soft and hard X-ray bands (Shen & Liu 2012). To
show the ﬁne structure of the ﬂare pulsations, we obtained the radio observation in
the same time interval (10:45 - 11:11 UT) in 173.2MHz and 228.0MHz provided by
the Nançay Radioheliograph (NRH, cf. Fig. 5.2, top panel). It reﬂects the radio
emission of the ﬂare-accelerated non-thermal electrons.
5.3 Analysis and results
We identify three distinct wave trains in this QPF event, they exhibit diﬀerent
properties: (we denote the wave trains as Train-1 or T1, Train-2 or T2 and Train-3
or T3, cf. Fig. 5.1):
1. There are obvious gaps in space (time) between the leading and trailing trains,
about 40.7 Mm (72 s) between T1 and T2, and about 35.0 Mm (90 s) between
T2 and T3.
2. The wavelengths (periods) are quite diﬀerent, 33.7± 0.6Mm (58± 1 s), 24.4±
0.1Mm (40±0.5 s ) and 25.7±0.3Mm (38±1 s ) for T1, T2 and T3, respectively.
3. The wave trains exhibit diﬀerent initial phase speeds: 735 ± 58 km/s (T1),
845 ± 42 km/s (T2) and 820± 90 km/s (T3)
4. The wave trains agree in arising time with radio bursts generated by the non-
thermal electrons (cf. Fig. 5.2, top panel).
Therefore, we divide the QPF into three wave trains and measure their parameters
separately.
We ﬁrst look at how the wave trains are correlated with the ﬂaring radio
bursts. It was found that the frequency of radio emission in the magnetic reconnec-
tion site and energy releasing region are in the range of 400-1000 MHz (Bastian et al.
1998). The radio emission at 173.2MHz is sourced at lower height than 228.0MHz,
but both above the magnetic reconnection site and energy release region (Bastian
et al. 1998). This explains the time lag between the NRH radio bursts and the
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ﬂare start time. The ﬂare started at 10:48 UT. The ﬁrst radio burst arose at about
10:49:12 UT in 228.0MHz band. Train-1 started at about 110 Mm from the ﬂare
epicenter at about 10:50:12 UT. The radio emissions in 173.2MHz peaked at about
10:50:30 UT, slightly lagged behind Train-1. The second radio burst appeared be-
tween 10:53 and 10:55 UT, ﬁrst appearing in 228.0MHz, then in 173.2MHz. Train-2
started at 10:54:24 UT about 1 min after the burst in 228.0MHz. The third radio
burst appeared between 10:57 and 11:00 UT, only in 173.2MHz, no signiﬁcant burst
is detected in 228.0MHz. The start time of Train-3 was at 10:58:12 UT during the
third radio burst. We infer that at least three ﬂaring energy pulses were released
during the ﬂare. The energy releases apparently triggered both fast wave trains, and
accelerated non-thermal electrons that were transported to higher atmosphere and
generated radio bursts. Therefore the fast wave trains and radio bursts exhibit a
steady correlation in their start times.
The dispersive evolution of impulsively-generated fast wave trains is deter-
mined by the density proﬁle of the waveguide. The time signature of the wave train
displays a characteristic tadpole wavelet spectrum, exhibiting a gradually decreasing
period and hence a streching wavelength (Nakariakov et al. 2004).
In Fig. 5.3, we display the spatial variation of the wavelengths of the wave
trains along L3. It is shown that the wavelengths stretch along the open coronal
loops. It is another indicator, besides a decreasing period, of dispersive evolution of
the fast wave trains. The time signature and wavelength of QPF indicates that the
fast magneto-acoustic wave is likely to be triggered by an impulsive energy source.
To diagnose the loop density proﬁle as suggested by Nakariakov et al. (2004) is not
possible at the current stage, due to limited temporal resolution.
Fig. 5.4 (top panel) illustrates that the wave amplitudes increase with dis-
tance, peak and then decay gradually. This eﬀect is very prominent in Train-2: it
reaches a maximum amplitude at about 180 Mm, about the 21% larger than the
value at about 130 Mm.
The amplitude proﬁle normal to the wave vector is resolved with SDO/AIA
as well. A wave front evolution of Train-2 is displayed in Fig. 5.5. The transverse
distribution of the wave amplitude was approximated with a Gaussian proﬁle. It
shows that the wave front extends gradually along the waveguiding structure. It was
found that the density perturbations of a kink (sausage) wave inside and outside a
coronal loop exhibit in-phase (out-of-phase) motion (Cooper et al. 2003b). The wave
propagation observed as intensity perturbations inside and outside the coronal loop
are in-phase in our case. Such a spatial structure is more consistent with the kink
mode polarised along the line-of-sight. In such case, the kink mode can be observed
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as emission intensity variations because of its modulation to the line-of-sight column
depth of the oscillating plasma structure (Cooper et al. 2003a).
We used the Best Similarity Measure method (BSM, Yuan & Nakariakov
2012, and Chapter 4) to obtain the phase speed and estimate its error (Fig. 5.2,
bottom panel). Fig. 5.4 (bottom panel) shows that the wave trains started with
slightly diﬀerent initial phase speeds: 735 ± 58 km/s (T1), 845 ± 42 km/s (T2) and
820 ± 90 km/s (T3). However they appears to end up with the same projected
phase speed at about 600 km/s. The deceleration was found to be 1.35±0.67 km/s2,
2.27 ± 0.39 km/s2 and 1.31 ± 0.56 km/s2 for T1, T2 and T3, respectively.
5.4 Discussion and conclusion
We observed a QPF event with distinct fast wave trains. The wave trains are found
to correlate in start time with the radio bursts observed with NRH. The wave fronts
appeared not in the ﬂare epicenter but a distance of about 70-110 Mm away, no
signiﬁcant intensity perturbation was detected in-between. Such a behaviour is con-
sistent with the interpretation in terms of the kink mode, provided the waveguide is
of a loop shape. In this case, the kink mode can become visible only in the segment
of the loop that has a preferable angle to the line-of-sight (Cooper et al. 2003a).
The wave trains are found to correlate well in start time with radio bursts
observed with NRH (Fig. 5.2, top panel). The wave trains and the non-thermal elec-
trons (radio burst) apparently originate from the same energy release. The observed
fast wave trains have wavelength modulation: components with longer-wavelength
propagate faster. Such a behaviour is consistent with the dispersion of fast magneto-
acoustic waves in ﬁeld-aligned plasma waveguides (Nakariakov et al. 2004).
The QPF wave amplitudes were found to amplify during its passage, then
started to decay since the midway (Fig. 5.4, top panel). The wave amplitude is
determined by both the wave energy and the properties of the waveguide, e.g. the
density stratiﬁcation. As the wave propagates along the open coronal structure, the
wave energy spreads to a broader extent, therefore, the wave amplitude tends to
decrease. The density stratiﬁcation along the loops are prone to amplify the wave
amplitude. These two factors can lead to the appearance of a maximum amplitude
in the midway.
The amplitude distribution normal to the wave vector follows a Gaussian
proﬁle. Such a spatial structure is prescribed by the kink eigenmode of the waveg-
uide. Moreover, the wave propagation inside and outside the loop exhibit in-phase
collective motions. This feature is more consistent with fast kink wave.
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Table 5.1: Observables and physical parameters of the QPF wave trains
Parameters Train-1 Train-2 Train-3
Start time 10:50:12 UT 10:54:24 UT 10:58:12 UT
End time 10:56:12 UT 10:59:12 UT 11:02:36 UT
Start position ∼110Mm ∼80Mm ∼70Mm
Spatial lag · · · ∼40.7Mm ∼35.0Mm
Time lag · · · ∼72 s ∼90 s
Number of wavefronts 3 (+ 1 diﬀraction) 5 ∼5
Wavelength 33.7 ± 0.5Mm 24.4 ± 0.1Mm 25.7 ± 0.3Mm
Period 58± 1 s 40± 0.5 s 38± 1 s
Deceleration 1.35 ± 0.67 km2/s 2.27 ± 0.39 km2/s 1.31 ± 0.56 km2/s
The projected propagating phase speed was found to be in the Alfvén speed
range (about 735− 845 km/s). The speed diﬀerence reaches about 15% for diﬀerent
wave trains at the start position, but the wave trains end up with the same phase
speed at about 600 km/s. The deceleration was found to be 1.35 ± 0.67 km/s2,
2.27±0.39 km/s2, 1.31±0.56 km/s2 for T1, T2 and T3, respectively. The deceleration
may be caused by the decrease in the Alfvén speed (a joint eﬀect of the magnetic
ﬂux tube divergence and stratiﬁed density along the loops). However, it may also
be a contribution of projection eﬀect.
The observation of fast magneto-acoustic waves provide useful information
on the connectivity with ﬂare pulsations. The ﬁne measurements of its wave pa-
rameters reﬂects the details of the plasma and magnetic ﬁeld. It is potential tool to
probe the physical parameters. However, numerical simulations are required to fully
understand the wave generation, propagation and decay.
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Figure 5.1: (a) The AIA ﬁeld-of-view in 171 Å displaying the active region AR11227
and the ﬂare epicenter. (b)-(d) Running diﬀerence images illustrating the QPF wave
trains. The wavefronts of three distinct wave trains are marked by arrow groups in
varied color. The solid lines (L1-L5) forming a fan geometry are the cuts used in
making time-distance arrays. The dashed arcs are equally spaced as 100 Mm-scale
in the radial direction of the fan for reference purpose.
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Figure 5.2: Top panel: The radio emission of AR11227 in NRH 173.2MHz and
228.0MHz band and the RHESSI hard X-ray count rate in 12-25 KeV. The start
time of the ﬂare, Train-1, Train-2 and Train-3 are labeled at the time axis. Bottom
panel: The time-distance plot for L3. The samples used to measure the phase speed
are enclosed in blue rectangles, the centers are labeled in red cross. The measured



























Figure 5.3: The instant cuts along L3 at speciﬁc times displaying the wavelength
during the wave train evolutions. The horizontal axis denotes the distance along the
wave path. The observation times for each snapshot are shown in the panels. The
vertical dotted lines mark the approximate positions of the wave fronts.
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Figure 5.4: The wave amplitude (top) and projected phased speed (bottom) are
plotted as a function of the distance to the ﬂare epicenter for the wave trains
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Figure 5.5: Top panel: wave front evolution of Train-2 as a function of time. The
red curves are gaussian proﬁles, the linearly increasing widths are adjusted manually.
Bottom panel: an example (72 s) of cross-sectional distribution of amplitude and the
gaussian ﬁt (red curve)
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Chapter 6
Leakage of long-period oscillations
to the corona
6.1 Introduction
Propagating EUV disturbances with periods of the order of several minutes or less
are discussed in Chapters 4 and 5. Longer period oscillations are detected in sunspot
chromosphere and transition region as well (Nagovitsyna & Nagovitsyn 2001, 2002).
The oscillations of tens up to hundreds of minutes were observed as modulations of
the radio emission (Gelfreikh et al. 2006). The line-of-sight velocity oscillations with
periods ranging from 60 to 80 min were found in the analysis of the Doppler shift
of spectral lines in sunspots (Efremov et al. 2009). Long-period oscillations (16–88
min) of the radio emission intensity over sunspots were recently studied with the
Nobeyama Radioheliograph (NoRH) (Chorley et al. 2010, 2011).
Theoretical studies argue that these long-period (low frequency) oscillations
are well below the cut-oﬀ frequency (e.g. Bel & Leroy 1977, and Sec. 1.2.3), thus
cannot appear in the corona. However, in the corona, long-period oscillations have
been detected in the EUV emission with multiple instruments and in diﬀerent band-
passes. For example, propagating waves with long periods (10–15 min) were ob-
served in coronal loops with EIT (Berghmans & Clette 1999), TRACE (McIntosh
et al. 2008) and STEREO/EUVI (Marsh et al. 2009). Wang et al. (2009b) reported
two signiﬁcant periodicities of 12 and 25 min in the intensity and Doppler shift varia-
tions over a coronal diﬀuse structure with Hinode/EIS. Prominence oscillations with
periods ranging from 20 min up to several hours were reported as well (Foullon et al.
2004, 2009; Tripathi et al. 2009; Hershaw et al. 2011).
Likewise, long-period oscillations have been observed in the upper corona and
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the solar wind. In particular, Ofman et al. (2000b) detected an oscillation of the
polarised white-light brightness with a 30 min period at 1.9R⊙ in a polar coronal
hole. Similar periodicities in the low-energy charged particle ﬂux were found to be
modulated by the variation of the interplanetary magnetic ﬁeld, which may be of
solar origin (Thomson et al. 1995). Moreover, Kepko & Spence (2003) established a
high correlation of solar wind density variations and the ultra low frequency (ULF)
oscillations of the Earth’s magnetosphere, with the power spectrum peaks being
located at 0.1, 0.2 and 0.6 mHz.
Thus, there appear questions as to whether the long-period oscillatory phe-
nomena, observed in diﬀerent parts of the solar atmosphere, are connected with one
another, and how this connectivity is carried out. For example, for 3-min chromo-
spheric oscillations in sunspots (see Chapter 3), the possibility of the acoustic wave
leakage into the corona has recently been demonstrated numerically (Botha et al.
2011), but for longer periods a similar mechanism has not been developed. Also, a
related question is whether the atmospheric long-period oscillations are anyhow con-
nected with the long-period gravity-driven oscillations of the solar interior. Indeed,
the solar g-mode periods are estimated in the range of 16 min to 28 h (e.g. Appour-
chaux et al. 2010), these are similar to the periods of the atmospheric oscillations.
The aim of this paper is to contribute to our understanding of this connectivity.
Here, we analyse long-duration observations of active region AR8253 in the
171 and 195 bandpasses of TRACE, for ﬁve days. We aim to fully take advantage
of the long dataset and search for the long-period oscillations and its originality in
combination with NoRH 17GHz radio data. The dataset and its pre-processing are
described in Section 6.2; the orbital eﬀects are discussed in Section 2.1; the power
spectrum analysis and the elimination of the orbital artifacts are presented in Section
6.4, and ﬁnal conclusions are given in Section 6.5.
6.2 Dataset
6.2.1 Observations
TRACE targeted AR8253 almost continuously for about 5 days, from 30 Jun to 4
Jul 1998. The images were taken with the half ﬁeld-of-view (FOV), 512×512 pixels,
at the full resolution of 0.5 arcsec/pixel in 171 and 195 bandpasses. The typical
cadence time was either ∼ 41 or ∼ 30 s. The imaging interval between consecutive
images in the 171 and 195 bandpasses was normally 11 s. The data contained
several gaps, lasting from ∼ 20 min to ∼ 4 hours, but the total observation time
covered about ∼ 70% of the time span in both EUV bandpasses. Radio observations
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at 17GHz were provided by NoRH. It operates daily from 22 : 45 to 6 : 30 UT of the
next day, providing data at 10 s cadence with spatial resolution of 10 arcsec/pixel.
6.2.2 Pre-processing
The TRACE datacubes were prepared with the standard routine TRACE_PREP
in Solar Software with standard pre-processing keywords. The EUV images were
calibrated with white-light pointing; the spikes and streaks from radiation belts
and cosmic rays, plus the readout noise, were removed; the ﬂux intensities were
normalised to the exposure time. The image coordinates were co-aligned at the ori-
gin of the solar disk in Heliocentric-Cartesian Coordinates to correct the spacecraft
re-targeting. The fan-like structure (Fig. 2.1(a)) was tracked with the co-moving
frame following the solar surface diﬀerential rotation. The spacecraft pointing drifts
(Handy et al. 1999), plus the uncertainties of the solar rotational model, were min-
imised by cross-correlation oﬀsets. Two co-aligned sub-datasets (128 × 128 pixels)
were taken for further analysis (Fig. 2.1(b)).
The NoRH 17GHz radio data was synthesised with the Koshix algorithm.
The sunspot was located in the full-disk image and followed with a solar co-rotating
box of size (36× 36 pixels) (see details in Chorley et al. 2010). The FOV was chosen
to coincide with the EUV observations. The position of the region of the microwave
emission intensity is contoured in the dashed line in the EUV image in Fig.2.1(c).
The strong gyro-resonant emission is situated in the sunspot chromosphere. Above
it, the fan-like diﬀuse structure in the corona is a magnetic ﬁeld extension from the
sunspot (Fig.2.1(a)).
6.2.3 Co-alignment and dejittering
As the TRACE observation spans over 100 hours, the images had to be co-aligned
and have jitter removed. Four images were selected for each day as the reference
for cross-correlation and were co-aligned by overlapping the footpoint within an
accuracy of less than 1.5 pixels. The rest of the images were smoothed with a boxcar
of 10 × 10 pixels, then aligned by the oﬀset calculated by cross-correlating to the
corresponding reference image. The oﬀsets were treated as time series and smoothed
by running averaging to suppress the noise. This approach is more eﬃcient than
any smoothing in the images. However it becomes very unstable to the outliers
introduced by disruption(s) to the image topology.
There are three types of outliers (Gounder et al. 2007) in the oﬀsets: 1)
Additive outliers (AO) are single exotic values, normally due to CCD saturation
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bleeds that ruin part(s) of an image. AOs are easily detected by thresholding and
replaced with neighbouring values; 2) Innovational outliers (IO) appear as an abrupt
step of the average, during which part of the region of interest is out of the FOV;
IOs are corrected by restoring the mean; 3) Transitory change outliers (TCO) are
spikes in the time series that disappear gradually. A ﬂare or a bright point normally
induces TCO. TCOs are replaced by linearly interpolated values between the points
before and after the event (about 0.5 –1 hour).
The global accuracy of the co-alignment over 5 days is less than 1.5 pixels,
the local relative accuracies (over several hours) are normally as good as 0.5 pixel.
The appearances of TCOs deteriorate the co-alignment accuracy to ∼ 2 or 3 pixels
for about 0.5 – 1 hour, these parts are deliberately avoided in later analysis.
6.3 Spectral analysis
In the selected time interval, the active region AR8253 was observed for a suﬃciently
long time to detect long-period oscillations, with least disruptions. In the selection
of a suitable time interval, we opted to minimise the presence of large data gaps, as a
time series containing them lacks a signiﬁcant portion of information, and the power
spectrum may be totally erroneous irrespective of the spectral analysis technique.
The analysed series of the EUV images were not uniformly sampled, and the data
has to be re-sampled into uniform time grid by interpolation. Even though, as the
data contained some gaps, its power spectrum was obtained with the Lomb-Scargle
periodogram technique (Scargle 1982; Horne & Baliunas 1986, also see Sec. 1.3.2).
This technique is speciﬁcally applicable to the analysis of unevenly sampled data. It
overcomes the diﬃculty posed by unevenness, reduces side-lobe eﬀects and can focus
on a certain range of frequencies.
De-trending is applied to the time series by removing the running average
before spectral analysis. This process removes the ultra-long period trend, it is
normally comparable to the range of the time series and contains the large portion
of the total power. De-trending relatively suppresses the low-frequency bandpass and
highlights the high-frequency part. We remove 30 min running average in the time
series in studying the orbital eﬀect (Fig.2.3), a diﬀerent averaging time only results
in changes in the relative power of the peaks. In obtaining Fig.6.1, we subtracted
60-min running average from the time series.
In order to distinguish the peaks out of orbital artifacts (see Sec.2.1), we ap-
plied temporal ﬁltering to the time series. The orbital harmonics are removed by sub-
tracting sinusoidal functions from the time series iteratively with date-compensated
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discrete Fourier transform (DCDFT),
yˆ(t) = y(t)− [d0 + d1 sin(2πft) + d2 cos(2πft)] (6.1)
where f is a orbital harmonic frequency, the coeﬃcients d0, d1, d2 are estimated
according to Ferraz-Mello (1981). Spectral ﬁltering was also attempted, an abrupt
window would bring in edge eﬀects to the spectrum, while a smooth one may not
completely remove the peak (see Inglis & Nakariakov 2009). DCDFT can be done
without tackling the spectral domain, it calculates the accurate magnitude of the fre-
quencies, but sometimes residual peaks may appear around the removed component
(see Fig.6.1(e) and (f) and discussions in Sec.2.1).
Referring to the signiﬁcance level of the detected peaks, no scheme is well
accepted by the community, as the distribution of random noise is unknown, a certain
assumption of noise distribution has to be made. Moreover, the processing of the
data, e.g. de-trending, ﬁltering, destroys the independence of the measurements
and coherence of the time series (Hernandez 1999), while these steps are normally
unavoidable.
We estimated the false alarm probability (FAP ) at 0.01 to the spectrum,
assuming Gaussian noise distribution based on Horne & Baliunas (1986). FAP is
the probability to reject a detected peak, it only applies to the highest peak in the
spectrum, thus, we subtract the highest peak from the time series using equation
Eq. (6.1) and repeat this process to the rest of the peaks until all whole spectrum is
below the signiﬁcant level. All peaks quoted in the following text are lower than the
0.01 signiﬁcance level by default, unless speciﬁed such as the bracketed numbers in
Table.6.1, they are illustrated in iteration order in Fig. 6.2 (171Å), Fig. 6.3 (195Å)
and Fig. 6.4 (17 GHz radio). We also perform Fisher’s randomisation test (Linnell
Nemec & Nemec 1985b; O’Shea et al. 2001; Yuan et al. 2011, and Sec. 1.3.6) to all
the detected peaks in the power spectrum (cf. Sec. 1.3.6). We run 1000 permutations
in our studies, the maximum uncertainty is σ(p) = 0.5M−0.5 = 0.016. If p = 0.0 is
obtained, we quote as p < 0.01 by considering the error bar. It is done by iteratively
removing the highest peak in the spectrum as described by equation Eq. (6.1). We
use the time series analysis package PERIOD developed by the Starlink Project
(Dhillon et al. 2001). All results are included in Table.6.1.
6.4 Results
We selected a time series (1998-07-03 00:47-09:00 UT) of a de-rotated macro-pixel
(3 × 3 pixels) situated along the mid-way of the slit (Fig. 2.1(b)) in the image in
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171 Å. A time interval aﬀected by a C1.3 GOES-class ﬂare (11:19-11:33 UT) was
cropped. There are several images corrupted by CCD saturation bleeding between
09:00 - 10:00 UT, and we simply crop this part. We attempted removing the bad
images manually, and included one more hour to the time series, but it resulted in a
tiny diﬀerence compared to Fig.6.1. The power spectrum of the signal is shown in
Fig. 6.1(a). It contains a mixture of peaks, including the orbital artifacts.
We did the same spectral analysis to macro-pixels out of the fan structure,
only the orbital artifacts and/or other random peaks due to noise or unknown sources
were found. It suggests that the peaks possibly of solar origin are only localised to the
diﬀuse structure. We enlarged the macro-pixel size from 3×3 pixels to 20×20 pixels,
the corresponding power spectrum is shown in Fig. 6.1(c). Since the orbital artifact
exist in all pixels, it is seen that the rest of the peaks are smoothed out and buried
in the relatively enhanced orbital harmonics. In order to identify the disappearing
peaks and distinguish signals of solar origin from the noise within the data and
artifacts due to spectral leakage of the orbital harmonics, we also performed ﬁltering
to the signal, as speciﬁed in Sect.6.3. The spectrum (see Fig. 6.1(e)) after ﬁltering
out the orbital harmonics, shows signiﬁcant peaks. The result is conﬁrmed by the
195 Å data, displayed in Fig.6.1(b), (d) and (f). The results are summarised in Table
6.1.
Outside the orbital periodicity and its higher harmonics, we detected signiﬁ-
cant spectral peaks at 0.123, 0.222, 0.262, 0.302, 0.382, 0.421 and 0.579 mHz in the
TRACE EUV 171 Å emission from a fan-like coronal structure in the active region.
These peaks are detected with FAP (p < 0.01) in both Horne & Baliunas (1986) and
Fisher randomisation test (see Fig.6.2 and Table.6.1). In the EUV 195Å data, we
only detected 0.262 and 0.559 mHz with FAP < 0.01 in both two signiﬁcance tests.
In the Horne & Baliunas (1986) test, the peaks at 0.202 and 0.320 mHz were found to
have FAP > 0.01, while in the Fisher randomisation test, the former peak was found
signiﬁcant (p < 0.01) and the latter was detected with poor conﬁdence (p = 0.20).
The FAP s of 0.440 and 0.500 mHz are both < 0.01 in the Horne & Baliunas test
and estimated at p = 0.018 and p = 0.025 in randomisation test respectively. (see
Fig.6.3 and Table.6.1)
Similar analysis was performed to the 17GHz radio intensity data obtained
with NoRH, which is ground-based and free of the orbital eﬀects. The available
time series was 1998-07-03 02:55 - 06:30 UT. The power spectrum indicates the
existence of long-period oscillations (Fig. 6.1(g)). We found spectral peaks in 0.220,
0.314, 0.467 and 0.582 mHz with very good conﬁdence (p < 0.01) in both Horne &






Figure 6.1: (a) and (b) Power spectra of the time series (1998-07-03 00:47 - 09:00
UT) of a macro-pixel (3× 3 pixels) situated along the mid-way of the slit (Fig.2.1(b)
in EUV 171 Å (left) and 195 Å (right). (c) and (d) The corresponding spectra
of an enlarged macro-pixel(20 × 20 pixels). (e) and (f) The power spectra after
ﬁltering out the orbital frequencies. (g) The power spectrum of NoRH 17GHz radio
emission, (1998-07-03 02:55 - 06:30 UT). The vertical dot-dot-dashed lines are the
orbital frequency and its higher harmonics. A horizontal dashed line indicates the
99% conﬁdence level in all the panels (see Subsection 6.3). The detected peaks in
all the bandpasses are summarised in Table 6.1
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Figure 6.2: Lomb-Scargle periodograms of 171 Å data shown after iteratively sub-
tracting the highest peak in the spectrum with power above 1% of FAP (dashed
line). The iteration is displayed in order from left to right, top to bottom.
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Figure 6.3: The same analysis to 195 Å data as in Fig.6.2. The iteration stops earlier
than those for 171 Å data, but we note peaks with power below 99% conﬁdence level,
near 0.202 and 0.320 mHz, that may be of relevance.
1
Figure 6.4: The same analysis to NoRH 17 GHz data as in Fig.6.2
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Table 6.1: Summary of the detected peaks and signiﬁcance
Bandpass 0.17 ∼ 0.35 mHz 0.35 ∼ 0.52 mHz 0.52 ∼ 0.69 mHz
TRACE 171Å f (mHz) 0.222 ± 0.008 0.262 ± 0.008 0.302 ± 0.008 0.382 ± 0.008 0.421 ± 0.008 0.579 ± 0.008
P (min) 75± 2.7 64± 1.9 55± 1.4 44 ± 0.9 39± 0.8 29± 0.4
p-value < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
TRACE 195Å f (mHz) [0.202 ± 0.008] 0.262 ± 0.008 [0.320 ± 0.008] 0.440 ± 0.009 0.500 ± 0.008 0.559 ± 0.009
P (min) [83± 3.3] 64± 1.9 [52± 1.3] 37 ± 0.8 33± 0.5 30± 0.5
p-value < 0.01 < 0.01 0.20 0.018 0.025 < 0.01
NoRH 17 GHz f (mHz) 0.220 ± 0.020 . . . 0.314 ± 0.019 0.467 ± 0.020 . . . 0.582 ± 0.019
P (min) 75± 6.9 . . . 53± 3.2 36 ± 1.5 . . . 29± 0.93
p-value < 0.01 . . . < 0.01 < 0.01 . . . < 0.01
Average frequency (mHz) 0.221 ± 0.020 . . . 0.312 ± 0.020 . . . . . . 0.573 ± 0.020
All listed frequencies and corresponding periods have FAP < 0.01 according to the Horne & Baliunas (1986) test, except for the values
indicated between square brackets (found in the 195 Å time series and of potential relevance given their closeness to significant values found
in other bandpasses). The p-value indicates the false alarm probability from the Fisher randomisation test.
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6.5 Conclusions
In this study, we selected time sequences of a ﬁve day sample of TRACE obser-
vations over AR8253 to study the long period coronal oscillations. We noted that
0.221, 0.312, 0.573 mHz oscillations ( see Table 6.1) were present both in EUV emis-
sions in the corona and radio signal in the chromosphere, they were found with hight
conﬁdence both in the Horne & Baliunas and Fisher randomisation tests. We con-
clude that the 0.221, 0.312, 0.573 mHz spectral peaks are of solar origin and are
present both in the chromosphere and the corona. Since the diﬀuse structure in
the corona is the magnetic ﬁeld extension of the sunspot, propagating EUV distur-
bance (slow magnetoacoustic wave, see introduction in Sec. 6.1) was seen persistent
for days. They were found to leak from the sunspot (Shibasaki 2001; Sych et al.
2009). It strongly implies as well the connectivity of the long period oscillations in
the chromosphere and corona.
The nature of the long-period oscillations has not been understood yet. It
can have several interpretations. For example, the 0.312 mHz oscillation was also
well detected in 17 GHz radio emission in sunspot oscillations (Chorley et al. 2010,
2011). The 0.221 mHz oscillations are very close to the l = 2, n = −3 or l = 3, n =
−5 g-mode (note: the same 2l + s combinations pronounce the same frequency,
see Turck-Chièze et al. 2004), while the 0.583mHz could be associated with the
l = 1 g-mode (see García et al. 2007). The slight discrepancy can be attributed
to observational uncertainties, unresolved multiplet splitting at azimuthal order m
due to solar interior rotation or other dynamical processes. In this case, one can
speculate that the energy of g-modes, which cannot reach the solar surface, can be
channelled by the magnetic ﬁeld from the deeper layers of the solar interior, especially
the less eﬃciently trapped low-l modes, and hence be seen in the regions of the
magnetic concentrations such as the sunspots. The variations of the parameters of
the plasma surrounding a magnetic ﬂux tube in the convection zone by a g-mode
could excite trapped MHD waves propagating along the tube to the solar surface.
Thus, the magnetic ﬂux tubes forming the sunspot could act as a waveguide with
little attenuation of the g-mode signal. However, rigorous analysis of this mechanism
remains to be performed. Another possibility is the global oscillations of the sunspot,
proposed in terms of the shallow sunspot model (Solov’ev & Kirichek 2008).
Another puzzle is the presence of long-period oscillations in the corona, found
in this study. Waves with the periods much longer than the acoustic cut-oﬀ period
(normally 200-300 s in the chromospheric plasma) (Bel & Leroy 1977) are believed to
be stopped at the chromosphere. One possibility is that the wave is indeed evanescent
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above the chromosphere, but its penetration depth is suﬃciently large to be detected
in the corona. Another option could be some kind of wave-guiding by the magnetic
ﬁeld, while its nature needs to be revealed. However, it could not be ruled out that
the detected long-period oscillations in the chromosphere and in the corona have the
same period by pure coincidence.
In any case, the detection of long-period oscillations in the lower corona is
a promising signal to help the understanding of the magnetic connectivity of the




In this thesis, I have engaged in detailed observational studies of compressive MHD
waves in various plasma structures in the solar atmosphere and explore their diag-
nostic potential.
Chapter 1 is divided into three introductory sections. In Sec. 1.1, I intro-
duced the structure and activity of the Sun, the solar emission and instrumentation.
The basic physics of MHD wave theory in various structured media was detailed
in Sec. 1.2. I also summarised in Sec. 1.3 the methods of time series analysis used
throughout this work.
In Chapter 2, I addressed the instrumental artifacts and noise analysis con-
fronted during this study. These results were based on the contents published in
Yuan et al. (2011) (Sec. 2.1), Yuan & Nakariakov (2012) (Sec. 2.3) and un-published
notes (Sec. 2.2).
By taking the spatially-averaged intensity of an active region and a rather
quiet region in a TRACE EUV image cube, the power spectra show a set of harmonic
frequenies (96 min, 48 min, 32 min and 24 min). This was found as the non-linear
harmonics of the CCD temperature variation, which follows the TRACE orbital
period (96 min, Yuan et al. 2011). The orbital periodicity and its harmonics have to
be removed from the light curve obtained in the image cubes, then further analysis
of other long-period oscillations can be done without wrong interpretation.
In analysing AIA images, I found that discretely cropping the AIA images
introduces an artiﬁcial periodicity (about several min) into the light curves, especially
in the regions with high intensity contrast (see Sec. 2.2). This periodicity is not a
constant, but varies with the solar latitude due to the solar diﬀerential rotation and
the longitude projection. It is very close to the 5-min p-mode signal, it may be
mistakenly interpreted as a physical signal (for example by Shen & Liu 2012).
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I performed noise analysis to the AIA image ﬂux, and formulated the compo-
nents that contribute signiﬁcantly to the image ﬂux noise (Yuan & Nakariakov 2012).
It was found that, for the image ﬂux lower than about 100 DN, the signiﬁcant noise
arise from the image pre-processings. While for those between about 100 DN and
10000 DN, the photon noise is the main part in the ﬂux noise. The despike noise
may become signiﬁcant during ﬂares or CMEs.
Chapter 3 presented the study on sunspot waves and oscillations. This chap-
ter comprises an introductory Sec. 3.1, Sec. 3.2 and Sec. 3.3 based on Yuan et al.
(2013a) and Yuan et al. (2012), respectively.
Sec. 3.2 discussed the detection of high-order azimuthal MHD body modes
in sunspot (Yuan et al. 2013a). The 5–min oscillation was found to form a ring
structure enclosing the sunspot umbra (see e.g. Yuan et al. 2012). I designed 5–min
mask by locating the pixels within which the dominant oscillating period ranges
from 4.5 to 5.5. This is performed for sunspot AR 11131 with AIA data in the 1700
Å, 1600 Å and 304 Å bandpasses. Within the 5–min mask I obtained the power
maps (Sych & Nakariakov 2008; Yuan et al. 2012), correlation maps and phase maps
in 5–min band. Within the mask, the 5–min oscillation exhibit nodal structures in
the azimuthal direction, which can be described by cosmθ, where m is the mode
number, θ is the polar angle with the origin coincident with the sunspot centre.
The phase and cross-correlation coeﬃcient distributions of 5–min oscillation
in sunspot AR 11131 (08 Dec 2010) along the azimuthal direction were studied
with non-linear ﬁtting and periodogram (Yuan et al. 2013a). Mode numbers with
m = 2, 3 were obtained in the oscilation phase distribution observed in the 1700
Å, 1600Å data, while only m = 3 was detected in the correlation distribution in
both bandpasses. An extra mode m = 5 was found to be signiﬁcant in the 1600
Å data. In the 304 Å data, higher modes were detected at m = 7, 8 in the phase
and correlation distribution, respectively. Non-linear ﬁt to azimuthal phase and
correlation distributions in 1700 Å gave m = 3.17±0.06 and 6.76±0.63, respectively,
the doubling in mode number is intrinsic in the methods, given the good quality
of nodal pattern in this channel. The non-linear ﬁts in other channels normally
reproduced the most prominent peaks in the spectra, m = 5.06 ± 0.06/5.84 ± 0.06
and 3.30± 0.39/7.05 ± 0.57 were obtained in the phase and correlation distribution
of 1600 Å/ 304 Å, respectively.
Multiple modes in the sunspot lower atmosphere were detected in the phase
and correlation distribution of the 5–min oscillation in sunspot AR 11330 with
SDO/AIA data. One possible explanation is the modulation on the phase speed
of 5-minute oscillation by slow body mode with m > 1 in sunspot (Zhugzhda et al.
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2000).
Sec. 3.3 focused on the multi-level observation of the magnetoacoustic cut-oﬀ
frequency and its diagnostic capabilities (Yuan et al. 2012). I used the Pixelised
Wavelet Filtering (PWF) method (Sych & Nakariakov 2008) to compute narrow-
band power maps of SDO/AIA imaging datasets in the 1700 Å, 1600 Å and 304 Å
bandpasses that correspond to diﬀerent heights. The cut-oﬀ frequency was deﬁned as
contours where the spectral power dropped to the median level. It was measured as a
function of the spatial location. I inferred the magnetic ﬁeld inclination according to
the magnetoacoustic-gravity wave theory in the low-β limit (Bel & Leroy 1977) and
compared it with the potential ﬁeld extrapolation. I analysed intensity oscillations
in a symmetric sunspot AR 11131 (08 Dec 2010) and an asymmetric sunspot AR
11330 (27 Oct 2011). I reconstructed the magnetic ﬁeld inclination in the radial
direction for the symmetric sunspot and in both radial and azimuthal directions for
the asymmetric sunspot. I observed 3D variation of the main oscillation periods in
sunspots. It was found that low-period oscillations were mostly constrained in the
sunspot umbra, while longer-period oscillations formed an annular shape enclosing
the sunspot umbra. Longer periods are found to be distributed further away from
the sunspot centre. Our results indicate that the 3–min oscillation are generated
in the chromosphere, possibly by the acoustic resonator model, while 5–min and
longer-period oscillations seemed to originate in a level under the photosphere. The
reconstructed ﬁeld inclinations are normally larger than the value obtained by the
potential ﬁeld extrapolation, the inclined magnetic ﬁeld line can account only for
about 60-80% of cut-oﬀ frequency lowering.
Chapter 4 was based on Yuan & Nakariakov (2012), the characteristics of
propagating EUV disturbances were discussed. The methods are proposed to mea-
sure the phase speed and validated with parametric studies. To measure the apparent
phase speed of the propagating disturbances, I designed the cross-ﬁtting technique
(CFT), 2D coupled ﬁtting (DCF) and best similarity measure (BSM). The CFT,
DCF and BSM methods are found to be reliable techniques to measure the ap-
parent (projected) phase speed (Yuan & Nakariakov 2012). The samples of larger
eﬀective spatial length are more suitable for these methods. Time-distance plots
with background removal and normalisation allow for more robust measurements,
with little eﬀect of the choice of the detrending time. The cross-ﬁtting technique
provides reliable measurements on good samples (e.g. samples with large eﬀective
detection length and recurring features). 2D coupled-ﬁtting is found to be sensitive
to the initial guess for parameters of the 2D ﬁtting function. Thus DCF is only
optimised in measuring one of the parameters (the phase speed in our application),
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while the period is poorly measured. The best similarity measure is robust for all
types of samples and very tolerant to image pre-processing and regularisation (Yuan
& Nakariakov 2012).
Chapter 5 was based on Yuan et al. (2013b). I aim to probe the link between
the propagating fast wave trains and quasi-periodic pulsations in ﬂaring energy re-
leases. By measuring the wave parameters, I investigate the potential of propa-
gating fast wave trains in the diagnostics of their energy source and wave guides.
The wave amplitude and propagating speed are measured to probe the characteris-
tics of its energy source and coronal condition. The correlation of fast wave trains
with ﬂare-generated radio bursts is investigated. The wavelet spectrum of the dif-
ference intensity variation shows a typical tadpole structure. It implies that the fast
magneto-acoustic waves were generated impulsively. The correlation of the fast wave
trains with radio bursts indicates that during the ﬂare several energy pulses were re-
leased. The wave amplitude reaches maximum in the midway of its course. This can
be the combined eﬀect of wave energy diﬀusing across the coronal loops and density
stratiﬁcation. The cross-sectional amplitude distribution perpendicular to the wave
vector follows well a Gaussian proﬁle. This feature is more close to a kink mode.
The propagating speed displays signiﬁcant deceleration, from ∼735 − 845 km/s to
∼600 km/s. This can be caused by the decrease of the Alfvén speed and/or projec-
tion eﬀect.
Chapter 6 is adapted from Yuan et al. (2011). I discussed the connectivity
of diﬀerent levels of the solar atmosphere. Long-period oscillations in a coronal
diﬀuse structure are detected with the Transition Region And Coronal Explorer
(TRACE). The EUV images of the NOAA active region 8253 are available in 171 Å
and 195 Å bandpasses from 30 June to 4 July 1998. After the exclusion of the orbital
eﬀects, I identiﬁed several long-period oscillations in the diﬀuse fan-like structure of
the active region. Similar periodicities were detected in the radio emission from the
chromospheric part of that active region, observed with the ground-based Nobeyama
Radioheliograph (NoRH) in the 17 GHz channel. It was found that 0.221, 0.312 and
0.573 mHz oscillations were present in both EUV emission lines in the corona and the
radio signal from the sunspot in the chromosphere, just beneath the active region.
From the frequency values, the 0.221 and 0.573 mHz oscillations could be associated
with the l = 2, n = −3 or l = 3, n = −5 and l = 1 gravity-driven solar interior modes,
respectively. The appearance of these oscillations in the coronal part of the active
region can be connected with the wave leakage or the evanescence of chromospheric
oscillations.
In this work, I advanced our understanding of the compressive MHD waves
135
in the solar atmosphere.This study can be developed in a number of ways. Joint
observations with both imagers and spectrometers would solidly identify the MHD
wave modes. Another direction of ﬁne observation is ground-based telescopes, which
can provide simultaneously density, velocity and magnetic ﬁeld maps in much better
temporal and spatial resolution. The phase relations between these quantities and
multi-level observation would signiﬁcantly facilitate the understanding of wave modes
and energy transportation.
Another stage to extend the current work is to observe the wave modes in
other structures in the solar atmosphere. The successful detection of MHD waves
in large sunspots (cf. Yuan et al. 2012) demonstrated the potential to diagnose
the magnetic ﬁeld inclinations at diﬀerent height of the sunspot atmosphere. Other
structures also exhibit wave motions, e.g. magnetic pore, spicules, surges, promi-
nences, the MHD seismology can be expand signiﬁcantly in these plasma structures.
Notably the compressive MHD waves are only a part of the MHD dispersion
diagram. Other wave modes, e.g. Alfvén waves and weakly compressive kink wave,
also retains a wealth of information for MHD seismology and coronal heating. The
study of these wave modes would be a hot topic with the launch of next-generation
missions, e.g. Solar-C, Solar Orbiter.
In summary, the following study will be stretched in three main directions:
a) new instruments with better temporal and spatial resolution, joint observations
with both imagers and spectrometers. b) MHD wave detections in other plasma
structures of the solar atmosphere. c) use of other wave modes.
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