In this work, we introduce a modification into the technique, presented in A. Cordero, J.L. Hueso, E. Martínez, and J.R. Torregrosa [Increasing the convergence order of an iterative method for nonlinear systems, Appl. Math. Lett. 25 (2012Lett. 25 ( ), pp. 2369Lett. 25 ( -2374, that increases by two units the convergence order of an iterative method. The main idea is to compose a given iterative method of order p with a modification of Newton's method that introduces just one evaluation of the function, obtaining a new method of order p+2, avoiding the need to compute more than one derivative, so we improve the efficiency index in the scalar case. This procedure can be repeated n times, with the same approximation to the derivative, obtaining new iterative methods of order p+2n. We perform different numerical tests that confirm the theoretical results. By applying this procedure to Newton's method one obtains the well known fourth order Ostrowski's method. We finally analyse its dynamical behaviour on second and third degree real polynomials.
Introduction
One of the most important problems in numerical analysis is approximating the solution of nonlinear equations by using iterative methods. Let us consider the problem of finding a zero of a function f : R −→ R, that is, a solution α of the nonlinear equation f (x) = 0. The best known iterative method is the classical Newton's method, which converges quadratically under certain conditions. Many higher order robust and efficient methods have been proposed [11, 12] , as well as techniques that allow us to increase the convergence order, see among others [2, 4] .
As the order of an iterative method increases, so does the number of functional evaluations per step. The efficiency index (see [11] ) gives a measure of the balance between those quantities, according to the formula p 1/n , where p is the convergence order of the method and n the number of function evaluations per step. Kung and Traub [9] conjecture that, in this case, the order of convergence of any multipoint method without memory cannot exceed the bound 2 n−1 , then, if a method that performs n functional evaluations reaches this order it is call optimal method, opposite the method is nonoptimal.
Traub [12] introduces a technique for increasing the convergence order of an iterative method by one unit by using the derivative computed in the first step. In [5] , we improved this idea presenting a procedure that increases the convergence order by two units.
Our aim in this paper is to introduce an improvement of this technique which efficiently increases the convergence order of an iterative method in the unidimensional case. The main idea is to compose CONTACT Eulalia Martínez eumarti@mat.upv.es a given iterative method of order p with a modification of Newton's method that introduces just one evaluation of the function, obtaining a new method of order p+2, avoiding the need to compute more than one derivative. Thus by getting an approximation for the derivative in the second step using previously evaluated functions. We also study the dynamics of some Newton-type iterative methods obtained with this technique, when they are applied to real polynomials of degrees two and three and compare them with the study made in [1] .
The rest of the paper is organized as follows. In Section 2, we prove the convergence order result for the improvement technique. Then, we apply this technique to standard iterative methods, obtaining new ones, some of which are optimal. The same idea can be used with methods whose first step is not a Newton's step, as it is explained for Jarratt's method. In Section 3, several particular methods are applied to some test equations. Finally, Section 4 examines the dynamics of one of these methods and Section 5 is devoted to the conclusions.
Main result
Several authors have developed techniques to increase the order of an iterative method by performing new Newton-like steps. For example, it is known that freezing the derivative of the first step of Newton's method, a multistep Newton's method is obtained. The following result generalizes this idea: 
defines an iterative method of order p+1.
Furthermore, in the case of nonlinear systems, Cordero et al. [5] have proved a similar statement by reusing the derivative in the second step:
that is a solution of the system F(x) = 0, whose Jacobian matrix is continuous and nonsingular in D. Then, for an initial approximation sufficiently close to α, the method defined by
has order of convergence p + 2, where
is the iteration of Newton's method and φ(x, y) is the iteration function of a method of order p.
Here we are interested in improving this technique, for the scalar case, by avoiding the computation of the derivative at y. Thus, we will use an approximation of the derivative that allows us to maintain the increase in the order of convergence. The technique presented in this paper can be expressed in a two-step iterative method as follows:
where f (y k ) is an approximation to the derivative.
This approximation can be deduced from Taylor's expansion of f (y k ) truncated in the second degree:
From here and using that, since y k is a Newton's step,
Using this expression in the linear Taylor's expansion of f (y k ) we obtain
This approximation leads us to the following result: 
where e k = x k − α and c n = f (n) (α)/n!, n ≥ 1 and its derivative
Then, Newton's step can be written as
and performing Taylor's development of f (y k ) around α by using the value y k − α already obtained we have
Substituting these expressions in (3), the approximation built for f (y k ) takes the form:
is a method of order p, its error expression has the form: 
and the error expression takes the form
and the error expression is
In both cases, the convergence order is at least p+2.
New iterative methods
This result us allows to obtain new methods that increase the order of convergence of given iterative methods of convergence order p. By applying the procedure n times, one has a p+2nth order method of the form:
Specifically, we apply the presented technique to the second order Newton's method, the third order method given in [12] and the fourth order method from [4] . The new methods will be referred to with a letter and the numbers of steps added with our procedure.
(1) Taking φ(y k0 , y k1 ) = y k1 results in repeatedly applying the procedure to Newton's method, obtaining methods Nn of order of convergence 2+2n. (2) From the third order Traub's method [12] , (3 + 2n)th order methods Tn can be obtained, by taking
From the fourth order method [4] , we get order 4+2n method for
Observe that Newton's method with a step of our procedure, N1, is the optimal Ostrowski's method, [11] , and that N2 is the algorithm proposed by Grau and Diaz-Barrero in [6] , obtained here in a different way.
New optimal methods
This technique can be applied to some methods which use f (y k ) and f (y k ) avoiding the evaluation of the derivative and obtaining optimal methods. For example, the fourth order method defined in [4] can be optimized as follows:
because we only perform three functional evaluation per step. In the same way as before, the order of the method can be increased repeatedly by two units, obtaining methods of order of convergence 4+2n. Proof: Proceeding as before, we expand
terms of e k and obtain the error expression:
In some cases, this technique gets an optimal method from a non-optimal higher order method. This happens, for example, with the fifth order method proposed in [7] , which can be optimized as follows:
The resulting method has convergence order 4 with only three functional evaluations per step, so that it is optimal. Its efficiency index, 4 1/3 = 1.5874, is higher than that of the original fifth order method, 5 1/4 = 1.4953. Similarly, the methods of order 4+2n obtained by applying our procedure in the same way as before to the modified method are more efficient than the corresponding methods of order 5+2n derived from the original method. Proof: Reasoning as before, one gets
Jarratt's method
The previous technique is restricted to methods where Newton's step is used as a predictor, but a similar procedure can be applied to Jarratt's method [8] :
From Taylor's expansion:
We obtain the expression for the second derivative:
This approximation allows us to extend the technique to Jarratt's method. So we can obtain from pth order methods, new ones p+2th methods step adding only one functional evaluation. The error equation is now: 
Numerical examples
In this section, we study the performance of the above defined methods for solving the following equations:
The calculations have been performed in MATLAB 2016a by using variable precision arithmetic with 1000 digits and we have used as stopping criterion |x k+1 − x k | + |f (x k+1 )| ≤ 10 −100 . The approximated computational order of convergence (ACOC) defined in [3] is given by
The error, the increment of the function and the number of iterations of the above mentioned methods applied to the test equations are shown in Tables 1 and 2 .
The dynamics of Ostrowski's method
In [1, 10] the authors analyse the dynamics of a third order method consisting on a two-step Newton by using in second step the derivative already evaluated in first step. Here we study the dynamics of method N1, which coincides with the well known optimal iterative Ostrowski's method: This iterative method can be described by the following operator: (11) where 
By using the fact that if x is near to a simple root of f,
, one obtains M f (x) = 0 in the roots of f, and then, these roots are super-attracting points of the iteration operator. The dynamics of the method depends on the fixed points of M f , which in general are not limited to the roots of f. We will study the behaviour of the method applied to real polynomials of degree 2 and 3. The following result allows us to reduce the analysis to a few canonical examples. Proof: Let us show that
. By using the chain rule, we have
. Now, we prove that Newton's iteration functions of f and g are affine conjugated by T:
, and finally,
The theorem remains valid for g(x) = c(f • T)(x), where c = 0. This result allows us to reduce the study of the dynamics of M f on a given family of functions to simpler cases. Namely, if f is a quadratic polynomial, the analysis can be reduced to one of the following particular cases: f − (x) = x 2 − 1, f 0 (x) = x 2 or f + (x) = x 2 + 1 depending on whether the polynomial has two, one (double) or no real roots. Similarly, any cubic polynomial reduces to one of the simplest cubic polynomials f 0 (x) = x 3 , f + (x) = x 3 + x, f − (x) = x 3 − x or to a member of the one-parameter family of cubic maps f γ (x) = x 3 + γ x + 1. • If γ < γ * , the polynomial f γ has three real roots. • If γ = γ * , the polynomial f γ has one positive double real root and a simple one which is negative.
• If γ > γ * , the polynomial f γ has only one real root.
For γ < γ * , the iterative method M f γ has five fixed points separated by four vertical asymptotes (see Figure 4) . The fixed points are the three roots of f γ , which are super-attracting and another two extraneous fixed points, which are repelling.
For γ = γ * , the iterative method M f γ has three fixed points separated by two vertical asymptotes (see Figure 5 ). The fixed points are the simple root of f γ , which is super-attracting, the double root, which is attracting and one extraneous fixed point, which is repelling ( Figure 6 ).
For γ * < γ < −0.988, the iterative method M f γ has five fixed points (see Figure 7) . The only root of f γ is a super-attracting fixed point. The extraneous fixed points are repelling in general, but for the higher values of γ in this interval, one of the fixed points becomes attracting until it joins another fixed point and both disappear. For this range of values, the method presents the typical behaviour of the quadratic iteration producing bifurcations and period doubling in this region, failing to converge to the root of the function for some interval of starting points. Figure 6 shows the values of the iterates after one hundred iterations depending on the γ value.
For −0.988 < γ < −0.338, the iterative method M f γ has three fixed points (see Figure 8 ). As before, the extraneous fixed points are repelling in general, but for γ near −0.338 two fixed points join and disappear, producing quadratic chaos in a small interval of values of γ . For γ > −0.388, the only fixed point of the method is the root of the polynomial and it is superattracting (see Figure 9) .
The iteration function has six asymptotes for γ * < γ < −1.225, four asymptotes for −1.225 < γ < 0, two for 0 < γ < 0.655, and none for γ > 0.655. Then, the dynamics is simpler as γ grows. Finally, for γ > 0, the only fixed point of the method is again the root of the polynomial and it is super-attracting. There are no vertical asymptotes and the dynamics is trivial (see Figure 10 ).
Conclusions
We have presented a technique that allows us to increase the order of an iterative method by performing additional steps that do not require the computation of new derivatives. The technique can be used repeatedly, increasing by two units the order of the method with each new step. By applying this technique, we have presented some new methods and compared them with known methods by using some test examples. The results confirm the convergence orders theoretically proved and show a good performance for these methods. The dynamical study shows that the studied method presents a good global behaviour.
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