An internally consistent set of relative oscillator strengths for 109 spectral lines of Tin in the range 3800-5500 À has been derived. These oscillator strengths have been obtained by combining available laboratory data and theoretical calculations with new astrophysical oscillator strengths determined from both pubhshed photographic equivalent width lists and spectral synthesis of a number of available Reticon spectra of several sharp-lined stars. The accuracy of our astrophysical oscillator strengths has been tested by determining astrophysical gf-values for a number of Unes of Feii by the same methods. The Tin data have been normalized to the astrophysical oscillator strengths of Kostyk & Orlova, which also places them essentially on the scale of Danzmann & Kock, one of the most recent and extensive experimental data sets. It appears that the accuracy of the relative gf-values in our final mean list for Tin is typically about 0.08 dex. The absolute normalization is believed to be secure to within about 0.15 dex.
INTRODUCTION
Accurate oscillator strengths (gf-values) are among the most important kinds of atomic data required for analysis and modelling in many astrophysical situations. They are particularly important for the study of stellar atmospheres and envelopes. Accurate absolute values are necessary for reliable determinations of chemical abundances in stellar atmospheres, of physical conditions in circumstellar envelopes, and of radiative levitation of trace elements in the atmospheres of upper main-sequence stars. On the other hand, for a substantial class of problems, it is of prime importance to have a set of gf-values with high relative or internal accuracy, while the overall normalization of the set as a whole to an absolute standard is of secondary importance. Problems of this type include the determination of microturbulent velocities, measurement of magnetic field strength via differential line intensification, and comparative study of abundances in rapidly rotating stars whose spectra (because of severe line blending) must be modelled by full spectral synthesis.
In the B, A and F stars, the first ions of Fe, Cr and Ti dominate the visible spectrum, with which we are concerned in this paper. Lines of other elements of interest are generally either relatively rare or weak. It is, therefore, particularly important for spectral synthesis problems to have sets of gf-values for these three elements with high internal relative accuracy. Many accurate experimental data are now available for Fe. Small sets of oscillator strengths of good internal consistency have been produced by Roder (1962) , Baschek et al. (1970) , Wolnik, Berthel & Wares (1971) , Bridges (1973) and Blackwell, Shallis & Simmons (1980) , and rather larger sets of high accuracy have been obtained by Moity (1983) and by Kroll & Kock (1987) . These experimental data have been supplemented by the very extensive theoretical calculations of Kurucz (private communication) , which in particular provide reasonably accurate gf-values for the highexcitation lines of Fen that are difficult to measure experimentally, but which have considerable importance in the spectra of some A stars. These various data sets, which are compared in more detail in the very useful critically evaluated compilation of gf-values by , are generally reasonably concordant. Comparisons among these data sets, most of which are limited to small numbers of relatively low-excitation lines, suggest that within the region of overlap the various sets of gf-values agree in relative strength to roughly ±0.1 dex; the absolute accuracy of the data in this overlap region is also probably about this reliable. There is somewhat more uncertainty about highexcitation lines, for which only Moity and Kurucz have extensive published results; comparison of these data with the unpublished results of Whaling and Fuhr et al. (1988) reveals somewhat larger discrepancies, but still only of the order of 0.2 dex. Overall, the situation for Fe n is reasonably satisfactory.
A smaller number of experimental data are available for Cr ii. The only recent laboratory study of optical gf-values is that of Wujec & Weniger (1981) . These data may be supplemented by astrophysical oscillator strengths, of which a small but rather accurate set has been obtained by Kostyk & Orlova (1983) , and by the theoretical calculations of Kurucz (private communication) . Further astrophysical oscillator strengths have been supplied by Sigut & Landstreet (1990) , who also combined all available data to produce a single set of internally consistent optical oscillator strengths covering the range of 4000-4900 À. The accuracy of this set is thought to be significantly better than ±0.10 dex internally, and uncertain in normalization by no more than about 0.15 dex.
Several reasonably accurate experimental studies of oscillator strengths of Ti n are available, including those of Wobig (1962) , Wolnik & Berthel (1973) , Roberts, Andersen & Sorensen (1973) , Roberts, Voigt & Czernikowski (1975) , Danzmann & Kock (1980) and Blackwell, Menon & Petford (1982) . The studies of Roberts et al. (1975) and of Blackwell et al. focus on the spectral region below 3500 À; Wobig, Roberts et al. (1973) and Danzmann & Kock all have measurements both in the region below 4000 À and at longer wavelengths; while the data of Wolnik & Berthel are restricted to the wavelength range 3900-5400 Â. These data are complemented by astrophysical gf-values derived by Kostyk & Orlova (1983) from the Liège solar atlas for the range 4300-7300 À, and by the theoretical calculations of Kurucz (private communication) . The data in the region between 2900 and 3500 Á have been compared both by Danzman & Kock and by Blackwell et al. All the experiments cited that made gf-value measurements below 3500 À are normalized to the lifetime measurement data of Roberts et al. (1973) , except for the measurements of Wobig, which are normalized using sum rules. There is no discordance of absolute scale in this region. The relative ^/-values in the range of 3000-3500 À, where considerable overlap between experiments occurs, show very good agreement as well; the scatter of the earlier experiments listed here with respect to the small set of very precise gf-values for low-lying energy levels measured by Blackwell et al. is less than 0.05 dex in every case where the data overlap, while the dispersion between the more extensive data sets of Roberts et al. (1973 Roberts et al. ( , 1975 and Danzmann & Kock is no more than about 0.1 dex.
The situation in the optical region is not so satisfactory. The large data sets of Roberts et al. ( 1973) and of Danzmann & Kock show a systematic difference longward of 4100 Â of about 0.2 dex which is not present in the region shortward of 3500 Â, where the two data sets are normalized to one another. Thus one of these experiments appears to have had a calibration problem in normalizing the optical measurements to those of the 3000-3500 À region. Furthermore, when different studies of optical gf-values are compared, the dispersion of various individual determinations of the gf-values of a particular line is large. Differences of 0.2 dex are normal, and sometimes the three or four available values will range over more than 0.5 dex. The result is a somewhat chaotic situation which is quite unsatisfactory; when gf-values from the critically evaluated list by are used for spectral synthesis, the agreement with stellar spectra is rather disappointing.
We have tried in this paper to improve the situation for the oscillator strengths of Tin in the spectral range 3800-5500 Â. We have done this by comparing and combining the various available data sets, to which we have added a large number of new determinations of relative gf-values, obtained from an assortment of stellar spectra. All the available data are put on to a common scale, which is normalized as well as possible, and then final mean values are obtained. From the dispersion of individual values about the mean, error estimates for each value are also derived.
In what follows, we first describe the observational material available to us and the methods used to extract relative gf-values from the available spectra. In the third section, the precision of the resulting gf-values is tested by deriving a number of gf-values for Fe n, which are compared with the best laboratory data. Having established the precision of oscillator strengths derived from the various stellar spectra available, we then combine the g/-values derived by us for Tin with previously available data to identify discordant values and to normalize all data to the same scale. We finally use this list to derive a set of mean gf-values for Tin for the wavelength range 3800-5500 Â. The last section of the paper summarizes the results and comments on their significance.
EXTRACTION OF ASTROPHYSICAL OSCILLATOR STRENGTHS FROM AVAILABLE SPECTRA
For this project we have used a number of Reticon spectra of three sharp-lined stars obtained with the coudé spectrographs of the Canada-France-Hawaii telescope (¿ CrB) and the 1.2-m telescope of the Dominion Astrophysical Observatory (Sirius and 6 Leo). Both sets of spectra have a resolution of about 0.09 À. All these spectra were exposed to fairly high levels of signal-to-noise ratio, between 300:1 and 500:1. Because the Reticon detector is physically small, the spectral windows observed in single observations are relatively short, about 65 Á, and the available spectra (which were obtained for other projects) do not cover the full spectral range of interest. The reduction of the data used for this project has previously been described by Sigut & Landstreet (1990) and Hill & Landstreet (1993) . The data used are given in Table 1 , which lists, in successive columns, the stars for which spectra are available, their v sin i values, and the wavelength windows observed.
To obtain more complete spectral coverage (although with less precision), we have supplemented the Reticon data with photographic equivalent width data available from the literature. These data provide us with at least some information on lines not included in the spectral windows observed with Reticon detectors. We have limited ourselves to data for stars having fairly sharp lines, and for which we believe that the photographically measured equivalent widths are reasonably precise and the calibration sufficiently linear. Specific descriptions of the spectra we use, and of the methods of reduction employed in measuring them, will be found in the original articles describing the spectra. We have employed equivalent width lists of the stars Sirius (Kohl 1964) , 0 Leo (Adelman 1986 ), 0Vir (Dobrichev & Rajkova 1989) , and vCap and a Aqr (Adelman & Nasson 1980) . A description of the photographic data used is also given in Table 1 . The accuracy of these various data sets will be examined later on in this paper, when sets of log gf-values are derived from each. Some indication of precision may, however, be obtained at this point. Reticon data obtained with a good spectrograph such as those employed here are typically repeatable to within about 1.5 mÁ in equivalent width (Cayrel 1988; Sigut & Landstreet 1990) . This is a completely adequate standard of accuracy for our present purposes. The photographic data are, of course, somewhat less accurate, certainly because of the relatively low signal-to-noise ratio obtainable from photographic spectra, and in some cases because of non-linearities, or other errors of calibrations. We may test the photographic data we are using for these effects by comparison of equivalent widths given for the photographic material with our Reticon data. Comparing Reticon data for Sirius with Kohl's (1964) equivalent widths, we find, for 132 lines in common,
Similarly, for 6 Leo, a comparison of 54 lines found both in the list of Adelman (1986) and in our own spectra gives W A (Reticon) = 1.013 W A ( Adelman) -4.34 (mÁ).
In both cases the standard deviation of measurements from the linear regression line is about ± 5 mÁ. For 6 Vir, no Reticon data are available, but the data of Dobrichev & Rajkova (1989) may be compared with the earlier Mount Wilson spectra of Conti & Strom (1968 Again the dispersion is about 5 mÀ. The larger zero-point shift probably reflects different choices for the continuum in Optical oscillator strengths for Ti n 699 the two sets of measurements. We are not able to investigate, in this way, the accuracy of the photographic equivalent widths for v Cap and a Aqr, but the comparisons made for the other spectra suggest that these data may also be adequate for our needs.
In order to convert observed spectra or tabulated equivalent widths into oscillator strengths, it is necessary to model the data with a line synthesis calculation of some sort. This in turn requires a model of the atmospheric structure for each star. We have used model atmospheres interpolated within the published grid of models calculated for solar composition by Kurucz (1979) . In general, we have used model atmosphere parameters determined by previous investigations. The adopted atmospheric effective temperature ^eff? the log of the gravitational acceleration, log g (in cm s~ 2 ), and the microturbulence £ (in km s~!) for all of the stars analysed are listed in Table 2 .
For Sirius, we use the atmospheric parameters of Savanov (1987) , which are in close agreement with T eff =10 000K, log g=4.3 adopted by Sadakane & Ueta (1989) . For 0Leo we adopted the parameters of Adelman (1986) , which are practically the same as for the model he later used (Adelman 1988 ) except for a small decrease in the value of the microturbulence to 1.7 km s -1 . For 0 Vir, the effective temperature and gravity chosen are the same as those of Dobrichev, Ryabchikova & Rajkova (1987) , except for an insignificant decrease of logg from 3.60 to 3.50. The microturbulence was increased from the value of 1.5 km s _1 adopted by Dobrichev et al. to 2 km s" 1 , to achieve more exactly abundance values that are independent of equivalent widths for both Feii and Tin. Atmospheric parameters for i CrB are the same as those adopted by Sigut & Landstreet (1990) . (This star is a member of a spectroscopic binary system, with the secondary spectrum barely detectable, but Sigut & Landstreet have argued that the errors produced by the secondary for gf-values of Cm are probably unimportant, and their argument applies equally to lines of Tin.) For v Cap and a Aqr, all atmospheric parameters are those derived by Adelman & Nasson (1980) . Determination of oscillator strengths from various stellar data sets was done with a variety of computational tools. The data for i CrB were analysed with the same program as is described in some detail by Sigut & Landstreet (1990) . This program assumes a fixed abundance for each element, and synthesizes (one at a time) small sections of a given spectrum (corresponding to an isolated, but possibly blended, feature), adjusting the oscillator strengths of each line contributing to the feature from a starting point furnished by one of the standard lists of gf-values, until good agreement with the observed feature is achieved. This is repeated throughout the spectrum in question. At the end, one has a set of relative gf-values (for a number of elements in addition to the one of interest) which need only to be normalized to some external standard to become absolute gf-values (and to determine the actual abundance of the element in the spectrum of the star studied). The gf-values produced in this way that were indeterminate, because of near-coincidence in wavelength of two important lines contributing to one blend, were discarded, but in a sharp-lined star such as i CrB this problem does not lead to much data loss even in the crowded blue spectral region. Other Reticon spectra have been analysed using two new programs written by one of us (NP), synth and rotate. As these programs have not been previously described, we give here a brief account of their functioning, synth calculates the emergent flux as a function of wavelength for an atmosphere in local thermodynamic equilibrium (LTE) with a specified temperature structure T( r), starting from the integral form
(Unsold 1968, section 30), where £' 2 ( i ) i s the second exponential integral, synth solves this equation for a set of wavelengths using an eighth-order Gaussian quadrature formula (e.g. Press et al. 1986 , section 4.5):
where the x t and a)i are nodes and weights calculated for the corresponding orthogonal polynomials as shown in Table 3 .
Of course, the x t refer to the monochromatic optical depth scale at wavelength A, but B x is known only as a function of the standard optical depth scale r std in which the model atmosphere is calculated. To solve this problem and to obtain the values of B x (x¡), we solve the differential equation relating the monochromatic optical depth scale r to the standard scale r std :
where k x is the continuous opacity at A, and a x is the line opacity at that wavelength. The initial condition for this equation is at the surface, where r std = t a = 0. Continuous opacities are calculated using the opacity subroutines from the code atlass (Kurucz 1979) . The Voigt profiles for the line opacity are evaluated using the approximation of Dobrichev (1984) , which combines accuracy with computing speed. Line broadening includes microturbulence as well as radiative, Stark and van der Waals broadening. At a given wavelength, opacities from all contributing lines are added. Equation (3) is solved step by step for all values of x t using a sixth-order Runge-Kutta procedure, the corresponding values of r std are evaluated, and the sum in equation (2) is updated after each step. Sixth-order Runge-Kutta methods have been found to be very effective for the solution of equation (3) because the right-hand side is a function of r std only. Furthermore, the intermediate points for fourth order coincide with those of the sixth-order scheme, which pro- vides a very simple procedure for step-size selection and accuracy checking. The accuracy criterion is set to 10 " 4 , and, together with the quadrature equation used, leads to an accuracy of better than 0.05 per cent for the monochromatic flux calculation (relative to the continuum). The continuum flux is calculated using the same procedure (with a x set to zero) for two extreme wavelengths of the spectral interval, and is interpolated for intermediate points.
synth uses a variable step over wavelength. The goal of this is to reduce the number of wavelength points needed for an accurate representation of the synthesized spectrum. First, the program calculates the flux in evenly spaced mesh points with a typical step of 0.4 À. Then it adds points at the centre of each Une. Finally, the program checks the value of the second derivative (which serves as an estimate of the accuracy of linear interpolation) for all points, and inserts middle points if a smallness criterion is not met. The whole procedure substantially reduces the number of steps in the calculation and is very simple to implement. In these calculations, the final accuracy of the normalized spectrum at every point is better than 1.0 x 10 " 3 . synth also produces a continuum limb-darkening coefficient. To do this, values of the specific intensity are calculated at three distances from the centre of the disc {¡a = cos 0 = 0.0, 0.3 and 0.75). The limb-darkening coefficient u is found from a least-squares fit of the conventional formula / = / 0 (1-w + w//). The derived value of u is later used for rotational broadening.
Comparison of the output of synth with an observed spectrum is handled by a second program, rotate. This program can calculate equivalent widths for comparison with measured ones, or adopt the calculated spectrum for direct comparison with an observed spectrum by suitable rotational broadening and wavelength shift. Rotational broadening is carried out by convolution as described by Gray (1976) , using the limb-darkening coefficient derived from synth. Instrumental broadening is assumed to be Gaussian with a suitable (normally 0.09 Á) FWHM; possible effects of scattered light in the various spectrographs used, which cannot be easily evaluated but are thought to be similar in all the instruments, were ignored.
In practice, these programs were used in two ways. For apparently unblended lines with measured equivalent width, the input value of the oscillator strength for the line to synth was varied until the calculated and observed equivalent widths agreed to better than 1 per cent. For blended lines, all lines in the blend were given initial gf-values based on available data, typically from Kurucz (private communication) , and the oscillator strength of the principal line was varied until calculated and observed equivalent widths were equal. The actual profile of the blend was then fitted to the observations with rotate, choosing a best-fitting value for v sin i and radial velocity shift. All the various ^/-values for contributors to the blend were then varied as needed to obtain agreement with the observed profile to better than 1 per cent. This was the method used for the Reticon data for Sirius and 6 Leo. The output of this procedure, of course, is a list of values of (N z /N H )gf; when the resulting list is normalized, as described below, the abundance {N Z /N H ) of element Z is also determined. The values of v sin i given in Table 1 for Sirius and 0Leo are the result of this fitting procedure. Our derived v sin i value (Table 1 ) for Sirius is in excellent agreement with the value of 15.3 km s" 1 found by Dravins, Lindegren & Torkelsson(1990) .
For the photographic data, only equivalent widths are available. In this case, all analysis proceeded by matching calculated and observed equivalent widths from the published data, using assumed gf-values from the literature for all minor contributors to any blended lines, so that only the gf-value of the transition of interest was varied. Clearly, this procedure may only be used when the line whose g/-value is desired dominates the observed blend. The photographic data for 0Vir, Sirius, 0Leo, vCap and crAqr were all analysed before synth and rotate were available; for these stars, abundances were derived for each line of interest (again assuming known gf-values for minor contributors to any blended lines) using the code widthó of Kurucz (private communication) , and then gf-values were deduced for the lines of interest by assuming a constant abundance. The photographic data for 0Vir were later re-analysed using synth and rotate. Because the deduced abundances obtained from the two codes for lines of 6 Vir differed by no more than 0.01 dex, we did not recalculate gf-values for the remaining photographic data using synth and rotate. Again, this procedure results in a list of (A z /A H )gf which must be suitably re-normalized, yielding abundances as well as oscillator strengths.
OSCILLATOR STRENGTHS FOR LINES OF Fe ii
A first test of the accuracy of oscillator strengths derived from the data sets described above may be obtained by comparison of astrophysical oscillator strengths for Fe n with the extensive, homogeneous and rather accurate laboratory gf-values for Fen obtained by Moity (1983) . Our gf-values may also be compared with the even more extensive (but not so accurate) oscillator strengths of Kurucz (private communication) . To make such a comparison, we have derived gf-values as described above from all of the Reticon spectra and from the published equivalent width data for 0 Vir for a selection of Fe n lines. The lines for which we have derived astrophysical oscillator strengths range in strength between about loggf= -4.5 and +0.5, in wavelength between 3990 and 5100 Â, and in lower energy level E t between about 1.7 and 10.4 eV.
The accuracy of the work of Moity has been discussed by him, by Kroll & Kock (1987) and by Fuhr et al. (1988) .
Optical oscillator strengths for Ti // 701 Moity's comparisons are with considerably more limited data sets, typically involving an overlap of only 10-20 lines, and mostly restricted to lines of relatively low excitation potential (L / <4eV). According to Moity's calculation of rms scatter of various other data sets around his own, rms deviations of the order of 0.05 dex are found from comparison with several other data sets, for example, those of Baschek et al. (1970) , Bridges (1973) and Blackwell et al. (1980) . Unfortunately, Moity's summary calculations of rms scatter of various data sets seem to be systematically in error, and the rms deviations of his table III are all approximately a factor of 2 too small. In fact, the standard errors of the best other data sets with respect to Moity's are typically 0.08 dex, or a little larger. This points to an internal relative accuracy in Moity's data (and in the best comparison sets) of about 0.1 dex or a little better, at least over the range of overlap. Only small changes in normalization (also of the order of 0.1 dex) are necessary to bring most of the various data sets into absolute agreement. Kroll & Kock (1987) have obtained a larger set of gf-values overlapping with those of Moity, with more than 70 lines in common. They report a standard deviation of their data with respect to those of Moity of about 0.26 dex, a very large scatter, but this number is also incorrect. As may be seen, either from fig. 3 of Kroll & Kock or from numerical comparison of the two data sets, the actual rms deviation (omitting Kroll & Krock's incorrect value for A3285.41 Â from the comparison) is about 0.16 dex. This deviation arises, at least in part, from a difference in the intensity calibration as a function of wavelength, as pointed out by Kroll & Kock (1987) ; Moity's gf-values are about 0.1 dex smaller than those of Kroll & Kock in the ultraviolet around 2500 À, but about 0.1 dex larger at 4500 Â. In addition, the rms deviation between these two data sets is significantly increased by a small number of rather strongly discordant lines, particularly AA3303.47, 4173.47 and 4549.46 Ä; omission of these three lines reduces the standard deviation of one data set with respect to the other from 0.16 to 0.12 dex. Overall, again we conclude that Moity's data are accurate relatively to within about 0.1 dex.
Fuhr et al. have concluded that the high-excitation Unes in Moity's data (those arising from upper levels above about 6 eV) suffer from an additional systematic error. This conclusion has been obtained from a comparison with unpublished Fen gf-data of Whaling, and also from comparison with Kurucz's (private communication) calculations. We cannot make the comparison with Whaling's data, but a comparison of Moity's gf-values for high-excitation lines in the spectral region of interest to us with the data of Kurucz suggests that this problem is not significant in the region longward of 3900 A; if we normalize Moity's data to those of Kurucz separately for the low-and high-excitation lines, the normalization constant changes by only 0.03 dex, an insignificant amount. We therefore prefer not to re-normalize Moity's high-excitation gf-values by 0.18 dex relative to the low-excitation data, as suggested by Fuhr et al, but will leave them unaltered as our standard of comparison for testing the accuracy of the astrophysical gf-values.
A comparison carried out between the data of Kurucz (private communication) for the range AA 3900-5100 A and a number of the best sets of laboratory data shows a very consistent pattern: with a few of the most discordant lines from Kurucz's results omitted, the standard deviation of the log ^/-differences is about 0.16 dex, and again re-normalizations of the order of 0.1 dex bring the various laboratory data sets into absolute agreement with Kurucz. We conclude that Kurucz's data, apart from a few lines with strongly erroneous gf-values, have a relative accuracy of the order of 0.15 dex.
The astrophysical gf-values derived from our Reticon spectra and for d Vir for lines of Fe n are Usted in Table 4 , along with corresponding data from Moity and from Kurucz. All the astrophysical osciUator strengths have been normalized to the scale of Moity, giving all lines equal weight. Values marked with an asterisk are discordant with other data (not all of which are shown here) and have been omitted from comparisons between the various data sets.
Comparison of the astrophysical gf-values in Table 4 with the laboratory data of Moity and the theoretical gf-values of Kurucz yields the rms deviations of one data set with respect to the other that are summarized in Table 5. In this table, we show, for each astrophysical oscillator strength set, the number of lines {n) in common with the data of Moity and of Kurucz, the standard deviation of one data set with respect to the other when they are normalized to the same mean (a), and, in the comparison with Kurucz's data, the re-normalization (renorm) required to bring the means to the same average value (our data are already normalized to Moity).
It is clear from comparison of the various data sets as summarized in Table 5 that our oscillator strengths derived from Reticon spectra have, as far as comparison is possible, Notes. For each comparison of one gf-value data set with another, n gives the number of (non-discordant) lines in common for two sets, and a gives the standard deviation of the set of differences. The quantity renorm indicates the logarithmic re-normalization that must be applied to the astrophysical data set to normalize it to Kurucz's data.
about the same relative accuracy as those of Moity, approximately 0.08 dex, or a little better, for each data set separately.
Comparison with the data of Kurucz shows a larger scatter, but, as previously discussed, the data of Kurucz show almost exactly this same scatter with respect to the best laboratory data, and this dispersion is probably dominated by the errors in Kurucz's calculations. It is remarkable that the standard deviation of the 0Vir data, derived from photographic equivalent widths, is only a little worse than that obtained with Reticon spectra; the accuracy of this data set for relative gf-values seems to be about 0.10 dex. This fact will be very useful to us in comparing oscillator strengths for Tin, as the list of Ti n lines measurable in 0 Vir is very large.
We have compared differences in the various sets of gf-values above for trends with oscillator strength, lower energy level and wavelength. No important trends are found, except for a slight trend of the difference between the data of Moity and the stellar data with wavelength. In Fig. 1 we show the difference between the log gf-values of Moity and those derived from 0 Vir as a function of wavelength; as may be seen, the trend, if real (it is dominated by a few outlying points), is not very strong.
OSCILLATOR STRENGTHS FOR Tin
We have derived oscillator strengths for numerous lines of Tin from the various spectra and published equivalent width lists at our disposal in the same way as the gf-values for Fen were derived, as described in Section 2. All the new astrophysical gf-values are listed in Table 6 , in the same format as in Table 4 . In the column headings (Ret) refers to gf-values derived from Reticon spectra, and (pg) to photographic data. All our new log gf-values are normalized, as described below, to the data of Kostyk & Orlova. These data are to be compared with previous laboratory and astrophysical gf-values, and so we also tabulate, in Table 6 , all the laboratory data for Tin for the spectral range 3800-5500 À given by Wobig (1962), Wolnik & Berthel (1973) , Roberts et al. (1973) [normalized as recommended by Roberts et al. (1975) with small corrections discussed by Martin et al. (1988) ] and Danzmann & Kock (1980) . These data include a few lines in this interval for which we have no new measurements. In Figure 1 . Difference between Fe n oscillator strengths of Moity and those derived by us from the spectrum of 0Vir, displayed as a function of wavelength, for the 41 lines common to the two lists. The short dashed lines mark differences of ±0.10 dex. The longdashed line is a least-squares linear fit to all the points, and shows that the difference depends weakly on wavelength. This dependence is barely significant over the range of wavelength studied here. Table 6 we also include the gf-values from the wavelength range of interest derived from the Liège solar atlas by Kostyk & Orlova (1983) . These data are regarded by Martin et al. (1988) as relatively good quality, and are preferentially included in their critically evaluated compilation. They were derived assuming an abundance of Ti, log (A Ti /7V H ), in the solar atmosphere of 12-4.88 = -7.12, however, which is significantly different from the best current determination of -7.01 preferred by Anders & Grevesse (1989) . We have therefore re-normalized the gf-values of Kostyk & Orlova by -0.11 dex before incorporating them into Table 6 . Finally, Table 6 includes the theoretical g/-values of Kurucz (private communication) . Data that after comparison (discussed below) are found to be seriously discordant are marked with an asterisk (*) and omitted from further consideration.
From our previous comparisons of oscillator strengths of Fe n, we expect that our data from Reticon spectra have a typical relative accuracy of the order of 0.07 dex, those from 6 Vir are expected to have an internal accuracy of about 0.10 dex, and the data of Kurucz may have an internal accuracy of roughly 0.15-0.20 dex (the internal errors of Kurucz's data are expected to be somewhat different for Tin from those for Fe ii, for example, because the degree of completeness of the lists of known energy levels is different for the two ions, and Optical oscillator strengths for Ti // 705 because the errors in Kurucz's calculations are often multiplet-dependent). The relative errors of the data of both Roberts et al. (1973) and of Danzmann & Kock are estimated by them to be also about 0.10 dex. It is well worthwhile, however, to examine the errors of the various available data sets by comparing them with one another; this also will Notes. Mult is the multiplet number of the transition, £, is the lower energy level in eV, and log gf-values are taken from the sources cited. The data of Kostyk & Orlova have been re-normalized by -0.11 dex as discussed in the text.
allow us to estimate the standard errors of the relative log gf-values of data sets for which no accurate error estimates exist. We make the same type of comparison as before; to compare two data sets, we set the mean value of all log gf-values in common between the two sets to the same value, thus re-normalizing one of the sets, and then calculate the standard deviation of the differences between individual values for all the common lines. The results of a number of such comparisons are shown in Table 7 , where we tabulate the number of lines in common between one data set and another and the calculated standard deviation of the differences. Table 7 enables us to estimate typical standard errors of the relative values of log gf by working from the most precise data sets to less precise ones. Examining the entries in the table, and giving more weight to sets with large data overlap than to ones with only a small overlap, we can see Optical oscillator strengths for Ti // 7 07 from the comparison with experimental data sets are larger, between 0.11 and 0.20 dex. Perhaps a standard error of about 0.12 dex is a reasonable estimate. The data of Roberts et al., which are claimed to have an error of about 0.10 dex, seem to show a scatter of more nearly 0.15 dex around the more accurate lists. Kurucz's data show about the expected scatter of -0.18 dex. The data of Wobig are revealed as surprisingly accurate for an experiment of such age, with uncertainties similar to those in the 6 Vir data. For the data of Wolnik & Berthel, the picture that emerges is not very consistent; clearly, some subsets of their data are more accurate than others, and the dispersion depends strongly on the precise line list with which comparison is made. We may estimate the accuracy at about 0.15 dex, or perhaps a little worse, but with greater variations internally than most of the data sets. This also seems to be true of the data of Kostyk & Orlova. Finally, the other gf-values derived from photographic equivalent widths are seen to have standard errors of typically 0.15-0.20 dex. These estimated errors are summarized in Table 8 below.
To combine the data into a single set of log gf-values with estimated errors for each value, we normalize all the data to a single standard, and take a weighted mean for each line over the available values. Following the recommendation of Martin et al. (1988) , we have chosen to normalize our gf-values to the astrophysical gf-values of Kostyk & Orlova. However, as discussed above, we have re-normalized all their values downward by 0.11 dex to compensate for the difference between the solar Ti abundance they assumed and the best current determination (Anders & Grevesse 1989) . Since the data of Kostyk & Orlova form a relatively small data set, and one with more internal dispersion than several other Notes. For each comparison of one data set with another the two sets are re-normalized to equal means using the n lines in common. The standard deviation of the differences in log gf for the two sets of lines in common is tabulated as o. Notes. The re-normalization is the value applied to each data set to normalize it to the (re-normalized) data of Kostyk & Orlova. The estimated o is our assessment of the typical error value for each data set.
sets, it seems quite unsatisfactory to normalize other sets directly to this one; if there are only a few Unes in common, a substantial error could be introduced by one incorrect gf-value. We have therefore chosen to normalize the other data sets to that of Kostyk & Orlova by using a template procedure. We normalize a large data set of relatively good internal accuracy (the best compromise seems to be the gf-values of 6 Vir) directly to the data of Kostyk & Orlova, and normalize all other data sets to the template data set. We then average the re-normalized log ^/-values for each line by taking a weighted mean, <loggf> = 2 wvloggf,
where each log gf-value is given a weight w, = I/07, where o i is the estimated standard deviation for the corresponding data set, and the sum is taken over all the available data for a line except values that have been previously discarded because of excessive discordance. The standard errors of the weighted mean for each line are estimated using the usual expressions for internal and external error, 
which are derived, respectively, from the standard errors assigned to each datum in the mean, and from the weighted dispersion of the individual log ^/-values around the calculated mean value of log gf(see e.g. Topping 1972, sections 42 and 43) . Conservatively, we shall assign to each calculated mean value of log gf the larger of these two estimates of uncertainty; in fact, there is usually little difference between the two estimates of error. The necessary constants are listed in Table 8 , which gives, for each data set used in forming the weighted mean, the renormalization needed to bring those data on to the (renormalized) system of Kostyk & Orlova (using 0 Vir as the template), and our best estimate of the standard error of the data set as derived from the calculated log ^/-values for Fe 11, from Table 7 , and from error estimates of the original authors. It is very encouraging that the normalization standard we have chosen is in excellent agreement with the normalization adopted for this region by what is probably the most reliable experimental work in this spectral region, that of Danzmann & Kock (and -perhaps surprisingly -we are in excellent agreement also with the normalization chosen by Wobig). Our normalization differs from those of Kurucz and of Wolnik & Barthel by only about 0.1 dex (in opposite directions from the two data sets), again a satisfactory agreement. Only the data of Roberts et al. seem to be in substantial disagreement, in this spectral region, with our normalization, and even in this case the discrepancy is still only about 0.2 dex. We estimate that the absolute uncertainty in our adopted normalization is probably no worse than about 0.15 dex.
In Table 8 , the re-normalization constants for the astrophysical oscillator strengths are given as derived Ti abundances relative to H, \og{N T jN ll ). The solar value is close to -7.01 (Anders & Grevesse 1989) , and it is clear that the derived abundances cluster about this value with relatively small dispersion.
The inferred abundances of Ti in Sirius are slightly different (about 0.1 dex) as derived from photographic and from Reticon data. This is probably due, in part, to the fact that the equivalent width scale of Kohl (1964) is slightly different from the Reticon scale (see Section 2); it may also be due to the fact that there is little overlap between the list of lines measured by Kohl and those available in the Reticon spectra (see Table 6 ).
The Ti abundances that we have obtained here from Reticon spectra for Sirius and 0 Leo use the same spectroscopic material analysed by Hill & Landstreet (1993) in their study of the homogeneity of the abundance tables of a set of nearby normal early A stars. It is, therefore, quite interesting to compare the Ti abundances derived here with those obtained by Hill & Landstreet. It should be recalled in making this comparison that the Ti abundances of Hill & Landstreet are not based on the set of ^/-values derived here; instead they use a mixture of gf-values from Martin et al. (1988) , which in turn are based in this wavelength region mainly on the data of Roberts et al. (1973) , Danzmann & Kock (1980) and Kostyk & Orlova (1983) , and calculated values from Kurucz (private communication) . The Ti abundances have recently been re-determined for Sirius and 0 Leo using the new Ti gf-values derived here (Hill, private communication) ; in both cases the re-normalization we have imposed on Kostyk & Orlova's gf-values of -0.11 dex (which in turn is a large contributor to our re-normalization of the data of Roberts et al.) leads to an overall scale increase in the abundance of Ti by about 0.1 dex. Hill & Landstreet find log(N Ti /N u ) in Sirius to be -6.82 (-6 .94 on the present g/-value scale), in reasonable agreement with the value of -6.88 found here. On the other hand, the abundance for 0Leo is -6.80 (-6 .90 using the new gf-values), rather different from the value of -7.12 found here. We think that this latter difference is largely due to the different model atmospheres assumed in the two calculations. Test calculations show that the model assumed here ( T eff , log g, §) = (9250, 3.5, 2.5) and that of Hill & Landstreet (9450, 3.7, 2. 2), each with the corresponding derived abundance of Ti, give essentially the same equivalent widths for a number of Table 9 . Mean Tin oscillator strengths for the interval 3800-5500 Á with estimated uncertainties. 11  11  11  11  12  12  17  17  18  18  18  18  19  19  19  20  20  20  20  21  21  29  29  30  30  30  31  31  31  32  34  34  34  34  38  39  39  39  40  40  40  40  40  41  41  41  41 Notes. Mult gives the multiplet number of each transition, gives the lower energy level, n is the number of lines from Table 6 incorporated into the mean value (log gf), and o is the larger of the internal (equation 5) and external (equation 6) errors of the mean and is our (conservative) estimate of the uncertainty of the corresponding (log gf).
Mult
Tin lines. The higher temperature assumed by Hill & Landstreet and the lower microturbulence both conspire to lead to a larger inferred Ti abundance for Hill & Landstreet than here. On the other hand, Hill & Landstreet assumed a cooler model for Sirius (9870, 4.32, 1.7) than is assumed here (10150, 4.3, 2) , but with smaller microturbulence; the two effects largely cancel to give almost the same abundances in both calculations. The moral is clearly that absolute abundance levels are quite sensitive to the details of model selection.
The final mean value of (log gf) calculated for each line, with the larger of the two estimated uncertainties, is Usted in Table 9 . In this table, n indicates the number of individual determinations of log gf that were used in forming the mean value.
It is notable that some 59 of the 109 mean log gf-values of Table 9 are derived from five or more individual determinations, so that enough individual measurements go into the average to make the assessment of internal dispersion quite useful. Of the 59 log gf-values averaged from five or more data, 45 are estimated from both weighted internal dispersion and from the estimated accuracy of the various data sets to have errors of the mean of 0.07 dex or less. Another 20 mean log gf-values formed from fewer data are also estimated to have this accuracy. Only 20 mean values have estimated accuracy of 0.10 dex or worse, and the worst uncertainty is only 0.20 dex.
SUMMARY
In this paper, we have calculated oscillator strengths for more than 100 lines of Tin in the spectral region 3800-5500 À from stellar spectra available to us and from pubhshed Usts of equivalent widths for a number of A and late B stars. Our methods of obtaining oscillator strengths, and the quahty of some of the data sets, have been tested by similar calculations of oscillator strengths for a number of lines of Fen, which showed a very satisfactory degree of accord with the best experimental and theoretical data available. Our new astrophysical oscillator strengths for Tin have been compared with the best available data from previous experiments, calculations and stellar spectra; the various data sets have been brought to a common normalization, the accuracy of the relative log gf-values of each set estimated, and all the available data combined to produce a mean gf-value for each spectral line. The normalization of the scale of the mean log gf-values is probably secure to within about 0.15 dex, and for most individual lines the relative accuracies of the final mean log gf-values are estimated to be better than 0.1 dex. It is hoped that these data will represent a substantial improvement in homogeneity for the oscillator strengths in our chosen wavelength region for this very important ion.
