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An orchestration is a multi-threaded computation which invokes a number of
remote services. In practice the responsiveness of a web-service ﬂuctuates
with demand; during surges in activity service responsiveness may be degraded,
perhaps even to the point of failure. An uncertainty proﬁle formalises a user’s
perception of the eﬀects of stress on an orchestration of web-services; it describes
a strategic situation, modelled by a zero-sum angel-daemon game. Stressed web-
service scenarios are analysed, using game theory, in a realistic way, lying between
over-optimism (services are entirely reliable) and over-pessimism (all services are
broken). The “resilience” of an uncertainty proﬁle can be assessed using the
valuation of its associated zero-sum game. In order to demonstrate the validity
of the approach we consider two measures of resilience and a number of diﬀerent
stress models. It is shown how (i) uncertainty proﬁles can be ordered by risk (as
measured by game valuations) and (ii) the structural properties of risk partial
orders can be analysed.
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1. INTRODUCTION
A service is a computational method that is made
available for general use on the Internet. The response
behaviour of a set of services which have been made
available for general use on an open network varies with
respect to demand. Demand for a particular service S
can ﬂuctuate – if the cost and quality of service (QoS)
of S are attractive then S is likely to acquire additional
users. If demand is excessive then S may fail to deliver
its QoS (perhaps, in an extreme situation, S may fail).
The aim of this paper is to propose a way to analyse the
behaviour of service-based computations in a realistic
way that lies between over-optimism (all services satisfy
their Service Level Agreements) and over-pessimism (all
services are degraded, perhaps even broken).
Risk management is a well-establish discipline in
ﬁnance (see [1, 2]) which has also been applied to
analyse software design [3], information security [4], web
services [5, 6] and system failures [7]. The economist
Frank Knight has made a distinction between risk and
uncertainty [1] as illustrated by the following quotation
taken from Chapter 11 of [8]:
“Risk refers to something that can be
measured by mathematical probabilities. In
contrast, uncertainty refers to something that
cannot be measured (using probabilitites)
because there are no objective standards to
express these probabilities.”
Knight gives the following example of a risky but not
uncertain situation in Part III, Chapter VII of [1]:
“Thus, in the example given by von Mangoldt,
the bursting of bottles does not introduce an
uncertainty or hazard into the business of
producing champagne; since in the operations
of any producer a practically constant and
known proportion of the bottles burst, it
does not especially matter even whether the
proportion is large or small. The loss becomes
a ﬁxed cost in the industry and is passed on
to the consumer, like the outlays for labor or
materials or any other.”
In contrast an example of an uncertain situation is given
by John Maynard Keynes in Chapter 12 of [9]:
“The outstanding fact is the extreme precar-
iousness of the basis of knowledge on which
our estimates of prospective yield have to be
made....If we speak frankly, we have to admit
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that our basis of knowledge for estimating the
yield ten years hence of a railway, a copper
mine, a textile factory, the goodwill of a patent
medicine, an Atlantic liner, a building in the
City of London amounts to little and some-
times to nothing; or even ﬁve years hence.”
It is debatable if probability is an appropriate
technique to use to model service reliability realistically
when unpredictable surges in demand can occur. In
this paper game theory (see Section 13.6 in [10]) is
used to analyse the uncertain behaviour of service-
based computations by measuring the robustness and
the response delays of user orchestrations when stressed
by surges in demand.
Informally, both the delay and the degree of
functionality of a stressed service-based computation
can be analysed using a two-player zero-sum game.
Consider an orchestration O which utilises a set S
of web-services. In the simplest situation one of
the players (the daemon) models over-demand stress
whereas the other player (the angel) models the
beneﬁcial eﬀects of elasticity. A game proceeds with
both players making “moves” in order to stress or
remove stress from a set of web-services. For example,
the daemon and angel may select the services s ∈ S and
s′ ∈ S, respectively, as their moves. This game situation
models the evaluation of O in an environment where
service s is severely stressed by overdemand whereas
service s′ employs extra servers to improve performance.
In a game the two players have diﬀerent goals; the
daemon tries to damage the user’s application as much
as possible whereas the angel tries to ensure the least
harmful outcome. Both players have bounds placed on
the number of services that they can inﬂuence. Thus
stress is modelled as ﬂuid patches which move over
the service space. Each player’s scope for stressing
services is speciﬁed using an uncertainty proﬁle which
provides a macroscopic and qualitative description
of an orchestration under stress without recourse to
probability. Occasionally conﬁgurations of angel and
daemon moves arise in which neither player has an
incentive to move (Pure Nash Equilibria). In other
games there are randomized rather than pure “ﬁxed
points”. A game is assessed with respect to a metric
speciﬁed in its uncertainty proﬁle (perhaps measuring
delay or the degree of functionality). An application
may be assessed for uncertainty by “playing” a number
of games, each with a diﬀerent uncertainty proﬁle, in
order to assess the eﬀects of either (i) diﬀerent network
stress patterns or (ii) varying amounts of redundancy
within an orchestration.
An orchestration is deﬁned as “the sequence and
conditions in which one web service invokes other web-
services in order to realize some useful function” [11].
An orchestration deﬁnes control from a one party
perspective [12]. User-deﬁned orchestrations may
include dynamic mechanisms for altering behaviour
depending on the responsiveness of underlying web-
services. The robustness of an orchestration to
underlying service failures (or delays) is referred to
as its resilience. Orchestrations of web-services can
be speciﬁed using the language Orc [13] in which
services are called upon to perform sub-computations.
An Orc expression speciﬁes how a set of service calls
are orchestrated to realise some overall goal. An
orchestration may consist of a number of parallel
threads each of which returns (publishes) a result.
The resilience of an orchestration can be measured
in diﬀerent ways.
• strong assumption: severe stress causes services to
fail and become non-operational. Robustness is
measured by counting the number of operational
threads that remain functioning within a stressed
user orchestration.
• weak assumption: stress causes a service’s respon-
siveness to be altered (usually degraded). Orches-
tration performance is measured by assessing the
delay between an orchestration’s activation and its
completion. Several diﬀerent delay stress mod-
els are considered. The basic delay model has
four forms of service responsiveness: normal (un-
stressed service behaviour), service stress due to
over-demand, service improvement due to elasticity
and service behaviour resulting from the interac-
tion between over-demand and elasticity. We also
consider an incremental stress model where delays
are modiﬁed by angelic and demonic perturbations.
Although a set of proﬁles may be assessed for risk by
obtaining associated angel daemon game valuations it
has been shown that computing the value of a angel-
daemon game is EXP-complete [14]. In order to avoid
the diﬃculties of directly computing Nash equilibria
we show how a set of uncertainty proﬁles forms a
partial order which is compatible with underlying game
valuations.
Two classes of monotonic (w.r.t. assessment)
mappings between uncertainty proﬁles are deﬁned.
Angelic up functions are guaranteed to improve the
utility measurement whereas daemonic down functions
have the opposite eﬀect. Particular instances of up
and down functions are used to compare diﬀerent
uncertainty proﬁles.
In this paper we develop a new uniﬁed framework
which can be used to assess both the robustness and
performance of an orchestration using game theory.
Our work extends and generalises previous work
for orchestrations which only utilised a robustness
measure - see [15] for the initial deﬁnition of angel-
daemon games, [16] for some elementary monotonicity
properties of risk proﬁles and [17] for the monotonicity
properties of uncertainty proﬁles. In this paper the
following signiﬁcant innovations have been introduced:
• the moves of both players can now coincide
(this gives rise to a richer class of more realistic
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orchestration games in which a service can be
severely stressed by overdemand while at the same
time employing elasticity to improve performance);
• a set of new metrics for assessing orchestration
delay has been devised;
• new theoretical work on ordering uncertainty
proﬁles oﬀers a means of comparing diﬀerent
stress scenarios without having to calculate game
valuations.
The paper is structured as follows. In Section 2
orchestrations, the language Orc, zero-sum games and
uncertainty proﬁles are introduced. In Section 3
two resilience measures for stressed orchestrations are
described, namely (i) the number of functioning threads
within an orchestration and (ii) the evaluation delay.
In Section 4 some examples of assessing resilience are
given and some basic properties of uncertainty proﬁles
are derived. In Section 5 up and down functions
are used to compare uncertainty proﬁles involving
diﬀerent orchestrations. The same approach is used
in Section 6 to compare uncertainty proﬁles with the
same orchestration but with varying amounts of stress.
In Section 7 a review of related work is given. Finally
in Section 8 some conclusions are drawn.
2. ORCHESTRATION GAMES
An overview of (i) the orchestration language Orc [13,
18] and (ii) some relevant concepts from game theory
are given below.
2.1. Orc
An orchestration is a user-deﬁned program that utilises
web services. Typical examples of services might be: an
eigensolver, a search engine or a database [19]. A service
accepts an argument and publishes a result value3. For
example, a call to a search engine, ﬁnd(s), may publish
the set of sites which currently oﬀer service s. A service
call can publish at most one response. A service s may
fail to respond (i.e. it is silent) when it is called in
an unreliable environment. Service calls may induce
side eﬀects. The orchestration language Orc [13, 18]
contains a number of inbuilt services: 0 is always
silent whereas 1 (x ) always publishes its argument x.
The service RTimer(t) returns a signal after t units
of time – RTimer is often used to program time-
outs. if (b) publishes a signal if b is true and remains
silent otherwise. More generally, an Orc expression
may compose a number of service calls into a complex
computation. The simplest kind of Orc expression is
a service call. The Orc expressions P and Q can be
combined using the following operators:
• Sequence P > x > Q(x): Orchestration P is
evaluated: for each output v, published by P ,
3The words “publishes” and “returns” are used interchange-
ably.
an instance Q(v) is invoked. If P publishes the
stream of values, v1, v2, . . . vn, then orchestration
P > x > Q(x) publishes some interleaving of the
set {Q(v1), Q(v2), . . . , Q(vn)}. The abbreviation
P  Q is used in situations where Q does not
depend on x.
• Parallelism P | Q: The independent orchestrations
P and Q are executed in parallel; P | Q publishes
some interleaving of the values published by P and
Q.
• Pruning P (x) < x < Q: Orchestrations P and Q
are evaluated in parallel; P may become blocked by
a dependency on x. The ﬁrst result published by
Q is bound to x, the remainder of Q’s evaluation is
terminated and evaluation of the blocked residual
of P is resumed.
Example 1. Consider the following orchestrations
which distribute digital newspapers by email.
Two Each = (CNN | BBC ) > x >
(EmailAlice(x) | EmailBob(x))
Two Each delivers digital newspapers from both CNN
and BBC to Alice and Bob. However, the orchestration
One Each = ((CNN > x > EmailAlice(x))
| (BBC > y > EmailBob(y)))
only delivers the CNN paper to Alice and the
BBC paper to Bob. These two orchestrations
are instances of classical parallel workﬂow patterns
(see [20]) SEQ of PAR = (P | Q)  (R | S) and
PAR of SEQ = (P  Q) | (R  S). Finally
Just One = (EmailAlice(x) | EmailBob(x))
< x < (CNN | BBC )
delivers the same journal to Alice and Bob.
All parametrised sites (services) are assumed to have
well-deﬁned behaviours:
Definition 2.1 (non-blocking service). A
parametrised service s is non-blocking if s(v1, . . . , vn)
must publish a result for all well-deﬁned arguments
v1, . . . , vn; otherwise s is potentially blocking.
For example, Rtimer(t) is non-blocking while if (b)
is potentially blocking4. Hereafter we assume that all
services used in orchestrations are non-blocking.
Parameter independent blocking. An orchestra-
tion has parameter independent blocking if all
its underlying parametrised services are non-
blocking. Such an orchestration can utilise the
null service 0.
4It is possible to deﬁne a non-blocking variant form of if (b) –
when if (b) fails to publish the variant site returns an error signal.
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2.2. Zero-sum games
Zero-sum games, Nash equilibria and the value of a
game (as deﬁned by von Neumann and Morgenstern)
are introduced below. Zero-sum games are a particular
instance of two player strategic games. Games are
described using conventional notation – see [21].
Definition 2.2 (zero-sum game). A zero-sum game
is a strategic game, described by a tuple Γ = 〈A1, A2, u〉,
with two players. For i ∈ {1, 2}, Ai is the ﬁnite set of
actions that can be selected by player i. The mapping u
from A1 ×A2 to the rational numbers is the utility (or
pay-oﬀ) of player 1. Player 2 has utility −u.
It is assumed that both players are rational and wish
to maximize their personal utility (for games with a
cost function c player 1 will wish to minimise c). In
game theory it is straightforward to move from a utility
situation to a cost situation (and vice-versa).
The set of combined actions A = A1 × A2 is called
the set of strategy proﬁles. Given a strategic game
Γ, player i can “make a move” by selecting an action
ai ∈ Ai (ai is called a strategy). If each player i selects a
strategy ai independently then the joint strategy proﬁle
is a = (a1, a2). Players 1 and 2 have utilities u(a)
and −u(a), respectively. The game is zero-sum because
u(a) − u(a) = 0 (when player 1 beneﬁts from a move
then player 2 incurs an equi-sized penalty).
A player’s choice of action can be deﬁned probabilis-
tically. Mixed strategies for players 1 and 2 are proba-
bility distributions α : A1 → [0, 1] and β : A2 → [0, 1],






Let Δ1 and Δ2 denote the set of mixed strategies for
players 1 and 2, respectively. A (pure) strategy proﬁle
(a1, a2) is a special case of a mixed strategy proﬁle (α, β)
where α(a1) = 1 and β(a2) = 1.
Definition 2.3. A mixed strategy proﬁle (α, β) is a
Nash equilibrium if for any α′ ∈ Δ1 we have u(α, β) ≥
u(α′, β2) and for any β′ ∈ Δ2 we have u(α, β) ≤
u(α, β′).
A pure Nash equilibrium, pne, is a Nash equilibrium
(a1, a2) where a1 and a2 a pure strategies. It is well
known that any strategic game has a mixed Nash
equilibrium [22]. For zero sum games the following
stronger result holds:
Theorem 2.1 ([23]). Let Γ = (A1, A2, u) be a zero
sum game. Then:
• The value maxα′∈Δ1 minβ′∈Δ2 u(α′, β′) coincides
with minβ′∈Δ2 maxα′∈Δ1 u(α
′, β′), and
• (α, β) is a Nash equilibrium iﬀ











Definition 2.4. The value ν(Γ) of a zero sum game
with a utility is ν(Γ) = maxα′∈Δ1 minβ′∈Δ2 u(α
′, β′).











Nash equilibria can also be characterised as follows
(see Proposition 116.2 in [21]):
Proposition 2.1. A mixed strategy proﬁle (α, β) is
a mixed Nash equilibrium iﬀ:
• for any a1 ∈ A1 such that α(a1) > 0 it follows
that u(a1, β) = maxα′ u(α
′, β), and
• for any a2 ∈ A2 such that β(a2) > 0 it follows
that u(α, a2) = minβ′ u(α, β
′).
Example 2. Consider the zero sum game Γ where
player 1 can choose one of two actions, top (t) or bottom
(b), and player 2 can choose one of two actions, left (l)




t u(t, l) = 0 1
b 1 0
Γ has no pure Nash equilibrium because, for any pure
strategy proﬁle, one player will always want to change
strategy. If (t, l) is the current strategy then player 1
will change t to b (to increase the utility by 1). This
move is schematised as (t, l)
u=1−→ (b, l). But proﬁle
(b, l) is not stable because player 2 will wish to change l
to r (thereby increasing his utility by 1). The evolution
in strategies is schematised below:
(t, l)
u=1−→ (b, l) u=0−→ (b, r)
u=1−→ (t, r) u=0−→ (t, l) u=1−→ · · ·
Proposition 2.1 can be used to compute a mixed
strategy proﬁle (α, β) for this game. Let α(t) = p where
p > 0 and α(b) = 1− p. Then u(t, β) = u(b, β) and so
p = 1/2. Likewise if β(l) = q > 0 then β(r) = 1 − q.
In a similar way u(α, l) = u(α, r) and so q = 1/2.
Consequently, ν(Γ) = u(α, β) = 1/2.
2.3. Uncertainty proﬁles
An a priori (global and macroscopic) measure of
the behaviour of an orchestration E in a stressful
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environment is modelled by an [17] uncertainty proﬁle
U = 〈E,A,D, bA, bD, u〉. The stressed environment is
described by the parameters A,D, bA, bD and u:
• A and D denote sets of sites (services) which
may be eﬀected by stress. The orchestrator has
the perception that when an angelic site in A
fails this is unlikely to have a serious impact
on the functionality or performance of his web-
application. In contrast the orchestrator has the
perception that when a daemonic site in D fails
this may well have catastrophic implications for the
application. Sites whose behaviour is unknown can
occur in both A and D.
• The spread of network stress is modelled bounding
the number of sites under stress5. Parameters bA
and bD specify the number of sites to suﬀer angelic
stress and daemonic stress, respectively.
• The eﬀects of stress are measured by a utility
function u (or by a cost function c).
Let α(E) denote the set of sites called by orchestration
E, α+(E) denote α(E) \ {0} and #s denote the
cardinality of a set of sites s. An uncertainty proﬁles is
deﬁned as:
Definition 2.5 (Uncertainty proﬁle). An uncer-
tainty proﬁle for an orchestration E is a tuple U =
〈E,A,D, bA, bD, u〉 where A ∪ D ⊆ α+(E), bA ≤ #A,
bD ≤ #D and u(a, d) ≥ 0 is a utility function deﬁned
over a ⊆ α+(E), d ⊆ α+(E).
Given an uncertainty proﬁle U = 〈E,A,D, bA, bD, u〉
a strategic situation arises when E is subjected to
combined angel and daemon actions [15].
Definition 2.6 (angel-daemon game). The uncer-
tainty proﬁle U = 〈E,A,D, bA, bD, u〉 has an associated
zero-sum angel-daemon game Γ(U) = 〈Aa, Ad, u〉: play-
ers a (angel) and d (daemon) have the following sets of
actions,
• player a selects bA distinct stressed services from
A. The angel’s set of actions is
Aa = {a ⊆ A | #a = bA}
• player d selects bD distinct stressed services from
D. The daemon’s set of actions is
Ad = {d ⊆ D | #d = bD}
• Services in α+(E)\(a∪d) are unaﬀected by stress.
Given a strategy proﬁle s = (a, d) the associated utility
is u(a, d).
In orchestration games a and d model “ambiguity or
uncertainty” (called Web Incerta Spiriti by [8]) in the
restless web [17].
5Setting a priori bounds for the number of failures in
distributed systems is conventional – see Chapter 6 in [24].
Definition 2.7 (assessment). The assessment ν(U)
of an uncertainty proﬁle U is deﬁned to be the value of
its associated angel-daemon Γ(U) (i.e. – see equations
(1) and (2) or (3) and (4)).
In the remainder of the paper utilities are used to
measure the robustness of orchestrations to service
failure while cost functions are used to measure how
stress eﬀects performance.
3. MEASURING RESILIENCE
We wish to measure the a priori resilience of an
orchestration in various stress scenarios. Two resilience
measures are used:
• An extreme form of analysis concerns the
robustness of orchestrations to service failures.
From an observational point of view a broken
service is identical to site 0. The eﬀect of broken
services on the evaluation of an orchestration E can
be assessed by counting the number of functioning
threads within E. This corresponds to counting
the number of results, out(E), published by E.
• A more moderate form of analysis measures the
delay caused by stress on the evaluation of
an orchestration. Over-demand causes service
performance to degrade (increased delays). In
order to counteract stress a service may employ
elasticity to bring extra servers into operation –
in such a situation the performance of a service
under stress could even conceivably improve. The
delay associated with evaluating E in a stressed
environment is denoted by δ(E).
The measures above provide complementary viewpoints
of orchestration resilience in unreliable environments.
3.1. Robustness to failure
Web environments are unreliable. Sites evolve and
a user has little (or no) control over the execution
environment. When a complex orchestration E is
evaluated it may be unrealistic to assume that all
underlying services will be operational.
Reliability assumption. Service performance is
variable and services can fail. A broken service
does not respond when called. A working
service always conforms to its speciﬁcation.
Let F denote the set of broken sites in a particular
environment. The eﬀect of evaluating an orchestration
E in such an environment is found by replacing all
occurrences of services s, s ∈ F , by 0. Let failF (E)
denote the eﬀect of evaluating E in an environment
where services in F are broken. A measure of the
resilience of E in this environment is out(failF (E)) (i.e.
the number of outputs, out, published by failF (E))
where 0 ≤ out(failF (E)) ≤ out(E).
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< x < (Data|ProxyData))
where Data and ProxyData are data publishing services
with the same functionality and Worker1 and Worker2
are worker services. Robust is resilient to the failure of
a single data service. For s ∈ {Data,ProxyData}:
out(fail{s}(Robust)) = out(fail{}(Robust))
However, Robust is not resilient to the failure of a
worker service.
The notion of parameter independent blocking is used
to analyse orchestrations with broken services:
Lemma 3.1. If orchestration E has parameter
independent blocking and F ⊆ α+(E) then failF (E) has
parameter independent blocking.
Consequently:
Lemma 3.2. Given a well formed expression E and
a failure set F ⊆ α+(E), the values out(E) and
out(failF (E)) can be computed in polynomial time with
respect to the length of the expression E.
Proof. By deﬁnition out(0) = 0, out(1) = 1. For a non-
blocking service s it follows that
out(s(v1, . . . , vk)) =
{
1 if all parameters are deﬁned
0 otherwise
Let E1, E2 be parameter independent blocking, well
formed Orc expressions. Then
out(E1|E2) = out(E1) + out(E2)
out(E1 > z > E2(z)) = out(E1) ∗ out(E2(z))
Finally
out(E1(z) < z < E2) =
{
out(E1(z)) if out(E2) > 0
out(E1(⊥)) otherwise
Here E(⊥) denotes the behaviour of E when z is
undeﬁned; E(⊥) is found by replacing all service calls
with a z-dependency by 0. Therefore if E has parameter
independent blocking then out(E) can be computed
in polynomial time with respect to the length of the
expression E.
Example 4. Reconsider the digital newspaper
example. If no failures arise then out(Two Each) =
4 and out(One Each) = 2. If F = {CNN } then
out(failF (Two Each)) = 2. If F = {CNN ,EmailAlice}
then out(failF (Two Each)) = 1.
From Lemma 3.2 it follows that
Lemma 3.3 (monotonicity). Given a parameter
independent blocking, well formed expression E and
failure sets F ,F ′ in α+(E) where F ⊆ F ′, it follows
that out(failF ′(E)) ≤ out(failF (E)).
3.2. Performance (delay costs)
Services may provide “performance guarantees” using
service level agreements (SLAs). Given a notion of
universal time it is possible to provide response time
bounds for services. Service s has a maximal delay δ(s),
(or δ(s, x) if the delay is input dependent) if it publishes
no later than time δ(s) after being called, δ(s) ≥ 0. It
is possible to give guarantees about the performance of
an orchestration deﬁned over a set of services provided
that each underlying service has a response SLA [25].
Reliability assumption. Given an orchestration
E we assume that every site s ∈ α(E) has a
non-negative ﬁnite response delay 0 ≤ δ(s) <
∞. Delay δ(s) may be perturbed (by a ﬁnite
amount) when s is placed under stress.
Orchestrations also have performance delays. An
evaluation of an orchestration E may publish multiple
results; μ(E) and δ(E) denote the minimum and
maximum delays necessary for publication of at least
one evaluation result of E and all evaluation results
of E, respectively. Delays can be lifted from sites
to orchestrations in various ways, depending on the
underlying computation model. In the following we
assume that evaluations utilise the maximum degree of
parallelism.
3.2.1. Call-and-Delay environments
In [26] an operational and a traced-based semantics of
Orc are presented. These deﬁnitions include all of the
transitions that arise in an orchestration evaluation.
For example if expressions P and Q have traces (t, !m)
and (t′, !m′), t < t′, respectively, where t and t′ are
times and m and m′ are publication events then the
trace of P |Q is (t, !m)(t′, !m′). However, all that is
needed to assess the performance of an orchestration
O is the time of its ﬁnal publication (ie we are only
interested in the value t′ above) 6. Below call-and-delay
environments are used to calculate directly the times of
the (ﬁrst and) last publications of an orchestration. For
parameterless expressions E1 and E2 and service s(x)
we have
δ(E1 | E2) = max{δ(E1), δ(E2)}
δ(E1  E2) = δ(E1) + δ(E2)
δ(s(x) < x < E1) = μ(E1) + δ(s(x))
Assessing publication time is more complex when
parameterised expressions arise and, in particular, when
involved terms appear within prunning expressions.
During an orchestration evaluation it is possible that
multiple (i) invocations of sub-expressions and (ii)
instantiations of variables occur. For example, in an
evaluation of (s | s′) > x > E1 the variable x
is instantiated twice and the expression E is called
6For pruning it is also necessary to deﬁne the time at which
the ﬁrst publication occurs.
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twice. In the following call-and-delay environments are
used to record the times of variable and sub-expression
instantiations, thus enabling the direct calculation of
the delay associated with an orchestration evaluation.
Our approach adopts time intervals [27, 28] for the
special case of Orc.
Definition 3.1 (call-and-delay environment). Given
a sub-orchestration E(x1, . . . , xn), a call-and-delay
environment for E is a pair C = (D,T) where
D = {[xi, μi, δi] | 1 ≤ i ≤ n}, T = [t1, t2]
Here μi ≤ δi, for 1 ≤ i ≤ n, and t1 ≤ t2.
A call-and-delay environment associates each variable
x with a tuple [x, μ, δ] where μ and δ are, respectively,
the starting and ﬁnishing times for the stream values
used to instantiate x. In a complementary way t1 and
t2 denote, respectively, the times of the ﬁrst and last
calls to E.
A call-and-delay environment C is used to calculate
the delays μC(E) and δC(E) of orchestration E. In the
following we assume that each thread has its own local
delay environment and that the time taken to spawn a
thread is negligible.
In order to analyse the expression E(x1, . . . , xn)
parameters having the same dependencies are grouped
together; in this way E is written as E(X,Y, Z) where
X etc. denotes a set of parameters with the same
dependencies. D[X,Y ] and D[Y, Z] etc. denoting
diﬀerent delay environments.
Delays are deﬁned by structural induction over Orc
expressions:
Site call E = s(x1, . . . , xn). Then
μC(s(x1, . . . , xn)) = max{μ1, . . . , μn, t1}+ δ(s)
δC(s(x1, . . . , xn)) = max{δ1, . . . , δn, t2}+ δ(s)
This models a situation where site s is ﬁrst called
at time t1, all variables must be instantiated before
evaluation of s can begin and execution of s takes time
δ(s).
In the case of a parameterless site s:
μC(s) = t1 + δ(s) δC(s) = t2 + δ(s)
Parallel Composition.
E(X,Y, Z) = E1(X,Y ) | E2(Y, Z)
The delay associated with E is deﬁned using the call-
and-delay environments for E1 and E2:
C1 = (D[X,Y ],T), C2 = (D[Y, Z],T)
Then:
μC(E(X,Y, Z)) = max{μC1(E1(X,Y )), μC2(E2(Y, Z))}
δC(E(X,Y, Z)) = max{δC1(E1(X,Y )), δC2(E2(Y, Z))}
Sequential Composition.
E(X,Y, Z) = E1(X,Y ) > u > E2(u, Y, Z)
Here E1 has the call-and-delay environment
C1 = (D[X,Y ],T)
The values μ = μC1(E1(X,Y )) and δ = δC1(E1(X,Y ))
denote the ﬁrst and last times at which u is instantiated.
An environment for E2 is:
C2 = (D[Y, Z] ∪ {[u, μ, δ]},T2)
where T2 = [μ, δ]. The delays associated with E are:
μC(E(X,Y, Z)) = μC2(E2(u, Y, Z))
δC(E(X,Y, Z)) = δC2(E2(u, Y, Z))
Pruning.
E(X,Y, Z) = E1(X,Y, u) < u < E2(Y, Z)
Here the delay of E2 is calculated using the environment
C2 = (D[Y, Z],T)
Variable u is only instantiated once - in order to model
this part of the evaluation we use the call-and-delay
environment
C1 = (D[X,Y ] ∪ {[u, μ, μ]},T)
where μ = μC2(E2(Y, Z)). The delays associated with
E are:
μC(E(X,Y, Z)) = μC1(E1(X,Y, u))
δC(E(X,Y, Z)) = δC1(E1(X,Y, u))
The initial orchestration E has no variables and is only
called once; consequently C = (∅, [0, 0]). In this setting
δ(E) = δC(E) and μ(E) = μC(E).
Example 5. Consider the orchestration
Two Each = Newspapers > x > Emails(x )
from Example 1 where
Newspapers = (CNN | BBC )
Emails(x ) = (EmailAlice(x) | EmailBob(x))
The delays associated with Newspapers are calculated
using the call-and-delay environment C1 = (∅, [0, 0]):
μC1(Newspapers) = μN = min{δCNN , δBBC}
δC1(Newspapers) = δN = max{δCNN , δBBC}
The delays associated with Emails are calcu-
lated using the call-and-delay environment C2 =
({[x, μN , δN ]}, [μN , δN ]). Thus,
μ(Two Each) = μN + μE , δ(Two Each) = δN + δE
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where
μE = min{δ(EmailAlice), δ(EmailBob)}
δE = max{δ(EmailAlice), δ(EmailBob)}
Consider the delays associated with the orchestration
Just One = Emails(x) < x < Newspapers
The delay of Emails is calculated using the environment
({[x, μN , μN ]}, [0, 0]) and so
μ(Just One) = μN + μE , δ(Just One) = μN + δE
A more complete example of calculating delays
is given in Appendix A. Orchestration delays are
monotonic in the sense that:
Lemma 3.4. If δ′(s) ≥ δ(s) for all s ∈ α(E) then
δ′(E) ≥ δ(E) and μ′(E) ≥ μ(E).
3.2.2. Stress Models
The behaviour of an orchestration E under stress can
be modelled by using a modiﬁed delay function, δ(s),
for each site s, s ∈ α(E). Stress delay can be modelled
in diﬀerent ways. Initially we consider a model with
three sources of stress: over-demand which causes
service degradation; elasticity which deploys servers
to meet demand and so maintain (or even improve)
performance; and stress resulting from the combined
eﬀects of over-demand and elasticity. Speciﬁc delays
are deﬁned for each of these cases:
Definition 3.2 (stress model). A stress model for a
service s is a tuple (δ(s), δo(s), δe(s), δo+e(s)) modelling
the performance delays associated with the stress level
of service s:
• δ(s) is the delay when s is unstressed;
• δo(s) is the delay associated with over-demand;
• δe(s) is the delay associated with elasticity;
• δo+e(s) is the delay when over-demand and
elasticity interact.
We assume the following constraints:
δe(s) < δ(s) < δo(s), δe(s) < δo+e(s) < δo(s)
A stress model for an orchestration E is a set S of
underlying service stress models:
S = {(δ(s), δo(s), δe(s), δo+e(s)) | s ∈ α(E)}
The delay associated with an evaluation of E, acting
under stress model S, is denoted by delayS(E) (or
delay(E) when S is clear form the context).
Example 6. Consider the orchestration
RobustData = Worker(x ) < x < (Data | ProxyData)
under a uniform stress model S:
δ(Worker) = δ(Data) = δ(ProxyData) = 0.2
δo(Worker) = δo(Data) = δo(ProxyData) = 50
δe(Worker) = δe(Data) = δe(ProxyData) = 0.1
δo+e(Worker) = δo+e(Data) = δo+e(ProxyData) = 5
In an unstressed network:
delay(RobustData) = δ(Worker)
+min{δ(Data), δ(ProxyData)} = 0.4
When the services Data and ProxyData are both
severely stressed by over-demand then
delay(RobustData) = δ(Worker)
+min{δo(Data), δo(ProxyData)} = 50.2
If Data employs elasticity to combat over-demand stress
then
delay(RobustData) = δ(Worker)
+min{δo+e(Data), δo(ProxyData)} = 5.2
Stress models are monotonic in the sense that:
Lemma 3.5. Let S and S′ be two stress models for an
orchestration E:
S = {(δ(s), δo(s), δe(s), δo+e(s)) | e ∈ α(E)}
S ′ = {(δ′(s), δ′o(s), δ′e(s), δ′o+e(s)) | e ∈ α(E)}
If for all s ∈ α(E) it follows that
δ(s) ≤ δ′(s), δo(s) ≤ δ′o(s),
δe(s) ≤ δ′e(s), δo+e(s) ≤ δ′o+e(s)
then delayS(E) ≤ delayS′(E).
Alternative models of stress are considered in §4.
4. ORCHESTRATIONS UNDER STRESS
The behaviour of orchestrations under mobile network
stress (i.e. demand for services ﬂuctuates) is modelled
and analysed below using game theory. Assumptions
about the underlying web environment are speciﬁed
by uncertainty proﬁles. The associated games are
assessed using game valuations. Example orchestrations
and uncertainty proﬁles are used to illustrate how the
resilience measures out and delay can be used to quantify
the eﬀects of stress. In addition some properties about
the assessment of uncertainty proﬁles are established.
4.1. Robustness uncertainty proﬁles
A robustness proﬁle is a special kind of uncertainty
proﬁle where the utility out counts the number of
outputs published by an orchestration.
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Definition 4.1 (robustness proﬁle). A robustness
proﬁle is a uncertainty proﬁle U = 〈E,A,D, bA, bD, out〉
with utility out(a, d) = out(faila∪d(E)), for failure sets
a ⊆ A and b ⊆ B
Using out as a utility gives rise to assessments that are
non-intuitive to interpret because the assessment range
varies with the number of threads in an orchestration.
Alternatively, assessments in the range 0–1 can be
derived by using a normalised version of out
ratio outF (E) =
{
1
out(E)out(failF (E)) if out(E) > 0
0 otherwise
which satisﬁes 0 ≤ ratio outF (E) ≤ 1. For any
failures pair F ⊆ F ′ ⊆ α+(E) it follows that
ratio out(failF ′(E)) ≤ ratio out(failF (E)).
Lemma 4.1. Given uncertainty pro-
ﬁles U = 〈E,A,D, bA, bD, out〉 and U ′ =
〈E,A,D, bA, bD, ratio out〉 then ν(U ′) = ν(U)/out(E).
The term resilience factor is used to refer to
normalised assessments.
Example 7. Reconsider the workﬂow pattern
SEQ of PAR = (P | Q)  (R | S) from Example 1.
The proﬁle
U1 = 〈SEQ of PAR, {P,Q}, {P,Q}, 1, 1, out〉
models a scenario in which an orchestrator is uncertain
about the consequences of either P or Q failing but in
which he has complete conﬁdence in the operation of







Γ(U1) has no pure Nash equilibrium – the inherent
instability of the game is illustrated by the following
schema:
({Q}, {Q}) d−→ ({Q}, {P}) a−→ ({P}, {P})
d−→ ({P}, {Q}) a−→ ({Q}, {Q}) d−→ · · ·
There is a mixed Nash equilibrium with α = β =
(1/2, 1/2) and game assessment ν(U1) = 1 (resilience
factor = 0.25).
Given that SEQ of PAR is vulnerable to stress it
may be desirable to add some failure recovery capacity
to the system. Suppose that calls to the vulnerable
services P and Q are replaced by the more robust calls:
1(x) < x < (P | Mirror P)
1(z) < y < (Q | Mirror Q)
The modiﬁed orchestration
Robust SEQ of PAR =(
1(x) < x < (P | Mirror P)
| 1(z) < y < (Q | Mirror Q)) (R | S)
now incorporates the back-up services Mirror P and
Mirror R to provide recovery mechanisms in case
either P or R fail. Suppose that the orchestrator
is unsure of the consequences of failure of either the
original or the mirror services. This situation is
modelled by the proﬁle
U2 = 〈Robust SEQ of PAR,F ,F , 1, 1, out〉
where F = {P,Q,Mirror P ,Mirror Q}. The game
Γ(U2) is schematised as:
{P} {Q} {Mirror P} Mirror Q
{P} 4 4 2 4
{Q} 4 4 4 2
{Mirror P} 2 4 4 4
{Mirror Q} 4 2 4 4
There is no pure Nash equilibria. Consider a mixed
equilibria α = (α1, . . . , α4), β = (β1, . . . , β4) where
0 < αi and 0 < βi for 1 ≤ i ≤ 4. It follows that
out({P}, β) = 4(α1 + α2 + α4) + 2α3 = 4− 2α3
and similarly out({Q}, β) = 4−2α4. By Proposition 2.1,
out({P}, β) = out({Q}, β) and α3 = α4. By similar
arguments αi = αj and βi = βj for i = j. Therefore
βi = αi = 1/4 for 1 ≤ i ≤ 4 and ν(U2) = 7/2 (resilience
factor 0.875). It can be seen from this example
that uncertainty proﬁles and game assessments can be
used to quantify the beneﬁts of adding redundancy to
orchestrations.
Uncertainty proﬁles and a/d-games oﬀer a means
of modelling and analysing a wide variety of risky
scenarios. Some assessment bounds are given below:
Lemma 4.2. The assessment of the proﬁle U =
〈E,A,D, bA, bD, out〉 satisﬁes 0 ≤ ν(U) ≤ out(E).
Proof. Let (α, β) a Nash equilibrium such that
u(α, β) = ν(U). For any (a, d) it follows that
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Let E and F be expressions. Then
ν(〈E,A,D, 0, 0, out〉) = out(E)
ν(〈E,A,D,#A,#D, out〉) = out(failA∪D(E))
ν(〈E,A,D, bA, 0, out〉) = max
a∈Aa
out(faila(E))
ν(〈E,A,D, 0, bD, out〉) = min
d∈Ad
out(faild(E))
For some restricted cases assessment satisﬁes:
Lemma 4.3. Consider E and F where α+(E) ∩
α+(F ) = ∅ and A ⊆ α+(E), D ⊆ α+(F ). Then












Finally we consider an analysis of the Gabrmn 7
information system (adapted from [29]).
Example 8. The Gabrmn IT system is used to
manage a number of databases containing clinical data
for brain tumour research. The data contains magnetic
resonance spectra for both mice and people. New data
is constantly being generated; the system must generate
backups and provide suﬃcient storage capacity. The
Gabrmn system comprises a number of independents
servers.
• Relevant clinical information is stored in a number
of Databases (eg MySql and Oracle).
• A number of clinical applications (eg IDL,
LcModel and SpectraClassiﬁer) are stored on a
designated server, Apps.
• A master server (Proxy) maintains overall system
behaviour.
• Email capability is a fundamental component of
the system. The mail service is provided using
two servers, Mail and Mirror . The Mirror server
is activated when the Mail server is down. We
approximate the mail system by the Orc expression
1(x) < x < (Mail | Mirror)
By using a coarse grained approach the components of
the system are treated as fundamental units in an Orc
expression (i.e. components take the place of sites):
IT System
= Proxy  ((1(x) < x < (Mail | Mirror))
| Apps | Backups | Databases)
The number of outputs (out) of IT System provides
a measure of the “well-being” of the system (the
7Aplicacions Biome`diques de la Ressona`ncia Magne`tica
Nuclear (Gabrmn),of the Autonomous University of Barcelona
(UAB) – see http://gabrmn.uab.es.
maximum number of outputs of the system is 4).
The system manager should be able to determine the
behaviour of IT System under diﬀerent levels of stress.
The system manager may use tentative heuristic rules
(see [30]) to assign system components to either A or
D (or both), or to determine the values bA and bD:
• When there is a realistic external threat which
may cause the failure of a subsystem S and when
recovery may be diﬃcult (ie time consuming or
expensive or both) then S is assigned to D.
• When D comprises a number of components then
the magnitude of the global threat may be tuned by
using a number of diﬀerent values for bD. Note that
when #D = bD we have a version of “Murphy’s
Law”: if anything can go wrong, it will.
• If the threat to a component S is unrealistic or S’s
recovery capability is high then it may be assigned
to A. In the following we assume that Proxy has
a very high recovery capability.
• If A contains both critical and non-critical
subsystems then bA is chosen in such a way that
some critical subsystem will be chosen by the angel
in the corresponding game.
• When the threat to a subsystem S is unknown
then S ∈ A ∩ D.
• When there is no threat to S then S ∈ A ∪ D.
• In general the values #A − bA and #D − bD
quantify the assessor’s degree of optimism.
To analyse the system’s behaviour in Example 8 a
number of scenarios are proposed and an uncertainty
proﬁle is constructed for each situation.
First Scenario. The system is poorly maintained and so
A∪D = α(IT System). The systems Apps, Databases,
and Mail are considered to be very vulnerable to
stress: D = {Apps,Databases,Mail}. Assume that
it is unlikely that more than one simultaneous serious
failure will occur – ie fD = 1. Failure of any of the
subsystems {Backups,Proxy ,Mirror} only gives rise to
minor problems – ie A = {Backups,Proxy ,Mirror}.
Again simultaneous failure of components is considered
unlikely (ie fA = 1). Let U denote the corresponding
uncertainty proﬁle; the corresponding a-d game Γ(U) is:
{Apps} {Databases} {Mail}
{Backups} 2 2 3
{Proxy} 0 0 0
{Mirror} 3 3 3
The game has pne ({Mirror},Apps}),
({Mirror}, {Databases}) and ({Mirror},Mail}) and as-
sessment 3. The resilience factor ν(U)/out(IT System)
is 0.75).
Second Scenario. Now consider a situation where the
mail system can fail and the consequences of such a
failure are uncertain (ie {Mail ,Mirror} ∈ A ∩ D). The
system Apps is considered to have a high recovery
capability, whereas the threat level to Databases is
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considered to be high. The other subsystems are
assumed to be robust to stress. Thus:
A = {Apps,Mail ,Mirror}
D = {Databases,Mail ,Mirror}
As before bA = bD = 1. The a-d game is
{Databases} {Mail} {Mirror}
{Apps} 2 3 3
{Mail} 3 4 3
{Mirror} 3 3 4
The game has pne (Mail ,Databases) and
(Mirror ,Databases) with assessment 3.
Third scenario. Suppose that the level of stress applied
to Scenario Two is increased so that bA = 2. Then we
have the game:
{Databases} {Mail} {Mirror}
{Apps,Mail} 2 3 2
{Apps,Mirror} 2 2 3
{Mail ,Mirror} 2 3 4
The game has pne {(a, {Databases}) | a ∈ Aa}
with valuation 2 (resilience factor 0.5). As expected
increased stress causes functionality to decrease.
4.2. Delay uncertainty proﬁles
A delay proﬁle is a special kind of uncertainty proﬁle
where the cost function delay measures responsiveness.
delay is parametrised to account for player actions:
Definition 4.2 (delay proﬁle). A delay proﬁle is an
uncertainty proﬁle U = 〈E,A,D, bA, bD, delayS〉 where




δ(s) if s /∈ a ∪ d.
δo(s) if s ∈ d \ a.
δe(s) if s ∈ a \ d.
δo+e(s) if s ∈ a ∩ d.
delayS can be lifted from sites to Orc expressions using
call-and-delay environments.
Lemma 4.4. For an orchestration E and stress model
S the function delayS satisﬁes:
• delayS(E)[∅, ∅] = δ(E),
• for any pair (a, d), a ⊆ α(E), d ⊆ α(E) we have
delayS(E)[α(E), ∅]
≤ delayS(E)[a, d] ≤ delayS(E)[∅, α(E)]).
• the assessment of U = 〈E,A,D, bA, bD, delayS〉
satisﬁes
delayS(E)[α(E), ∅] ≤ ν(U) ≤ delayS(E)[∅, α(E)]).
When appropriate delayS(E)[a, d] is abbreviated to
delayS(a, d) or delay(a, d). In a delay game player
a wishes to minimize delay whereas player d has the
opposite intent.
Example 9. Consider the (abbreviated) workﬂow
RobustData from Example 6.
RD = W (x ) < x < (D | P)
The proﬁle U = 〈RD , α(RD), α(RD), 1, 1, delayS〉 has
over-demand and elasticity in balance. If both players
stress site W then the responsiveness of RD is
delayS(RD)[{W}, {W}]
= δo+e(W ) + min{δ(D), δ(P )} = 5.2




{W} 5.2 0.3 0.3
{D} 50.1 0.4 0.3
{P} 50.1 0.3 0.4
with a pne ({W}, {W}) and an assessment ν(U) =
5.2. The assessment quantiﬁes (in seconds) the
expected delay associated with orchestration RD in this
stressed environment. In the unbalanced proﬁle U ′ =
〈RD , α(RD), α(RD), 1, 2, delayS〉 over-demand exceeds





{W} 5.2 5.2 50.1
{D} 50.2 50.1 5.2
{P} 50.1 50.2 5.2
There is no pne. An approximation to the value of this
game is 27.66 (see the Appendix B for details). The
example illustrates that uncertainty proﬁles and game
theory can be used to quantify the eﬀects of increasing
network stress on orchestration responses (delays).
Bounds for a number of boundary case delay proﬁles
are:
Lemma 4.5.
ν(〈E,A,D, 0, 0, delayS〉) = δ(E)
ν(〈E,A,D,#A,#D, delayS〉) = delayS(A,D)
ν(〈E,A,D, bA, 0, delayS〉) = min
a∈Aa
delayS(a, ∅)
ν(〈E,A,D, 0, bD, delayS〉) = max
d∈Ad
delayS(∅, d)
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Lemma 4.6. Given E and F where α(E)∩α(F ) = ∅,
A ⊆ α(E) and D ⊆ α(F ) then
ν(〈E | F,A,D, bA, bD, delayS〉)
= max{ν(〈E,A, ∅, bA, 0, delayS〉),
ν(〈F, ∅,D, 0, bD, delayS〉)}
ν(〈E  F,A,D, bA, bD, delayS〉) =
= ν(〈E,A, ∅, bA, 0, delayS〉)
+ν(〈F, ∅,D, 0, bD, delayS〉)
4.3. Delay games with incremental stress
perturbations
In the previous delay games the angel player controlled
elasticity while the daemon player controlled over-
demand. We now consider other control possibilities.
Suppose that over-demand and elasticity aﬀect the
base performance level of a service s in a prespeciﬁed
way; over-demand increases the response delay by a
ﬁxed amount, δD(s) where δD(s) ≥ 0, and elasticity
decreases the delay by a ﬁxed amount δA(s), δ(s) ≥
δA(s) ≥ 0. Consequently, the base level delay
can be increased or decreased delay(s) = δ(s) ± · · ·
by prespeciﬁed delay variations. The net eﬀect of
combining both forms of delay simultaneously is found
by additively combining the delay modiﬁers.
Definition 4.3 (incremental stress model). An
incremental stress model for an orchestration E is a
tuple S = {(δ(s), δA(s), δD(s)) | s ∈ α(E)} which
speciﬁes how sites’ response delays vary with stress.
For each site s, δA(s) and δD(s) denote the potential
delay variations that can be applied by the players.
Types can be used to model situations where the angel
and daemon players can control either over-demand or
elasticity. A stress type is a pair t = (tA, tD) where
tA ∈ {−1, 1} and tD ∈ {−1, 1}. Type 1 is used to denote
a delay increase whereas type −1 is used to denote a
reduced delay.
Definition 4.4 (incremental delay proﬁle). The
incremental delay proﬁle
U = 〈E,A,D, bA, bD, delayS,t〉.
speciﬁes the stress conditions for orchestration E using
the incremental stress model
S = {(δ(s), δA(s), δD(s)) | s ∈ α(E)}
and the stress type t = (tA, tD).
Γ(U) is a class of type-dependent games – constraints
are necessary to ensure that all site delays remain
positive. In stress type (−1, 1) the angel controls
elasticity and the daemon controls over-demand. To
ensure that all delays are positive it is necessary that
δ(s) ≥ δA(s). In stress type (1,−1) the angel controls
over-demand while the daemon controls elasticity; the
constraint δ(s) ≥ δD(s) ensures that delays must remain
positive. In stress type (−1,−1) both players control
elasticity and it is necessary that δ(s) ≥ δA(s) + δD(s)
For type (1, 1) both players control over-demand and no
constraints are necessary. A summary of the situation
is:
type mnemonic abbrv a d
























Stress pair (tA, tD) can be abbreviated to the initial
letter of its type mnemonic; t = (−1, 1) is shortened to
t = s.
In a delay framework S with stress type t the





δ(s) s /∈ a ∪ d
δ(s) + tAδA(s) s ∈ a \ d
δ(s) + tDδA(s) s ∈ d \ a
δ(s) + tAδA(s) + tDδD(s) s ∈ a ∩ d
Delays can be lifted from sites to orchestrations. A
bound for incremental delay games is:
Lemma 4.7. The game associated with the proﬁle
U = 〈E,A,D, bA, bD, delayS,t〉 with stress model
S = {(δ(e), δA(e), δD(e)) | e ∈ α(E)}
has assessment bounds
delayS,p(E)[α(E), α(E)]
≤ ν(U) ≤ delayS,f (E)[α(E), α(E)]
The types pangloss and faust are used in the bound.
4.4. Uniform delay uncertainty proﬁles
In a uniform stress model all sites have identical delays.
Definition 4.5 (uniform stress model). The uniform
stress model S = 〈δ, δA, δD〉 has delays δ(e) = δ,
δA(e) = δA and δD(e) = δD for all sites e ∈ α+(E).
delayS,t is abbreviated to delayS or delayt or even just
delay when the context allows.
Example 10. Consider the orchestration
eNews = CNN > x > (EmailAlice(x) | EmailBob(x))
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in a uniform stress model S = 〈δ, δA, δD〉. Suppose that
the angel has the stress set a = {CNN ,EmailAlice} and
the daemon has an empty stress set (d = ∅). Then
delayS,m(a, d) = 2δ + 2δA
delayS,s(a, d) = 2δ − 2δA
A uniform delay proﬁle may have type dependent
assessments:
type assessment
standard ν(Us) = 2δ − δA + δD
pangloss ν(Up) = 2δ − δA − δD
faust ν(Uf ) = 2δ + δD
machiavelli if δA ≥ δD
ν(Um) = 2δ − 12δD
otherwise
ν(Um) = 2δ − δD + 12δA.
FIGURE 1. Analysis of the orchestration RD =
W (x ) < x <(D | P) under the uncertainty proﬁle Ut =
〈RD , {W,D,P}, {W,D,P}, 1, 1, delayS,t〉, with a uniform
stress type S = {δ, δA, δD} and a type-dependent delay
function. For each type t the assessment ν(Ut) of the
corresponding game Γ(Ut) is shown.
Example 11. Consider again the abbreviated
RobustData workﬂow:
RD = W (x ) < x <(D | P)
An analysis of the workﬂow when both players apply
stress to underlying services can be carried out using
the proﬁle
Ut = 〈RD , {W,D,P}, {W,D,P}, 1, 1, delayS,t〉,
where the stress type S = {δ, δA, δD} is uniform. The
resulting analysis is type-dependent.
Type standard. Type s = (tA, tD) = (−1,+1). Let
vS = 2δ − δA + δD . The game Γ(Us) correspond to
a
d
{W } {D} {P}
{W } vS 2δ − δA 2δ − δA
{D} vS min{2δ, vS} 2δ − δA
{P} vS 2δ − δA min{2δ, vS}
This case models a classic situation in which
over-demand and elasticity interact and inﬂuence
performance. The strategies ({W}, {W}), ({D}, {W})
and ({P}, {W}) are all pne and ν(Us) = vS = 2δ−δA+
δD .
Type pangloss. Type p = (tA, tD) = (−1,−1) let




{W } {D} {P}
{W } vP vP vP
{D} vP vP 2δ − δM
{P} vP 2δ − δM vP
This case provides an analysis of the beneﬁcial eﬀects
of elasticity on orchestration delay. In the model
application of elasticity is split between the angel and
the daemon so as to achieve an ”averaging” eﬀect. The
strategies ({W}, {W}), ({W}, {P}) and {W}, {D}) are
all pne and ν(Up) = vp = 2δ − δA − δD .
Type faust. Type f = (tA, tD) = (+1,+1). Let




{W } {D} {P}
{W } vF + δA 2δ + δA 2δ + δA
{D} vF 2δ 2δ + δm
{P} vF 2δ + δm 2δ
This case provides an analysis of the detrimental eﬀects
of over-demand on orchestration delay. Application of
over-demand is split between the angel and the daemon
so as to achieve an ”averaging” eﬀect. The failure
games used earlier to assess orchestration robustness
have similarities with this category (albeit using a
utility rather than a cost function). The pure Nash
equilibria of this type are ({D}, {W}), ({P}, {W}) and
ν(Uf ) = vF = 2δ + δD.
Type machiavelli. Type m = (tA, tD) = (+1,−1).




{W } {D} {P}
{W } vM + δA vM + δA vM + δA
{D} vM 2δ + δ0 vM
{P} vM vM 2δ + δ0
This case provides an alternative model of the interplay
between over-demand and elasticity. Here the daemon
is used to limit the beneﬁcial eﬀects of elasticity while
the angel restricts the damage caused by over-demand.
Case analysis is carried out below:
Case δA ≥ δD. Here δ0 = min{0, δA − δD} = 0 and it
is easy to show that there is no pne. We show that α =
β = (0, 1/2, 1/2) is a mixed Nash equilibrium. Recall
that Proposition 2.1 (for costs) means that (α, β) is a
mixed equilibrium if the constraint delayS,m({W}, β) ≥
delayS,m({D}, β) holds. When a chooses a pure strategy
the delays are:
delayS,m({W}, β) = vM + δA
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As δA > δD, delayS,m({W}, β) ≥ delayS,m({D}, β).
When d chooses a pure strategy the delays are.
delayS,m(α, {W}) = vM




and delayS,m(α, {W}) ≤ delayS,m(α, {D}) showing that
α = β = (0, 1/2, 1/2) is a Nash Equilibrium. Therefore,
when δA ≥ δD the value of the game is ν(Um) =
2δ − 12δD.
Case δA < δD. Here δ0 = min{0, δA − δD} = δA −
δD > 0 and 2δ+ δ0 = vM + δA. Using Proposition 2.1 it
is straightforward to show that α = β = (0, 1/2, 1/2) is
a mixed Nash equilibrium. Thus the value of the game
is ν(Um) = vM + 12δA = 2δ − δD + 12δA.
As expected the elasticity game (pangloss) has the
least delay, the over-demand game (faust) the greatest
delay while the mixed situation games, with both
over-demand and elasticity in balance, (standard and
machiavelli) have intermediate delays. The intent of
this example is to show the ﬂexibility of uncertainty
proﬁles and game theory in modelling a variety of
commonplace situations in service-based computing.
5. COMPARING UNCERTAINTY PRO-
FILES
The value of an uncertainty proﬁle may be used to
generate a complete ordering on the set of uncertainty
proﬁles. Unfortunately, the calculation of game
valuations can be computationally expensive. In [14]
it is shown that computing the value of a robustness
proﬁle is EXP-complete. We are interested in deriving
conditions for ordering proﬁles in a way that is
consistent with a game assessment ordering. To do this
we initially consider a family of transformations over
mixed strategies.
5.1. Up and Down functions
Game assessments provide a basis for ordering
uncertainty proﬁles according to their resilience – the
bottom element in an ordering is the least resilient
proﬁle. We consider a class of transformations between
two uncertainty proﬁles in which either the angelic or
daemonic choices are identical.
Definition 5.1 (up and down functions). Let
U = 〈E,A,B, bA, bD, u〉
U ′ = 〈E′,A′,B, b′A, bD, u′〉
U ′′ = 〈E′′,A,B′, bA, b′D, u′′〉
Consider the pairs of proﬁles (U ,U ′) and (U ,U ′′)
which have the same daemonic and angelic choices,
respectively. Let Δa be the set of mixed angelic
strategies in Γ(U) and Γ(U ′′) and Δ′a be the set of mixed
strategies for a in Γ(U ′). Analogously, let Δd be the set
of mixed strategies for d in Γ(U) and Γ(U ′) and let Δ′d
be the set of mixed strategy for d in Γ(U ′′).
• An angelic up function f from U to U ′ denoted by
U a:f−→ U ′ is any function f : Δa → Δ′a satisfying
u(α, β) ≤ u′(f(α), β) for any (α, β) ∈ Δa ×Δd.
• A daemonic down function f from U to U ′′
denoted by U d:f−→ U ′′ is any function f : Δd → Δ′d
satisfying u(α, β) ≥ u′′(α, f(β)) for any (α, β) ∈
Δa ×Δd.
For proﬁles with cost functions:
• An up function f veriﬁes c(α, β) ≥ c′(f(α), β).
• A down function f veriﬁes c(α, β) ≤ c′′(α, f(β)).
Example 12. Consider the orchestrations
E = (T | M | B)  (L | R)
E′ = (T | B)  (L | R)
and the associated incremental delay proﬁles
U = 〈E, {T,M,B}, {L,R}, 1, 1, delayS,f 〉,
U ′ = 〈E′, {T,B}, {L,R}, 1, 1, delayS′,f 〉,
where S and S ′ are incremental stress models of type
faust. In S stressed delays always exceed unstressed
delays: δ(s) + δA(s) > δ(s′) and δ(s) + δD(s) > δ(s′), ∀
sites s, s′. In S ′ the delays associated with site T are:
δ′(T ) = min{δ(T ), δ(M)}
δ′A(T ) = min{δA(T ), δA(M)}
δ′D(T ) = δD(T )
All other delays in S ′ are in same as their counterparts
in S. Even though U and U ′ have diﬀerent
orchestrations and stress models it is still possible to
construct an angelic up function from mixed strategies
in Γ(U) to mixed strategies in Γ(U ′). Given two mixed
strategies α ∈ Δa (in Γ(U)) and α′ ∈ Δ′a (in Γ(U ′)) the
function f(α) = α′ where
α′({T}) = α({T})+α({M}) and α′({B}) = α({B})
is an angelic up function if delayS,f (α, β) ≥
delayS′,f (f(α), β). Now
delayS,f ({T}, {L})
= δ(T ) + δA(T ) + δ(L) + δD(L)
delayS′,f ({T}, {L})
= min{δ(T ), δ(M)}+min{δA(T ), δA(M)}
+δ(L) + δD(L)
and so
delayS′,f ({T}, {L}) ≤ delayS,f ({T}, {L})
delayS′,f ({T}, {L}) ≤ delayS,f ({M}, {L})
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+ α({M})β({L})delay({M}, {L}) + · · ·
+ α({B})β({L})delay({B}, {L})
+ α({B})β({R})delay({B}, {R})




Up and down functions are monotonic in the sense
that:
Lemma 5.1. If there is an angelic up function from
U to U ′ then ν(U) ≤ ν(U ′). If there is a daemonic down
function from U ′′ to U then ν(U) ≤ ν(U ′′).
Proof. Consider the proﬁles U = 〈E,A,B, bA, bD, u〉,
U ′ = 〈E′,A′,B, b′A, bD, u′〉 and U ′′ =
〈E′′,A,B′, bA, b′D, u′′〉. Given an up function up from
U and U ′ it follows that u(α, β) ≤ u′(up(α), β) for all
α ∈ Δa and β ∈ Δd. For any α ∈ Δa choose β∗(α) ∈ Δd
so that u′(up(α), β∗(α)) = minβ u′(up(α), β). This is
the case for any α ∈ Δa and so
min
β




u′(α′, β) = ν(U ′)
Therefore u(α, β∗(α)) ≤ u′(up(α), β∗(α)) ≤ ν(Γ′) for
any α. In particular maxα u(α, β
∗(α)) ≤ ν(U ′). For
any α ∈ Δa we have β∗(α) ∈ Δd, and so minβ u(α, β) ≤
u(α, β∗(α)). Therefore ν(U) = maxαminβ u(α, β) ≤
maxα u(α, β
∗(α)) ≤ ν(U ′).
Given a down function down from U ′′ to U it follows that
u′′(α, β′) ≥ u(α, down(β′)) for any α, β′. Using similar
arguments (but replacing the angel by the daemon and
reversing the roles of min and max) we have ν(U ′′) ≥
ν(U).
A simple example of an angelic up function arises
when two proﬁles diﬀer only in their utility functions:
Lemma 5.2. Consider U = 〈E,A,D, bA, bD, u〉 and
U ′ = 〈E,A,D, bA, bD, u′〉 such that for all (a, d) ∈
P(A) × P(D) it holds u(a, d) ≤ u′(a, d), then ν(U) ≤
ν(U ′).
Proof. Let Aa = {a ⊆ A | #a = bA} and Ad =
{d ⊆ D | #d = bD}. Then Γ(U) = 〈Aa, Ad, u〉,
Γ(U ′) = 〈Aa, Ad, u′〉 and both games have the same
mixed strategies Δa and Δd. The identity function










Therefore, by Lemma 5.1, ν(U) ≤ ν(U ′).
This lemma can be used to compare proﬁles having
diﬀerent types.
Lemma 5.3. Given an orchestration E and a stress
model S = {(δ(s), δA(s), δD(s)) | s ∈ α(E)} then, for
any (a, d), it is the case that
delayS,p(a, d) ≤ delayS,s(a, d) ≤ delayS,f (a, d)
delayS,p(a, d) ≤ delayS,m(a, d) ≤ delayS,f (a, d)
Proof. It suﬃces to prove that for any site s and (a, d):
delayS,p(s)[a, d]
≤ delayS,s(s)[a, d] ≤ delayS,f (s)[a, d]
delayS,p(s)[a, d]
≤ delayS,m(s)[a, d] ≤ delayS,f (s)[a, d]
There are four cases to consider.
Case 1: e /∈ a ∪ d:
delayt(e)[a, d] = δ(e) for each t ∈ {s, p, f,m}.
Case 2: e ∈ a ∩ d:
By deﬁnition:
delayS,p(s)[a, d] = δ(s)− δA(s)− δD(s)
delayS,s(s)[a, d] = δ(s)− δA(s) + δD(s)
delayS,m(s)[a, d] = δ(s) + δA(s)− δD(s)
delayS,f (s)[a, d] = δ(s) + δA(s) + δD(s)
Consequently the required inequalities hold.
Case 3: e ∈ a \ d and Case 4 e ∈ d \ a: These cases
follow by similar case analysis. Lifting delays from sites
to strategy proﬁles gives the required result.
From Lemmas 5.3 and 5.2 we have:
Theorem 5.1. The family of delay proﬁles Ut =
〈E,A,D, bA, bD, delayS,t〉, where t ∈ {s, p, f,m}, satisfy
ν(Up) ≤ ν(Us) ≤ ν(Uf ) and ν(Up) ≤ ν(Um) ≤ ν(Uf ).
Two diﬀerent uncertainty proﬁles can be compared
using up and down functions and an intermediate
proﬁle:
Theorem 5.2. If U a:f−→ U ′ d:f
′
←− U ′′ then ν(U) ≤
ν(U ′′).
5.2. Useful up functions
Consider two uncertainty proﬁles over orchestration
E and utility u: U = 〈E,A,D, bA, bD, u〉 and U ′ =
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〈E,A′,D′, b′A, b′D, u〉. Assume that A ⊆ A′. By
Deﬁnition 5.1 an (angelic) up function f : Δa → Δ′a has
the property that u(α, β) ≤ u(f(α), β). We develop two
diﬀerent instances of up functions (which have diﬀerent
bound conditions).
5.2.1. Joint map
If A ⊆ A′ and bA ≤ b′A then the sets of angelic actions
for U and U ′ are, respectively: Aa = {a ⊆ A | #a =
bA}, A′a = {a′ ⊆ A′ | #a = b′A}.
Definition 5.2 (joint strategy). Given α ∈ Δa








The set a can be extended to a′ by the addition





diﬀerent ways to do this. The probability of a particular
a′ is found by adding the probabilities of all a, a ⊆ a′.
Example 13. Let A = {1, 2, 3, 4} and A′ = A ∪






The sets of available actions are:
Aa = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}
A′a = {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, . . . , {5, 6, 7}}
Consider the set {1, 2, 3} in A′a. The set {a ∈ Aa | a ⊆
{1, 2, 3}} is {{1, 2}, {1, 3}, {2, 3}} and so
joint(α)({1, 2, 3}) = 1/5(α({1, 2})+α({1, 3})+α({2, 3}))
Similarly
joint(α)({1, 2, 5}) = 1
5
α({1, 2})
joint(α)({5, 6, 7}) = 0
joint is an angelic up function from U to U ′ when the
daemonic choice sets are the same in U and U ′.
Lemma 5.4. Let U = 〈E,A,D, bA, bD, u〉 and U ′ =
〈E,A′,D, b′A, bD, u〉 be two uncertainty proﬁles in which
A ⊆ A′ and bA ≤ b′A. For any α ∈ Δa, joint(α) ∈ Δ′a
and β ∈ Δd, u(α, β) ≤ u(joint(α), β)).
Proof. Let #A′ = n, b′A = p′, bA = p with p ≤ p′. Any
a ∈ A′a contains p′ services. Consider a a ∈ Aa where
a ⊆ a′. Strategy a′ can be realised from a by adding
p′ − p services from the set A′ \ a. As this set contains
n− p elements there are (n−pp′−p) ways to choose d. Since
u(a, d) ≤ u(a′, d) we have





To prove that joint(α) ∈ Δ′a consider the construction





{a′∈A′a|a⊆a′} can be rewritten as∑
a′∈A′a
∑
{a∈Aa|a⊆a′} (in both cases there is a sum over


















































































joint(α)(a′)u(a′, d)β(d) = u(joint(α), β)
Therefore if A ⊆ A′ and bA ≤ b′A then joint is an up




and so ν(U) ≤ ν(U ′).
5.2.2. Split map
Consider again the proﬁles U and U ′ where A ⊆ A′ but
now where b′A ≤ bA. We construct a mapping split [17]
which is an up function:
Definition 5.3 (split the strategy). Given proﬁles
U and U ′ (from above) where A ⊆ A′ and b′A ≤ bA the








Note that #{a′ | a′ ⊆ a} = (bAb′A).
Example 14. Consider the situation where A =
{1, 2, 3, 4} and A′ = A ∪ {5, 6, 7} with b′A = 2 and
bA = 3. The sets of angelic actions in U and U ′ are:
Aa = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}
A′a = {{1, 2}, {1, 3}, {1, 4}, {1, 5},
{1, 6}, {1, 7}, {2, 3}, . . . }
Then split(α)({1, 2}) = 1/3(α({1, 2, 3}) + α({1, 2, 4}))
and split(α)({1, 5}) = 0.
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Lemma 5.5. Let U = 〈E,A,D, bA, bD, u〉 and U ′ =
〈E,A′,D, b′A, bD, u〉 be two uncertainty proﬁles with
A ⊆ A′, b′A ≤ bA. For any α ∈ Δa, split(α) ∈ Δ′a,
α ∈ Δa and β ∈ Δd it is the case that u(α, β) ≤
u(split(α), β).
Proof. The ﬁrst part of the proof is similar to the ﬁrst
part of the proof given in Lemma 5.4. Let bA = p and
b′A = p





ways to choose a′ such that a′ ⊆ a. For any a′ ∈ A′a,
a′ ⊆ a, and d ∈ Ad it holds (by hypothesis) that
u(a, d) ≤ u(a′, d). Applying this inequality to each a′
where a′ ⊆ a we get










{a∈Aa|a′⊆a} is rewritten as∑
a∈Aa
∑
{a′∈A′a|a′⊆a}. The inequality between utilities











































and so ν(U ′) ≤ ν(U).
Similar results hold for uncertainty proﬁles over cost
functions with the proviso that the directions of the
inequalities are reversed to give ν(U) ≥ ν(U ′).
5.3. Down functions for d
Now we give examples of (demonic) down functions
from U ′ to U .
5.3.1. Joint map
Let U = 〈E,A,D, bA, bD, u〉 and U ′ =
〈E,A,D′, bA, b′D, u〉 such that D′ ⊆ D, b′D ≤ bD. The
joint mapping given in Deﬁnition 5.2 can be adapted







Lemma 5.6. Let U = 〈E,A,D, bA, bD, u〉 and U ′ =
〈E,A,D′, bA, b′D, u〉 be two uncertainty proﬁles such
that D′ ⊆ D and b′D ≤ bD. Then, for any β′ ∈ Δ′d,
joint(β′) ∈ Δd, α ∈ Δa and β′ ∈ Δ′d it follows that
u(α, β′) ≥ u(α, joint(β′)).
Proof. By averaging over all such d, d′ ⊆ d, we get





























α(a)u(a, d)joint(β′)(d) = u(α, joint(β′))




and so ν(U) ≤ ν(U ′).
5.3.2. Split map
Consider U and U ′ again where D′ ⊆ D and bD ≤ b′D.
The deﬁnition of split is adapted to give a function







Using similar techniques we obtain:
Lemma 5.7. Let U = 〈E,A,D, bA, bD, u〉 and U ′ =
〈E,A,D′, bA, b′D, u〉 be two uncertainty proﬁles such
that D′ ⊆ D, bD ≤ b′D. Then, for any β′ ∈ Δ′d,
split(β′) ∈ Δd and, for any α ∈ Δa and β′ ∈ Δ′d,
u(α, β′) ≥ u(α, split(β′)).





and the assessments verify ν(U) ≤ ν(U ′).
6. MONOTONIC PROPERTIES OF RE-
SILIENCE MEASURES
The goal of this section is to show how uncertainty
proﬁles can be ordered according to risk. Partial
orders over pairs of stressed sets (denoting the control
options for the angel and daemon players) are derived
for all stress types; these partial orders are monotonic
with respect to the delay function. We keep the
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same names for types and for the associated preorders.
Subsequently preorders over a ﬁxed orchestration are
deﬁned for each type of incremental delay proﬁle.
The proﬁle orderings are shown to compatible with
game assessment. Similarly, an ordering for robustness
proﬁles is derived which is again monotonic with respect
to game assessment.
Definition 6.1. Consider the following partial
orders on P(α(E))× P(α(E)). For a, d, a′, d′ ⊆ α(E):
• Standard: (a, d) s (a′, d′) iﬀ a ⊆ a′, d′ ⊆ d.
• Pangloss: (a, d) p (a′, d′) iﬀ a ⊆ a′, d ⊆ d′.
• Faust: (a, d) f (a′, d′) iﬀ a′ ⊆ a, d′ ⊆ d.
• Machiavelli: (a, d) m (a′, d′) iﬀ a′ ⊆ a, d ⊆ d′.
The orderings are related by:
(a, d) s (a′, d′) iﬀ (a′, d′) m (a, d)
(a, d) p (a′, d′) iﬀ (a′, d′) f (a, d)
Lemma 6.1. Let E be an Orc expression and S be
an incremental stress model for E. For any type t ∈
{s, p, f,m} and any a, d, a′, d′ ⊆ α(E) it follows that
(a, d) t (a′, d′) implies delayS,t(a, d) ≥ delayS,t(a′, d′).
Proof. Consider the standard stress type, t = s, and
an arbitrary site e, e ∈ α+(E). Assume that (a, d) s
(a′, d′). Case analysis is used to show that, for any
e ∈ α+(E), delayS,s(e)[a, d] ≥ delayS,s(e)[a′, d′]. In
the standard partial order (a, d) s (a′, d′) implies that
a ⊆ a′ and d′ ⊆ d. There 8 separate cases to consider:
a d′
a′ d
7 85 62 31
4
The condition delayS,s(e)[a, d] ≥ delayS,s(e)[a′, d′] is
shown to hold in each case:
Case 1: e ∈ a ∩ d′. Then e ∈ a ∩ d and e ∈ a′ ∩ d′;
therefore:
delayS,s(e)[a, d] = δ(e)− δA(e) + δD(e)
= delayS,s(e)[a
′, d′]
Case 2: e ∈ a and e ∈ d \ d′. The inequality holds
because a′ ⊆ a, δD ≥ 0 and so:
delayS,s(e)[a, d] = δ(e)− δA(e) + δD(e)
delayS,s(e)[a
′, d′] = δ(e)− δA(e)
Case 3: e ∈ a′ \ a and e ∈ d′. As e ∈ d we have:
delayS,s(e)[a, d] = δ(e) + δD(e)
delayS,s(e)[a
′, d′] = δ(e)− δA(e) + δD(e)
and so the required inequality holds.
Case 4: e ∈ a′ \ a and e ∈ d \ d′. Here:
delayS,s(e)[a, d] = δ(e) + δD(e)
delayS,s(e)[a
′, d′] = δ(e)− δA(e)
and the required inequality holds.
Case 5: e ∈ a \ d. In both cases the delay is
delayS,s(e)[a, d] = δ(e)− δA(e) = delayS,s(e)[a′, d′]
Case 6: e ∈ d′ \ a′ and e ∈ a′. In both cases the delay is
delayS,s(e)[a, d] = δ(e) + δD(e) = delayS,s(e)[a
′, d′]
Case 7: e ∈ a′ \ a and e /∈ d.
delays(e)[a, d] = δ(e)
delays(e)[a
′, d′] = δ(e)− δA(e)
Case 8: e ∈ d \ d′, e /∈ a′.
delayS,s(e)[a, d] = δ(e) + δD(e)
delayS,s(e)[a
′, d′] = δ(e)
Similar proofs for t ∈ {p, f,m} can be done using the
matching partial orders.
It is also possible to construct a partial order for pairs
of stress sets which is monotonic with respect to the
utility out. Such a partial order should contain the
relations u(α+(E), α+(E)) ≤ u(a, d) ≤ u(∅, ∅). The
faust partial order f has the required properties:
Lemma 6.2. Let E be an Orc expression. For all
stress sets a, d, a′, d′ ⊆ α+(E) it holds that (a, d) f
(a′, d′) implies out(a, d) ≤ out(a′, d′).
Proof. When (a, d) f (a′, d′) the corresponding failure
sets are F = a ∪ d and F ′ = a′ ∪ d′. Using the
properties of the faust partial order it follows that
F ′ ⊆ F . Therefore, by Lemma 3.3, it follows that
out(failF (E)) ≤ out(failF ′(E)).
Now we extend the notion of a partial order
from stress sets to uncertainty proﬁles (over a ﬁxed
orchestration and resilience measure).
Definition 6.2. The uncertainty proﬁles U =
〈E,A,D, bA, bD, u〉 and U ′ = 〈E,A′,D′, b′A, b′D, u〉, can
be partially ordered, for each stress type t ∈ {s, p, f,m},
as follows:
• U s U ′ if A ⊆ A′, D′ ⊆ D, bA ≤ b′A and
b′D ≤ bD.
• U p U ′ if A ⊆ A′, D′ ⊆ D, bA ≤ b′A, bA ≤ b′A
and bD ≤ b′D.
• U f U ′ if A ⊆ A′, D′ ⊆ D, b′A ≤ bA and
b′D ≤ bD.
• U m U ′ if A ⊆ A′, D′ ⊆ D, b′A ≤ bA and
bD ≤ b′D.
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Informally when U  U ′ then U ′ is less risky than U
– U ′ is said to be an (optimistic) reﬁnement of U .
Theorem 6.1. Let U = 〈E,A,D, bA, bD, delayS,t〉
and U ′ = 〈E,A′,D′, b′A, b′D, delayS,t〉 be uncertainty
proﬁles over an incremental stress model S and a stress
type t, t ∈ {s, p, f,m}. If U t U ′ then ν(U) ≥ ν(U ′).
Proof. We use the proof technique from Theorem 5.2
and deﬁne an intermediate uncertainty proﬁle U ′′ =
〈E,A′,D, b′A, bD, delayS,t〉. For each t ∈ {s, p, f,m}
deﬁne an up function f from U to U ′′ and a down







Since the delay function is a cost then Lemma 5.1 and
Theorem 5.2 give ν(U) ≥ ν(U ′′) ≥ ν(U ′). Consider the
partial orders associated with diﬀerent types of stress:
Case 1: standard (t = s). U s U ′ implies that bA ≤ b′A
and b′D ≤ bD. As bA ≤ b′A the function joint : Δa → Δ′a
(Deﬁnition 5.2) is an angelic up function (Lemma 5.4).
As b′D ≤ bD the function joint : Δ′d → Δd is a







Case 2: pangloss (t = p). In this case Lemmas 5.4 and
5.7 are used to generate the schema above.
Case 3: faust (t = f). In this case Lemmas 5.5 and 5.6
give the schema above.
Case 4: machiavelli (t = m). In this case Lemmas 5.5
and 5.7 give the schema above.
In a similar way it can be shown that robustness
proﬁles, ordered by f (faust), are monotonic with
respect to assessment.
Theorem 6.2. Let U = 〈E,A,D, bA, bD, out〉 and
U ′ = 〈E,A′,D′, b′A, b′D, out〉 be robustness proﬁles. If
U f U ′ then ν(U) ≤ ν(U ′).
Some example situations are used to illustrate
Theorems 6.1, 6.2. The ﬁrst example deals with
robustness proﬁles (with the partial order f ).
Example 15. For k ≥ 1 consider the following
orchestration
E = A | B | ((C1 | C2 | · · · | Ck)  (D | F ))
Orchestration E is analysed for robustness (using the
utility out) using two diﬀerent proﬁles. First consider
the proﬁle U = 〈E, {A}, {B,D}, 1, 1, out〉. In Γ(U), the
utility for out({A}, {B}) is
out((0 | 0 | (C1 | C2 | · · · | Ck)  (D | F ))) = k









{A} k k + 1
{F} k + 1 2
Γ(U ′)
In Γ(U) player d tries to minimize out and so the proﬁle
({A}, {B}) is a pne with ν(U) = k.
Now consider the proﬁle
U ′ = 〈E, {A,F}, {B,D}, 1, 1, out〉
Since U d U ′ the inequality Γ(U) ≤ Γ(U ′) should hold.
The game Γ(U ′) (shown above) has no pne; Proposition
2.1 is used to compute the game value ν(U ′). Consider a
mixed Nash equilibrium (α, β) where α = (p, 1−p) and
β = (q, 1− q) with 0 < p, q < 1. As p > 0 and 1− p > 0
it follows that out({A}, β) = out({F}, β) = out(α, β).
As out({A}, β) = k+1− q and out({F}, β) = qk+2− q
we obtain q = (k − 1)/k. Therefore out({A}, β) =
out({F}, β) = k + 1− (k − 1)/k.
As q > 0 and 1 − q > 0 it also follows
that out(α, {B}) = out(α, {D}) = out(α, β). As
out(α, {B}) = k + 1 − p and out(α, β) = pk − p + 2
we get p = (k − 1)/k. Thus Γ(U ′) = out(α, β) =
k + 1− (k − 1)/k (> k) (as predicted).
The same stressed orchestration E can also be
analysed for delay using uniform uncertainty proﬁles
(we assume that 0 < δ, δA, δD < ∞). Let
U = 〈E, {A}, {B,D}, 1, 1, delayf 〉
U ′ = 〈E, {A,F}, {B,D}, 1, 1, delayf 〉
be the two proﬁles to be used for analysis. Assume that
th proﬁles are ordered using f . As U f U ′ the cost
delayf of the ﬁrst proﬁle should be less than or equal to










{F} 2δ 2δ +min{δA, δD}
Γ(U ′)
Clearly ν(U) = ν(U ′) = 2δ (which is consistent with
Theorem 6.1).
7. RELATED WORK
An overview of related work encompassing the areas of
orchestration, fault tolerance, risk analysis, uncertainty
and quality of service (QoS) is given below. We focus
on those concerning Web services and/or Game theory.
The language Orc has been used to describe workﬂows
[31] over internal and remote services - see [32]. In [26]
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a timed operational semantics of Orc is given; there are
similarities between call-and-delay environments (used
here to estimate response delays) and the execution
sequences and traces deﬁned in [26]. The elements of
a trace are pairs (t,m), where t is a response time and
m is a publication result. A handle speciﬁes the times
at which particular values could be potentially returned
(including the possibility of perpetual non-response, ω).
In [26], the term Σ(S, x) denotes the set of handles
corresponding to a call to service S with argument x.
In order to study delays directly we have adopted a time
interval approach where every site has a maximal delay
δ(s) and is executed in a call-and-delay environment.
Game theory has been used to study other problems
in service-oriented computing. The problem of
assigning infrastructures to applications is treated as
a strategic game in [33]. Web services negotiation (1-
to-1) is modelled using bargaining game theory in [34].
Cooperative game theory has also been used to model
(i) cloud provider cooperation [35], (ii) community-
based cooperation using autonomous Web services
[36], and cooperative packet delivery with uncertainty
(cooperative Bayesian games) [37].
Uncertainty in the Semantic Web has been modelled
using Bayesian frameworks. A Bayesian framework for
probabilistic service composition is given in [38] where
plausible reasoning services are developed by using
historical QoS data, recorded by brokers; uncertainty is
represented using Bayesian networks. Bayesian games
have also been used to analyse security risks. In [39]
risk is modelled by an unknown probability distribution.
A Bayesian game is deﬁned under the assumption
that there is some probability distribution describing
players’ beliefs about the relevant risk parameters. The
goal of the paper is to determine equilibrium conditions
for a corresponding Bayesian game and compare these
with those of a game in which the players have full risk
distribution information.
A number of proposals have been made for
service evaluation and selection in situations where
a high quality of service (QoS) is required. Often
QoS parameters have multi-dimensionality and are
volatile. In [40, 41] a QoS-driven web-service selection
approach is proposed, based on assessments of linear
combinations of scaled QoS parameters. A probabilistic
approach to QoS in web systems is proposed in [42]
using soft contracts. A risk-driven approach to the
quality of web-services, based on payments, is developed
in [6].
The problems of analysing failures and realising fault
tolerance in distributed computing [43] is of great
signiﬁcance. Robustness under malicious attack is an
active ﬁeld of research – see for example [44, 45, 46,
47]; there are numerous results for a wide variety of
problems involving malicious faults [48, 49, 50, 51].
Game has been applied to the analysis of fault tolerant
systems – for example games can be constructed
with both malicious and rational players (similar to
the approach used in this paper), and the resulting
situations analysed [52, 53, 7, 54, 55, 56]. This approach
has resulted in the deﬁnition of a so-called price of
malice [7]. Another game-theoretic approach to faulty
systems is [57] where an attempt is made to improve
system behaviour by imposing a centralized control over
a subset of players.
Finally, it would be interesting to relate the uniﬁed
model with two earlier generalisations of the angel-
daemon framework. In [58] strategic behaviour is
extended to allow multi-player games. In addition
to the angel and the daemon, each site or service
can strategically decide their behaviour; the system
is modelled as a unit resource allocation game. This
model gives rise to a more complex multi-player game
in which only some Nash equilibria properties have
been analysed. In addition in [59] strategic behaviour
was extended to allow Bayesian games; a comparison
between uncertainty proﬁles and probabilistic proﬁles
was also made. It is an open question as to whether
the new framework proposed here can be further
generalized to study the robustness and performance
of multi-player games and allow a comparison with
Bayesian games to be made.
8. DISCUSSION
A distinction has been made between business risk (as
viewed by economists) and the uncertainty associated
with the outcome of business decisions [1, 8]. This
same distinction can also be applied to the analysis of
service-based computation; while some details of the
expected performance of services may be given (e.g.
QoS, SLAs) there remains a fundamental uncertainty
about the response behaviour of web-services in stressed
environments. In this paper we propose the use of
uncertainty proﬁles and game theory as a means of
analysing stressed service-based computations.
The performance of an orchestration of web-services
ﬂuctuates as parts of the web suﬀer stress. Stress
can have several diﬀerent forms, from simple over-
demand to elasticity and even the possible beneﬁcial
eﬀects of brokering. In this paper we have shown that
uncertainty proﬁles can be used to model diﬀerent types
of stress that can arise in practical situations; the types
standard, pangloss, faust and machiavelli are used to
characterise diﬀerent aspects of stress.
Superﬁcially there would appear to be a contradiction
between having on the one hand an uncertain
environment and on the other a very concrete
assessment of the same situation. There is however
no contradiction: in the process of construcing an
uncertainty proﬁle an assessor imposes his own personal
beliefs, perceptions and past experiences onto an
uncertain environment8. In constructing a proﬁle
8To quote from J. Maynard Keynes [60], “But in the actual
exercise of reason we do not wait on certainty, or deem it irrational
to depend on a doubtful argument”
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an assessor moves from a more general uncertain
environment to a more concrete (and more measurable)
world.
One beneﬁt of our approach is that diﬀerent
aspects of an uncertain situation can be analysed
by employing diﬀerent uncertainty proﬁles, with each
proﬁle capturing a diﬀerent aspect of the uncertainty.
Consider a situation in which an assessor constructs
a number of diﬀerent proﬁles of the form U =
〈E,A,D, bA, bD, u〉 to model an uncertain situation. In
the process of constructing these proﬁle variations the
assessor can:
• use heuristic rules to assign designated services to
the sets A and D (see Example 8);
• set the values of bA and bD to reﬂect diﬀerent stress
levels (see Example 8);
• use diﬀerent game types to model diﬀerent stress
scenarios (see Section 4.3); and
• utilise proﬁle partial orders and up and down
mappings (see Section 5) in order to navigate
through diﬀerent levels of uncertainty.
Uncertainty proﬁles provide a general and powerful
framework which can be tuned to focus on particular
aspects of an uncertain situation. The general approach
adopted here is fundamentally diﬀerent from other
proposed applications of game theory for analysing
service behaviour [33, 34, 35, 36, 37] where the decision
process is intrinsic to the semantics of the model. In
this paper the role of a-d games is much more open in
that diﬀerent games can be devised to assess diﬀerent
aspects of uncertainty. As far as we are aware, our open
approach to modelling uncertainty is new.
Angel daemon games have the potential to be tuned
to model other characteristics of web-service stress.
For example a cost-based scenario is developed below.
Suppose that an orchestrator prefers a cheap service
C with monetary cost mC to an expensive service E
with identical functionality and monetary cost mE ,
mC < mE . In situations where the QoS of C
is poor and C fails to respond after a time Δ the
orchestrator additionally calls on service E to try to
improve performance:
Try Cheap First
= 1(x) < x <
(
C | (Rtimer(Δ)  E ))
Assume that all services incur a charge at the point of
call.
Orchestration Try Cheap First can be analysed with
respect to delay or monetary cost or by using a hybrid
function. For example, given an orchestration O with
a delay δ(O) and a monetary cost m(O), a hybrid cost
function could be deﬁned, using Benjamin Franklin’s
maxim [61] that time is money:
time money(O) = δ(O) +m(O)
In order to provide a concrete cost example consider
a uniform situation where the unstressed delays of C
and E are both δ. Assume that Δ > δ so that in
favourable environments the service E is not called
and the cost of using Try Cheap First is just mC (and
time money(Try Cheap First) = δ +mC).
The behaviour of Try Cheap First is analysed using a
uniform incremental stress model S = 〈δ, δA, δD〉 and a
standard stress type. Assume that δA = 14δ, δD =
3
4δ.
An analysis is carried out using the uncertainty proﬁle
U where
A = D = {c, e}, and bA = bD = 1
Consider the delay that arises for strategy ({C}, {C}):












In a similar way delay(E )[{C}, {C}] = Δ + δ. Thus










A monetary threshold function with a boolean





For example the monetary cost of the strategy
({C}, {C}) is:
m({C}, {C}) = threshold(Δ > 3
2
)
Other delay and monetary cases can be calculated in a






This delay game has pne ({C}, {C}). The correspond-




{C} threshold(Δ > 32 ) mC
{E} threshold(Δ > 74 ) mC
Here ({C}, {C}) is always a pne while the other
strategies maybe pne, depending on the value of Δ.
The hybrid time is money game is shown below for the
situation where 32δ < Δ <
7
4δ:




{C} 32δ +mc 34δ +mc
{E} 74δ +mc +me δ +mc
Again ({C}, {C}) is a pne. This example illustrates
that uncertainty proﬁles have the potential to be used
to analyse cost scenarios; we hope to develop these ideas
in future work.
Other possible future topics for investigation include:
• testing the a-d approach using a wider range of
practical examples;
• developing richer models where both the perfor-
mance and the price of a service can vary with
stress;
• and extending uncertainty proﬁles to deal with
recursive orchestrations. One way to do this might
be to develop the theory of repeated games (see
2.3.B in [62]) to the special case of a-d games.
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(Hello | Bye) > x1 > TwoEmails(x1, x2)
)
< x2 < (CNN | BBC )
which contains the sub-orchestration
TwoEmails(x1, x2) = (EmailAlice(x1) | EmailBob(x2))
Services TwoEmails, EmailAlice and EmailBob are
abbreviated to TE , EA and EB , respectively. The
bounds for x1 are determined by the call-and-
delay environment for sequential composition while
the bounds for x2 are given by the call-and-delay
environment for pruning. The delay of RareEmails is
calculated using the environment C = (∅, [0, 0]). Let
μ1 = min{δ(Hello), δ(Bye)}
δ1 = max{δ(Hello), δ(Bye)}
μ2 = min{δ(CNN ), δ(BBC )}
The call-and-delay environment for TE is C1 = (D,T)
with D = {[x1, μ1, δ1], [x2, μ2, μ2]} and T = [μ1, δ1].
EA and EB are evaluated using the environments
C2 = (D[{x1}],T) and C3 = (D[{x2}],T), respectively.
Then
μC2(EA(x1)) = μ1 + δ(EA)
δC2(EA(x1)) = δ1 + δ(EA)
μC3(EB(x2)) = max{μ1, μ2}+ δ(EB)
δC3(EB(x2)) = max{δ1, μ2}+ δ(EB)
μC1(TE(x1, x2)) = min{μC2(EA(x1)), μC3(EB(x2))}
δC1(TE(x1, x2)) = max{δC2(EA(x1)), δC3(EB(x2))}
Abbreviating μC to μ and δC to δ we have:
μ(RareEmails) = μ(TE )
= min{μ1 + δ(EA),max{μ1, μ2}+ δ(EB)}
δ(RareEmails) = δ(TE )
= max{δ1 + δ(EA),max{δ1, μ2}+ δ(EB)}
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APPENDIX B.
Approximation of the value of the game in Example 10:
To compute the value of the game in example 10 we
reduce this problem to an optimization problem [10].
As d tries to increase the cost by randomization the
constraint c(α, d) ≤ ν holds for (α, d) ∈ Δa × Ad.
Deﬁning x(a) = 1/ν ≥ 0 we get ∑a∈Aa x(a)c(a, d) ≤ 1.
It also holds
∑
a∈Aa x(a) = 1/ν. a is interested in
minimizing ν (because it is a cost); consequently, a
wishes to maximize
∑
a∈Aa x(a). Summarizing we have
the following optimization problem
Optimization problem. For all a ∈ Aa, ﬁnd
x(a) ≥ 0 verifying∑
a∈Aa
x(a)c(a, d) ≤ 1 for d ∈ Ad
such that
∑
a∈Aa x(a) is maximised. The
value of the game is ν = 1/(
∑
a∈Aa x(a)).
Let ν be the value of the game. Deﬁning
x = α({W})/ν, y = α({D})/ν z = α({P})/ν
the constraint
∑
x(a)c(a, {W,D}) ≤ 1 is
5.2x+ 50.2y + 50.1z ≤ 1
Constraints corresponding to {W,P} and {D,P} are:
5.2x+ 50.1y + 5.2z ≤ 1
50.1x+ 5.2y + 5.2z ≤ 1
Maximizing x+ y + z with a Simplex method tool [63]
we obtain x+ y + z = 0.03615 and ν ≈ 27, 66.
