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Abstract
In the paper, we first show the existence of global periodic conservative solutions to the Cauchy problem
for a periodic modified two-component Camassa–Holm equation. Then we prove that these solutions, which
depend continuously on the initial data, construct a semigroup.
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1. Introduction
In this paper we consider the Cauchy problem of the following periodic modified two-
component Camassa–Holm equation:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
mt + umx + 2mux = −ηη¯x, t > 0, x ∈R,
ηt + (ηu)x = 0, t > 0, x ∈R,
m(0, x) = m0(x), x ∈R,
η(0, x) = η0(x), x ∈R,
m(t, x) = m(t, x + 1), x ∈R,
η(t, x) = η(t, x + 1), x ∈R,
(1.1)
where m = u− uxx and η = (1 − ∂2x )(η¯ − η¯0) are periodic on the x-variable.
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tem (CH2) by combining its integrability property with compressibility, or free-surface elevation
dynamics in its shallow-water interpretation [6,19]. Eq. (1.1) introduced recently by Holm et al.
in [33] is a modified version of the CH2 system to allow a dependence on the average density
or depth η¯ as well as the pointwise density or depth η, cf. [33]. The modified two-component
Camassa–Holm equation (MCH2) is written in terms of velocity u and locally averaged density
or depth η¯ and η¯0 is taken to be constant. MCH2 can be defined as geodesic motion on the semidi-
rect product Lie group with respect to a certain metric and be given as a set of Euler–Poincaré
equations on the dual of the corresponding Lie algebra, cf. [32,33].
For η ≡ 0, Eq. (1.1) becomes the Camassa–Holm equation, modeling the unidirectional prop-
agation of shallow water waves over a flat bottom. Here u(t, x) stands for the fluid velocity at
time t in the spatial x direction [4,16,21,34,36]. It has a bi-Hamiltonian structure [8,25] and is
completely integrable [4,10]. It is a re-expression of geodesic flow on the diffeomorphism group
of the line [9]. In the non-periodic case, its solitary waves are peaked [5], capturing thus the
shape of solitary wave solutions to the governing equations for water waves [15]. The orbital sta-
bility of the peaked solutions is proved in [18]. The explicit interaction of the peaked solutions
is given in [1]. In the periodic case, the travelling waves are peaked at their crests, capturing thus
the shape of the Stokes waves of greatest height – exact periodic travelling wave solutions to the
governing equations for irrotational water waves which are symmetric and peaked (in the sense
that they are everywhere smooth, except at the crest where different lateral tangents exist), cf. the
discussion in [11,39].
The Cauchy problem and the initial–boundary value problem for the Camassa–Holm equation
have been studied extensively [12,14,20,22,23,37,38,42]. It has been shown that this equation is
locally well-posed [12,13,20,37,38,42] for initial data u0 ∈ Hs(R), s > 32 . More interesting, it
has global strong solutions [9,12,13] and also finite time blow-up solutions [9,12–14,20,37,38].
On the other hand, it has global weak solutions in H 1(R) [7,17,41]. Moreover, it has global
conservative solution and global dissipative solution in H 1(R) [2,3,29,30]. The advantage of the
Camassa–Holm equation in comparison with the KdV equation lies in the fact that the Camassa–
Holm equation has peaked solitons and models wave breaking [5,14] (by wave breaking we
understand that the wave remains bounded while its slop becomes unbounded in finite time [40]).
Recently, the two types of two-component Camassa–Holm equations were studied in [6,19,
24,26,28,35]. They established the local well-posedness for the two types of two-component
Camassa–Holm equations [19,24], derived precise blow-up scenarios [24], and proved that the
equation had strong solutions which blow up in finite time [19,24,26] and a global weak solu-
tion [27]. However, conservative solutions of Eq. (1.1) have not been discussed yet. The aim of
this paper is to establish the existence of global conservative solutions for Eq. (1.1), and to prove
the continuous dependence and uniqueness of these solutions in some sense.
To solve the problem, we mainly use the ideas of [2,31]. Since the problem (1.1) is a system,
there are more difficulties in analyzing it than a single equation [2,31]. The main difficulties are
the mutual effect between two components u and η and the estimate of η. To solve the problem,
we present an equivalent semilinear system to the problem (1.1) by introducing new variables.
By overcoming the above mentioned difficulties, we get global solutions to the semilinear sys-
tem. By applying the obtained global solutions, we acquire global conservative solutions to the
problem (1.1).
Our main results can be stated as follows. Let m = u−uxx and η = ρ −ρxx . If the initial data
u ∈ H 1loc(R), ρ ∈ H 1loc(R)∩W 1,∞loc (R) are periodic then there exists a global solution (u(t), ρ(t))
to Eq. (1.1) such that
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H 1[0,1]
+ ∥∥ρ(t)∥∥2
H 1[0,1]
= ∥∥u(0)∥∥2
H 1[0,1]
+ ∥∥ρ(0)∥∥2
H 1[0,1]
for almost all t ∈ R+. Moreover the global conservative solution continuously depends on the
initial data in L∞loc(R+ ×R).
Notation. In the following, we denote by ∗ the spatial convolution.
2. The basic equations
We first reformulate the problem (1.1). Take m = u− uxx , ρ = η¯− η¯0 and η = ρ − ρxx . Note
that if p(x) := 1
2 sinh 12
cosh(x − [x] − 12 ), x ∈ R, then (1 − ∂2x )−1f = p ∗ f for all f ∈ L2(R),
p ∗m = u and p ∗ η = ρ. Thus, we can rewrite Eq. (1.1) as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ut + uux = −∂xp ∗
(
u2 + 1
2
u2x +
1
2
ρ2 − 1
2
ρx
2
)
, t > 0, x ∈R,
ρt + uρx = −∂xp ∗ (uxρx)− p ∗ (uxρ), t > 0, x ∈R,
u(0, x) = u0(x), x ∈R,
ρ(0, x) = ρ0(x), x ∈R,
u(t, x) = u(t, x + 1), x ∈R,
ρ(t, x) = ρ(t, x + 1), x ∈R.
(2.1)
For convenience, we set
P 1 = p ∗
(
u2 + 1
2
u2x +
1
2
ρ2 − 1
2
ρx
2
)
,
P 2 = p ∗ (uxρx),
P 3 = p ∗ (uxρ),
where p(x) = 1
2 sinh 12
cosh(x − [x] − 12 ).
For smooth solutions, we have the following conservation law:
E(t) =
∫
S
(
u2 + u2x + ρ2 + ρ2x
)
dx =
∫
S
(
u20 + u20,x + ρ20 + ρ20,x
)
dx. (2.2)
In fact, differentiating the equations in (2.1) with respect to x and using the identity ∂2xp ∗ f =
p ∗ f − f , we have
{
utx + uuxx + u2x = f − p ∗ f,
ρtx + uxρx + uρxx = −∂xp ∗ g,
(2.3)
where f = u2 + 12u2x + 12ρ2 − 12ρ2x and g = (uxρx)x + uxρ. Using Eq. (2.1) and integrating by
parts, we obtain
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dt
E(t) = 2
∫
S
(uut + uxuxt + ρρt + ρxρxt ) dx
= 2
∫
S
[
u(−uux − ∂xp ∗ f )+ ux
(−uuxx − u2x + f − p ∗ f )
+ ρ(−uρx − p ∗ g)+ ρx(−uxρx − uρxx − ∂xp ∗ g)
]
dx
= 2
∫
S
(
−u∂xp ∗ f − 12u
3
x + uxf − uxp ∗ f +
1
2
uxρ
2
− ρp ∗ g − 1
2
uxρ
2
x − ρx∂xp ∗ g
)
dx
= 2
∫
S
(
−1
2
u3x + uxf +
1
2
uxρ
2 − 1
2
uxρ
2
x − ρg
)
dx
= 2
∫
S
(
u2ux + ρ2ux − uxρ2x + ρ2xux − ρ2ux
)
dx
= 0.
Assume that u, ρ are smooth. From (2.1) and (2.3), we can get
(
u2 + u2x + ρ2 + ρ2x
)
t
+ (u(u2 + u2x + ρ2 + ρ2x))x
= (u3 − 2P1u− 2P 2ρ − 2P 3x ρ)x. (2.4)
3. An equivalent semilinear system
Let us first introduce the space V1 defined as
V1 =
{
f ∈ H 1loc(R)
∣∣ f (ξ + 1) = f (ξ)+ 1},
and define the characteristics y :R→ V1, t → y(t, .) as the solution of
yt (t, ξ) = u
(
t, y(t, ξ)
)
. (3.1)
We then define
U(t, ξ) = u(t, y(t, ξ)), (3.2)
ρ(t, ξ) = ρ(t, y(t, ξ)), (3.3)
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(
t, y(t, ξ)
)
, (3.4)
H(t, ξ) =
y(t,ξ)∫
y(t,0)
(
u2 + u2x + ρ2 + ρ2x
)
dx. (3.5)
Using (2.4) and (3.1), we obtain
dH
dt
= [(u3 − 2P 1u− 2P 2ρ − 2P 3x ρ) ◦ y]ξ0. (3.6)
From (3.5), the periodicity of u, ρ, and y ∈ V1, we can get
H(t, ξ + 1)−H(t, ξ) = H(t,1)−H(t,0).
Moreover, from (3.6), we can verify that H(t,1) − H(t,0) is constant in time so that H(t,1) −
H(t,0) = H(0,1)−H(0,0). For all t , H belongs to space V defined as
V = {f ∈ H 1loc(R) ∣∣ f (ξ + 1)− f (ξ) = f (1)− f (0)}.
We equip V with the norm ‖f ‖V = ‖f ‖H 1[0,1] . Later, we will prove that V is a Banach space.
To simplify notation, we will denote H 1[0,1] by H 1 and follow the same convention for the other
norms we will consider.
We derive formally a system which is equivalent to (2.1). From the definition of the charac-
teristics, it follows that
Ut(t, ξ) = −P 1x ◦ y(t, ξ), (3.7)
ρt (t, ξ) =
(−P 2x − P 3) ◦ y(t, ξ), (3.8)
Rt(t, ξ) =
(−P 2 − P 3x ) ◦ y(t, ξ). (3.9)
Then, we have
P 1(t, x) = 1
2 sinh 12
1∫
0
cosh
(
x − y − [x − y] − 1
2
)
×
(
u2(t, y)+ 1
2
u2x(t, y)+
1
2
ρ2(t, y)− 1
2
ρ2x(t, y)
)
dy,
P 1x (t, x) =
1
2 sinh 12
1∫
0
sinh
(
x − y − [x − y] − 1
2
)
×
(
u2(t, y)+ 1u2x(t, y)+
1
ρ2(t, y)− 1ρ2x(t, y)
)
dy,2 2 2
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2 sinh 12
1∫
0
cosh
(
x − y − [x − y] − 1
2
)
ux(t, y)ρx(t, y) dy,
P 2x (t, x) =
1
2 sinh 12
1∫
0
sinh
(
x − y − [x − y] − 1
2
)
ux(t, y)ρx(t, y) dy,
P 3(t, x) = 1
2 sinh 12
1∫
0
cosh
(
x − y − [x − y] − 1
2
)
ux(t, y)ρ(t, y) dy,
P 3x (t, x) =
1
2 sinh 12
1∫
0
sinh
(
x − y − [x − y] − 1
2
)
ux(t, y)ρ(t, y) dy.
In the above formulae, we can perform the change of variables y = y(t, ξ ′), the validity of which
will be checked later, and write the convolution as an integral over the variable ξ ′. Using the
identities (3.2)–(3.4), we thus obtain expressions for P i and P ix in terms of the new variable ξ ,
namely,
P 1(t, ξ) = 1
2(e − 1)
1∫
0
cosh
(
y(t, ξ)− y(t, ξ ′))(U2yξ − 2R2yξ +Hξ )(t, ξ ′)dξ ′
+ 1
4
1∫
0
exp
(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))(U2yξ − 2R2yξ +Hξ )(t, ξ ′)dξ ′, (3.10)
P 1x (t, ξ) =
1
2(e − 1)
1∫
0
sinh
(
y(t, ξ)− y(t, ξ ′))(U2yξ − 2R2yξ +Hξ )(t, ξ ′)dξ ′
− 1
4
1∫
0
sgn
(
ξ − ξ ′) exp(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))
× (U2yξ − 2R2yξ +Hξ )(t, ξ ′)dξ ′, (3.11)
P 2(t, ξ) = 1
e − 1
1∫
0
cosh
(
y(t, ξ)− y(t, ξ ′))(RUξ )(t, ξ ′)dξ ′
+ 1
2
1∫
exp
(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))(RUξ )(t, ξ ′)dξ ′, (3.12)
0
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1
e − 1
1∫
0
sinh
(
y(t, ξ)− y(t, ξ ′))(RUξ )(t, ξ ′)dξ ′
− 1
2
1∫
0
sgn
(
ξ − ξ ′) exp(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))(RUξ )(t, ξ ′)dξ ′, (3.13)
P 3(t, ξ) = 1
e − 1
1∫
0
cosh
(
y(t, ξ)− y(t, ξ ′))(ρUξ )(t, ξ ′)dξ ′
+ 1
2
1∫
0
exp
(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))(ρUξ )(t, ξ ′)dξ ′, (3.14)
P 3x (t, ξ) =
1
e − 1
1∫
0
sinh
(
y(t, ξ)− y(t, ξ ′))(ρUξ )(t, ξ ′)dξ ′
− 1
2
1∫
0
sgn
(
ξ − ξ ′) exp(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))(ρUξ )(t, ξ ′)dξ ′. (3.15)
The straight computation shows that
P 1ξ = P 1x yξ , P 1xξ = −
1
2
(
U2yξ − 2R2yξ +Hξ
)+ P 1yξ , (3.16)
P 2ξ = P 2x yξ , P 2xξ = −RUξ + P 2yξ , (3.17)
P 3ξ = P 3x yξ , P 3xξ = −ρUξ + P 3yξ . (3.18)
By (3.1), (3.6), (3.7)–(3.9) and (3.10)–(3.15), we derive a new system which is equivalent to
system (2.1). We rewrite the corresponding Cauchy problem for the variables (y,U,ρ,R,H) in
the form
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂y
∂t
= U,
∂U
∂t
= −P 1x ,
∂ρ
∂t
= −P 2x − P 3,
∂R
∂t
= −P 2 − P 3x ,
∂H
∂t
= [U3 − 2P 1U − 2P 2ρ − 2P 3x ρ]ξ0.
(3.19)
Differentiating (3.19) and using (3.16)–(3.18), we get
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂yξ
∂t
= Uξ ,
∂Uξ
∂t
= 1
2
(
U2yξ − 2R2yξ +Hξ
)− P 1yξ ,
∂ρξ
∂t
= UξR − P 2yξ − P 3x yξ ,
∂Hξ
∂t
= −(2P 1x U + 2P 2x ρ + 2P 3ρ)yξ + (3U2 − 2P 1 + 2ρ2)Uξ − (2P 2 + 2P 3x )ρξ .
(3.20)
The system (3.20) is semilinear with respect to the variables yξ , Uξ , ρξ and Hξ . Now we intro-
duce a space H 1per as follows
H 1per =
{
f ∈ H 1loc(R)
∣∣ f (ξ + 1) = f (ξ)}
with the norm ‖f ‖H 1per = ‖f ‖H 1[0,1] . We define a linear map from H
1
per ×R to V as Ψ : (σ,h) →
f = σ + h Id.
Lemma 3.1. (See [31].) The map Ψ is a homeomorphism from H 1per ×R to V .
Since the space H 1per ×R is a Banach space, V is also a Banach space. We introduce ζ = y−Id
and (σ,h) = Ψ−1H , i.e. h = H(t,1)−H(t,0) and σ = H −h Id. The system (3.19) is equivalent
to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ζ
∂t
= U,
∂U
∂t
= −P 1x ,
∂ρ
∂t
= −P 2x − P 3,
∂R
∂t
= −P 2 − P 3x ,
∂σ
∂t
= [U3 − 2P 1U − 2P 2ρ − 2P 3x ρ]ξ0,
∂h
∂t
= 0.
(3.21)
We will prove that the system (3.21) is a well-posed system of ordinary differential equations in
the Banach space E where
E = H 1per ×H 1per ×H 1per ×L∞per ×H 1per ×R.
There is a bijection (ζ,U,ρ,R,σ,h) → (y,U,ρ,R,H) between E and V1 × H 1per × H 1per ×
L∞per × V given by y = ζ + Id and H = σ + h Id.
Lemma 3.2. P i , P i defined by (3.10)–(3.15) are locally Lipschitz continuous from E to H 1 .x per
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X¯ = (ζ¯ , U¯ , ρ¯, R¯, σ¯ , h¯) be two elements of BM . Then, we have
‖y‖L∞ = ‖ Id +ζ‖L∞  1 +C‖ζ‖H 1  1 +CM
and ‖y¯‖L∞  1 + CM . Since coshx is locally Lipschitz continuous, it is Lipschitz on {x ∈ R |
|x| 1 +CM}. Hence, if we denote by C a constant that only depends on M , we get
∣∣cosh(y(ξ)− y(ξ ′))− cosh(y¯(ξ)− y¯(ξ ′))∣∣ C∣∣y(ξ)− y(ξ ′)− y¯(ξ)+ y¯(ξ ′)∣∣
 C‖ζ − ζ¯‖L∞,∣∣exp(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))− exp(−(ξ − ξ ′)(y¯(ξ)− y¯(ξ ′)))∣∣ C‖ζ − ζ¯‖L∞
for all ξ , ξ ′ in [0,1]. It follows that for ξ ∈ [0,1]
∥∥cosh(y(ξ)− y(ξ ′))(U2yξ − 2R2yξ +Hξ )− cosh(y¯(ξ)− y¯(ξ ′))(U¯2y¯ξ − 2R¯2y¯ξ + H¯ξ )∥∥L2
 C
(‖ζ − ζ¯‖L∞ + ‖U − U¯‖L∞ + ‖R − R¯‖L2 + ‖ζξ − ζ¯ξ‖L2 + ‖σξ − σ¯ξ‖L2 + |h− h¯|)
 C‖X − X¯‖E.
The similar computation shows that the term
exp
(− sgn(ξ − ξ ′)(y(ξ)− y(ξ ′)))(U2yξ − 2R2yξ +Hξ )
is also locally Lipschitz from E to L2. It follows that
∥∥P 1 − P¯ 1∥∥
L∞  C‖X − X¯‖E.
The similar progress shows that
∥∥P 1x − P¯ 1x ∥∥L∞  C‖X − X¯‖E.
Using (3.16) we can get
∥∥P 1xξ − P¯ 1xξ∥∥L2  C(‖X − X¯‖E +
∥∥P 1 − P¯ 1∥∥
L∞
)
 C‖X − X¯‖E,∥∥P 1 − P¯ 1∥∥
L2  C‖X − X¯‖E.
Thus we have proved that P 1 and P 1x are locally Lipschitz continuous from E to H 1per . The
similar computations give that P 2, P 2x , P 3, P 3x are also locally Lipschitz. 
Now we prove the short time existence of (3.21) which is equivalent to (3.19).
Theorem 3.3. Given X¯ = (ζ¯ , U¯ , ρ¯, R¯, σ¯ , h¯) ∈ E, there exists a T depending only on ‖X¯‖E such
that the system (3.21) admits a unique solution in C1([0, T ],E) with initial data X¯.
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F(X) = (U,−P 1x ,−P 2x − P 3,−P 2 − P 3x , [U3 − 2P 1U − 2P 2ρ − 2P 3x ρ]ξ0,0).
By Lemma 3.2, it is not hard to prove that F is locally Lipschitz from E to E. Thus, the theorem
follows from the standard theory of ordinary differential equations on Banach spaces. 
We now turn to the proof of a global solution of (3.21). We are interested in a particular class
of initial data. In particular, we will only consider initial data belonging to
W 1,∞per ×W 1,∞per ×W 1,∞per ×L∞per ×W 1,∞per ×R.
Of course, this Banach space is a subspace of E. Given X¯ in the above subspace, we consider the
short time solution X = (ζ,U,ρ,R,σ,h) ∈ C([0, T ],E) of (3.21) given by Theorem 3.2. Since
X ∈ C([0, T ],E), P i,P ix ∈ C([0, T ],H 1per), we now consider U,ρ,P i,P ix as given functions in
C([0, T ],H 1per) and R in C([0, T ],L∞per). Then, for any fixed ξ in R, we can solve the following
system of ordinary differential equations in R4 given by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂
∂t
α(t, ξ) = β(t, ξ),
∂
∂t
β(t, ξ) = 1
2
(
U2 − 2R2 − 2P 1)(1 + α(t, ξ))+ 1
2
(
h¯+ δ(t, ξ)),
∂
∂t
γ (t, ξ) = −(P 2 + P 3x )(1 + α(t, ξ))+Rβ(t, ξ),
∂
∂t
δ(t, ξ) = −(2P 1x U + 2P 2x ρ + 2P 3ρ)(1 + α(t, ξ))
− (3U2 − 2P 1 + 2ρ2)β(t, ξ)− (2P 2 + 2P 3x )γ (t, ξ),
(3.22)
which is obtained by substituting ζξ , Uξ , ρξ and σξ in (3.20) by α, β , γ , and δ, respectively. We
also replaced h(t) by h¯ since h(t) = h¯ for all t . Take
A = {ξ ∈R ∣∣ ∣∣U¯ξ (ξ)∣∣ ∥∥U¯ξ (ξ)∥∥L∞ ,
∣∣ρ¯ξ (ξ)∣∣ ∥∥ρ¯ξ (ξ)∥∥L∞ ,∣∣ζ¯ξ (ξ)∣∣ ∥∥ζ¯ξ (ξ)∥∥L∞,
∣∣σ¯ξ (ξ)∣∣ ∥∥σ¯ξ (ξ)∥∥L∞}.
It is clear that meas(Ac) = 0. For ξ ∈ A, we define
(
α(0, ξ), β(0, ξ), γ (0, ξ), δ(0, ξ)
)= (ζ¯ξ (ξ), U¯ξ (ξ), ρ¯ξ (ξ), σ¯ξ (ξ)).
For ξ ∈ Ac we take (α(0, ξ), β(0, ξ), γ (0, ξ), δ(0, ξ)) = (0,0,0,0).
Lemma 3.4. Given initial data
X¯ = (ζ¯ , U¯ , ρ¯, R¯, σ¯ , h¯) ∈ [W 1,∞per ]3 ×L∞per ×W 1,∞per ×R.
Let X = (ζ,U,ρ,R,σ,h) ∈ C([0, T ],E) be the solution of (3.21) given by Theorem 3.3. Then
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and the functions (α(t, ξ), β(t, ξ), γ (t, ξ), δ(t, ξ)), which solve (3.22) for any fixed ξ with the
specified initial data above, coincide for almost every ξ and for all time with (ζξ ,Uξ , ρξ , σξ ),
that is, for all t ∈ [0, T ], we have that for almost every ξ ,
(
α(t, ξ), β(t, ξ), γ (t, ξ), δ(t, ξ)
)= (ζξ (t, ξ),Uξ (t, ξ), ρξ (t, ξ), σξ (t, ξ)). (3.23)
Proof. First we introduce a Banach space of bounded periodic functions B∞per whose norm is
given by ‖f ‖B∞per = supξ∈[0,1] |f (ξ)|. We define (α(t, ξ), β(t, ξ), γ (t, ξ), δ(t, ξ)) as the solution
of (3.22) in the Banach space [B∞per]4 with initial data as given in the lemma. Note that the system
(3.22) is a linear system in (α,β, γ, δ). It is clear that the solution exists on the interval [0, T ] on
which (ζ,U,ρ,R,σ,h) is defined. From (3.21), we know that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ζξ (t, ξ) = ζ¯ξ +
t∫
0
Uξ(τ, ξ) dτ,
Uξ (t, ξ) = U¯ξ +
t∫
0
1
2
(
U2 − 2R2 − 2P 1)(1 + ζ(τ, ξ))+ 1
2
(
h¯+ σ(τ, ξ))dτ,
ρξ (t, ξ) = ρ¯ξ +
t∫
0
−(P 2 + P 3x )(1 + ζξ (τ, ξ))+RUξ (τ, ξ) dτ,
σ (t, ξ) = σ¯ξ +
t∫
0
−(2P 1x U + 2P 2x ρ + 2P 3ρ)(1 + ζξ (τ, ξ))
− (3U2 − 2P 1 + 2ρ2)Uξ(τ, ξ)− (2P 2 + 2P 3x )ρξ (τ, ξ) dτ.
(3.24)
Since B∞per imbeds in L2per , the integral form of (3.22) holds in L2per sense. Now, we know that
(α,β, γ, δ) and (ζξ ,Uξ , ρξ , σξ ) satisfy the linear system (3.22) with the same initial data in L2
sense on the interval [0, T ]. By uniqueness, we get that
(
α(t), β(t), γ (t), δ(t)
)= (ζξ (t),Uξ (t), ρξ (t), σξ (t))
in L2per on [0,T]. 
Now, given the initial data
y¯(ξ)∫
0
(
u¯2 + u¯2x + ρ¯2 + ρ¯2x
)
dx + y¯(ξ) = (1 + h¯)ξ, (3.25)
H¯ (ξ) =
y¯(ξ)∫ (
u¯2 + u¯2x + ρ¯2 + ρ¯2x
)
dx, (3.26)0
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where h¯ = ∫ 10 (u¯2 + u¯2x + ρ¯2 + ρ¯2x) dx. From (3.25), we know that y¯(ξ) is continuous, strictly in-
creasing and therefore invertible. Later, we will prove that (y¯ − Id, U¯ , ρ¯, R¯, H¯ − h¯ Id, h¯) belongs
to G which is defined as follows.
Definition 3.5. The set G is composed of all (ζ,U,ρ,R,σ,h) ∈ E such that
(ζ,U,ρ,R,σ,h) ∈ [W 1,∞per ]3 ×L∞per ×W 1,∞per ×R, (3.28)
yξ  0, Hξ  0, yξ +Hξ > 0 almost everywhere, (3.29)
yξHξ = U2y2ξ + ρ2y2ξ +R2y2ξ +U2ξ almost everywhere, (3.30)
where we denote y(ξ) = ζ(ξ)+ ξ and H(ξ) = σ(ξ)+ hξ .
It is clear that the initial data (ζ¯ , U¯ , ρ¯, R¯, σ¯ , h¯) belongs to G. We will prove that for any given
initial data in G, the corresponding solution of (3.21) exists globally in time.
Lemma 3.6. Given the initial data X¯ = (ζ¯ , U¯ , ρ¯, R¯, σ¯ , h¯) in G. Let
X(t) = (ζ(t),U(t), ρ(t),R(t), σ (t), h(t))
be the local solution of (3.21) in C1([0, T ],E) for some T > 0 with the initial data (ζ¯ , U¯ , ρ¯, R¯,
σ¯ , h¯). Then
(i) X(t) belongs to G for all t ∈ [0, T ],
(ii) for almost every t ∈ [0, T ], yξ (t, ξ) > 0 for almost every ξ .
Proof. (i) Let A be defined as in Lemma 3.4. Then (3.28) holds for all t ∈ [0, T ] by Lemma 3.4
and X ∈ C1([0, T ],E). Let us prove that (3.29) and (3.30) hold for any ξ ∈ A. We consider a
fixed ξ in A and drop it in the notation if there is no ambiguity. From (3.20), we have, on one
hand,
(yξHξ )t = yξtHξ +Hξtyξ
= UξHξ + yξ
{(
3U2 − 2P 1 + 2ρ2)Uξ
− (2P 1x U + 2P 2x ρ + 2P 3ρ)yξ − (2P 2 + 2P 3x )ρξ}
and on the other hand,
(
U2y2ξ + ρ2y2ξ +R2y2ξ +U2ξ
)
t
= −2UP 1x y2ξ + 2U2yξUξ − 2ρ
(
P 2x + P 3
)
y2ξ + 2ρ2yξUξ − 2
(
P 2 + P 3x
)
y2ξ
+ 2R2yξUξ + 2
[
1
2
(
U2yξ − 2R2yξ +Hξ
)− P 1yξ
]
Uξ
= −(2P 1x U + 2P 2x ρ + 2P 3ρ)y2 + (3U2 − 2P 1 + 2ρ2)yξUξ − (2P 2 + 2P 3x )Ry2.ξ ξ
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equation ensures that R(t, ξ)yξ (t, ξ) = ρξ (t, ξ) for t ∈ [0, T ]. Using the identity Ryξ = ρξ and
the uniqueness of O.D.E. we obtain (3.30). Now, we introduce t∗ given by
t∗ = sup{t ∈ [0, T ] ∣∣ yξ (t ′) 0 for all t ′ ∈ [0, t]}.
Assume t∗ < T . Since yξ (t) is continuous on time, we get
yξ
(
t∗
)= 0. (3.31)
From (3.30), we have that Uξ(t∗) = 0. Then, using (3.20) we get
yξt
(
t∗
)= Uξ (t∗)= 0. (3.32)
Using (3.20) and the fact yξ (t∗) = Uξ(t∗) = 0, we deduce
yξtt
(
t∗
)= Uξt(t∗)= 12Hξ
(
t∗
)
. (3.33)
If Hξ(t∗) = 0, using the fact Ryξ = ρξ and (3.30), we can infer that
yξ
(
t∗
)= Uξ (t∗)= ρξ (t∗)= Hξ (t∗)= 0.
This is a contradiction to the uniqueness of system (3.20). If Hξ(t∗) < 0, then yξtt < 0. Thus
yξ (t
∗) is the strict maximum. This contradicts the definition of t∗. Hence Hξ(t∗) > 0 implies
that yξ (t∗) is the strict minimum. This contradicts the fact t∗ < T . Therefore, we get yξ (t) 0
for all t ∈ [0, T ]. Let us prove that Hξ(t) 0. This follows from (3.30) if yξ (t) > 0. If yξ (t) = 0
then as above, Hξ(t) < 0 implies that yξ (t) = 0 is the strict maximum. This contradicts the
fact yξ (t)  0 on [0, T ]. Hence Hξ(t)  0 on [0, T ]. Now, we have that yξ (t) + Hξ(t)  0. If
the equality holds, it then follows that yξ (t) = Uξ(t) = ρξ (t) = Hξ(t) = 0. This contradicts the
uniqueness of system (3.20) for y¯ξ > 0.
(ii) Define the set
N = {(t, ξ) ∈ [0, T ] ×R ∣∣ yξ (t, ξ) = 0}.
Fubini’s theorem infers that
meas(N ) =
∫
R
meas(Nξ ) dξ =
∫
[0,T ]
meas(Nt ) dt, (3.34)
where
Nξ =
{
t ∈ [0, T ] ∣∣ yξ (t, ξ) = 0}, Nt = {ξ ∈R ∣∣ yξ (t, ξ) = 0}.
From the above proof, we know that for ξ ∈ A, the time points t satisfying yξ (t, ξ) = 0 are
isolated. Thus we have that meas(Nξ ) = 0. It follows from (3.34) and meas(Ac) = 0 that
meas(Nt ) = 0 for almost every t ∈ [0, T ]. (3.35)
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K = {t ∈R+ ∣∣ meas(Nt ) > 0}. (3.36)
Thus, meas(K) = 0. For all t ∈ Kc, yξ > 0 almost everywhere. Therefore, y(t, ξ) is strictly
increasing and invertible. 
Theorem 3.7. Given any X¯ = (y¯, U¯ , ρ¯, R¯, H¯ ) ∈ G. Then the system (3.19) admits a global solu-
tion X(t)= (y(t),U(t), ρ(t),R(t),H(t)) in C1(R+,E) with the initial data X¯= (y¯, U¯ , ρ¯, R¯, H¯ )
and X(t) ∈ G for all t ∈R+. Moreover if we equip G with the topology inducted by the E-norm,
then the map S : G ×R+ → G defined as
St (X¯) = X(t)
is a continuous semigroup.
Proof. Let us write (y,U,ρ,R,H) to denote ζ , U , ρ, R, σ , h with y = ζ + Id and H =
σ + h Id. Let (ζ,U,ρ,R,σ,h) be a solution of (3.21) in C1([0, T ],E) with the initial data
(ζ¯ , U¯ , ρ¯, R¯, σ¯ , h¯). It suffices to show that
sup
t∈[0,T )
∥∥(ζ(t, .),U(t, .), ρ(t, .),R(t, .), σ (t, .), h(t))∥∥
E
< ∞. (3.37)
It is clear from (3.21) that h(t) = h¯ for all t ∈R+. From (3.19), we infer that H(t,0) = 0. Since
Hξ  0, we get ‖H‖L∞ H(t,1) = h¯. Hence, ‖σ‖L∞  2h¯ and supt∈[0,T ) ‖σ(t)‖L∞  2h¯. For
ξ and ξ ′ in [0,1], we have |y(ξ) − y(ξ ′)|  1 for yξ  0 and y(1) − y(0) = 1. Now, we claim
that
U2yξ Hξ , R2yξ Hξ , UξR Hξ , Uξρ Hξ . (3.38)
Indeed, from (3.30), we get that yξ = 0 which infers Uξ = 0. Thus, (3.38) holds if yξ = 0.
Otherwise, if yξ > 0, from (3.30) we get
U2yξ + ρ2yξ +R2yξ +
U2ξ
yξ
= Hξ (3.39)
and
UξR 
U2ξ
yξ
+R2yξ , Uξρ 
U2ξ
yξ
+ ρ2yξ . (3.40)
Using (3.39) and (3.40), we have (3.38). From (3.10)–(3.25), we obtain that
sup
t∈[0,T )
∥∥P i∥∥
L∞  Ch¯,
sup
∥∥P ix∥∥L∞  Ch¯,t∈[0,T )
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sup
t∈[0,T )
∥∥U(t)∥∥
L∞ < ∞,
sup
t∈[0,T )
∥∥ρ(t)∥∥
L∞ < ∞,
sup
t∈[0,T )
∥∥R(t)∥∥
L∞ < ∞.
Since ζt = U , it follows that
sup
t∈[0,T )
∥∥ζ(t)∥∥
L∞ < ∞.
Now, we have proved that
C1 = sup
t∈[0,T )
{∥∥U(t)∥∥
L∞ +
∥∥R(t)∥∥
L∞ +
∥∥ρ(t)∥∥
L∞
+ ∥∥P 1(t)∥∥
L∞ +
∥∥P 2(t)∥∥
L∞ +
∥∥P 3(t)∥∥
L∞
+ ∥∥P 1x (t)∥∥L∞ +
∥∥P 2(t)∥∥
L∞ +
∥∥P 3(t)∥∥
L∞
}
is finite. Let
Z(t) = ∥∥yξ (t)∥∥L2 +
∥∥Uξ(t)∥∥L2 +
∥∥ρξ (t)∥∥L2 +
∥∥Hξ(t)∥∥L2 .
Noticing that (3.20) is semilinear, we obtain
Z(t) Z(0)+C
t∫
0
Z(τ)dτ,
where C is a constant only depending on C1. Gronwall’s inequality shows that (3.37) holds.
From the standard theorem of O.D.E., we infer that St is a continuous semigroup. 
4. The original system
We now show that the global solution of (3.19) yields a global conservative solution to (2.1),
in the original variables (t, x). Let (y,U,ρ,R,H) be the global solution of (3.19). Define
u(t, x)
.= u(t, ξ), ρ(t, x) .= ρ(t, ξ), if y(t, ξ) = x. (4.1)
Theorem 4.1. Let (y,U,ρ,R,H) be a global solution to (3.19). Then the pair of functions
(u(t, x), ρ(t, x)) defined by (4.1) is the global solution to the problem (2.1). Moreover, this solu-
tion (u,ρ) satisfies the following property:
∥∥u(t)∥∥2 1 + ∥∥ρ(t)∥∥2 1 = ∥∥u0(x)∥∥2 1 + ∥∥ρ0(x)∥∥2 1, a.e. t  0. (4.2)H H H H
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‖u¯n − u¯‖H 1 → 0, ‖ρ¯n − ρ¯‖W 1,∞ → 0, ‖ρ¯n − ρ¯‖H 1 → 0.
Then the corresponding solutions (un(t, x), ρn(t, x)) converge to (u(t, x), ρ(t, x)) uniformly for
all (t, x) in any bounded set.
Proof. First we have to show that the definitions of u and ρ make sense. Given x ∈ [0,1). If
ξ1 < ξ2 such that x = y(t, ξ1) = y(t, ξ2), then
yξ (ξ) = 0 in [ξ1, ξ2].
From (3.30), we can get Uξ (ξ) = ρξ (ξ) = 0 in [ξ1, ξ2]. Hence U(ξ1) = U(ξ2), ρ(ξ1) = ρ(ξ2).
This shows that the pair of functions (u(t, x), ρ(t, x)) in (4.1) is well defined. It is clear that
u(x + 1) = u(x) and ρ(x + 1) = ρ(x). Now, we will prove u ∈ H 1 and ρ ∈ H 1 ∩ W 1,∞. It is
obvious u ∈ L∞ which yields u ∈ L2. Similarly ρ has the same properties. It remains to show
ux ∈ L2 and ρx ∈ L2. By (3.30), we get
1∫
0
u2x dx =
y−1(1)∫
y−1(0)
u2x
(
t, y(ξ)
)
yξ dξ =
1∫
0
u2x
(
t, y(ξ)
)
yξ dξ =
∫
ξ∈[0,1]|yξ>0
U2ξ
yξ
dξ

(
H(1)−H(0))= h¯,
where we used (3.39). The same computation shows ρx ∈ L2. The identity ρξ = Ryξ implies
ρx ∈ L∞. Now we prove that the pair of functions (u,ρ) satisfies the system (2.1) in weak sense.
Given φ ∈ C∞(R+ × R) with compact support. Let (y,U,ρ,R,H) be the solution of (3.19).
Then
∫
R+×R
[−u(t, x)φt (t, x)+ u(t, x)ux(t, x)φ(t, x)]dx dt
=
∫
R+×R
[−U(t, ξ)yξ (t, ξ)φt (t, y(t, ξ))+U(t, ξ)Uξ (t, ξ)φ(t, y(t, ξ))]dξ dt. (4.3)
Using yt = U and yξt = Uξ , we have
(Uyξφ ◦ y)t −
(
U2φ
)
ξ
= Utyξφ ◦ y +Uyξφt ◦ y −UUξφ ◦ y. (4.4)
Integrating (4.4) over R+ ×R, we see that the left-hand side of (4.4) vanishes. Thus we obtain
∫
R+×R
[−U(t, ξ)yξ (t, ξ)φt (t, y(t, ξ))+U(t, ξ)Uξ (t, ξ)φ(t, y(t, ξ))]dξ dt
=
∫
+
Utyξφ ◦ y dξ dt =
∫
+
−P 1x (t, ξ)yξ (t, ξ)φ
(
t, y(t, ξ)
)
dξ dt. (4.5)R ×R R ×R
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x = y(t, ξ), we get
−
∫
R+×R
P 1x (t, x)φ(t, x) dx dt = −
∫
R+×R
P 1x (t, ξ)yξ (t, ξ)φ
(
t, y(t, ξ)
)
dξ dt. (4.6)
From (4.3), (4.5) and (4.6), we get the first equation of (2.1). The similar computation shows that
ρ satisfies the second equation of (2.1). When t ∈ Kc , we have yξ (t, ξ) > 0 almost everywhere.
Using (3.30) we get
Hξ = U2yξ + ρ2yξ +R2yξ +
U2ξ
yξ
(4.7)
holds almost everywhere. Taking x = y(t, ξ) we deduce
1∫
0
(
u2(t, x)+ u2x(t, x)+ ρ2(t, x)+ ρ2x(t, x)
)
dx
=
1∫
0
(
U2(t, ξ)yξ (t, ξ)+ u2x
(
t, y(t, ξ)
)
yξ (t, ξ)+ ρ2(t, ξ)yξ (t, ξ)+R2(t, ξ)yξ (t, ξ)
)
dξ
=
1∫
0
Hξ dξ
= H(0,1)−H(0,0)
=
1∫
0
(
u2(0, x)+ u2x(0, x)+ ρ2(0, x)+ ρ2x(0, x)
)
dx. (4.8)
Now, we have proved (4.2).
Finally, let (u¯n, ρ¯n) converge to (u¯, ρ¯) in H 1 × (H 1 ∩ W 1,∞). Recalling (3.25)–(3.27), this
obviously implies that
‖y¯n − y¯‖∞ → 0,
‖H¯n − H¯‖∞ → 0,
‖U¯n − U¯‖∞ → 0,
‖ρ¯n − ρ¯‖∞ → 0,
|hn − h| → 0.
We now prove that
‖R¯n − R¯‖L2 → 0,
‖y¯nξ − y¯ξ‖L2 → 0,
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‖ρ¯nξ − ρ¯ξ‖L2 → 0.
Let gn = u2n + u2nx + ρ2n + ρ2nx , g = u2 + u2x + ρ2 + ρ2x . By (3.25), we get
(1 + h)(y¯ξ − y¯nξ ) =
(
(gn ◦ yn)ynξ yξ − (g ◦ y)ynξ yξ
)+ (h− hn)yξ . (4.9)
The first item of (4.9) can be written as
(gn ◦ yn − g ◦ y)ynξ yξ = (gn ◦ yn − g ◦ yn)ynξ yξ + (g ◦ yn − g ◦ y)ynξ yξ . (4.10)
Since 0 yξ  1 + h, it follows that
1∫
0
|gn ◦ yn − g ◦ yn|ynξyξ dξ  (1 + h)‖g − gn‖L1 . (4.11)
Note that g ∈ L1. For any ε > 0, there exists a continuous function v such that ‖g − v‖L1  ε.
Then
1∫
0
|g ◦ y − g ◦ yn|ynξyξ dξ 
1∫
0
|g ◦ y − v ◦ y|ynξ yξ dξ +
1∫
0
|v ◦ y − v ◦ yn|ynξ yξ dξ
+
1∫
0
|v ◦ yn − g ◦ yn|ynξyξ dξ. (4.12)
The first and third items tend to zero for the boundedness of ynξ , yξ and the arbitrariness of ε.
The second item tends to zero by using the dominated convergence theorem. Thus (4.9)–(4.12)
show that y¯nξ → y¯ξ in L1. Since ynξ is bounded in L∞, we finally get that y¯nξ → y¯ξ in L2. By
(3.25)–(3.26), we have H¯nξ → H¯ξ in L2,
R¯n − R¯ = ρ¯nx ◦ yn − ρ¯x ◦ y
= ρ¯nx ◦ yn − ρ¯x ◦ yn + ρ¯x ◦ yn − ρ¯x ◦ y. (4.13)
For ρ¯nx → ρ¯x in L∞, we know
1∫
0
|ρ¯nx ◦ yn − ρ¯x ◦ yn|2 dξ  ‖ρ¯nx − ρ¯x‖2L∞ → 0. (4.14)
Given any ε > 0, there exists a continuous function v(ξ) such that
1∫
|ρ¯x ◦ y − v|2 dξ  ε. (4.15)0
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ρ¯x ◦ yn − ρ¯x ◦ y = ρ¯x ◦ y ◦ y−1 ◦ yn − ρ¯x ◦ y
= ρ¯x ◦ y ◦ y−1 ◦ yn − v ◦ y−1 ◦ yn + v ◦ y−1 ◦ yn − v + v − ρ¯x ◦ y. (4.16)
Using (4.15), we have
1∫
0
∣∣ρ¯x ◦ y ◦ y−1 ◦ yn − v ◦ y−1 ◦ yn∣∣2 dξ  ε, (4.17)
1∫
0
|v − ρ¯x ◦ y|2 dξ  ε. (4.18)
Using the dominated convergence theorem, we get
1∫
0
∣∣v ◦ y−1 ◦ yn − v∣∣2 dξ → 0. (4.19)
From (4.13)–(4.19), we have R¯n → R¯ in L2.
From (3.30), ‖U¯n − U¯‖∞ → 0, ‖ρ¯n − ρ¯‖∞ → 0, together with ynξ → yξ ,Rn → R, in L2, we
have ‖Unξ‖L2 → ‖Uξ‖L2 . Using this fact and the identity Ryξ = ρξ , we get ‖ρnξ‖L2 → ‖ρξ‖L2 .
To prove Unξ → Uξ and ρnξ → ρξ in L2, we only need to show that for any continuous function
ϕ with compact support we have
∫
R
Unξϕ dξ =
∫
R
unx ◦ ynynξϕ dξ =
∫
R
unxϕ ◦ y−1n dx. (4.20)
Therefore,
lim
n→∞
∫
R
Unξϕ dξ =
∫
R
uxϕ ◦ y−1 dx =
∫
R
Uξϕ dξ. (4.21)
By a density argument, we have Un,ξ ⇀ Uξ in L2. The same computation shows ρn,ξ ⇀ ρξ in
L2. The weak convergence together with norm convergence shows that Un,ξ → Uξ and ρn,ξ →
ρξ in L2. Now we get
yn → y in H 1, (4.22)
Un → U in H 1, (4.23)
ρn → ρ in H 1, (4.24)
Hn → H in H 1, (4.25)
Rn → R in L2. (4.26)
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d
dt
(∥∥Un(t)−U(t)∥∥L∞ +
∥∥ρn(t)− ρ(t)∥∥L∞ +
∥∥yn(t)− y(t)∥∥L∞
+ ∥∥Rn(t)−R(t)∥∥L2 +
∥∥unξ (t)−Uξ(t)∥∥L2 +
∥∥ρnξ (t)− ρξ (t)∥∥L2
+ ∥∥ynξ (t)− yξ (t)∥∥L2 +
∥∥Hnξ (t)−Hξ(t)∥∥L2)
 C
(∥∥Un(t)−U(t)∥∥L∞ +
∥∥ρn(t)− ρ(t)∥∥L∞ +
∥∥yn(t)− y(t)∥∥L∞
+ ∥∥Rn(t)−R(t)∥∥L2 +
∥∥Unξ (t)−Uξ(t)∥∥L2 +
∥∥ρnξ (t)− ρξ (t)∥∥L2
+ ∥∥ynξ (t)− yξ (t)∥∥L2 +
∥∥Hnξ (t)−Hξ(t)∥∥L2). (4.27)
An application of Gronwall’s inequality yields that yn → y, Un → U and ρn → ρ in L∞ on any
bounded time interval. This implies that
un(t, x) → u(t, x),
ρn(t, x) → ρ(t, x),
on any bounded time interval for the uniformly Hölder continuity. 
To complete this paper, we prove that the solution constructed in Theorem 4.1 has semigroup
property.
Theorem 4.2. Given initial data (u¯, ρ¯) ∈ H 1per × H 1per ∩ W 1,∞per . Let (u(t), ρ(t)) = St (u¯, ρ¯) be
the corresponding global solution of (2.1) constructed in Theorem 4.1. Then the map S : H 1per ×
(H 1per ∩W 1,∞per )× [0,∞] → H 1per × (H 1per ∩W 1,∞per ) is a semigroup.
Proof. Fix (u¯, ρ¯) ∈ H 1per ×H 1per ∩W 1,∞per and τ > 0. For all t > 0, we need to show that
St
(
Sτ (u¯, ρ¯)
)= Sτ+t (u¯, ρ¯). (4.28)
Let (y(τ, ξ),U(τ, ξ), ρ(τ, ξ),R(τ, ξ),H(τ, ξ)) be the solution of the system (3.19) with the
initial data given by (3.25)–(3.27). At the time τ we construct a new initial data as follows
yˆ(τ,ξ)∫
0
(
u2(τ )+ u2x(τ )+ ρ2(τ )+ ρ2x(τ )
)
dx + yˆ(τ, ξ) = (1 + h¯)ξ, (4.29)
Hˆ (τ, ξ) =
yˆ(τ,ξ)∫
0
(
u2(τ )+ u2x(τ )+ ρ2(τ )+ ρ2x(τ )
)
dx, (4.30)
Uˆ (τ, ξ) = u(τ, yˆ(τ, ξ)), ρˆ(τ, ξ) = ρ(τ, yˆ(τ, ξ)), Rˆ(τ, ξ) = ρx(τ, yˆ(τ, ξ)). (4.31)
Let (yˆ(t + τ, ξ), Uˆ (t + τ, ξ), ρˆ(t + τ, ξ), Rˆ(t + τ, ξ), Hˆ (t + τ, ξ)) be a solution of the system
(3.19) with initial data (4.29)–(4.31). We claim that
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y(t + τ, ξ),U(t + τ, ξ), ρ(t + τ, ξ),R(t + τ, ξ),H(t + τ, ξ))
= (yˆ(t + τ, ξ˜ ), Uˆ (t + τ, ξ˜ ), ρˆ(t + τ, ξ˜ ), Rˆ(t + τ, ξ˜ ), Hˆ (t + τ, ξ˜ )), (4.32)
where ξ˜ is defined as yˆ(τ + t, ξ˜ ) = y(τ + t, ξ).
Indeed, the equality yˆ(τ + t, ξ˜ ) = y(τ + t, ξ) yields that
yˆξ (τ + t, ξ˜ ) dξ˜ = yξ (τ + t, ξ) dξ. (4.33)
Using (4.33), we infer that
P i(t + τ, ξ˜ ) = P i(t + τ, ξ(ξ˜ )), P ix(t + τ, ξ˜ ) = P ix(t + τ, ξ(ξ˜ )) (4.34)
preserve the formula invariant. At the time τ , y(τ, ξ) = yˆ(τ, ξˆ ) implies that
(
y
(
τ, ξ(ξˆ )
)
,U
(
τ, ξ(ξˆ )
)
, ρ
(
τ, ξ(ξˆ )
)
,R
(
τ, ξ(ξˆ )
)
,H
(
τ, ξ(ξˆ )
))
= (yˆ(τ, ξˆ ), Uˆ (τ, ξˆ ), ρˆ(τ, ξˆ ), Rˆ(τ, ξˆ ), Hˆ (τ, ξˆ )). (4.35)
Thus, we obtain that (y(τ + t, ξ(ξˆ )),U(τ + t, ξ(ξˆ )), ρ(τ + t, ξ(ξˆ )),R(τ + t, ξ(ξˆ )),H(τ +
t, ξ(ξˆ ))) is a solution of (3.19) with the initial data
(
yˆ(τ, ξˆ ), Uˆ (τ, ξˆ ), ρˆ(τ, ξˆ ), Rˆ(τ, ξˆ ), Hˆ (τ, ξˆ )
)
.
Uniqueness implies (4.32). Using (4.1) and the fact yˆ(τ + t, ξ˜ ) = y(τ + t, ξ), we prove that the
solution of the system (2.1) established in this paper constructs a semigroup. 
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