ABSTRACT The brain-computer interface (BCI) identifies brain patterns to translate thoughts into action. The identification relies on the performance of the classifier. In this paper, identification and monitoring of electroencephalogram-based BCI for motor imagery (MI) task is proposed by an efficient adaptive neuro-fuzzy classifier (NFC). The Jaya optimization algorithm is integrated with adaptive neuro-fuzzy inference systems to enhance classification accuracy. The linguistic hedge (LH) is used for proper elicitation and pruning of the fuzzy rules and network is trained using scaled conjugate gradient (SCG) and speeding up SCG (SSCG) techniques. In this paper, Jaya-based k-means is applied to divide the feature set into two mutually exclusive clusters and fire the fuzzy rule. The performance of the proposed classifier, Jaya-based NFC using SSCG as training algorithm and is powered by LH (JayaNFCSSCGLH), is compared with four different NFCs for classifying two class MI-based tasks. We observed a shortening of computation time per iteration by 57.78% in the case of SSCG as compared with the SCG technique of training. LH-based feature selecting capability of the proposed classifier not only reduces computation time but also improves the accuracy by discarding irrelevant features. Lesser computation time with fast convergence and high accuracy among considered NFCs make it a suitable choice for the real-time application. Supremacy of JayaNFCSSCGLH among the considered classifier is validated through Friedman test. Classification result is used to control switching of light emitting diode, turning thoughts into action.
I. INTRODUCTION
The electrical signal recorded from the human scalp in 1929 by Hans Berger, developed curiosity and motivation for translating thoughts into action [1] . The brain-computer interface (BCI) facilitates a platform to establish communication between the brain and physical world. Electroencephalogram (EEG) is the most popularly used signal used for functioning a motor imagery (MI) based BCI systems since it has considerably short time constants and offers relatively high temporal resolution among the existing non-invasive methods [1] - [3] . The BCI principally aims to maneuver the electrical signals produced by the neurons of the brain and generate the required signals to control some external device. The signal processing of the acquired signal comprises of mainly two algorithms namely, feature extraction and translation algorithm to translate features into device commands i.e. classification. In the first stage, relevant feature attributes are extracted after recording and filtering with a suitable filter. Parameters of the neural network can be adapted to the fuzzy classification rules. Hence, fuzzy classifier and neural networks are amalgamated with their desired properties. The resulted system is termed as the neuro-fuzzy classifier (NFC) [4] . Thus NFC has the capability of using imprecise reasoning along with learning ability. There are variants of neuro-fuzzy systems which has been successfully implemented in the concerned field [5] - [8] .
The desired accuracy can be attained by changing the network structure and proper tuning of parameters in the NFCs [9] . Parameters of fuzzy membership function have a considerable effect on accuracy [10] . Parameter tuning by modifying the shape of the membership functions based on linguistic hedge (LH) have been reported to improve the results [11] , [12] . For the large-scale data, optimization based learning techniques have been used to overcome the limitation of gradient based learning scheme [13] - [18] . Scale conjugate gradient (SCG) and its variant speeding up SCG (SSCG) have been reported for improved performance [17] - [20] . Property of the EEG signal reasons us to look toward the technique, which could address complexities such as dynamism and uncertainty. Various evolutionary algorithm (EA) and swarm intelligence methods have been successfully applied in BCI research [21] - [23] . EA methods have attracted considerable attention because of adaptiveness, unsupervised learning, and populationbased search capabilities. The performance of the NFCs can be improved by proper elicitation and pruning of the fuzzy rules to select the most appropriate features. In [14] particle swarm optimization (PSO) has been used to tune NFC parameters and the choose the optimal rules to improve the classification accuracy. These evolutionary and population-based algorithms need proper tuning of algorithm-specific parameters such as social and cognitive parameters in PSO and crossover and mutation probability in Genetic Algorithm (GA) and the combination of these in Hybrid GA-PSO. A variation in the tuning of these parameters alter the effectiveness of the optimizing method and hence the performance of the associated classifier. To address the problem of parameter tuning algorithmspecific parameter-less Jaya based k-means is applied to divide the feature set into two mutually exclusive clusters and fire the fuzzy rule. It has only one phase and hence it is simple to implement [24] , [25] . Jaya algorithm is a simple, but efficient and robust algorithm tested successfully to the various benchmark functions of constraint as well as the unconstrained problem [26] - [33] . Hemispheric asymmetry reflected for the MI-based task is exploited to differentiate the specific tasks using Jaya based NFC. Time-frequency representation (TFR) based features are used and based on the theory of event-related synchronization (ERS) and desynchronization (ERD) [34] - [36] feature vector is formed. To the best of author's knowledge, Jaya based NFC is not used in the concerned field, i.e. BCI.
In this work, we present Jaya based NFC with SCG and SSCG algorithm to classify two class MI-based task. Here, the NFC with SCG is termed NFCSCG; NFC with SSCG is termed NFCSSCG, NFC with SCG using LH further termed as NFCSCGLH and NFC with SSCG using LH further termed as NFCSSCGLH. To monitor MI-based task classification algorithm output is used to control light emitting diode (LED). Here, we are proposing the use of Jaya based NFCSSGLH (JayaNFCSSCGLH) for classifying two class MI tasks.
The paper is organized as follows: Section II discusses signal recording, processing, feature set formation, network structure and training algorithm SCG and SSCG. Some experimental results have been presented in Section III, comparing the performance of the monitoring system. Section IV discussed the result indicated in Section III, and finally, section V concludes the paper.
II. MATERIAL AND METHODS

A. SIGNAL RECORDING AND PROCESSING
In the experiment, bipolar recording is done for nine righthanded subjects from motor cortex area (using three bipolar channels C3, C4, and Cz). All the subjects are given a briefing of the work and tasks that they are supposed to perform. Subjects are informed that experiment involves a non-invasive method, and it has no adverse effect on the subjects in any form. Prior written consent is taken from the subjects for the signal recording adhering to the ethical guidelines for biomedical research involving human as mentioned in [37] . For signal recording, MP 100 from Biopac Inc. is used as hardware and Acknowledge 3.9 used as interface development environment (IDE). The paradigm details are mentioned in [23] . Signal recorded are grouped as per marking in three categories as right imagery, left imagery and rest state. In this experiment, we have used only right and left imagery marked signal leaving the signal corresponding to the rest state. Signal is filtered using a band-pass filter in the range of 0.5-30 Hz. Features are extracted for µ (7-14 Hz) and ß (17-26 Hz) band of C3 and C4 for both the concerned MI-based tasks. These features are computed using eleven different algorithms of time-frequency representations (TFR) listed in Table 1 . The concept of hemispheric asymmetry concerning to µ and ß band used to formulate the feature vector [34] , [38] - [41] . We obtained a feature matrix of dimension 320 × 22 where there are twenty-two features and 320 instances corresponding to different trials. Prior to classification, the feature set so obtained is normalized with respect to mean and standard deviation as mentioned in [42] to smoothen the training process.
B. FUZZY RULE ELICITATION
In this work Jaya based k-means has been applied to divide the feature set into two mutually exclusive clusters and fire the fuzzy rule. The most popularly used clustering algorithm i.e. k-means technique uses K number of the cluster as input and group dataset of N objects into K clusters having a constraint K < N. The similarity of a cluster is measured by the distance between a data point and the mean value of the patterns in the cluster. Square error criterion is used as fitness function, given as:
where, D is the sum of square error for all patterns in a dataset; m j is mean of pattern in j th cluster C j and p represent pattern or point in a cluster, C j . Randomly selected cluster centers are iteratively updated with the aim of minimizing fitness function, D. The Euclidean distance is used to move member object towards the cluster centers till the sets of cluster become considerably separable. To use Jaya algorithm to solve clustering problem each particle positions denotes K cluster centers consisting of NxK real numbers in a K × N matrix with the row representing cluster centers.
C. JAYA INITIALIZATION
Each particle is encoded with cluster center. It is initialized by selecting k data points. K × N matrix represents each particle and then this process is repeated P times, where P is the number of particles.
1) FITNESS COMPUTATION
In this step, each particle is fed as inputs where it is assigned to its nearest cluster C j with m i as the center. Then a new cluster mean is evaluated to get the new updated cluster center. Using the above newly obtained cluster center fitness of the particle is computed using (1). It is important to note that in the first generation of Jaya, X best,j , X worst,j and associated fitness value with it, for each particle is equal to the particles individual position and fitness value obtained in the first generation.
2) UPDATE CANDIDATE
Candidate value is updated as in standard Jaya, given as,
where, x j (t) , x j (t + 1) are candidate values at iteration t and t+1 for j th variable; X best,j (t) is the best value for the fitness value (i.e. minimum value) of the particle x j (t) found so far; X worst,j (t) is the worst value for the fitness value (i.e. maximum value ) of the particle x j (t) found so far. The random numbers r 1,j (t) and r 2,j (t) lies from 0 to 1 for each j th variable at t th iteration. They can be taken as weighing factor for terms X best,j (t) − x j (t) and X worst,j (t) − |x j (t) | used in (2) . Here term X best,j (t) − x j (t) has the tendency to move the solution toward best solution and later has the tendency to avoid the worst particle by suppressing the worst particle among the available particle. In subsequent iterations, the algorithm tries to move toward the optimal (i.e. approaching success) and moving away from the worst solution in the parameter space (i.e. avoiding failure). This way algorithm attempt to be victorious by attaining the best solution and hence named as Jaya which is Sanskrit word, meaning victory [24] . Flow chart of the Jaya based ANFIS (JayaNFCSSCGLH) is shown in the Fig. 1 .
D. NETWORK STRUCTURE
The different layers in ANFIS network structure are detailed below.
1) MEMBERSHIP LAYER
The first layer is membership layer where membership grade of each input is specified. Triangular, trapezoidal, bell shape and Gaussian function are some commonly employed function. Choice of the function is system-dependent and user's perception of the system. In this work Gaussian function has been chosen since it has lesser parameters. Apart from this, its parameters have smoother partial derivatives. The Gaussian membership function is defined as
where, µ ij x sj represents membership value of i th rule and j th feature; x sj denotes the s th sample and j th feature; C ij is the center, and σ ij is the width of the Gaussian function.
2) POWER LAYER
In this layer modified fuzzy sets are determined with their LHs. Here the effect of a fuzzy rule can be varied based on LH value. Modified membership grade of µ ij x sj is calculated as: where, x 1 and x 2 are the different features, A 1 and A 2 are linguistic terms, p 1 and p 2 represents fuzzy hedges. When LH value in any feature is in the proximity of 1, then this feature is likely to give a better result and hence marked as a relevant feature. Experimental outcomes show that adaptive fuzzy hedges increase classification accuracy [15] , [16] , [18] - [20] . It also successfully selects relevant features reducing the computation time in further processing making it efficient in term of execution time and accuracy.
3) FUZZIFICATION LAYER
In this layer, every node generates a signal corresponding to the extent of fulfillment of the fuzzy rule for the x s sample. It is called firing strength of a fuzzy rule and is calculated as:
where, β is is firing strength of i th rule for s th sample; N is the number of features.
4) DEFUZZIFICATION LAYER
In defuzzification layer, weights are obtained which are taken as the output. Each rule affects the selection of class based on VOLUME 4, 2016 FIGURE 1. Flow chart of Jaya based ANFIS for classifying two class motor imagery task.
the weight value obtained in this layer. Weighted output, O sc for the s th sample and member of the c th class, given by:
where, w ic is the extent of association to the c th class which depends on the i th rule and M is the number of rules.
5) NORMALIZATION LAYER
The sum of the weighted outputs obtained is normalized since quite often the addition of weights produces a value greater than 1. Normalization is carried out as:
where, h sc represent the normalized value of weights for the s th sample belonging to the c th class; K is the number of classes. Class label C s for s th sample is obtained by the maximum value as:
6) TRAINING ALGORITHM
To evaluate the optimum fuzzy region, the supervised training technique is applied to adjust the parameters of NFC, = { mxn , σ mxn , W mxc } is adopted by supervised scheme of training the network, where σ and are the width and center matrices and of the Gaussian membership function, respectively; W is the weight matrix, m is number of rule, n denotes feature and c represent number of class. Least mean square (LMS) is used to optimizing the cost function. Difference between target value and calculated class value is used to formulate the cost function E as:
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where, S is the number of the sample; t sc is the target and O sc is the computed values of the s th sample associated to the c th class respectively. Several training methods are mentioned in the literature to obtain the optimal parameter * from the cost function E( ). SCG algorithm involves calculation of two different gradients of the parameter vector per iteration.
Various researchers in their work [12] , [13] , [16] - [19] , [43] suggested a modified version of SCG to train the adaptive neuro-fuzzy inference system (ANFIS) efficiently. SSCG and SCG algorithms differ in the estimation of the direction of the gradient value. SSCG is faster than SCG on account of estimation of gradient which is free from the number of samples. Algorithm employing SSCG in this work is mentioned in [19] .
E. EXTERNAL DEVICE CONTROL
Classification result is used to turn two different LED 'on' and 'off' to indicate the concerned MI-based tasks. Arduino Uno board with ATmega328 microcontroller having a flash memory of 32 KB and maximum operating frequency of 20 MHz is used to control LED according to MI tasks. The Arduino Uno board is interfaced with the Matlab . The microcontroller is programmed with a suitable delay to switch on and off state. The output pins are activated when a digital high and low signal is provided at the digital input pin of the microcontroller through the serial port. The system is tested successfully for the prior recorded signals. Thus the microcontroller controlled the LED with classifier output, transforming thoughts into action. The tuning parameters of both the optimization as well as the k-means are selected by the pilot runs to give the best possible value for higher classification accuracy. The various specifications of the monitoring system are mentioned in Table 2 .
III. RESULT
The appropriateness of the proposed Jaya based ANFIS based system has been evaluated in this section. SSCG training algorithms are applied to train NFC. The values of LHs are used to select dominant feature and discard irrelevant or overlapping features. The LH values are different for each class for the corresponding feature vector. In this work, we have selected only those features for which sum of the LH values, p has been computed as equal or more than 1. In Fig. 2 the sum of the linguistic variable has been shown for the subject-2 which clearly indicate that here nine features has the sum of its LHs value for both the class more than 1. Initial training parameters, i.e. σ and λ are chosen as 5.0×10 −5 and 5.0 × 10 −7 respectively. We applied the Jaya based k-means algorithm to fire the fuzzy rules. The Sugeno-type fuzzy inference engine is selected on account of its computational efficiency and its suitability in handling optimization and adaptive techniques. For fuzzy description, Gaussian function is chosen since this function has a fewer parameter and smoother partial derivatives for its parameters [19] , [44] . Performance curve of different NFCs under consideration has been shown in Fig. 3 .The error convergence for training phase has been indicated by the iterative variation of RMSE plot. Further, we also analyzed the effect of SCG and SSCG method on NFC irrespective of the number of features. agreement with the computational complexity of these two methods by author(s) in [45] . In this work, 70-30% partition is used for the NFCs for classifying different motor imagery class. Table 4 shows test confusion matrix for JayaNFCSSCGLH classifier for all the nine subjects. The left MI task has been indicated by '0' and the right MI task is indicated by '1'. Table 5 presents training and test accuracy of different NFC classifier under consideration for all nine subjects. To validate the effectiveness of the proposed technique, the results have been compared with some commonly used classification techniques i.e. linear discriminant analysis (LDA), state vector machine (SVM), and SVM with radial basis function (SVMrbf). The best test result of each subject is set in boldface in Table 5 . The output of the algorithm is fed to the microcontroller through the serial port. Further, we employed statistical test to check the significance of the obtained result.
IV. DISCUSSIONS
It is inferred from the result that, the LH based feature selection method increase classification accuracy for test data. Experimental result indicates that the irrelevant features hedge value is close to 0 and for the most relevant it is close to 1. Fig. 2 shows the relevance of the feature for the classification by adding its LH value for both the classes. The results strongly suggest that LH based feature selection method increases the separability by suppressing irrelevant features. It also reduces considerable computation involved at the classifier stage. It can be observed from Fig. 3 that error convergence is fast in case LH based NFC. Apart from this, it can also be inferred from Fig. 3 that, SSCG based training further reduces the convergence time due to gradient estimation in case of SSCG. It is observed from Table 3 that, the time consumed in unit iteration in SSCG based classifier gets almost halved as compared to SCG based classifier. This is in agreement with computational complexity comparisons of SCG and SSCG mentioned in [45] . We observed a shortening of computation time per iteration by 57.78% in case of SSCG as compared to SCG technique of training. LH based NFC employing SSCG as a training method is found more efficient regarding accuracy and computational time involved in supervising the adaptive network. Feature selection methods help to achieve better accuracy with the high dimensional feature vector. As the dimension of feature vector increases the feature separability get reduced due to overlapping of features among themselves. This adversely affects accuracy rate. Reduction in the dimension of feature vector further offers speeding up of the classification task. Table 4 shows the test confusion matrix for the proposed ANFIS system. The test confusion for subject1 reveals that out of total 48 left MI task 39 are correctly classified as left task and remaining 9 are wrongly classified as right task. Thus 81.2% of the left task MI tasks are correctly classified, and 18.8% tasks are misclassified for left MI task. Out of 48 right MI tasks, 36 are correctly classified as right MI tasks and JayaNFCSSCGLH failed at 12 instances by classifying it as left MI tasks. Thus 75.0% right MI tasks are correctly classified. Overall classification of JayaNFCSSCGLH for the two classes MI task for the subject1 is 78.1%. Similarly, classification result within the class and overall classification for other subjects can be interpreted. The training and test accuracy of different NFC classifier under consideration are presented in experimental task involves only two channels (C3 and C4) of EEG data for classifying MI-based tasks, common spatial pattern (CSP) for channel reduction is not required. Though the use of higher channel data with spatial filtering yield better result it makes the overall process slower and complex due to the high computational cost involved in processing the large channel data. In this context lower channel EEG data is to be favoured for real-time application of BCI where speed is the decisive concern. For clinical applications, accuracy is the foremost important concern, so the use of high channel data is recommended for the better result. The Table 5 indicates that the accuracy results obtained with the proposed classifier is better as compared to the commonly used techniques. The experimental result obtained in this work is in accordance with result reported in [34] and [46] using only two channel EEG data. Various researchers have obtained better performance (>90% accuracy) as reported in [47] - [49] . The literature suggests that the use of high channel data with spatial filtering is likely to yield better performance. Higher channel montage gives better performance than a 2 or 3 channel montage [46] , [48] . In this regard, we would like to mention that the presented work aims at achieving an acceptable level of accuracy with lesser number of channel i.e. 2. Most of the reported work which reported higher accuracy have achieved the same with large number of channels, i.e. 118 in [47] , 56 in [48] , and 22 in [49] . In addition to the number of channels another important factor that affects the performance of MI-based task is the familiarity of the subject to the MI task [50] . Hence a proper evaluation of any classifier should involve comparison with existing techniques on a common dataset and platform. To further validate the effectiveness of the proposed technique, the results have been compared with a conventional method, i.e. LDA, SVM, and SVMrbf. Further, the significance of the results obtained with different techniques has been tested using Friedman test which is a nonparametric statistical test.
Friedman statistical test is carried out to check the significance and repeatability of the results. Table 6 presents the average ranking of different NFCs algorithms based on the Friedman's test using a sum of intra-cluster distance (average) parameter and the critical value obtained for Friedman test is 1.00×10 −4 . The p-value obtained by the Friedman test is given in Table 7 , and this supports the presence of significant differences in the performance of classifiers used in this work by rejecting the null hypothesis. Further, the classification output is used in the switching of LEDs using the microcontroller. The output pins are activated when a digital 0 or 1 is fetched through the serial port. The system is tested successfully for the prior recorded signals.
V. CONCLUSION
In this paper, a new approach for optimizing the adaptive ANFIS system has been proposed. The Jaya algorithm is integrated with ANFIS system to enhance classification accuracy. Experimental results indicate that jayaNFCSSCGLH takes lesser computation time to converge to an optimal solution than other NFCs under considerations. Applying LH not only reduces computation time by reducing the dimension of feature vector but also enhances the classification accuracy by discarding irrelevant features, thus making it efficient in terms of time and accuracy. This strongly suggests that LH based feature selection can be very helpful in the classification of MI tasks. The SSCG further reduces the computational complexity without compromising accuracy. We observed a shortening of computation time per iteration by 57.78% in case of SSCG as compared to SCG scheme of training. The fast convergence and high accuracy among considered NFCs make JayaNFCSSCGLH suitable for real-time application. Two class MI-based tasks are monitored by on and off state of LEDs which is controlled by the microcontroller, based on the classification result. Supremacy of JayaNFCSSCGLH among the considered classifier is validated through the nonparametric test. Friedman test rejects the null hypothesis and indicates the presence of differences among the entire algorithm used in this research.
