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A disszerta´cio´ o¨sszefoglalja Bala´zs e´s Krisztin [2, 1] eredme´nyeit.
Az [2] cikket elfogadta´k publika´la´sra, elektronikus va´ltozata ele´rheto˝.
Az [1] cikk be van nyu´jtva. A szerzo˝nek van me´g egy cikke, [3], van den
Berg, Courtois, Duda´s, Lessard, Vo¨ro¨s-Kiss, Williams e´s Yin ta´rsszer-
zo˝kkel, ami itt nincs bemutatva.
A [2, 1] cikkekben e´s a disszerta´cio´ban ke´sleltetett differencia´legyen-
letek ke´t ku¨lo¨nbo¨zo˝ t´ıpusa´t vizsga´ljuk. Mivel a ke´t egyenletre ku¨lo¨nbo¨zo˝
eszko¨zo¨ket alkalmazunk, eze´rt ke´t ku¨lo¨n fejezetben ta´rgyaljuk ezeket.
A ke´t proble´mat´ıpusban az a ko¨zo¨s, hogy mindketto˝t alkalmaza´sok
motiva´lja´k, e´s mindketto˝ u´j, nem-klasszikus elme´leti technika´kat ko¨ve-
tel meg. Egy ma´sik ko¨zo¨s jellemzo˝ az, hogy mindke´t t´ıpusra nyitott
proble´ma´kat oldunk meg. Tova´bba´, u´gy hisszu¨k, hogy a kifejlesztett
mo´dszerek hasznosnak bizonyulnak hasonlo´ modellek sze´les ko¨re´ben.
Elo˝szo¨r egy a´rmodellt vizsga´lunk, amelyet Erde´lyi, Brunovsky´ e´s
Walther [5, 4, 19] vezetett be. A modellegyenlet egyetlen a > 0 pa-
rame´tert tartalmaz. A fo˝ eredme´ny az, hogy a 0 < a < 1 esetben a
ze´ro´ megolda´s globa´lisan aszimptotikusan stabil. Ez va´laszt ad Erde´lyi,
Brunovsky´ e´s Walther sejte´se´re. Kora´bban loka´lis stabilita´s volt is-
mert minden a ∈ (0, 1)-re, la´sd [5]. Mivel a lineariza´la´s nem mu˝ko¨dik a
ze´ro´na´l, centra´lis sokasa´gra valo´ redukcio´t alkalmaztak. Garab, Kova´cs
e´s Krisztin [8] a globa´lis attraktivita´st csak a ∈ (0, 0.61)-ra bizony´ıtotta.
Bizony´ıta´sunk azon a kulcsfontossa´gu´ o¨tleten alapszik, hogy lehetse´ges
o¨sszeko¨tni a proble´ma´t egy ma´sik egyenlett´ıpussal, nevezetesen egy
neutra´lis t´ıpusu´ funkciona´l-differencia´legyenlettel, amelyre Ljapunov-
funkciona´l konstrua´lhato´.
A disszerta´cio´ ma´sodik re´sze egy ke´sleltetett differencia´legyenletbo˝l
e´s ke´t sege´degyenletbo˝l o¨sszea´ll´ıtott rendszert tekint. A ke´sleltetett
differencia´legyenlet egy negat´ıv visszacsatola´si felte´telt ele´g´ıt ki, amit
kora´bban to¨bb alapveto˝ cikk [12, 13] ma´r tanulma´nyozott, amelyek a
nemlinea´ris funkciona´lanal´ızis olyan te´ma´inak kifejleszte´se´hez vezettek,
mint a fixpont-elme´let ve´gtelen dimenzio´ban. A vizsga´lt konkre´t rend-
szert Ranjan, La e´s Abed [17, 16] vezette´k be egy egyszeru˝ sza´mı´to´ge´pes
ha´lo´zat ra´taszaba´lyoza´si mechanizmusa´nak modelleze´se´re. Matemati-
kailag, a nehe´zse´g a ke´t sege´degyenlet a´ltal definia´lt ke´sleltete´s specia´lis
alakja´bo´l ered. A konstans ke´sleltete´sre vonatkozo´ klasszikus eredme´-
nyek [7, 9], az a´llapotfu¨ggo˝ ke´sleltete´sre vonatkozo´, nemre´g kifejlesztett
mo´dszerek [10, 18] itt nem tu˝nnek alkalmazhato´nak. Az elso˝ nehe´zse´g
egy megfelelo˝ fa´ziste´r tala´la´sa, ahol a hozza´ tartozo´ kezdetie´rte´k-prob-
le´ma´nak le´tezik e´s egye´rtelmu˝ a maxima´lis megolda´sa, e´s a megolda´sok
egy folytonos szemi-dinamikai rendszert definia´lnak. Valo´ja´ban ke´t ku¨-
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lo¨nbo¨zo˝ fa´zisteret konstrua´lunk a proble´ma tanulma´nyoza´sa´ra. Ezek
ku¨lo¨nbo¨zo˝ defin´ıcio´kat ko¨vetelnek meg a megolda´sokra. Az adott ke´r-
de´sto˝l fu¨gg, hogy melyik megko¨zel´ıte´s felel meg jobban. A ma´sodik fo˝
eredme´ny az, hogy Ranjan e´s ta´rsai ra´taszaba´lyza´si rendszere lassan
oszcilla´lo´ periodikus ra´ta´hoz vezethet az optima´lis ra´ta ko¨ru¨l, felte´ve,
hogy a staciona´rius megolda´s az optima´lis ra´ta´na´l instabil. Ez megva´la-
szolja Ranjan e´s ta´rsszerzo˝i [15, 14] egy sejte´se´t.
1. Globa´lis stabilita´s ke´sleltetett
a´rmodellekre
Az elso˝dleges ce´lunk Erde´lyi, Brunovsky´ e´s Walther [5, 4, 19] globa´lis
stabilita´si sejte´se´t bizony´ıtani az
x˙(t) = a[x(t)− x(t− 1)]− β|x(t)|x(t), (1.1)
a´rmodellre, ahol a > 0, β > 0. Erde´lyi, Brunovsky´ e´s Walther 0 <
a < 1-re megmutatta´k az x = 0 loka´lis aszimptotikus stabilita´sa´t,
e´s megsejtette´k a globa´lis aszimptotikus stabilita´sa´t. Nemre´g Garab,
Kova´cs e´s Krisztin [8] bebizony´ıtotta az x = 0 globa´lis aszimptotikus
stabilita´sa´t az (1.1) egyenletre, felte´ve, hogy a ∈ (0, 0.61). Mivel x = 0
nem hiperbolikus, ma´r a loka´lis stabilita´s sem trivia´lis.
A tova´bbiakban mindig feltesszu¨k, hogy r > 0, a > 0 e´s
(Hg)
{
g : R→ R C1-sima, ug(u) > 0, u 6= 0-ra,∫ s
0
g(u) du→∞ amint |s| → ∞.




x(t− s)dη(s)− g(x(t)), (1.2)
ahol η teljes´ıti a
(Hη)
{
η : [0, r]→ [0,∞) korla´tos va´ltoza´su´,
η(0) = η(r) = 0,
∫ r
0
η(s) ds = 1
felte´telt. Az [5]-t ko¨vetve, az (1.2) egyenletben x(t) reprezenta´lhatja
valaminek az a´ra´t a t ido˝ben. Ha x : I → R folytonosan differencia´lhato´
egy, a [t − r, t]-et tartalmazo´ intervallumon, akkor a ∫ r
0
x(t − s) dη(s)
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Stieltjes-integra´lt parcia´lisan integra´lva e´s az η(0) = η(r) = 0 felte´telt
haszna´lva kapjuk, hogy∫ r
0




= − ∫ r
0











Mivel η nemnegat´ıv, a [0, r] 3 s 7→ ∫ s
0
η ∈ R fu¨ggve´ny monoton
nemcso¨kkeno˝. Ekkor (1.3) azt mutatja, hogy az
∫ r
0
x(t − s) dη(s) ki-
fejeze´s ze´ro´, ha x konstans [t− r, t]-n, e´s pozit´ıv (negat´ıv), ha x˙(s) > 0
(< 0) minden s ∈ [t− r, t]-re.









jeze´se´ben szereplo˝ s 7→ ∫ s
0
η(u)du fu¨ggve´nyt tetszo˝leges µ : [0, r] → R




x˙(t−s) dµ(s) kifejeze´s me´g mindig interpreta´lhato´ az a´r ten-




y˙(t− s)dµ(s)− g(y(t)) (1.4)
neutra´lis t´ıpusu´ differencia´legyenlet vizsga´lata´t szinte´n a´rmodellke´nt,
felte´ve, hogy a > 0, µ : [0, r] → R korla´tos va´ltoza´su´ e´s nemcso¨kkeno˝,
egy tova´bbi technikai felte´tellel.
Van egy ma´sik ok az (1.4) neutra´lis t´ıpusu´ egyenlet vizsga´lata´ra. Ez
alapveto˝ szerepet ja´tszik az (1.1), (1.2) egyenletekre vonatkozo´ stabi-
lita´s eredme´nyek bizony´ıta´sa´ban. Azonban az (1.2) e´s (1.4) egyenletek
nem ekvivalensek. Az (1.2) egyenlet megolda´sa csak t > r-re teljes´ıti az
(1.4) egyenletet µ(s) =
∫ s
0
η-val. A fa´zisterek e´s a stabilita´s defin´ıcio´ja
szinte´n ku¨lo¨nbo¨zo˝ az (1.2) e´s (1.4) egyenletekre.
Legyen (cn)
∞
n=0 nemnegat´ıv sza´mok egy sorozata
∑∞
n=0 cn ≤ 1-
gyel, e´s legyen (rn)
∞
n=0 egy sorozat [0, r]-ben u´gy, hogy r0 = 0, e´s
rn > 0 minden n ∈ N-re. Legyen H : [0, r]→ R olyan, hogy H(0) = 0,
H(s) = 1 s ∈ (0, r]-re. Definia´ljuk a σ : [0, r]→ R fu¨ggve´nyt a
σ(s) = c0H(s) +
∑
n: rn≤s
cn, s ∈ [−r, 0]
ke´plettel e´s legyen adott a nemcso¨kkeno˝, abszolu´t folytonos ν : [0, r]→
R u´gy, hogy ν(r)−ν(s) ≤ 1. A hipote´zisu¨nk µ-re az, hogy nemcso¨kkeno˝,
szingula´ris re´sz ne´lku¨li, vagyis
(Hµ)
{
µ : [0, r]→ R, µ = ν + σ,∫ r
0
dµ = 1, azaz ν(r)− ν(0) +∑∞n=0 cn = 1
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teljesu¨l. ϕ ∈ C([−r, 0],R)-re legyen ‖ϕ‖ = max−r≤s≤0 |ϕ(s)|. Defi-
nia´ljuk a C1([−r, 0],R) te´r
Y =
{
ψ ∈ C1([−r, 0],R)












Az (1.4) egyenlet megolda´sa ψ ∈ Y kezdeti fu¨ggve´nnyel egy y = yψ :
[−r, tψ) → R folytonosan differencia´lhato´ fu¨ggve´ny u´gy, hogy y0 = ψ,
e´s (1.4) teljesu¨l t ∈ (0, tψ)-re.
A g(0) = 0 egyenlo˝se´gbo˝l, y = 0 megolda´sa (1.4)-nek, e´s (Hg) miatt
ez az egyetlen egyensu´lyi megolda´s. Az y = 0 megolda´st stabilnak
nevezzu¨k, ha ba´rmely ε > 0-ra le´tezik δ(ε) > 0 u´gy, hogy ba´rmely ψ ∈
Y , ‖ψ‖Y < δ(ε)-ra az yψ megolda´s le´tezik [−r,∞)-en, e´s ‖yψt ‖Y < ε
minden t ≥ 0-ra; illetve globa´lisan aszimptotikusan stabil, ha stabil,
ba´rmely ψ ∈ Y -ra az yψ megolda´s le´tezik [−r,∞)-en, e´s ‖yψt ‖Y → 0
amint t→∞.
1.1. Te´tel. Tegyu¨k fel, hogy a (Hg), (Hµ) Hipote´zisek teljesu¨lnek, e´s
a ∈ (0, 1). Ekkor ba´rmely ψ ∈ Y -ra az (1.4) egyenlet yψ egye´rtelmu˝ ma-
xima´lis megolda´sa definia´lt [−r,∞)-en, e´s (1.4) ze´ro´ megolda´sa globa´-
lisan aszimptotikusan stabil.
Az 1.1 Te´tel bizony´ıta´sa egy Ljapunov-funkciona´lon alapszik, ame-
lyet Kolmanovskii e´s Myshkis [11, Chapter 9., p. 374.] ko¨nyve inspira´l.
A terme´szetes fa´ziste´r az (1.2) egyenletre C([−r, 0],R). Az (1.2)
maxima´lis megolda´sa ϕ ∈ C([−r, 0],R) kezdeti fu¨ggve´nnyel egy x =
xϕ : [−r, tϕ) → R folytonos fu¨ggve´ny tϕ > 0-val u´gy, hogy x|[−r,0] =
ϕ, x differencia´lhato´ (0, tϕ)-n, (1.2) teljesu¨l (0, tϕ)-n, e´s ba´rmely ma´s
megolda´s ugyanazon kezdeti fu¨ggve´nnyel az xϕ megszor´ıta´sa.
1.2. Te´tel. Tegyu¨k fel, hogy a (Hg), (Hη) Hipote´zisek teljesu¨lnek, e´s
a ∈ (0, 1). Ekkor az (1.2) egyenlet ze´ro´ megolda´sa globa´lisan aszimpto-
tikusan stabil.
1.3. Ko¨vetkezme´ny. Ha a ∈ (0, 1), akkor (1.1) ze´ro´ megolda´sa globa´-
lisan aszimptotikusan stabil.
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2. Egy differencia´legyenlet a´llapotfu¨ggo˝
sorbana´lla´si ke´sleltete´ssel
A konkre´t modellt, ami a tanulma´nyunkat motiva´lta, Ranjan, La e´s
Abed [17, 16] vezette be. Ez egy ha´lo´zat folytonos modellje, ami egyet-
len felhaszna´lo´t e´s egyetlen szervert tartalmaz. A felhaszna´lo´ x(t) ∈
[a, b] ra´ta´val ku¨ld adatokat a szervernek, 0 < a < b. A szerver a bejo¨vo˝
adatokat c ∈ (a, b) kapacita´ssal dolgozza fel. A szerverhez e´rkezo˝ ada-
tok egy y(t) ∈ [0, q] hosszu´ sort alkotnak a feldolgoza´s elo˝tt, q > 0. Le-
gyen r0 ≥ 0 az a´tviteli ido˝ a felhaszna´lo´to´l a szerverig, z(t) a va´rakoza´si
ido˝ a sorban, e´s r1 > 0 a feldolgoza´si ido˝ e´s szerverto˝l a felhaszna´lo´ig









x(t− r0)− c, ha 0 < y(t) < q
[x(t− r0)− c]+, ha y(t) = 0





y(t− z(t)− r1) (2.3)
ra´taszaba´lyoza´si rendszerrel, ahol κ > 0, U a hasznossa´g, p az egyse´ga´r,








Elso˝dleges ce´lunk tala´lni egy alkalmas fa´zisteret a fenti t´ıpusu´ ra´ta-
szaba´lyoza´si rendszerek tanulma´nyoza´sa´hoz. Sem a konstans ke´slel-
tete´su˝ egyenletekre vonatkozo´ klasszikus eredme´nyek, sem az a´llapot-
fu¨ggo˝ ke´sleltete´sre nemre´g kifejlesztett eredme´nyek nem mu˝ko¨dnek itt.
A ma´sodlagos ce´l a bevezetett fa´ziste´rben megmutatni, hogy a
(2.1), (2.2), (2.3) ra´taszaba´lyoza´si rendszer az x∗ optima´lis ra´ta ko¨ru¨l
lassan oszcilla´lo´ periodikus ra´ta´hoz vezethet, felte´ve, hogy az x = x∗,
y = 0, z = 0 staciona´rius megolda´s instabil e´s r0 = 0. Ez megva´laszolja
Ranjan e´s ta´rsszerzo˝i [15, 14] egy sejte´se´t.
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Legyen r = r0 + r1 + q/c > 0, a ke´sleltete´sek felso˝ korla´tja. Egy








t− s : s ∈ I, t ∈ I, s 6= t
}
⊆ R.
Elo˝szo¨r egy valamivel a´ltala´nosabb, az
x˙(t) = F (xt, yt) (2.4)
e´s a (2.2) egyenletekbo˝l a´llo´ rendszert tekintju¨k. A (2.4) egyenlet jobb
oldala´nak abszolu´t e´rte´ke´re egy K > 0 felso˝ korla´t jo¨n a proble´ma








∣∣ ψ([−r, 0]) ⊆ [0, q], slope(ψ) ⊆ [a− c, b− c]}
re´szhalmazai tartalmazni fogja´k az o¨sszes lehetse´ges xt e´s yt szegmenst.
Az X ⊂ C[−r,0], Y ⊂ C[−r,0], X × Y ⊂ C[−r,0] ×C[−r,0] halmazokon az
induka´lt alte´r-topolo´gia´kat e´s a hozza´juk tartozo´ norma´kat haszna´ljuk.
Az Arzela`–Ascoli te´tel miatt, X, Y e´s X × Y kompakt re´szhalmazai
C[−r,0]-nak e´s C[−r,0]×C[−r,0]-nak. Tegyu¨k fel, hogy az F : X×Y → R
leke´peze´s rendelkezik ko¨vetkezo˝ tulajdonsa´gokkal:
(H1) le´tezik L > 0 u´gy, hogy minden ϕ1, ϕ2 ∈ X-re e´s ψ1, ψ2 ∈ Y -ra∣∣F (ϕ1, ψ1)− F (ϕ2, ψ2)∣∣ ≤ L∥∥(ϕ1, ψ1)− (ϕ2, ψ2)∥∥ ;
(H2) max(ϕ,ψ)∈X×Y |F (ϕ,ψ)| ≤ K;
(H3) le´tezik r2 ∈ (0, r1] u´gy, hogy F (ϕ,ψ1) = F (ϕ,ψ2) felte´ve, hogy
ϕ ∈ X, ψ1 ∈ Y , ψ2 ∈ Y , e´s ψ1|[−r,−r2] = ψ2|[−r,−r2];
(H4) F (ϕ,ψ) > 0 ha ϕ ∈ X, ψ ∈ Y , ϕ(0) = a, e´s F (ϕ,ψ) < 0 ha
ϕ ∈ X, ψ ∈ Y e´s ϕ(0) = b.
A (2.4), (2.2) rendszer x0 = ϕ ∈ X, y0 = ψ ∈ Y kezdeti felte´telhez
tartozo´ megolda´sa az X × Y fa´ziste´ren egy x = xϕ,ψ : [−r, ω) → R,
y = yϕ,ψ : [−r, ω) → R pa´r u´gy, hogy 0 < ω ≤ ∞, xt ∈ X minden
t ∈ [0, ω)-ra, x0 = ϕ; x differencia´lhato´ (0, ω)-n; yt ∈ Y minden t ∈
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[0, ω)-ra, y0 = ψ; az (2.4) egyenlet teljesu¨l (0, ω)-n; e´s az (2.2) egyenlet
teljesu¨l majdnem mindenhol (0, ω)-n. A megolda´st maxima´lisnak ne-
vezzu¨k, ha ba´rmely ma´sik (x̂, ŷ) megolda´s x̂0 = ϕ, ŷ0 = ψ-vel az (x, y)
megszor´ıta´sa.
2.1. Te´tel. Minden (ϕ,ψ) ∈ X × Y esete´n le´tezik egye´rtelmu˝en az
(2.4), (2.2) rendszer x0 = ϕ, y0 = ψ kezdeti felte´telt kiele´g´ıto˝ x
ϕ,ψ :
[−r,∞)→ R, yϕ,ψ : [−r,∞)→ R megolda´sa [−r,∞)-en. A






∈ X × Y
leke´peze´s folytonos szemi-dinamikai rendszert definia´l X×Y -on. Tova´b-
ba´, a Φ(t, ·, ·) megolda´sopera´tor Lipschitz-folytonos minden t ≥ 0-ra.
Va´zoljuk a bizony´ıta´st. Legyen (ϕ,ψ) ∈ X × Y adott. A (H3) mi-
att, egy szoka´sos, kontrakcio´s gondolatmenet ad egy T ∈ (0, r2] kons-
tanst e´s egy egye´rtelmu˝ x : [−r, T ] → R fu¨ggve´nyt u´gy, hogy a (2.4)
egyenlet teljesu¨l (0, T )-n, ψ tetszo˝leges kiterjeszte´se´re [−r, T ]-re. Azta´n
u´jradefinia´ljuk y : [−r, T ]→ R-et (0, T ]-n u´gy, hogy a (2.2) egyenlet tel-
jesu¨ljo¨n majdnem mindenhol [0, T ]-n. Ehhez kiterjesztju¨k (2.2) jobb ol-
dala´t egy felu¨lro˝l fe´lig folytonos halmaze´rte´ku˝ leke´peze´sse´, e´s alkalmaz-
zuk [6] differencia´ltartalmaza´sokra vonatkozo´ standard eredme´nye´t. A
le´pe´sek mo´dszere´vel a megolda´s egye´rtelmu˝en kiterjesztheto˝ a [−r,∞)-
en e´rtelmezett maxima´lis megolda´ssa´.
Vezessu¨k be Z = [0, q/c] ⊂ R-et mint a z(t) va´ltozo´ a´llapottere´t.
Az Y te´r megfelelo˝ va´laszta´sa´nak ko¨szo¨nheto˝en van egy egye´rtelmu˝





Tegyu¨k fel, hogy adott a G : X × Z → R leke´peze´s u´gy, hogy a
specia´lis F : X × Y 3 (ϕ,ψ) 7→ G(ϕ, σ(ψ)) ∈ R va´laszta´ssal a (H1)–
(H4) Hipote´zisek teljesu¨lnek. Tekintsu¨k az
x˙(t) = G(xt, z(t)), (2.6)
e´s a (2.2)–(2.3) egyenletekbo˝l o¨sszea´ll´ıtott rendszert. Ekkor, az X × Y
fa´ziste´ren, ba´rmely (ϕ,ψ) ∈ X × Y -ra, a (2.6), (2.2), (2.3) rendszer-
nek le´tezik e´s egye´rtelmu˝ az xϕ,ψ[−r,∞) → R, yϕ,ψ : [−r,∞) → R,
zϕ,ψ : [0,∞) → R megolda´sa, ahol (xϕ,ψ, yϕ,ψ) a (2.4), (2.2) rendszer
megolda´sa az F fenti va´laszta´sa´val, e´s zϕ,ψ(t) = σ(yϕ,ψt ), t ≥ 0.
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Van egy egye´rtelmu˝ γ : X × Z → Y Lipschitz-folytonos leke´peze´s
u´gy, hogy ψ = γ(ϕ, ζ) konstans [−r,−ζ − r1]-en e´s kiele´g´ıti a (2.2)
egyenletet [−ζ − r1, 0]-n.
A γ fu¨ggve´ny le´teze´se azt jelenti, hogy a ra´ta mu´ltja´bo´l e´s a va´ra-
koza´si ido˝ pillanatnyi e´rte´ke´bo˝l a sorhossz mu´ltja rekonstrua´lhato´. Ez
leheto˝ve´ teszi, hogy a proble´ma´t az X×Z fa´ziste´rben is vizsga´lhatjuk,
a megolda´s defin´ıcio´ja´nak mo´dos´ıta´sa´val.
2.2. Te´tel. Minden (ϕ, ζ) ∈ X × Z-re le´tezik e´s egye´rtelmu˝ az xϕ,ζ :
[−r,∞) → R, zϕ,ζ : [0,∞) → R fu¨ggve´nypa´r u´gy, hogy (x, z) a (2.6),
(2.2), (2.3) rendszer x0 = ϕ, z(0) = ζ kezdeti felte´telt kiele´g´ıto˝ meg-
olda´sa az X × Z fa´ziste´rben. A





∈ X × Z
leke´peze´s folytonos szemi-dinamikai rendszert definia´l X×Z-n. Tova´b-
ba´, a Ψ(t, ·, ·) megolda´sopera´tor Lipschitz-folytonos minden t ≥ 0-ra.
Tegyu¨k fel, hogy le´tezik a ra´taszaba´lyoza´si egyenlet staciona´rius
megolda´sake´nt szolga´lo´ x∗ ∈ (a, c). Definia´lva v(t) = x(t) − x∗-ot e´s
d = c− x∗ > 0-t, a
v˙(t) = −f(v(t))− g(v(t− z(t)− 1)) (2.7)
y˙(t) =

v(t)− d, ha 0 < y(t) < q
[v(t)− d]+, ha y(t) = 0





y(t− z(t)− 1) (2.9)
rendszer kapjuk. A (v, z) megolda´st lassan oszcilla´lo´nak nevezzu¨k, ha
v ba´rmely ke´t t1 < t2 ze´ro´helye´re a z(t2) + 1 < t2 − t1 egyenlo˝tlense´g
teljesu¨l.
Legyen A = a− x∗, B = b− x∗, e´s tegyu¨k fel a ko¨vetkezo˝ket:
(S1) f, g ∈ C1([A,B],R);
(S2) f(ξ)ξ ≥ 0 e´s g(ξ)ξ > 0 minden ξ ∈ [A,B] \ {0}-ra, g′(0) > 0;
(S3) g([A,B]) ∈ (−f(B),−f(A));
(S4) a C 3 λ 7→ λ + f ′(0) + g′(0)e−λ ∈ C leke´peze´snek van pozit´ıv
valo´s re´szu˝ ze´ro´helye.
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ξ , ha ξ 6= 0,




ξ , ha ξ 6= 0,
g′(0), ha ξ = 0.
Vannak f1 ≥ 0, g1 > g0 > 0 konstansok u´gy, hogy f˜([A,B]) ⊆ [0, f1],
e´s g˜([A,B]) ⊆ [g0, g1]. Legyen K0 = (f1+g1) max{−A,B}, r = 1+q/c,
K1 = rK0 e´s
X = {ϕ ∈ C[−r,0] ∣∣ ϕ([−r, 0]) ⊆ [A,B], lip(ϕ) ≤ K1} .
A (2.7), (2.8), (2.9) rendszer megolda´sai folytonos szemi-dinamikai
rendszert definia´lnak a
(vϕ,ζt , z
ϕ,ζ(t)) = Ψ(t, ϕ+ x∗, ζ)− (x∗, 0)
ke´plettel X × Z-n, e´s ugyanazon Lipschitz-folytonossa´g teljesu¨l, mint
Ψ-re a 2.2 Te´telben.





(ϕ, ζ) ∈ X × Z
∣∣∣ ϕ∣∣
[−r,−ζ−1] ≡ 0,
s 7→ ϕ(s)ef1s nemcso¨kkeno˝, ϕ(0) > 0
}
, e´s
W0 = W ∪ {(0, 0)} halmazokat.
A g-re feltett, (S2)-beli visszacsatola´si felte´telt alkalmazva kapjuk,
hogy minden (ϕ, ζ) ∈W , v = vϕ,ζ , z = zϕ,ζ esete´n le´teznek a (ϕ, ζ)-to´l
folytonosan fu¨ggo˝
t1 = min{t > 0 | v(t) = 0}, t2 = min{t > t1 | v(t) = 0}
e´s t∗2 ido˝pontok u´gy, hogy t
∗
2 − z(t∗2) − 1 = t2. Tova´bba´, le´tezik egy
egyenletes felso˝ korla´t t∗2-ra. Ez leheto˝ve´ teszi, hogy definia´ljuk a P :
W0 → X × Z visszate´re´si leke´peze´st a
P (ϕ, ζ) =
{













ke´plettel, ahol v̂t∗2 ∈ X a ko¨vetkezo˝: v̂t∗2 (s) = v(t∗2+s), s ∈ [t2−t∗2, 0]-ra
e´s v̂t∗2 (s) = 0, s ∈ [−r, t2 − t∗2]-ra.
P folytonos, e´s P (W0) ⊆ W0, P (W ) ⊆ W . Alapveto˝ eredme´ny,
hogy P (ϕ, ζ) nem cso¨kkenhet tu´l gyorsan: le´teznek θ > 0, ρ > 0 kons-
tansok, hogy vϕ,ζ(t∗2) ≥ θ (ϕ(0))ρ minden (ϕ, ζ) ∈ W -re. Ez a te´ny
leheto˝ve´ teszi, hogy konstrua´ljunk egy α C2-fu¨ggve´nyt [0, q/c]-n u´gy,
hogy α(0) = 0, α′ > 0, α′′ > 0 (0, q/c]-n, α(q/c) ele´g kicsi, e´s az
α(ξ−d/c) ≥ θ (α(ξ))ρ ke´sleltetett egyenlo˝tlense´g teljesu¨l ξ ∈ [d/c, q/c]-








∣∣ lip(ϕ ≤ K0)}
kompakt re´szhalmazait, a P (Wα,K1) ⊆Wα,K0 tartalmaza´s teljesu¨l. En-
nek igazola´sa a periodikus megolda´s le´teze´se´t a´ll´ıto´ te´tel bizony´ıta´sa´nak
legnehezebb re´sze. Azonban Wα,K1 e´s Wα,K0 nem konvex. A C[−1,0]×R
Vα,K1 =
{
(ψ, ζ) ∈ C[−1,0] × Z
∣∣∣ψ([−1, 0]) ⊆ [0, B], lip(ψ) ≤ K1,
[−1, 0] 3 s 7→ ψ(s)ef1rs ∈ R is nemcso¨kkeno˝,
ψ(−1) = 0, ψ(0) ≥ α(ζ)
}
re´szhalmaza kompakt e´s konvex. A Vα,K1 halmaz Wα,K1 -be ke´pezheto˝
a Q nyu´jto´ leke´peze´ssel, amit Q(ψ, ζ) = (ϕ, ζ), ϕ(s) = ψ(s/(ζ + 1)),
s ∈ [−ζ − 1, 0], e´s ϕ|[−r,−ζ−1] ≡ 0 ad meg. Az R zsugor´ıto´ leke´peze´s,
amit R(ϕ, ζ) = (ψ, ζ) definia´l ψ(s) = ϕ((ζ + 1)s), s ∈ [−1, 0]-val, a
Wα,K0 halmazt Vα,K1 -be ke´pezi. Browder te´tele alkalmazhato´ a
Π : Vα,K1 ∈ (ψ, ζ) 7→ R ◦ P ◦Q(ψ, ζ) ∈ Vα,K1
leke´peze´s nem-tasz´ıto´ fixpontja´nak megtala´la´sa´ra. Ez a P egy nem-
tasz´ıto´ fixpontja´t adja Wα,K1 -ben, ami nemtrivia´lis, felte´ve, hogy
(0, 0) ∈Wα,K1 tasz´ıto´. A (0, 0) ∈Wα,K1 tasz´ıto´ tulajdonsa´ga a szoka´sos
mo´don ko¨vetkezik a v˙(t) = −f(v(t))−g(v(t−1)) konstans ke´sleltete´su˝
egyenlet ze´ro´ megolda´sa´nak tasz´ıta´sa´bo´l.
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2.3. Te´tel. Tegyu¨k fel, hogy az (S1)–(S4) Felte´telek teljesu¨lnek. Ek-
kor a (2.7), (2.8), (2.9) rendszernek van lassan oszcilla´lo´ periodikus
megolda´sa.
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