The aim of this work is to test empirically the validity of Gibrat's Law in the growth of cities, using data on the complete distribution of cities (without size restrictions or a truncation point) in three countries (the US, Spain and Italy) for the entire 20th century. For this we use different techniques. First, panel data unit root tests tend to confirm the validity of Gibrat's Law in the upper tail distribution and, second, we find mixed evidence in favour of Gibrat's Law in the long term (in general, size affects the variance of the growth process but not its mean) when using nonparametric methods that relate the growth rate to city size. Moreover, the lognormal distribution works as a good description of city size distribution across the whole century when no truncation point is considered.
Introduction
The relationship between the growth rate of a quantifiable phenomenon and its initial size is a question with a long history in statistics: do larger entities grow more quickly or more slowly? By contrast, perhaps no relationship exists and the rate is independent of size. A fundamental contribution to this debate is that of Gibrat (1931) , who observed that the distribution of size (measured by sales or the number of employees) of firms could be well approximated with a lognormal, and that the explanation lay in the growth process of firms tending to be multiplicative and independent of their sizes. This proposition became known as Gibrat's Law and prompted a deluge of work exploring the validity of this Law on the distribution of firms (see the surveys of Sutton (1997) and Santarelli et al. (2006) ). Gibrat's Law states that no regular behaviour of any kind can be deduced between growth rate and initial size.
The fulfilment of this empirical proposition also has consequences for the distribution of the variable; in the words of Gibrat (1931) : "The Law of proportionate effect will therefore imply that the logarithms of the variable will be distributed following the (normal distribution)."
In the field of urban economics, Gibrat's Law, especially since the 1990s, has given rise to numerous empirical studies testing its validity for city size distributions, arriving at a majority consensus, although not absolute at all, that it tends to hold in the long term. Gibrat's Law presents the added advantage that as well as explaining relatively well the growth of cities it can be related to another well-known empirical regularity in urban economics, Zipf's Law, which appears when the so-called Pareto distribution exponent is equal to the unit 1 . The term was coined after work by Zipf (1949) , which observed that the frequency of the words of any language is clearly defined in statistical terms by constant values. This has given rise to theoretical works explaining the fulfilment of Gibrat's Law in the context of external urban local effects and productive shocks, relating them to Zipf's Law and associating them directly to an equilibrium situation. These theoretical works include Gabaix (1999) , Duranton (2006 Duranton ( , 2007 and Córdoba (2008) .
Returning to the empirical side, there is an apparent contradiction in these studies, because they normally accept the fulfilment of Gibrat's Law but at the same time affirm that the distribution followed by city size (at least the upper tail) is a Pareto distribution, very different to the lognormal. Eeckhout (2004) was able to reconcile both results by demonstrating (as Parr and Suzuki (1973) affirmed in a pioneering work) that, if size restrictions are imposed on the cities, taking only the upper tail, this skews the analysis. Thus, if all cities are taken it can be found that the true distribution is lognormal, and that the growth of these cities is independent of size. However, to date, Eeckhout (2004) and Giesen et al. (2010) are the only studies to consider the entire city size distribution. But these are short term analyses 2 , and the phenomenon under study (Gibrat' s Law) is a long term result. 1 If city size distribution follows a Pareto distribution the following expression can be deduced:
, where R is rank (1 for the biggest city, 2 for the second biggest and so on), S is the size or population, and a and b are parameters, this latter being known as the Pareto exponent. Zipf's Law is fulfilled when b equals the unit.
The aim of this work is to test empirically the validity of Gibrat's Law in the growth of cities, using data on the complete distribution of cities (without size restrictions or a truncation point) in three countries (the US, Spain and Italy) for the entire 20th century. The following section offers a brief overview of the literature on Gibrat's Law for cities, and the results obtained. Section 3 presents the databases, with special attention to the US census. From the results we deduce that panel data unit root tests tend to confirm the validity of Gibrat's Law in the upper tail distribution (Section 4.1), and we find mixed evidence in favour of Gibrat's Law in the long term (in general, size affects the variance of the growth process but not its mean) when using nonparametric methods that relate growth rate with city size (section 4.2). The validity of the Law in the short term is weaker. In Section 5, we test if the lognormal distribution is a good description of city size distributions across the entire century. The American case is different as the number of cities increases significantly. Finally, in Section 6 we study the behaviour of the new entrants. The work ends with our conclusions.
Gibrat's Law for cities: an overview of the literature
In the 1990s, numerous studies began to appear which empirically tested the validity of Gibrat's Law. Table 1 Clark and Stabler (1991) is tiny (the seven most populous Canadian cities), although the main contribution of their work is to propose the use of a data panel methodology and unit root tests in the analysis of urban growth. This is also the methodology that Resende (2004) For the case of the US, there are also several works accepting statistically the fulfilment of Gibrat's Law, whether at the level of cities (Eeckhout (2004) is the first to use the entire sample without size restrictions) or with Metropolitan Statistical Areas (MSAs) (Ioannides and Overman (2003) , whose results reproduce Gabaix and Ioannides, 2004) . Also for the US, however, Black and Henderson (2003) reject Gibrat's Law for any sample section, although their database of MSAs is different 3 to that used by Ioannides and Overman (2003) .
Other works exist that reject the fulfilment of Gibrat's Law. Thus, Guérin-Pace (1995) finds that in France for a wide sample of cities with over 2,000 inhabitants 3 The standard definitions of metropolitan areas were first published in 1949 by what was then called the Bureau of the Budget, the predecessor of the current Office of Management and Budget (OMB), with the designation Standard Metropolitan Area. This means that if the objective is making a long term analysis it will be necessary to reconstruct the areas for earlier periods, in the absence of a single criterion. during the period 1836-1990 there seems to be a fairly strong correlation between city size and growth rate, a correlation that is accentuated when the logarithm of the population is considered. This result goes against that obtained by Eaton and Eckstein For the case of China, Anderson and Ge (2005) obtain a mixed result with a sample of 149 cities of more than 100,000 inhabitants: Gibrat's Law seems to describe the situation well prior to the Economic Reform and One Child Policy period, but later Kalecki's reformulation seems to be more appropriate.
What we wish to emphasize is that, with the exception of Eeckhout (2004) and Giesen et al. (2010) , none of these studies considers the entire distributions of cities 4 , because all of them impose a truncation point, whether explicitly by taking cities above a minimum population threshold or implicitly by working with MSAs 5 . This is usually because of practical reasons regarding data availability. For this reason, most studies focus on analysing the most populous cities, the upper tail distribution. There are two reasonable justifications for this approach. First, the largest cities represent most of the population of a country. Second, the growth rate of the biggest cities has less variance than that of the smallest ones (scale effect).
However, any test on this type of sample will be local in character, and the behaviour of large cities cannot be extrapolated to the entire distribution. This type of deduction can lead to biased conclusions, because it must not be forgotten that what is being analysed is the behaviour of a few cities, which in addition to being of a similar size can present common patterns of growth. Therefore, we might conclude that Gibrat's Law is fulfilled when in fact we have focused our analysis on a club of cities that cannot be representative of all urban centres.
Databases
We use city population data from three countries: the US, Spain and Italy 6 . We have taken the data corresponding to the census of each decade of the 20th century 7 . Table 2 presents the number of cities for each decade and the descriptive statistics. Three details should be noted. First, that all the cities in Alaska, Hawaii and Puerto Rico for each decade are excluded because these states were annexed during the 20th century (Alaska and Hawaii in 1959, and the special case of Puerto Rico, which was annexed in 1952 as an associated free state), and data do not exist for all periods.
Their inclusion would produce geographical inconsistency in the samples, which would 6 We use data from "legal" cities. However, there are problems of international comparability because the administrative definition of city changes from one country to another. However, the concepts of municipality used in Spain and Italy are similar. 7 No census exists in Italy for 1941 because of its participation in the Second World War, so we have taken the data for 1936. be heterogeneous in geographical terms and thereby could not be compared. Second, for the same reason we also exclude all the unincorporated places (concentrations of population that form no part of any incorporated place but which are locally identified with a name), which began to be accounted after 1950 (they were renamed Census Designated Places (CDPs) in 1980). However, these settlements did exist earlier, so that their inclusion would again present a problem of inconsistency in the sample. In addition, their elimination is not quantitatively important; in fact, there were 1,430 unincorporated places in 1950, representing 2.36% of the total population of the US, which by 2000 had grown to 5,366 places (11.27%).
Third, the percentage of the total US population that our sample of incorporated places represents can appear low compared with other studies using MSAs. However, it is similar to that of other works using cities. 8 The population excluded from the sample is what the US Census Bureau calls population not in place. Incorporated places and CDPs do not cover the whole territory of the US. Some territory is excluded from any recognised place. For example, more than 74 million people (26.64% of the total US population) lived in a territory that, at least officially, was not in a place in 2000. 9 
, where it S is the population of the city i in the year t . In the US, it can be observed that the first decades of the century saw strong growth rates for city sizes. However, this period of growth ended in 1920-1930.
Between 1940 and 1980, the high growth rates seem to recover and then fall in the last two decades. The two periods of lowest growth, 1930-1940 and 1980-1990 , are very close to two profound economic crises (the Great Depression and the second oil supply shock in 1979). Spain and Italy present lower growth rates, even with some periods of negative growth of cities (on average). Since overall population did not fall in these countries in any decade, the declines in growth rates are related to composition effects:
small municipalities tend to shrink while the few large ones grow, in such a way that the unweighted average decreases. In Italy, this period of negative growth rates coincides with the post-war period after the Second World War, while in Spain the growth rates of cities are strongly negative during the military dictatorship period.
The US is an extremely interesting country in which to analyse the evolution of urban structure because it is a relatively young country whose inhabitants are characterised by high mobility. By contrast, the European countries have a much older urban structure and their inhabitants present a greater resistance to movement; specifically, Cheshire and Magrini (2006) For this, we use one of the tests especially created to deal with this question:
Pesaran's (2007) test for unit roots in heterogeneous panels with cross-section dependence is calculated based on the CADF statistic (cross-sectional ADF (see below) statistic).
To eliminate cross-dependence, the standard Dickey-Fuller (or Augmented Dickey-Fuller (ADF)) regressions are augmented with the cross-section averages of lagged levels and first-differences of the individual series, such that the influence of the unobservable common factor is asymptotically filtered.
The test of the unit root hypothesis is based on the t-ratio of the OLS estimate of i b in the following cross-sectional augmented DF (CADF) regression:
where i a is the individual city-specific average growth rate. We will test for the presence of a unit root in the natural logarithm of city relative size ( ) ; from a long term temporal perspective of steady state distributions it is necessary to use a relative measure of size (Gabaix and Ioannides, 2004 . For this reason, we must limit our analysis to the largest cities (although the next section does offer a long term analysis of the entire sample). The null hypothesis of a unit root is not rejected in the US or Italy for any of the sample sizes considered, providing evidence in favour of the long term validity of Gibrat's Law. Spain's case is different, since when the sample size is more than the 200 largest cities the unit root is rejected, indicating a positive relationship between relative size and growth rate even for the largest cities. This result could be a consequence of the political regime, a military dictatorship in most decades of the century. In this context, but certainly only for the capital city, Ades and Glaeser (1995) find that this city will tend to be more dominant the more political instability there is in a country and the more authoritarian is its regime.
Nonparametric analysis: kernel regression conditional on city size
This section on nonparametric analysis follows closely the analyses in Ioannides and Overman (2003) and Eeckhout (2004) . It consists of taking the following specification:
where i g is the growth rate ( ) 
where h K denotes the dependence of the kernel K (in this case an Epanechnikov) on the bandwidth h . We use the same bandwidth (0.5) in all estimations to permit comparisons between countries.
Starting from this calculated mean ( ) s m , the variance of the growth rate i g is also estimated, again applying the Nadaraya-Watson estimator: (
The estimator is very sensitive, both in mean and in variance, to atypical values.
For this reason, we eliminate from the sample the 5% smallest cities because they usually have much higher growth rates in mean and variance. This is logical; we are discussing cities of under 200 inhabitants, where the smallest increase in population is very large in percentage terms.
Following Gabaix and Ioannides (2004) , "Gibrat's Law states that the growth rate of an economic entity (firm, mutual fund, city) of size S has a distribution function with mean and variance that are independent of S ." As growth rates are normalised, if
Gibrat's Law in mean was strictly fulfilled, the nonparametric estimate would be a straight line on the zero value. Values different to zero involve deviations from the mean. Moreover, the estimated variance of the growth rate would also be a straight line on the value one, which would mean that the variance does not depend on the size of the city. To be able to test these hypotheses, we construct bootstrapped 95% confidence bands (calculated from 500 random samples with replacements).
We offer a first approach to the behaviour of city growth from a short term perspective, i.e., considering each decade individually. Moreover, to analyse the entire 20th century we build a pool with all the growth rates between two consecutive periods. This enables us to carry out long term analysis. Our results, obtained with a sample of all incorporated places without any size restriction, are similar to those obtained by Ioannides and Overman (2003) , with their database of the most populous MSAs. To sum up, the nonparametric estimates ( Figure   5 ) show that while the mean of growth (Gibrat's Law for means) seems to be independent of size in the three countries in the long term (although in Spain and Italy the largest cities present some divergent behaviour), the variance of growth (Gibrat's Law for variances) does depend negatively on size: the smallest cities present clearly higher variances in all three countries (although in Spain and Italy the behaviour is more erratic and the biggest cities also have high variances). In the short term (Figures 2, 3 and 4) the evidence regarding Gibrat's Law is weaker, as corresponds to a Law which is thought to hold mainly in the long term (Gabaix and Ioannides, 2004) .
This points to Gibrat's Law holding weakly (growth is proportional in means but not in variance). Gabaix (1999) contemplates the possibility that Gibrat's Law might not hold exactly, and examines the case in which cities grow randomly with expected growth rates and standard deviations that depend on their sizes. Therefore, the size of city i at time t varies according to:
where () S μ and () S 2 σ denote, respectively, the instantaneous mean and variance of the growth rate of a size S city, and t B is a standard Brownian motion. Córdoba (2008) also introduces a parsimonious generalisation of Gibrat's Law that allows size to affect the variance of the growth process but not its mean.
What about city size distribution?
Proportionate growth implies a lognormal distribution, and this is a statistical relationship (Gibrat, 1931; Kalecki, 1945) . However, as Eeckhout (2004) shows, city size distribution follows a lognormal only when we consider all cities without any size restriction. Our results show that the growth process leads to a lognormal distribution with standard deviation that increases in time t (as a Brownian motion would predict) in the three countries.
We carried out Wilcoxon's lognormality test (rank-sum test), which is a nonparametric test for assessing whether two samples of observations come from the same distribution. The null hypothesis is that the two samples are drawn from a single population and, therefore, that their probability distributions are equal, in our case, the lognormal distribution. Wilcoxon's test has the advantage of being appropriate for any sample size. The more frequent normality tests -Kolmogorov-Smirnov, Shapiro-Wilks, D'Agostino-Pearson -are designed for small samples and so tend to reject the null hypothesis of normality for large sample sizes, although the deviations from lognormality are arbitrarily small. Table 4 shows the results of the test. The conclusion is that the null hypothesis of lognormality is not rejected at 5% for all periods of the 20th century in Spain and
Italy. In the US, a temporal evolution can be seen; in the first decades, lognormality is rejected and the p-value decreases over time, but from 1930 the p-value begins to grow until lognormal distribution is not rejected at 5% from 1960 onwards (the same conclusion is reached by González-Val (2010) through a graphic examination of the adaptive kernels corresponding to the estimated distribution of different decades). In fact, if instead of 5% we take a significance level of 1%, the null hypothesis would only be rejected in 1920 and 1930.
However, the shape of the distribution in the US for the period 1900-1950 is not far from lognormality either. Figure 6 shows To sum up, both the test carried out and the visualisation of the estimated empirical density functions seem to corroborate that city size distribution can be approximated correctly as a lognormal (in Spain and Italy for the entire 20th century and in the US for most decades, depending on the significance level).
Entrant cities
We must distinguish between the American and European cases, because 
Conclusions
The aim of this work is simple: to provide additional information on the fulfilment of Gibrat's Law, an empirical regularity which is well-known in the literature on urban economics. Briefly, this Law states that the population growth rate of cities is a process deriving from independent multiplicative shocks, so that two conclusions can be statistically deduced. First, city size distribution can be well fitted by a lognormal;
second, the growth rate is on average independent of the initial size of the urban centres and its evolution is fundamentally stochastic without any fixed pattern of behaviour.
Moreover, although this issue is not dealt with here, if the urban growth process does follow Gibrat's Law this has some implications for the theory, as demonstrated in the excellent survey by Gabaix and Ioannides (2004 Second, the lognormal distribution works as a good description of city size distribution across the entire century when no truncation point is considered.
Wilcoxon's rank-sum test shows that, except for the US in the first half of the century, the lognormal distribution is systematically never rejected.
Finally, the case of the US differs in that the number of cities doubles over the 20th century. The new entrant cities present higher growth rates in means and in variance than the average for the whole sample, although we cannot reject their being significantly different. These differences are greater in variance, indicating that part of the increased variance at the bottom of the size distribution can be explained by the cities that entered the distribution throughout the 20th century. 
