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Abstract. Positive streamer discharges require a source of free electrons ahead
of them for their growth. In air, these electrons are typically provided by
photoionization. Here we investigate how stochastic fluctuations due to the
discreteness of ionizing photons affect positive streamers in air. We simulate
positive streamers between two planar electrodes with a 3D plasma fluid model,
using both a stochastic and a continuum method for photoionization. With
stochastic photoionization, fluctuations are visible in the streamer’s direction,
maximal electric field, velocity, and electron density. The streamers do not
branch, and we find good agreement between the averaged stochastic results
and the results with continuum photoionization. The streamers stay roughly
axisymmetric, and we show that results obtained with an axisymmetric model
indeed agree well with the 3D results. However, we find that positive streamers are
sensitive to the amount of photoionization. When the amount of photoionization
is doubled, there is even better agreement between the stochastic and continuum
results, but with half the amount of photoionization, stochastic fluctuations
become more important and streamer branching starts to occur.
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21. Introduction
Streamers [1–3] are rapidly growing electric discharges
with an elongated shape. They can appear when
the electric field in a nonconducting medium exceeds
the breakdown threshold. Streamer channels are
surrounded by a space charge layer that enhances
the electric field at their tips, where electron impact
ionization causes them to grow. Due to their
electric field enhancement, streamers can propagate
into regions where the background field is below the
breakdown threshold. Streamers typically occur in
gases [4], although they can also form in liquids [5].
Streamers are the precursors to lightning leaders
and sparks, and they can be observed directly as
sprites [6] above thunderstorms. In technology,
streamers are used in diverse applications [7, 8], for
example for the production of chemical radicals [9],
in ignition and combustion [10] and plasma catalysis
[11]. Because streamer channels are weakly ionized,
they typically do not significantly increase the gas
temperature.
Streamers can be of positive or negative polarity.
Positive streamers propagate typically in the direction
of the electric field. Negative streamers propagate
in the opposite direction. In this paper we focus
on positive streamers, which in air form more easily
than negative ones [12]. Because positive streamers
propagate against the electron drift velocity, they
require a source of free electrons ahead of them. When
these electrons enter the high-field region around a
positive streamer head they rapidly multiply due to
electron-impact ionization, which causes the streamer
channel to extend. The propagation of positive
streamers can therefore be quite sensitive to the
distribution of free electrons ahead of them [13].
In air, photoionization is typically the most
important source of free electrons [4, 14] ahead of
positive streamers. This process occurs when a UV
photon emitted by an excited nitrogen molecule ionizes
an oxygen molecule. A commonly used model for
photoionization is Zheleznyak’s model [15]. Recent
work has suggested several refinements to Zheleznyak’s
model, such as the generalization to other gas mixtures
[16], the inclusion of multiple excited states and
transitions [17, 18] and taking the lifetime of excited
states into account [19].
Numerical solutions to Zheleznyak’s photoioniza-
tion model are often computed using the so-called
Helmholtz approximation, in which the absorption
function of the produced photons is written in terms of
an exponential expansion [20, 21]. The photoionization
profile can then be computed as a density from a set
of Helmholtz equations. In reality, photoionization is
a stochastic process, in which the ionizing photons are
discrete. Discrete photoionization events can be gen-
erated using Monte Carlo methods, as was first done
in [22].
Stochastic fluctuations due to photoionization are
likely to dominate over fluctuations due to e.g., the
discreteness of electrons, because of the relatively
low photon numbers and long absorption distances.
The goal of the present paper is therefore to study
how fluctuations due to photoionization affect positive
streamers in atmospheric air. We investigate the role
of these fluctuations using 3D plasma fluid simulations,
and compare results with stochastic photoionization
to results with a continuum approximation for
photoionization. We also study how sensitive the
evolution of positive streamers is to the amount of
photoionization. Furthermore, the 3D results are
compared to axisymmetric simulations performed with
a model that was recently benchmarked against five
other codes [23].
Comparison with earlier work: In [24], a fluid
model was used to study the effect of stochastic pho-
toionization on streamer propagation and branching
in a 2D Cartesian geometry. An important difference
with the present paper is that in this work we per-
form 3D simulations, which are required to realistically
capture stochastic fluctuations. The role of stochas-
tic electron density fluctuations for streamer branch-
ing was investigated in [25], and in [26] the effect of
such fluctuations on the onset of branching for nega-
tive streamers was studied, but in overvolted gaps and
without photoionization. There exist several papers
about PIC (particle-in-cell) simulations of streamers
including stochastic photoionization, for example [18,
22, 27], but these simulations are typically limited to
short propagation lengths due to their high computa-
tional cost. Another new contribution of this paper
is that we compare stochastic photoionization to the
common continuum approach.
The structure of the paper is as follows. The
plasma fluid model and simulation conditions are de-
scribed in section 2, after which the photoionization
approaches are described in section 3. In section 4
stochastic and continuum photoionization are com-
pared using both 3D and axisymmetric simulations.
Furthermore, the number of UV photons is varied to
show when stochastic effects become important.
2. Discharge model and conditions
We use a plasma fluid model of the drift-diffusion-
reaction type coupled to the local field approximation,
as implemented in [28]. A fluid model cannot correctly
capture all the physical noise in a simulation, but on
the other hand, PIC simulations typically introduce too
much noise, when they employ super-particles. Using a
fluid model for the electron density allows us to single
3out the noise due to the discreteness of the photons
and the photoionization. Another advantage of fluid
models is that they are computationally much cheaper
than PIC codes.
In [23], our plasma fluid model [28] for streamer
discharges was compared with models from five
other groups. Axisymmetric simulations of positive
streamers were performed. For sufficiently fine grids
and small time steps, reasonably good agreement
between the models was found.
The comparison study [23] included one test
case with photoionization, using the Helmholtz
approximation. Here we generalize that test case
in two ways: First, stochastic fluctuations due to
photoionization are taken into account. Second,
the simulations are performed in 3D, to realistically
model fluctuations and their effect on the streamer’s
propagation. We use the same fluid model,
transport coefficients, computational domain and
photoionization parameters as in [23].
2.1. Model equations
The electron density ne and positive ion density ni
evolve in time as
∂tne = ∇ · (neµeE+De∇ne) + Si + Sph, (1)
∂tni = Si + Sph, (2)
in which µe is the (positive) electron mobility, De the
electron diffusion coefficient, α¯ the effective ionization
coefficient, E the electric field, Si = α¯µe|E|ne
the ionization source term and Sph the non-local
photoionization source term (see section 3). Ion motion
is neglected. The electric field is computed in the
electrostatic approximation as
E = −∇φ,
∇2φ = −e(ni − ne)
0
,
where φ is the electric potential, 0 the vacuum
permittivity, and e the elementary charge.
We consider streamer discharges in dry air,
containing 80% N2 and 20% O2, at p = 1 bar and
T = 300 Kelvin. The local field approximation is
used for the transport coefficients, so that α¯, µe and
De depend on the local electric field strength. We
use the same analytic transport coefficients as in [23],
which were retrieved from [29, 30]. At a gas pressure
of p = 1 bar and a gas temperature of T = 300 K, the
coefficients can be written as
µe = 2.3987E
−0.26
De = 4.3628× 10−3E0.22
α¯ = α− η
α = (1.1944× 106 + 4.3666× 1026/E3)e−2.73×107/E
η = 340.75,
Figure 1: A 3D view of the computational domain
showing the position of the initial seed from which the
streamer starts. The seed has a Gaussian distribution
and a maximal density of 5×1018 m−3 positive ions, a
width of 0.4 mm, and it is located at a height of 1 cm.
The top plane is at a potential of 18.75 kV and the
bottom plane (colored) is grounded.
where SI units have been omitted, so that E is the
electric field strength in V/m, µe the mobility in
m2/(V s) etc. More accurate transport coefficients
could be obtained by using a Boltzmann solver [31],
but for the purpose of this study having highly realistic
transport coefficients is not essential.
The fluid model used here is described in more
detail in [28]. It is based on the Afivo framework [32],
which contains geometric multigrid methods to quickly
solve Poisson’s equation, octree-based adaptive mesh
refinement and OpenMP parallelism. The fluid
equations are solved using explicit second order time
stepping, and a slope-limited second order accurate
spatial discretization.
2.2. Computational domain and initial conditions
The computational domain shown in fig. 1 is used
for 3D simulations. It measures 1.25 cm in all three
Cartesian directions. The top plane is at a potential
φ = 18.75 kV and the bottom plane is grounded; hence
the background field is 15 kV/cm, which is about half
of the breakdown field. For the potential, homogeneous
Neumann boundary conditions are used on the other
four sides, and for the electron density they are used on
all boundaries. Instead of a needle electrode protruding
from the top plate, a positive immobile seed with a
Gaussian distribution is implemented. The seed is
located at a height of 1 cm, and it has a maximal
density of N0 = 5 × 1018 m−3 positive ions, and a
4width of σ = 0.4 mm:
ni(r) = N0 exp
[
− (r− r0)
2
σ2
]
, (3)
where r0 indicates the location of the seed. A
homogeneous background density of ne = ni =
109 m−3 electrons and positive ions is included.
This background density facilitates the start of the
discharge, after which photoionization will quickly
dominate over it‡. For the axisymmetric simulations,
we use the same computational domain as in [23].
We use the same refinement criterion as in [28],
namely refine if α(1.2×E) ∆x > 1.0, where α(E) is the
field-dependent ionization coefficient, E is the electric
field strength in V/m, and ∆x is the grid spacing. For
the simulations in section 4 this gives an AMR grid
with a minimum grid spacing of about 3µm.
3. Photoionization models
In this study, we make use of Zheleznyak’s photoioniza-
tion model for air [15]. Assuming that ionizing photons
do not scatter and that their direction is isotropically
distributed, the photoionization source term Sph(r) is
given by
Sph(r) =
∫
d3r′
I(r′)f(|r− r′|)
4pi|r− r′|2 , (4)
where I(r) is the source of ionizing photons, 4pi|r −
r′|2 is a geometric factor, and f(r) is the absorption
function that gives the probability density of photon
absorption at a distance r:
f(r) =
exp(−χminpO2r)− exp(−χmaxpO2r)
r ln(χmax/χmin)
, (5)
where χmax ≈ 1.5 × 102/(mm bar), χmin ≈
2.6/(mm bar), and pO2 is the partial pressure of
oxygen. In Zheleznyak’s model the UV photon source
term I(r) is proportional to the electron impact
ionization source term Si
I(r) =
pq
p+ pq
ξ Si, (6)
where the factor pq/(p+pq) accounts for the collisional
quenching of excited nitrogen molecules, where p is
the gas pressure and we use a quenching pressure of
pq = 40 mbar. The proportionality factor ξ is in
principle field-dependent [15], but for simplicity we
here set it to ξ = 0.075 (except for section 4.3, where
it is varied).
As stated in the introduction, there have recently
been several efforts to improve upon Zheleznyak’s
‡ As pointed out by one of the referees, a fluid model cannot
accurate simulate the (stochastic) first electron avalanches
originating from such a low background density. Here we have
chosen to only focus on the stochastic effects of photoionization,
not on the stochasticity of discharge inception.
model, for example by taking different excited states
and their lifetime into account [17] or by considering
different gas mixtures [16]. Since in this paper we
focus on the effect of stochastic fluctuations, we use
Zheleznyak’s model in its standard formulation.
3.1. Continuum (Helmholtz) approach
Directly evaluating the integral in eq. (4) is computa-
tionally too expensive, in particular in 3D. In [20, 21]
an approximation was proposed in which the absorp-
tion function f of eq. (5) is expanded as
f(r) ≈ r
N∑
i=1
ci e
−λir, (7)
where ci and λi are fitted coefficients. When this
expansion is plugged into equation (4), one obtains
N Helmholtz equations that can be solved with fast
elliptic solvers to obtain Sph. We remark that the
exponential expansion of equation (7) differs by a
factor of r2 from the form of equation (5). Therefore,
the expansions can only be accurate in a certain
range and not for very short absorption distances.
As discussed in [20] this is often acceptable, since
photons that travel only a short distance are usually
not important for the discharge dynamics.
In this work we consider three possible expansions
for the absorption function, which we denote by
B2: Bourdon’s two-term expansion
B3: Bourdon’s three-term expansion
L: Luque’s two-term expansion
Luque’s parameters [20] are defined in such a way
that the ξ from equation (6) is incorporated in the
ci coefficients from equation (7). Therefore results
obtained with these parameters do not precisely
correspond to ξ = 0.075, which is used for the other
photoionization methods. For details about these
differences and the parameters that are used in this
paper see Appendix A of [23].
3.2. Stochastic (Monte Carlo) approach
Another approach is to use Monte Carlo methods
to model photoionization as a stochastic process,
which it of course also is in real discharges due
to the discreteness of photons. This approach was
first described in [22], where it was used for PIC
simulations. We use the implementation described
in chapter 11 of [33], which was also used in
[13]. The same approximations are made as for the
continuum approach: photon scattering is neglected
and photon directions are isotropic. In the limit
of an infinite number of infinitesimal photons, the
stochastic photoionization profile therefore agrees with
the solution of equation (4). The computation of
5stochastic photoionization profile consists of several
steps:
(i) The discrete number of ionizing photons in each
cell within a given time step ∆t is sampled from
a Poisson distribution, with the mean given by
eq. (6). For a detailed description, see chapter 11
of [33].
(ii) For each photon, an absorption length is sampled
from eq. (5), and a direction from an isotropic
distribution is determined using random numbers.
Together, these numbers determine the absorption
location of the UV photons.
(iii) The absorption locations of the photons are
mapped to grid densities using bi/trilinear
interpolation. For this study, this mapping is
always done on the finest available grid.
We make use of photons with a weight w =
1, so that each computational photon corresponds
to a physical photon. By using super-photons for
which w > 1, the computational cost of the method
can be reduced, but unphysical noise is introduced.
Conversely, sub-photons for which w < 1 could also
be used to reduce the physical noise in the solution.
Even when using physical photons the noise in
our simulations is still somewhat underestimated, since
we are using a fluid approximation for electrons and
ions. Electrons produced in photoionization events do
not move (and ionize neutrals) as discrete particles,
but instead they correspond to advecting patches
of increasing electron density. Furthermore, when
photoionization events occur in regions with a coarse
grid, the fine-scale noise in the photoionization profile
is not captured.
We remark that it is also possible to sample dis-
crete photons from a photoionization profile computed
with a continuum method. However, a pure Monte
Carlo approach has several advantages: it does not
need to introduce any assumptions about the absorp-
tion function, and it can easily be adapted to include
surface and object interactions.
4. Results and discussion
4.1. Stochastic vs. continuum photoionization in 3D
In this section we compare 3D simulations with
stochastic and continuum photoionization, using the
computational domain and the initial conditions
described in section 2.2. Figure 2 shows an
example of the discharge evolution with stochastic
photoionization. Initially, the positively charged
seed enhances the background field, and a single
positive streamer starts to grow downwards. As
the streamer propagates downwards, several small
0.0
3.0
6.0
9.0
12.0
0.00
0.25
0.50
0.75
1.00
2 ns 6 ns 10 ns 14 ns
Figure 2: Cross sections in the xz plane showing the
evolution of the electric field (top) and the electron
density (bottom) in a 3D simulation. Due to stochastic
photoionization, fluctuations are visible in the positive
streamer’s downwards propagation. The width of the
domain in the x-direction is 1.25 cm; only a part of it
is shown here.
horizontal deviations are visible. After about 16 ns,
the streamer reaches the bottom electrode.
To determine the average behavior and the vari-
ability of the results with stochastic photoionization,
we performed ten runs, each with a different initial
state of the random number generator. Figure 3 shows
volume renders of the electron density at t = 13 ns
for these runs. For comparison, results with contin-
uum photoionization are also shown, using Luque’s
two-term and Bourdon’s two- and three-term parame-
ters, see section 3.1. In all cases the streamer bridges
the gap without branching, and in terms of propaga-
tion length there is quite good agreement between the
photoionization methods. With stochastic photoion-
ization, small fluctuations in the electron density and
propagation length are visible.
The stochastic fluctuations appear to be more
pronounced at the beginning of the streamer channel.
The reason is probably that the noise in the photo-
6L B2 B3 stochastic
Figure 3: Volume renders of electron density at t = 13 ns for the simulations in 3D. Ten stochastic runs, each
with a different initial state of the random number generator, are shown on the right. The results with continuum
photoionization (with L, B2, and B3 parameters) are shown on the left.
electron density is larger during the start of the
streamer. Later on, the region ahead of the streamer
has been exposed to photoionization for a longer
period, and more photons are produced per unit time.
This is illustrated in figure 4, which shows cross
sections of the electron density around the streamer
head at t = 1 ns and t = 13 ns on a logarithmic
scale. With continuum photoionization, the electron
density ahead of the streamer is smooth, whereas clear
fluctuations in the electron density are visible with
stochastic photoionization, in particular at t = 1 ns.
To more quantitatively compare the simulations,
the streamer length L, maximal electric field Emax
and velocity v are shown in figure 5. The streamer
length is defined as L(t) = Ldomain − zmax(t), where
zmax is the z-coordinate where the electric field is
maximal and Ldomain = 1.25 cm is the domain size.
To show variations in length more clearly, figure 5
shows L(t) − vt with v = 0.05 cm/ns, and Emax
and v are shown as a function of streamer length, to
allow for a comparison of streamer properties at the
same propagation length. The averages of the ten
runs with stochastic photoionization are indicated with
error bars. The error bars indicate plus and minus one
standard deviation σ of the underlying ten samples,
and thus not the standard error of the mean, which
would be given by σ/
√
10.
For the streamer length, figure 5 shows very good
agreement between the averaged stochastic results and
the continuum case with Bourdon’s parameters (B2
and B3). With Luque’s photoionization parameters
(L) the streamer is a bit slower, but the difference is less
than 0.5 mm at any time. This is probably related to
the slightly different definition of Luque’s parameters,
t = 1 ns t = 13 ns
continuum (B3)
stochastic
continuum (B3)
stochastic
1
.6
 m
m
1.6 mm
5
 m
m
5 mm
Figure 4: Cross sections of electron density in xz plane
around the streamer head for the 3D simulations at
t = 1 ns and t = 13 ns. Top: the results with
continuum (B3 parameters) photoionization. Bottom:
the results with stochastic photoionization.
as discussed in section 3.1.
The maximal electric field first increases rapidly,
indicating that a streamer has formed, and it then
decreases slowly as the streamer propagates across
the gap. When the streamer approaches the bottom
boundary an increase is again visible, due to the
compression of a voltage difference in a small region.
The standard deviation of the maximal field is initially
around 10 kV/cm in the stochastic runs, but it becomes
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Figure 5: Top: L(t) − vt (v = 0.05 cm/ns),
where L is the streamer length. Middle: maximal
electric field versus streamer length. Bottom: velocity
versus streamer length. L, B2, and B3 indicate the
results with continuum photoionization. The average
results for the ten stochastic runs are indicated with
“stochastic”. The error bars indicate plus and minus
one standard deviation of the underlying samples.
considerably smaller at later times. This is due to the
larger fluctuations in the early stage of the discharge,
as also illustrated in figure 4. These fluctuations are
probably also the reason why the average maximal field
is a bit higher than in the continuum results.
Fluctuations in the streamer velocity are much
smaller than in the electric field, and all photoion-
ization approaches show good agreement. Overall, we
conclude that under the conditions used in this paper,
stochastic photoionization leads to relatively small fluc-
tuations in streamer properties, and that we find good
agreement between the average stochastic behavior and
the continuum results.
4.2. Comparison with axisymmetric simulations
Single streamers have often been simulated with ax-
isymmetric models [1, 23, 34–37], which are computa-
tionally much cheaper than 3D models. When stochas-
tic effects are included, there are a couple of impor-
tant differences between 3D and axisymmetric mod-
els. With axial symmetry, streamers cannot deviate
off-axis, unless they branch into an unphysical conical
shape [38]. Furthermore, stochastic fluctuations are
averaged over the azimuthal direction, which leads to
smaller fluctuations at larger radii (because they are
averaged over a larger volume).
To investigate how axisymmetric simulations are
affected by stochastic photoionization, we repeat
the simulations presented in section 4.1 with an
axisymmetric model. The same procedure for
stochastic photoionization is used as in 3D, but the
ionizing photons are now mapped to an (r, z) mesh,
where r2 = x2 + y2. Another difference is that
the cylindrical domain has a radius R = 1.25 cm,
whereas the 3D simulations were performed in a cube
of (1.25 cm)3. This should only have a small effect,
because the streamer is quite far from the lateral
boundaries in both cases.
As before, ten runs are performed with different
random numbers. Figure 6 shows the electron density
at t = 13 ns for these ten runs, together with cross
sections of the 3D simulations for comparison. In
all cases the axisymmetric streamer bridges the gap
without branching. Fluctuations in propagation length
and in electron density are comparable to those in the
3D simulations. Lateral deviations are of course only
visible in the 3D results.
For a more quantitative comparison, figure 7
shows streamer length, maximal electric field and
velocity (as in section 4.1). With stochastic
photoionization, there is reasonably good agreement
between the 3D and axisymmetric results. The error
bars indicate plus and minus one standard deviation of
the underlying samples, as in section 4.1. Differences
up to about one standard deviation are visible in the
80.00
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0.75
1.00
B3
stochastic, 3D
Figure 6: The electron density at t = 13 ns
for the axisymmetric simulations (top), and the 3D
simulations (bottom). Cross sections of the electron
density in the xz plane are shown for the 3D
simulations. The ten stochastic runs for each case as
well as the results with continuum photoionization (B3)
are shown.
maximal electric field, and on average the maximal field
is a bit higher in the 3D simulations. This is probably
due to small deformations of the streamer’s shape that
can enhance the field in 3D, see e.g. figure 2.
Results with continuum photoionization are also
included in figure 7, using Bourdon’s three-term
parameters. Without stochastic effects, differences can
only arise due to the different numerical discretization
of the equations, and due to the slightly different
computational domain. The agreement between the
3D and axisymmetric results is excellent, in particular
in terms of the maximal field and the streamer’s
velocity. The agreement is also clear from figure 6,
which shows the electron density at t = 13 ns for both
cases (on the left).
As mentioned above, stochastic noise is smaller at
larger radii in axisymmetric simulations, because the
grid cells there correspond to larger volumes. This
is illustrated in figure 8, which shows the stochastic
and continuum production rate of photoelectrons at
t = 13 ns on a logarithmic scale. Near the axis,
the fluctuations are clearly strongest. Note that the
continuum and stochastic profile agree reasonably well,
at least on a logarithmic scale. We remark that with
the stochastic approach the number of ionizing photons
produced during a time step depends on the length of
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Figure 7: 3D vs. axisymmetric. From top to bottom:
L(t) − vt (v = 0.05 cm/ns), maximal electric field,
velocity. Results with continuum (B3) and stochastic
photoionization are shown. The axisymmetric results
are indicated with “cyl”, and 3D results with “3D”.
the time step (see section 3.2), which was here about
2 ps.
In conclusion, stochastic fluctuations also lead
to small fluctuations in streamer properties when
an axisymmetric model is used. The fluctuations
are comparable to the ones observed in 3D, but
lateral deviations in the streamer’s direction can no
longer be modeled. Overall, the results are in good
agreement, both between axisymmetric and 3D and
between continuum and stochastic photoionization.
9(a) (b)continuum stochastic
Figure 8: The production rate of photoelectrons (on
a logarithmic scale) at t=13 ns in an axisymmetric
model using (a) continuum photoionization (B3) and
(b) stochastic photoionization.
This agreement will of course only hold as long as the
3D streamers are approximately axisymmetric, which
is the case here.
4.3. Changing the amount of photoionization
In this section we investigate how changing the amount
of photoionization affects the streamer’s propagation.
We adjust the amount of photoionization by changing
the parameter ξ in equation (6). Other ways to
vary the amount of photoionization are changing the
gas mixture or the gas pressure, which affects the
generation rate as well as the absorption length of the
UV photons.
Using the conditions from section 4.1, in which
ξ was set to 0.075, we have performed two additional
sets of simulations: five runs for ξ = 0.0375 and five
runs for ξ = 0.15. These cases correspond to half
and double the amount of photoionization, although
only approximately, since the discharge itself will also
change with ξ. Figure 9 shows volume renders of the
electron density for these simulations at t = 12 ns,
together with results from section 4.1. For comparison,
results with continuum photoionization are also shown
in figure 9, using Bourdon’s three-term parameters.
Whereas the results with continuum photoioniza-
tion hardly change, the stochastic simulations are sur-
(a)
stochasticB3
(c)
(b)
Figure 9: Volume renders of electron density at t =
12 ns for 3D simulations with (a) ξ = 0.0375, (b)
ξ = 0.075, (c) ξ = 0.15. The parameter ξ controls
the amount of photoionization, see equation (6). Five
stochastic runs, each with a different initial state of
the random number generator are shown on the right.
The results with continuum photoionization (B3) are
shown on the left.
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prisingly sensitive to the amount of photoionization.
For ξ = 0.0375, fluctuations in the electron density pro-
file are significantly larger than in the other cases. In
one of the five runs, these fluctuations lead to branch-
ing, and the branched streamer has the shortest length.
For ξ = 0.075 and ξ = 0.15, the streamers always
bridge the gap without branching. The increase in pho-
toionization for ξ = 0.15 leads to a smoother electron
density profile than for ξ = 0.075, but differences in
propagation length appear to be similar. Figure 9 also
shows that streamer velocities are not sensitive to the
amount of photoionization, except for the case with
streamer branching, which is in agreement with the
results of [39].
In conclusion, the simulations with stochastic
photoionization are much more sensitive to the
amount of photoionization than those with continuum
photoionization. With stochastic photoionization, a
decrease in the number of photoelectrons initially
leads to more noise, which causes different types of
protrusion to form in the streamer channel. If the
fluctuations are strong enough, these protrusions can
even lead to spontaneous branching. This suggests
that stochastic photoionization should be taken into
account to model streamer branching, in particular in
gas mixtures with less photoionization than air. If we
increase the amount of photoelectrons, the streamer
channel develops more smoothly than in section 4.1,
but there are still small differences in the propagation
length.
5. Conclusions
For positive streamer discharges, photoionization is
often an important mechanism to provide free electrons
ahead of the streamer. Depending on the number
of photoionization events and on the volume in
which they take place, the photoionization profile
can vary from smooth to noisy. In this paper,
we have investigated how important such stochastic
fluctuations are for positive streamers in atmospheric
air. We remark that photoionization is not the only
possible source of stochastic fluctuations. Spatial
variations in the background ionization density can also
affect the propagation and branching of streamers, see
e.g. [28]. Conversely, in conditions where a reasonably
high background ionization is included, the stochastic
effects of photoionization do not play a significant role.
We performed numerical simulations with a 3D
plasma fluid model in which photoionization could be
included as a stochastic or as a continuum process.
Stochastic photoionization profiles were computed with
a Monte Carlo method, in which individual ionizing
photons were modeled. Continuum photoionization
profiles were computed using the Helmholtz approxi-
mation. The evolution of positive streamers between
two planar electrodes was simulated, in a background
field of 15 kV/cm which is about half of the break-
down field. With stochastic photoionization, we ob-
served fluctuations in streamer properties such as max-
imal electric field, velocity and electron density. In the
test cases considered here, these fluctuations were not
strong enough to cause branching. When the stochas-
tic results were averaged, they were in good agreement
with the results obtained with continuum photoioniza-
tion.
Axisymmetric models are commonly used for the
simulation of single streamers, because they are com-
putationally much cheaper. However, due to their im-
posed symmetry, such models cannot properly capture
stochastic fluctuations. To see how much this affects
simulation results, we compared our 3D simulations to
axisymmetric ones. With continuum photoionization,
the results agreed very well. With stochastic photoion-
ization, the axisymmetric results showed similar fluc-
tuations in streamer length, maximal electric field and
streamer velocity as the 3D simulations. On average,
these streamer properties were in good agreement with
the 3D simulations.
Finally, we compared stochastic and continuum
photoionization for cases with half and double the
amount of photoionization. With double the amount of
photoionization, stochastic fluctuations were reduced,
and there was good agreement between the stochastic
and continuum results. With half the amount of
photoionization, stochastic fluctuations became much
more important, and branching started to occur.
Our results are therefore surprisingly sensitive to the
amount of photoionization. Because of this sensitivity,
we expect that stochastic photoionization can cause
streamer branching in other discharge configurations
in atmospheric air (i.e., without an artificially reduced
photoionization level). For example, the background
field used here is homogeneous, whereas the field from
a pointed electrode can have strong lateral components
that accelerate branching. Furthermore, for discharges
developing in lower background fields the stochastic
effects of photoionization can be stronger.
In conclusion, we find good agreement between
the averaged stochastic simulations and the continuum
simulations in our test cases in atmospheric air.
However, stochastic fluctuations significantly increase
when the amount of photoionization is reduced. In
other gas mixtures or different discharge conditions,
the stochastic effects of photoionization could therefore
play an important role in the propagation and
branching of positive streamers.
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