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Abstract
Although, bifurcation theory of ordinary differential equations with autonomous and periodic time de-
pendence is a major object of research in the study of dynamical systems since decades, the notion of a
nonautonomous bifurcation is not yet established. In this article, two different approaches are discussed
which are based on special notions of attractivity and repulsivity. Generalizations of the well-known one-
dimensional transcritical and pitchfork bifurcation are obtained.
© 2006 Elsevier Inc. All rights reserved.
MSC: 34D05; 34D45; 37B55; 37C70; 37C75; 37G10; 37G35
Keywords: Nonautonomous differential equation; Linear differential equation; Attractive solution; Attractor; Repulsive
solution; Repeller; Nonautonomous bifurcation theory
1. Introduction
Dynamical systems are mathematical objects used to model phenomena whose state changes
over time. Since these models appear in many applications, e.g., in physics, biology or economy,
the theory of dynamical systems has become very popular. Dynamical systems often depend on
certain parameters, and it is a main object of bifurcation theory to describe qualitative changes
in case these parameters are varied.
In many cases, the notion of dynamical system is not general enough to model real world
phenomena, since there are often good reasons to suppose that the underlying rules are time-
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dependent. For biological processes, for instance, it is more realistic to take evolutionary adap-
tations into account, and sometimes it is unavoidable to consider random perturbations such as
white noise or to model the control of a process by a human being. The appropriate class to treat
such problems are the so-called nonautonomous dynamical systems. Another reason to consider
nonautonomous systems is given by the fact that the investigation of states of dynamical sys-
tems which are nonconstant in time leads to nonautonomous problems in form of the equation of
perturbed motion.
Bifurcation theory for dynamical systems has been a central object of research since decades,
but there is a lack of a general theory for nonautonomous dynamical systems. However, in the
last twenty years, active research was done in case of quasi-periodic and strictly ergodic time-
dependence, cf. [9,11,13–16].
In this paper, two different concepts of a nonautonomous bifurcation are introduced for ordi-
nary differential equations. Please note that we make no special assumptions concerning the time
dependence. Such a general situation has already been considered in [17,19,20]. The bifurcation
concept used in these papers, however, differs to some extent from the notion of a nonautonomous
bifurcation we use here (see the discussion at the end of Section 3). We obtain nonautonomous
generalizations of the well-known one-dimensional transcritical and pitchfork bifurcation which
are formulated in terms of Taylor coefficients for the right-hand side. The authors of [20] also
discussed the occurrence of nonautonomous one-dimensional bifurcation scenarios, but there
conditions are of a quite different form than the results obtained in this paper. This subject is
discussed at the end of Section 5.
Since the concept of a nonautonomous bifurcation here is based on phenomenological obser-
vations from the autonomous bifurcation theory, it is useful to look at an autonomous bifurcation
scenario. For a real parameter α, consider the ordinary differential equation x˙ = x(α+x2), which
is a prototype of a pitchfork bifurcation as indicated in Fig. 1. For α  0, there is only one equi-
librium, which is given by zero and which is repulsive. By letting the parameter α pass through
zero in negative direction, this equilibrium becomes attractive, and two other repulsive equilibria,
given by ±√−α, are bifurcating.
In order to establish a nonautonomous bifurcation theory, consider this scenario in the follow-
ing way: for α < 0, the trivial solution is attractive, and the domain of attraction A(α) is given
by the open interval between the two other equilibria. Now, the main point is that this domain of
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Moreover, the closure of A(α) is also a repeller, and thus, also a repeller changes qualitatively
for α ↗ 0. We call the shrinking of a domain of attraction (repulsion, respectively) a bifurcation,
whereas the case of a changing repeller (attractor, respectively) is denoted as a transition.
To implement this idea in the nonautonomous context, locally defined notions of attractive
and repulsive solutions, domains of attractivity and repulsivity, as well as attractor and repeller
are needed. We distinguish between three points of view concerning different time domains.
The concepts are introduced for the entire time (all-time attractivity, repulsivity, bifurcation and
transition), the past (past attractivity, repulsivity, bifurcation and transition) and the future (future
attractivity, repulsivity, bifurcation and transition).
Finally, please note that, although the applications in this paper are of dimension one, the
concepts of bifurcation and transition also apply in a higher-dimensional setting, since the de-
finitions of attractivity and repulsivity are given in a very general form. The main tool for the
analysis of such systems is the method of center manifold reduction (see, e.g., [4]). The basic
idea is to detect a bifurcation of the system restricted to a center manifold. For instance, consider
again the above mentioned motivating example x˙ = x(α + x2) with an additional second equa-
tion, given by y˙ = λy. In case λ > 0, the trivial solution is not attractive for α < 0, in contrast to
the one-dimensional system, and therefore, we have no bifurcation of attraction areas but only a
transition of repellers. For λ < 0, the trivial solution is attractive, and thus, the two-dimensional
system admits a bifurcation of attraction areas, but no longer a repeller transition. Restricting
the attention to the lower-dimensional invariant manifold R × {0}, however, yields the original
one-dimensional system, and for this system we obtain both a bifurcation and a transition.
2. Preliminaries
We denote by R the set containing all reals and write R+κ := [κ,∞) and R−κ := (−∞, κ] for
given κ ∈ R; R := R ∪ {−∞,∞}. The set of real M × N matrices is denoted by RM×N . The
Euclidean space RN is equipped with the Euclidean norm ‖ · ‖, and we write Uε(x0) = {x ∈
R
N : ‖x − x0‖ < ε} for the ε-neighborhood of some point x0 ∈ RN . For arbitrary nonempty
sets A,B ⊂ RN and x ∈ RN , let d(x,A) := inf{d(x, y): y ∈ A} be the distance of x to A and
d(A|B) := sup{d(x,B): x ∈ A} be the Hausdorff semi-distance of A and B .
Let g :X → Y be a function from a set X to a set Y . Then the graph of g is defined by
graphg := {(x, y) ∈ X × Y : y = g(x)}.
Given a differentiable function g :X ⊂ RN → RM , we write Dg :X → RM×N for its deriva-
tive and Dig :X → RM for its partial derivative with respect to the ith variable, i ∈ {1, . . . ,N}.
Higher order derivatives Dng or Dni g are defined inductively.
In this article, we consider unbounded intervals of the form I = R, I = R−κ or I = R+κ , respec-
tively. Given a continuous function f : I × RN → RN , we use the notation
x˙ = f (t, x) (2.1)
to denote the ordinary differential equation x˙(t) = f (t, x(t)). We assume that f fulfills con-
ditions for the local existence and uniqueness of solutions. Let λ stand for the general solu-
tion of (2.1), i.e., λ(·, τ, ξ) is the unique noncontinuable solution of (2.1) satisfying the ini-
tial condition λ(τ, τ, ξ) = ξ . For arbitrary nonempty sets M ⊂ RN , we define λ(t, τ,M) :=⋃
ξ∈M λ(t, τ, ξ).
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x˙ = A(t)x (2.2)
with a function of matrices A : I → RN×N is defined by Φ(t, τ )x := λ(t, τ, x) for all t, τ ∈ I and
x ∈ RN , where λ is the general solution of (2.2).
A subset M of the extended phase space I×RN is called a nonautonomous set if for all t ∈ I,
the so-called t-fibers M(t) := {x ∈ RN : (t, x) ∈ M} are nonempty. We call M compact if all
t-fibers are compact. M is said to be invariant if λ(t, τ,M(τ)) = M(t) for all t, τ ∈ I.
Whenever the term “all-time (past, future, respectively)” is used in this paper, we mean “all-
time or past or future, respectively.”
3. Notions of attractivity and repulsivity
In this section, new concepts of attractivity and repulsivity are introduced. In our nonau-
tonomous situation, we distinguish between the analysis of the entire time, the past and the
future.
The definitions of attractivity are local forms of established concepts which have been de-
veloped since the 1990s. This relationship is discussed in more detail after the statement of the
definitions.
We begin with the definitions for the entire time. First, note that an all-time attractor is a local
form of a uniform attractor as discussed, e.g., in [7].
Definition 3.1 (All-time attractivity and repulsivity). Let I = R, A and R be compact and invari-
ant nonautonomous sets and μ :R → RN be a solution of (2.1).
(i) A is called all-time attractor if there exists an η > 0 with
lim
t→∞ supτ∈R
d
(
λ
(
t + τ, τ,Uη
(
A(τ)
))∣∣A(t + τ))= 0.
The supremum of all positive η with this property is denoted by A±A and called all-time
attraction radius of A.
(ii) μ is called all-time attractive if graphμ is an all-time attractor.
(iii) R is called all-time repeller if there exists an η > 0 with
lim
t→∞ supτ∈R
d
(
λ
(
τ − t, τ,Uη
(
R(τ)
))∣∣R(τ − t))= 0.
The supremum of all positive η with this property is denoted by R±R and called all-time
repulsion radius of R.
(iv) μ is called all-time repulsive if graphμ is an all-time repeller.
In the following definition, the notions of past attractivity and repulsivity are explained. Note
that a past attractor is a local form of a pullback attractor (see, e.g., [5]), i.e., it attracts a neigh-
borhood of itself in the sense of pullback attraction.
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nonautonomous sets and μ : I → RN be a solution of (2.1).
(i) A is called past attractor if there exists an η > 0 with
lim
t→∞d
(
λ
(
τ, τ − t,Uη
(
A(τ − t)))∣∣A(τ))= 0 for all τ ∈ I.
The supremum of all positive η with this property is denoted by A−A and called past attrac-
tion radius of A.
(ii) μ is called past attractive if graphμ is a past attractor.
(iii) R is called past repeller if there exists an η > 0 with
lim
t→∞d
(
λ
(
τ − t, τ,Uη
(
R(τ)
))∣∣R(τ − t))= 0 for all τ ∈ I.
The supremum of all η > 0 such that there exists a κˆ ∈ I with
lim
t→∞d
(
λ
(
τ − t, τ,Uη
(
R(τ)
))∣∣R(τ − t))= 0 for all τ  κˆ
is denoted by R−R and called past repulsion radius of R.
(iv) μ is called past repulsive if graphμ is a past repeller.
Finally, the notions of future attractivity and repulsivity are introduced.
Definition 3.3 (Future attractivity and repulsivity). Let I = R+κ , A and R be compact and invari-
ant nonautonomous sets and μ : I → RN be a solution of (2.1).
(i) A is called future attractor if there exists an η > 0 with
lim
t→∞d
(
λ
(
τ + t, τ,Uη
(
A(τ)
))∣∣A(τ + t))= 0 for all τ ∈ I.
The supremum of all η > 0 such that there exists a κˆ ∈ I with
lim
t→∞d
(
λ
(
τ + t, τ,Uη
(
A(τ)
))∣∣A(τ + t))= 0 for all τ  κˆ
is denoted by A+A and called future attraction radius of A.
(ii) μ is called future attractive if graphμ is a future attractor.
(iii) A is called future repeller if there exists an η > 0 with
lim
t→∞d
(
λ
(
τ, τ + t,Uη
(
R(τ + t)))∣∣R(τ))= 0 for all τ ∈ I.
The supremum of all positive η with this property is denoted by R+R and called future
repulsion radius of R.
(iv) μ is called future repulsive if graphμ is a future repeller.
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Since the 1990s, the attractivity of nonautonomous sets is intensively discussed. In particular,
the notions of pullback attractor and forward attractor have been introduced (see, e.g., [5,6]).
Closely related to pullback attractors are the so-called random attractors (see, e.g., [2,8]). Pull-
back and forward attractors whose attraction rate is uniform with respect to the time are called
uniform attractors (such attractors are discussed in the monograph [7]). The attractors introduced
in this paper are local versions of uniform, pullback and forward attractors, respectively.
Please note that the notion of a past attractor is a special case of the most general form of a
pullback attractor (see, e.g., [2, Definition 9.3.1, p. 483]). The so-called attraction universe of
such a pullback attractor has to be chosen so that it contains a neighborhood of the attractor itself.
Another form of a local pullback attractor is introduced in [19,20] (see also the discussion at the
end of this section). In the literature, often global pullback attractors are considered. In this case,
the attraction universe is supposed to contain all fiber-wise constant and compact nonautonomous
sets.
Remark 3.4.
(i) Every all-time attractor (repeller, respectively) is both a past attractor (repeller, respectively)
and a future attractor (repeller, respectively).
(ii) Every future attractive solution is uniformly asymptotically stable in the sense of Lyapunov.
(iii) The notions of future attractivity and repulsivity can be derived from the concept of past
attractivity and repulsivity via the differential equation under time reversal, given by
x˙ = −f (−t, x). (2.1)−1
A past attractor (repeller, respectively) of (2.1) corresponds to a future repeller (attractor,
respectively) of (2.1)−1.
(iv) Due to the continuity of the general solution, one can derive the following equivalent char-
acterizations: a compact and invariant nonautonomous set A is a past attractor if and only if
there exists an η > 0 with
lim
t→∞d
(
λ
(
κ, κ − t,Uη
(
A(κ − t)))∣∣A(κ))= 0.
A compact and invariant nonautonomous set R is a future repeller if and only if there exists
an η > 0 with
lim
t→∞d
(
λ
(
κ, κ + t,Uη
(
R(κ + t)))∣∣R(κ))= 0.
Such a reduction is not possible for past repellers and future attractors.
(v) The notions of Definitions 3.2 and 3.3 (including the attraction and repulsion radii) do not
depend on the choice of κ ∈ R, since the behavior of (2.1) on finite time intervals has no
effect on the attractivity or repulsivity of a nonautonomous set. This fact is also due to
continuity of the general solution.
(vi) The Hausdorff semi-distance d in Definitions 3.1, 3.2 and 3.3 can be replaced by the
Hausdorff distance dH , which for nonempty sets A,B ⊂ X is defined by dH (A,B) :=
max{d(A|B),d(B|A)}.
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dimensional linear equations.
Example 3.5 (Attractivity and repulsivity of scalar linear equations). Consider the linear nonau-
tonomous differential equation
x˙ = a(t)x
with a continuous function a :R → R. It is easy to see that every invariant and compact nonau-
tonomous set M ⊂ R × R is an
• all-time attractor if and only if limt→∞ supτ∈R
∫ τ+t
τ
a(s) ds = −∞,
• all-time repeller if and only if limt→∞ supτ∈R
∫ τ+t
τ
a(s) ds = ∞,
• past attractor if and only if limt→−∞
∫ 0
t
a(s) ds = −∞,
• past repeller if and only if limt→−∞
∫ 0
t
a(s) ds = ∞,
• future attractor if and only if limt→∞
∫ t
0 a(s) ds = −∞,
• future repeller if and only if limt→∞
∫ t
0 a(s) ds = ∞.
In all cases, the attraction or repulsion radii are ∞, respectively.
In order to obtain a first example of a nonautonomous bifurcation, we generalize the au-
tonomous example from the introduction.
Example 3.6. Given a real parameter α and a nonautonomous differential equation
x˙ = αa(t)x + b(t)x3 = x(αa(t) + b(t)x2) (3.1)
with continuous functions a :R → R and b :R → R+κ for some κ > 0. For simplicity, we define
w(α, t) :=
√
−α a(t)
b(t)
for all t ∈ R with αa(t) < 0.
Then, for fixed t ∈ R with αa(t) < 0, the zero set of the right-hand side is {0,±w(t)}; for all
t ∈ R with αa(t) 0, this zero set is the singleton {0}. An elementary discussion of the sign of
the right-hand side of this equation yields that the trivial solution is
• all-time attractive with
inf
t∈Rw(α, t)A
±
0  sup
t∈R
w(α, t)
if inft∈R −α a(t)b(t) > 0,
• all-time repulsive with R±0 = ∞ if −α a(t)b(t)  0 for all t ∈ R,• past attractive with
lim inf
t→−∞ w(α, t)A
−
0  lim sup
t→−∞
w(α, t)
if lim inft→−∞ −α a(t) > 0,b(t)
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lim inf
t→∞ w(α, t)A
+
0  lim sup
t→∞
w(α, t)
if lim inft→∞ −α a(t)b(t) > 0,
• future repulsive with R+0 = ∞ if lim supt→∞ −α a(t)b(t)  0.
Since limα→0 w(α, t) = 0, this means that (3.1) admits a
• supercritical all-time bifurcation at α = 0 if
inf
t∈R−
a(t)
b(t)
> 0 and sup
t∈R
−a(t)
b(t)
< ∞,
• subcritical all-time bifurcation at α = 0 if
inf
t∈R
a(t)
b(t)
> 0 and sup
t∈R
a(t)
b(t)
< ∞,
• supercritical past bifurcation at α = 0 if
lim inf
t→−∞ −
a(t)
b(t)
> 0 and lim sup
t→−∞
−a(t)
b(t)
< ∞,
• subcritical past bifurcation at α = 0 if
lim inf
t→−∞
a(t)
b(t)
> 0 and lim sup
t→−∞
a(t)
b(t)
< ∞,
• supercritical future bifurcation at α = 0 if
lim inf
t→∞ −
a(t)
b(t)
> 0 and lim sup
t→∞
−a(t)
b(t)
< ∞,
• subcritical future bifurcation at α = 0 if
lim inf
t→∞
a(t)
b(t)
> 0 and lim sup
t→∞
a(t)
b(t)
< ∞.
A further generalization of this differential equation is discussed in Theorem 6.1. It is also shown
there that this example also admits attractor and repeller transitions.
We conclude this section by a discussion of the relationship of our concept to the ideas used
in [17,19,20].
In [17], a nonautonomous bifurcation is understood as a (continuous or discontinuous) tran-
sition from a nontrivial (global) pullback attractor to a trivial pullback attractor. A transition in
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uous transition in the sense of [17] implies the bifurcation of the domain of repulsion of a past
repulsive solution in the interior of the pullback attractor.
In [19,20], several notions of stability, instability, attractivity and repulsivity are introduced
for nonautonomous differential equations. As in our case, these notions reflect the local behavior
of the system, but—although there are similarities—they do not coincide with the definitions
used in this paper. Using these special definitions, in [19,20], a nonautonomous bifurcation is
understood as a merging process of two distinct solutions with different stability behavior. In
dimension one, the three authors found conditions concerning the Taylor coefficients of the right-
hand side which guarantee the existence of such bifurcations. These conditions are formulated in
a natural way using explicitly solvable models. In Section 5, we compare this with our results in
case of the transcritical bifurcation.
4. Linearized attractivity and repulsivity
Let x∗ be an equilibrium of an autonomous differential equation x˙ = g(x) with a C1-function
g :D → RN , D ⊂ RN an open set. It is well known that x∗ is exponentially asymptotically
stable if all eigenvalues of Dg(x∗) have negative real part, and x∗ is repulsive if all eigenvalues
of this derivative have positive real part. In this section, we want to derive similar criteria which
correspond to the notions of attractivity and repulsivity introduced in the previous section.
For similar considerations in the autonomous case, we refer to [12, Section III.6]; for the
nonautonomous situation, see also [3, Lemma 3.4, p. 70].
Theorem 4.1 (Linearized attractivity and repulsivity). Consider an unbounded interval I of the
form R, R−κ or R+κ , respectively, and let
x˙ = A(t)x + F(t, x) (4.1)
be a nonautonomous differential equation with continuous functions A : I → RN×N and F : I ×
U → RN , U ⊂ RN a neighborhood of 0, such that F(t,0) = 0 for all t ∈ I. Let λ denote the
general solution of (4.1) and Φ : I × I → RN×N denote the transition operator of the linearized
equation x˙ = A(t)x. Then the following statements are fulfilled:
(i) In case there exist β < 0, K  1 and δ > 0 such that∥∥Φ(t, s)∥∥Keβ(t−s) for all t  s
and
∥∥F(t, x)∥∥ −β
2K
‖x‖ for all t ∈ I and x ∈ Uδ(0), (4.2)
we have
d
(
λ
(
t, τ,Uδ/K(0)
)∣∣{0}) δe β2 (t−τ) for all τ, t ∈ I with τ  t,
i.e., the trivial solution of (4.1) is all-time (past, future, respectively) attractive.
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and
∥∥F(t, x)∥∥ β
2K
‖x‖ for all t ∈ I and x ∈ Uδ(0),
we have
d
(
λ
(
t, τ,Uδ/K(0)
)∣∣{0}) δe β2 (t−τ) for all τ, t ∈ I with t  τ,
i.e., the trivial solution of (4.1) is all-time (past, future, respectively) repulsive.
Proof. We only prove (i), since (ii) can be shown analogously. Given τ ∈ I and ξ ∈ Uδ(0), we
now prove an estimate for the general solution under the additional assumption
λ(t, τ, ξ) ∈ Uδ(0) for all t  τ. (4.3)
The solution λ(·, τ, ξ) of (4.1) is also a solution of inhomogeneous linear differential equation
x˙ = A(t)x + F (t, λ(t, τ, ξ)).
Thus, the variation of constants formula implies
λ(t, τ, ξ) = Φ(t, τ )ξ +
t∫
τ
Φ(t, s)F
(
s, λ(s, τ, ξ)
)
ds for all t  τ,
and hence,
∥∥λ(t, τ, ξ)∥∥  ∥∥Φ(t, τ )∥∥‖ξ‖ + t∫
τ
∥∥Φ(t, s)∥∥∥∥F (s, λ(s, τ, ξ))∥∥ds
(4.2)
 Keβ(t−τ)‖ξ‖ +
t∫
τ
Keβ(t−s) −β
2K
∥∥λ(s, τ, ξ)∥∥ds for all t  τ
is fulfilled. This implies
e−βt
∥∥λ(t, τ, ξ)∥∥Ke−βτ‖ξ‖ + −β
2
t∫
τ
e−βs
∥∥λ(s, τ, ξ)∥∥ds for all t  τ.
Hence, Gronwall’s inequality (cf. [1, Theorem 4.1.7, p. 242]) yields the estimate
∥∥λ(t, τ, ξ)∥∥Keβ2 (t−τ)‖ξ‖ for all t  τ. (4.4)
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K
. Since β2 < 0, the assumption (4.3) is fulfilled for all τ ∈ I and ξ ∈ Uη(0), and
thus, (4.4) holds for such τ and ξ . This implies
d
(
λ
(
t, τ,Uη(0)
)∣∣{0})Kηe β2 (t−τ) for all τ, t ∈ I with τ  t.
From this inequality, the required conditions for the all-time (past, future, respectively) attractiv-
ity are easily obtained. 
5. Nonautonomous transcritical bifurcation
This section is devoted to a nonautonomous generalization of the classical transcritical bifur-
cation.
Theorem 5.1 (Nonautonomous transcritical bifurcation). Let x− < 0 < x+ and α− < α+ be in
R and I be an unbounded interval of the form R, R−κ or R+κ , respectively, and consider the
nonautonomous differential equation
x˙ = a(t, α)x + b(t, α)x2 + r(t, x,α) (5.1)
with continuous functions a : I × (α−, α+) → R, b : I × (α−, α+) → R and r : I × (x−, x+) ×
(α−, α+) → R fulfilling r(·,0, ·) ≡ 0. Let Φα : I × I → R denote the transition operator of the
linearized equation x˙ = a(t, α)x, and assume, there exists an α0 ∈ (α−, α+) such that the fol-
lowing hypotheses hold:
(i) Hypothesis on linear part. There exist two functions β1, β2 : (α−, α+) → R which are
either both monotone increasing or both monotone decreasing and K  1 such that
limα→α0 β1(α) = limα→α0 β2(α) = 0 and
Φα(t, s)Keβ1(α)(t−s) for all α ∈ (α−, α+) and t, s ∈ I with t  s,
Φα(t, s)Keβ2(α)(t−s) for all α ∈ (α−, α+) and t, s ∈ I with t  s.
(ii) Hypothesis on nonlinearity. The quadratic term either fulfills
0 < lim inf
α→α0
inf
t∈I b(t, α) lim supα→α0
sup
t∈I
b(t, α) < ∞ (5.2)
or
−∞ < lim inf
α→α0
inf
t∈I b(t, α) lim supα→α0
sup
t∈I
b(t, α) < 0, (5.3)
and the remainder satisfies
lim
x→0 sup sup
|r(t, x,α)|
|x|2 = 0 (5.4)α∈(α0−|x|,α0+|x|) t∈I
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Trivial solution α ∈ (αˆ−, α0) α ∈ (α0, αˆ+)
β1, β2 incr. attractive, limα↗α0 Aα0 = 0 repulsive, limα↘α0Rα0 = 0
β1, β2 decr. repulsive, limα↗α0Rα0 = 0 attractive, limα↘α0 Aα0 = 0
and
lim sup
α→α0
lim sup
x→0
sup
t∈I
2K|r(t, x,α)|
|x|max{−β1(α),β2(α)} < 1. (5.5)
Then there exist αˆ− < 0 < αˆ+ such that the following statements are fulfilled:
(i) In case the functions β1 and β2 are monotone increasing, the trivial solution is all-time
(past, future, respectively) attractive for α ∈ (αˆ−, α0) and all-time (past, future, respectively)
repulsive for α ∈ (α0, αˆ+). The differential equation (5.1) admits an all-time (past, future,
respectively) bifurcation, since the corresponding radii of all-time (past, future, respectively)
attraction and repulsion satisfy
lim
α↗α0
Aα0 = 0 and lim
α↘α0
Rα0 = 0.
(ii) In case the functions β1 and β2 are monotone decreasing, the trivial solution is all-time
(past, future, respectively) repulsive for α ∈ (αˆ−, α0) and all-time (past, future, respectively)
attractive for α ∈ (α0, αˆ+). The differential equation (5.1) admits an all-time (past, future,
respectively) bifurcation, since the corresponding radii of all-time (past, future, respectively)
repulsion and attraction satisfy
lim
α↗α0
Rα0 = 0 and lim
α↘α0
Aα0 = 0.
The two cases of the preceding theorem are gathered in Table 1.
Proof. First of all, we assume w.l.o.g. that K > 1. Let λα denote the general solution of (5.1).
We will only prove assertion (i), since the proof of (ii) is similar. Hence, the functions β1 and β2
are monotone increasing. W.l.o.g., we only treat the case (5.2). We choose αˆ− < α0 < αˆ+ such
that
0 < inf
α∈(αˆ−,αˆ+), t∈I
b(t, α) sup
α∈(αˆ−,αˆ+), t∈I
b(t, α) < ∞ (5.6)
(cf. (5.2)) and
lim sup
x→0
sup
t∈I
|r(t, x,α)|
|x| <
−min{β1(α),−β2(α)}
2K
for all α ∈ (αˆ−, αˆ+)
(cf. (5.5)). Because of these two relations, Theorem 4.1 can be applied, and the attractivity and
repulsivity of the trivial solutions as stated in the theorem follows. Assume to the contrary that
η := lim supAα0 > 0
α↗α0
M. Rasmussen / J. Differential Equations 234 (2007) 267–288 279holds. Due to (5.6) and (5.4), there exist α˜− ∈ (αˆ−, α0), ξ ∈ (0, η) and L ∈ (0, ξ4K ) with
b(t, α)x2 + r(t, x,α) > L for all t ∈ I, α ∈ (α˜−, α0) and x ∈
[
ξ
2K2
, ξ
]
. (5.7)
We fix αˆ ∈ (α˜−, α0) such that Aαˆ0 > ξ and β2(αˆ)  β := − 2KLξ > − 12 . For arbitrary τ ∈ I, the
solution μτ (·) := λαˆ(·, τ, ξ) of (5.1) is also a solution of the inhomogeneous linear differential
equation
x˙ = a(t, αˆ)x + b(t, αˆ)(μτ (t))2 + r(t,μτ (t), αˆ). (5.8)
Since Aαˆ0 > ξ = μt(t) for all t ∈ I, there exist τ, τ2 ∈ I, τ < τ2, with μτ (τ2) ξ2K2 . We choose
τ2 minimal with this property, i.e., μτ (t) ξ2K2 for all t ∈ [τ, τ2]. Furthermore, we choose τ1 ∈[τ, τ2] such that
μτ (τ1) = ξ2K and μτ (t) ∈
[
ξ
2K2
, ξ
]
for all t ∈ [τ1, τ2].
Therefore, and due to (5.7) and the variation of constants formula, applied to (5.8), the relation
μτ (τ2) = Φαˆ(τ2, τ1)μτ (τ1) +
τ2∫
τ1
Φαˆ(τ2, t)
(
b(t, αˆ)
(
μτ (t)
)2 + r(t,μτ (t), αˆ))dt
>
ξ
2K2
eβ(τ2−τ1) + L
K
τ2∫
τ1
eβ(τ2−t) dt
= eβ(τ2−τ1)
(
ξ
2K2
+ L
Kβ
)
︸ ︷︷ ︸
=0
− L
Kβ
= ξ
2K2
holds (K > 1 implies τ1 < τ2). This is a contradiction and proves limα↗α0Aα0 = 0. Analogously,
one can show limα↘α0Rα0 = 0 and treat the case (5.3). 
Remark 5.2.
(i) In the limit α → α0, the attractivity or repulsivity of the trivial solution is only lost in one
direction. For instance, in case the functions β1, β2 are monotone increasing and (5.2) is
satisfied, there exists a γ < 0 such that (γ,0] is attracted by the trivial solution of (5.4)
for α ∈ (αˆ−, α0) in the sense of past, future or all-time attractivity, respectively. Since the
loss of stability is only one-sided, we have no transition phenomena connected with the
transcritical bifurcation, contrary to the pitchfork bifurcation in the next section.
(ii) The hypothesis on the linear part implies that the all-time (past, future, respectively) di-
chotomy spectrum of the linearization x˙ = a(t, α)x converges to {0} in Hausdorff distance
in the limit α → α0 (see [21]).
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by applying Theorem 4.1. Alternatively, one can directly postulate that the trivial solution
changes their stability at the parameter value α0 from, say, attractivity to repulsivity.
(iv) Please note that the above bifurcation result is essentially the combination of two scenarios
which are independent of each other. This means that it is possible to consider (5.1) only for
α > α0 or α < α0, respectively, in order to obtain the results which apply for these parameter
values.
The following example shows that Theorem 5.1 is indeed a nonautonomous generalization of
the well-known autonomous result.
Example 5.3. Let x− < 0 < x+ and α− < 0 < α+ be in R, and consider the autonomous differ-
ential equation
x˙ = f (x,α), (5.9)
where the C4-function f : (x−, x+) × (α−, α+) → R satisfies the following assumptions:
(i) f (0, α) = 0 for all α ∈ (α−, α+),
(ii) D1f (0,0) = 0,
(iii) D1D2f (0,0) = 0,
(iv) D21f (0,0) = 0.
Please note that (i) implies Dn2f (0, α) = 0 for all α ∈ (α−, α+) and n ∈ N. Then (5.9) admits
an autonomous transcritical bifurcation (see, e.g., [22, p. 265]), i.e., there exist a neighborhood
U × V of (0,0) in R2 and a C1-function h : U → V with h(0) = 0 and
f
(
x,h(x)
)= 0 for all x ∈ U.
Except the trivial equilibria and the equilibria described by h, there are no other equilibria in
U ×V . Now, we will show that this example fulfills the hypotheses of Theorem 5.1. Thereto, we
write the second order Taylor expansion of f (see, e.g., [18, p. 349]):
f (x,α) = D1D2f (0,0)α︸ ︷︷ ︸
=:a¯(α)
x + 1
2
D21f (0,0)︸ ︷︷ ︸
=:b¯(α)
x2 + r(x,α),
where
r(x,α) =
1∫
0
(1 − t)2
2
(
D31f (tx, tα)x
3 + 3D21D2f (tx, tα)x2α
+ 3D1D22f (tx, tα)xα2 + D32f (tx, tα)α3
)
dt.
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K := 1), and (5.2) or (5.3) holds, since the above defined function b¯ is constant. Furthermore,
the representation for the remainder implies that
lim
x→0 supα∈(−|x|,|x|)
|r(x,α)|
|x|2 = 0
and
lim sup
x→0
|r(x,α)|
|x|  α
2
1∫
0
(1 − t)2
2
(∣∣3D1D22f (0, tα)∣∣+ t∣∣D1D32f (0, tα)α∣∣)dt.
This means that (5.5) holds, since max{−β1(α),β2(α)} depends linearly in α. Hence, all hy-
potheses of Theorem 5.1 are fulfilled, and thus, this example shows that Theorem 5.1 is a proper
generalization of the well-known autonomous transcritical bifurcation pattern.
We close this section by a short comparison of the results from this section and [20, Section 5].
Since we have outlined the relationship of the basic concepts of bifurcation at the end of Section 3
already, we will here only compare the conditions imposed on the equations which are sufficient
for a transcritical bifurcation.
First, the hypothesis on the linear part of Theorem 5.1 is more restrictive than in [20, Theo-
rem 7], since here it is not allowed that the function a is unbounded in the limit t → ±∞. In [20,
Theorem 7], however, this is possible whenever the second Taylor coefficient is also unbounded
in the limit t → ±∞ with the same growth rate. Note that in this case the dichotomy spectrum
of the linearization does not converge to {0} as described in Remark 5.2(ii).
On the other side, however, the conditions on the Taylor coefficients in [20, Theorem 7] are
not formulated in the limit α → α0 as in this paper. Hence, to apply the results, one has to restrict
the attention to a sufficiently small neighborhood in which higher order terms are negligible.
6. Nonautonomous pitchfork bifurcation
This section is devoted to a nonautonomous generalization of the classical pitchfork bifurca-
tion. In addition to the bifurcations of attraction and repulsion areas, also transition phenomena
are obtained here.
Theorem 6.1 (Nonautonomous pitchfork bifurcation). Let x− < 0 < x+ and α− < α+ be in
R and I be an unbounded interval of the form R, R−κ and R+κ , respectively, and consider the
nonautonomous differential equation
x˙ = a(t, α)x + b(t, α)x3 + r(t, x,α) (6.1)
with continuous functions a : I × (α−, α+) → R, b : I × (α−, α+) → R and r : I × (x−, x+) ×
(α−, α+) → R fulfilling r(·,0, ·) ≡ 0. Let Φα : I × I → R be the transition operator of the lin-
earized equation x˙ = a(t, α)x, and assume, there exists an α0 ∈ (α−, α+) such that the following
hypotheses hold:
282 M. Rasmussen / J. Differential Equations 234 (2007) 267–288(i) Hypothesis on linear part. There exist two functions β1, β2 : (α−, α+) → R which are
either both monotone increasing or both monotone decreasing and K  1 such that
limα→α0 β1(α) = limα→α0 β2(α) = 0 and
Φα(t, s)Keβ1(α)(t−s) for all α ∈ (α−, α+) and t, s ∈ I with t  s,
Φα(t, s)Keβ2(α)(t−s) for all α ∈ (α−, α+) and t, s ∈ I with t  s.
(ii) Hypothesis on nonlinearity. The cubic term either fulfills
0 < lim inf
α→α0
inf
t∈I b(t, α) lim supα→α0
sup
t∈I
b(t, α) < ∞ (6.2)
or
−∞ < lim inf
α→α0
inf
t∈I b(t, α) lim supα→α0
sup
t∈I
b(t, α) < 0, (6.3)
and the remainder satisfies
lim
x→0 supα∈(α0−x2,α0+x2)
sup
t∈I
|r(t, x,α)|
|x|3 = 0 (6.4)
and
lim sup
α→α0
lim sup
x→0
sup
t∈I
2K|r(t, x,α)|
|x|max{−β1(α),β2(α)} < 1.
Then there exist αˆ− < 0 < αˆ+ such that the following statements are fulfilled:
(i) In case (6.2) and the functions β1 and β2 are monotone increasing, the trivial solution is
all-time (past, future, respectively) attractive for α ∈ (αˆ−, α0) and all-time (past, future,
respectively) repulsive for α ∈ (α0, αˆ+). The differential equation (6.1) admits an all-time
(past, future, respectively) bifurcation, since the corresponding radii of all-time (past, future,
respectively) attraction satisfy
lim
α↗α0
Aα0 = 0.
If, in addition, I = R+κ , then, for α ∈ (αˆ−, α0), there exists a nontrivial future repeller Rα ⊂
I × R, and we have a future repeller transition, since
lim
α↗α0
dH
(
Rα(t), {0}
)= 0 for all t ∈ I.
(ii) In case (6.3) and the functions β1 and β2 are monotone increasing, the trivial solution is
all-time (past, future, respectively) attractive for α ∈ (αˆ−, α0) and all-time (past, future,
respectively) repulsive for α ∈ (α0, αˆ+). The differential equation (6.1) admits an all-time
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respectively) repulsion satisfy
lim
α↘α0
Rα0 = 0.
If, in addition, I = R−κ , then, for α ∈ (α0, αˆ+), there exists a nontrivial past attractor Aα ⊂
I × R, and we have a past attractor transition, since
lim
α↘α0
dH
(
Aα(t), {0}
)= 0 for all t ∈ I.
(iii) In case (6.2) and the functions β1 and β2 are monotone decreasing, the trivial solution
is all-time (past, future, respectively) repulsive for α ∈ (αˆ−, α0) and all-time (past, future,
respectively) attractive for α ∈ (α0, αˆ+). The differential equation (6.1) admits an all-time
(past, future, respectively) bifurcation, since the corresponding radii of all-time (past, future,
respectively) attraction satisfy
lim
α↘α0
Aα0 = 0.
If, in addition, I = R+, then, for α ∈ (α0, αˆ+), there exists a nontrivial future repeller Rα ⊂
I × R, and we have a future repeller transition, since
lim
α↘α0
dH
(
Rα(t), {0}
)= 0 for all t ∈ I.
(iv) In case (6.3) and the functions β1 and β2 are monotone decreasing, the trivial solution
is all-time (past, future, respectively) repulsive for α ∈ (αˆ−, α0) and all-time (past, future,
respectively) attractive for α ∈ (α0, αˆ+). The differential equation (6.1) admits an all-time
(past, future, respectively) bifurcation, since the corresponding radii of all-time (past, future,
respectively) repulsion satisfy
lim
α↗α0
Rα0 = 0.
If, in addition, I = R−, then, for α ∈ (αˆ−, α0), there exists a nontrivial past attractor Aα ⊂
I × R, and we have a past attractor transition, since
lim
α↗α0
dH
(
Aα(t), {0}
)= 0 for all t ∈ I.
The four cases of the preceding theorem are gathered in Table 2.
Proof. The first part of this theorem concerning the bifurcation of the attraction or repulsion
radii, respectively, can be proved using the same methods as in the proof of Theorem 5.1. We
write α˜− and α˜+ for the constants αˆ− and αˆ+ used in this proof. For the proof of the attractor
and repeller transitions, w.l.o.g., we only consider the case (ii), i.e., I = R−κ , condition (6.3) holds
284 M. Rasmussen / J. Differential Equations 234 (2007) 267–288Table 2
Trivial solution α ∈ (αˆ−, α0) α ∈ (α0, αˆ+)
β1, β2 incr., (6.2) attractive, limα↗α0 Aα0 = 0 repulsive
β1, β2 incr. (6.3) attractive repulsive, limα↘α0Rα0 = 0
β1, β2 decr., (6.2) repulsive attractive, limα↘α0 Aα0 = 0
β1, β2 decr. (6.3) repulsive, limα↗α0Rα0 = 0 attractive
and the functions β1 and β2 are monotone increasing. We denote the general solution of (6.1) by
λα and define
b+ := 12 supt∈I, α∈(α˜−,α˜+)
b(t, α) < 0.
Due to (6.4), there exists a ρ > 0 such that
∣∣r(t, x,α)∣∣−b+|x|3 for all x ∈ [−ρ,ρ], α ∈ (α0 − x2, α0 + x2) and t ∈ I.
The remaining proof is divided into two steps.
Step 1. For given x1, x2, x3  ρ such that 0 < x1  x2  x32K , there exists a uniquely determined
constant
α∗ = α∗(x1, x2, x3) ∈
(
α0,min
{
α0 + x21 , α˜+
}]
with the following properties:
• for all τ  t  κ and α ∈ (α0, α∗), we have λα(t, τ, [−x2, x2]) ⊂ (−x3, x3),
• there exists a constant T ∗ > 0 such that for all α ∈ (α0, α∗) and τ  κ − T ∗, there exist
t+, t− ∈ [0, T ∗] with
λα(τ + t+, τ, x2) = x1 and λα(τ + t−, τ,−x2) = −x1,
• α∗ is chosen maximal, i.e., for all bigger α∗, one of the two above properties is violated.
We will only prove the existence of a constant α∗ such that
(a) for all τ  t  κ and α ∈ (α0, α∗), we have λα(t, τ, x2) x3,
(b) there exists a constant T ∗ > 0 such that for all α ∈ (α0, α∗) and τ  κ − T ∗, there exists a
t+ ∈ [0, T ∗] with λα(τ + t+, τ, x2) = x1,
since the extension to the above assertion follows similarly and by taking the supremum of all
such α∗. We first note that for arbitrary τ ∈ I, the solution μτ (·) := λα(·, τ, x2) of (6.1) is also a
solution of the inhomogeneous linear differential equation
x˙ = a(t, α)x + b(t, α)(μτ (t))3 + r(t,μτ (t), α). (6.5)
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s(α,T ) := Keβ1(α)T x2 + b+x
3
1
K
T for all α ∈ (α0, α˜+) and T  0,
there exist α∗ ∈ (α0,min{α0 + x21 , α˜+}] and T ∗ > 0 such that
s(α,T ∗) < 0 and s(α,T ) 2Kx2 for all α ∈ (α0, α∗] and T ∈ [0, T ∗].
This follows by choosing T ∗ > 0 such that b+x
3
1
K
T ∗ −2Kx2 and α∗ such that exp(β1(α∗)T ∗)
2. Choose α ∈ (α0, α∗] and τ, τ ∗  κ with τ  τ ∗, and assume that x1  μτ (t)  x3 for all
t ∈ [τ, τ ∗]. Then the variation of constants formula, applied to (6.5), yields the relation
μτ (τ
∗) = Φα(τ ∗, τ )x2 +
τ∗∫
τ
Φα(τ
∗, s)︸ ︷︷ ︸
 1
K
exp(β2(α)(τ∗−s))
(
b(s,α)
(
μτ (s)
)3 + r(s,μτ (s),α)︸ ︷︷ ︸
b+x31<0
)
ds
Keβ1(α)(τ∗−τ)x2 +
τ∗∫
τ
1
K
eβ2(α)(τ
∗−s)b+x31 ds
= Keβ1(α)(τ∗−τ)x2 + b+x
3
1
Kβ2(α)
(
eβ2(α)(τ
∗−τ) − 1)
Keβ1(α)(τ∗−τ)x2 + b+x
3
1
K
(τ ∗ − τ) = s(α, τ ∗ − τ).
Since s(α,T ) 2Kx2  x3 for all T ∈ [0, T ∗], the assumption μτ (t) x3 for all t ∈ [τ, τ ∗] is
justified. This proves (a). Because of s(α,T ∗) < 0, also (b) is fulfilled.
Step 2. There exists an αˆ+ ∈ (α0, α˜+) such that for all α ∈ (α0, αˆ+), there exists a nontrivial past
attractor Aα ⊂ I × R of (6.1) which fulfills
lim
α↘α0
dH
(
Aα(t), {0}
)= 0 for all t ∈ I.
For x3 := ρK and x2 := x32K , we consider the function γ : (0, x2) → (α0, α+), defined by
γ (x1) := α∗(x1, x2, x3) for all x1 ∈ (0, x2),
where α∗ stems from Step 1. We set α¯ := γ (x22 ) and define
δ(α) := inf{x1 ∈ (0, x2): γ (x1) α} for all α ∈ (α0, α¯].
Due to α0 < α∗(x1, x2, x3)  α0 + x21 , we have limx1→0 γ (x1) = α0, and since γ is monotone
increasing, this implies that δ is monotone increasing, δ(α) > 0 for all α ∈ (α0, α¯] and
lim δ(α) = 0. (6.6)
α↘α0
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x¯3(α) := 3Kδ(α) and x¯2(α) := x¯1(α) := 32δ(α) for all α ∈ (α0, α¯]
and consider the function γ¯ : (α0, α¯] → (α0, α+), defined by
γ¯ (α) := α∗(x¯1(α), x¯2(α), x¯3(α)) for all α ∈ (α0, α¯],
where α∗ is taken from Step 1 again. Moreover, we define
M := [−x2, x2] and Bα :=
[−x¯3(α), x¯3(α)] for all α ∈ (α0, α¯]
and fix a β ∈ (α0, α¯] and an α ∈ (α0,min{γ¯ (β),β}). Since α  β and x2  32δ(β), and due to
the definition of δ, there exists a T ∗ > 0 such that for all τ  κ − T ∗, there exist t+, t− ∈ [0, T ∗]
with
λα
(
t+, τ, x2
)= 3
2
δ(β) = x¯2(β) and λα
(
t−, τ,−x2
)= −3
2
δ(β) = −x¯2(β).
Moreover, since α < γ¯ (β), for all τ  t  κ , we have
λα
(
t, τ,
[−x¯2(β), x¯2(β)])⊂ (−x¯3(β), x¯3(β)).
This means that, considering Eq. (6.1), Bβ × I is {M × I}-absorbing (see [10, Definition 3.3]).
Then due to [10, Theorem 3.5], there exists a global {M × I}-attractor Aα ⊂ Bβ × I (see [10,
Definition 3.4]), i.e.,
lim
t→∞d
(
λ(τ, τ − t,M)∣∣Aα(τ))= 0 for all τ ∈ I.
We have the representation
Aα(t) :=
⋂
τ∗t
⋃
ττ∗
λ(t, τ,Bβ) for all t ∈ I.
Since M is neighborhood of Bβ ⊃ Aα , this global {M × I}-attractor is also a past attractor. The
limit relation
lim
α↗α0
dH
(
Aα(t), {0}
)= 0 for all t ∈ I
follows from Aα ⊂ Bβ × I for all α < min {γ¯ (β),β} and (6.6). By setting αˆ+ := γ¯ (α¯), all asser-
tions of this theorem are proved. 
Remark 6.2.
(i) In the limit α → α0, the attractivity or repulsivity of the trivial solution is lost in both
directions, i.e., no situation as described in Remark 5.2(i) can occur.
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chotomy spectrum of the linearization x˙ = a(t, α)x converges to {0} in Hausdorff distance
in the limit α → α0 (see [21]).
(iii) As in Example 5.3, one can show that Theorem 6.1 is a proper generalization of the well-
known autonomous pitchfork bifurcation (see, e.g., [22, p. 267]).
(iv) Please note that the above bifurcation result is essentially the combination of two scenarios
which are independent of each other. This means that it is possible to consider (6.1) only for
α > α0 or α < α0, respectively, in order to obtain the results which apply for these parameter
values.
Finally, we now compare case (i) of the above theorem with the equivalent autonomous bifur-
cation.
Example 6.3. Let x− < 0 < x+ and α− < 0 < α+ be in R, and consider the autonomous differ-
ential equation
x˙ = f (x,α), (6.7)
where the C4-function f : (x−, x+) × (α−, α+) → R satisfies the following assumptions:
(i) f (0, α) = 0 for all α ∈ (α−, α+),
(ii) D1f (0,0) = 0,
(iii) D1D2f (0,0) > 0,
(iv) D21f (0,0) = 0,
(v) D31f (0,0) > 0.
Then (6.7) admits an autonomous pitchfork bifurcation (see, e.g., [22, p. 268], and see Fig. 1 for
the bifurcation diagram). There exist a neighborhood U × V of (0,0) in R2 and a C2-function
h :U → V with h(0) = 0 and
f
(
x,h(x)
)= 0 for all x ∈ U.
Except the trivial equilibria and the equilibria described by h, there are no other equilibria in
U ×V , and the function h is maximal at x = 0. It can be verified that this situation fits into case (i)
of Theorem 6.1: the functions β1 and β2 can be chosen to be increasing, since D1D2f (0,0) > 0
by (iii), and (6.2) holds, since D31f (0,0) > 0 by (v). Due to (iii), the trivial equilibrium of (6.7)
is attractive for α < 0 and repulsive for α > 0, and this carries over to nonautonomous notions of
attractivity and repulsivity. The function h describes repulsive equilibria of (6.7), and these equi-
libria are the boundary of the domain of attraction of the trivial equilibria. Since limx→0 h(x) = 0,
we have a nonautonomous bifurcation in form of a shrinking domain of attraction.
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