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1. Introduction
In this note we will be concerned with the solvability problem of Diophantine equa-
tions of the following type: Given positive integers d1, . . . , dr , do there exist integers




≡ 0 (mod 1) ,
0 < xi < di (i = 1, . . . , r) .
(1)
Although the congruence in (1) is just a linear Diophantine equation, it is not so easy to
find the integral solutions satisfying the second condition. If we relax the range condition
to a wider range 0 < xi ≤ ni (i = 1, . . . , r), then the equation (1) always has an in-
tegral solution (x1, . . . , xr) = (d1, . . . , dr). However, it is not clear whether (1) has an
integral solution in general. For example, if r = 1, then the first condition and the sec-
ond condition of (1) are incompatible. Besides this trivial case, one can easily see that, if
(di, d1 · · · dr/di) = 1 for some i, then there is no integral solution of (1). On the contrary, if
d1, . . . , dr and r are all even, then (x1, . . . , xr ) = (d1/2, . . . , dr/2) is an integral solution
of (1).
The solvability problem of (1) has been studied by several authors in connection with
the number of the rational points of a diagonal hypersurface defined over a finite field. To
be more precise, let I (d1, . . . , dr ) be the number of the integral solutions of (1), and let





i = 0 (2)
over Fq , the finite field of q elements. If di|q − 1 for all i, then one has
|N(d1, . . . , dr )− qr−1| ≤ I (d1, . . . , dr)(q − 1)q(r−3)/2 .
(See [4], [5], [6], [7], and [8].) In particular, if I (d1, . . . , dr) = 0, then N(d1, . . . , dr ) =
qr−1. In [8] Sun and Wan obtained a necessary and sufficient condition for I (d1, . . . , dr)
to be zero. In order to state their result, let t be the number of even integers in {d1, . . . , dr }.
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For simplicity, we assume that d1, . . . , dt are the even integers in {d1, . . . , dr }. Then the
theorem of Sun and Wan can be stated as follows.
THEOREM 1.1 (Sun-Wan, [8]). Let the notation be as above. Then I (d1, . . . , dr) =
0 if and only if one of the following two conditions hold.
(i) (di, d1 · · · dr/di) = 1 for some i.
(ii) t is odd, and (di/2, dj ) = 1 for any i ∈ {1, . . . , t} and any j = i.
Now, let n1, . . . , nr be positive integers such that di |ni for all i = 1, . . . , r , and let ε
denote either 0 or 1. Our main interest in this note is to determine when there exist integers






≡ 0 (mod 1) ,
0 < xi < ni (i = 1, . . . , r) ,
x1 + · · · + xr ≡ ε (mod 2) .
(3)
In this case, unfortunately, we do not know whether there is a direct connection between
the solutions of (3) and the number N(d1, . . . , dr ). To determine when (3) has an integral
solution is, however, an interesting problem because it is closely related to a special class
of Gauss sums, called pure Gauss sums. Therefore, one might say that there is an indirect
connection between our problem and the diagonal equation (2) because N(d1, . . . , dr ) can
be expressed by Jacobi sums and hence by Gauss sums.
For the sake of readers who are not familiar with pure Gauss sums, we briefly recall
some fundamentals about pure Gauss sums. (We refer the readers for pure Gauss sums to
[3] or our previous papers [1], [2].) Fix an integerm > 1 and a prime number p which does
not divide m. Let K = Q(ζm) be the m-th cyclotomic field and p a prime ideal of K lying
above p. Let q = Np be the norm of p. If we denote by f the order of p in (Z/mZ)×,
then q = pf . We denote by Fp and Fp the residue field Z/pZ and OK/p, respectively,






denote the m-th power residue symbol










where ζp = e
2πi
p and Tr : Fp → Fp denotes the trace map. The Gauss sum G(m, p) is
called pure ifG(m, p)k is a real number for some positive integer k. It is well known that if
pi ≡ −1 (mod m) for some i ∈ Z , (5)
then G(m, p) is pure. However, the converse does not always hold.
In order to give a necessary condition for the Gauss sum G(m, p) to be pure, let m =
m1 · · ·mr be the prime power decomposition ofm;m1, . . . ,mr are powers of distinct prime
numbers. Let fi be the order of p in (Z/miZ)×, so that fi |ϕ(mi), where ϕ denotes Euler’s
function. Then one can show the following proposition. (Although the proof is not given
in [2] explicitly, it easily follows from Corollary 3.3 (i) and Proposition 6.2 in [loc.cit.].)
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PROPOSITION 1.2. Suppose m is odd. Then in order that the Gauss sum G(m, p)





+ · · · + xr
fr
≡ 0 (mod 1) ,
0 < xi < ϕ(mi) (i = 1, . . . , r) ,
x1 + · · · + xr ≡ 1 (mod 2) .
(6)
Note that Condition (5) holds if and only if ord2f1 = · · · = ord2fr > 0, and under this
condition the first congruence and the third condition of (6) are incompatible. Thus there is
no integral solution (x1, . . . , xr) of (6). The purpose of this note is to give a necessary and
sufficient condition for the non-existence of integral solutions of (6). It should be remarked
that Condition (6) is not sufficient for G(m, p) to be pure. We would like to return to this
subject in a forthcoming paper.
2. General notation and main theorems
For any finite set S we denote by |S| the cardinality of S.
Let Z,N denote the set of integers and positive integers, respectively. For any n ∈ N,
we denote by [n] the set of positive integers not greater than n:
[n] = {a ∈ Z | 0 < a ≤ n} .
Fix a positive integer r once and for all. Throughout this paper Δ = (d1, . . . , dr ) and
N = (n1, . . . , nr ) ∈ Nr will be always regarded as elements of Nr such that di |ni for all
i ∈ [r]. Let
[N] = [n1] × · · · × [nr ]
= {(a1, . . . , ar ) ∈ Zr | 0 < ai ≤ ni (∀i)} ,
and define [Δ] similarly.
We will use the symbols I and J to denote subsets of [r], and we denote by I c the
complement of I in [r]. If I = {i1, . . . , it } is such a set and a = (a1, . . . , ar ) ∈ Zr , then
we define the I -component of a to be
aI = (ai1, . . . , ait ) ∈ Nt .
For any subset X of Zr , we set
XI = {aI | a ∈ X} .
We define a lowering operator  and a raising operator  for integers; for any positive
integer a, we set
a =
{
a if a is odd ,
a/2 if a is even ,
a =
{
2a if a is odd ,
a if a is even .
Moreover for a = (a1, . . . , ar) ∈ Nr we set
a = (a1, . . . , ar ) , a = (a1, . . . , ar ) .
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where LCM(Δ) denotes the least common multiple of d1, . . . , dr . Consider the set




∣∣∣∣ 0 < ai ≤ ni (∀i ∈ [r]), ωΔ(a) = 0
}
.
Note that AN(Δ) is always a non-empty set since N itself is an element of AN(Δ). For any
subset I of [r] = {1, . . . , r}, we define AN(Δ, I) by
AN(Δ, I) =
{
(a1, . . . , ar ) ∈ AN(Δ)
∣∣∣∣ 0 < ai < ni (∀i ∈ I)
}
.





∣∣∣∣ 0 < ai ≤ ni (∀i ∈ [r]), ωΔ(a) = 0
}
.
For simplicity, we write A(Δ, I) for AΔ(Δ, I), and A(Δ) for AΔ(Δ). Thus A(Δ) is the
set of integral solutions of (1).
It is clear from the definition that for any subsets I, J of [r] such that I ⊂ J there are
inclusions
AN(Δ) ⊂ AN(Δ, J ) ⊂ AN(Δ, I) ⊂ AN(Δ) .
We say that Δ is I -disconnected if I = ∅ and (di, dj ) = 1 for some i ∈ I and for any
j = i. If Δ is [r]-disconnected, Δ is simply said to be disconnected. As was mentioned
in the introduction, if Δ is disconnected, then A(Δ) is empty. Moreover we say that Δ is
strictly I -disconnected if I = ∅ andΔ is {i}-disconnected for any i ∈ I . Let
Λ0 = Λ0(Δ) := {i ∈ [r] | di is even} .
Under these notations, Theorem 1.1 can be restated as follows:
THEOREM 2.1. A(Δ) = ∅ if and only if either
(i) Δ is disconnected, or
(ii) |Λ0| is odd, andΔ is strictly Λ0-disconnected.
In the next section we will prove the following theorem, which is a generalization of
the above theorem to the set AN(Δ, I). To state it, let
δ(Δ,N) = {i ∈ [r] | di = ni} .
Thus δ(Δ,N) = [r] if and only if Δ = N .
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THEOREM 2.2. AN(Δ, I) = ∅ if and only if either
(i) Δ is I ∩ δ(Δ,N)-disconnected, or
(ii) |Λ0| is odd, and Δ is strictly Λ0-disconnected.
In particular, taking I = [r], we obtain the following
COROLLARY 2.3. AN(Δ) = ∅ if and only if either
(i) Δ is δ(Δ,N)-disconnected, or
(ii) |Λ0| is odd, and Δ is strictly Λ0-disconnected.
In the case where Δ = N , we obtain the following
COROLLARY 2.4. A(Δ, I) = ∅ if and only if either
(i) Δ is I -disconnected, or
(ii) |Λ0| is odd, and Δ is strictly Λ0-disconnected.
In particular, if Λ0 = ∅, then A(Δ, I) = ∅ if and only if Δ is I -disconnected.
To study the integral solutions of (3), we have to take into account the parity condition.




ai (mod 2) ∈ Z/2Z ,
and the signature sgn(a) of a by
sgn(a) =
{+ (if ε(a) = 0) ,
− (if ε(a) = 1)
In the following we will adopt the symbol ∗ to stand for + or −. Further, we define the
∗-part of AN(Δ, I) by
A∗N(Δ, I) = {a ∈ AN(Δ, I) | sgn(a) = ∗} .
Then one can easily see that A−N(Δ) is the set of integral solutions (3). Therefore Proposi-
tion 1.2 can be restated as follows:
PROPOSITION 2.5. Notation being as in Proposition 1.2, let
Δ = (f1, . . . , fr ) , N = (ϕ(m1), . . . , ϕ(mr)) .
If G(m, p) is pure, then A−N(Δ) = ∅.
In Theorem 2.6 and Theorem 2.7 we will give a necessary and sufficient condition for
A+N(Δ) and A
−
N(Δ) to be empty, respectively. To do this, we introduce further notation.
Let
Λ1 = Λ1(Δ) := {i ∈ [r] | ord2(di) = 0} ,
Λ2 = Λ2(Δ) := {i ∈ [r] | ord2(di) = 1} ,
Λ3 = Λ3(Δ) := {i ∈ [r] | ord2(di) > 1} .
ThusΛ0 = Λ2 ∪Λ3.
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For any positive integer a, we define its 2-part a(2) to be 2ord2(a). ForΔ = (d1, . . . , dr ),
we put
Δ(2) = (d(2)1 , . . . , d(2)r ) ,
Δ(2) = (d1/d(2)1 , . . . , dr/d(2)r ) .
If two elements a,b ∈ Zr are equal up to permutation of the components, we write
a ∼ b. We define four subsets D1,D2,D3,D4 of Nr as follows:
D1 = {Δ ∈ Nr | Δ(2) ∼ (
s︷ ︸︸ ︷
1, . . . , 1,
t︷ ︸︸ ︷
2, . . . , 2) (s ≥ 0, t > 0)} ,
D2 = {Δ ∈ Nr | Δ(2) ∼ (
s︷ ︸︸ ︷
1, . . . , 1,
t︷ ︸︸ ︷
2ν, . . . , 2ν) (ν > 1, s ≥ 0, t > 0)} ,
D3 = {Δ ∈ Nr | Δ(2) ∼ (
s︷ ︸︸ ︷
1, . . . , 1,
t︷ ︸︸ ︷
2, . . . , 2,
u︷ ︸︸ ︷
2ν, . . . , 2ν) (ν > 1, s ≥ 0, t > 0, u > 0)} ,
D4 = {Δ ∈ Nr | Δ(2) ∼ (
s︷ ︸︸ ︷
1, . . . , 1,
t︷ ︸︸ ︷
2, . . . , 2, 4, 2ν) (ν > 2, t > 0)} .
Moreover we set
D′2 = {Δ ∈ D2 | |Λ1| is odd and |Λ0| = 1} ,
D′3 = {Δ ∈ D3 | |Λ1| is odd and |Λ3| = 1} ,
We consider the following conditions onΔ:
(C1) : Δ is strictly Λ1-disconnected.
(C2) : δ(Δ,N) = Λ0, |Λ0| is odd, and Δ is strictly Λ0-disconnected.
(C3) : δ(Δ,N) = Λ0, |Λ0| is odd, and Δ(2) is strictly disconnected.
(C4) : δ(Δ,N) = Λ2, |Λ2| is odd, and Δ is strictly disconnected.
(C5) : δ(Δ,N) ⊃ Λ2, |Λ1| + |Λ2| is even, and Δ is strictly (Λ1 ∪Λ2)-disconnected.
(C6) : δ(Δ,N) ⊃ Λ3, and Δ(2) is strictly (Λ1 ∪Λ3)-disconnected.
For any subset X of Zr and for ∗ = + or − we put
X∗ = {a ∈ X | sgn(a) = ∗} .
Then our main theorems can be stated as follows.
THEOREM 2.6. Suppose that n1, . . . , nr are all even. Then A
+
N(Δ) = ∅ if and only
if one of the following conditions holds:
(i) Λ1 ⊂ δ(Δ,N) and eitherΔ is δ(Δ,N)-disconnected or (C2) holds.
(ii) Λ1 ⊂ δ(Δ,N) and one of the following conditions holds.
(1) Δ ∈ D1 and either (C1) or (C2) holds.
(2) Δ ∈ D′3 and either (C2) or (C4) holds.
(3) Δ ∈ (D′3)− and (C3) holds.
(4) Δ ∈ (D′3)+ and (C6) holds.
THEOREM 2.7. Suppose that n1, . . . , nr are all even. Then A
−
N(Δ) = ∅ if and only
if one of the following conditions holds:
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(i) Λ1 ⊂ δ(Δ,N) and either (C1) or (C2) holds.
(ii) Λ1 ⊂ δ(Δ,N) and one of the following conditions holds.
(1) Δ ∈ D+2 ∪ (D′2)− and either (C1) or (C2) holds.
(2) Δ ∈ D+3 ∪ (D′3)− and either (C2) or (C5) holds,
(3) Δ ∈ D−3 and (C6) holds.
(4) Δ ∈ D+4 and (C3) holds,
3. Proof of Theorem 2.2
Recall that for any J ⊂ [r], ΔJ denotes the J -component of Δ. In order to prove
Theorem 2.2, we first prove a formula which expresses |AN(Δ, I)| in terms of |A(ΔJ )|
with subsets J ⊂ [r].
PROPOSITION 3.1. Notation being as above, we have











where the sum is taken over the subsets J of [r] such that J ⊃ I ∩ δ(Δ,N).
Proof. Given d ∈ N, a ∈ Z, we denote by πd(a) the unique integer such that
0 < πd(a) ≤ d, a ≡ πd(a) (mod d) .
In general forΔ ∈ Nr , we define the map
πΔ : Nr −→ [Δ], (a1, . . . , ar) → (πd1(a1), . . . , πdr (ar)) .
It is easy to see that πΔ(AN(Δ)) = A(Δ). To calculate the order of π−1Δ (b) ∩ AN(Δ, I)
for each b ∈ [Δ], let a = (a1, . . . , ar ) ∈ Nr be an element of the fibre π−1Δ (b). For each
i ∈ [r], write
ai = diki + bi , (7)
where ki is a non-negative integer. It is then clear that
ωΔ(a) = ωΔ(b) .
Therefore, a ∈ AN(Δ) if and only if b ∈ A(Δ). Moreover one has 0 < ai ≤ ni if and only
if 0 ≤ ki ≤ ni/di − 1. Let
δ(Δ,b) = {i ∈ [r] | di = bi} .
Then one can easily verify that
0 < ai < ni ⇐⇒
⎧⎪⎨
⎪⎩
0 ≤ ki ≤ ni
di
− 1 (if i ∈ δ(Δ,b)) ,
0 ≤ ki ≤ ni
di
− 2 (if i ∈ δ(Δ,b))
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Let k = (k1, . . . , kr). Then the argument above shows that a ∈ A(Δ, I) if and only if k
belongs to the set
KN(Δ, I) :=
{
(k1, . . . , kr ) ∈ Zr
∣∣∣∣ 0 ≤ ki < ni/di − 1 (i ∈ I),0 ≤ ki < ni/di − 2 (i ∈ I)
}
.






















Now, the map sending a to k gives rise to a bijection
ψb : π−1Δ (b) ∩ AN(Δ, I) −→ KN(Δ, I ∩ δ(Δ,b)) ,
so |π−1Δ (b) ∩ AN(Δ)| = |KN(Δ,b)|. Therefore,










For any subset J ⊂ [r], put
SJ := {b ∈ A(Δ) | δ(Δ,b) = J c} .











π−1Δ (b) ∩ AN(Δ, I) .
The calculation above shows that if b ∈ SJ , then
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The last equality follows from the fact that the natural projection [N] → [NJ ] sending a
to aJ gives a bijection from SJ to A(ΔJ ). To complete the proof we have to show that the







= 0 ⇐⇒ I ∩ J c ⊂ δ(Δ,N)c ⇐⇒ J ⊃ I ∩ δ(Δ,N) .
This completes the proof. 
COROLLARY 3.2. AN(Δ, I) = ∅ if and only if A(Δ, I ∩ δ(Δ,N)) = ∅.
Proof. By Proposition 3.1, AN(Δ, I) = ∅ if and only if A(ΔJ ) = ∅ for any J ⊃
I ∩ δ(Δ,N). But the latter condition is equivalent to A(Δ, I ∩ δ(Δ,N)) = ∅. Thus the
corollary holds. 
For any positive integer d , we define its l-part by d(l) = lordl d . Then by the Chinese
Remainder Theorem we have a natural bijection
λl : [Δ] −→ [Δ(l)] × [Δ(l)] , (8)
where we put Δ(l) = (d(l)1 , . . . , d(l)r ) and Δ(l) = (d1/d(l)1 , . . . , dr/d(l)r ).




A(Δ(l), J )×A(Δ(l), I \ J ) .
Proof. For simplicity, we put ω(l) = ωΔ(l) , ω(l) = ωΔ(l) , L = LCM(Δ),L(l) =
LCM(Δ(l)) and L(l) = LCM(Δ(l)). Then the following diagram commutes:











where il denotes the natural isomorphism induced from the decomposition
L = L(l) · L(l) .
This shows that
λl(A(Δ)) = A(Δ(l))× A(Δ(l)) .
Note that an element a ∈ A(Δ) belongs toA(Δ, I) if and only if λl(a) belongs toA(Δ(l), J )×




A(Δ(l), J )×A(Δ(l), I \ J ) .
This completes the proof. 
The following is a direct consequence of Proposition 3.3, and it will be frequently used
in the proof of Theorem 2.2.
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COROLLARY 3.4. A(Δ, I) = ∅ if and only if either A(Δ(l), J ) = ∅ or A(Δ(l), I \
J ) = ∅ for any J ⊂ I .
LEMMA 3.5. If Δ = (d, . . . , d) for some d > 1 and r > 1, then




In particular, if d > 2 and r > 1, then A(Δ) is always non-empty, and if d = 2, then
|A(Δ)| =
{
1 if r is even ,
0 if r is odd .
Proof. This is well known. See [5] or [7] for a proof. 
REMARK 3.6. If r = 1, then A(Δ) = ∅.
We denote by P(Δ) the set of prime factors of d1 · · · dr . For any l ∈ P(Δ), we define
the l-support of Δ by
Suppl (Δ) = {i ∈ [r] | ordldi > 0} .
LEMMA 3.7. SupposeP(Δ) = {l}, where l is an odd prime number. ThenA(Δ, I) =
∅ if and only if I = ∅ and either
(i) I ⊂ Suppl (Δ), or
(ii) |Suppl (Δ)| = 1 and I = Suppl (Δ).
These conditions are equivalent to the I -disconnectedness of Δ.
Proof. It is easy to see that if one of two conditions (i), (ii) forces that A(Δ) = ∅.
To prove the converse, assume that both of (i) and (ii) do not hold. This means that I ⊂
Suppl (Δ) and t := |Suppl (Δ)| ≥ 2. After renumbering d1, . . . , dr properly, we may
assume that Δ = (d1, . . . , dt , 1, . . . , 1) with d1, . . . , dt > 1. By Lemma 3.5, there exists
an element (b1, . . . , bt ) ∈ A(l, . . . , l). Then(
b1d1
l
, . . . ,
btdt
l
, 1, . . . , 1
)
∈ A(Δ, I) ,
hence A(Δ, I) = ∅. 
LEMMA 3.8. Suppose P(Δ) = {2}. Then A(Δ, I) = ∅ if and only if either
(i) I ⊂ Λ0, or
(ii) I = Λ0, |Λ0| is odd and |Λ3| ≤ 1.
Proof. It is easy to see that if either (i) or (ii) holds, then A(Δ, I) = ∅. We prove the
converse. Suppose A(Δ, I) = ∅ and I ⊂ Λ0. Then A(ΔΛ0) = ∅. Write
ΔΛ0 = (d1, . . . , dt ) ,
where t = |Λ0|. If t is even, then
(d1/2, . . . , dt/2) ∈ A(ΔΛ0) ,
Certain Linear Diophantine Equation 81
hence A(ΔΛ0) = ∅, which is a contradiction. Thus t must be odd. Suppose t is odd and
|Λ3| > 1, say, dt−1 > 2, dt > 2. Then
(d1/2, . . . , dt−2/2, dt−1/4, dt/4) ∈ A(ΔΛ0) .
It follows thatA(ΔΛ0) = ∅, which is again a contradiction. This implies that, if A(Δ, I) =
∅, then t is odd and |Λ3| ≤ 1. It then remains to show that I = Λ0. If I  Λ0, we can find
a subset J of Λ0 such that J ⊃ I and |J | is even. By what we have just proved above, this
shows that A(Δ, J ) = ∅. Since A(Δ, I) contains A(Δ, J ), it follows that A(Δ, I) = ∅,
which is a contradiction. Therefore I must coincides with Λ0 as was desired. This proves
the lemma. 
Proof of Theorem 2.2. We first prove the theorem in the case where Δ = N , separat-
ing the proof according as Λ0 = ∅ or not.
Case 1: Λ0 = ∅.
In this case, we show that A(Δ, I) = ∅ if and only if Condition (C1) holds by induc-
tion on |P(Δ)|. If |P(Δ)| = 1, say P(Δ) = {l}, then A(Δ, I) = ∅ if and only if Δ is
I -disconnected by Lemma 3.7. On the other hand, suppose |P(Δ)| > 1 and let l ∈ P(Δ).
Assume that the assertion of the theorem holds for Δ(l), that is, A(Δ(l), I ) = ∅ if and only
if Δ(l) is I -disconnected. Then
A(Δ, I) = ∅ ⇐⇒
[
either A(Δ(l), J ) = ∅, or
A(Δ(l), I \ J ) = ∅
]
for any J ⊂ I (by Corollary 3.4)
⇐⇒
[
either A(Δ(l), J ) = ∅, or
Δ(l) is (I \ J )-disconnected
]
for any J ⊂ I .
Case 1-1: Suppose |Suppl (Δ)| > 1.
In this case, A(Δ(l), J ) = ∅ if and only if J ⊂ Suppl (Δ) by Lemma 3.7. Therefore,
A(Δ, I) = ∅ ⇐⇒
[
either J ⊂ Suppl(Δ), or
Δ(l) is (I \ J )-disconnected
]
for any J ⊂ I
⇐⇒ Δ(l) is (I \ J )-disconnected for any J ⊂ Suppl (Δ) ∩ I
⇐⇒ Δ(l) is (I \ Suppl (Δ))-disconnected
⇐⇒ Δ is I -disconnected .
Case 1-2: Suppose |Suppl (Δ)| = 1.
In this case, A(Δ(l), J ) = ∅ if and only if J = ∅ by Lemma 3.7. Therefore,
A(Δ, I) = ∅ ⇐⇒ A(Δ(l), I ) = ∅
⇐⇒ Δ(l) is I -disconnected (by the inductive hypothesis)
⇐⇒ Δ is I -disconnected .
Case 2: Λ0 = ∅.
In this case, we show that A(Δ, I) = ∅ if and only if either Condition (C1) or Con-
dition (C2) holds. By Corollary 3.4, Lemma 3.8 and what we have just proved above, we
82 N. AOKI
have
A(Δ, I) = ∅ ⇐⇒
[
either A(Δ(2), I ) = ∅ or
A(Δ(2), I ) = ∅
]





either J ⊂ Λ0, or
J = Λ0, |Λ0| is odd, and |Λ3| ≤ 1
]
, or
Δ(2) is I \ J -disconnected
⎤
⎦ for any J ⊂ I .
Case 2-1: Suppose either |Λ0| is even or |Λ3| > 1.
In this case,
A(Δ, I) = ∅ ⇐⇒ Δ(2) is (I \ J )-disconnected for any J ⊂ Λ0
⇐⇒ Δ(2) is (I \Λ0)-disconnected
⇐⇒ Δ is I -disconnected (since |Λ0| > 1) .
Case 2-2: Suppose |Λ0| is odd and |Λ3| ≤ 1.
In this case,
A(Δ, I) = ∅ ⇐⇒
[
either J ⊂ Λ0 or J = Λ0, or
Δ(2) is (I \ J )-disconnected
]
for any J ⊂ I
⇐⇒ Δ(2) is (I \ J )-disconnected for any J  Λ0
⇐⇒ Δ(2) is (I \Λ0) ∪ {i}-disconnected for any i ∈ Λ0 . (9)
IfΔ(2) is (I\Λ0)-disconnected, thenΔ is (I\Λ0)-disconnected, hence I -disconnected.
On the other hand, if Δ(2) is not (I \Λ0)-disconnected, then
(9) ⇐⇒ Δ(2) is {i}-disconnected for any i ∈ Λ0
⇐⇒ Δ(2) is strictly Λ0-disconnected
⇐⇒ Δ is strictly Λ0-disconnected .
Thus we have proved Theorem 2.2 when Δ = N . In order to complete the proof, we
use Corollary 3.2, which implies that AN(Δ, I) = ∅ if and only if A(Δ, I ∩ δ(Δ,N)) =
∅. By what we have proved above, the latter condition holds if and only if either Δ is
I ∩ δ(Δ,N)-disconnected, or |Λ0| is odd and Δ is strictly Λ0-disconnected. Therefore,
AN(Δ, I) = ∅ if and only if either Δ is I ∩ δ(Δ,N)-disconnected, or |Λ0| is odd and Δ
is strictly Λ0-disconnected. This completes the proof. 
4. Two preparatory propositions
The next proposition gives a refinement of Proposition 3.1 in the case I = [r], and it
will be useful in proving the main theorems in the final section.
PROPOSITION 4.1. Suppose n1, . . . , nr are all even.
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where s = |Λ1|.
Hereafter in this paper this proposition will be used mainly in the following form:
COROLLARY 4.2. Let the notation and the assumption be as in Proposition 4.1.
Then the following assertions hold.
(i) SupposeΛ1 ⊂ δ(Δ,N). Then A∗N(Δ) = ∅ if and only if AN(Δ) = ∅.
(ii) Suppose Λ1 ⊂ δ(Δ,N). Then A∗N(Δ) = ∅ if and only if A(ΔJ ) = ∅ for any
J ⊂ Λ0 and A(−1)s∗(ΔJ ) = ∅ for any J ⊂ Λ0.
Proof of Proposition 4.1. The proof proceeds in a similar way as in Proposition 3.1.
We continue to use the same notation used there. We want to compute |π−1Δ (b) ∩ A∗N(Δ)|
for each b ∈ A(Δ). Let a ∈ π−1Δ (b), and let k be as in (7). Then
ε(a) = ε(b)+ ε(kΛ1) ,
where kΛ1 denotes the Λ1-component of k. If we set
K∗N(Δ, I) = {k ∈ KN(Δ, I) | sgn(kΛ1) = ∗} ,
then the map ψb induces a bijection
π−1Δ (b) ∩ A∗N(Δ) −→ Ksgn(b)∗N (Δ, δ(Δ,b)) .
Hence |π−1Δ (b) ∩ A∗N(Δ)| = |Ksgn(b)∗N (Δ, δ(Δ,b))|.
If K(Δ, δ(Δ,b))Λ1 = {0}, then ε is non-trivial on KN(Δ, δ(Δ,b))Λ1 . It follows that





|π−1Δ (b) ∩A∗N(Δ)| =
1
2
|π−1Δ (b) ∩ AN(Δ)| .
On the other hand, if KN(Δ, δ(Δ,b))Λ1 = {0}, then ε is trivial on KN(Δ, δ(Δ,b)), and
we have
|π−1Δ (b) ∩ A∗N(Δ)| =
{ |KN(Δ, δ(Δ,b))| if sgn(b) = ∗ ,
0 if sgn(b) = ∗ .
Therefore,









(b ∈ A∗(Δ)) ,
0 (b ∈ A∗(Δ)) .
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Note that
KN(Δ, δ(Δ,b))Λ1 = {0} ⇐⇒ Λ1 ⊂ δ(Δ,b) andΛ1 ⊂ δ(Δ,N) .
Therefore, if Λ1 ⊂ δ(Δ,N), then KN(Δ, δ(Δ,b))Λ1 = {0}, and hence




To prove (ii), suppose Λ1 ⊂ δ(Δ,N). For any subset J ⊂ [r], put
S∗J := {b ∈ A∗(Δ) | δ(Δ,b) = J c} .
Note thatΛ1 ⊂ δ(Δ,b) if and only ifΛ1 ∩δ(Δ,b)c = ∅. Therefore, if J c = δ(Δ,b), then
Λ1 ⊂ δ(Δ,b) ⇐⇒ Λ1 ⊂ J c
⇐⇒ J ⊂ Λc1
⇐⇒ J ⊂ Λ0 .


































































































The last equality follows from the fact that the natural projection [Δ] → [ΔJ ] gives a
bijection from S∗J to A(−1)
s∗(ΔJ ). This completes the proof. 
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Now recall the bijection
λ2 : [Δ] → [Δ(2)] × [Δ(2)]
defined in (8). Then the next propositon, which is a refinement of Proposition 3.3, reduces
the study of A∗(Δ, I) to that of A∗(Δ(2), J ) and A(Δ, I \ J ) for all J ⊂ I .





A∗(Δ(2), J )× A(Δ(2), I \ J ) .
Proof. This immediately follows from Proposition 3.3 (or its proof) if we note that
the diagram




commutes, where ε′(a,b) = ε(a) for (a,b) ∈ [Δ(2)] × [Δ(2)]. 
COROLLARY 4.4. A∗(Δ) = ∅ if and only if eitherA∗(Δ(2), J ) = ∅ orA(Δ(2), J c) =
∅ for any J ⊂ [r].
Proof. This is an immediate consequence of Proposition 4.3. 
5. Emptiness of A∗(Δ) for some special cases
In this section we study when A∗(Δ) is an empty set forΔ ∈ D1 ∪ D2 ∪ D3 ∪ D4. The
reason why we consider only the elements of these types will be clarified in Lemma 5.3 or
more precisely by Lemma 6.3.
We begin with two lemmas which are easy consequences of Corllary 2.4. We say that
Δ is odd if d1, . . . , dr are all odd.
LEMMA 5.1. SupposeΔ is odd, and let S be a subset of [r]. Then the following two
conditions are equivalent.
(i) A(Δ, I \ J ) = ∅ for any J ⊂ I such that J ⊃ S.
(ii) S ⊂ I andΔ is strictly S-disconnected.
Proof. If S ⊂ I , then any subset J ⊂ I does not contain S. Hence Condition (i) does
not hold. Therefore, it suffices to prove the assertion under the assumption that S ⊂ I . In
this case, we have
Condition (i) ⇐⇒ A(Δ, J ) = ∅ for any J ⊂ I such that J ∩ S = ∅
⇐⇒ Δ is J -disconnected for any J ⊂ I such that J ∩ S = ∅
(by Corllary 2.4)
⇐⇒ Δ is strictly S-disconnected.
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To see that the last equivalence holds, take an arbitrary element i ∈ S and let J = {i}. Then
Δ is {i}-disconnected. Since i is an arbitrary element of S, this shows that Δ is strictly
S-disconnected. Conversely, if Δ is strictly S-disconnected, then Δ is I \ J -disconnected
for any J ⊂ I such that J ⊃ S. Hence A(Δ, I \ J ) = ∅ by Corollary 2.4. This completes
the proof. 
LEMMA 5.2. SupposeΔ is odd, and let S be a subset of [r]. Then the following two
conditions are equivalent.
(i) A(Δ, I \ J ) = ∅ for any J ⊂ I such that J ∩ S = ∅.
(ii) Δ is (I ∩ S)-disconnected.
Proof. If I ∩ S = ∅, then both (i) and (ii) are empty conditions. Hence we have only
to consider the case where I ∩ S = ∅. Then:
Condition (i) ⇐⇒ A(Δ, J ) = ∅ for any J such that I ∩ S ⊂ J ⊂ I
⇐⇒ Δ is J -disconnected for any J such that I ∩ S ⊂ J ⊂ I
(by Corllary 2.4)
⇐⇒ Δ is strictly (I ∩ S)-disconnected.
This completes the proof. 
LEMMA 5.3. Suppose P(Δ) = {2} and Λ1 = ∅. Then the following statements
hold.
(i) A+(Δ) = ∅ if and only if one of the following conditions holds.
(1) Δ ∼ (2, . . . , 2) with r odd,
(2) Δ ∼ (2, . . . , 2, d) with d > 2.
(ii) A−(Δ) = ∅ if and only if one of the following conditions holds.
(1) Δ ∼ (d, . . . , d).
(2) Δ ∼ (2, . . . , 2, d, . . . , d) with d > 2, and |Λ2| is even.
(3) Δ ∼ (2, . . . , 2, 4, d) with d > 4, and |Λ2| is odd.
Proof. This is proved in [2, Theorem 8.4], where A+(Δ) and A−(Δ) are replaced
with A0(Δ) and A1(Δ), respectively. 
PROPOSITION 5.4. Suppose P(Δ) = {2} and Λ1 = ∅.
(i) A+(Δ, J ) = ∅ if and only if one of the following conditions holds.
(1) Δ ∼ (2, . . . , 2) with r odd and J = [r].
(2) Δ ∼ (2, . . . , 2, d) with d > 2, and either J ⊃ Λ3, or J = Λ2 and r is
even.
(ii) A−(Δ, J ) = ∅ if and only if one of the following conditions holds.
(1) Δ ∼ (d, . . . , d), and J = ∅.
(2) Δ ∼ (2, . . . , 2, d, . . . , d) with d > 2, |Λ0| even, and J ⊃ Λ0.
(3) Δ ∼ (2, . . . , 2, 4, d) with d > 4, |Λ0| odd, and J = [r].
Proof. This follows from Lemma 5.3 and the fact that A∗(Δ, J ) = ∅ if and only if
A∗(ΔJ ′) = ∅ for any J such that J ′ ⊃ J . 
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In the remaining part of this section we will study when A∗(Δ) is empty for Δ ∈
D1 ∪ D2 ∪ D3 ∪ D4. For any subset J ⊂ [r], we set
Ji = J ∩Λi (i = 1, 2, 3, 4) .
PROPOSITION 5.5. For any Δ ∈ D1 such that Λ1 = ∅ the following assertions
hold. Then
(i) A+(Δ) = ∅ if and only if r is odd andΔ is strictly connected.
(ii) A−(Δ) = ∅.
LEMMA 5.6. For Δ = (2, . . . , 2) ∈ Nr the following assertions hold.
(i) A+(Δ, J ) = ∅ if and only if r is odd and J = [r].
(ii) A−(Δ, J ) = ∅ for any J .
Proof. (i) Suppose A+(Δ, J ) = ∅. Then A+(Δ) = ∅, hence r is odd. If J =
[r], then there is a subset J ′ such that J ⊂ J ′ ⊂ [r] and |J ′| is even. Since there is a
natural injection A+(ΔJ ′) ↪→ A+(Δ, J ′) and A+(Δ, J ′) ⊂ A+(Δ, J ), this shows that
A+(Δ, J ) = ∅, which is a contradiction. Hence J = [r]. Conversely, if r is odd and
J = [r], then A+(Δ, J ) = A+(Δ), which is empty by Proposition 5.4.
(ii) This immediately follows from Lemma 3.5. 
Proof of Proposition 5.5. (i) By Corollary 3.4, A+(Δ) = ∅ if and only if either
A+(Δ(2), J ) = ∅ or A(Δ(2), J c) = ∅ for any J ⊂ [r]. By Lemma 5.6,A+(Δ(2), J ) = ∅ if
and only if r is odd and J = [r]. On the other hand, A(Δ(2), J c) = ∅ if and only if Δ(2) is
J c-disconnected.
Case 1: r is even.
In this case, A+(Δ(2), J ) = ∅ for any J . Therefore A+(Δ) = ∅ if and only if
A(Δ(2), J
c) = ∅ for any J . However, this is impossible for J = [r].
Case 2: r is odd.
In this case, we have
A+(Δ) = ∅ ⇐⇒ A(Δ(2), J c) = ∅ for any J = [r]
⇐⇒ Δ(2) is J c-disconnected for any J = [r]
(by Lemma 5.1 applied to the case I = S = [r])
⇐⇒ Δ(2) is J -disconnected for any J = ∅
⇐⇒ Δ(2) is strictly disconnected
⇐⇒ Δ is strictly disconnected .
Since Λ0 = [r], this shows that A+(Δ) = ∅ if and only if |Λ0| is odd and Δ is strictly
Λ0-disconnected. This proves (i).
The second assertion is a direct consequence of Lemma 5.6 (ii). 
PROPOSITION 5.7. For any Δ ∈ D2 such that Λ1 = ∅ the following assertions
hold.
(i) A+(Δ) = ∅ if and only if r = 1.
(ii) A−(Δ) = ∅.
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Proof. If a ∈ A(Δ), then ε(a) = 0. Hence A(Δ) = A+(Δ) and A−(Δ) = ∅. The
proposition then follows since A(Δ) = ∅ if and only if r = 1. 
PROPOSITION 5.8. SupposeΔ ∈ D3 andΛ1 = ∅.
(i) A+(Δ) = ∅ if and only if Δ ∈ D′3 and Δ is Λ3-disconnected.
(ii) A−(Δ) = ∅ if and only if |Λ2| is even and Δ(2) is strictly Λ2-disconnected.
LEMMA 5.9. If Δ ∼ (2, . . . , 2, d, . . . , d), then the following assertions hold.
(i) A+(Δ, J ) = ∅ if and only if either |Λ3| = 1 and J ⊃ Λ3, or |Λ2| is odd and
J ⊃ Λ2.
(ii) A−(Δ, J ) = ∅ if and only if either J ⊃ Λ2 or |Λ2| is even.
Proof. The proof proceeds as follows:
A+(Δ, J ) = ∅ ⇐⇒ A+(ΔJ ′) = ∅ for any J ′ ⊃ J
⇐⇒ either J ′3 = ∅ and |J ′2| is odd or J ′3 = ∅ and |J ′2| = 1
⇐⇒ either J ⊃ Λ2 and |Λ2| is odd, or J ⊃ Λ3 and |Λ3| = 1 .
A−(Δ, J ) = ∅ ⇐⇒ A−(ΔJ ′) = ∅ for any J ′ ⊃ J
⇐⇒ either J ′3 = ∅ or J ′3 = ∅ and |J ′2| is even
⇐⇒ J ⊃ Λ2 and |Λ2| is even .
This completes the proof. 
Proof of Proposition 5.8. (i) By Lemma 5.9 (i), A+(Δ(2), J ) = ∅ if and only if
either J ⊃ Λ3 or J = Λ2 and |Λ2| is odd. On the other hand, A(Δ(2), J c) = ∅ if and only
if J c-disconnected.
Case 1: |Λ2| is even.
In this case, A+(Δ(2), J ) = ∅ if and only if J ⊃ Λ3. Therefore,
A+(Δ) = ∅ ⇐⇒ A(Δ(2), J c) = ∅ for any J ⊃ Λ3
⇐⇒ Δ(2) is Λ3-disconnected (by Lemma 5.1)
⇐⇒ Δ is Λ3-disconnected .
Case 2: |Λ2| is odd.
In this case, A+(Δ(2), J ) = ∅ if and only if either J ⊃ Λ3 or J = Λ2. Therefore,
A+(Δ) = ∅ ⇐⇒ A(Δ(2), J c) = ∅ for any J  Λ2
⇐⇒ Δ(2) is J c-disconnected for any J  Λ2
⇐⇒ Δ(2) is J -disconnected for any J  Λ3
⇐⇒ Δ(2) is Λ3-disconnected
⇐⇒ Δ is Λ3-disconnected .
(ii) By Lemma 5.9 (ii), A−(Δ(2), J ) = ∅ if and only if J ⊃ Λ2 and |Λ2| is even.
On the other hand, A(Δ(2), J c) = ∅ if and only if Δ(2) is J c-disconnected.
Case 1: |Λ2| is even.
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In this case, A−(Δ(2), J ) = ∅ if and only if J ⊃ Λ2. Therefore,
A+(Δ) = ∅ ⇐⇒ either J ⊃ Λ2 or Δ(2) is J c-disconnected
⇐⇒ Δ(2) is J c-disconnected for any J such that J ⊃ Λ2
⇐⇒ Δ(2) is strictly Λ2-disconnected .
Case 2: |Λ2| is odd.
In this case, A−(Δ(2), J ) = ∅ for any J . Therefore
A+(Δ) = ∅ ⇐⇒ A(Δ(2), J c) = ∅ for any J .
But this is impossible for J = [r]. This completes the proof. 
PROPOSITION 5.10. Suppose Δ ∈ D4. Then A−(Δ) = ∅ if and only if |Λ2| is odd
andΔ(2) is strictly disconnected.
LEMMA 5.11. If Δ ∼ (2, . . . , 2, 4, d), then A−(Δ, J ) = ∅ if and only if either
J = [r] and |Λ2| is odd.
Proof. The proof proceeds as follows.
A−(Δ, J ) = ∅ ⇐⇒ A−(ΔJ ′) = ∅ for any J ′ ⊃ J
⇐⇒
⎡
⎣ |J ′ ∩Λ3| = 2 and |J ′ ∩Λ2| is odd,|J ′ ∩Λ3| = 1 and |J ′ ∩Λ2| is even, or,
|J ′ ∩Λ3| = 0
⎤
⎦ for any J ′ ⊃ J
⇐⇒ J = [r] and |Λ2| is odd .
This completes the proof. 
Proof of Proposition 5.10. By Corollary 3.4,A−(Δ) = ∅ if and only ifA−(Δ(2), J ) =
∅ or A(Δ(2), J c) = ∅ for any J . Lemma 5.11 shows that A−(Δ(2), J ) = ∅ if and only if
either J = [r] and |Λ2| is odd. Therefore, if |Λ2| is even, then A−(Δ) = ∅ if and only if
A(Δ(2), J
c) = ∅ for any J . But this is impossible for J = [r].
Suppose |Λ2| is odd. Then
A−(Δ) = ∅ ⇐⇒ A(Δ(2), J c) = ∅ for any J = [r]
⇐⇒ Δ(2) is J c-disconnected for any J = [r]
⇐⇒ Δ(2) is J -disconnected for any J = ∅
⇐⇒ Δ(2) is strictly disconnected .
This completes the proof. 
6. Proof of the main theorems
In this section we prove Theorem 2.6 and 2.7. As Proposition 4.1 suggests, the proof
will be naturally separeted to two cases: Λ1 ⊂ δ(Δ,N) or Λ1 ⊂ δ(Δ,N). We begin
with the first case.
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PROPOSITION 6.1. If Λ1 ⊂ δ(Δ,N), then the following three conditions are
equivalent.
(i) A∗N(Δ) = ∅.
(ii) AN(Δ) = ∅.
(iii) Either Δ is δ(Δ,N)-disconnected or (C2) holds.
Proof. Although the equivalence of (i) and (ii) is already proved in Corollary 4.2,
we give a direct proof. Since A∗N(Δ) ⊂ AN(Δ), the implication (ii) ⇒ (i) is obvious.
To prove the converse implication, we assume that AN(Δ) = ∅ and choose an element
a ∈ AN(Δ). Thus 0 < ai < ni for any i ∈ [r]. Now, let i be an arbitrary index in
Λ1 \ δ(Δ,N). Let ai be the i-th component of a, and define an element a′ ∈ Nr by
a′ =
{
a + diei if 0 < ai ≤ di ,
a − diei if di < ai ≤ 2di ,
where ei denotes the i-th unit vector:
ei = (0, . . . , 0,
i
1, 0, . . . , 0) ∈ Zr .
Let a′i be the i-th component of a′ defined above. Then 2di < ni , so that ai < ni . Note that
ωΔ(a′) = ωΔ(a) = 0 .
Therefore a′ ∈ AN(Δ). Moreover ε(a′) = ε(a)+ 1 since di is odd. Therefore exactly one
of a and a′ is an element of A∗N(Δ). Hence A∗N(Δ) = ∅. This proves the implication ¬(ii)⇒ ¬(i). Hence (i) implies (ii).
The equivalence (ii) ⇐⇒ (iii) is nothing but Corollary 2.3. The proof is now com-
plete. 
Next we treat the case where Λ1 ⊂ δ(Δ,N). For this, we define two families of
subsets of [r] as follows:
I1(Δ,N)= {J ∈ [r] | δ(Δ,N) ⊂ J, J ⊂ Λ0}
I0(Δ,N)= {J ∈ [r] | δ(Δ,N) ⊂ J ⊂ Λ0}
Then I1(Δ,N) ∩ I0(Δ,N) = ∅ and any subset J ⊂ [r] belongs to either I1(Δ,N) or
I0(Δ,N). Moreover, Corollary 4.2 shows that A∗N(Δ) = ∅ if and only if the following
two conditions hold:
(A): A(ΔJ ) = ∅ for any J ∈ I1(Δ,N).
(B): A(−1)s∗(ΔJ ) = ∅ for any J ∈ I0(Δ,N), where s = |Λ1|.
We begin with studying when the first condition holds.
PROPOSITION 6.2. Condition (A) holds if and only if either (C1) or (C2) holds.
Proof. If (C1) holds and if J ∈ I1(Δ,N), then ΔJ is strictly J1-disconnected. On
the other hand, if (C2) holds and if J ∈ I0(Δ,N), then δ(ΔJ ,N) = J0, |J0| is odd, and
Δ

J is strictly J0-disconnected. Hence A(ΔJ ) = ∅ in the both cases by Theorem 1.1.
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Conversely, we prove that if Condition (A) holds, then either (C1) or (C2) holds. By
Theorem 1.1, Condition (A) is equivalent to the following condition:[
Either ΔJ is disconnected, or
|J0| is odd and ΔJ is strictly J0-disconnected
]
for any J ∈ I1(Δ,N) . (10)
Case 1: Suppose δ(Δ,N) = Λ0. Then there exists a non-empty subset J0 ∈
I0(Δ,N) such that |J0| is even. Then Condition (A) implies that ΔJ0∪K is disconnected
for any non-empty subset K of Λ1. This implies that ΔJ0∪Λ1 is strictly Λ1-disconnected.
Since such subsets J0 coversΛ0, Δ must be strictly Λ1-disconnected, that is, (C1) holds.
Case 2: Suppose δ(Δ,N) = Λ0. Then Condition (10) holds if and only if the
following condition holds:[
Either ΔΛ0∪K is disconnected, or
|Λ0| is odd andΔΛ0∪K is strictly Λ0-disconnected
]
for any non-empty subset K of Λ1 .
(11)
Case 2-1: Suppose |Λ0| is even. Then Condition (11) implies that Δ is strictly Λ1-
disconnected, that is, (C1) holds.
Case 2-2: Suppose |Λ0| is odd. Then Condition (11) holds if and only if the follow-
ing condition holds:
[
Either ΔΛ0∪K is disconnected, or
Δ

Λ0∪K is strictly Λ0-disconnected
]
for any non-empty subset K of Λ1 . (12)




Λ0-disconnected. Therefore, if Δ

Λ0
is not strictly Λ0-disconnected, then
(11) ⇐⇒ ΔΛ0∪K is disconnected for any K ⊂ Λ1
⇐⇒
[
either Δ is strictly Λ1-disconnected, or
|Λ0| = 1 andΔ is Λ0-disconnected
]
⇐⇒ (C1) ∨ [(C2)∧(|Λ0| = 1)] .
Hence either (C1) or (C2) holds.
On the other hand, if ΔΛ0 is strictly Λ0-disconnected, then for any k ∈ Λ1 either
ΔΛ0∪{k} is disconnected orΔΛ0∪{k} is strictly Λ0-disconnected. This, in particular, implies
thatΔΛ0∪{k} is {k}-disconnected for any k ∈ Λ1. ThereforeΔ is strictlyΛ0-disconnected,
that is, (C2) holds. The proof is now complete. 
Next we consider Condition (B) together. We begin with the following lemma.
LEMMA 6.3. SupposeΛ0 = ∅.
(i) If A+(Δ) = ∅, then one of the following assertions hold:
(1) Δ ∈ D1 and |Λ0| is odd.
(2) Δ ∈ D′3.
(ii) If A−(Δ) = ∅, then one of the following assertions hold:
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(1) Δ ∈ D2.
(2) Δ ∈ D3 and |Λ2| is even.
(3) Δ ∈ D4 and |Λ2| is odd.
Proof. If A∗(Δ) = ∅, then Corollary 4.2 shows that A(−1)s∗(ΔΛ0) = ∅. Then the
assertions of the lemma follows from Lemma 5.3. 
By this lemma the study of the emptiness of A∗(Δ) can be reduced to the elements of
D1 ∪ D2 ∪ D3 ∪ D4. In what follows we will consider the five cases listed in Lemma 6.3
separately. The proof of the main theorems will be completed if we prove Proposition 6.4
to 6.8 below.
PROPOSITION 6.4. SupposeΔ ∈ D1 andΛ1 ⊂ δ(Δ,N). Then A+N(Δ) = ∅ if and
only if either (C1) or (C2) holds.
Proof. If |Λ1| is even, then
(B) ⇐⇒ A+(ΔJ ) = ∅ for any J ∈ I0(Δ,N)
⇐⇒ |J0| is odd and ΔJ is strictly J0-disconnected for any J ∈ I0(Δ,N)
⇐⇒ |Λ0| is odd, and ΔΛ0 is strictly Λ0-disconnected .
This shows that Condition (B) follows from Condition (C2). Therefore, in the both cases,
(A)∧(B) is equivalent to (C1)∨(C2).
On the other hand, if |Λ1| is odd, then
(B) ⇐⇒ A−(ΔJ ) = ∅ for any J ∈ I0(Δ,N) .
Since this holds for any J ⊂ Λ0, (A)∧(B) is equivalent to (C1)∨(C2). Therefore,A+N(Δ) =
∅ if and only if either (C1) or (C2) holds. 
PROPOSITION 6.5. SupposeΔ ∈ D′3 andΛ1 ⊂ δ(Δ,N). Then A+N(Δ) = ∅ if and
only if one of the following conditions holds:
(i) Either (C2) or (C4) holds.
(ii) Δ ∈ (D′3)+ and (C6) holds.
(iii) Δ ∈ (D′3)− and (C3) holds.
Proof. First note that ΔJ ∈ D′3 if and only if J ⊃ Λ3, and ΔJ ∈ D2 if and only if
J ⊂ Λ2.
Case 1: |Λ1| is even. Then:
(B) ⇐⇒ A+(ΔJ ) = ∅ for any J ∈ I0(Δ,N)
⇐⇒
[
either J ⊃ Λ3, or,
J ⊂ Λ2, |J | is odd and ΔJ is strictly disconnected
]
for any J ∈ I0(Δ,N) . (13)
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If δ(Δ,N) ⊃ Λ3, then Condition (13) always holds. If δ(Δ,N) ⊂ Λ2, then
(13) ⇐⇒
[
















(A)∧(B) ⇐⇒ [(C1) ∨ (C2)] ∧ [either δ(Δ,N) ⊃ Λ3 or (14) holds]
⇐⇒
⎡
⎣ δ(Δ,N) ⊃ Λ3, andΔ is strictly Λ1 ∪Λ3-disconnected,δ(Δ,N) = Λ0, |Λ0| is odd, andΔ is strictly Λ0-disconnected, or
δ(Δ,N) = Λ2, |Λ2| is odd, andΔ is strictly disconnected
⎤
⎦
⇐⇒ (C6) ∨ (C2) ∨ (C4) .
Case 2: |Λ1| is odd. Then:
(B) ⇐⇒ A−(ΔJ ) = ∅ for any J ∈ I0(Δ,N)
⇐⇒
[
either J ⊂ Λ2, or
J ⊃ Λ3, |J2| is even, andΔJ is strictly disconnected
]
(for any J ∈ I0(Δ,N))
⇐⇒
[
either δ(Δ,N) = Λ2, |Λ2| is even, andΔΛ0 is strictly disconnected, or
δ(Δ,N) = Λ0, |Λ0| is odd, and ΔΛ0 is strictly disconnected
]
⇐⇒ δ(Δ,N) ⊃ Λ2, |Λ2| is even, and ΔΛ0 is strictly disconnected . (15)
Therefore,
(A)∧(B) ⇐⇒ [(C1) ∨ (C2)] ∧ (15)
⇐⇒
⎡
⎣ δ(Δ,N) = Λ0, |Λ0| is odd, and Δ is strictly disconnected,δ(Δ,N) = Λ2, |Λ0| is odd, and Δ is strictly disconnected, or
δ(Δ,N) = Λ0, |Λ0| is odd, and Δ is strictly Λ0-disconnected
⎤
⎦
⇐⇒ (C3) ∨ (C4) ∨ (C2) .
This completes the proof. 
PROPOSITION 6.6. SupposeΔ ∈ D2 andΛ1 ⊂ δ(Δ,N). Then A−N(Δ) = ∅ if and
only if Δ ∈ D+2 ∪ (D′2)− and either (C1) or (C2) holds.
Proof. If |Λ1| is even, then A−(ΔJ ) = ∅ for any J ∈ I0(Δ,N). Thus Condition
(B) always holds. Therefore (A)∧(B) is equivalent to (A), hence to (C1)∨(C2).
On the other hand, if |Λ1| is odd, then
(B) ⇐⇒ A+(ΔJ ) = ∅ for any J ∈ I0(Δ,N)
⇐⇒ |J | = 1 for any J ∈ I0(Δ,N)
⇐⇒ δ(Δ,N) = Λ0 and |Λ0| = 1 . (16)
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Therefore,
(A)∧(B) ⇐⇒ [(C1) ∨ (C2)] ∧ (16)
⇐⇒
[
δ(Δ,N) = Λ0, |Λ0| = 1, andΔ is strictly Λ1-disconnected, or




⎣ δ(Δ,N) = Λ0, |Λ0| = 1, and[ Δ is strictly Λ1-disconnected, or
Δ is strictly Λ0-disconnected
] ⎤⎦
⇐⇒ [(C1)∨(C2)] ∧ [|Λ0| = 1] .
This completes the proof. 
PROPOSITION 6.7. SupposeΔ ∈ D3 andΛ1 ⊂ δ(Δ,N). Then A−N(Δ) = ∅ if and
only if one of the following conditions holds:
(i) Δ ∈ D+3 ∪ (D′3)− and either (C2) or (C5) holds.
(ii) Δ ∈ D−3 and (C6) holds.
Proof. Case 1: |Λ1| is even. Then:
(B) ⇐⇒ A−(ΔJ ) = ∅ for any J ∈ I0(Δ,N)
⇐⇒ |J2| is even, and ΔJ is strictly J2-disconnected for any J ∈ I0(Δ,N)
(by Proposition 5.8)
⇐⇒ δ(Δ,N) ⊃ Λ2, |Λ2| is even, andΔΛ0 is strictly Λ2-disconnected . (17)
Therefore,
(A)∧(B) ⇐⇒ [(C1) ∨ (C2)] ∧ (17)
⇐⇒
[
δ(Δ,N) ⊃ Λ2, |Λ2| is even, andΔ is strictly (Λ1 ∪Λ2)-disconnected, or
δ(Δ,N) = Λ0, |Λ2| is even, andΔ is strictly Λ0-disconnected
]
⇐⇒ (C5)∨(C2) .
Case 2: |Λ1| is odd. Then:




|J2| is odd, |J3| = 1, and (ΔJ )(2) is strictly J3-disconnected,
|J2| is even, |J3| = 1, and (ΔJ )(2) is strictly J2-disconnected, or
|J2| is odd, |J3| = 1, and (ΔJ )(2) is either
strictly J2-disconnected or strictly J3-disconnected
⎤
⎥⎥⎦
for any J ∈ I0(Δ,N)
⇐⇒
[
δ(Δ,N) ⊃ Λ2, |Λ2| is odd, andΔ(2) is strictly Λ3-disconnected, or
δ(Δ,N) ⊃ Λ3, |Λ3| = 1, andΔ(2) is strictly Λ2-disconnected
]
(18)
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Therefore,
(A)∧(B) ⇐⇒ [(C1) ∨ (C2)] ∧ (18)
⇐⇒
⎡
⎣ δ(Δ,N) ⊃ Λ2, |Λ2| is odd and Δ(2) is strictly (Λ1 ∪Λ3)-disconnected,δ(Δ,N) ⊃ Λ3, |Λ3| = 1 and Δ(2) is strictly (Λ1 ∪Λ2)-disconnected, or
δ(Δ,N) = Λ0, |Λ3| = 1, |Λ0| is odd andΔ is strictly Λ0-disconnected
⎤
⎦
⇐⇒ (C6) ∨ [|Λ3| = 1 and (C5)] ∨ [|Λ3| = 1 and (C2)] .
This completes the proof. 
PROPOSITION 6.8. SupposeΔ ∈ D4 andΛ1 ⊂ δ(Δ,N). Then A−N(Δ) = ∅ if and
only if Δ ∈ D+4 and (C3) holds.
Proof. If |Λ1| is odd, then Condition (B) does not hold. In fact,
(B) ⇐⇒ A+(ΔJ ) = ∅ for any J ∈ I0(Δ,N) .
In particular, if Condition (B) holds, then A+(ΔΛ0) = ∅, which is impossible by Lemma
6.3.
On the other hand, if |Λ1| is even, then
(B) ⇐⇒ A−(ΔJ ) = ∅ for any J ∈ I0(Δ,N)
⇐⇒
⎡




for any J ∈ I0(Δ,N)
⇐⇒ δ(Δ,N) = Λ0, |Λ0| is odd, and (ΔΛ0)(2) is strictly disconnected . (19)
Therefore,
(A)∧(B) ⇐⇒ [(C1) ∨ (C2)] ∧ (19)
⇐⇒ δ(Δ,N) = Λ0, |Λ0| is odd, andΔ(2) is strictly disconnected
⇐⇒ (C3) .
This completes the proof. 
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