We assess the impact of assimilating the satellite sea surface temperature (SST) data on 10 the Baltic forecast, practically on the forecast of ocean variables related to SST. For this purpose, a 11 multivariable DA system has been developed based on a Nordic version of the Nucleus for European 12 Modelling of the Ocean (NEMO-Nordic). We use a local Singular Evolutive Interpolated Kalman 13 (LSEIK) filter to characterize correlation scales in the coastal regions. High resolution SST from 14 OSISAF is assimilated to verify the performance of DA system. The assimilation run shows very sta-15 ble improvements of the model simulation as compared with both independent and dependent observa-16 tions. The SST prediction of NEMO-Nordic is significantly enhanced by the DA system. Tempera-17 tures are also closer to observation in the DA system than the model results in the water above 100 m 18 in the Baltic Sea. In the deeper layers, salinity is also slightly improved. Besides, we find that Sea 19 level anomaly (SLA) is improved with the SST assimilation. Comparison with independent tide gauge 20 data show that overall root mean square error (RMSE) is reduced by 1.8% and overall correlation co-21 efficient is slightly increased. Moreover, the sea ice concentration forecast is improved considerably in 22 the Baltic proper, the Gulf of Finland and the Bothnian Sea during the sea ice formation period, re-23 spectively. 24 25
Introduction 26
Monitoring the marine status of the Baltic Sea with relevant resolution and accuracy is a key 27 requirement to serve the marine policy for detecting the influence of human activities on the environ-28 ment and better understanding the response of ocean to accelerating global climate change. The Baltic 29 Sea is one of the largest brackish seas in the world. It is a semi-enclosed basin, whose hydrography is 30 highly variable and influenced by large-scale atmospheric processes and significant influx of freshwa-31 ter from rivers runoff and precipitation (Leppäranta and Myrberg, 2009 ). In addition, the water ex-32 change between the North Sea and Baltic Sea through the Danish straits is hindered by shallow topo-33 graphic restrictions in the transition zone ( Fig. 1 ).
34
A characteristic feature of numerical forecast in the Baltic Sea is in itself a major challenge 35 because of complex topography and rich dynamics. A number of ocean forecasting systems for the 36 Baltic Sea have been developed using hydrological model by operational agencies around this region.
37
Traditionally, these models have a horizontal resolution of 1-5 km and approximately 20-100 layers 38 in vertical structure (Omstedt et al. 2014 ). Due to the geographic location and conditions of the Baltic 39 Sea , even higher resolutions are often needed to better understand the circulation dynamics. However, 40 even ocean circulation models with a particularly high spatial resolution (e.g. 1 km) cannot resolve all 41 dynamically important physical processes in the ocean (Malanotte- Rizzoli and Tziperman, 1996) . In 42 general, the forecast quality for a numerical model depends on initial conditions, boundary conditions 43 ( lateral, open boundaries as well as meteorological forcing and bathymetry) and a robust numerical 44 model itself. As an operational forecasting agency, the Swedish Meteorological and Hydrological In-45 stitute's (SMHI) needs to issue well-informed forecasts and warnings for decision making by other 46 authorities during e.g. severe weather events, but also to the public. To improve the forecast quality, 47 the core three-dimensional dynamic model of the SMHI operational forecast system has recently mi-48 grated to the Nordic version of the Nucleus for European Modelling of the Ocean (NEMO-Nordic).
49
In additional to model development, an extended observational network has been established by 50 the joint efforts of the countries surrounding the Baltic Sea. The observation platforms include vessels, 51 buoys, coastal stations, satellite, etc. Specially, the observations from satellite have dominated the 52 3 coverage of SST observational networks in the Baltic Sea (She et al. 2007 ). Among satellite products, 53 the SST is most popularly and widely used for the operational forecast, reanalysis or validation of the 54 model because of both its coverage and properties. SST acts as a medium between atmospheric and 55 oceanic variations through activation of coupling mechanisms. SST is also a key ocean variable to link 56 many processes that occur in the upper ocean, for example, air-sea exchange of energy, primary 57 productivity, and formation of water masses (Tranchant et al., 2008) .
58
A realistic forecast of SST is essential to an ocean forecasting system. SST is especially im- 
76
The objective of this study is to address the impact of assimilating a high resolution SST product 77 on the forecast of the Baltic Sea, particularly the forecast of SST related variables like sea level and 78 sea ice. It is also the first time that satellite SST from the Ocean and Sea Ice Satellite Application Fa-79 cility (OSISAF) was assimilated into NEMO-Nordic model (NEMO variant for the North Sea and 80 4 Baltic Sea). For operational forecast, the SST from OSISAF is the most important dataset in the Baltic 81 Sea because it differs from hindcast analyzed product like OSTIA (Operational SST and Sea Ice Anal-82 ysis) data. As a level 2 product, the OSISAF SST has both good temporal and spatial coverage in the 83 Baltic Sea. As there is no hindcast information included in the OSISAF SST, we are able to assess 84 direct impacts of assimilating SST observations. Therefore, exploring the potential of this product is 85 critically important to further improving the new operational forecast system. In addition, our study 86 will enrich the reanalysis database of the Baltic Sea. In this study, we use the Singular Evolutive Inter-87 polated Kalman (SEIK) filter (Pham, 2001) to account for the model uncertainties arising from a wide 88 range of spatial and temporal scales (Haines, 2010) . One of our focuses is the impact of SST on the 89 modeled sea level and the sea ice in the Baltic Sea. For the whole Baltic Sea, how the SST assimila-90 tion influences the temperature and salinity (T/S) on the different depth is another focus of this study.
91
The outline of the paper is as follows: the model configuration and SEIK scheme are described 92 in Section 2. An overview of the observations used in this study is presented in Section 3. The imple-93 mentation of DA experiment is given in section 4 together with the sampling of ensemble and localiza-94 tion. Results are compared with observations for temperature, salinity, sea level anomaly and sea ice in 95 Section 5. In this section, the impact of data assimilation on the forecasts is also investigated. Conclu-96 sions and discussions are given in section 6. (Vancoppenolle et al., 2008) with a constant value of 10 -3 PSU for the sea-ice salinity. A time-splitting 110 approach is used to compute a barotropic and a baroclinic mode, as well as the interaction between 111 them. A Tidal Inversion Model is used to define the barotropic mode at the open boundary conditions 112 (Egbert and Erofeeva, 2002) . 11 tidal harmonics are defined for sea level and barotropic tidal veloci- The method used to assimilate SST into NEMO-Nordic is the Local Singular Evolutive Interpo-139 lated Kalman (LSEIK) filter (Pham et al., 2001 , Nerger et al. 2006 ). This is a sequential data assimila-140 tion scheme, which is an error subspace extend Kalman filter that uses a minimum number of ensem-141 ble members to reduce the prohibitive computation burden (Pham, 2001 
169
A second-order exact sampling is used to initialize the LSEIK filter. At time ‫ݐ‬ ିଵ , a analysis 170 state ‫܆‬ ሺ‫ݐ‬ ିଵ ሻ and its corresponding error covariance matrix ‫۾‬ ሺ‫ݐ‬ ିଵ ሻ, in the factorized form 171
, are available. The samples can be given by the following formular:
172
‫܆‬
173
For 1≤ ݇ ≤ ‫ݎ‬ + 1, the ۱ ିଵ is the Cholesky decomposition of ‫܃‬ ିଵ ିଵ and ߗ ିଵ is a ሺ‫ݎ‬ + 1ሻ × ‫ݎ‬ ma-174 trix with orthonormal columns and zero column sums, where ષ ,ିଵ denotes the ݇ ௧ row of ષ ିଵ . ‫܆‬ 
219
Not all the available observations from satellite, moored buoys, CTDs, tide gauges were included 220 in this study. To obtain the high assimilation quality results, another quality control was applied for 221 these data before they were used into assimilation and validation. These controls include examination 222 of forecast observation differences by excluding those observations for which the difference between 223 the forecast and the measurement exceeded given standard maximum deviations. The criteria were set 224 up empirically based on past validation results of the model (Liu et al. 2013 ). Furthermore, stations 225 located on land, according to the NEMO-Nordic grid, were excluded. We also removed the duplicate 226 records of these data.
227
The accuracy of observation error is difficult to be defined for all water points. The observation 228 is commonly assumed to be spatially irrelevant, which results in an error covariance matrix that is 
261
A forgetting factor ߩ was introduced to parameterize the imperfect model by amplifying the al-262 ready existing modes of the background error (Nerger et al, 2006) . The matrix ܷ was calculated by 263
264
The localization scale is another import factor to the assimilation system, especially at the coastal 
277
To define the forgetting factor, a one-month simulation experiment with varying the factor ߩ was 278 done in January 2010. At last, a factor ߩ = 0.3 resulted in the best assimilation performance. Further, 279
we define a two-day assimilation window in assimilation experiment. As a result, the observations in 280 the two days before the assimilation time were used to calculate the innovation with observation oper-281 ator. When we calculated the innovation we also changed the observation error according to the obser- 
Results

287
In the following sub-sections, we conducted two runs with and without assimilation of the 288 SST observations from the OSISAF database, both runs with the above setup of the analysis system.
289
Accordingly, the runs with and without assimilation are called ASSIM and FREE, respectively. We 
299
The cold biases in the forecast were found in the Skagerrak, west coast of the Baltic proper and the 300 Bothnian Bay, respectively. However, the warm biases appeared in the interior of the Baltic Sea and 301 the Kattegat. The largest deviation in the FREE reached 2.2 o C at the Skagerrak. Apparently, tempera-302 ture by assimilation analysis agreed with the satellite-derived data much better. This correction at the 303 analysis step has allowed us to reduce the deviation of the SST forecast from the observations. The
304
DA system simulation was also verified at 2 June 2010, which has also many available OSISAF ob-305 servations. The biases on 2 June 2010 were obviously different from that on 11 January 2010. Moreo-306 ver, it was found they had a roughly opposite bias signal. For example, relative to the OSISAF SST at 307 the Baltic proper, Bothnian Sea and Bothnian Bay, FREE produced relatively warmer water at January 308 11 and colder water at 2 June (Fig. 2) , respectively. After data assimilation, the analysis increments 309 were appropriately added to the model field. In general, the SST DA has improved the simulated SST 310 in both cases (Fig. 2) . (Fig. 5) , the CTD observations at BY15 had lower temporal resolution with almost one observa-373 tion per month. In the mixing layer, it can be seen model had overestimated the temperature (Fig. 6 ).
374
At a depth of 10 m, ASSIM has remarkably improved the simulation of temperature relative to FREE. 
392
The mixed layer depth (MLD) was calculated at the Arkona and BY15 station and compared with 393 the SHARK observation in Fig. 7 . We used the temperature criterion to define the MLD, i.e., the depth 394 at which the temperature deviated from the surface value by 0. 
415
The RMSE showed that the forecast of temperature was obviously improved from surface to thermo-416 cline in the ASSIM and the improvements generally decreased with depth. Above 100 m, the overall 417 RMSE of temperature in ASSIM was decreased by 21.38% (from 1.59 to 1.25 o C). It was also found 418 the temperature error had similar variability as the warm biases in two runs. In the transition zone, the 419 RMSE in the ASSIM was reduced by 5.59% and -20.31% above and below 100 m relative to the 420 FREE, respectively. Below 90 m, the temperature was also over-adjusted, which changed the warm 421 bias to cold bias. It is worth noting that the number of the deeper water observation in the transition 422 zone is substantially less than that in the Baltic Sea. For the salinity, both RMSE and bias of the AS-423 SIM showed very minor changes relative to the FREE inside the Baltic Sea. For the water above 100 424 m, the total RMSE of salinity was increased by 3.48% (from 1.15 psu in the FREE to 1.19 psu in the 425 ASSIM) in the transition zone and 1.04% (from 0.96 psu in the FREE to 0.97 psu in the ASSIM) in 426 the Baltic Sea. forecast. The observations from the 24 tide gauge stations were used. These gauge stations are mainly 433 located at the Swedish coast (see Fig.8b ). Since only the SST is assimilated in this study, the SLA 434 observations are completely independent.
435
We calculated the RMSE and correlation coefficients for both the FREE and ASSIM against the 436 observations from tide gauges (Fig. 10) . The overall RMSE was reduced by 1.8% and the correlation 437 coefficients were slightly increased. Among these stations, RMSE at the Oskarshamn was decreased 438 by 5.6%, which is larger than that in other station. The minimum RMSE change of SLA was seen at 439 the Klagshamn. For the correlation coefficient, improvement on the SLA by the DA is very small.
440
Simrishamn station showed the biggest change of correlation coefficient, which is 1.1%. The RMSE 441 and correlation comparison demonstrated that the SST DA has generally positive effects on the fore-442 cast of the SLA.
443
In addition, the time series of the SLA error discrepancy (ASSIM minus FREE) in two runs at 444 four stations were selected to evaluate the simulation results (Fig. 11) . These four stations were select- 
530
The forecast results were further validated with the independent SLA observations. The result 531 shows that all RMSEs and correlations for all 21 stations are smaller than 0.12 m and greater than 532 0.86, respectively. After DA, the SLAs at these stations have been slightly improved. In general, the 
