We use the pair-product approximation to the complex-time quantum mechanical propagator to obtain accurate quantum mechanical results for the symmetrized velocity autocorrelation function of a Lennard-Jones fluid at two points on the thermodynamic phase diagram. A variety of tests are performed to determine the accuracy of the method and understand its breakdown at longer times. We report quantitative results for the initial 0.3 ps of the dynamics, a time at which the correlation function has decayed to approximately one fifth of its initial value.
I. INTRODUCTION
The focus of much work in the field of quantum dynamics is the accurate calculation of the two-time correlation function
where Ĥ is the Hamiltonian of the system, Â and B are arbitrary operators, ␤ =1/ k B T is the reciprocal temperature in units of the Boltzmann constant, and Z =Tr͑e −␤Ĥ ͒ is the canonical partition function. For large systems with many degrees of freedom, the path integral formulation of timedependent quantum mechanics 1,2 offers the only potentially useful fully quantum mechanical approach for numerical evaluation of a correlation function. Noting that the Boltzmann operator has the form of a time evolution operator in imaginary time, 3 the discretized path integral representation of the correlation function consists in expressing each exponential operator in Eq. ͑1.1͒ as a product of shorter ͑real or imaginary͒ time evolution operators whose coordinate matrix element ͑the short time propagator͒ can be approximated to satisfactory accuracy. Inserting the resolution of identity in the form of complete sets of position states turns the correlation function into an integral of dimension equal to the product of the number of degrees of freedom and the total number of slices employed in the splitting of the three exponential operators. 4 The high dimension of the discretized path integral renders quadrature-based integration methods 5 impractical for large systems. At the same time, numerical evaluation of such expressions using Monte Carlo techniques is problematic due to the rapidly oscillatory nature of the integrand. 6, 7 An additional difficulty in the case of Eq. ͑1.1͒ arises from the lack of decay of the real-time propagators ͑i.e., the complete delocalization of the integrand in the space of those integration variables͒. In spite of some progress in the last two decades, [8] [9] [10] [11] [12] [13] [14] [15] [16] the infamous "sign problem" remains extremely difficult to overcome. The so-called symmetrized form of the correlation function 4, 17 
where t c = t − i␤ប / 2 is a complex time, is often preferable as the starting point for numerical calculations. This form is related to the real-time form ͑1.1͒ in frequency space
is the Fourier transform of G AB ͑t͒, and similarly C AB ͑͒ is the Fourier transform of C AB ͑t͒. Thus, knowledge of the symmetrized correlation function can be used to obtain C AB ͑t͒. Each time evolution operator in Eq. ͑1.2͒ is paired with a piece of the Boltzmann operator, leading to complextime propagators that are localized and can be used to construct a sampling function. Nevertheless, the complex-time propagators contain oscillatory phase factors and thus numerical evaluation of the path integral representation of Eq. ͑1.2͒ is also plagued by the sign problem.
In this paper we focus on symmetrized velocity autocorrelation functions. By evaluating each of the complex-time propagators in a single step, one obtains an expression with a positive integrand, 18 circumventing the sign problem. Conventional single-step approximations to the propagator of a many-body system are sufficiently accurate only over short time intervals, and thus the resulting approximation to the correlation function is valid at high temperatures and early times. We are able to extend the validity of the results to moderate temperatures and longer times by using the pairproduct approximation to the propagator 19 ͑PPP͒, an approxi-mation developed originally in the context of the imaginarytime path integral calculations on 4 He. Our focus in this paper is on general Lennard-Jones fluids at temperatures and densities in the vicinity of the critical point. Our goal is to generate accurate, fully quantum mechanical results for the velocity autocorrelation function, which can be used as benchmarks to assess the accuracy of approximate methods. Even though our method breaks down at long times, we have been able to generate reliable results for the initial part of the dynamics, up to the point where the correlation function has decayed to about 20% of its initial magnitude.
The methodology is described in Sec. II. In Sec. III we describe various estimators of time-invariant properties that help gauge the accuracy of the calculations. Various computational details are discussed in the same section. In Sec. IV we provide the results of our calculations, along with some important observations regarding the effect on the increase of the real-time part of t c . Section V summarizes the work and comments on the future of such studies.
II. METHODOLOGY
Rather than attempting to deal with the dramatic cancellation associated with a Monte Carlo evaluation of the real ͑or complex͒ time path integral, we express the symmetrized correlation function in terms of single-step propagators that lead to a strictly positive integrand. 18 For example, if the two operators are local in coordinate space, the correlation function can be written as
Similarly, the symmetrized momentum correlation function
and again the phases in the complex conjugate factors combine to give a positive exponential function of the integration variables.
Monte Carlo evaluation of expressions of the type shown in Eq. ͑2.1͒ is straightforward. Of course, the usefulness of Eq. ͑2.1͒ depends on one's ability to obtain sufficiently accurate single-step approximations to the complex-time propagator. Because such approximations typically deteriorate as the total complex time is increased, the present approach is useful for calculating the short-time behavior of the correlation function at moderate to high temperatures.
A. Pair-product approximation to the symmetrized correlation function
The simplest approximation to the propagator is obtained by using the Trotter factorization of the time evolution operator into kinetic and potential energy parts. 20 Numerous methods have been proposed for obtaining improved approximations to the propagator that are accurate over larger time increments, including the use of exponential power series 21 and cumulant 22 expansions, harmonic reference methods, 23 and propagators based on an adiabatic splitting of the Hamiltonian. 24 A very attractive scheme for calculations on neat fluids is the PPP, originally developed by Ceperley and co-workers for calculations on liquid helium. 19 In that formulation, the exact propagator for a pair of particles is obtained by solving the Schrödinger equation exactly, and the propagator for a many-particle system is approximated in terms of two-particle propagators.
The Hamiltonian for a neat fluid with pairwise-additive interactions takes the form
where R and P are 3n-dimensional vectors that contain the Cartesian coordinates r ͑i͒ and conjugate momenta p ͑i͒ for the n-particle system and V is the interaction potential between a pair of particles. The exact complex-time propagator for a pair of particles is defined as
is the Hamiltonian of the two-particle system and T ͑i͒ = ͉p ͑i͒ ͉ 2 / 2m. Switching to center-of-mass and internal coordinates
the Hamiltonian is rewritten as
describes the translational motion of the center-of-mass and
is the Hamiltonian for internal motion. In the earlier expressions P ͑12͒ and p ͑12͒ are momenta conjugate to the coordinates R ͑12͒ and r ͑12͒ , respectively, and M =2m and = m / 2.
Since the Hamiltonian is separable in the form of Eq. ͑2.6͒, the two-particle propagator factorizes
The translational part is given by the free-particle expression, while the internal motion factor is evaluated numerically. By using spherical coordinates, the complex-time propagator corresponding to internal motion can be expanded in partial waves as follows:
where P l ͑cos ͒ is the Legendre polynomial and is the angle between the internal coordinate vectors r and rЈ. Each partial wave component in Eq. ͑2.10͒ is the propagator for the one-dimensional Hamiltonian
The numerical evaluation of this one-dimensional propagator is performed using the sinc-DVR discrete variable representation method. The obtained one-dimensional propagators for each partial wave components are entered yielding the propagator for internal motion. We define the effective potential u from the relation
In terms of this, the two-particle propagator takes the form
is the free-particle propagator for particle i. The PPP approximation consists in expressing the propagator for an n-particle system as a product of pair propagators, 25 i.e.,
K͑RЈ,R;t c
This form is expected to be reasonably accurate when pairwise interactions dominate, where densities are relatively low and the neglect of three-͑and higher-͒ order terms can be justified.
Using the PPP expression, the symmetrized complextime correlation function for Â = A͑R ͒, and B = B͑R ͒ can be written as
and with Â = B = v = P / m, one obtains the following expression for the symmetrized velocity autocorrelation function:
͑2.17͒
Here ͗¯͘ t c denotes the Monte Carlo average with respect to the weight function
which is automatically normalized to unity. The form of the pair-product propagator yields an attractive expression from a computational standpoint, with a natural positive, nonoscillatory Monte Carlo sampling function for all times t c .
III. APPLICATION TO LENNARD-JONES FLUIDS

A. Parameters and computational details
The complex-time correlation functions to a Lennard-Jones fluid, described by the potential
͑3.1͒
were calculated at two thermodynamic state points chosen for their proximity to the critical point, as well as their relatively low densities. The simulation used a cubic box of length L ͑with periodic boundary conditions͒ containing 108 particles with the mass of neon. The Lennard-Jones parameters are = 2.749 Å and = 35.6 K. The box length and thermodynamic parameters are given in Table I in To test the accuracy of the PPP approximation to the complex-time correlation function calculations, several timeindependent thermodynamic properties were calculated using the complex-time propagator and compared to path integral Monte Carlo 26 ͑PIMC͒ results for each state point. Each PIMC computation utilized 20 beads and was performed using 300 000 Monte Carlo steps, assuring convergence. Any significant deviation of the computed thermodynamic properties from the PIMC results indicates a breakdown of the PPP expression at the given value of t c .
B. Energy estimators
Three such properties that give insight to the accuracy of the PPP computation are the potential energy, the kinetic energy, and the total energy. An expression for the total energy E can be obtained by first noting that
thus by setting Â = 1 and B = Ĥ in the PPP expression leads to the expression
͑3.3͒
Similarly, if one sets Â = 1 and B = Û , where Û is the potential energy operator, the following expression for the average potential energy is obtained:
While these quantities are important and do provide valuable information in regards to the accuracy of the PPP calculations, of greater relevance is the average kinetic energy. This is because of its very close relation to the symmetrized velocity-velocity autocorrelation function. The real-time expression for the average kinetic energy
can be brought in the form
͑3.6͒ Comparing this expression to Eq. ͑2.17͒, it becomes quite evident that the accuracy of the kinetic energy is an excellent predictor of the accuracy of the symmetrized velocity autocorrelation function.
Utilizing the close relation between G v·v ͑t͒ and K and subtracting Eq. ͑3.6͒ from Eq. ͑2.17͒, one can formulate another estimator for the symmetrized velocity autocorrelation function
͑3.7͒
where the kinetic energy is obtained from a PIMC calculation. This separate form for G v·v ͑t͒ is the difference between a well converged and accurate result, and a time-dependent average that depends solely on the derivatives of the effective potential. This convenient form provides yet another independent means of calculating the desired result. Agreement between the numerical results for Eqs. ͑2.17͒ and ͑3.7͒ lends strong support for the validity of the PPP approximation to the complex-time propagator and the accuracy of the computed values of the symmetrized velocity autocorrelation function. Figures 1 and 2 show the results of the total and potential energy estimation for the two thermodynamic state points. Similar patterns are observed, with good agreement at short times and a gradual loss of accuracy as the time is increased, such that the error in the total energy at t = 0.4 ps has grown to about 10%. Figure 3 shows the kinetic energy estimator for each point as a function of time. The kinetic energy performs much better than the total energy over the 0.4 ps time frame of the investigation. In each case, the estimator remains within 1 K of the converged PIMC result, until about 0.35 ps, when the kinetic energies seem to change more steeply. This mild time dependence of the kinetic energy, along with its close relation to G v·v ͑t͒, provide much confidence in the accuracy of our results of the symmetrized velocity correlation function over the initial 0.3 ps.
IV. RESULTS
A. Energy estimators
B. Effective pair potential
To understand the nature of the breakdown of the PPP approximation at long times, we investigate the effective pair potential, u͑rЈ , r ; t c ͒, as a function of the magnitude, r and , the angle between the vectors r and rЈ. For state point A, where ប␤ / 2 = 0.128 ps, at t = 0.4 ps the real-time part of t c has become large compared to its temperature portion. Figure 4͑a͒ shows the real, diagonal part of the effective potential ͑rЈ = r and cos =1͒ for point A, along with a comparison to the classical ͑Lennard-Jones͒ form of the potential function. As one can see from the figures, the effect on the effec- 
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The angle dependence of the pair potential is shown in Fig.  4͑b͒ , where a strong angle dependence is observed at nonzero times. While the 0.2 ps results change dramatically at cos Ͻ 0.65, the magnitude of the sampling function at such points is relatively small and such configurations are not sampled. However, the sensitivity of PPP in regards to an increase in real time is readily seen in these figures. Figure 5͑a͒ shows the diagonal part of the effective potential for point B at various times, again compared to the classical form of the potential. A similar pattern is observed, where a shift in minimum and oscillations occur as the time is increased. Figure 5͑b͒ shows a comparison of the effective potential at 0.4 ps against that of the pair potential at a temperature chosen to yield the same value of ͉t c ͉ = ͉t − i␤ប / 2͉ at t = 0. Even though the shape of the effective pair potential changes significantly as the real time is increased at constant temperature, Fig. 5͑b͒ shows that this change is still rather weak compared to the more dramatic dependence of the effective potential on temperature. This observation, which is in line with earlier arguments, lends further support to the ability of the method to yield reliable results over considerable time lengths under conditions where the PPP approximation at t = 0 is accurate.
C. Fluid structure
The substantial increase in the depth of the effective pair potential over time causes a clustering effect under thermodynamic conditions corresponding to point A, leading to a great deal of structure in the fluid. In Fig. 6 we present a few randomly chosen configurations selected by the PPP-based sampling function at t = 0.4 ps. Where the propagator should be selecting a fluid state, it selects a more ordered solidlike state. Previous work [27] [28] [29] has identified a glass transition for Lennard-Jones fluids near ‫ء‬ = 0.973, and so it seems that as the real time is increased, the error in the propagator manifests itself as a drift to more dense regions of the phase diagram.
An analysis of the structures selected for point B at t = 0.4 ps showed no such structures. This is most likely a consequence of the lower density of the system at this point.
D. Velocity autocorrelation function
By using these estimators as a gauge of accuracy, it was determined that for each case, despite the different temperature and density of each, the results can only be trusted to about 0.3 ps. Figure 7 shows the symmetrized correlation function for points A and B obtained using the two expressions given in Sec. III, Eqs. ͑2.17͒ and ͑3.7͒. For comparison, we also show results obtained from a classical molecular dynamics simulation. It is evident that quantum mechanical effects are very significant at these conditions, doubling the value of the kinetic energy. It is seen that both methods of estimating G v·v ͑t͒ are in near agreement over this interval and begin to diverge from one another at 0.4 ps.
Various approximate methods for simulating correlation functions have been developed in recent years and applied to cold liquids. In Fig. 7 we also present results obtained using the forward-backward semiclassical dynamics ͑FBSD͒ approximation [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] FBSD methodology generates the real-time version of the correlation function C v·v ͑t͒, we had to transform the results to the complex-time form G v·v ͑t͒ in order to compare. This procedure involves a Fourier transformation to frequency space, followed by a second Fourier transformation back to the time domain. Therefore, the transformed FBSD results at any time reflect the global characteristics of the FBSD approximation to C v·v ͑t͒ over the entire time interval in which the latter has nonzero values. As one can see, the FBSD and PPP results are in excellent agreement over the entire time domain where the PPP results are deemed accurate. This agreement lends support for the accuracy of the FBSD results for this system, even at times greater than 0.3 ps. For comparison, we also show results obtained from a classical molecular dynamics simulation. Again, these results were generated by transforming the real-time correlation function into its symmetrized form. The inability of the classical simulation to capture the imaginary part of C v·v ͑t͒ effects drastically its symmetrized form, introducing a spurious imaginary part in G v·v ͑t͒. ͓At moderate to high temperature, where the imaginary part of C v·v ͑t͒ is sufficiently small, an improved estimate of the classical approximation to the symmetrized correlation function can be obtained by including a quantum correction factor [43] [44] [45] [46] [47] [48] [49] in C v·v ͑t͒ prior to performing the Fourier transformation.͔
V. SUMMARY
The calculations presented in this paper show that the complex-time PPP methodology provides a reliable means of generating accurate quantum mechanical results for the early parts of symmetrized time correlation functions. For the two thermodynamic state points chosen, we have concluded that the method is quantitative over the initial 0.3 ps. At this time the correlation function has decayed to about 20% of its initial value.
Much of the present work focused on understanding the breakdown of the PPP method at longer times. We have shown that an increase in the real time greatly affects the accuracy of these calculations. Specifically, increasing the real time induces significant changes in the shape of the effective pair potential, leading to clustering effects associated with higher values of the fluid density. The effects associated with an increase in real time are quite different from those observed with a comparable increase in the imaginary part of t c , illustrating the complexity of these calculations within different parts of the complex t c plane.
The single-step form of the symmetrized correlation function completely avoids the sign problem, and with such an attractive quality this form will remain the focus of much future work. This work will include extending the calculations to longer times by increasing the accuracy of the effective potential, as well as application to other systems. 
