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Abstract
In this paper we introduce a weak version of level and epigraph convergence for level functions on
topological spaces. In the particular case of topological groups we are able to define convolutions in the set
of level functions and show that any such function is the limit in level and epigraph of robust functions.
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1 Introduction
The study of level-convergence and epigraphic-convergence of functions and their applications has been done by
many authors, including Roma´n-Flores et al. [4, 5, 6, 7, 8] in the setting of convergence of fuzzy sets on finite-
dimensional spaces, level-convergence of functions on regular topological spaces, and compactness of spaces of
fuzzy sets on a metric space, respectively; Fang et al. [10] in level-convergence of fuzzy numbers; Greco et al.
[9, 11] in variational convergence of fuzzy sets, and characterization of relatively compact sets of fuzzy sets on
metric spaces; and Attouch [12] in calculus of variations.
The main tools involved in these studies are based on Kuratowski limits and their connections with important
variational properties. We recall that one of the most relevant properties of the epi-convergence is the preser-
vation of maximum (minimum) points in epi-convergent sequences of functions. This explains the success of
these convergence schemes in the global optimization theory (see [12]). In the setting of global optimization, in
[1, 2, 3] Zheng introduced the concept of robust function as a generalization of upper semicontinuous functions.
For robust functions the problem of global minimization on compact sets have an integral approach allowing
the creation of an algorithm for the problem.
The aim of the present paper is two-fold. First, to introduce a weak version of level and epi-convergence
on topological spaces and to study it. The main difference between these convergences is the existence of a
generalized type of minimum which basically gives us information about the behaviour of the function around
but not at the point. Second, to study robust functions defined on topological groups. The main advantage of
∗Supported by Proyecto Fondecyt no 1190142, Conicyt, Chile
†Corresponding Author’s e-mail: heriberto.roman@gmail.com
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this case is the great generality it provides. By defining convolutions on the set of level functions, we are able
to prove that any such function is in fact the limit of robust level functions, which could be of great interest in
optimization problems.
The paper is organized as follows: In Section 2 we provide the basic tools that will be used in the article
concerning limit of subsets, level functions, epigraphs, etc. In Section 3, we introduce the concept of weak level
and epigraph convergence and prove several properties concerning them. The main result of this section shows
that both concepts are equivalent if the limit function is level continuous. In Section 4 we analyze the case
where our topological space is a Hausdorff topological group. In this context we are able to show that any level
function is the limit of robust functions.
2 Preliminaries
We use this section to introduce the basic concepts needed in the rest of the paper. We also prove some results
concerning the main properties of level functions.
2.1 Convergence of sequence of subsets
This section is concerned with the convergence of nets of subspaces of a given topological spaces. For more on
the subject the reader could consult [13, Chapter 3].
Let (X, τ) be a topological space and (xλ)λ∈Λ a net in X. Let Vx := {U ∈ τ ; x ∈ U} be the set of neighborhoods
of x.
For metric spaces X,Y a function f : X → Y is continuous if and only if for any x ∈ X
xn → x⇒ f(xn)→ f(x) for every sequence (xn)n∈N.
The same is not true for topological spaces. The notion of net introduced by E. H. Moore and Herman L. Smith
in [14] generalize the notion of a sequence and solve the problem.
In order to define a net we need first the following notion. A nonempty set Λ with a reflexive and transitive
binary relation ≤ is a direct set if given any λ, β ∈ Λ there exist γ ∈ Λ with λ ≤ γ and β ≤ γ. A subset Λ0 ⊂ Λ
is said to be cofinal if for any λ ∈ Λ there exists µ ∈ Λ0 such that µ ≥ λ.
2.1 Definition: Let X be a topological space, and Λ a direct set. Any function f : Λ→ X is a net. We usually
identify f with its image (xλ)λ∈Λ, where xλ := f(λ).
A point x ∈ X is a limit point of (xλ)λ∈Λ if for every U ∈ Vx there exists µ ∈ Λ such that xλ ∈ U for all λ ≥ µ.
Also, we say that x is a cluster point of (xλ)λ∈Λ if for every U ∈ Vx and every µ ∈ Λ there is λ ∈ Λ such that
λ ≥ µ and xλ ∈ U .
2.2 Definition: Let (Aλ)λ∈Λ be a net of subsets of X.
1. A point x ∈ X is a limit point of (Aλ)λ∈Λ if for every U ∈ Vx, there exists µ ∈ Λ such that Aλ ∩ U 6= ∅
for all λ ≥ µ;
2. A point x ∈ X is a cluster point of (Aλ)λ∈Λ if for every U ∈ Vx and every µ ∈ Λ there exists λ ∈ Λ with
λ ≥ µ and Aλ ∩ U 6= ∅;
3. lim infλAλ is the set of all limit points of (Aλ)λ∈Λ;
4. lim supλAλ is the set of all cluster points of (Aλ)λ∈Λ;
5. If lim supλAλ = lim infλAλ = A we say that the net (Aλ)λ∈Λ converges to A and write A = limλAλ.
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By [13, Propositions 3.2.11 and 3.2.12] it holds that
lim sup
λ
Aλ =
⋂
µ∈Λ
⋃
λ≥µ
Aλ and lim inf
λ
Aλ =
⋂
Λ0
⋃
λ∈Λ0
Aλ,
where Λ0 is a cofinal set in Λ. In particular lim infλAλ and lim supλAλ are closed subsets of X and it holds
that lim infλAλ ⊂ lim supλAλ.
2.3 Definition: We say that a net (Aλ)λ∈Λ is monotone increasing (resp. decreasing) if
λ ≤ µ, implies Aλ ⊂ Aµ
(
resp. Aλ ⊃ Aµ
)
.
The next result assures that for monotone nets the limit exists.
2.4 Proposition: Let (Aλ)λ∈Λ be a net of subsets of X.
(i) If (Aλ)λ∈Λ is monotone increasing then limλAλ =
⋃
λ∈ΛAλ;
(ii) If (Aλ)λ∈Λ is monotone decreasing then limλAλ =
⋂
λ∈ΛAλ;
Proof: Since the proof of both cases are similar, let us only show the monotone decreasing case. In this
situation, it holds that
∀µ ∈ Λ,
⋃
λ≥µ
Aλ = Aµ =⇒ lim sup
λ
Aλ =
⋂
µ∈Λ
Aµ.
On the other hand,
∀λ ∈ Λ,
⋂
µ∈Λ
Aµ ⊂ Aλ =⇒
⋂
µ∈Λ
Aµ ⊂
⋃
λ∈Λ0
Aλ,
for any cofinal set Λ0 of Λ. Hence
lim sup
λ
Aλ =
⋂
µ∈Λ
Aµ ⊂
⋂
Λ0
⋃
λ∈Λ0
Aλ = lim inf Aλ,
which implies the result. 
Let (αλ)λ∈Λ be a net of real numbers with αλ → α. In the sequel, we use the notation αλ ↗ (resp. αλ ↘)
when the net converges to α and is monotonic crecent (resp. decrescent) and there is no repetition of elements.
2.2 Level functions
Let X be a topological space and consider f : X → [0,+∞] a function.
2.5 Definition: For any given α > 0 the α-level sets of f reads as
`αf := {x ∈ X; f(x) < α} and Lαf := {x ∈ X; f(x) ≤ α}.
We consider the set of level functions given by
F(X) := {f : X → [0,+∞], `αf 6= ∅, ∀α > 0} .
The next proposition characterizes the level sets of a function f ∈ F(X) by means of limits.
〈limits〉
2.6 Proposition: For any f ∈ F(X) and any α > 0 it holds that
lim inf
β→α
Lβf = `αf ⊂ Lαf ⊂
⋂
ε>0
`α+εf = lim sup
β→α
Lβf ;
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Proof: Since the inclusions
`αf ⊂ Lαf ⊂
⋂
ε>0
`α+εf,
follows directly from the definition of level sets, we will only show the equalities.
Let then x ∈ `αf and a net βλ → α. There exists ε > 0 such that f(x) ≤ α− ε. Hence,
βλ → α =⇒ ∃λ0 ∈ Λ; βλ ≥ α− ε, ∀λ ≥ λ0,
and so f(x) ≤ α− ε ≤ βλ implying that x ∈ Lβλf and showing that x ∈ lim infβ→α Lβf . Therefore,
`αf ⊂ lim inf
β→α
Lβf =⇒ `αf ⊂ lim inf
β→α
Lβf.
Reciprocally, let x ∈ lim infβ→α Lβf and consider a net βλ ↗ α. By definition,
∃xλ ∈ Lβλf, such that xλ → x.
Therefore, f(xλ) < βλ < α which implies xλ ∈ `αf implying that x ∈ `αf and so `αf = lim infβ→α Lβf .
Let us now consider x ∈ lim supβ→α Lβf . By definition, there exists a net βλ → α and xλ ∈ Lβλf with xλ → x.
In particular, for any ε > 0 there exists λ0 ∈ N such that βλ < α+ ε implying that
∀λ ≥ λ0, f(xλ) ≤ βλ ≤ `α+ε =⇒ xλ ∈ `α+εf =⇒ x ∈ `α+εf,
and hence lim supβ→α Lβf ⊂
⋂
ε>0 `α+εf .
Reciprocally, let x ∈ ⋂ε>0 `α+εf and consider W × I ⊂ U with W ∈ Vx and I ∈ Vα. The fact that x ∈ `α+εf
shows that W ∩ `α+εf 6= ∅ for all ε > 0. In particular, there exists ε0 > 0 such that α + ε0 ∈ I. By taking
x0 ∈W ∩ `α+ε0f and we get that (x0, α+ ε0) ∈W × I. Therefore,
∀U ∈ V(x,α), ∃(xU , βU ) ∈ U such that xU ∈ `βU f,
and hence, (xU , βU )U∈V(x,α) is a net such that (xU , βU ) → (x, α). It follows that x ∈ lim supβ→α Lβf and
concluding the proof. 
2.7 Example: Let A ⊂ X and consider χA its characteristic function, that is,
χA(x) =
{
0, x ∈ A
1, x /∈ A .
Then, `1χA = A and L1f = X and hence
`1χA = L1χA ⇐⇒ A is dense in X.
2.8 Definition: For any f ∈ F(X) the epigraphs of f reads as
e(f) := {(x, α) ∈ X × (0,+∞); x ∈ `αf} and E(f) := {(x, α) ∈ X × (0,+∞); x ∈ Lαf}.
The next result relates the topological properties of epigraphs and level sets
〈Epi&level〉
2.9 Proposition: With the previous notations, it holds:
1. E(f) =
⋃
α>0
(
{α} × lim supβ→α Lβf
)
2. int `αf = `αf, ∀α > 0 =⇒ int e(f) = e(f);
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Proof: 1. Let (x, α) ∈ E(f). Then, for any U ∈ Vx and I ∈ Vα it holds that (U × I)∩E(f) 6= ∅. In particular,
by considering I = (α− ε, α+ ε) we get that U ∩ `α+ε 6= ∅ and by Proposition 2.6 we obtain that
x ∈
⋂
ε>0
`α+εf = lim sup
β→α
Lβf =⇒ (x, α) ∈
(
lim sup
β→α
Lβf × {α}
)
=⇒ E(f) ⊂
⋃
α>0
(
lim sup
β→α
Lβf × {α}
)
.
On the other hand, let x ∈ lim supβ→α Lβf and consider U × I ∈ V(x,α). By Proposition 2.6 it holds that
U ∩ `α+εf 6= ∅ for all ε > 0. Therefore, by considering ε > 0 such that α+ ε ∈ I and y ∈ U ∩ `α+ε we get
f(y) < α+ε =⇒ (y, α+ε) ∈ (U×I)∩E(f) =⇒ (x, α) ∈ E(f) =⇒
⋃
α>0
(
lim sup
β→α
Lβf × {α}
)
⊂ E(f).
2. Let (x, α) ∈ e(f) and consider U × I ∈ V(x,α). Then,
f(x) < α =⇒ ∃ε > 0; f(x) < α− ε and (α− ε, α+ ε) ⊂ I.
Also
int `α−εf = `α−εf =⇒ U ∩ int `α−εf 6= ∅.
On the other hand, the set
V := U ∩ int `α−εf × (α− ε, α+ ε) is open and is contained in U × I.
Moreover,
(y, β) ∈ V =⇒ f(y) < α− ε < β =⇒ V ⊂ int e(f) =⇒ (U × I) ∩ int e(f),
implying that
e(f) ⊂ int e(f) and hence (f) = int e(f).

2.3 Generalized minimum and level continuity
In this section we define the concept of minimum values for a level function. As we will see this notion will be
important for convergence.
?〈min〉?
2.10 Definition: A point x ∈ X is an α-generalized local minimum of a given function f ∈ F(X) if
x ∈ lim sup
β→α
Lβf \ lim inf
β→α
Lβf. (1) ?generalizedminimum?
If in addition f(x) = α we say that x is an α-local minimum of f . We denote by Mα(f) the set of the
α-generalized minimum of f and by M(f) = ⋃α>0Mα(f) the set of generalized minimum of f .
2.11 Remark: It is important to stress that a generalized minimum x ∈ X gives us information about the
behaviour of the graph of f around it while a minimum gives us also information about the value f(x). A
function can have generalized minimum but not minimum as the next example shows.
2.12 Example: Consider
f : R→ [0,+∞], defined as f(x) :=

0, if x ∈ [0, 1]
−x+ 3, if x ∈ (1, 2)
2, if x = 2
x− 1, if x ∈ (2,+∞)
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A simple calculation shows that
`1f = L1f = [0, 1], and `1+εf = [0, 1] ∪ (2− ε, 2) ∪ (2, 2 + ε), ε ∈ (0, 1)
implying that
lim sup
β→1
Lβf =
⋂
ε>0
`1+εf = [0, 1] ∪ {2} and lim inf
β→1
Lβf = `1f = [0, 1].
Since for α 6= 1, lim supβ→α Lβf = `αf then necessarily M(f) = M1(f) = {2}. Note also that f has not
minimum (see Figure 1).
Next we define weak level continuity of a level function.
2.13 Definition: For any α > 0, a function f ∈ F(X) is said to be weak α-level continuous ifMα(f) = ∅. We
say that f is weak level continuous if it is weak α-level continuous for all α > 0.
It is straightforward to see that f ∈ F(X) is weak level continuous iff
∀α > 0, lim
β→α
Lβf = Lαf.
3 Convergence by level and by epigraph
In this section we introduce the concepts of level and epigraph convergence. We also analyze conditions for the
equivalence of both concepts.
3.1 Definition: Let (fλ)λ∈Λ ⊂ F(X) be a net. We say that fλ weak converges by level (L-converges) to a
function f ∈ F(X) (or simply fλ L−→ f) if
∀α > 0, Lαfλ → Lαf.
Analogously, a net (fλ)λ∈Λ ⊂ F(X) weak converges by epigraph (E-converges) to a function f ∈ F(X) (or
simply fλ
E−→ f) when
E(fλ)→ E(f).
We say that the function f ∈ F(X) is a L-limit of the net (fλ)λ∈Λ if fλ L−→ f and and E-limit if fλ E−→ f .
The next example shows that a net can be E-convergent but not L-convergent.
〈ex〉
3.2 Example: Let (X,Σ, µ) be a measure spaces and Lp(X, ν) its associated Banach space. Let f0 ∈ Lp(X, ν)
with ‖f0‖p > 1 and consider (ελ)λ∈Λ ⊂ (0, 1) a decreasing net such that ελ ↘ 0. Define
Fλ(f) :=
 0, if f = 01− ελ if f ∈ B(f0, ελ)‖f − f0‖p + 1 otherwise and F (f) :=
 0, if f = 02, if f = f0‖f − f0‖p + 1 otherwise ,
where B(f0, ελ) := {f ∈ Lp(X, ν); ‖f − f0‖p < ελ} is the ελ ball in Lp(X, ν) centered at f0. Since
B(f0, ελ) ⊃ B(f0, εµ), if λ ≤ µ,
we have that
lim
λ
L1Fλ =
⋂
λ
(B(f0, ελ) ∪ {0}) = {0, f0}.
On the other hand, L1F = L1f = {0} showing that Fλ does not L-converges to F .
E(f) = {0} × (0,+∞) ∪ {f0} × [2,+∞) ∪
⋃
α∈(1,+∞)
(
B(f0, α)× {α}
)
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and so
E(f) = {0} × (0,+∞) ∪
⋃
α∈[1,+∞)
(
B(f0, α)× {α}
)
Also,
E(fλ) = {0} × (0,+∞) ∪B(f0, ελ)× [1− ελ,+∞) ∪
⋃
α∈[1+ελ,+∞)
(
B(f0, α)× {α}
)
,
implying that
lim
λ
E(fλ) = {0} × (0,+∞) ∪
⋃
α∈[1,+∞)
(
B(f0, α)× {α}
)
= E(f),
and hence fλ
E−→ f (see Figure 2).
3.3 Remark: A simple calculation shows us that
LαFλ =

{0}, if α ∈ (0, 1− ελ)
B(f0, ελ) ∪ {0} if α ∈ [1− ελ, 1]
B(0, α) ∪ {0}, if α > 1}
implying that the functions Fλ in Example 3.2 are also lower semicontinuous.
The next lemma relates the limits of epigraphs and level sets. It will be important in the proof of our main
result.
〈closure〉
3.4 Lemma: For all α > 0, it holds:
1. x ∈ lim supλ Lαfλ =⇒ (x, α) ∈ lim supλE(fλ);
2. x ∈ lim infλ Lαfλ =⇒ (x, α) ∈ lim infλE(fλ);
3. (x, α) ∈ lim supλE(fλ) =⇒ ∀ε > 0, x ∈ lim supλ Lα+εfλ;
4. (x, α) ∈ lim infλE(fλ) =⇒ ∀ε > 0, x ∈ lim infλ Lα+εfλ.
Proof: Since the items 1. and 3. are analogous to 2. and 4. respectively, we will only show 1. and 4.
1. Let x ∈ lim supλ Lαfλ. By definition, there exists a subnet λµ → +∞ and xλµ ∈ Lαfλµ with xλµ → x.
Consequently,
(xλµ , α) ∈ E(fλµ) and (xλµ , α)→ (x, α) =⇒ (x, α) ∈ lim sup
λ
E(fλ).
4. Let (x, α) ∈ lim infλE(fλ) and ε > 0. For any λµ → +∞,
∃ (xλµ , αλµ) ∈ E(fλµ); such that (xλµ , αλµ)→ (x, α).
In particular, αλµ → α implies the existence of µ0 ∈ Λ such that αλµ < α+ ε if µ ≥ µ0 and hence
(xλµ , αλµ) ∈ E(fλµ) =⇒ xλµ ∈ Lαλµ f ⊂ Lα+εfλµ , if µ ≥ µ0,
showing that x ∈ lim infλ Lα+εf and finishing the proof. 
Now we can state and prove our main result concerning the level and the epigraph convergence.
3.5 Theorem: Let (fλ)λ∈Λ ⊂ F(X) be a net and f ∈ F(X). Then,
fλ
L−→ f =⇒ fλ E−→ f.
Reciprocally, if f is level continuous, then
fλ
E−→ f =⇒ fλ L−→ f.
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Proof: We have to show that
fλ
L−→ f =⇒ lim sup
λ
E(fλ) ⊂ E(f) ⊂ lim inf
λ
E(fλ).
However, by Lemma 3.4
(x, α) ∈ lim sup
λ
E(fλ) =⇒ x ∈ lim sup
λ
Lα+εfλ, ∀ε > 0,
and hence
fλ
L−→ f =⇒ x ∈ Lα+εf ⊂ `α+2εf, ∀ε > 0.
By Propositions 2.6 and 2.9 we conclude that
x ∈
⋂
ε>0
lα+2εf = lim sup
β→α
Lβf =⇒ (x, α) ∈
(
lim sup
β→α
Lβf × {α}
)
⊂ E(f),
thus lim supλE(fλ) ⊂ E(f).
Let us consider now (x, α) ∈ E(f). Then, x ∈ Lαf and the assumption fλ L−→ f together with Lemma 3.4 imply
x ∈ Lαf ⊂ Lαf = lim inf
λ
Lαfλ =⇒ (x, α) ∈ lim inf
λ
E(fλ).
Therefore, E(f) ⊂ lim infλE(fλ), so E(f) ⊂ lim infλE(fλ) and then fλ E−→ f .
Let us now assume that fλ
E−→ f with f is level continuous. By definition,
fλ
L−→ f ⇐⇒ ∀α > 0, lim sup
λ
Lαfλ ⊂ Lαf ⊂ lim inf
λ
Lαfλ.
Let α > 0 and x ∈ lim supλ Lαfλ. Since we are assuming that fλ E−→ f , we have by Lemma 3.4 and Proposition
2.9 that,
(x, α) ∈ lim sup
λ
E(fλ) = E(f) =
⋃
α>0
(
lim sup
β→α
Lβf × {α}
)
.
Therefore, x ∈ lim supβ→α Lβf and since we are assuming that f is level continuous,
x ∈ lim sup
β→α
Lβf = Lαf which implies lim sup
λ
Lαfλ ⊂ Lαf.
Consider now x ∈ `αf and define α0 := f(x) < α, then (x, α0) ∈ E(f). Since we are assuming fλ E−→ f , we get
from Lemma 3.4 that
(x, α0) ∈ E(f) ⊂ lim inf
λ
E(fλ) =⇒ ∀ε > 0, x ∈ lim inf
λ
Lα0+εf.
Hence, for ε > 0 small enough, we obtain
Lα0+εfλ ⊂ Lαfλ =⇒ x ∈ lim inf
λ
Lα0+εf ⊂ lim inf
λ
Lαfλ =⇒ `αf ⊂ lim inf
λ
Lαfλ.
On the other hand, we are assuming that f is level-continuous, in particular Lαf = `αf and consequently
Lαf = `αf ⊂ lim inf
λ
Lαfλ
which implies that fλ
L−→ f ending the proof. 
Next we define monotone increasing nets.
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3.6 Definition: We say that a net (fλ)λ∈Λ ⊂ F(X) is monotone increasing if the net (E(fλ))λ∈Λ is monotone
increasing.
The next lemma states the main properties of monotone increasing nets.
〈monotone〉
3.7 Lemma: For any net (fλ)λ∈Λ ⊂ F(X) it holds:
1. (fλ)λ∈Λ is monotone increasing iff (Lαfλ)λ∈Λ is monotone increasing for all α > 0.
2. If (fλ)λ∈Λ is monotone increasing then, for all x ∈ X the net (fλ(x))λ∈Λ is monotone decreasing.
Proof: 1. In this case,
∀α > 0, x ∈ Lαfλ =⇒ (x, α) ∈ E(fλ) ⊂ E(fµ) =⇒ x ∈ Lαfµ.
Reciprocally, if ∀α > 0, Lαfλ ⊂ Lαfµ then
(x, α) ∈ E(fλ) =⇒ x ∈ Lαfλ ⊂ Lαfµ =⇒ (x, α) ∈ E(fµ).
2. Let x ∈ X and λ ≤ µ. Then,
(x, fλ(x)) ∈ E(fλ) ⊂ E(fµ) =⇒ fµ(x) ≤ fλ(x) =⇒ (fλ(x))λ∈Λ is decreasing.

The next theorem shows that monotone increasing nets are E-convergents.
3.8 Theorem: Any monotone increasing net has an E-limit in F(X).
Proof: By Lemma 3.7 we have that (fλ(x))λ∈Λ is a monotone decreasing sequence. By the Monotone Converge
Theorem for real sequences, we obtain that (fλ(x))λ∈Λ converges to f(x) := infλ∈Λ fλ(x). Moreover,
fλ ∈ F(X), λ ∈ Λ =⇒ f ∈ F(X).
Also,
(fλ)λ∈Λ increasing =⇒ lim
λ
E(fλ) =
⋃
λ∈Λ
E(fλ) and hence fλ
E−→ f ⇐⇒ E(f) =
⋃
λ∈Λ
E(fλ).
If (x, α) ∈ E(fλ) for some λ ∈ Λ then f(x) ≤ fλ(x) ≤ α and hence⋃
λ∈Λ
E(fλ) ⊂ E(f).
On the other hand, let (x, α) ∈ E(f). For any U ∈ V(x,α) there exists αU > α such that (x, αU ) ∈ U . Hence,
f(x) ≤ α < αU =⇒ ∃λ ∈ Λ; fλ(x) < αU =⇒ (x, αU ) ∈ E(fλ) ⊂
⋃
λ∈Λ
E(fλ).
Hence, the net
(
(x, αU )
)
U∈V(x,α) is contained in
⋃
λ∈ΛE(fλ) and (x, αU )→ (x, α) implying that
E(f) ⊂
⋃
λ∈Λ
E(fλ),
and concluding the proof. 
3.9 Remark: An analogous definition of monotone decreasing nets is possible. However, there is no way to
assure that a monotone decreasing net has a limit in F(X).
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4 Robust functions and topological groups
This section is devoted to the study of robust functions on topological groups. Robust functions appears in
optimization problems and therefore their understanding is desired (see for instance [1, 2, 3]). Our aim here is
to prove that any level function on a topological group is in fact the limit of robust function in both, level and
epigraph convergence.
4.1 Definition: A subset A ⊆ X is said to be robust iff A = intA.
We define the class of L-robust functions of F(X) as
RL(X) := {f ∈ F(X); `αf is robust ∀α > 0}.
and the class of E-robust functions of F(X) as
RE(X) := {f ∈ F(X); e(f) is robust}.
By Proposition 2.9 it holds that RL(X) ⊂ RE(X).
4.1 Topological groups
Let G be a topological Hausdorff group. For any x ∈ G, the right-translation by x is the map
Rx : G→ G, y ∈ G 7→ yx ∈ G.
Is a standard fact that Rx is a homeomorphism of G with inverse given by Rx−1 , where x
−1 is the unique
element in G such that xx−1 = x−1x = e, with e ∈ G the identity element.
For any given nonempty subsets A,B ⊆ G we define the set
AB = {ab / a ∈ A, b ∈ B}.
〈proposition〉
4.2 Proposition: Let A and B be two nonempty subsets of G. It holds:
1. If A is open, then AB is open;
2. If intA 6= ∅, then (intA)B ⊆ intAB;
3. If A is robust, then AB is robust.
Proof: 1. In fact, since
AB =
⋃
b∈B
Ab =
⋃
b∈B
Rb(A)
and right translations are homeomorphisms we have that if A is open then AB is open.
2. Follows directly from the previous equality.
3. We only have to show that AB ⊂ intAB since the opposite inclusion always holds. Let then x ∈ AB and
consider a neighborhood U of x. By definition,
U ∩AB 6= ∅ =⇒ ab ∈ U, for some a ∈ A, b ∈ B.
In particular a ∈ Ub−1 and hence Ub−1 is a neighborhood of a, since translations are homeomorphisms. By the
assumption that A is robust, we have that
∃a′ ∈ intA with a′ ∈ Ub−1 =⇒ a′b ∈ U =⇒ (intA)B ∩ U 6= ∅,
and by item 2. we conclude that intAB ∩ U 6= ∅ and hence x ∈ intAB concluding the proof. 
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4.2 L-robust functions on topological groups
In this section we show that on topological groups, any function in F(G) is the L-limit of some net (fλ)λ∈Λ ∈
RL(G).
Let f, g ∈ F(G). The L-convolution of f and g is the function f ∗L g ∈ F(G) given by
f ∗L g(x) := inf
y∈G
{max{f(xy−1), g(y)}}
〈product〉
4.3 Lemma: For all f, g ∈ F(G) and α > 0 it holds that
1. `α(f ∗L g) = `αf `αg;
2. Lαf Lαg ⊂ Lα(f ∗L g);
3. If there exists ε0 > 0 such that `α+εg is open for all ε ∈ (0, ε0) then
Lα(f ∗L g) \Mα(f) ⊂
⋂
ε∈(0,ε0)
(`αf `α+εg) .
Proof: 1. Let x ∈ `α(f ∗ g). Then,
f ∗ g(x) < α =⇒ inf
y∈G
{max{f(xy−1), g(y)}} < α =⇒ ∃y ∈ G; max{f(xy−1), g(y)} < α
=⇒ ∃y ∈ G; f(xy−1) > α and g(y) < α =⇒ xy−1 ∈ `αf and y ∈ `αg =⇒ x = (xy−1)y ∈ `αf`α, g
which proves that `α(f ∗L g) ⊂ `αf `αg.
Reciprocally, if a ∈ `αf and b ∈ `αg then
max
{
f
(
(ab)b−1
)
, g(b)
}
< α =⇒ f ∗ g(ab) = inf
y∈G
{
max
{
f
(
(ab)y−1
)
, g(y)
}}
< α,
showing that `αf `αg ⊂ `α(f ∗ g) and so `α(f ∗L g) = `αf `αg.
2. It follows analogously from the inclusion `αf `αg ⊂ `α(f ∗L g). For any
3. By definition, for any ε > 0 there exists y ∈ G such that
f ∗L g(x) + ε > max{f(xy−1), g(y)} =⇒ f(xy−1) < α+ ε and g(y) < α+ ε
=⇒ xy−1 ∈ `α+εf and y ∈ `α+εg ⇐⇒ x (`α+εg)−1 ∩ `α+εf 6= ∅.
In particular, we get that
x (`α+εg)
−1 ∩ `α+δf 6= ∅, ∀ε ∈ (0, ε0) and δ > 0.
However, by hypothesis x (`α+εg)
−1 ∈ Vx for any ε ∈ (0, ε0) and hence
x ∈ Lα(f ∗L g) \Mα(f) =⇒ x (`α+εg)−1 ∩ `αf 6= ∅, ∀ε ∈ (0, ε0).
Therefore,
x ∈ `α`α+εg, ∀ε ∈ (0, ε0) =⇒ x ∈
⋂
ε∈(0,ε0)
(`αf `α+εg) ,
which ends the proof. 
Next we prove that all functions in F(G) are L-limits of robust functions.
4.4 Theorem: For any f ∈ F(G) there exists a net (fλ)λ∈Λ ⊂ RL(G) such that
fλ
L−→ f.
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Proof: For any U ∈ Ve let us consider the indicator function of U given by
gU (x) :=
{
0, if x ∈ U
+∞ if x /∈ U and define fU (x) :=
{
f ∗L gU (x), if x /∈M(f)
f(x), if x ∈M(f) .
For all α > 0 it holds that,
x ∈ `αfU ⇐⇒ f ∗L g(x) < α or f(x) < α ⇐⇒ x ∈ `α(f ∗L gU ) or x ∈ `αf.
However, by definition `αgU = U which by Lemma 4.3 implies that `α(f ∗L g) = `αf U and since U ∈ Ve we
obtain that `αf ⊂ `αf U. By Proposition 4.2 it follows that
`αfU = `α(f ∗ gU ) = `αf U =⇒ fU ∈ RL(G),
thus we only have to show that (fU )U∈Ve L-converges to f , that is,
lim sup
U
LαfU ⊂ Lαf ⊂ lim inf
U
LαfU , ∀α > 0.
Let us first note that if x ∈ M(f), by definition f ∗ gU (x) = f(x) for all U ∈ Ve and hence we only have to
show the previous relation for x /∈M(f).
Consider x ∈ lim supU LαfU \Mα(f). We have,
∃{Uλ} ⊂ Ve and xλ ∈ LαfUλ such that
⋂
λ
Uλ = {e} and xλ → x.
If there exists a subnet xλµ ∈MG(f) such that xλµ → x, then
f(xλµ) = fUλ(xλµ) ≤ α =⇒ xλµ ∈ Lαf =⇒ x ∈ Lαf.
Therefore, we can assume w.l.o.g. that xλ ∈ LαfUλ \Mα(f) for all λ. In this case, the fact that `α+εgUλ = Uλ
for all ε > 0 implies by item 3. in Proposition 4.3 that
Lα(f ∗L gUλ) \MG(f) ⊂
⋂
ε>0
(`αf `α+εgUλ) = `αf Uλ.
Therefore,
∀λ, ∃aλ ∈ `αf and bλ ∈ Uλ; such that xλ = aλbλ.
However, bλ ∈ Uλ implies that bλ → e and hence aλ = xb−1λ → x. Since aλ ∈ `αf we obtain that x ∈ `αf ⊂ Lαf
implying that
lim sup
U
LαfU ⊂ Lαf.
Consider now x ∈ Lαf \Mα(f) and a family {Uλ} ⊂ Ve such that
⋂
λ Uλ = {e}. By choosing bλ ∈ Uλ we have
that xbλ → x and, by item 2. in Proposition 4.3. that
xbλ ∈ LαfUλ = LαfLαgUλ ⊂ L(f ∗L gUλ)
implying that x ∈ lim infU Lα(f ∗ gU ) and hence fU L−→ f . 
4.3 E-robust functions on topological groups
In this section we show that on topological groups it is also true that any function in F(G) is the E-limit of
some net (fλ)λ∈Λ ∈ RE(G).
Let us consider G× R as a topological group, with the product given by
(x1, α1)(x2, α2) := (x1 · x2, α1 + α2).
Let f, g ∈ F(G). The E-convolution of f and g is the function f ∗E g ∈ F(G) given by
f ∗E g(x) := inf
y∈G
{f(xy−1) + g(y)}.
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〈product2〉
4.5 Lemma: For all f, g ∈ F(G) and α > 0 it holds that
1. e(f ∗E g) = e(f)e(g);
2. E(f)E(g) ⊂ E(f ∗E g) ⊂ E(f)E(g).
3. e(f) and E(f) are invariant for translations by elements in {e} × R.
Proof: 1. Let (x, α) ∈ e(f ∗ g). In particular, if ε > 0 is such that f ∗E g(x) < α − ε there exists y ∈ G and
such that
f(xy−1) + g(y) + ε < α.
Then, (x1, α1) = (xy
−1, f(xy−1) + ε) and (x2, α2) = (y, α− f(xy−1)− ε) are such that
(x1, α1) ∈ e(g) and (x2, α2) ∈ e(g)
and
(x1, α1)(x2, α2) = (x1x2, α1 + α2) = (x, α) =⇒ e(f ∗E g) ⊂ e(f)e(g).
Reciprocally, if (x1, α1) ∈ e(f) and (x2, α2) ∈ e(g). Then f(x1) < α1 and g(x2) < α2 gives us
α1 + α2 > f(x1) + g(x2) = f
(
(x1x2)x
−1
2
)
+ g(x2) ≥ inf
y∈G
{f ((x1x2)y−1)+ g(y)} = (f ∗E g)(x1x2)
implying that (x1, α1)(x2, α2) = (x1x2, α1 + α2) ∈ e(f ∗ g) and hence
e(f)e(g) ⊂ e(f ∗E g).
2. The inclusion E(f)E(g) ⊂ E(f ∗E g) is analogous to the inclusion e(f)e(g) ⊂ e(f ∗E g). Consider then
(x, α) ∈ E(f ∗ g). By definition, for any ε > 0 there exists y ∈ G such that
f(xy−1) + g(y) < α+ ε.
By defining (x1, α1) = (xy
−1, f(xy−1)) and (x2, α2) = (y, α+ ε− f(xy−1)) we get that
(x1, α1) ∈ E(f) and (x2, α2) ∈ E(g),
furthermore
(x1, α1)(x2, α2) = (x1x2, α1 + α2) = (x, α+ ε) =⇒ (x, α+ ε) ∈ E(f)E(g),
implying that
(x, α) ∈ E(f)E(g) and hence E(f ∗ g) ⊂ E(f)E(g),
which finishes the proof. 
The next result shows that any function in f ∈ F(G) can is the E-limit of a net in RE(G).
4.6 Theorem: For any f ∈ F(G) there exists a net (fλ)λ∈Λ ⊂ RE(G) such that
fλ
E−→ f.
Proof: For any U ∈ Ve let us consider indicator function of U given by
gU (x) :=
{
0, if x ∈ U
+∞ if x /∈ U
Then, e(gU ) = U × (0,+∞) and hence gU ∈ R(G). Moreover, by Lemma 4.5 it holds that
e(f ∗ gU ) = e(f)e(gU ) = e(f)(U × R+),
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and so, Proposition 4.2 assures that e(f ∗ gU ) is open and in particular robust. We claim that fU E−→ f , or
equivalently,
lim sup
U
E(fU ) ⊂ E(f) ⊂ lim inf
U
E(fU ).
Let us consider (x, α) ∈ lim supU E(fU ). By definition,
∃{Uλ} ⊂ Ve and (xλ, αλ) ∈ E(fUλ) such that
⋂
λ
Uλ = {e} and (xλ, αλ)→ (x, α).
Moreover, from Lemma 4.5 it holds that E(fU ) ⊂ E(f)E(gU ), we can assume w.l.o.g. that
(xλ, αλ) ∈ E(f)E(gUλ),
so we can write
(xλ, αλ) = (aλ, γλ)(bλ, βλ), with (aλ, γλ) ∈ E(f), and (bλ, βλ) ∈ E(gUλ).
However,
(bλ, βλ) ∈ e(gUλ) = Uλ × R+ =⇒ bλ → e =⇒ aλ = xλb−1λ .
On the other hand, the fact that αλ = γλ + βλ implies in particular that both (γλ)λ and (βλ)λ are bounded
nets in R. By taking subnets if necessary we are able to assume w.l.o.g. that γλ → γ and βλ → β implying
that
(aλ, γλ)→ (x, γ) and hence (x, γ) ∈ E(f).
Again, from the fact that right translations are homeomorphisms in G× R implies that
(x, α) = (a, γ + β) = (a, γ)(e, β) ∈ E(f)(e, β) = E(f)(e, β) ⊂ E(f)
and hence lim supU E(fU ) ⊂ E(f).
Let us now consider (x, α) ∈ E(f) and a family of neighborhood {Uλ} such that
⋂
λ Uλ = {e}. By considering
bλ ∈ Uλ and choosing αλ ∈ (0,+∞) such that αλ → 0 we have that
(x, α)(bλ, αλ) ∈ E(f)(Uλ × (0,+∞)) = E(f)E(gUλ) ⊂ E(f ∗E gλ).
On the other hand,
(x, α)(bλ, αλ) = (xbλ, α+ αλ)→ (x, α)
showing that (x, α) ∈ lim infU E(f ∗E gU ) and hence that E(f) ⊂ lim infU E(f ∗E gU ) which implies necessarily
that fU
E−→ f . 
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4.4 Figures
Figure 1: Function with generalized minimum and without minimum.
〈fig1〉
Figure 2: Net that E-converges but not L-converges.
〈fig2〉
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