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Résumé et mots clés
Le principe de la stéganalyse est de classer un document incriminé comme original ou comme 
stéganographié. Cet article propose une méthodologie pour la stéganalyse utilisant la sélection de 
caractéristiques, orientée vers une diminution des intervales de confiance des résultats habituellement 
donnés. La sélection de caractéristiques permet également d’envisager une interprétation des caractéristiques
d’images sélectionnées, dans le but de comprendre le fonctionnement intrinsèque des algorithmes de 
stéganographie. Il est montré que l’écart type des résultats obtenus habituellement en classification peut être
très important (jusqu’à 5 %) lorsque des ensembles d’entrainements comportant trop peu d’échantillons sont
utilisés. Ces tests sont menés sur six algorithmes de stéganographie, utilisés avec quatre taux d’insertions 
différents : 5, 10, 15 et 20 %.  D’autre part, les caractéristiques sélectionnées (généralement 10 à 13 fois
moins nombreuses que dans l’ensemble complet) permettent effectivement de faire ressortir les faiblesses
ainsi que les avantages des algorithmes utilisés.
Stéganographie, sténaganalyse, sélection de variables, méthodologie
Abstract and key words
Steganography has been known and used for a very long time, as a way to exchange information in an unnoticeable
manner between parties, by embedding it in another, apparently innocuous, document. Nowadays steganographic 
techniques are mostly used on digital content. The online newspaper Wired News, reported in one of its articles [2] on
steganography that several steganographic contents have been found on web sites with very large image database such
as eBay. Niels Provos [3] has somewhat refuted these ideas by analyzing and classifying two million images from eBay
and one million from USENet network and not finding any steganographic content embedded in these images. This
could be due to many reasons, such as very low payloads, making the steganographic images very robust and secure to
steganalysis.
The security of a steganographic scheme has been defined theoretically by Cachin in [1] but this definition is very 
seldomly usable in practice. It requires to evaluate distributions and measure the Kullback-Leibler divergence between
them.
In practice, steganalysis is used as a way to evaluate the security of a steganographic scheme empirically: it aims at
detecting whether a medium has been tampered with – but not to detect what is in the medium or how it has been
embedded. By the use of features, one can get some relevant characteristics of the considered medium, and assess, by
the use of machine learning tools, usually, whether the medium is genuine or not. This is only one way to perform 
steganalysis, but it remains the most common.
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One of the main issues with this scheme is that people tend to use more and more features extracted from the media
(we consider only JPEG images in this article) in order to increase the performances of detection of modified images.
This number of features corresponds to the dimensionality of the space in which are performed machine learning 
processes (typically, training of a classifier). This usually leads to very high dimensional spaces for which many problems
arise (in comparison to low dimensional spaces): mainly, the required number of images to have an appropriate filling of
the space in which the classifier is trained, is never reached. This filling is required for the classifier to train on properly
distributed data among the feature space. Also, when the number of features is too high, interpretation of the most 
relevant features becomes very difficult if not to say impossible.
In this article, some of the problems encountered because of the high dimensionality of the problem usually met in 
steganalysis, are presented, along with possible solutions.
To the problem of the required number of images for filling the space, is proposed an evaluation of a sufficient number
of images: a bootstrap algorithm is used to estimate the variance of the classifier’s results for different amounts of
images. Once the variance is low enough to have accurate results, the number of images required for that number of
features is attained.
With this sufficient number of images, feature selection is then performed, with a forward algorithm, in an attempt to
decrease the dimensionality and also to gain interpretability over which features have been reacting the most. Hence, a
knowledge of the steganographic’s scheme can be inferred and its scheme could be modified accordingly to improve its
security.
These ideas are combined in a methodology, which is tested on 6 different steganographic algorithms, for different sizes
of the embedded information. The result is an estimation of the sufficient number of images for obtaining results with
low enough variance. Selected sets of features also enable to keep the same performances (within the small variance
range) while providing insights on the weaknesses of each algorithm. These weaknesses are analyzed separately for
each algorithm.
In conclusion, the proposed methodology enabled to estimate the variance of typically given results for steganalysis,
along with added interpretability. The proposed reduced sets of features have also made it possible to keep the same
performances as for the full set.
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1. Introduction
La stéganographie est utilisée depuis l’antiquité sous diverses
formes, comme un moyen secret de transmission d’information :
l’information à faire transiter – appelée stéganogramme – est
dissimulée au sein d’un document ou objet de façon à ce qu’une
personne non informée de la présence du stéganogramme ne
puisse identifier une quelconque « modification » du document
support. Un exemple type de stéganographie consiste à dissi-
muler des bits d’information dans une image, par exemple.
L’image en question devra donc présenter le minimum de dis-
torsions visuelles et statistiques pour qu’aucune entité ne puisse
identifier l’image comme suspecte, et donc que l’information
dissimulée parvienne au seul destinataire sans encombre.
Actuellement, la plupart des techniques stéganographiques uti-
lisent des supports numériques : images, musique, vidéos... Le
journal Wired News relate dans un article à propos de la stéga-
nographie [12], qu’un grand nombre de contenus stéganogra-
phiés a été trouvé sur des sites comportant une base d’images
très conséquente, par exemple le site eBay. Ces faits ont été
modérés par une analyse menée par Niels Provos [18], utilisant
deux millions d’images obtenues depuis eBay et le réseau
USENet, pour lesquelles aucun contenu stéganographique n’a
pu être détecté.
Ceci peut être dû à de très faibles quantités d’informations insé-
rées dans les images analysées. En effet, si la quantité d’infor-
mation dissimulée dans le contenu support est faible, les distor-
sions dues à la stéganographie restent également faibles, ce qui
permet d’augmenter la sécurité d’une certaine manière, rendant
la détection inefficace.
Ce concept de sécurité pour la stéganographie reste difficile à
définir et à évaluer en pratique. Une version théorique proposée
par Cachin dans [2], utilise la divergence de Kullback-Leibler et
définit la sécurité d’un procédé stéganographique comme suit :
Le procédé est déclaré ε-sûr si la divergence de Kullback-
Leibler δ entre la distribution poriginal du medium support (en
supposant que ce medium support a donc été généré par cette
distribution) et celle pstego du medium qui contient l’information
cachée, est plus faible que ε :
δ(poriginal,pstego) ≤ ε. (1)
Pour le cas où ε = 0, le procédé stéganographique considéré est
déclaré sûr. La stéganographie est alors considérée comme par-
faite puisqu’aucune différence statistique n’est créée, lors-
qu’une information est embarquée dans le medium support –
une image, pour le cadre de cet article. Dans ce cas de sûreté
maximum la stéganalyse est théoriquement impossible, les deux
versions du medium étant d’un point de vue statistique, totale-
ment identiques.
De telles performances pour un algorithme de stéganographie
restent toutefois impossibles à atteindre à l’heure actuelle.
D’autre part, plus la quantité d’information à dissimuler dans le
medium est importante, plus les distorsions, d’ordres statis-
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tiques ou visuelles, sont importantes ; la sécurité est donc plus
faible. Afin de mesurer la quantité d’information dissimulée
dans un medium, on utilise le taux d’insertion, qui se définit
comme suit :
Soit une méthode de stéganographie S et un medium M ; la
méthode de stéganographie annonce qu’elle peut dissimuler au
maximum TMax bits d’information dans M (cette quantité
dépend largement de la méthode de stéganographie ainsi que du
medium et se nomme capacité d’insertion), de par son fonc-
tionnement. Le taux d’insertion T est définit comme la part de
TMax effectivement utilisée par l’information à dissimuler.
Ainsi pour une information de taille Ti bits, le taux d’insertion
T est T = Ti/TMax (la plupart du temps exprimé en pourcen-
tage).
D’autres quantités permettent d’obtenir un rapport entre la taille
de l’information à dissimuler et les caractéristiques de la
méthode stéganographique et du medium (nombre de bits par
coefficient DCT  (Direct Cosine Transform) non nul, etc).
Toutefois, le taux d’insertion a l’avantage de se baser sur l’esti-
mation de la méthode de stéganographie directement (en terme
de capacité d’insertion) et donc de permettre une comparaison
plus « équitable » entre les différentes méthodes.
Puisque la possibilité d’une évaluation théorique de la sécurité
d’une méthode de stéganographie pour différents taux d’inser-
tion n’est pas réalisable (l’estimation des distributions permet-
tant la génération des media originaux et stéganographiés
s’avère très complexe), la voie empirique est utilisée, au travers
de la stéganalyse.
De la même facon que la cryptanalyse vise à « casser » les
méthodes de cryptographie, la stéganalyse cherche à identifier
les media qui ont été modifiés par stéganographie et sont sus-
ceptibles de contenir une information cachée. Il ne sagit pas de
révéler le contenu dissimulé, mais bien d’identifier un medium
comme « suspect » avec une certaine probabilité associée.
Pour le cadre de cet article, les images de type JPEG sont utili-
sées comme media servant à dissimuler de l’information – pour
la suite de cet article, les images JPEG seront les seuls media
considérés pour la stéganographie. Ceci pour la simple raison
que les images JPEG sont parmi les plus répandues dans le
monde numérique et qu’un nombre conséquent d’algorithmes
de stéganographie existe pour ce type d’images. Egalement, de
par les spécificités de l’algorithme de compression JPEG [3]
(qui ne seront pas détaillées ici), la dissimulation d’information
peut se faire d’un certain nombre de manières, qui peuvent dans
certaines mesures empêcher des détections statistiques clas-
siques (histogrammes de coefficients DCT notamment).
Parmi les techniques récentes de stéganalyse, on trouve la « sté-
ganalyse par caractéristiques ». L’idée de ce procédé est d’ex-
traire des caractéristiques diverses d’une image JPEG, telles que
les différents histogrammes des coefficients DCT, des mesures
de variations entre pixels au niveau des raccords entre blocs
JPEG (typiquement 8 × 8), etc. Globalement, on observe une
augmentation particulièrement forte du nombre de caractéris-
tiques utilisées pour la stéganalyse. Les premiers exemples de
stéganalyse basée sur les LSB (Least Significant Bits, bits de
poids faible) utilisaient un nombre de caractéristiques inférieur
à la dizaine et propre à chaque algorithme de stéganographie
afin de détecter la possible présence d’une information dissimu-
lée. En 1999, Westfeld propose un modèle d’attaque statistique
basé sur un test du χ2 sur les LSB des coefficients DCT des
images analysées [25]. Plus récemment, en 2004, Fridrich dans
[5] utilise un ensemble de 23 caractéristiques, tandis que Farid
et al. proposaient déjà un ensemble de 72 caractéristiques en
2002 [11]. Depuis ces travaux, un nombre croissant de
recherches fait usage de nombres de caractéristiques particuliè-
rement élevé. On peut citer récemment Y. Q. Shi et al. [21], qui
proposent un ensemble de 324 caractéristiques, basées sur des
différences de blocs JPEG modélisées par des processus marko-
viens.
L’idée principale derrière cette augmentation était celle de « sté-
ganalyseur universel ». En effet, les premiers modèles de stéga-
nalyse permettaient d’identifier une seule méthode de stégana-
lyse à la fois. Il fallait donc utiliser chacun de ces modèles sépa-
rément sur une image à analyser, afin de vérifier la possible pré-
sence d’une information. L’aspect universel des nouvelles
approches souhaite détecter l’ensemble des méthodes de stéga-
nographie, quelles qu’elles soient. À nouveau, le but direct n’est
pas de pouvoir dire quelle méthode de stéganographie a été uti-
lisée, mais bien d’identifier l’image comme suspecte ou non
(même si la recherche de la méthode de stéganographie utilisée
est une suite logique à ce concept de stéganalyseur universel).
Bien que l’ajout de ces caractéristiques permette en effet d’amé-
liorer les performances globales de stéganalyse, on ne peut
s’empêcher de noter certains effets néfastes dus à cette aug-
mentation : typiquement, la stéganalyse utilise l’ensemble des
caractéristiques extraites d’une image directement avec un clas-
sifieur à apprentissage supervisé, de type Support Vector
Machine (SVM), en général. Ce classifieur entraîné au préa-
lable, permet d’obtenir une probabilité concernant la possibilité
que l’image ait été modifiée par stéganographie ou non. Un des
problèmes étudié dans cet article est lié directement à ce
concept de stéganalyseur universel et au nombre de caractéris-
tiques extraites de l’image.
En effet, le nombre de caractéristiques utilisé définit directe-
ment la dimension de l’espace dans lequel le classifieur utilisé
doit établir une frontière entre images originales et stéganogra-
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phiées (pour reprendre l’idée de frontière du SVM).
L’entraînement du classifieur se fait donc dans un espace à
haute dimensionalité pour un stéganalyseur universel. Or il a été
montré, par exemple dans [4, 23] que la dimensionalité de l’es-
pace dans lequel est entraîné le classifieur peut avoir une inci-
dence cruciale sur ses performances, relativement au nombre
d’images utilisées. Ainsi, un nombre d’images insuffisant au
regard de la dimensionalité de l’espace peut entraîner un mau-
vais apprentissage du classifieur et donc des résultats faussés ou
ayant une importante variance statistique.
La section suivante détaille un certain nombre de problèmes liés
à la dimensionalité des données et fréquemment rencontrés dans
le domaine de la stéganalyse : le phénomène d’espace vide et de
concentration des distances en grande dimension, l’importante
variance des résultats lorsque le nombre d’images est insuffisant
ainsi que le manque d’interprétabilité des résultats lors de l’uti-
lisation d’un tel nombre de caractéristiques. Une méthodologie
(dont le principe est illustré Figure 1) permettant de résoudre
ces différents problèmes est ensuite proposée, par la détermina-
tion d’un nombre suffisant d’images pour un entraînement 
« fiable » (en termes de variance des résultats de classification)
du classifieur utilisé, puis par une sélection de caractéristiques
donnant une interprétabilité accrue aux résultats du classifieur. 
Cette méthodologie est testée en section 4 sur six méthodes de
stéganographie différentes et pour quatre taux d’insertion diffé-
rents. Les résultats en classification sont ensuite interprétés
grâce à aux caractéristiques sélectionnées par la méthodologie
comme les plus pertinentes pour chaque méthode de stégano-
graphie.
2. Problèmes liés 
à la dimensionalité
L’expression commune « Malédiction de la dimensionalité » [1]
se rapporte à l’ensemble des problèmes rencontrés lors de l’uti-
lisation de données possédant une grande dimensionalité. Dans
cette section, certaines conséquences de cette dimensionalité
sont étudiées, relativement au nombre d’images et au nombre de
caractéristiques.
Figure 1. Schéma de la méthode classique de stéganalyse pour une image : les caractéristiques sont tout d’abord extraites 
de l’image considérée et utilisées par un classifieur (entrainé au préalable), permettant de décider si cette image est originale 
ou non. La méthodologie proposée ajoute deux étapes supplémentaires dont le but est de réduire la dimensionalité de l’ensemble 
de caractéristiques, grâce à la sélection de caractéristiques et d’obtenir des résultats fiables par la détermination d’un nombre 
suffisant d’images pour le problème.
2.1. Problèmes liés au nombre d’images
2.1.1. Le besoin d’images
Pour illustrer ce problème dans le cas d’espaces de faible
dimension, on peut imaginer quatre points (correspondant à
quatre images placés aléatoirement dans un espace à deux
dimensions (on aurait donc extrait deux caractéristiques de cha-
cune des quatres images, qui sont les coordonnées dans l’es-
pace) : il est impossible de déduire à partir de ces quatre points,
une structure adéquate permettant de décrire leur répartition, et
donc encore moins, l’élaboration d’un modèle permettant d’in-
terpoler la position de ces points dans l’espace afin de prédire
où se situeront les autres points suivant une distribution iden-
tique. En revanche, si l’on dispose de milliers de points, il est
intuitivement beaucoup plus faisable d’élaborer un tel modèle. 
De façon plus générale que pour ces cas à deux ou trois dimen-
sions, le nombre de points (et donc d’images ici) nécessaire à la
construction d’un modèle approprié grandit exponentiellement
avec le nombre de dimensions utilisé (nombre de caractéris-
tiques ici). En effet, pour le cas général d’un espace qui serait
un hyper-cube en dimension d, la grille cartésienne de pas ε
nécessite un nombre de points en O((1/ε)d), pour être correc-
tement remplie (c’est-à-dire un point sur chaque intersection de
la grille). Pour le cas où l’on aurait d = 10 (dix caractéristiques,
donc) et une grille de pas 1/10, il faut donc 1010 points pour
remplir la grille, et donc autant d’images pour avoir un espace
correctement rempli pour que le modèle construit, le classifieur
pour la stéganalyse, soit fiable et ne fasse que de l’interpolation.
Pour le cas de la stéganalyse, les ensembles de caractéristiques
les plus petits font déjà usage d’au moins 0 à 20 caractéris-
tiques, portant le nombre de points théoriquement nécessaire à
un remplissage correct de l’espace, au delà des limites attei-
gnables (en termes de stockage et de traitement des données) :
stocker 1010 images n’est pas trivial. Le problème d’extrapola-
tion des modèles de classifieurs construits est donc en général
très présent.
2.1.2. Le phénomène d’espace vide et de concentration des distances
Ce phénomène peut être illustré par l’exemple suivant : d’un
point de vue théorique, si l’on tire des points suivant une loi nor-
male (moyenne nulle et variance unitaire, pour les calculs), en
dimension d, et que l’on considère la probabilité d’avoir un
point à la distance r de la moyenne (donc de zéro), la densité de
cette probabilité est donnée par








qui possède un maximum pour r = √d − 1. Ceci implique que
lorsque la dimensionalité augmente, les points ont tendance à
s’éloigner de la moyenne de la distribution. Une conséquence
directe de ce phénomène est que le centre de l’hypercube en
dimension d va avoir tendance à être « vide », puisque les points
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vont se concentrer en majorité aux bords de l’espace considéré,
c’est-à-dire dans les coins du cube, ici.
Un phénomène relié à celui de l’espace vide est celui de la
concentration des distances. En effet, avec l’augmentation de la
dimensionalité, les distances point à point ont tendance à se
concentrer dans une plage de valeurs réduite, comme le montre
la Figure 2.

















(a) Dimension 2, loi uniforme
(b) Dimension 100, loi uniforme
Figure 2. Aperçu des distances point à point pour une loi 
uniforme en dimensions 2 et 100. En dimension 2, les 
distances varient sur toute la plage disponible (de 0 à 
√
2 ),
tandis qu’en dimension 100, les distances s’éloignent de zéro
et se concentrent vers les plus grandes valeurs possibles.
Ainsi, lorsque la dimensionalité de l’espace augmente, les dis-
tances entre points ont tendance à être toutes les mêmes et à être
importantes. Le nombre de points nécessaire au remplissage de
l’espace de façon suffisante pour un apprentissage correct d’un
classifieur est donc d’autant plus important : puisque les points
se retrouvent très éloignés les uns des autres et sur les bords de
l’espace considéré, il en faut d’autant plus, si l’on souhaite rem-
plir le « centre » de l’espace et éviter d’entraîner un classifieur
dans un espace particulièrement hétérogène en terme de « den-
sité de points ».
2.1.3. L’augmentation de la variance des résultats
Enfin, une dernière raison motivant la détermination d’un
nombre d’images suffisant à la construction d’un classifieur 
« fiable », est la variance des résultats. Seuls des arguments
expérimentaux sont avancés pour ce problème : il a été observé
que la variance des résultat d’un classifieur est importante
lorsque le nombre d’images est faible par rapport aux nombre
de caractéristiques extraites. En revanche, lorsque le nombre
d’images est conséquent, la variance des résultats devient plus
acceptable. Ce phénomène a été vérifié expérimentalement dans
la section suivante.
Au final, les trois problèmes soulevés précédemment mènent à
la même conclusion : il faut un nombre important d’images au
vu du nombre de caractéristiques extraites. Puisque le nombre
d’images que requiert la théorie (exponentiel par rapport au
nombre de caractéristiques) est inaccessible, l’idée de la pre-
mière étape de la méthodologie proposée, est de trouver un
nombre « suffisant » d’images pour le nombre de caractéris-
tiques extraites, au regard d’une valeur acceptable de la variance
des résultats.
2.1.4. Solution proposée au problème du nombre d’images
Afin de déterminer un nombre suffisant d’images pour le pro-
blème d’entraînement du classifieur, une méthode empirique uti-
lisant le bootstrap [8] est utilisée : il sagit de faire varier la taille
de l’ensemble d’images utilisé pour l’entraînement et d’étudier
la variance des résultats obtenus pour chaque taille d’ensemble.
2.2. Le manque d’interprétabilité des résultats
L’interprétabilité des résultats (et notamment des caractéris-
tiques sélectionnées) ainsi que ses possibles applications, telle
que l’analyse du fonctionnement de l’algorithme, de par les
caractéristiques les plus sensibles pour la détection, est un autre
argument pour la réduction de dimensionalité par la sélection de
caractéristiques ; l’ensemble complet des 193 caractéristiques
utilisé pour cet article permet en effet d’atteindre des perfor-
mances importantes en classification, mais rend quasiment
impossible une analyse des caractéristiques les plus utiles pour
le problème. L’ensemble est en ce sens « trop » exhaustif.
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Ainsi, la réduction du nombre de caractéristiques à un nombre
très réduit, tout en conservant des performances similaires, per-
met de mieux comprendre et analyser les faiblesses et sensibili-
tés d’un algorithme de stéganographie. Une telle analyse est
proposée en section 4 pour les six procédés stéganographiques
dans le cadre des expériences menées.
Au travers de l’analyse des caractéristiques séléctionnées, l’ana-
lyse de l’algorithme et de ses faiblesses à proprement parler,
devient possible, comme présenté en Figure 3. De par cet ana-
lyse, il peut être possible d’identifier l’algorithme utilisé, si
inconnu ou bien de mettre en évidence ses faiblesses, dans le but
de comprendre son fonctionnement ou encore d’améliorer sa
sécurité.
2.2.1. Solution proposée au problème d’interprétabilité
De manière à déterminer quelles caractéristiques, parmi les 193
utilisées, sont les plus importantes au vu des performances de
classification, une sélection de caractéristiques est utilisée. La
réduction du nombre de dimensions de l’espace d’entraînement
du classifieur par cette sélection a également un effet bénéfique
sur les problèmes liés à la dimensionalité et au nombre de points
mentionnés précédemment.
La section suivante met en place les deux solutions aux pro-
blèmes développés précédemment, au travers d’une méthodolo-
gie en deux étapes.
3. Méthodologie de test
d’un algorithme 
de stéganographie
Figure 3. Illustration de l’idée d’analyse de l’algorithme,
par sélection et mise en évidence des caractéristiques 
les plus sensibles.
Figure 4. Schéma de la méthodologie proposée : (1) Un nombre suffisant de points au vu de la dimensionalité est déterminé 
par l’utilisation d’une méthode de bootstrap (pour obtenir une certaine stabilité statistique) ; (2) La sélection de caractéristiques
par l’algorithme Forward est utilisée avec un classifieur OP-ELM. L’ensemble de caractéristiques obtenu est alors utilisé soit pour
une stéganalyse classique (classification, ici), ou bien une analyse de l’algorithme de stéganographie.
3.1. Présentation du classifieur utilisé et notions de classification
3.1.1. Notions de classification
L’idée d’un classifieur est de construire un modèle permettant
de discriminer différentes « classes » au sein de données. Un
classifieur à apprentissage supervisé est utilisé dans cet article,
c’est-à-dire que l’on fournit des données comprenant la classe
de chaque point au classifieur, pour son apprentissage. Il existe
des classifieurs à apprentissage non-supervisé. Un classifieur
s’utilise en deux étapes : d’abord, il sagit de construire le
modèle (le classifieur à proprement parler), c’est l’étape d’en-
traînement/validation. Une fois le modèle établit sur un
ensemble de données (l’ensemble d’entraînement), on peut tes-
ter le classifieur sur des autres données (ensembles de test).
On dénote par k-fold cross-validation (ou k-fold) le fait de divi-
ser l’ensemble de données servant à l’entraînement du classi-
fieur en k sous-ensembles, dont k − 1 vont servir à l’entraîne-
ment à proprement parler, et le sous-ensemble restant servira à
valider le modèle entraîné, en calculant ses performances sur ce
sous-ensemble. Ce processus est ensuite répété k fois, en utili-
sant une seule fois chacun des k sous-ensembles pour la valida-
tion et les autres k − 1 pour l’entraînement.
Le Leave-One-Out est une version de la k-fold pour laquelle k
est égal à la taille des données, c’est-à-dire que chaque point de
l’ensemble de données va être utilisé seul une fois pour l’éva-
luation du modèle, tandis que le reste des données va servir à
l’entraînement. Il a été montré [8] que ce type de k-fold cross-
validation permet de s’affranchir de résultats de test, du fait de
la fiabilité des résultats obtenus.
3.1.2. Classifieur utilisé : OP-ELM
Le classifieur OP-ELM (Optimally-Pruned Extreme Learning
Machine) [13,22] est une variante de l’Extreme Learning
Machine original de Huang [7]. Ce classifieur utilise des
réseaux de neurones à couches multiples dont les coefficients
sont initialisés aléatoirement. L’OP-ELM ajoute au modèle ori-
ginal d’autres noyaux ainsi qu’une étape permettant de suppri-
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mer les neurones les moins utiles du réseau. Les deux théorèmes
sur lesquels l’ELM de Huang est basé ne seront pas détaillés ici
mais peuvent être trouvés dans [7]. L’idée principale est d’utili-
ser un réseau de neurones avec une seule couche cachée (Single
Hidden Layer Feedforward Neural Network), pour lequel les
coefficients et les biais sont initialisés aléatoirement. La Figure
5 présente un modèle simplifié de réseau de neurones.
Au final, si le réseau de neurones modèle parfaitement la sortie
Y = (y1,. . . ,yN ), le réseau se résume à l’équation suivante :
M∑
i=1
βi f (wi xj + bi ) = yj , j ∈ [[1,N ]], (3)
en notant N le nombre d’entrées X = (x1,. . . ,xN ) et M le
nombre de neurones dans la couche cachée.
Les coefficients W et B (biais) sont initialisés aléatoirement par
l’ELM. Les nouveautés apportées par l’OP-ELM sont une plus
grande robustesse de l’ELM original face à des données ayant
certaines dimensions fortement corrélées, ainsi que l’utilisation
d’autres fonctions f permettant d’utiliser OP-ELM pour des cas
où le modèle à approximer possède des composantes linéaires,
par exemple.
L’étape de validation de ce classifieur est effectuée par un
Leave-One-Out, bien plus précis qu’une k-fold, et ne nécessite
pas de test [8]. Il a été montré sur un certain nombre d’applica-
tions expérimentales [13,22], que l’OP-ELM donne des résul-
tats très proches de ceux d’une SVM (Support Vector Machine)
et se comporte d’une façon similaire, tout en ayant l’avantage de
temps d’exécutions 10 à 100 fois plus faibles.
3.2. Détermination d’un nombre suffisant de points : Boostrap
Le nombre de points approprié pour la dimensionalité doit être
déterminé, ou du moins, une estimation d’un nombre suffisant
permettant un entraînement fiable du classifieur et des résultats
de faible variance (on parlera plutôt de l’écart type des résultats
dans la suite). Cette étape permet également de donner une
valeur d’écart type des futurs résultats et rendre leur interpéta-
tion plus précise.
À cette fin, un classifieur OP-ELM  est utilisé avec un algo-
rithme de Bootstrap [8] sur 100 itérations : un sous-ensemble de
l’ensemble complet des données est tiré aléatoirement avec pos-
sibles répétitions, et le classifieur est entrainé sur ces données.
Lorsque suffisamment d’itérations sont utilisées pour le
Bootstrap, une estimation fiable de l’écart type des résultats est
obtenue.
Ce processus est répété pour des tailles croissantes du sous-
ensemble tiré aléatoirement. La taille la plus grande de sous-
ensemble utilisé est limitée par les temps de calculs, puisque le
processus de Bootstrap doit être itéré autant que possible (100
itérations ici). L’écart type des résultats en classification est le
critère utilisé ici pour la sélection d’un nombre suffisant de
points au vu de la dimensionalité : dès lors que les résultats de
Figure 5. Schéma d’un réseau de neurones possédant une
seule couche cachée et ne possédant pas de boucle 
(récursivité). Les valeurs d’entrée X = (x1,. . . ,xN ) sont 
pondérées par les coefficients W. Un biais B peut être ajouté
(non représenté ici) et le résultat passe par une fonction 
d’activation f, laquelle est enfin pondérée par les coefficients
de sortie β pour obtenir la sortie Y = (y1,. . . ,yN ).
classification obtenus ont un écart type inférieur à 1 %, le
nombre d’images nécessaire à cette performance est retenu et
conservé comme un nombre suffisant d’images.
En pratique, dans le cas des expériences menées, l’écart type
des résultats diminue assez rapidement pour qu’un nombre rai-
sonnable d’images (en termes de temps de calcul) soit suffisant.
3.3. Réduction de la dimensionalité : 
sélection de caractéristiques par Forward avec OP-ELM
Une fois qu’une estimation d’un nombre suffisant de points
(images) pour les données, a été obtenue, la réduction de dimen-
sionalité peut être effectuée. La seconde étape de la Figure 4, un
algorithme Forward utilisé avec un classifieur OP-ELM, est
appliquée.
3.3.1. Algorithme de sélection Forward
L’algorithme Forward est un algorithme glouton [19] sélection-
nant les caractéristiques une à une, en retenant la caractéristique
donnant les meilleurs résultats une fois combinée à celles déjà
séléctionnées. L’algorithme est présenté ci-dessous, avec xi la 
i-ème caractéristique :
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Néanmoins les diverses expériences utilisant le Forward ont
prouvé que les résultats restent très bons et les sélections de
variables sont effectivement intéressantes et pertinentes.
3.4. Méthodologie générale
La méthodologie générale schématisée en Figure 4 utilise donc
tout d’abord un Boostrap avec 100 itérations pour des résultats
fiables et une bonne estimation de l’écart type de ces résultats.
Une fois un nombre suffisant d’images (pour la dimensionalité
du problème, donc le nombre de caractéristiques) trouvé par
cette étape, la sélection de caractéristiques est effectuée par le
biais de l’algorithme Forward, afin de réduire la dimensionalité
et mettre en évidence les faiblesses et sensibilités de l’algo-
rithme de stéganographie utilisé par rapport aux caractéris-
tiques.
Cette approche diffère de celle présentée dans les articles origi-
naux présentant une méthodologie plus ou moins similaire
[14,15]. En effet, le but de cette méthodologie et de cette étude
est plus orienté vers la précision des résultats, afin que les per-
formances présentées soient fiables. Le second objectif, déjà
évoqué, est la sélection de caractéristiques et le double bénéfice
de la diminution de la taille des données ainsi que de la possible
interprétation de ces caractéristiques sélectionnées. Bien que les
étapes de sélection de caractéristiques soient en général assez
longues en termes de temps de calculs, le choix de l’algorithme
Forward et du classifieur OP-ELM, permet ici d’obtenir une
méthodologie rapide.
Les expériences proposées sont détaillées dans la section sui-




4.1.1. Algorithmes de stéganographie utilisés
Six algorithmes différents ont été utilisés pour les expériences,
afin de valider les résultats sur un panel relativement large de
méthodes de stéganographie. Les algorithmes ont été choisis en
raison de leurs performances bien connues (plus ou moins
bonnes) : F5 [24], Model-Based (MBSteg) [20], MMx [9], JP
Hide and Seek [10], OutGuess [17] et  StegHide [6]. Chacun de
ces algorithmes a été utilisé avec quatre taux d’insertion diffé-
rents : 5, 10, 15 et 20 %.
4.1.2. Création de la base d’images
La base d’images est constituée de 13 000 images de scènes
naturelles provenant de 6 appareils photo différents. Les images
Algorithme 1 Forward
R = {xi ,i ∈ [[1,d]]}
S = ∅
while R = ∅ do
for x j ∈ R do
Evaluer les performances avec S ∪ x j
end for
Faire S = S ∪ {xk},R = R − xk avec xk la caractéris-
tique donnant les meilleurs résultats dans la boucle
end while
Cet algorithme requiert donc 
d(d − 1)
2
itérations pour se 
terminer – à comparer aux 2d − 1 itérations pour une recherche
exhaustive des meilleures variables –, ce qui peut amener aux
limites des temps de calculs possibles, selon la vitesse d’exécu-
tion du classifieur utilisé et le nombre de caractéristiques
(dimensionalité). La rapidité d’exécution de l’OP-ELM est ici
un avantage certain.
Malgré cette rapidité et ses bonnes performances dans la sélec-
tion des caractéristiques, la technique du Forward possède cer-
tains inconvénients. D’abord, deux caractéristiques donnant de
bons résultats ensemble, mais n’ayant que peu d’intérêt sépa-
rées, peuvent ne pas être séléctionnées par le Forward.
D’autre part, le Forward ne permet pas de « repartir en arrière »
dans le processus de sélection ; si les performances diminuent
avec l’ajout de nouvelles caractéristiques, le Forward ne « dé-
sélectionnera » pas des caractéristiques qui ont pu être mal
choisies ou inutiles par rapport à la sélection actuelle.
problématiques (c’est-à-dire qui provoquent des valeurs très
inhabituelles de caractéristiques) ont été enlevées de l’ensemble
original de 16 000 images (photos complètement floues, images
très unies de ciel ou d’océan...). 
Les images ont ensuite été redimensionées en 800 × 600 (mul-
tiples de 8) afin d’éviter les possibles effets de bloc dus à la
recompression JPEG sur une grille différente. Elles sont égale-
ment transposées vers un espace de couleur en niveaux de gris,
et finalement enregistrées sous un format sans pertes (pgm pour
notre étude). Ce format sans perte est utilisé pour éviter toute
recompression de l’image lors de l’opération de découpage. Les
images sont découpées au format 512 × 512 et finalement
enregistrées en JPEG, avec un facteur de qualité de 80 % (notre
procédé d’extraction utilise des images de cette taille et avec ce
facteur de qualité), dans l’espace de couleurs YCbCr. 
Même si les expériences suivantes, ainsi que la méthodologie
générale sont effectuées avec une telle taille d’image, n’importe
quelle taille conviendrait.
4.1.3. Extraction des caractéristiques
Au final, l’ensemble des images est séparé en deux sous-
ensembles égaux ; l’un d’eux reste intouché, tandis que l’autre
est stéganographié avec les six algorithmes de stéganographie,
pour les quatres taux d’insertions possibles : 5 %, 10 %, 15 % et
20 %.
4.2. Résultats et discussion
Les résultats sont présentés en suivant les étapes de la métho-
dologie.
4.2.1. Détermination d’un nombre suffisant de points
Comme présenté dans la première partie de la méthodologie,
l’étape de Bootstrap avec 100 répétitions est utilisée avec des
sous-ensembles de 100 à 3800 images. La Figure 6 illustre les
résultats sur l’évolution de la valeur de l’écart type en fonction
du nombre d’images utilisé.
Les tracés ne vont pas au delà de 3800 points pour deux 
raisons : les temps de calculs pour des ensembles plus impor-
tants commencent à devenir très importants, et d’autre part,
l’écart type des résultats est déjà relativement faible et ne va
aller qu’en diminuant. Il apparait que l’écart type dépend du
nombre d’images utilisé, et l’on voit que lorsque l’on utilise
3800 images, il est toujours inférieur à 1 % de la meilleure
valeur de classification, pour tous les cas considérés. Les résul-
tats peuvent donc être considérés fiables avec une telle taille
d’ensemble d’images.
La Figure 6 permet de voir que l’écart type des résultats dimi-
nue avec l’augmentation du nombre d’images, pour les algo-
rithmes JPHS, MBSteg, OutGuess, StegHide et F5 : la valeur
décroit et reste au final entre 0 et 0.5 % de la meilleure perfor-
mance de classification, avec un nombre d’images de 3800.
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Avec un nombre très faible d’images (100, par exemple), l’écart
type des résultats se situe entre 1 et 5 % de la meilleure perfor-
mance. Ceci signifie que des résultats présentés avec un si faible
nombre d’images sont dans un intervalle de confiance de ±5%.
Bien que la valeur de l’écart type diminue rapidement avec le
nombre d’images, elle reste assez importante en dessous de 2000
images. On peut également remarquer que le taux d’insertion
joue un rôle sur l’écart type, puisque ce dernier augmente
lorsque le taux d’insertion diminue.
En effet, alors que les taux d’insertion de 15 et 20 % ne présen-
tent pas de grandes différences dans les résultats, pour les
quatres algorithmes mentionnés précédemment, il y a un écart
important entre les taux 5-10 % et 20 %. Ceci est une consé-
quence des performances des algorithmes de stéganographie : un
faible taux d’insertion est plus difficile à détecter, ce qui mène à
une plage plus importante de performances que lorsque le taux
d’insertion est important. La Figure 7 illustre ce comportement
pour les cas de JPHS, StegHide, OutGuess et F5.
Enfin, l’algorithmes MM3 a un comportement « erratique », sur
la Figure 6. Ce comportement peut s’expliquer par les très bons
résultats du classifieur, proches de 100 % de bonne classifica-
tion, ce qui rend l’écart type des résultats très faible : entre 
0.07 % et 0 pour MM3. Les tracés sont donc erratiques en raison
de ces valeurs très faibles.
Pour le reste de la méthodologie, l’étape de sélection de
variables, le nombre suffisant d’images retenu est de 3800, le
maximum.
4.2.2. Sélection de caractéristiques par Forward
Selon la méthode du Forward, les caractéristiques ont été clas-
sées par ordre d’importance au vu du problème de classification
pour la stéganalyse. La Figure 7 trace le pourcentage de bonne
classification en fonction du nombre de caractéristiques (clas-
sées par le Forward, toujours).
À nouveau, le cas de MM3 est à séparer des autres : quelque soit
le taux d’insertion utilisé, la stéganalyse donne de très bons
résultats. Avec seulement 4 caractéristiques pour ces deux cas, le
pourcentage de bonne classification atteint les 100 %, même
pour un taux d’insertion aussi faible que 5 %.
Les cinq autres algorithmes donnent des résultats différents :
- JPHS atteint rapidement un plateau (à 16 caractéristiques) pour
tous les taux d’insertion ;
- OutGuess a également un plateau, mais à 25 caractéristiques,
cette fois ;
- Le cas de F5 est similaire, avec un plateau à 20 caractéristiques ;
- Les performances pour l’algorithme StegHide peuvent être con-
sidérés comme maximales (dans l’intervalle de confiance), pour
40 caractéristiques, même si pour des taux d’insertion de 5 et 10%,
25 caractéristiques sont suffisantes pour atteindre ce résultat.
Enfin, l’algorithme MBSteg se comporte différemment des
autres : les performances de classification sont en effet à leur
maximum dès 25 caractéristiques à 5 %; les autres taux d’inser-
tion rendent nécessaire environ 70 caractéristiques pour arriver à
des performances stables. La difficulté de la tâche de stéganalyse
en général pour cet algorithme peut expliquer cette situation :
les performances ne dépassent pas 77 % pour le cas à 20 % de
taux d’insertion, ce qui reste 5 % derrière le cas de StegHide. Il
est également possible que les limites mentionnées de l’algo-
rithme Forward se retrouvent ici : les performances stagnent
relativement entre 20 et 50 caractéristiques, et augmentent bru-
talement lorsque deux caractéristiques sont introduites, au delà
de 50. Ces deux caractéristiques causant ce saut de perfor-
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mances sont les mêmes pour les trois taux d’insertion : la hui-
tième composante de l’histogramme global H et la cinquième
composante de l’histogramme dual g−2 (les détails sur ces nota-
tions se situent dans la section 4.4). Il est donc possible que ces
deux caractéristiques se combinent avec d’autres sélectionnées
précédemment pour créer cette augmentation de performances.
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(e) OutGuess (f) StegHide




































































































Figure 6. Ecart type en pourcentage de la meilleure valeur de classification en fonction du nombre d’images utilisé,
pour les six algorithmes de stéganographie, aux quatres taux d’insertion : cercles noirs (©) pour 20 %,
carrés verts () pour 15 %, croix rouges  (×) pour 10 % et triangles bleus () pour 5 %.
4.3. Discussion
Une analyse quantitative des caractéristiques séléctionnées est
proposée ici : de par la méthode d’extraction des 193 caractéris-
tiques (et leur nature), chacune peut être interprétée comme une
propriété intrinsèque de l’image/de l’effet de l’algorithme de
stéganographie sur la structure JPEG de l’image. Il n’est pas
question de chercher de façon exhaustive toutes les faiblesses et
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de déduire de cette sélection le fonctionnement précis de l’al-
gorithme de stéganographie, mais plutôt de comprendre certains
phénomènes apparaissant en raison des procédés utilisés par cet
algorithme. D’autre part, en raison de la redondance de l’infor-
mation au sein de différentes caractéristiques (plusieurs caracté-
ristiques peuvent détecter le même phénomène dû à la stégano-
graphie), la sélection d’un nombre réduit de caractéristiques et
son effet sur les performances finales est analysé ici.
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(c) MBSTEG (d) MM3
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Figure 7. Pourcentages de bonne classification pour les six algorithmes de stéganographie en fonction du nombre de 
caractéristiques (pour les quatre taux d’insertion utilisés) : cercles noirs (©) pour 20 %, carrés verts () pour 15 %,
croix rouges (×) pour 10 % et triangles bleus () pour 5 %.
Figure 8. Pourcentages de bonne classification pour les six algorithmes de stéganographie en fonction du nombre du nombre
d’images (pour les quatre taux d’insertion utilisés) : cercles noirs (©) pour 20 %, carrés verts () pour 15 %,
croix rouges (×) pour 10 % et triangles bleus () pour 5 %.
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(a) F5 (b) JPHS
(c) MBSTEG (d) MM3
(e) OutGuess (f) StegHide
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4.3.1. Performances avec des ensembles réduits
Les ensembles évoqués précédemment, propres à chaque algo-
rithme et taux d’insertion, sont comparés en termes de perfor-
mances de bonne classification, en Table 1.
Le but premier de la sélection de variables n’étant pas de privi-
légier des performances maximales, il est normal que les pour-
centages obtenus avec les ensembles réduits soient potentielle-
ment inférieurs aux valeurs maximales. Toutefois, au sein de
l’intervalle de confiance pour 3800 images (écart type de 1 %),
les performances restent sensiblement les mêmes.
Même si des performances supérieures à celles présentées pour
l’ensemble réduit choisi sont atteignables, ce n’est pas le but de
la sélection de caractéristiques proposée ici : seule la conserva-
tion de performances proches et équivalentes à la meilleure
valeur, obtenue avec un nombre le plus réduit possible de carac-
téristiques, compte.
Il apparait donc que les ensembles réduits donnent globalement
les mêmes résultats que l’ensemble complet des 193. Les cas de
OutGuess et StegHide restent légèrement différents (résultats
moins bons pour les ensembles réduits que pour l’ensemble
complet), même s’il faut noter que ce sont les deux algorithmes
ayant le plus grand écart type dans les résultats... Au final, les
résultats peuvent donc être considérés comme identiques, dans
l’intervalle de confiance, pour ensemble réduit et ensemble
complet.
4.3.2. Intersections d’ensembles
Les ensembles réduits obtenus pour les différents taux d’inser-
tions comportent certaines similarités. L’idée est ici d’obtenir
un ensemble commun, le plus petit possible, tout en conservant
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les mêmes performances pour tous les taux d’insertion.
L’intersection simple des ensembles réduits a été choisie pour
construire ces nouveaux ensembles communs aux différents
taux d’insertion (pour un même algorithme). L’intersection a été
choisie – par rapport à une union, par exemple – afin de conser-
ver le but de la sélection de caractéristiques : réduire autant que
possible l’ensemble des caractéristiques utilisé, tout en conser-
vant de bonnes performances.
Les ensembles réduits présentés dans le paragraphe précédent
ont été utilisés pour constituer les intersections. Ainsi, les 14
premières caractéristiques obtenues pour F5 (pour chaque taux
d’insertion), les 16 premières pour JPHS, et ainsi de suite,
comme mentionné en Table 1.
Les résultats pour chaque algorithme et taux d’insertion sont
présentés en Table 2, avec la taille de l’ensemble intersection.
On peut remarquer trois situations :
- Pour les cas de MM3, comme déjà observé, la stéganalyse est
très aisée, même pour un taux d’insertion aussi faible que 5 %.
Les résultats utilisant les ensembles réduits ou intersection sont
toujours aussi bons que pour l’ensemble complet.
- MBSteg présente une situation assez différente des autres. Un
nombre relativement faible de caractéristiques est suffisant pour
de faibles taux d’insertion, tandis que les taux d’insertion plus
importants nécessitaient environ 70 caractéristiques.
L’ensemble intersection ne comporte que 23 caractéristiques, et
ne contient pas les deux caractéristiques qui provoquent l’aug-
mentation importante de performances. Ceci en raison de leur
classement « éloigné » par le Forward.
- Les cas de JPHS, OutGuess, StegHide et F5 possèdent un
comportement similaire, même si l’intersection obtenue pour
StegHide est moins performante : les performances restent infé-
5 %         # 10 %       #                  15 %        # 20 %        #
F5        71,82 (73,31) 46 82,36 (83,93) 38  88,35 (90,55) 33 96,12 (96,31) 15
JPHS      83.65 (83.25) 16 92.15 (93.20) 16 97.54 (96.60) 16 98.25 (97.50) 16
MBSteg    59.55 (59.70) 25 66.55 (66.20) 70 69.40 (70.20) 70 74.85 (76.25) 70
MM3       100.0 (99.95) 14 100.0 (100.0) 14  100.0 (100.0) 14 100.0 (100.0) 14 
OutGuess  68.09 (67.30) 25 79.95 (78.95) 25 88.36 (86.90) 25 94.40 (92.45) 25 
Steghide  64.03 (62.10) 25 69.10 (67.45) 25 76.45 (74.00) 40 80.50 (78.85) 40 
Table 1. Performances de l’OP-ELM (Leave-One-Out) pour l’ensemble complet de caractéristiques (193) 
et les performances en utilisant l’ensemble réduit (entre parenthèses) ; la taille de l’ensemble réduit est précisé (#).
Table 2. Performances de l’OP-ELM (Leave-One-Out) pour l’ensemble des 193 caractéristiques et l’ensemble intersection 
(entre parenthèses) ; la taille de l’ensemble intersection est également précisée.
5 %            10 %             15 %          20 %         #
F5        71,82 (70,27)  82,36 (80,33) 88,35 (88,55) 96,12 (95,91) 12
JPHS      83.65 (82.25)  92.15 (90.57) 97.54 (95.33) 98.25 (95.62) 11
MBSteg    59.55 (58.70)  66.55 (60.70) 69.40 (62.51) 74.85 (64.60) 23
MM3       100.0 (99.98)  100.0 (99.95) 100.0 (100.0) 100.0 (100.0) 12 
OutGuess  68.09 (67.33)  79.95 (78.35) 88.36 (86.04) 94.40 (92.50) 21
Steghide  64.03 (60.40) 69.10 (67.05) 76.45 (72.09) 80.53 (75.65) 15
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rieures à celles obtenues avec l’ensemble complet, et cette situa-
tion tend à empirer lorsque le taux d’insertion augmente.
Au vu des ensembles pour les différents taux d’insertion, ceux
obtenus pour un taux de 5 % sont très différents des autres. Les
tracés de la Figure 7 permettent déjà de se douter de ce fait :
l’évolution pour les taux 10,15 et 20 % sont relativement iden-
tiques, comparés avec le cas des 5 %, au sein d’un même algo-
rithme.
Il apparaît donc que ce type d’ensembles communs pour un
algorithme donné ne doive être construit qu’à partir d’en-
sembles obtenus pour des taux d’insertion significatifs. Les
faibles taux d’insertion tendent en effet à rendre le procédé de
sélection de caractéristiques moins fiable et les interprétations
difficiles sinon impossibles.
4.4. Analyse des intersections d’ensembles de caractéristiques
Pour les raisons décrites ci-dessus, seules les intersections obte-
nues avec les ensembles pour les taux d’insertion 10, 15 et 20 %
sont utilisées pour cette analyse. La sélection peut alors être
considérée comme plus fiable et met mieux en valeur les pos-
sibles faiblesses des algorithmes étudiés. L’analyse suivante est
une interprétation possible des ensembles de caractéristiques
obtenus. Les conclusions et détails obtenus concernant les algo-
rithmes de stéganographie au travers des caractéristiques ne
sont en aucun cas absolus ni exhaustifs, mais ont pour but
d’identifier une partie des faiblesses dans le but de pouvoir
consolider et améliorer l’algorithme.
On peut toutefois remarquer qu’en raison de la méthode utilisée
pour la sélection de caractéristiques (algorithme Forward), cette
séléction n’est clairement pas la meilleure – qui permettrait de
tirer des conclusions exactes et exhaustives concernant la
méthode de stéganographie considérée –, mais une bonne sélec-
tion néanmoins permettant une analyse pertinente.
Tout d’abord, les notations de l’ensemble de caractéristiques
utilisé [16] sont données, pour l’ensemble initial de 23 caracté-
ristiques, dans la Table 3 :
Cet ensemble de 23 caractéristiques a été étendu à l’ensemble
utilisé de 193, en supprimant la norme L1 et en conservant l’en-
semble des valeurs des matrices et vecteurs, comme décrit dans
[16]. Les notations définitives des caractéristiques sont les sui-
vantes :
- Histogramme global de 11 dimensions H(i),i = [[1,11]]
- 5 Histogrammes de coefficients DCT basse fréquence (11
dimensions chacun) h21(i) . . . h31(i),i = [[1,11]]
- 11 histogrammes duaux (9 dimensions chacun)  
g−5(i) . . . g5(i),i = [[1,9]]
- Variation (1 dimension) V
- 2 facteurs de bloc de dimension 1 B1,B2
- Matrice de co-occurrence de dimension 5 × 5
Ci, j ,i = [[−2,2]], j = [[−2,2]]
Les tables d’intersections d’ensembles réduits de caractéris-
tiques sont présentées ci-après, avec une analyse pour chaque
algorithme.
4.4.1. F5 et MM3
Table 3. Les 23 caractéristiques.




Histogramme h21/||h21|| , h12/||h12|| , h13/||h13|| ,
Individuel pour h22/||h22|| , h31/||h31||
5 Modes DCT
Histogramme  g−5/||g−5|| , g−4/||g−4|| , ..., g4/||g4|| ,
dual pour 11 g5/||g5||
valeurs DCT
Variation  V
Facteurs de bloc   B1 , B2
L1 et L2
Co-occurrence  N00 , N01 , N11
Les cas F5 et MM3 sont à nouveau proches, probablement en
raison de leur fonctionnement très similaire (basé, notamment,
sur l’encodage matriciel), et possèdent une liste de caractéris-
tiques sélectionnés (Tables 5, 4) assez proche. Leur faible résis-
tance à la stéganalyse de MM3 vient principalement du fait que
les histogrammes de coefficients DCT ne soient pas préservés.
Les coefficients extrêmes (−3,+3) sont sélectionnés pour F5,
tandis que des plus faibles (−1,+1) le sont pour MM3.
Ce qui rend la stéganalyse aisée
- Les coefficients DCT extrêmes pris en compte pour F5, et les
plus faibles (en valeurs absolues), pour MM3.
- Un nombre faible de caractéristiques sélectionné (14 dans
chaque cas).
4.4.2. JPHS
Pour le cas de JPHS (Table 6), un nombre faible de caractéris-
tiques a également été sélectionné (16). JPHS ne préserve pas
les coefficients basses et moyennes fréquences, ainsi que la
cohérence fréquentielle (de la matrice de co-occurrence).
Table 4. Ensemble commun de caractéristiques (12) 
pour F5 (Intersection des 14 premiers pour 10,15 et 20 % 
de taux d’insertion).
h21(3) h21(6) h21(7) h12(3) h12(5) h12(7)
h12(9) h22(6) h22(9) C−2,−2 C−1,+1 C+0,+2
h21(6) h21(7) h12(5) h12(7) h22(6) g−5(1)
C−2,−1 C−1,+1 C−1,+2 C+0,−2 C+0,+2 C+1,+1
Table 5. Ensemble commun de caractéristiques (12) 
pour MM3 (Intersection des 14 premiers pour 10,15 et 20 %
de taux d’insertion).
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Ce qui rend la stéganalyse aisée
- L’histogramme des coefficients DCT est conservé.
- La cohérence fréquentielle n’est pas conservée, même pour
des valeurs proches.
- Le nombre de caractéristiques retenues est faible.
4.4.3. MBSteg
la valeur 0 a été pris en compte. Les valeurs de co-occurrence
entre –2 et –1 sont également d’importance.
Ce qui rend la stéganalyse aisée
- Les coefficients –2 et –1 sont clairement les points faibles
d’OutGuess.
Néanmoins, un nombre relativement important de caractéris-
tiques est utilisé (25) pour obtenir un résultat suffisant en clas-
sification, ce qui tend à montrer qu’OutGuess reste un algo-
rithme relativement fiable (difficile à détecter par ce processus
de stéganalyse avec un nombre faible de caractéristiques).
4.4.5. StegHide
Tableau 6. Ensemble commun de caractéristiques (11) 
pour JPHS (Intersection des 16 premiers pour 10,15 et 20 %
de taux d’insertion).
h12(7) h12(8) h13(6) h22(6) h31(6) h12(7)
C−2,−1 C−1,+1 C−1,+2 C+0,+1 C+0,+2
Table 7. Ensemble commun de caractéristiques (46) 
pour MBSteg (Intersection des 70 premiers pour 10, 15 et 
20 % de taux d’insertion).
H(4) H(6) H(8) h21(5) h21(6) h21(8) h12(4) h12(5)
h12(6) h12(1) h13(3) h13(4) h13(5) h13(6) h13(7) h13(8)
h22(3) h22(4) h22(6) h22(9) h31(3) h31(4) h31(6) h31(8)
h31(10) g−5(1) g−5(4) g−5(5) g−3(1) g−1(1) g−1(2) g−1(6)
g2(1) g4(3) C−2,−2 C−2,−1 C−2,+0 C−2,+1 C−2,+2 C+0,+0
C+0,+2 C+1,−2 C+1,−1 C+2,+0 C+2,+2 B1
MBSteg nécessite un nombre important de caractéristiques
(Table 7) pour obtenir des performances acceptables. Ceci
signifie que l’algorithme est particulièrement difficile à détecter
(pour le cas de ces 193 caractéristiques de Fridrich). Les carac-
téristiques notables sont par exemple celles d’histogramme glo-
bal pour les valeurs 0, –2 et 2, apparaissant en raison du pro-
cessus de calibration des caractéristiques de Fridrich. MBSteg
préserve les coefficients des histogrammes, mais ne prend pas
en compte la calibration, ce qui cause ce comportement par rap-
port aux histogrammes.
Ce qui rend la stéganalyse aisée
- Le processus de calibration permet de mettre en évidence la
stéganographie clairement.
4.4.4. OutGuess
Principalement des valeurs extrêmes d’histogrammes sont utili-
sées (–2, –1) pour OutGuess (Table 8). Le processus de calibra-
tion a également été utile dans ce cas, puisque l’histogramme de
Table 8. Ensemble commun de caractéristiques (20) 
pour OutGuess (Intersection des 25 premiers pour 10, 15 et 
20 % de taux d’insertion).
h21(4) h21(5) h21(7) h12(4) h12(5) h13(4) h13(5) h13(6) h22(4) h22(6)
h31(4) h31(5) h31(6) g−2(1) g−2(2) C−2,−1 C−2,+1 C−1,+0 C−1,+1 C+0,+2
Pour StegHide, les histogrammes sont principalement utilisés
(Table 9), avec des coefficients haute fréquence (31, 13, 22) et
pour des valeurs faibles (entre –1 et +1). La matrice de co-
occurrence est utilisée pour de faibles valeurs avec de grands
écarts (0 ↔ 2, −2 ↔ +1 , +1 ↔ −2).
Ce qui rend la stéganalyse aisée
- L’utilisation de hautes fréquences avec de faibles valeurs.
- Les valeurs de co-occurrence pour de faibles valeurs avec
grands écarts.
De nouveau, StegHide apparait comme un algorithme difficile à
stéganalyser, au vu du nombre de caractéristiques nécessaires à
l’obtention de bonnes performances. De plus, les caractéris-
tiques sélectionnées sont relativement inhabituelles, comparé
aux autres algorithmes, et rendent une analyse plus difficile.
5. Conclusions 
et perspectives
Cet article propose une méthodologie permettant d’estimer
l’écart type des résultats typiquement obtenus en stéganalyse,
ainsi qu’une estimation d’un nombre suffisant d’images à utili-
ser afin d’obtenir des résultats fiables. Bien que cette méthodo-
logie ait été proposée pour un ensemble de caractéristiques pré-
cis, elle peut être étendue à d’autres. La deuxième étape de la
méthodologie tente de réduire le nombre de caractéristiques
nécessaires – et d’en tirer une interprétation grâce à leur nombre
réduit –, par une sélection des caractéristiques les plus efficaces
et utiles pour le problème de classification. Un algorithme
Forward permet cette sélection, et rend possible l’analyse des
Table 9. Ensemble commun de caractéristiques (21) 
pour StegHide (Intersection des 25 premiers pour 10 % et 
40 premiers pour 15 et 20 % de taux d’insertion).
h21(4) h21(5) h12(6) h12(8) h13(4) h13(5) h13(6)
h22(6) h31(4) h31(5) h31(6) h31(7) h31(8) g−2(1)
C−2,−1 C−2,+1 C−1,+0 C−1,+1 C+0,+2 C+1,−2 C+1,−1
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caractéristiques les plus sensibles pour un algorithme donné, et
donc une mise en évidence des possibles faiblesses et du fonc-
tionnement de l’algorithme de stéganographie.
Cinq points majeurs ont été tirés de cette étude :
- Les résultats concernant les valeurs d’écart type pour les résul-
tats de classification typiques ont montré que ce type de stéga-
nalyse ne peut être considérée comme fiable que si un nombre
suffisant d’images est utilisé pour l’entrainement du classifieur.
Il apparait en effet que des résultats affichant une augmentation
de quelques pourcents et donnés avec un écart type de 2 % sont
peu « crédibles ».
- Les performances dépendent de façon importante du nombre
d’images utilisé, comme présenté sur la Figure 8 (du moins pour
les algorithmes ayant un comportement « normal »). Une autre
constatation est que les comparaisons entre algorithmes, en
termes de performances, doivent être faites à nombre d’images
égal (pour l’entrainement du classifieur), au risque d’avoir un
écart type très différent pour les deux résultats.
- Grâce à la seconde étape de la méthodologie, le nombre de
caractéristiques nécessaire à une bonne classification, peut être
diminué. Cette étape possède trois avantages : (1) les perfor-
mances restent identiques si l’ensemble réduit a été correcte-
ment construit ; (2) les caractéristiques sélectionnées sont perti-
nentes pour le problème, et rendent une analyse possible ; (3) les
faiblesses de l’algorithme de stéganographie considéré appa-
raissent plus clairement, de par cette sélection, et peuvent mener
à des améliorations éventuelles de l’algorithme, en vu d’une
plus grande sécurité.
- L’analyse des ensembles intersection tend à montrer que les
algorithmes étudiés sont sensibles à des caractéristiques relati-
vement similaires. Néanmoins, lorsque le taux d’insertion est de
seulement 5 %, ou pour les algorithmes les plus sûrs, certaines
caractéristiques particulières apparaissent.
- Le nombre de caractéristiques sélectionné conditionne les per-
formances de l’algorithme, ce qui signifie qu’un nombre de
caractéristiques sélectionné important tend à indiquer que l’al-
gorithme est meilleur, en termes de sécurité. Une possible
extension de cette idée est de vouloir modifier autant de carac-
téristiques indépendantes que possible, afin de forcer le stéga-
nalyseur à utiliser un nombre important de caractéristiques et
rendre la stéganalyse plus difficile. L’idée étant que les modifi-
cations sont alors réparties sur autant de caractéristiques diffé-
rentes et indépendantes que possible.
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