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Topological insulators (TIs) are bulk insulators that possess robust helical conducting states along
their interfaces with conventional insulators. A tremendous research effort has recently been devoted
to TI-based heterostructures, in which conventional proximity effects give rise to a series of exotic
physical phenomena. This paper reviews our recent works on the potential existence of topological
proximity effects at the interface between a topological insulator and a normal insulator or other
topologically trivial systems. Using first-principles approaches, we have established the tunability of
the vertical location of the topological helical state via intriguing dual-proximity effects. To further
elucidate the control parameters of this effect, we have used the graphene-based heterostructures
as prototypical systems to reveal a more complete phase diagram. On the application side of the
topological helical states, we have presented a catalysis example, where the topological helical state
plays an essential role in facilitating surface reactions by serving as an effective electron bath.
These discoveries lay the foundation for accurate manipulation of the real space properties of the
topological helical state in TI-based heterostructures and pave the way for realization of the salient
functionality of topological insulators in future device applications.
PACS numbers: 73.22.Pr, 03.65.Vf, 73.40.-c
I. INTRODUCTION
While physics plays a vital role in modern technol-
ogy developments, the milestones of physics are always
signified by the application of some fundamental con-
cepts, such as symmetry, quantization, and topology. In
condensed matter physics, the central role of the topol-
ogy has been widely recognized for the quantum Hall
effect many years ago.[1] However, recently, this con-
cept has received the unprecedented attention,[2, 3] stim-
ulated by the discovery of topological insulators (TIs)
theoretically,[4–6] and soon after experimentally.[7] This
nontrivial new class of insulators possesses robust helical
conducting states along their interface with conventional
insulators. Almost all the fascinate applications of TI is
related to this peculiar helical states.
Because of its robustness and Dirac-like dispersion,
the helical surface state of TI is not only fundamen-
tally interesting, but is also expected to be practically
important. TI-based heterostructures are the natural
playgrounds for the realization of the various innova-
tive applications.[8] Recently, by using different TI-based
heterostructures, emergent properties of topological sur-
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face states have been observed or predicted.[9–28] For
instance, TI/superconductor heterostructures exhibit a
superconducting proximity effect offering the possibility
of observing Majorana fermions and the realization of
non-Abelian topological quantum computing.[9, 29] By
putting a ferromagnet on a TI, the inverse spin-galvanic
effect and giant spin battery effect can be realized.[12]
Other novel, technologically important properties have
also been demonstrated, such as the enhancement of the
catalysis process by robust topological surface states in
Au-covered TI.[16] However, all those applications are
faced with one same question that although the helical
state is guaranteed by topological arguments, its exact
position is not. Actually, in TI-based heterostructures,
as two materials touch with each other, the interaction
may largely tune the spatial location of the helical state
away from the interface.[18, 23, 27] These phenomena,
we call “topological proximity effects”, will be reviewed
in this paper.
Although the spatial location of the helical states is
crucial for TI-related applications, it does not receive
enough attention in previous studies of various TI-based
heterostructures. In most analytical studies, The heli-
cal states are assumed to be local and appear very close
to the interface at the TI side.[9, 17, 30] Some numer-
ical works have studied the spatial distribution of the
helical states, but not in the heterostructures.[31, 32]
Very recently, Black-Schaffer and Balatsky have ana-
lyzed the influence of the impurities in the TI surface
layer to the helical states.[33] If we see the contaminated
surface layer as a new material, the whole system can
then be viewed as a TI-based heterostructure. On the
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2other hand, Zhang et al. have investigated spatial loca-
tion of the helical states in TI-based heterostructures,[18]
with a Bi2Se3 slab between two Sb2Se3 (or In2Se3) slabs.
They found that the topological helical states shift from
the edge of nontrivial Bi2Se3 into the bulk of trivial
Sb2Se3, even when the thickness of Sb2Se3 extends to
around 6 nm, while for an In2Se3 cover, the states have
no qualitative change. This phenomenon has been in-
terpreted as a quantum topological phase transition, in
which trivial Sb2Se3 transforms into the nontrivial phase
and nontrivial Bi2Se3 transforms reversibly into the triv-
ial phase, and meanwhile, the helical states become bulk-
like instead of localizing at the surface. Using both
first-principles and tight-binding approaches, we have
also studied some TI and conventional insulator (CI)
heterostructures.[23, 27] More rich phenomena have been
found from our results, while the interpretation is differ-
ent from that of the ref.[18]. But we have also adopted
the idea of the quantum topological phase transition,
which is consistent with the terminology of the topolog-
ical proximity effect.
Recent research efforts have revealed that a trivial in-
sulator can be twisted into a topological state by ma-
nipulating the spin-orbit interaction,[34, 35] the crystal
lattice,[36–38] or with the application of an external elec-
tric field,[39] driving the system through a topological
phase transition. Motivated by these works and based on
an assumption that the helical states marks the boundary
between the topologically trivial and nontrivial phases, it
is quite natural to conclude that the shift of the helical
states in the heterostructures indicates the occurrence of
the topological phase transition due to the spatial prox-
imity of different pieces of the heterostructures. Since the
topological phase is a nonlocal and global property of the
system,[40] the topological phase transition does not in-
volve symmetry breaking associated with a local order
parameter. We term the observed effects as the topologi-
cal proximity effect to distinguish it from the traditional
proximity effects, which typically invoke some symmetry
breaking processes measured by the corresponding local
order parameters.[9, 41, 42]
In this paper, we review some recent studies of TI-
based heterostructures. The examples presented are
mainly taken from our own results for TI/CI heterostruc-
tures. The paper is organized as follows. After a brief
review of current status of TI-based heterostructures, we
show our first principle calculation for a set of TI-based
heterostructures and the peculiar “topological proximity
effect” in Section 2. In section 3, we use the graphene-
based TI/CI heterostructure to exhibit a more complete
phase diagram for the topological proximity effect. The
attempt to control the position of helical state has some
clear advantage, which is emphasized with a potential
catalytic application in Section 4. In the end, we close
the paper with conclusions and outlook in Section 5.
II. CONVENTIONAL/TOPOLOGICAL
INSULATOR HETEROSTRUCTURES
The topological helical state arises from the strong in-
trinsic spin-orbit coupling (SOC) that drives the inver-
sion of the valence and conduction bands to achieve a
topologically nontrivial phase in the otherwise conven-
tional insulator (CI).[6, 7] The requirement of the strong
SOC and band-inversion process suggests that heavy-
element, small-band-gap semiconductors are the most
promising candidate materials to reach the topological
insulators (TIs).
FIG. 1: Schematic illustration on tuning the vertical location
of the topological surface states (helical state) as a topological
insulator (TI) is covered with a layer of conventional insulator
(CI). (a) helical state floating to the top of the CI. (b) Staying
put at the CI/TI interface. (c) Diving into the TI. (d) The
atomic structure of ZnM/Bi2Se3 (M = S, Se, Te). The red
lines denote the helical state; the arrows indicate the resulting
directions of the topological phase transition.
Based on the above understanding, we have designed
the TI-based heterostructure formed by a single stoichio-
metric ZnM (M = S, Se, and Te) layer deposited onto
a TI substrate (Bi2Se3 or Bi2Te3). A bulk ZnM has a
zincblende structure with its (111) surface matching well
with the (0001) surface of the chosen substrate (Fig. 1d).
More importantly, this family of CI span a considerable
range of the key parameters such as the SOC strength
and band gap, which are expert to conduct different elec-
tronic behaviors under the coupling with the proximate
TI. Indeed, by using first-principles approaches, we have
demonstrated that for the different CI overlayer, the he-
lical state can float to the top of the CI film, or stay
put at the CI/TI interface, or be pushed down deeper
into the otherwise structurally homogeneous TI substrate
(Figs. 1a-c). These contrasting behaviors imply a rich va-
riety of possible quantum phase transitions in the hybrid
systems, dictated by key material-specific properties of
the CI.
To see the role of the SOC strength and band gap of
CI in the heterostructures, we have compared the band
structures of the ZnS/Bi2Se3 and ZnSe/Bi2Se3 systems
3FIG. 2: Band structures of ZnS/Bi2Se3 (upper row) and ZnSe/Bi2Se3 (lower row) along the K-Γ-M direction. The dots indicate
the electronic bands contributed by the CI (a) and (e), the 1st QL of the TI (b) and (f), and the 6th QL (c) and (g), respectively;
the sizes and colors of the dots also indicate different spectral weights and contributions from different atoms, respectively. (d)
and (h) show the charge density distribution of the upper-surface helical state at the Γ point marked by the circle and indicated
by DPU. The DPU/L stands for the Dirac point at the upper/lower surface. The grey and cyan bars denote the locations of
the different QLs and the CI, respectively.
in Fig. 2. We note that bulk ZnSe has a much larger
SOC and smaller band gap than that of ZnS, in the sense
that ZnSe is more proximate to a TI material property-
wise. This difference may explain the following contrast-
ing proximity effect in the heterostructures. The atom-
specific character of each band is indicated by the dots
superposed onto the band structure. In this study, the
thickness of the TI substrate is chosen to be 6 quintuple
layers (QLs) to insure a negligible interaction between
up and down surfaces. From Figs. 2a and e, we see that
ZnS carries negligible electron weight for the helical state,
whereas the helical state have a considerable weight on
the ZnSe. This difference is further confirmed by the
real-space density of states of the upper-surface helical
state at the Dirac point (Figs. 2d and h), where the dif-
ferent spatial locations of the helical states are explicitly
shown. From the aspect of topological proximity effect,
the ZnS layer remains as a topologically trivial phase,
leaving the helical state at the Bi2Se3 surface. On the
other hand, the ZnSe layer undergo a topological phase
transition making the heterostructure as an entirety into
an expanded nontrivial TI phase, and the whole system
thus possesses the helical state at the global boundary
between the topologically trivial vacuum and the topo-
logically nontrivial heterostructure.
With the speculation of the properties-wise proximity
4FIG. 3: Band structures of ZnTe/Bi2Se3 along the KΓM direction. The dots indicate the electronic bands contributed by
the CI (a), the 1st QL of the TI (b),the 2nd QL of the TI (c), and the 6th QL (d), respectively; the sizes and colors of the
dots also indicate different spectral weights and contributions from different atoms, respectively. (e) shows the charge density
distribution of the upper-surface helical state at the Γ point marked by the circle and indicated by DPU. All other symbols are
the same as in Fig. 2.
in mind, we next look into the system of ZnTe/Bi2Se3.
Since ZnTe has an even larger SOC and a smaller bulk
band gap than that of ZnSe, the first intuition is to see an
even more pronounced relocation of the helical state to
the top of the ZnTe film. However, as a counterintuitive
surprise, the upper-surface helical state now has a reverse
shift toward the inner of Bi2Se3, with its peaked density
located on the top of the 2nd QL (Figs. 3e).
To reveal the physical origin of this unexpected reverse-
proximity effect, we first note that, from Figs. 3(a), both
the bulk bands of Bi2Se3 and the helical state have a more
noticeable downward shift in energy compared to the case
of ZnSe/Bi2Se3, while the ZnTe film becomes strongly
p-doped, indicating the most pronounced charge transfer
from the CI overlayer to the TI substrate among the three
cases. This behavior can be understood from the much
smaller work function of the ZnTe film in comparison to
that of ZnSe. Because of the significant charge transfer,
the binding energy between the ZnTe film and the Bi2Se3
substrate is much larger than the other two systems.
Since the QLs of Bi2Se3 are mutually coupled through
weak van der Waals-like interactions, such a strong cou-
pling between the ZnTe film and the 1st QL will com-
pete with and weaken the interaction between the 1st
and 2nd QL. As a consequence, the ZnTe film forces the
1st QL of the TI to be electronically partially decoupled
from the remaining QLs. Furthermore, because one QL
of Bi2Se3 does not have gapless helical state, the upper-
surface helical state will naturally be relocated to the top
of the 2nd QL. In other words, the CI has prevailed by
topologically “trivializing” the 1st QL of the TI via the
reverse-proximity effect.
By using the first-principles calculation, a more com-
plete comparative study has also been performed to con-
firm the role of the interlayer coupling for the proximity
effects. Through careful comparison and analysis for the
band structures, we have obtained a qualitative under-
standing about the correlation between the rich proxim-
ity effects and some key parameters in the heterostruc-
tures. In the next section, we illustrate a more complete
phase diagram, by using graphene-based heterostructure
as a prototypical system and continuously tuning the pa-
rameters, such as the SOC strength, band gap, and the
interface coupling between two materials.
III. A 2D PROTOTYPICAL SYSTEM:
TOPOLOGICAL GRAPHENE NANORIBBON
HETEROSTRUCTURES
In this section, we introduce our studies of the
graphene nanoribbon heterostructures to exhibit a more
complete picture for the topological proximity effect. Al-
though the intrinsic SOC in graphene is commonly known
to be very weak,[43] as a model system, graphene is the
first material predicted to be a 2D TI and indicates the
design principle of the TI materials.[4, 5] Therefore, we
could expect that the obtained features of topological
proximity effects are also suitable for other TI-based sys-
tems.
Graphene is a simple two-dimensional carbon system
with the honeycomb lattice structure consisting of two
atoms in a unit cell.[44] We evaluate the band structure
of graphene within the tight-binding Kane-Mele model
[4, 5] as follows,
H =t
∑
〈ij〉
c†i cj +
∑
i∈a,b
Vic
†
i ci
+ i λSO
∑
〈〈ij〉〉
c†iσ · (dkj × dik) cj ,
(1)
where c†i (ci) is the electron creation (annihilation) oper-
5FIG. 4: The graphene ribbon geometry with zigzag, bearded
and armchair edges. The dashed lines in zigzag, armchair,
and bearded edge labeled with N , M , and Q indicate N th,
M th and Qth unit cell in y, x, y direction, respectively. The
width of a ribbon is measured by unit cell. Ribbons of zigzag
and beared edge have infinite length in x direction, while for
armchair edge in y direction.
ator on site i; t is the nearest-neighbor hopping strength;
Va(b) is the on-site energy for the A(B) sublattice; λSO
is second-nearest-neighbor coupling strength determined
by the intrinsic SOC; σ is the Pauli matrix vector; i and
j are two next-nearest neighbor sites, k is their unique
common nearest neighbor; The vector dik points from k
to i.
The band structure of graphene can be qualitatively
changed by tuning the coupling parameters in Eq. (1).
When Va = −Vb = Vg/2 and λSO = 0, we can obtain
a trivial insulator with the band gap equal to Vg. On
the other hand, when Vg = 0, we will get a nontrivial
insulator with the band gap as 6
√
3λSO. Essentially, the
competing between Vg = 0 and λSO determines the topo-
logical phase of the graphene. Therefore, by joining two
graphene nanoribbons (GNRs) with suitable Vg and λSO,
we can construct the graphene-based TI/CI heterostruc-
tures as in our first-principles studies.
Comparing with our first-principles studies, we have
found one more potential location of the helical state in
the graphene-based TI/CI heterostructures. In addition,
besides the dependence of the SOC and interface cou-
pling, the topological proximity effect also relies on the
interface orientations, which could be zigzag, bearded
and armchair for a graphene nanoribbon as shown in
Fig. 4. For zigzag and bearded ribbons, the helical state
can be tuned to be either at the interface or the outer
edge of the CI ribbon. For armchair ribbons, the poten-
tial location of the helical state is further enriched to be
at the edge of or within the CI ribbon, at the interface,
or diving into the TI ribbon.
In Fig. 5, we exhibit a series of band structures of the
zigzag edge GNR heterostructures, which have the fixed
parameters Vg and λSO in both the ribbons, while the
different tunnel coupling strengthtc between them. Fig-
ure 5(a) displays the tc = 0 case, namely, the TI and CI
ribbons are decoupled with each other. The band struc-
ture is thus the superposition of the TI and CI ribbons.
The two degenerate Dirac points (D1 and D2) correspond
to the helical states located at the two edges of the TI
ribbon, while E1 and E2 bands are two edge states of the
CI ribbon. As we gradually increase the tunnel coupling
tc, both the energies and spatial locations of these edge
states will change accordingly. The phase transition hap-
pens between the tc of Fig. 5b and c, indicated by the
spatial location switch of D1 and E1. Since the states
E2 and D1 locating at the TI/Cl interface are spatially
more close to each other, we see from Fig. 5a and b that
they are more sensitive to tc before the phase transition.
On the other hand, further increasing tc after the phase
transition will not strongly affect the energy of D1, but
will keep changing the energy of E1 and E2, implying
that these two states are spatially more close now. For
very large tc, E1 and E2 mix with bulk states, and we can
see only two helical states locate separately at two edges
of the whole heterostructures. The shift of topological
edge states from the interface to the outer edge of the CI
ribbon indicates that the heterostructure as an entirety
becomes an expanded TI via the topological proximity
effect.
To confirm the speculation in our first-principles stud-
ies, we now add a small SOC on the CI ribbon to make it
properties-wise more proximate to the nontrivial phase.
Under the influence of both the tunnel coupling and SOC,
the system still has two phases, indicated by P1 and P2
in Fig. 6. As we would expect, the larger λSO makes the
topological proximity effect happen more easily, namely,
at smaller tunnel coupling tc. Furthermore, we discuss
how the width of CI ribbon affects the phase transition.
In Fig. 6, we see that for the same SOC in CI ribbon,
the wider one requires larger tunnel coupling tc to in-
duce the transition from P1 to P2. This is because the
phase transition essentially needs the coupling between
the states at the interface and outer edge of the CI rib-
bon, and this coupling becomes weaker as the width of
ribbon increases. In a limiting case where the CI ribbon
has infinite width, topological proximity effect will not
happen for any finite tunnel coupling tc.
We now turn to the phase diagram of the armchair edge
GNR heterostructures in Fig. 7b. In contrast with the
zigzag heterostructure, the armchair system shows two
additional phases in the strong tunnel coupling regime:
P3, where the density of helical state peaks in the bulk of
CI ribbon, and P4, where the helical state is relocated one
unit cell back inside the topological GNR. With relatively
small SOC in the CI ribbon, the location of the helical
state shifts from P1 through P3 to P4 as the coupling
increases, while for a moderate SOC, the helical state
can move to the outer edge of the CI ribbon through P2
instead of P3 during the evolution. In the limiting case
of the strong SOC, the original CI ribbon becomes topo-
logically nontrivial. The appearance of the P4 phase is
clearly consistent with our first-principles works, where
6FIG. 5: Band structures of zigzag edge GNR heterostructures (Wn = 3, Wt = 30) for different tunnel coupling strengths (a-d),
and corresponding spatial locations of higher energy Dirac points (denoted as D1 in (a-d)) are shown by blue areas in (e-h).
The interface tunnel coupling tc/t = 0 in (a)(e), tc/t = 0.2 in (b)(f), tc/t = 0.32 in (c)(g), tc/t = 0.45 in (d)(h). For CI ribbons,
Vg = 0.2 t and λSO/t = 0; for TI ribbons, Vg = 0 and λSO/t = 0.03. E1 and E2: the bands of the trivial edge states originated
from the CI ribbon. D2: the other Dirac point whose spatial location is far away from the interface. Dashed lines in (e-h)
indicate the interface of the heterostructures, and the red bonds show the interface tunnel coupling (tc).
FIG. 6: Phase diagram for the zigzag GNR heterostructures
with different CI ribbon widths, spanned by the tunnel cou-
pling (tc) and SOC in the CI ribbon. The black solid (red
dashed) line indicates the boundary of P1 and P2 phases with
Wn = 3, Wt = 30 (Wn = 10, Wt = 30). Insets are the il-
lustrations of the spatial locations of the helical states. P1
phase: the helical state is located at the interface. P2 phase:
the helical state is located at the outer edge of the CI ribbon.
since only a single layer of CI is considered, P3 phase can-
not be verified. We note that the first-principles work by
Zhang et al. has actually obtained the similar P4 phase,
but their interpretation is different from our topological
proximity pictures. The movement of the helical state
to different position is a manifestation of the complexity
of the topological proximity effect. The tunnel coupling
tc plays an interesting role that it effectively propagates
the effect of SOC from the TI to CI inducing the phase
transition, and meanwhile, it strongly affects the surface
layer of the TI making it decoupled from the TI bulk.
The competing between these two aspect gives the evo-
lution route from P1 → P3 → P4. When the SOC in CI
is large enough that the CI can be entirely conducted to
nontrivial phase, P2 will instead P3 phase in the above
transition process.
To explain the dependence of the topological proximity
effect on the lattice orientation. We compare the band
structures of zigzag and armchair edge GNRs around
their Dirac points at M (Fig. 5) and Γ (Fig. 7a) points
in k space of the zigzag and armchair heterostructures,
respectively. For the zigzag system, the M(Γ) points in
k space are energetically far away from the bulk states.
Correspondingly, in real space, the states at M(Γ) points
are edge states that cannot mix with the bulk states,
thereby ruling out the existence of the P3 and P4 phases.
However, for the armchair system, the Γ point represents
the helical state and the energy of the Γ point is close to
the bulk bands. As a consequence, it is possible for the
helical state to interact with the bulk states and move
into the bulk. We note that most known TIs have simi-
lar band structures as armchair GNR, namely, the Dirac
points induced by SOC are located at the same k point
as the bulk band gap (Fig. 7(a)).
By now we have shown a complete phase diagram
of the topological proximity effect by using the 2D
graphene-based heterostructures. Also the obtained phe-
nomena are consistent with the three-dimensional (3D)
TI/CI system investigated by using the first-principle cal-
7FIG. 7: (a) Band structure of an armchair GNR heterostruc-
ture whose width is Wt = 30. The Dirac point is at the Γ
point. (b) Phase diagram for the armchair GNR heterostruc-
tures with a CI ribbon with width Wn = 8 and a TI ribbon
with width Wt = 60. The diagram is spanned by the tunnel
coupling(tc/t) and SOC in the CI ribbon. P1 and P2 phases
are defined the same as in Fig. 6. In P3 phase, the helical
state remains in the CI ribbon, whereas in P4 phase the heli-
cal state has moved into the TI ribbon by one unit cell.
culations. In the next section, we present a potential cat-
alytic application of the TI helical states, provided that
we can well control their spatial locations.
IV. A POTENTIAL CATALYTIC
APPLICATION: GOLD THIN FILMS ON
TOPOLOGICAL INSULATOR SUBSTRATES
Many physical and chemical processes happening at
the material surface are due to the presence of the sur-
face states. However, since they arise as a result of the
different bonding environment at the surface from the
bulk, normal surface states are easily destroyed by local
modifications at the surfaces, e.g., presence of impuri-
ties, surface defects, surface reconstruction, or a change
in the surface termination or orientation. In contrast, the
topological helical state of 3D TI are robust compared to
the conventional surface states.[45–47] The helical state
protected by time-reversal symmetry is insensitive to the
structural details of the surface.[48, 49] It thus provides
a perfect platform for investigating the catalytic role of
surface states in less constrained environments.
In this section, we introduce a potential catalytic ap-
plication of the topological insulator heterostructures, by
using CO oxidation on gold-covered Bi2Se3 as a proto-
type example. In this example, the nontrivial helical
states resulting from the topological proximity effect, are
found to significantly enhance the binding energy of both
CO and O2 molecules by serving as an electron bath, and
therefore facilitate the oxidation process.
Crystalline Bi2Se3 has rhombohedral structure and its
unit cell is composed of 3 weakly coupled QL, each of
which comprises of 5 alternating Bi and Se layers in a
sequence Se-Bi-Se-Bi-Se. The naturally cleaved surface
is therefore the Se surface. In Fig. 8a we plot the band
structure around EF of a naturally cleaved 3 QL Bi2Se3
film. The surface states are signified by the “Dirac-cone”
like band structure. The small gap (∼50 meV) opened at
the Dirac point is due to the coupling between the two
degenerate helical states on the two surfaces of the TI
film.[50]
FIG. 8: (a) Band structure of a 3 QL Bi2Se3 film, where the
shaded area is the bulk band structure projected to the 2D
Brillouin zone. The inset shows the shape of the 2D Brillouin
zone for different surface unit cells (Black solid lines-1×1;
blue solid lines-2×2). (b) Band structure of a Bi-terminated
Bi2Se3 film. (c) and (d) Band structures of 2 ML Au de-
posited on the Bi-terminated surface without and with SOC,
respectively. In (b) and (d) the helical state are highlighted
by the transparent blue lines. The inset in (c) shows the top
and side views of the structure (only top 4 atomic layers of
Bi2Se3 are shown). Yellow balls-Au; light blue balls-Bi; dark
blue balls-Se.
8We use the Bi-terminated surface of Bi2Se3, to which
Au binds more strongly than the naturally cleaved Se
surface, to support Au atoms without formation of 3D Au
clusters. The band structure of the Bi-terminated film is
shown in Fig. 8b. The two helical states still robustly
persist and shift below EF , agreeing with experiments.
Additionally, the degeneracy of the two helical states is
lifted, of which the upper and lower bands correspond to
the helical state at the upper (Bi-terminated) and lower
(Se-terminated) surface, respectively.
We choose 2 monolayers (ML) of Au deposited on the
Bi surface of the Bi2Se3 film (Fig. 8c inset) as a model
system because of its optimal stability for subsequent cal-
culations. Here 1 ML is defined to be the same number
of atoms as that in each atomic layer of Bi2Se3, which is
equal to 0.48 times the atom density in a (111) layer of
bulk Au. Figs. 8c and d show the band structures of the
Au-covered Bi2Se3 film without and with SOC, respec-
tively. Two helical states emerge only when the SOC is
switched on, confirming that the helical state indeed orig-
inates from the SOC of the bulk states. This observation
allows us to conveniently isolate the effects of the heli-
cal state by comparative studies with and without SOC.
The shape of the two helical state bands near the Γ point
closely resembles that of the helical state in Fig. 8b for
the Bi-terminated Bi2Se3 film despite the slight shift in
their relative positions in energy. Therefore the helical
state survives even if the Bi2Se3 surface is completely
buried under the 2 ML Au film.
We now present a comparative study showing that the
binding of both CO and O2 on Au-covered Bi2Se3 are
enhanced due to the presence of the helical states. With
SOC, the binding energy of CO is considerably enhanced
by 0.2 eV compared to that without SOC, accompanied
by a decrease of the C-Au bond length from 2.029 A˚ to
1.981 A˚. The enhanced CO binding with SOC is due to
the static electron transfer facilitated by the helical state.
To see this effect we first compare the local density of
states (LDOS) on the C atom of an adsorbed CO with
and without SOC, shown in Fig. 9a. The antibonding
2pi∗ states shift to higher energies with SOC, indicating
decreased electron occupation, and hence enhanced CO-
Au binding. On the other hand, from Fig. 9c, the top
Dirac band, corresponding to the helical state on the Au-
deposited Bi-terminated surface, shifts to lower energy
after the adsorption of CO, indicating increased electron
occupation. Taken together, net electrons are transferred
to the helical state serving as an electron bath when CO
is adsorbed on the surface.
Next we show that the helical state as an electron bath
can also enhance the adsorption of O2, but by invok-
ing a different direction of static electron transfer. On
the Au-Bi2Se3 substrate, O2 binding energy increases by
0.16 eV with SOC. The LDOS on one O atom of O2 is
shown in Fig. 9b. The two groups of peaks below and
above EF correspond to the spin-up and spin-down an-
tibonding 2pi∗ states, respectively. As the half-filled 2pi∗
states hybridize with the Au d states, more electrons will
FIG. 9: (a) and (b) LDOS on the C atom of CO, and one
O atom of O2, featuring the energy range corresponding to
the 2pi∗ states of CO and O2, respectively. (c) and (d) Band
structures of the CO and O2 adsorbed 2 ML Au-Bi2Se3 film,
shown in a reduced Brillouin zone corresponding to the 2×2
surface unit cell (Fig. 8 (a) inset). The helical state bands are
highlighted by the transparent blue lines. The blue dot-dash
lines indicate the position of the upper Dirac point in Fig. 8
(d). The upper and lower panels in (e) and (f) are the top
and side views of the atomic structures. Small red balls-O;
small gray balls-C; yellow balls-Au; light blue balls-Bi; dark
blue balls-Se.
be transferred to the 2pi∗ states and promote O2 toward
dissociation. At the same time, the spin splitting of the
2pi∗ states will decrease due to the weakened O-O bond.
In Fig. 9b, both groups of the spin-splitted peaks shift to-
ward EF after turning on SOC, indicating decreased spin
splitting in the O2 orbitals. Meanwhile, the O-O bond
length increases from 1.289 A˚ without SOC to 1.299 A˚
with SOC. The increased electron occupation of the 2pi∗
9states upon switching on SOC is not easily visible from
Fig. 9b, but is confirmed by the calculated increase in the
relative spectral weight of the 2pi∗ DOS below EF , equal
to 0.56 with SOC and 0.55 without SOC. This difference
is roughly equal to 0.04 e per O2 molecule, originated
from the helical state. On the other hand, from Fig. 9d,
the top helical state Dirac band shifts upward compared
to that without O2 adsorption, indicating that electrons
are transferred out of the helical state. Therefore, rather
than accepting electrons as in the case of CO, the heli-
cal state now donates electrons and promotes O2 toward
dissociative adsorption on Au. Moreover, the adsorption
energy of O2 is now comparable to that of CO with a
moderate strength, which is a desirable feature for easier
reaction and high catalytic activity.
V. CONCLUDING REMARKS
In the past several years, the TI-based heterostructures
have attracted considerable attention due to many exotic
properties related to the new discovered topological heli-
cal states. To achieve the long term goal to really utilize
these properties in next-generation quantum devices, we
should take an important step to control the spatial loca-
tion of the helical states in the design structure. In this
paper, we have introduced our recent efforts to explore
the key parameters of the topological proximity effect,
which is manifested by the shifting of the helical states
in TI-based heterostructures. A rich phase diagram, de-
pending on the SOC, band gap, and interface coupling,
has been presented. We hope these encouraging results
could contribute to stimulate more efforts along this di-
rection.
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