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Abstract
Some classical linear algebra results are translated to the language of lattices. In particular, we formulate
a Jordan normal base theorem for nilpotent join homomorphisms. As an application, we obtain the existence
of a Jordan normal base in a semisimple module with respect to a given nilpotent endomorphism.
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1. Introduction
The purpose of this paper is to show how some classical linear algebra results are capable of
broad generalization in the context of lattices. In our development a vector space V is replaced
by the lattice Sub(V ) of subspaces in V and a linear map ϕ :V −→ V is replaced by the natural
map on Sub(V ) induced by ϕ. In general, we consider a lattice L and a map λ :L −→ L. The
conditions we impose on L and on λ are extracted from the properties of the subspace lattice
of a vector space and from the properties of the map on the subspace lattice induced by a linear
transformation. We assume, in most of the cases, that (L,∨,∧,0,1) is an algebraic atomistic
lattice with the atomic cover property and that λ is a complete ∨-homomorphism satisfying the
so-called (J1) and (J2) conditions. The image and the kernel element of such λ can be defined as
λ(1) and as the supremum of {x ∈ L | λ(x) = 0}, respectively. First we obtain an analogue of the
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Then we formulate the Fitting lemma for λ. We note that a completely different lattice theoretical
Fitting lemma for lattice endomorphisms can be found in [3]. If λ is nilpotent, then an appropriate
definition of the Jordan normal base of L with respect to λ can be given. The main result of the
paper is a Jordan normal form theorem for a nilpotent λ. Our proof is based on the use of certain
ideas presented in [4,6,7]. The application of the general lattice theoretical result will provide
the existence of a Jordan normal base in a semisimple module with respect to a given nilpotent
endomorphism.
In Section 2 the necessary lattice theoretical background is presented, a more detailed ex-
position can be found in [2] and [5]. Section 3 contains results about the image and the kernel
element of λ including the Fitting lemma. The nilpotent Jordan normal base theorem is formu-
lated in Section 4.
2. Atoms in algebraic lattices
Let (L,∨,∧) be a lattice with  (<) being the induced (strict) partial order on L. The cover
relation x  y holds for the elements x, y ∈ L if x < y and x  u y implies that u ∈ {x, y} for
all u ∈ L. If 0 a, then a ∈ L is called an atom (0 denotes the smallest element of L). The lattice
(L,∨,∧,0) has the atomic cover property if x  x∨a holds for all x ∈ L and for all atoms a ∈ L
with x = x ∨ a. The Jordan–Hölder property holds in (L,∨,∧) if for any two sequences in L of
the form
x0  x1  · · · xn, y0 < y1 < · · · < ym
with x0 = y0 and xn = ym imply that m n. The atomic cover and the Jordan–Hölder properties
are satisfied in any modular lattice.
A lattice is called complete, if every subset of L has a supremum and an infimum with respect
to . A complete lattice (L,∨,∧,0,1) is called atomistic, if every element is a join (supremum)
of atoms. We note that in an atomistic lattice the atomic cover property is equivalent to the so-
called upper semimodularity (see Theorem 1.7.3 in [5]). An element c ∈ L in a complete lattice
is compact if for any set {xi | i ∈ I } ⊆ L the relation
c
∨
i∈I
xi implies that c
∨
i∈J
xi
for some finite subset J ⊆ I . A complete lattice is called algebraic, if every element is a join
(supremum) of compact elements. Clearly, any atom in an algebraic lattice is compact.
A join ∨i∈I xi of the elements {xi | i ∈ I } in a complete lattice (L,∨,∧,0,1) is called irre-
dundant, if
∨
i∈I\{j}
xi =
∨
i∈I
xi
(
or equivalently xj 
∨
i∈I\{j}
xi
)
holds for any index j ∈ I . A join ∨i∈I ci of the compact elements {ci | i ∈ I } is irredundant if
and only if
∨
i∈J ci is irredundant for any finite subset J ⊆ I .
The proof of the next proposition is straightforward and omitted.
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properties. If {a1, a2, . . . , an} is an n-element and {b1, b2, . . . , bm} is an m-element set of atoms
in L such that a1 ∨ a2 ∨ · · · ∨ an and b1 ∨ b2 ∨ · · · ∨ bm are irredundant joins and
a1 ∨ a2 ∨ · · · ∨ an = b1 ∨ b2 ∨ · · · ∨ bm,
then n = m.
The set of atoms {ai | i ∈ I } ⊆ L in a complete lattice (L,∨,∧,0,1) is called an atomic base
of L, if
∨
i∈I ai = 1 is an irredundant join.
The following is a variant of Theorem 5 in part IV of [2].
2.2. Theorem. Let (L,∨,∧,0,1) be an algebraic atomistic lattice with the atomic cover property
and u ∈ L. If∨i∈I ci < u and∨i∈I ci is an irredundant join of compact elements in L, then there
exists a family {aj | j ∈ J } of atoms such that
(∨
i∈I
ci
)
∨
(∨
j∈J
aj
)
= u
is an irredundant join.
2.3. Corollary. If (L,∨,∧,0,1) is an algebraic atomistic lattice with the atomic cover property,
then there exists an atomic base in any interval sublattice [0, x] of L. If in addition 1 is a compact
element, then there exists a finite atomic base of L. In any lattice with the atomic cover and the
Jordan–Hölder properties, the existence of a finite atomic base implies that all atomic bases are
of the same cardinality.
3. Complete join homomorphisms
Let (L,∨,∧,0,1) be a complete lattice and λ :L −→ L a complete ∨-homomorphism with
λ(0) = 0. Now
λ
(∨
i∈I
xi
)
=
∨
i∈I
λ(xi)
for any set {xi | i ∈ I } ⊆ L of elements and we note that a ∨-homomorphism is order preserving:
x  y ⇒ λ(x) λ(y) for all x, y ∈ L. The image and the kernel of λ can be defined as follows:
im(λ) = λ(1) and z = ker(λ) =
∨
x∈L,λ(x)=0
x.
Clearly, the ∨-property of λ ensures that λ(x) λ(1) for all x ∈ L and that λ(x) = 0 ⇐⇒ x  z.
The conditions (J1) and (J2) play a fundamental role in our development, we formulate them
for a pair (L,λ), where (L,∨,∧,0,1) is a complete lattice and λ :L −→ L is a complete ∨-
homomorphism with λ(0) = 0.
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that y = x ∨ u and λ(u) = 0.
(J2) For any x ∈ L the map λ : [0, x] −→ [0, λ(x)] is surjective.
If λ satisfies (J2) and a ∈ L is an atom with λ(a) = 0, then λ(a) is also an atom.
3.1. Proposition. If (L,∨,∧,0,1) is a complete atomistic lattice and λ :L −→ L is a complete
∨-homomorphism with (J2), then for any atom a ∈ [0, λ(1)] there exists an atom a′ ∈ L such that
a = λ(a′).
Proof. Since λ : [0,1] −→ [0, λ(1)] is surjective (J2), we can find an element 0 = x ∈ L with
a = λ(x). The atomistic property of L implies that x =∨i∈I ai for some set {ai | i ∈ I } of atoms
in L. Clearly, ai  x implies that 0 λ(ai) λ(x) = a. For an index i, we have either λ(ai) = 0
or λ(ai) = a. If λ(ai) = 0 holds for each i ∈ I , then we obtain that
a = λ(x) = λ
(∨
i∈I
ai
)
=
∨
i∈I
λ(ai) = 0,
a contradiction. Thus λ(ai) = a holds for some i ∈ I . 
3.2. Theorem. Let (L,∨,∧,0,1) be a complete lattice with the atomic cover property and
λ :L −→ L be a complete ∨-homomorphism with λ(0) = 0. If ∨i∈I ai is an irredundant join
of atoms,∨j∈J bj is an irredundant join of compact atoms and λ(bj ) = 0 for all j ∈ J , then for
any set {a′i | i ∈ I } of atoms with λ(a′i ) = ai for all i ∈ I , the join(∨
j∈J
bj
)
∨
(∨
i∈I
a′i
)
is irredundant. If in addition
im(λ) =
∨
i∈I
ai, ker(λ) =
∨
j∈J
bj
and λ satisfies (J1), then (∨
j∈J
bj
)
∨
(∨
i∈I
a′i
)
= 1.
Proof. Suppose that
a′i∗ 
(∨
j∈J
bj
)
∨
( ∨
i∈I\{i∗}
a′i
)
for some i∗ ∈ I , then
ai∗ = λ
(
a′i∗
)

(∨
j∈J
λ(bj )
)
∨
( ∨
i∈I\{i∗}
λ
(
a′i
))= ∨
i∈I\{i∗}
ai
contradicts the irredundant property of
∨
i∈I ai .
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bj∗ 
( ∨
j∈J\{j∗}
bj
)
∨
(∨
i∈I
a′i
)
for some j∗ ∈ J , then the compactness of bj∗ implies that
bj∗ 
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in
for some {i1, i2, . . . , in} ⊆ I . We can assume that n is minimal, whence
a′in 
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1
and
bj∗ 
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1
follow. The atomic cover property ensures that
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1 
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in .
In view of
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1 <
(∨
j∈J
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1
and
(∨
j∈J
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1 
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in ,
we obtain that
(∨
j∈J
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1 =
( ∨
j∈J\{j∗}
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in .
Thus
a′in 
(∨
j∈J
bj
)
∨ a′i1 ∨ a′i2 ∨ · · · ∨ a′in−1 
(∨
j∈J
bj
)
∨
( ∨
i∈I\{in}
a′i
)
contradicts the fact we proved first.
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λ
(∨
i∈I
a′i
)
=
∨
i∈I
λ
(
a′i
)= λ(1)
and the (J1) property of λ. It follows that
(∨
i∈I
a′i
)
∨ u = 1
for some u ∈ L with λ(u) = 0. Since
u ker(λ) =
∨
j∈J
bj ,
we obtain that
(∨
j∈J
bj
)
∨
(∨
i∈I
a′i
)
= 1. 
3.3. Corollary. Let (L,∨,∧,0,1) be an algebraic atomistic lattice with the atomic cover prop-
erty and λ :L −→ L be a complete ∨-homomorphism with (J1) and (J2). There exist atomic
bases {ai | i ∈ I } and {bj | j ∈ J } of the interval sublattices [0, im(λ)] and [0,ker(λ)]. There is a
set {a′i | i ∈ I } of atoms such that λ(a′i ) = ai for all i ∈ I and for any such set {bj | j ∈ J } ∪ {a′i |
i ∈ I } is an atomic base of L.
Proof. The existence of an atomic base in any [0, x] is a consequence of Corollary 2.3. If {ai |
i ∈ I } is a set of atoms in [0, im(λ)], then (J2) of λ and the use of Proposition 3.1 ensures the
existence of atoms a′i , i ∈ I , such that λ(a′i ) = ai for all i ∈ I . Thus the application of the above
Theorem 3.2 completes the proof. 
Remark. Corollary 3.3 is the generalization of the well-known
dim(imϕ) + dim(kerϕ) = dimV
property of the linear map ϕ :V −→ V on the finite dimensional vector space V .
3.4. Lemma. Let (L,∨,∧,0,1) be a complete lattice and λ1, λ2 :L −→ L complete ∨-
homomorphisms. Then λ1 ◦ λ2 :L −→ L is a complete ∨-homomorphisms and we have the
following.
(1) If λ1 and λ2 satisfy (J2), then λ1 ◦ λ2 satisfies (J2).
(2) If λ1 satisfies (J1), λ2 satisfies (J1) and (J2), then λ1 ◦ λ2 satisfies (J1).
(3) If λ1 and λ2 both satisfy (J1) and (J2), then λ1 ◦ λ2 satisfies (J1) and (J2).
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jective maps, thus the composition λ1 ◦ λ2 : [0, x] −→ [0, λ1(λ2(x))] is also surjective.
(2) If x  y and λ1(λ2(x)) = λ1(λ2(y)) holds for x, y ∈ L, then λ2(x) λ2(y) and (J1) of λ1
gives an element u ∈ L such that λ2(y) = λ2(x) ∨ u and λ1(u) = 0. Now u ∈ [0, λ2(y)] and (J2)
of λ2 gives an element v ∈ [0, y] such that λ2(v) = u. In view of x ∨ v  y and
λ2(x ∨ v) = λ2(x) ∨ λ2(v) = λ2(x) ∨ u = λ2(y)
(J1) of λ2 gives an element w ∈ L such that (x∨v)∨w = y and λ2(w) = 0. Thus x∨(v∨w) = y
and
λ1
(
λ2(v ∨ w)
)= λ1(λ2(v) ∨ λ2(w))= λ1(u ∨ 0) = λ1(u) = 0
prove the (J1) property of λ1 ◦ λ2. 
3.5. Corollary. Let (L,∨,∧,0,1) be a complete lattice and λ :L −→ L a complete ∨-
homomorphism with λ(0) = 0. If λ satisfies (J1) and (J2), then any power λk satisfies (J1)
and (J2).
3.6. Lemma. Let (L,∨,∧,0,1) be a complete lattice and λ :L −→ L a complete ∨-
homomorphism with λ(0) = 0. We have the following.
(1) im(λk) = im(λk+1) implies that im(λi) = im(λk) for all integers i  k.
(2) ker(λk) = ker(λk+1) implies that ker(λi) = ker(λk) for all integers i  k.
(3) If λ satisfies (J1), then im(λ) = im(λ2) implies that im(λ) ∨ ker(λ) = 1.
(4) If λ satisfies (J2), then ker(λ) = ker(λ2) implies that im(λ) ∧ ker(λ) = 0.
Proof. (1) Clearly, λk(1) = λk+1(1) implies that λk+1(1) = λk+2(1).
(2) Take x = ker(λk+2), then λk+1(λ(x)) = λk+2(x) = 0 implies λ(x)  ker(λk+1), whence
λ(x) ker(λk) can be obtained. Thus x  ker(λk+1) is a consequence of λk+1(x) = λk(λ(x)) = 0.
Since ker(λk+1) ker(λk+2) is obvious, we get ker(λk+1) = ker(λk+2).
(3) Using w = im(λ) = λ(1) and z = ker(λ), we have
λ(w ∨ z) = λ(w)∨ λ(z) = λ(λ(1))∨ 0 = λ2(1) = λ(1).
The (J1) property of λ gives that (w ∨ z) ∨ u = 1 and λ(u) = 0 for some u ∈ L. Thus u z and
w ∨ z = (w ∨ z) ∨ u = 1.
(4) Take y = im(λ) ∧ ker(λ), then y  λ(1) and thus y ∈ [0, λ(1)]. The (J2) property of λ
ensures the existence of an element v ∈ L such that λ(v) = y. Now y  ker(λ) implies that
λ2(v) = λ(y) = 0, whence v  ker(λ2) can be derived. Since ker(λ2) = ker(λ), we have y =
λ(v) = 0. 
3.7. Theorem. Let (L,∨,∧,0,1) be a complete lattice and λ :L −→ L a complete ∨-
homomorphism with λ(0) = 0 such that λ satisfies (J1) and (J2). If L is both Artinian and
Noetherian, then there exists an integer r  1 such that im(λr) ⊕ ker(λr) = 1, i.e. im(λr) ∨
ker(λr) = 1 and im(λr ) ∧ ker(λr) = 0.
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· · · im(λi) · · · im(λ2) im(λ)
is not a strictly descending chain, thus im(λk) = im(λk+1) holds for some k  1.
The Noetherian condition ensures that
ker(λ) ker
(
λ2
)
 · · · ker(λi) · · ·
is not a strictly ascending chain, thus ker(λl) = ker(λl+1) holds for some l  1.
Take r = max{k, l}, then
im
(
λr
)= im(λ2r) and ker(λr)= ker(λ2r)
by parts (1) and (2) of Lemma 3.6. In view of Corollary 3.5, the power λr satisfies (J1)
and (J2). Since λ2r = (λr)2, the application of parts (3) and (4) of Lemma 3.6 gives that
im(λr) ∨ ker(λr) = 1 and im(λr) ∧ ker(λr ) = 0. 
Remark. Theorem 3.7 is the generalization of the well-known Fitting lemma (see [1, p. 138]).
The lattice theoretical Fitting lemma in [3] is an analogue and not a generalization of the classical
result.
4. The nilpotent Jordan normal base
Let (L,∨,∧,0,1) be a complete lattice and consider a complete ∨-homomorphism
λ :L −→ L. If λn = 0 = λn−1 for some integer n  1 then λ is called nilpotent of index n.
If λ is nilpotent and x  λ(x) for some x ∈ L, then we have
x  λ(x) λ2(x) · · · λn(x) = 0,
whence x = 0 (as well as λ(0) = 0) follows.
A set A ⊆ L of atoms in a complete lattice (L,∨,∧,0,1) is called a n-nilpotent Jordan
normal base of L with respect λ, if the following conditions hold:
(1) λ(A) ⊆ A ∪ {0} and λn(A) = {0} = λn−1(A) for some integer n 1,
(2) λ(a) = λ(b) ⇒ λ(a) = λ(b) = 0 for all a, b ∈ A, a = b,
(3) ∨a∈A a = 1 is an irredundant join.
A n-nilpotent Jordan normal base can be written as a pairwise disjoint union
A =
⋃
t∈T
At ,
where At = {ait | 1 i  kt } is finite, λ(ait ) = ai−1t for each 1 i  kt (a0t = 0) and aktt /∈ λ(A)
holds for all t ∈ T . Clearly, we have n = max{kt | t ∈ T }.
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(L,∨,∧,0,1) with respect to the complete ∨-homomorphism λ :L −→ L, then λ is nilpotent of
index n.
Proof. If A ⊆ L is a Jordan normal base with respect to λ as in the above definition, then
λn(a) = 0 for all a ∈ A. Since λn is also a complete ∨-homomorphism, we have
λn(1) =
∨
a∈A
λn(a) = 0.
Thus λn = 0 and λn−1(A) = {0} implies that λn−1 = 0. 
We are ready to formulate the following converse of Proposition 4.1.
4.2. Theorem. Let (L,∨,∧,0,1) be an algebraic atomistic lattice with the atomic cover property
and let λ :L −→ L be a complete ∨-homomorphism satisfying (J1) and (J2). If λ is nilpotent of
index n, then there exists an n-nilpotent Jordan normal base in L with respect to λ.
Proof. We apply an induction on the nilpotency index of λ.
If this index is 1, then λ = 0 and any set {ai | i ∈ I } of atoms with ∨i∈I ai = 1 being an
irredundant join is a 1-nilpotent Jordan normal base in L with respect to λ.
Let n 2 be an integer and assume that our theorem holds for all complete ∨-homomorphism
of nilpotency index n − 1. Now consider the situation described in the theorem with λn = 0 =
λn−1. Clearly, the interval sublattice L∗ = [0, λ(1)] of L is an algebraic atomistic lattice with
the atomic cover property and the restriction λ∗ = λ|[0,λ(1)] of λ is a complete ∨-homomorphism
λ∗ :L∗ −→ L∗. It is straightforward to see that λ∗ satisfies (J1) and (J2). In view of λn(1) = 0 =
λn−1(1), we have λn−1(λ(1)) = 0 = λn−2(λ(1)). Thus the nilpotency index of λ∗ is n − 1. The
induction hypothesis provides an (n − 1)-nilpotent Jordan normal base A∗ ⊆ L∗ in L∗ respect
to λ∗. Since L∗ = [0, λ(1)], Proposition 3.1 ensures that for each a ∈ A∗ \ λ(A∗) we can fix an
atom α(a) ∈ L, such that λ(α(a)) = a. Take
w =
∨
a∈A∗, λ(a)=0
a,
then λ(w) = 0 implies that w  z = ker(λ). Theorem 2.2 provides a set B ⊆ L of atoms in L
such that
z =
( ∨
a∈A∗, λ(a)=0
a
)
∨
(∨
a∈B
a
)
is an irredundant join.
We claim, that
A = A∗ ∪ {α(a) ∣∣ a ∈ A∗ \ λ(A∗)}∪ B
is an n-nilpotent Jordan normal base in L with respect to λ.
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for all a ∈ A∗ \ λ(A∗) and λ(B) = {0} (note that a  z for all a ∈ B). Also λn(A) =
λn−1(λ(A)) ⊆ λn−1(A∗ ∪ {0}) = (λ∗)n−1(A∗ ∪ {0}) = {0} and (λ∗)n−2(a) = 0 for some a ∈ A∗,
whence a ∈ A∗ \ λ(A∗), λ(α(a)) = a and λn−1(α(a)) = λn−2(a) = 0 follows.
(2) Suppose that λ(a) = λ(b) for a, b ∈ A, a = b.
If a, b ∈ A∗, then λ(a) = λ∗(a), λ(b) = λ∗(b) and λ∗(a) = λ∗(b) implies that λ∗(a) =
λ∗(b) = 0.
If a ∈ A∗ and b = α(b′) for some b′ ∈ A∗ \ λ(A∗), then λ(a) = λ(b) = λ(α(b′)) = b′ is in
contradiction with b′ ∈ A∗ \ λ(A∗).
If a = α(a′) and b = α(b′) for some a′, b′ ∈ A∗ \ λ(A∗), then a′ = λ(α(a′)) = λ(α(b′)) = b′
implies that a = b, a contradiction.
If a ∈ B (or b ∈ B), then λ(a) = 0 (or λ(b) = 0).
(3) Since
λ
(∨
a∈A
a
)
=
( ∨
a∈A∗
λ(a)
)
∨
( ∨
a∈A∗\λ(A∗)
λ
(
α(a)
))∨
(∨
a∈B
λ(a)
)
=
( ∨
a∈A∗
λ(a)
)
∨
( ∨
a∈A∗\λ(A∗)
a
)
=
∨
a∈A∗
a = λ(1),
the (J1) property of λ implies that
(∨
a∈A
a
)
∨ u = 1
holds for some u ∈ L with λ(u) = 0. Thus u z = ker(λ) and
u z =
( ∨
a∈A∗, λ(a)=0
a
)
∨
(∨
a∈B
a
)

∨
a∈A
a,
whence
∨
a∈A a = 1 follows.
Suppose that
∨
a∈A\{b} a = 1 for some b ∈ A.
If λ(b) = 0, then λ(b) ∈ A∗ \ {λ(a) | a ∈ A \ {b}} and λ(A) ⊆ A∗ ∪ {0} gives that
λ(1) = λ
( ∨
a∈A\{b}
a
)
=
∨
a∈A\{b}
λ(a)
∨
a∈A∗\{λ(b)}
a 
∨
a∈A∗
a = λ(1).
This contradicts the irredundant property of
∨
a∈A∗ a.
If λ(b) = 0, then
b ∈ {a ∈ A∗ ∣∣ λ(a) = 0}∪ B
and the compactness of b implies that
b a1 ∨ a2 ∨ · · · ∨ ak
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· · · = λ(ak) = 0, then
{a1, a2, . . . , ak} ⊆
({
a ∈ A∗ ∣∣ λ(a) = 0}∪ B) \ {b}
would contradict the irredundant property of the join
( ∨
a∈A∗, λ(a)=0
a
)
∨
(∨
a∈B
a
)
.
Thus λ(aj ) = 0 for some j ∈ {1,2, . . . , k}. Using the notation
x = a1 ∨ · · · ∨ aj−1 ∨ aj+1 ∨ · · · ∨ ak
we have x = x ∨ aj and x = x ∨ b by the minimality of k. The atomic cover property ensures
that x  x ∨ aj . In view of x < x ∨ b x ∨ aj we obtain that x ∨ b = x ∨ aj , whence
aj  x ∨ b = a1 ∨ · · · ∨ aj−1 ∨ b ∨ aj+1 ∨ · · · ∨ ak 
∨
a∈A\{aj }
a
follows. As we have already seen, it is impossible for an aj ∈ A with λ(aj ) = 0. 
In the rest of the section we apply Theorem 4.2 to the nilpotent endomorphisms of a semisim-
ple module.
Let R be a ring and RM a unitary left R-module. The set Sub(RM) of the R-submodules
of M with respect to the containment partial order is a modular algebraic lattice. We note that
∨
i∈I
Ni =
∑
i∈I
Ni
for the R-submodules Ni, i ∈ I of M .
If ϕ :M −→ M is an R-endomorphism of M , then for a submodule N  M let ϕ(N) =
{ϕ(x) | x ∈ N} denote the ϕ-image of N . Clearly, ϕ(N) M is an R-submodule and for any
family Ni , i ∈ I , of R-submodules in M we have
ϕ
(∑
i∈I
Ni
)
=
∑
i∈I
ϕ(Ni).
If X,Y M are R-submodules with X ⊆ Y and ϕ(X) = ϕ(Y ), then
X + (Y ∩ ker(ϕ))= Y.
Take y ∈ Y , then ϕ(y) = ϕ(x) for some x ∈ X and y = x + (y − x) with ϕ(y − x) = ϕ(y) −
ϕ(x) = 0. Thus y − x ∈ Y ∩ ker(ϕ) and our claim is proved. We note that ϕ(Y ∩ ker(ϕ)) = {0}
holds for the R-submodule Y ∩ ker(ϕ)M .
If X M is an R-submodule with X ⊆ ϕ(N), then consider
ϕ−1(X) = {u ∈ M ∣∣ ϕ(u) ∈ X}
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X ⊆ ϕ(N) ensures that we can find an element z ∈ N such that x = ϕ(z). Now x ∈ X implies
that z ∈ N ∩ ϕ−1(X), whence ϕ(Z) = X follows.
In view of the above observations, we have (J1) and (J2) for the complete ∨-homomorphism
λ :L −→ L, where
L = Sub(RM) and λ(N) = ϕ(N).
It is well known, that the lattice L = Sub(RM) is atomistic if and only if the left R-module RM
is semisimple (see [1, pp. 116–117]).
The Jordan normal base theorem for nilpotent R-module endomorphisms is the following.
4.3. Theorem. Let ϕ :M −→ M be a nilpotent R-endomorphism of the semisimple left R-module
RM . Then there exists a Jordan normal base {xit | t ∈ T , 1  i  kt } in M such that each R-
submodule Rxit M is simple,
⊕
t∈T ,1ikt
Rxit = M
is a direct sum and ϕ(xit ) = xi−1t , ϕ(x1t ) = x0t = 0 for all t ∈ T and 1 i  kt .
Proof. Let L = Sub(RM) and λ(N) = ϕ(N) for an R-submodule N M . Now L is an algebraic
atomistic lattice with the atomic cover property and λ satisfies the conditions (J1) and (J2). Since
ϕn = 0 = ϕn−1 implies that λn = 0 = λn−1, the complete ∨-homomorphism λ is nilpotent of
index n. Thus we can apply Theorem 4.2 to obtain an n-nilpotent Jordan normal base {V it |
t ∈ T , 1 i  kt } of L with respect to λ. Clearly, each V it M is a simple R-submodule of M
and the irredundant join
∑
t∈T ,1ikt
V it = M
of atoms is a direct sum
⊕
t∈T ,1ikt
V it = M.
Since
ϕ
(
V it
)= V i−1t (and V 0t = 0)
for all t ∈ T and 1  i  kt , starting with an arbitrary 0 = x1t ∈ V 1t element, we can take the
consecutive ϕ-preimages to obtain a sequence xit ∈ V it , 1 i  kt , such that
ϕ(xit ) = xi−1t
(
and x0t = 0
)
for all t ∈ T and 2 i  kt . To conclude the proof, it is enough to note that xit = 0 in the simple
R-module V it , whence Rxit = V it follows. 
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