Abstract. This paper studies various algorithmic issues in reconstructing a species tree from gene trees under the duplication and the mutation cost model. This is a fundamental problem in computational molecular biology. Our main results are as follows.
species tree [10] . This problem has been studied extensively for the last two decades. Several similarity/dissimilarity measures for gene trees and species trees have been proposed and efficient comparison methods have also been investigated. See, for example, [8, 14, 15, 18, 32] .
This paper studies the problem of reconciling different gene trees into a species tree under two well-known duplication-based similarity measures. These measures were proposed by Goodman et al. [14] , Page [23] , and Guigó, Muchnik, and Smith [15] . Genes have gene trees because of gene replication. As a gene copy at a locus in the whole genome replicates and its copies are passed onto offsprings, branch points are generated. Since the gene copy has a single ancestral copy, the resulting history is a branching tree. Gene divergence causes all the inconsistencies among different gene trees. Such divergence can be the result of either speciation or duplication events [22] . If the common ancestry of two genes can be tracked back to a speciation event, then they are said to be related by orthology; if it is tracked back to a duplication event, then they are related by paralogy [10] . Taking orthology and paralogy into account, Goodman et al. proposed a similarity measure for annotating species trees with duplications, gene losses, and nucleotide replacements [14] . Later, Page developed a method based only on duplications for interpreting inconsistency between vertebrate globin gene trees and the species tree that is constructed from morphological data [23] ; Guigó, Muchnik, and Smith elaborated the idea for locating the gene duplications in eukaryotic history [15] .
A species tree can be defined as the pattern of branching of species lineages via the process of speciation. When species are split by speciation, the gene copies within species likewise are split into separate bundles of descent. Thus, gene trees are contained within species trees. However, a gene tree may disagree with the containing species tree because of the reasons mentioned above. The duplication and mutation costs were defined using a least common ancestor (LCA) mapping M from gene trees to a species tree. Assume that only genes from each contemporary species are presented in gene trees. In a gene tree, leaves denote the genes from contemporary species; internal nodes are considered as ancestral genes. We may think that an ancestral gene is uniquely determined by the subset of contemporary genes descending from it in the gene tree. Similarly, in a species tree, an internal node is considered as an ancient species (which might not exist today) and is determined by the contemporary species descending from it. We may denote a contemporary species and the genes from that species by the same label. The mapping M from a gene tree to a species tree just maps a contemporary gene to the corresponding species, and an ancestral one to the most recent species which contains that gene (as a subset). Hence, we call it the LCA mapping in this paper. When the gene and species trees are inconsistent, it maps an ancestral gene g, and its child gene c(g) to the same ancient species. In this case, we say that a duplication happens at g. Furthermore, roughly speaking, the number of gene losses associated with g is defined as the total number of ancient species between M (g) and M (c(g)) for all children c(g). To measure the similarity between a gene and species trees, Page defined the duplication cost as the number of duplications, and Guigó, Muchnik, and Smith defined the mutation cost as the sum of the number of duplications and the number of gene losses [15] . The mutation cost is not only efficiently computable, as shown in [4] and [34] independently (see also [5] ), but also biologically meaningful [18] . Reconstructing a global species tree is based on the parsimonious criterion of minimizing the concerned cost between the gene trees and the species tree. In their paper [15] , Guigó, Muchnik, and Smith developed a heuristic method for the problem using a nearest neighbor interchange (NNI) search algorithm and applied it to infer the most likely phylogenetic relationship among 16 major eukaryotic taxa from the sequences of 53 different genes. In spite of having several serious flaws, their work demonstrated the potential of these measures in studies of genome evolution.
The contributions of this paper are in three aspects. First, we study the properties of the LCA mapping as well as the duplication and mutation costs. In particular, we prove a less obvious fact that the duplication cost satisfies the triangle inequality (Lemma 5.1) and study the relation between the duplication cost and the best-known NNI distance. We also present a linear time algorithm for computing all the losses in all duplications (section 3). Secondly, the complexity of reconstructing a species tree from gene trees is investigated. We prove that the problem is NP-hard under the duplication cost and under the mutation cost. The concept of a reconciled tree was introduced by Goodman et al. [14] for studying hemoglobin gene phylogeny, where there were significant discrepancies between gene and organismal phylogenies; later it was formalized by Page [23] as a means of describing historical associations such as those between genes and species. We prove that finding the best reconciled tree from a gene tree is NP-hard. We also consider a general reconstruction problem and prove it to be NP-hard even for the NNI distance. These results justify the necessity of developing heuristic methods and experimental research for reconstructing species trees [15, 24] . Finally, we give a heuristic method for reconstructing species trees. To this end, we propose a new and efficiently computable metric, satisfying the metric axioms, based on the duplication cost. Under this new metric, we show that the problem of reconstructing a species tree from gene trees is NP-hard but can be approximated within factor 2 in polynomial time. Using this approximation result, we present a new heuristic method for reconstructing species trees from uniquely leaf-labeled gene trees under the duplication cost.
The rest of the paper is divided into six sections. In section 2, we define the concepts of gene duplications and losses, review the duplication cost and the mutation cost and their basic properties, and formalize three problems of reconstructing a species tree from gene trees. In section 3, we present a linear time algorithm for computing all the losses between a gene tree and a species tree. In section 4, we prove that the problems defined in section 2 are NP-hard. In section 5, a new metric is proposed based on the duplication cost. We prove that, under the new metric, reconstructing a species tree from gene trees is NP-hard but can be approximated within factor 2 in polynomial time. Then a new heuristic method for reconstructing species trees is proposed. Experimental results are given to demonstrate that our new heuristic works quite well. In section 6, we consider a general reconstruction problem and prove it to be NP-hard even for the popular NNI distance. In section 7, we discuss further research and open questions.
We refer the reader to [2, 13] for textbooks on NP-completeness and approximation algorithms.
Comparing gene and species trees: Duplications and losses.
In this section we first define the gene trees and species trees. We then introduce the two duplication-based measures for comparing gene and species trees: the duplication and mutation costs. For their biological meaning, we refer the reader to [14, 15, 23] .
Species trees and gene trees.
For a set I of N biological taxa, the model for their evolutionary history is a rooted full binary tree T where there are N leaves each uniquely labeled by a taxon in I and N − 1 unlabeled internal nodes. Here the term "full" means that each internal node has exactly two children. Such a tree is called a species tree. In a species tree, we treat an internal node as a subset (called a cluster) which includes as its members its subordinate species represented by the leaves below it. Thus, the evolutionary relation "m is a descendant of n" is expressed using set-theoretic notation as "m ⊂ n."
The model for gene relationship is a rooted full binary tree with labeled leaves. Usually, a gene tree is constructed from a collection of genes each having several copies appearing in the studied species. For example, the gene family of hemoglobin genes in vertebrates contains α-hemoglobin and β-hemoglobin. A gene tree based on these two genes is illustrated in Figure 1 for human, chimpanzee, and horse. We use the species to label the genes appearing in it. Thus, the labels in a gene tree may not be unique. An internal node g corresponds to a multiset {x 
Finally, we use L(T ) to denote the set of leaf labels in a species or gene tree T .
Gene duplications and the duplication cost. Given a gene tree G and a species tree S such that L(G) ⊆ L(S).
For any node g ∈ G, we define M (g) to be the LCA of g in S, i.e., the smallest node s ∈ S such that S g ⊆ s. Here we used the term "smallest" to mean "farthest from the root." This correspondence M , first considered by Goodman et al. [14] , is referred to as a mapping of G into S by Page [23] . We call M the LCA mapping from G to S. Obviously, if g ⊂ g, then M (g ) ⊆ M (g), and any leaf is mapped onto a leaf with the same label. For an internal node g, we use c(g) (sometimes a(g) and b(g)) to denote a child of g and G(g) the subtree rooted at g.
The total number t dup (G, S) of duplications happening in G under the LCA mapping M is proposed as a measure for the similarity between G and S [14, 23] . We call such a measure the duplication cost.
A subset A of (internal or leaf) nodes in a species tree S is disjoint if x ∩ y = φ for any x, y ∈ A. For a disjoint subset A in S, the restriction of S on A is the smallest subtree of S containing A as its leaf set, denoted by R S (A). The homomorphic subtree S| A of S induced by A is a tree obtained from R S (A) by contracting all degree 2 nodes except the root. These concepts are illustrated in Figure 2 . We state, without proofs, the following facts which will be used implicitly in the rest of this paper. 
Furthermore, the duplication cost also satisfies the triangle inequality, which will be proved in Lemma 5.1 in section 5. Under the duplication cost, the problem of finding the "best" species tree from a set of known gene trees can be formulated as the following minimization problem.
Optimal Species Tree I (OST I). Instance: n gene trees G 1 , G 2 , . . . , G n . Question: Find a species tree S with the minimum duplication cost
One can easily convert the above optimization problem into its decision version by having an extra integer c as input and requiring the minimum duplication cost to be less than c. This comment applies to all other optimization problems in this paper.
2.3.
Gene losses and the mutation cost. After defining the duplication cost, we now introduce the mutation cost. We first define the number of gene losses associated with the LCA mapping
Let a(g) and b(g) denote the two children of g. The number of losses l g associated to g is
Note that our definition of l(g) is a generalization of the one defined by Guigó, Muchnik, and Smith [15] . When L(G) = L(S) and gene tree G is also uniquely labeled, our definition is identical to the one defined in [15] . The mutation cost is defined as the sum of t dup and the total number of losses l(G, S) = g∈G l g . This measure turns out to be identical to a biologically meaningful measure defined in Mirkin, Muchnik, and Smith [18] when G has the same number of uniquely labeled leaves as S. The problem of finding the "best" species tree from a set of known gene trees under this measure is formulated as the following. 
Optimal Species Tree II (OST II).
Instance: n gene trees G 1 , G 2 , . . . , G n . Question: Find a species tree S with the minimum mutation cost
Reconciled trees.
For visualizing the relationship between gene and species trees, we use a third tree called the reconciled tree [14] . The reconciled tree has two important properties. The first property is that the observed gene tree is a subtree of the reconciled tree. The second property is that the clusters of the reconciled tree are all clusters of the species tree. Formally, the reconciled tree is defined as follows.
Let T and T be two rooted trees; we use T T to denote the rooted tree T obtained by adding a node r as the root and connecting r to r(T ) and r(T ) so that T and T are two subtrees rooted at the children of r. Further, let t be an internal node in T ; then T | t→T denotes the tree formed by replacing the subtree rooted at t with T . Similarly, T | t→T1, t →T2 can be defined for disjoint nodes t and t .
For a gene tree G rooted at g and a species tree S rooted at s such that L(G) ⊆ L(S), let M be the LCA mapping from G to S and let s = M (a(g)) and s = M (b(g)).
The reconciled tree R = R(G, S) of G with respect to S is defined as
Such a concept is illustrated in Figure 3 . An efficient algorithm was presented in [23] for computing a reconciled tree given a set of gene trees and a species trees. It is easy to see that the reconciled tree R(G, S) satisfies the following three properties, of which the first two are mentioned above: 1. It contains G as a subtree, i.e., there is a subset L of leaves such that R(G, S)| L is isomorphic to G. 2. All clusters are in S, where a cluster is defined as a subset of species below an internal node in S (see subsection 2.1).
For any two children a(g) and b(g) of a node g ∈ R(G, S), a(g)
Page also defined the reconciled tree R(G, S) as the smallest tree satisfying the above properties. However, these two definitions are not obviously equivalent. A rigorous proof of this equivalence is needed and unknown. Reconstructing a species tree from a gene tree can be formulated as the following.
Optimal Species Tree III (OST III). Instance: A gene tree G. Question: Find a species tree S with the minimum duplication cost t dup (T r (G, S), S).
Computing all loss events.
When comparing a gene tree and a species tree, one may need to know both mutation cost and all "loss events" (to be defined).
It is an open problem to compute all loss events efficiently [5] . In this section, we will develop a linear time algorithm to solve the problem. In the rest of this section, we assume that both gene tree G and species tree S are uniquely leaf labeled and L(G) = L(S). We first introduce the concept of the gene loss events.
Let u ∈ G and a duplication
Finally, we say that a loss event occurs at a maximal speciated/gapped node in d u . Note that a unique loss event occurs at some node on the path from M (u) to any leaf in S. Figure 4 presents a mapping from a gene tree G (in (b)) to a species tree S (in (a)). Three duplications occur at nodes r(g), {4, 5, 6}, and {7, 8, 9} that are shown in (c), (d), and (e), respectively, where mixed nodes are labeled with "+−," speciated nodes with "+" or "−" depending on which intersection is empty, and gapped nodes are not labeled. All 14 loss events are marked by square boxes. Formally, the problem of computing all the loss events is formulated as follows. Given a gene tree G and a species tree S such that L(G) = L(S), to find for each duplication d occurring at a node g ∈ G, the subtree S(M −1 (g)) of S with all the loss events as its leaves. For example, for the gene tree and species tree illustrated in Figure 4 , the output is the three subtrees shown in Figure 5 .
Note that the species tree S and gene tree G are rooted. We first impose an arbitrary ordering on the children of each node and produce an in-order traversal of G and S, respectively. Recall that in an in-order traversal, i < j if and only if i is in the left subtree of j [2] . Without loss of generality, we may assume that each node of S is labeled by a number k ≤ 2n − 1, which is called the in-order number of the node. Preprocess the tree S in O(n) steps so that an LCA query can be answered in constant time [16, 28] . Using this preprocessing, we can also compute the LCA mapping from G to S in linear time [34] .
We store M in G as follows. To each node x in G, we associate a pair of i, j , where i is its in-order number while j is the in-order number of M (x) in S.
Definition 3.1 (see [34]). Let g be an internal node of G. It is said to be type-1 under the LCA mapping
M : G → S if M (a(g)) ⊂ M (g) and M (b(g)) ⊂ M (g); it is type-2 if M (a(g)) ⊂ M (g) and M (b(g)) = M (g) or vice versa; it is type-3 if M (a(g)) = M (b(g)) = M (
g). Recall that a(g) and b(g) denote the children of g.
To each node y ∈ S, we also assign an ordered pair i, n 23 , where i is its in-order number and n 23 is the number of type-2 or type-3 nodes in G that is mapped to y. Observe that duplications occur at type-2 or type-3 nodes.
For a type-1 node
is called an arc in the mapping M from G to T . For our purpose, we say that such an arc starts at M (g 1 ). We also say that such an arc passes through any intermediate nodes between M (a(g 1 )) and M (g 1 ) and between M (b(g 1 )) and M (g 1 ). For a type-2 node
Such an arc passes through all intermediate nodes between M (a(g 2 )) and M (g 2 ). To each node y in S we associate a (linked) list A(y) of all arcs passing or starting from y and two integers s y and p y , where s y is the number of arcs starting at y, and p y is the number of arcs passing y. Proof. We use breadth-first search starting from the root on the gene tree G.
we use the in-order numbers of M (x), M (a(x)), and M (b(x)) to travel down from M (x) to M (a(x)) and M (b(x)) in S, and add the arc (a(x), b(x)) to the list A(y) and update s y and p y for each node y on the arc. If x is a type-2 node, let
). Then, we use the in-order numbers of M (x), M (a(x)) to travel down from M (x) to M (a(x)), during which we add the arc (x, a(x)) to the list A(y) and update s y and p y for each node y on the arc. Now we analyze the time complexity. For each node x, we take O(d(M (a(x)), M (b(x)))) in total to update the linked lists A(y), the starting numbers s y , and passing numbers p y of nodes y on the arc. Thus, the algorithm takes
where the third equality follows from the fact that the number of duplications in which a node y is mixed is equal to s y + p y − 1 [34] , and the first inequality is based on the fact that for each duplication, the number of losses is equal to one plus the number of mixed nodes [34] . This concludes the proof. 
Proposition 3.3. Let x be an internal node in the species trees S; then a loss event occurs at x in some duplication if and only if s
is a mixed node but x is a speciation, i.e., a loss event occurs at
This concludes the proof.
Thus, by Proposition 3.3, we can list all the nodes at which a loss event occurs in O(n) steps by traveling down the species tree S. Moreover, we need to find out for each loss event which duplication causes it. Recall that A(y) denotes the set of all arcs that pass or start at y for each node y ∈ S. Let
The following proposition is a combination of Claim 1 and Claim 2 in the proof of Proposition 3.4 in [34] . 
. An in-order traversal of G|
Since for a duplication d, a loss event occurs at a node y if and only if the parent p(y) of y is a mixed node in d, but y is a speciation node. Then, by Proposition 3.4, an inorder traversal of S y can be obtained from difference between the in-order traversal of G| A −1 (p(y)) and G| A −1 (y) , which takes at most O(s p(y) +p py +s y +p y ) steps. Therefore, we have the following. Proposition 3.6. The S y 's for all nodes y can be computed in O(l + n) steps. Proof. Do a breadth-first search for loss nodes in S. For each loss node y, we find the in-order traversals of G| A −1 (y) and G| A −1 (p(y)) and then find S y from them as described above. The complexity is
Recall that, for each duplication d, we use Loss(d) to denote the set of nodes on which a loss event occurs in d and let
Then, from all S y constructed above, we can derive all L d as follows. 
4.
The complexity of finding optimal species trees.
Optimal species tree I. Given n trees
. . , T n ] to denote the tree T shown in Figure 6 (a). When T i is a single labeled node, the resulting tree is just a line tree as in Figure 6(b) .
Theorem 4.1. The decision version of OST I is NP-complete. Proof. The problem is trivially in NP. To prove its NP-hardness, we reduce the independent set problem to OST I. Recall that the independent set problem is as follows: given a graph G = (V, E) and an integer d ≤ |V |, decide if G contains an independent set of size d, i.e., a subset of V ⊆ V such that |V | = d and no two nodes in V are joined by an edge in E. Given an instance G = (V, E) of the independent set problem, where V = {v 1 , v 2 , . . . , v n }, we construct a corresponding instance of OST I as follows.
Let N = 5n 3 . For each v i , we introduce N labels l ip , 1 ≤ p ≤ N , and a line tree
we define a tree G ij with leaves labeled by Figure 7(a) . In G ij , the left subtree is formed by connecting all T p 's (p > 1) except for T i and T j by a line tree. Note that G ij and G ji have different right subtrees. Hence, we use two trees G ij and G ji to encode an edge (i, j). Finally, for each v i ∈ V , we define a tree G i with leaves labeled by A as shown in Figure 7 [l n1 , . . . , l nN , . . . , l (d+1)1 , . . . , l (d+1)N , l 01 , . . . , l 0N , l d1 , . . . , l dN , . . . , l 11 , . . . , l 1N ].
Thus, the duplication cost c of S is
(⇐) We prove the converse by contradiction. Suppose that the optimal duplication cost is c for gene trees G ij and G i . Denote A i = {l ip | 1 ≤ p ≤ N }. Let S be an optimal species tree. Then one can define a total order ≺ on
is such a total order; then we define a line tree S as
Let S have duplication cost c . Then we have the following two facts. Fact 1. c ≤ 2 n 3 + c. Proof. Since S | Ai = T i , no duplication happens at all subtrees T i (0 ≤ i ≤ n) in each gene tree G i j and G i . On the other hand, let u be any internal node on a right subtree of G ij . If u is a parent of some l ip (0 ≤ p ≤ N − 1) and u is not a duplication node in the mapping from G ij to S, then it is easy to see LCA(A j ) ⊂ LCA(A i ) and LCA(A 0 ) ⊂ LCA(A i ). Thus A j ≺ A i and A 0 ≺ A i . Therefore, u is not a duplication node in the mapping from G ij to S . Note that two exceptions are the parent and the brother of l iN . Similarly, for each internal node x ∈ G i that is a parent of l 0p (1 ≤ p ≤ N − 1), it will not be a duplication node for S if it is not for S. Thus, the duplication cost for S on all the right subtrees of gene trees is at most the cost for S plus 2n
2 . Since there are at most n = n 2 + n(n − 1)(n − 2) extra internal nodes on the left subtrees of gene trees that have not been considered above, we have that c ≤ 2n 2 + n + c ≤ 2n 3 + c. This finishes the proof of Fact 1. an independent set of size d, then
It is easy to verify that, for any
and
By formulae (4), (5), and (6), we have
Thus, Fact 2 is proved.
Combining Fact 1 and Fact 2, we have that c > (|E|+n−d+ 2 )N , a contradiction. Thus, we finish the proof of the lemma. Remark 1. We have actually proved that OST I is NP-hard even for all gene trees with the same uniquely labeled leaves. Such a stronger conclusion will be used to prove that OST III is NP-hard in section 4.3.
Remark 2. Based on the above remark, we can also prove that the decision version of OST I remains NP-complete even for one gene tree that are not uniquely leaf-labeled. The proof of this result can be found in the proof of Theorem 4.7.
Optimal species tree II.
Let C be a set of full binary trees G with leaves uniquely labeled by L(G), and let T be a full binary tree with leaves uniquely labeled by G∈C L(G). We say that C is compatible with T if for every G ∈ C, the homomorphic subtree T | L(G) of T induced by L(G) is G, and it is compatible if it is compatible with some tree. Finally, recall that L [z, w, v, u, x] denotes a rooted line tree with 5 leaves z, w, v, u, x as shown in Figure 8(a) . L[y, x n , x n−1 , . . . , x 1 , x] , a, b, c) . Proof. Choose a label z not in {x, y} and ∪
then it is compatible with a rooted line tree
, we add an edge between z and the root so that the resulting tree t z is an unrooted full binary tree in which each internal node has degree 3. It is not difficult to see that t z is defined by the following set of quartets [29] :
Suppose that C is compatible with a rooted full binary tree T ; then . This implies that C is compatible with the binary tree rooted at the internal node that is jointed with z (after the removal of z), which has the form shown in Figure 8(b) .
Theorem 4.4. The decision version of OST II is NP-complete.
Proof. The problem is obviously in NP. To prove its NP-hardness, we now describe a transformation from the cyclic ordering problem [13] to OST II. The cyclic ordering problem is defined as follows.
Instance: A finite set A, and a collection C of ordered triples (a, b, c) of distinct elements from A. Question: Is there a one-to-one function f :
The problem is proved to be NP-complete in [12] .
Suppose an instance (A, C) of the cyclic ordering problem is given. We construct for each ordered triple π = (a, b, c) ∈ C three gene trees G y, a, c, b, x] , and G Figure 9 , where x and y are two new labels fixed for all triples in C. Now, we consider a collection G(C) = {G π i | 1 ≤ i ≤ 3, π ∈ C} of 3|C| gene trees. Obviously, such a construction can be carried out in polynomial time.
We claim that there is a species tree, with leaves A ∪ {x, y}, which has mutation cost at most 14|C| if and only if A has a cyclic ordering.
Suppose a cyclic ordering f exists. Let f (i) denote the ith smallest element in A and let S = L[y, f (|A|), . . . , f (2) , f (1) , x] as in Figure 10 . Table 1 . Conversely, suppose that T is a species tree with leaves A ∪ {x, y} and with mutation cost at most 14|C|. Then we have the following fact.
Fact. For any π = (a, b, c) ∈ C, the homomorphic subtree of T on {x, a, b, c, y} is G 1 , G 2 , or G 3 as shown in Figure 9 .
Proof. The homomorphic subtree T of T on {x, a, b, c, y} is a full binary tree with five labeled leaves. Assume that it is not one of G
All possible homomorphic subtrees are illustrated in Figure 11 and Figure 12 and a case-by-case analysis of the mutation cost of G 1 , G 2 , and G 3 with T is shown in Table 1 .
Hence, T has mutation cost at least 14|C| + 1. This is a contradiction. Thus we conclude the fact.
By Lemma 4.3, there exists a line tree such that for each triple π = (a, b, c), the homomorphic subtree on {x, y, a, b, c} is one of the gene trees G 4.3. Optimal species tree III. To prove the hardness result, we need to establish Lemma 4.5 and Lemma 4.6, which are derived from the definition of reconciled trees. Recall that for a node g in a gene tree G, G(g) denotes the subtree of G rooted at g.
Lemma 4.5. Given a gene tree G and a species tree S, let T r be the reconciled tree of G with respect to S, and let g be an internal node in G. If g is mapped to t ∈ T r when G is considered as a subtree of T r , then T r (t) is the reconciled tree of G(g) with respect to S(t).
Proof. The lemma follows from the definition of reconciled trees. Lemma 4.6. Let T r be the reconciled tree of G with respect to S.
Proof. We prove this lemma by induction on the number of leaves in G. It is obviously true for a gene tree G that has only three leaves. Now assume that G has at least four leaves. Let t be the root of T r with children a(t) and b(t), let g be the root of G with children a(g) and b(g), and let s be the root of S with children a(s) and b(s). We consider the following cases.
Note that t = s and a(t) and b(t) are two clusters in S. Further, by the definition of reconciled trees, a(t) = t, and b(t) = t. Thus, t is not a duplication node under the LCA mapping from T r to S. On the other hand, since
. Let a(g) and b(g) be mapped to t 1 and t 2 , respectively, when G is considered as a subtree of T r . By Lemma 4.5, T r (t 1 ) = T r (G(a(g)), S(t 1 )) and
, g is not a duplication node under the LCA mapping from G to S. Thus, Otherwise, a(t) or b(t) contains G as a subtree, which contradicts the fact that T r is the reconciled tree of G with respect to S. Without loss of generality, we may assume that the former is true. Let b(g) be mapped to t . Note that t ⊆ b(t) = s. Under the LCA mapping from G to S, a(g) is mapped to s. Thus, by induction,
Case 2. a(t) = b(t). Then a(t) = b(t) = t = s. Thus a duplication happens at t under the LCA mapping from T r to S. Since a(t) = b(t), then either a(g) is mapped to a(t) or b(g) is mapped to b(t).
Cn−1 This proves Lemma 4.6.
By Lemma 4.6, the problem OST III is a special case of the problem OST I in which each instance has only one gene tree. Unfortunately, such a problem is still NP-hard when a given gene tree is not a uniquely leaf-labeled tree.
Theorem 4.7. The decision version of OST III is NP-complete. Proof. Again, the problem is obviously in NP. To prove its NP-hardness, by Lemma 4.6, we need only to prove the following problem to be NP-hard:
Given a gene tree, find a species tree S with the minimum duplication cost t dup (G, S). Given a class C of m gene trees with the same n uniquely labeled leaves, we construct a gene G by connecting all gene trees in C through a right line tree as shown in Figure 13 . Since all gene trees in C have the same labeled leaves, we have that for any species tree S,
S).
This finishes the reduction from an NP-hard problem OST I to the problem given above (see Remark 1 after Theorem 4.1).
A heuristic method.
We have proved that the problem of reconstructing an optimal species tree from gene trees is NP-hard. Therefore, there is unlikely an efficient algorithm for the problem. In this section, we will develop a heuristic method for it in a special case when all gene trees are uniquely leaf-labeled. Throughout this section, we will assume that trees are uniquely leaf-labeled without explicitly mentioning it.
A new metric.
In this section, we introduce a new metric for measuring the similarity of two rooted full binary trees with uniquely labeled leaves based on the concept of duplications. Given two rooted full binary trees T 1 and T 2 , in which each internal node has at least two children, we define the LCA mapping M from T 1 to T 2 as in section 2. We say a duplication happens at x ∈ T 1 under M if and only if for some child c(x) of x, M (c(x)) = M (x). We also use t dup (T 1 , T 2 ) to denote the number of duplications occurring under the mapping M .
Let T be a rooted full binary tree. For any internal edge e = (u, v), the contraction tree of T at e is the resulting tree after the removal of e and combining u and v into a new node p such that p is adjacent to all the neighbors of both u and v. Proof. Let M ij denote the LCA mapping from T i to T j . Now let T 1 be the resulting tree from T 1 by contracting all edges (u, v) such that M 12 (u) = M 12 (v). Furthermore, let M 12 be the mapping from T 1 to T 2 . We prove the following facts.
Proof. Under the mapping M 13 , a duplication happens at a node n ∈ T 1 if and only if M 13 (n) = M 13 (c(n)) for some child c(n) of n. Let D denote the set of such duplication nodes in T 1 under M 13 . We divide D into two disjoint subsets:
. This concludes the proof of Fact 2.
Let M 12 (n) = p and M 12 (c(n)) = q. Then, by Fact 1, n = p and c(n) = q. If M 13 (n) = M 13 (c(n)), then all nodes in the path from M 23 (p) and M 23 (q) are mapped to the same node in T 3 . This implies that
. This finishes the proof of Lemma 5.1. Now we define a new similarity measure between two rooted full binary trees as
Since the duplication cost is computable in linear time [34] (
In what follows, we call d(., .) the symmetric duplication cost. Interestingly, the symmetric duplication cost is closely related to the NNI distance for full binary trees, which was introduced independently in [19] and [27] . An NNI operation swaps two subtrees that are separated by an internal edge (u, v) as illustrated in Figure 14 . The NNI distance, D NNI (T 1 , T 2 ), between two full binary trees T 1 and T 2 is defined as the minimum number of NNI operations required to transform one tree into the other.
Proposition 5.3. For any species trees T 1 and
Proof. Suppose T 1 is converted into T 2 by one NNI operation. Then, we can easily verify that d(
) satisfies the triangle inequality, the result holds in general also.
We now prove the following NP-completeness result. Theorem 5.4. The decision version of finding an optimal species tree from a set of gene trees is NP-complete under the symmetric duplication cost.
Proof. Obviously, it is in NP. In section 4.1, we have shown that OST I is NPcomplete even for all gene trees with the same uniquely labeled leaves. Moreover, we may even assume that the duplication cost between any two gene trees is at least 2. 
· · · Gj1
GjN Gj2 We reduce this special case of OST I to the problem of finding an optimal species tree from gene trees under the symmetric duplication cost. Given an instance of OST I I 1 = {G 1 , G 2 , . . . , G n } where each G i is leaf uniquely labeled, and for any
. . , l m } for each gene tree. For any species tree S with leaf label set L, if S = G i for any i, 1 ≤ i ≤ n, then t dup (S, G i ) ≥ 1 for any i. If S = G i for some i in the range from 1 to n, then t dup (S, G j ) ≥ 2 for any j = i. Thus, for any species tree S with leaf label set L, Figure 15 . Note that G j is a tree with mN labeled leaves. Finally, let I 2 = {G 1 , G 2 , . . . , G n }. In order to finish the reduction, we now prove that I 1 has a solution with cost at most d if and only if I 2 has a solution with cost less than ( L(l i1 , l i2 , . . . , l iN ) . Then it is easy to see that (L(l i1 , l i2 , . . . , l iN ) , G k ) = 0, and S has n − 1 internal nodes that are not in L(l i1 , l i2 , . . . , l iN ) for any i, t dup (S , G j ) ≤ n−1. Therefore, the symmetric duplication cost of the solution S for I 2 is
Conversely, assume that the optimal solution for I 1 has duplication cost at least
, and let u k be the LCA of u jk in S, where u jk 's are the nodes in G j as shown in Figure 15 . Note that u k does not depend on the choice of j. Obviously,
, u jk is a duplication node in the mapping from G j to S. Hence, we have that
We use h j to denote the number of duplications that occur on one of the nodes u k1 , u k2 , . . ., u k h under the LCA mapping from S to G j . Let j be the index that minimizes h j over all j from 1 to n and let h = h − h j . Assume that u r1 , u r2 , . . . , u r h are the h nonduplication nodes in the mapping from S to G j . We have that {r 1 
Combining formulae (7), (8) , and (9), we have
Thus we know that for any solution of I 2 , the cost is at least
A heuristic method for finding species trees.
Although finding an optimal species tree from gene trees is NP-hard for the symmetric duplication cost d(., .), we have the following approximation result.
Theorem 5.5. There is a polynomial-time approximation of ratio 2 to the problem of finding an optimal species tree from gene trees with the symmetric duplication cost d (., .) .
Proof. Given an input of n gene trees G j ) as the species tree. We now prove that the output species tree has at most twice the optimal symmetric duplication cost. Assume that G 1 is the output and S is an optimal species tree. Then
This proves Theorem 5.5. In general, the optimal species tree for a set of gene trees under the symmetric duplication cost is different from ones under the duplication and mutation costs. However, these trees should be quite similar to each other intuitively. Hence, based on Theorem 5.5, we propose the following heuristic method for the problem.
Search Paradigm
Input: Gene tree G 1 , G 2 , . . . , G n . 1. Find a gene tree T = T k with the minimum symmetric duplication cost i≤n d(T i , T k ). 2. Search for the optimal species tree starting from T using NNI, CP, or alternate NNI and CP.
Here cut and paste (CP) is also known as subtree pruning and regrafting [30] . According to the experimental research conducted by Page and Charleston [24] , the best choice seems to be alternating between the NNI and CP method in step 2 of our heuristic method. We have extensively tested our heuristic method and compared it with the algorithm that starts the search from a random tree. The latter was implemented in Page's package GeneTree Version 1.0. When running Page's algorithm, we start from a random tree and search near-optimal species trees using the method of alternating NNI and CP. We also use the method of alternating NNI and CP to do the search in our algorithm. When there are less than 10 species, and gene trees in each data set are chosen randomly, both algorithms perform well. They produce quickly species trees with optimal duplication costs. However, when there are over 15 species, and gene trees in a data set are closely related, which is usually true for practical molecular data, our algorithm performs much better. We have conducted 22 tests. We generated a set of gene trees as follows: (a) Generate a random tree R using an algorithm of Rémy [1, 26] ; (b) repeatedly generate a tree by randomly choosing up to 10 NNI operations and applying these operations on R. The results are listed in Table 2 except for three unfinished tests in which the algorithm of searching from a random tree took over one hour and was stopped before finishing, but our algorithm finished within half a minute. Our algorithm found species trees with better duplication costs in all the cases and took much fewer CP and NNI operations (and hence much less time) to get the solution. We used a Pentium MMX-233 personal computer. In each of the 22 tests, our algorithm finished in less than half a minute, while the search-from-a-random-tree algorithm took more than one hour for 6 tests.
A general reconstructing problem.
There is a large family of genes each having several distinct copies in the studied species. In order to derive a species tree that truly reflects the evolution of species, one needs full knowledge about which copies of the gene are comparable. This is usually impossible until a careful study of the species has been done. However, one may have different confidences in different genes. Hence, it is natural to propose the following general problem. We use I + to denote the set of positive integers and let m be any similarity measure between gene and species trees.
General Optimal Species Tree (GOST). Instance: A set of n gene trees G 1 , G 2 , . . . , G n , to each tree a confidence value c i ∈ I + is associated. Question: Find a species tree S with the minimum cost Clearly, GOST is NP-hard under the duplication cost and the mutation cost. For the NNI distance, the same conclusion also holds.
Theorem 6.1. The decision version of GOST is NP-complete for the NNI distance.
Proof. We reduce the problem of computing NNI distance between two trees (see [3] ) to GOST. Given are two binary trees T 1 and T 2 with n leaves. By applying an NNI operation to T 1 , there are as many as 2n − 2 different resulting trees. Let T 3 be such a tree, i.e., d NNI (T 3 , T 1 ) = 1. We consider the following instance I of GOST: I = {T 1 , T 2 , T 3 , c 1 = 2, c 2 = 2, c 3 = 1}.
Let S be an optimal species tree for I. Then one can easily verify that S = T 3 if and only if d NNI (T 1 , T 2 ) = d NNI (T 1 , T 3 ) + d NNI (T 3 , T 2 ). Note that the NNI distance
