Abstract. Associated with a simple graph G is a family of real, symmetric zero diagonal 1 matrices with the same nonzero pattern as the adjacency matrix of G. The minimum of the ranks of 2 the matrices in this family is denoted mr 0 (G). We characterize all connected graphs G with extreme 3 minimum zero-diagonal rank: a connected graph G has mr 0 (G) ≤ 3 if and only if it is a complete 4 multipartite graph, and mr 0 (G) = |G| if and only if it has a unique spanning generalized cycle (also 5 called a perfect [1, 2]-factor). We present an algorithm for determining whether a graph has a unique 6 spanning generalized cycle. In addition, we determine maximum zero-diagonal rank and show that 7 for some graphs, not all ranks between minimum and maximum zero-diagonal ranks are allowed. 
The following methods of obtaining a new graph from given graphs are used in 48 this paper. The union of G i = (V i , E i ), i = 1, . . . , h, is if G has no generalized cycle of order k for all k > m, then
so null A ≥ n − m, rank A ≤ m and mr 0 (G) ≤ m.
117
A matching in a graph G is a set of edges {v is the number of edges in a maximum matching.
123
Observation 1.4. A graph G has a generalized cycle of order 2 match(G).
124
Proposition 1.5.
125
mr 0 (P n ) = n if n is even; n − 1 if n is odd.
127
Proof. If n is even, then P n has a unique spanning generalized cycle associated 128 with its unique perfect matching (consisting of every other edge starting at one end), 129 so mr 0 (P n ) = n. If n is odd then n − 1 = mr 0 (P n−1 ) ≤ mr 0 (P n ). Since P n has no 130 spanning generalized cycle, by Remark 1.3 mr 0 (P n ) ≤ n − 1. mr 0 (C n ) = n if n is odd; n − 2 if n is even.
134
Proof. If n is odd then C n has a unique spanning generalized cycle, namely C n 135 itself, so mr 0 (C n ) = n. Let n be even (so n ≥ 4). Observe that P n−1 is an induced 136 subgraph of C n and n − 1 is odd, so n − 2 = mr 0 (P n−1 ) ≤ mr 0 (C n ). If n ≡ 0 mod 4, 137 then the adjacency matrix of C n has rank n − 2; if n ≡ 2 mod 4, then the adjacency 138 matrix of C n with one symmetric pair of 1s replaced by −1s has rank n − 2. 139 1.3. Applying known results to compute minimum zero-diagonal rank.
140
In this section we survey results from earlier work on related problems and apply 141 these results to compute minimum zero-diagonal rank.
142
Remark 1.7. Since mr 0 (G) ≥ mr(G), the existence of a matrix A ∈ S 0 (G) such 143 that rank A = mr(G) implies mr 0 (G) = mr(G). For example, the matrix constructed 144 to realize minimum rank for the sth hypercube Q s in [1] has zero diagonal for s ≥ 2
145
(and Q 2 = P 2 ). Thus mr 0 (Q s ) = mr(Q s ) = 2 s−1 .
146
A loop-graph is a graph that allows loops but not multiple edges. More formally, a nullity for simple graphs, and has been extended to various other types of graphs.
155
In fact, the definition is identical with the exception of the color-change rule, which 
.
163
An algorithm for computing the maximum nullity of a loop-tree was established cut-vertex reduction formula was extended to loop-graphs in [10] , and the version 176 of the formula for graphs whose cut vertex has no loop can be applied to reduce 177 the problem of determining mr 0 (G) for a graph G with a cut-vertex. The reader is 178 referred to [10] for the details. 2. Low minimum zero-diagonal rank. In this section, we characterize con-180 nected graphs whose zero-diagonal minimum rank is at most 3. G is a single vertex.
185
The rank 1 case can be quickly handled as well, and the result is very different from 186 standard minimum rank, where mr(K n ) = 1 for n ≥ 2.
187
Proposition 2.2. There is no graph G with mr 0 (G) = 1.
188
Proof. Suppose that A ∈ S 0 (G) and rank A ≥ 1. Then A must have at least 189 one nonzero entry, call it a ij . Note that A ∈ S 0 (G) implies that i is distinct from j, a ji = a ij , and a ii = a jj = 0. Thus rank A ≥ 2.
191
We now introduce a result from graph theory that will aid in the classification of graphs with mr 0 (G) = 3, we first consider the family of complete graphs K n . Since 216 K 2 = P 2 and K 3 = C 3 , we already have that mr 0 (K 2 ) = 2 and mr 0 (K 3 ) = 3. We 217 define a family of Toeplitz matrices
Theorem 2.5. For T n (n ≥ 3) defined in (2.1), rank T n = 3 and mr 0 (K n ) = 3.
221
Proof. Since K n is not bipartite for n ≥ 3, mr 0 (K n ) ≥ 3. We show rank T n = 3, 222 thus establishing mr 0 (K n ) = 3.
223
Let r i be the ith row of T n ; then we claim that for all 4 ≤ i ≤ n, the ith row of
224
T n is the following linear combination of the first three rows:
226
This can be verified by checking that the jth entries are equal, i.e.,
228
We can now classify all graphs G with minimum zero-diagonal rank mr 0 (G) = 3. Assume in what follows that r ≥ 3. It remains to show that mr 0 (K n1,n2,...,nr ) = 3.
240
We do this by exhibiting a matrix for K n1,n2,...,nr that achieves this minimum rank.
241
By Theorem 2.5, rank T r = 3. Let T r = [t ij ] and let J k, denote the k × matrix all 242 of whose entries are 1. We form the block matrix
It is straightforward to see that B ∈ S 0 (K n1,n2,...,nr ) and rank B = rank T r = 3. 2. G has a unique spanning generalized cycle. for w ∈ W . Then DB is symmetric, G(DB) = G and rank(DB) = rank B < |G|, so 266 mr 0 (G) < |G|.
267
We prove that the equivalence of (2) and (3) contradicting the minimality of H * . Let A ∈ S 0 (H * ). Then by (1.1), 
293
We now include two technical lemmas that will help us prove Lemma 3.6. The Proof. We suppose H * contains a spanning generalized cycle C that contains an 304 odd cycle C and obtain a contradiction by constructing a matrix B ∈ S 0 (H * ) with 305 det B = 0, which implies rank B < n * and so mr 0 (H * ) < n * .
306
By Lemma 3.3, there exists a spanning generalized cycle C that does not contain 307 C. So there is some edge {z, w} ∈ E(C) \ E(C 
329
If degq(α) = n * , then H * would necessarily contain a spanning generalized cycle 330 whose edges are a subset of E(C). Because C is an odd cycle, it is not possible for any 331 spanning generalized cycle that omits {z, w} to have all its edges contained in E(C).
332
Thus degq(α) ≤ n * − 1. Then by Lemma 3.5, for α sufficiently large there exists a 333 real x 1 making det B(α) = 0.
334
Lemma 3.7. Any edge e of H * occurs as part of an even cycle of length at least 335 four in some spanning generalized cycle of H * .
336
Proof. Let e be an edge of H * . Then e must be part of some spanning generalized cycle with only even components, and since e and f both appear in this union, they 350 must appear as part of a even cycle of length at least four.
351
Lemma 3.8. Let G be a graph which is a union of even cycles each of length at 352 least 4. There is a matrix M in S 0 (G) with rank M < |G|.
353
Proof. Let C 1 , . . . , C t be even cycles of length at least 2 whose union is G. We
354
will construct a matrix M ∈ S 0 (G) such that the row sums of M are 0. If we set
. . , C t . Define M C to be the matrix with ij-entry equal to
otherwise. this property (and finds the unique spanning generalized cycle if it does).
375
Observation 3.10. If G has a spanning subgraph that has more than one span-376 ning generalized cycle, then G has more than one spanning generalized cycle.
377
Remark 3.11. Let G be a graph on n vertices. Suppose that C is a generalized 378 cycle of order k, and that there is a (not necessarily induced) subgraph of G consisting 379 of all n − k remaining vertices that is an even path P . Then G has a spanning 380 generalized cycle that includes C, constructed by adding every other edge of P to C 381 starting with either end vertex.
382
Remark 3.12. Let G be a graph with a spanning generalized cycle C. Suppose
383
that there is a subset of the components of C, say {C 1 , C 2 , . . . C k }, such that the Proof. For (1), let G consist of an odd cycle C with path Q from vertex u to 395 vertex v, where both u and v are on C. Since C is an odd cycle, one path P along
396
C from u to v is odd, and one, P , is even. Define a spanning generalized cycle C 1 to 397 be the cycle P ∪ Q together with every other edge of the even path P − {u, v}. In 398 the case Q is odd, P ∪ Q is even, so replacing the cycle P ∪ Q in C 1 with alternating 399 edges creates a new spanning generalized cycle by Remark 3.12. In the case Q is even, 400 define a spanning generalized cycle C 2 to be the cycle C together with every other 401 edge of the even path Q − {u, v}.
402
For (2), an odd order Hamiltonian graph that is not itself a cycle is covered by (1),
403
and an even Hamiltonian graph has at least three spanning generalized cycles: the
404
Hamilton cycle itself and two that correspond to perfect matchings of the Hamilton 405 cycle.
406
For (3), let G consist of the two odd cycles, C and C , joined by a path P . Denote 407 the end vertices of the path P by u ∈ C and u ∈ C (u = u is permitted). Again we 408 need to consider two cases, based on the parity of P . Suppose first that P is even, and 
418
Lemma 3.14. Let G be a connected graph that has a spanning generalized cycle
419
C with all components of C having at least 3 vertices. If C is the unique spanning 420 generalized cycle of G then G is an odd cycle.
is an odd path. Thus it is of interest to study maximum rank, and also which ranks 499 between the minimum and maximum can be realized. Given a graph G, we say that 500 G allows rank r if there is a matrix A ∈ S 0 (G) such that rank A = r; in this case A 501 is said to realize rank r for G. 
516
Since B is a principal submatrix of A and rank B = m, rank A ≥ m and thus Proof. Given A ∈ S 0 (H) with rank A = k, then we can construct a rank k + 1 540 matrixÃ in S 0 (G) as follows. Without loss of generality, let the new vertex be n + 1.
541
Choose a real vector x such that every entry of Ax is nonzero and x T Ax = 0 (since
542
H is connected, every row of A has a nonzero entry). For B = A Ax x T A x T Ax ,
543
B ∈ S(G) and rank B = rank A = k. DefineÃ = A Ax x T A 0 , soÃ ∈ S 0 (G) and 544 rankÃ = rank B + 1 = k + 1.
545
Corollary 4.5. The complete graph K n allows all ranks r such that 3 ≤ r ≤ n.
546
Proof. By Theorem 2.5, we know that mr 0 (K n ) = 3. Thus, the corollary holds for 547 n = 3. Assume it holds for n = k, and consider K k+1 . We know that mr 0 (K k+1 ) = 3 548 from Theorem 2.5. By Theorem 4.4 and the inductive hypothesis, K k+1 allows ranks 549 4 through k + 1, which completes the proof. 
