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Abstract
In this work, a heterogeneous set of wireless devices sharing a common access point (AP) or base
station (BS) collaborates to complete a set of computing tasks within a given deadline in the most
energy-efficient way. This pool of devices somehow acts like a distributed mobile edge computing (MEC)
server to augment the computing capabilities of individual devices while reducing their total energy
consumption. Using the Map-Reduce distributed computing framework – which involves both local
computing at devices and communications between them – the tasks are optimally distributed amongst
the nodes, taking into account their diversity in term of computing and communications capabilities.
In addition to optimizing the computing load distribution, local parameters of the nodes such as CPU
frequency and RF transmit power are also optimized for energy-efficiency. The corresponding optimization
problem can be shown to be convex and optimality conditions offering insights into the structure of the
solutions can be obtained through Lagrange duality theory. A waterfilling-like interpretation for the size
of the computing task assigned to each node is given. Numerical experiments demonstrate the benefits
of the proposed optimal collaborative-computing scheme over various other schemes in several respects.
Most notably, the proposed scheme exhibits increased probability of successfully dealing with larger
computing loads and/or smaller latency and energy-efficiency gains of up to two orders of magnitude.
Both improvements come from the scheme ability to optimally leverage devices diversity.
Index Terms
wireless collaborative computing, distributed computing, Map-Reduce, energy-efficiency, mobile
edge computing, joint computation and communications optimization.
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2I. INTRODUCTION
The current trends in communications and networking suggest that the future wireless ecosystem
will be populated by a massive number of heterogeneous (in term of computing and communication
capabilities) devices; from relatively powerful smartphones and laptops to ultra-low-power sensors,
actuators and other connected “things” [1]. At the same time, emerging applications like virtual
and augmented reality, machine learning and artificial intelligence, context-aware computing,
autonomous driving, Internet of things (IoT) and so forth, require more and more computing
capabilities while aiming for smaller and smaller latency. All in all, recent years have seen the
focus moving from communications as an objective in itself to communications as a way to
enhance computing capabilities of resources and energy limited devices [2], [3].
This paradigm shift first started with mobile cloud computing (MCC), that is, computation
offloading to remote, centralized and immensely powerful cloud servers [4]. MCC proved itself to
be effective to enable ubiquitous computing on limited devices while prolonging their battery life
by moving the energy burden associated with the computing tasks to the cloud. However, with the
ever growing number of connected devices and their ever growing computing demand, this solution
is expected to suffer from long backhaul latency, rendering it unsuitable for ultra-low-latency
applications emerging from the recent 5G developments.
More recently, mobile edge computing (MEC) has been introduced to avoid this unacceptable
backhaul latency [5]–[7]. MEC relies on the deployment of small cloud-like computing servers at
the edge of the network, i.e., at access points (AP), base stations (BS) or gateway in the context
of low-power wide-area networks (LPWAN). These MEC servers are then exploited in the same
way the cloud is in the context of MCC to augment the computing capabilities of limited devices
while prolonging their battery life. At the opposite of MCC however, MEC has the advantage of
offering smaller computing latency thanks to the proximity of MEC servers. Compared to MCC,
MEC also has the advantage of offering some level of decentralization.
In this work, we further decentralize the computing resources by replacing the traditional
MEC server located at the AP/BS by a pool of heterogeneous devices wirelessly connected
to the AP/BS. Through collaborative computing and with the help of the AP/BS to facilitate
communications between devices, coordinate the collaboration, and store data shared among the
nodes, those distributed computing resources can also be exploited to enhance the computing
capabilities of individual devices. In this scenario, computations are still performed on devices
3rather than offloaded to powerful MEC or cloud servers, whose energy consumption are mostly
ignored in existing works. As such, one cannot expect this solution to compete with MEC or MCC
in term of devices energy savings. Nevertheless, in contexts where MCC latency is unacceptable
and in the absence of MEC servers nearby or when the use of third-party owned MCC or MEC
server is deliberately ruled-out for privacy reasons, investigating the potential benefits of pooling
devices to augment their individual computing capabilities through collaborative computing still
makes sense. This solution could also be integrated in a multi-tier architecture comprising devices
collaborative-computing (which could be seen as a distributed MEC server architecture), MEC
and MCC [8].
To model this collaborative computing scenario, we consider a set of N devices (also called
nodes in the remaining of this paper), indexed by the letter n ∈ [N ] sharing a common access
AP or BS. Under a given latency constraint τ , each node n wants to compute a certain function
φ(dn, w) where dn ∈ [0, 1]D is some D-bit local information available to node n (e.g., sensed
information, local state or context) and w ∈ [0, 1]L is a L-bit file with L  D bits (e.g., a
dataset) that might, for instance, be cached at the AP [9]. In the context of smart cities or smart
buildings, w could be the result of the aggregation over space and time of information sensed
from the environment through a network of sensors (e.g., traffic density or temperature) whereas
the nodes could be actuators having some local state dn that periodically need to perform some
latency-sensitive computations to decide whether to take some actions (e.g., smart traffic lights
or smart thermostats). Instead of each node n individually computing φ(dn, w) – which might be
prohibitive both in term of time and energy – nodes can work together to achieve their common
objective. To this effect, a distributed computing framework such as Map-Reduce [10] can be
used. In a nutshell, this framework divides the large file w (or equivalently, the computing load)
among the nodes that then locally compute and subsequently exchange intermediate values that
are finally locally combined inside each node to get the final output. This collaborative computing
model thus involves local computations at the nodes and communication between the nodes via
the AP/BS (i.e., the edge of the network is facilitating the communication between the nodes).
A. Contributions
The main contributions of this paper can be summarized as follows:
• we propose an N -node edge-facilitated collaborative-computing scheme based on the Map-
Reduce distributed computing framework [10] and formulate an optimization problem to
4make the whole N -node system as energy-efficient as possible ;
• we derive the feasibility condition of this problem, recast it to make it convex, gain
engineering insights into the structure of the optimal solution by leveraging Lagrange duality
theory and offer a waterfilling-like interpretation for the size of the computing task assigned
to each node ;
• through numerical experiments, we compare the performance of the proposed scheme with
various other schemes using less degrees-of-freedom in the optimization (such as the one
proposed in [11]) and show that the proposed scheme optimally exploits nodes diversity.
B. Previous works
This paper extends our previous work [11] with a more realistic energy consumption model
and more degrees of freedom in the optimization of the collaborative-computing scheme. This
new work can actually be particularized to our previous one (see Sec. V for comparison of both
works).
Wireless distributed-computing (WDC) was already vastly studied in the literature, mostly from
an information theoretic point of view [12]–[15]. These works mainly focus on coded distributed
computing (CDC) and study the trade-off between the computation and communication loads
incurred by the collaboration. In short, increasing the computing load on the nodes makes it
possible to leverage network coding opportunities during the exchange of intermediate values,
hence reducing the communication load. In this work, we shift focus towards optimizing the
collaborative-computing scheme to minimize the total energy consumption of the nodes.
The problem setup and collaborative computing model used in this work essentially follows [12]–
[15], with the exception that we consider the set of nodes to be heterogeneous in term of computing
and communications capabilities. As a consequence of this heterogeneity, it might no longer
be optimal to uniformly distribute the computing load w across the nodes as is done in most
previous works. To allow our collaborative-computing scheme to take into account – and leverage
– the diversity of the nodes, our model thus allows arbitrary partition of the computing load w
across the nodes. Compared to previous works on CDC, we also make the latency constraint
accompanying the computing task explicit.
Various cooperative-computing schemes were already studied in the literature, see e.g., [16]–
[21] discusses cooperative-computing and cooperative communications in the context of MEC
systems wherein a user can partially (or totally) offload a computing task to both a MEC server
5and a so-called helper node that can then (i) perform some local computations for the user node
(i.e., cooperative computing), (ii) further offload part or all the task to the MEC server (i.e.,
cooperative communication), or (iii) both. The system model and problem formulation used in this
work also owes a lot to [16]. [17] also devises an energy-efficient cooperative-computing scheme
in which a node can partially or totally offload a computing task to a surrounding idle node acting
as a helper node. In the context of Mobile Wireless Sensors Networks (MWSNs), [18] augments
this framework by optimally selecting the helper node among a set of N surrounding nodes.
In [19], a wireless powered cooperative-computing scheme wherein a user node can offload
computations to K helper nodes is described. In [20] authors describe Mobile Device Cloud
(MDC), i.e., a framework in which power balancing is performed among a cluster of mobile
devices, and empirically optimize the collaboration to maximize the lifetime of the set of devices.
Finally, in [21], an energy-efficient and incentive-aware network-assisted (i.e., coordinated by the
edge of the network), device-to-device (D2D) collaboration framework is presented.
C. Organization of the paper
Section II starts by describing in details the collaborative computing model and the energy
and time consumption models for both local computation and communication between the nodes.
Next, Sec. III formulates the problem as an optimization problem and analyses its feasibility.
Section IV then reformulates the problem, proves its convexity in this new formulation and
leverages Lagrange duality theory to gain some insights on the optimal solution of the problem.
Section V benchmarks the performances of the optimal collaborative-computing scheme against
various other schemes through numerical experiments. Finally, Sec. VI discusses the results
obtained in this work and opportunities for future research.
II. SYSTEM MODEL
This section details the collaborative computing model used in this work, namely Map-Reduce,
and quantifies the time and energy consumed by each phase of the collaboration.
Throughout this paper, we assume that there is some central entity (e.g., the AP/BS) having
perfect knowledge of the channel state information (CSI) and computing capabilities of all
the nodes that is responsible for coordinating the collaboration. This makes our collaborative-
computing scheme edge-facilitated (or network-assisted).
6A. Collaborative computing model
The tasks are shared between the N nodes according to the Map-Reduce framework [10]. First,
we assume that the file w can be arbitrarily divided in N smaller files wn (one for each node) of
size ln ∈ R≥0 bits1 such that wi ∩ wj = ∅ for all i 6= j and w =
⋃N
n=1wn. We thus have∑N
n=1 ln = L. (1)
As opposed to previous works focusing on CDC [12]–[15], we are thus not assuming any
redundancy in the computing loads assigned to each node. Also, the computing load assigned to
each node is optimized for energy-efficiency taking into account the heterogeneity of the set of
nodes instead of being uniform and fixed ahead of time. In this low-power devices context, we
also assume that the downlink rates are much larger than the uplink rates and neglect the time
and energy needed to transmit wn from the AP to node n, for all n ∈ [N ].
To make collaboration between the nodes possible, we also assume that the local data {dn}Nn=1
were shared between all the nodes through the AP in a prior phase that we neglect in this work
because D is assumed to be relatively small.
During the first phase of the Map-Reduce framework, namely the Map phase, each node n
computes intermediate values
vn,m = gn(dm, wn), m ∈ [N ]
where gn : [0, 1]D × [0, 1]ln → [0, 1](ln/L)T is the Map function executed at node n. The size
(in bits) of the intermediate values produced at node n is assumed to be proportional to the
computing load assigned to node n, i.e., ln. Each node n thus computes intermediate values for
all the other nodes (i.e., vn,m for all m 6= n) and for itself (i.e., vn,n) using the part wn of w
received from the AP.
Next, the nodes exchange intermediate values with each other in the so-called Shuffle phase.
In the absence of a reliable model for the energy consumption of coding operations and for the
sake of tractability in order to lay out the foundations of the proposed collaborative-computing
framework, coded Shuffling (i.e., CDC [12]–[15]) is not considered in this work. In this simplified
Shuffle phase, each node n transmits the intermediate values vn,m = gn(dm, wn) to node m via
1In practice, ln should be an integer multiple of the size of the smallest possible division of w. In this work, we relax this
practical consideration to avoid dealing with integer programming later on. Note that ln = 0 is also possible, in which case node
n does not participate to the collaboration.
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AP
1
w1
2
w2
· · · N
wN
{dn}Nn=1 {dn}Nn=1 {dn}Nn=1
g1(d1, w1) g2(d1, w2) · · · gN(d1, wN)
g1(d2, w1) g2(d2, w2) · · · gN(d2, wN)
...
... . . .
...
g1(dN , w1) g2(dN , w2) · · · gN(dN , wN)
1 Map 2 Map K Map
φ(d1, w) = h( ) 1 Reduce
φ(d2, w) = h( ) 2 Reduce
φ(dN , w) = h( ) N Reduce
Fig. 1. Illustration of the the Map-Reduce collaborative-computing model. The computation of {φ(dn, w)}Nn=1 is distributed
between N nodes. During the Map phase, each node n computes intermediate values {gn(dm, wn)}Nm=1 (see framed columns
above). Next, during the Shuffle phase, the intermediate values in bold on the figure are transmitted via the AP to the nodes for
which they have been computed. The AP is said to facilitate the collaboration. Finally, during the Reduce phase, each node m
combines the intermediate values {gn(dm, wn)}Nn=1 to obtain φ(dm, w) (see colored rows above).
the AP, for all m 6= n. Node n thus needs to transmit (N − 1)(ln/L)T bits of intermediate values
to the AP. To ease notations in the rest of the paper, we define α = (N − 1)T/L as the ratio of
the number of bits to be sent to the AP in the Shuffle phase to the number of bits ln processed
during the Map phase. The Map phase can thus be seen as a data compression phase, reducing
the size of wn from ln bits to αln bits of intermediate values before transmission in the Shuffle
phase.
Finally, during the Reduce phase, each node m combines a total of T bits of intermediate
values {vn,m = gn(dm, wn)}Nn=1 produced by all the collaborating nodes as
φ(dm, w) = h(g1(dm, w1), g2(dm, w2), . . . , gN(dm, wN))
where h : [0, 1]T → [0, 1]O is the Reduce function. The Map-Reduce collaborative computing
model is illustrated in Fig. 1.
We note tMAPn , t
SHU
n and t
RED
n the amount of time needed for the Map, Shuffle and Reduce
phases at node n. Because the Map and Shuffle phases must be over at every node before the
8Reduce phase starts (as all the intermediate values need to be available), we have the following
constraint
tMAPn + t
SHU
n ≤ τ −max
n
{tREDn }, n ∈ [N ]. (2)
B. Local computing model
During the Map phase, each node receives ln bits to process. The number of CPU cycles
needed to process one bit of input data at node n is assumed to be given by a constant cn. At
the opposite of our previous work [11], nodes are now assumed to be able to perform dynamic
frequency scaling (DFS), i.e., a node can adjust its CPU frequency on the fly depending on the
needs. Then, noting κn the effective capacitance coefficient (that depends on the chip architecture
of each node), the energy needed for computation during the Map phase can be modeled as [6],
[7], [16]
EMAPn =
κnc
3
nl
3
n
(tMAPn )
2
, n ∈ [N ] (3)
with the following constraint
cnln ≤ tMAPn fmaxn , n ∈ [N ] (4)
where fmaxn is the maximum CPU frequency of node n. Motivated by the fact that D  L and
to avoid integer variables in our optimization problem later on, the energy and time needed to
process the ND bits of shared local data during the Map phase have been neglected in both (3)
and (4).
Similarly, the energy needed at node n to combine the T bits of intermediate values during
the Reduce phase is modeled as
EREDn =
κnc
3
nT
3
(tREDn )
2
, n ∈ [N ] (5)
with the following constraint
cnT ≤ tREDn fmaxn , n ∈ [N ]. (6)
Because increasing tREDn is always favorable for energy-efficiency and because the Reduce phase
cannot start before the Map and Shuffle phases are over, one can see that we will always have
the same tREDn = t
RED across all N nodes. As a consequence, constraint (6) becomes
T max
n
{
cn
fmaxn
}
≤ tRED (7)
while constraint (2) becomes
tMAPn + t
SHU
n ≤ τ − tRED, n ∈ [N ]. (8)
9C. Communications from the nodes to the AP
During the Shuffle phase, nodes exchange intermediate values through the AP. This exchange
thus involves both an uplink communication (nodes to AP) and a downlink communication (AP
to nodes). In most applications however, it is reasonable to assume that the downlink rates are
much larger than the uplink rates. For this reason, and because we are primarily interested by
the energy consumed by the low-power nodes, we neglect the time needed for the downlink
communications in this work.
We assume that all the nodes can communicate in an orthogonal manner to the AP (e.g.,
through frequency division multiple access techniques). We also make the common assumption
that the allowed latency τ is smaller than the channel coherence time. Let hn ∈ C denote the
wireless channel gain from node n to the AP, pn the RF transmit power of node n, B the
communication bandwidth and N0 the noise power spectral density at the AP. The achievable
uplink rate of node n (in nats/second) is then given by2
rn(pn) = B ln(1 +
pnhn
N0B
).
Noting P cn the constant energy consumption used by the communication circuits at node n, the
energy consumed during the Shuffle phase is thus given by
ESHUn = t
SHU
n (pn + P
c
n) (9)
with the following constraints
αln ≤ tSHUn rn(pn), n ∈ [N ] (10)
and
pn ≤ pmaxn , n ∈ [N ] (11)
where pmaxn is the maximum RF transmit power at node n.
2The noise power N0B can be replaced by ΓN0B, with Γ the SNR gap, to account for practical modulation and coding
schemes. This additional factor is left out here for the sake of clarity.
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III. PROBLEM FORMULATION
Putting everything together, the energy-efficient wireless collaborative-computing problem can
be written as follows
(P1) : minimize
l,tMAP,tSHU,tRED,p
N∑
n=1
EMAPn + E
SHU
n + E
RED
n
subject to (1), (4), (7), (8), (10), (11)
ln, t
MAP
n , t
SHU
n , pn, t
RED ≥ 0, n ∈ [N ]
where l, tMAP, tSHU and p are N -length vectors containing the corresponding variables. Inter-
estingly, this problem can be reformulated as follows: how can we send a total of L bits at a
given rate of L/τ bits/second through N parallel special channels consisting of a “computing
channel” in series with a wireless communication channel in the most energy-efficient way? This
is illustrated in Fig. 2. This interpretation was already mentioned in [17] for a single channel
(i.e., for N = 1) and is here generalized for multiple parallel channels.
L bits
Comp. channel
κ1, c1, f
max
1
Comp. channel
κN , cN , f
max
N
Comm. channel
h1, p
max
1
Comm. channel
hN , p
max
N
...
...
l1 αl1
lN αlN
Fig. 2. Another interpretation of the energy-efficient wireless collaborative-computing problem: how can we send a total of L
bits at a given rate of L/τ bits/second through N parallel special channels consisting of a “computing channel” in series with a
wireless communication channel in the most energy-efficient way?
A. Feasibility
Before solving Problem (P1), we first seek to determine its feasibility condition, i.e., condition
that ensures that the system is able to meet the deadline.
Lemma 1 (Feasibility). Problem (P1) is feasible if and only if the task size L satisfies
L ≤ Lmax =
N∑
n=1
τ − T maxn
{
cn
fmaxn
}
1 + αf
max
n /cn
rn(pmaxn )
fmaxn
cn
.
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Proof. The maximum computing capacity of the system Lmax is obtained by solving the following
optimization problem
Lmax , maximize
l,tMAP,tSHU,tRED,p
N∑
n=1
ln
subject to (4), (7), (8), (10), (11)
ln, t
MAP
n , t
SHU
n , pn, t
RED ≥ 0 ∀n.
For the maximum computing capacity to be achieved, constraints (8), (11) and (7) must be met,
that is, the entire time τ is used by all nodes, all nodes transmit at their maximum RF transmit
power pmax and the Reduce phase executes as fast as possible. Next, the two constraints (4)
and (10) on ln can be re-written in a single constraint as follows
ln ≤ min
{
tMAPn f
max
n
cn
,
1
α
tSHUn rn(p
max
n )
}
.
At the optimum, this constraint is satisfied and we have
α
tMAPn f
max
n
cn
= tSHUn rn(p
max
n )
which intuitively means that the number of bits of intermediates values produced by the Map
phase at full speed must equal the number of bits that can be transmitted at full speed during the
Shuffle phase. Then using
tMAPn + t
SHU
n = τ − T max
n
{
cn
fmaxn
}
,
we finally obtain
tMAPn =
τ − T maxn
{
cn
fmaxn
}
1 + αf
max
n /cn
rn(pmaxn )
(12)
and
tSHUn =
τ − T maxn
{
cn
fmaxn
}
1 + rn(p
max
n )
αfmaxn /cn
. (13)
The maximum computing load Lmax is thus given by
Lmax =
N∑
n=1
τ − T maxn
{
cn
fmaxn
}
1 + αf
max
n /cn
rn(pmaxn )
fmaxn
cn
.
We see through (12) and (13) that, at full capacity, the time for the Map and Shuffle phases
is shared according to the ratio of (i) the maximum rate at which the Map phase can produce
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intermediate values αfmaxn /cn, and (ii) the maximum rate at which the Shuffle phase can transmit
intermediate values rn(pmaxn ). At lower than full capacity, these time intervals will be able to
adjust taking into account the energy-efficiency of both phases.
IV. OPTIMAL SOLUTION
Inspired by [16], we then introduce a new set of variables En = tSHUn pn, i.e., the RF energy
consumed by the Shuffle phase, and substitute pn for En/tSHUn to convexify Problem (P1). With
this new variable, constraints (10) and (11) can be re-written as
αln ≤ tSHUn rn
(
En
tSHUn
)
(14)
and
En ≤ tSHUn pmaxn (15)
respectively, for all n ∈ [N ]. Problem (P1) thus becomes
(P2) : minimize
l,tMAP,tSHU,tRED,E
∑N
n=1
κnc3nl
3
n
(tMAPn )
2 + En + t
SHU
n P
c
n +
κnc3nT
3
(tRED)2
subject to (1), (4), (7), (8), (14), (15)
ln, t
MAP
n , t
SHU
n , En, t
RED ≥ 0 n ∈ [N ].
We now prove the convexity of this new formulation.
Lemma 2 (Convexity). Problem (P2) is convex.
Proof. As this is a minimization problem, we start by showing the convexity of the objective
function. The function x3 is a convex function for x ≥ 0. Its perspective function, x3/y2, is thus
also a convex convex for y ≥ 0. The term associated to the energy consumed by the Map phase
is thus jointly convex with respect to ln ≥ 0 and tMAPn > 0. Next, the terms associated to the
energy consumed by the Shuffle phase are linear and hence convex by definition. Finally, the
function 1/x2 is a convex function with respect to x > 0 which makes the term associated to
the energy consumed by the Reduce phase a convex function as well. As convexity is preserved
under addition, the objective function of Problem (P2) is a convex function. Next, we show that
the set defined by the constraints is a convex set. The equality constraint (1) is affine and thus
defines a hyperplane. Next, inequalities (4), (7), (8), and (15) are either linear or affine and thus
define a polyhedron. The only remaining constraint (omitting trivial positivity constraints on all
variables) is then constraint (14). For constraint (14) to define a convex set, its right-hand side
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term must be a concave function. The function rn(x) is a concave function with respect to x ≥ 0.
Its perspective function, yrn(x/y) is thus also a concave function with respect to x ≥ 0 and
y > 0. Because the intersection of a (convex) hyperplane, a (convex) polyhedron and a convex
sublevel set remains a convex set, the set defined by the constraints of Problem (P2) is also
convex.
Problem (P2) can easily be solved using a software for convex optimization like cvxopt [22].
This wouldn’t however offer any interpretation of the results. To this effect, we seek to gain some
insights into the optimal solution to Problem (P2) mathematically using Lagrange duality theory.
We thus let λ ∈ R, βn ≥ 0, µn ≥ 0 be the Lagrange multipliers associated with con-
straints (1), (8) and (14) respectively. The partial Lagrangian is then given by
L(x,µ,β, λ) =∑Nn=1 κnc3nl3n(tMAPn )2 + En + tSHUn P cn + κnc3nT 3(tRED)2
+
∑N
n=1 µn
(
αln − tSHUn rn
(
En
tSHUn
))
+βn(t
MAP
n + t
SHU
n + t
RED − τ)
+λ
(
L−∑Nn=1 ln)
where optimization variables and Lagrange multipliers have been aggregated in the corresponding
vectors to ease notations. The dual function is then given by
(DF) : g(µ,β, λ) = min
x
L(x,µ,β, λ)
s.t. (4), (7), (15)
0 ≤ tMAPn , tSHUn , tRED ≤ τ n ∈ [N ],
ln, En ≥ 0 n ∈ [N ].
As the dual function provides a lower bound to the optimal value of the primal problem, we
then seek to maximize it to obtain the best possible lower bound. The dual problem is given by
(D1) : maximize
µ,β,λ
g(µ,β, λ)
subject to µn, βn ≥ 0, n ∈ [N ].
Problem (P2) is convex (Lemma 2) and satisfies Slater’s condition if it is strictly feasible (in
the sense given in Lemma 1). Strong duality thus holds and Problem (P2) can be solved by
solving the dual problem (D1).
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A. Derivation of the dual function
Before solving the dual problem (D1), we seek to evaluate the dual function g(µ,β,λ) for all
µ,β,λ by solving Problem (DF). To this effect, we first decompose Problem (DF) in 2N + 1
sub-problems as follows
minimize
ln,tMAPn
κnc
3
nl
3
n
(tMAPn )
2
+ (αµn − λ)ln + βntMAPn
subject to 0 ≤ ln ≤ tMAPn fmaxn /cn
tMAPn ≤ τ
(16)
minimize
En,tSHUn
En + (P
c
n + βn)t
SHU
n − µntSHUn rn
(
En
tSHUn
)
subject to 0 ≤ En ≤ tSHUn pmaxn
tSHUn ≤ τ
(17)
minimize
tRED
∑N
n=1
κnc3nT
3
(tRED)2
+ βnt
RED
subject to maxn
{
cnT
fmaxn
}
≤ tRED ≤ τ .
(18)
It is interesting to note that Problems (16) and (17) correspond to the Map and Shuffle phases
at node n respectively while Problem (18) corresponds to the Reduce phase.
Lemma 3 (Solution of Problem (16)). For any µn, βn ≥ 0 and λ ∈ R, the optimal solution of
Problem (16) satisfies
l∗n =M
∗
nt
MAP∗
n (19)
with M∗n, the effective processing rate (in bits/second) of node n defined as
M∗n ,

0 λ− αµn ≤ 0√
λ−αµn
3κnc3n
λ− αµn ∈ ]0, 3κncn(fmaxn )2[
fmaxn
cn
λ− αµn ≥ 3κncn(fmaxn )2
(20)
and tMAP∗n given by
tMAP∗n

= 0 ρ1,n < 0
∈ [0, τ ] ρ1,n = 0
= τ ρ1,n > 0
(21)
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with ρ1,n = 2κn(cnM∗n)
3 − βn + γ2,n fmaxncn and
γ2,n =
0 M
∗
n <
fmaxn
cn
λ− αµn − 3κncn(fmaxn )2 M∗n = f
max
n
cn
.
(22)
Proof. See Appendix A.
Lemma 4 (Solution of problem (17)). For any µn, βn ≥ 0, the optimal solution of Problem (17)
satisfies
E∗n = p
∗
nt
SHU∗
n (23)
with p∗n, the RF transmit power used during the Shuffle phase at node n defined as
p∗n ,

0 Bµn ≤ BN0hn
B
(
µn − N0hn
)
Bµn ∈
]
BN0
hn
, BN0
hn
+ pmaxn
[
pmaxn Bµn ≥ BN0hn + pmaxn
(24)
and tSHU∗n given by
tSHU∗n

= 0 ρ2,n < 0
∈ [0, τ ] ρ2,n = 0
= τ ρ2,n > 0
(25)
with ρ2,n = µnrn(p∗n)− P cn − βn − µn
p∗n
hn
N0
1+p∗n
hn
N0B
+ δ2,np
max
n and
δ2,n =

0 p∗n < p
max
n
µn
hn
N0
1+pmaxn
hn
N0B
− 1 p∗n = pmaxn .
(26)
Proof. See Appendix B.
Lemma 5 (Solution of Problem (18)). For any β1, . . . , βN ≥ 0, the optimal solution of
Problem (18) satisfies
tRED∗ =

T maxn{ cnfmaxn }
∑N
n=1 βn >
2
∑N
n=1 κnc
3
n(
maxn
{
cn
fmaxn
})3
T 3
√
2
∑N
n=1 κnc
3
n∑N
n=1 βn
∑N
n=1 βn ≤ 2
∑N
n=1 κnc
3
n(
maxn
{
cn
fmaxn
})3 .
(27)
Proof. See Appendix C.
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B. Maximization of the dual function and interpretation
The dual function being concave but non-differentiable, we could now maximize it using the
subgradient-based ellipsoid method, as was done for example in [16]. However, in addition to
being unpractical to solve the actual problem (when compared to the use of a convex optimization
solver like cvxopt [22]), this method doesn’t offer any additional insight into the structure of
the optimal solution.
Instead, we intuitively look at what happens if we maximize the dual function g(µ,β, λ)
taking into account the results of Lemmas 3, 4 and 5. To ease the analysis, we start with λ = 0
and µn = 0 for all n. In this case, l∗n = 0 for all nodes and the penalty term L−
∑N
n=1 l
∗
n = L
associated with λ appearing in the dual function is strictly positive. Intuitively, this implies that
the task has not be fully distributed across the nodes, violating constraint (1). It is thus possible
to increase the value of the dual function through this positive penalty term by increasing the
value of λ. Because l∗n is proportional to
√
λ− αµn through M∗n, this increases the number of
bits l∗n processed by each node. Moreover, because l
∗
n is also inversely proportional to
√
κnc3n
through M∗n, less energy-efficient nodes (i.e., the ones with larger values of κnc
3
n) get fewer bits
to process. The value of λ can be increased in this way until the penalty term L −∑Nn=1 l∗n
equals 0 (i.e., until the task is fully distributed across the nodes). Next, because µn = 0 for all
nodes as of now, the penalty term αl∗n − tSHU*n rn(p∗n) = αl∗n associated with µn appearing in the
dual function is strictly positive for all nodes. Intuitively, this implies that the rate constraint (14)
is violated for all nodes. It is thus possible to increase the value of the dual function through this
penalty term by increasing the value of µn. Increasing µn has a double effect: (i) it decreases the
value of l∗n because l
∗
n is proportional to
√
λ− αµn, and (ii) it increases the value of p∗n because
p∗n is directly proportional to µn. Combined, these two effects work together towards satisfying
the rate constraint (14). For nodes with very bad channel or very low maximum RF transmit
power pmaxn , µn could increase so much that λ− αµn would become negative, meaning that the
number of bits to be processed l∗n would fall to 0. At this point, there is an iterative interplay
between λ and {µn}Nn=1 in which both successively increase to maximize the dual function until
both constraints (1) and (14) are satisfied and a maximum has been reached.
It is now possible to give a waterfilling-like interpretation of the structure of the optimal
computing load partition {l∗n}Nn=1. First, λ acts as a kind of global (i.e., across all nodes) water
level for {l∗n}Nn=1 through the effective processing rate M∗n. Then, αµn can be seen as the base of
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the water vessel of node n. Following the above discussion, this base αµn mainly depends on the
communication capabilities of node n (i.e., hn and pmaxn ). Finally, the actual water content of each
vessel, i.e., λ− αµn is divided by 3κnc3n. This term, related to the computing energy-efficiency
of node n can be interpreted as a pressure applied to the water vessel of each node. The less
energy-efficient node n is, the bigger 3κnc3n becomes and the more pressure is applied to its
water vessel.
V. NUMERICAL RESULTS
In this section, the performances of the optimal collaborative-computing scheme (denoted Opt in
what follows) are benchmarked against various other schemes through numerical experimentsThe
schemes used for comparison are
• Blind: the task allocation (i.e., choosing the value of ln for each node n) doesn’t take
into account the heterogeneity of the nodes; the scheme is blind to node diversity (both in
term of computing and communicating capabilities). In this case, the variable ln is set to
L/N for each node n. This corresponds to what is done is most works on CDC assuming
homogeneous nodes [12]–[15].
• NoDFS: the CPU frequency of each node n is fixed to its maximum value fmaxn rather than
being optimized for energy-efficiency. In this case, the variable tMAPn is set to cnln/f
max
n for
each node n while tREDn (now different for each node) is set to cnT/f
max
n . This scheme is
close to the one proposed in our previous work [11].
• Blind-NoDFS: this scheme combines the two previous cases. In this case, ln = L/N and
tMAPn =
cn
fmaxn
L
N
for each node n while tREDn = cnT/f
max
n . The only optimization left here
concerns the Shuffle phase and the variables tSHUn and En.
• NoOpt: in this scheme, nothing is optimized. This is basically Blind-NoDFS with α L
N
=
tSHUn rn
(
En
tSHUn
)
and En = tSHUn p
max
n .
Unless stated otherwise, the parameters used in the following numerical experiments are given
in Table I [6], [7], [16].
A. Maximum computation load and outage probability
To show that the proposed scheme indeed enhances the computing capabilities of individual
nodes, we start by comparing the maximum computation load of Opt and Blind, noted
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TABLE I
PARAMETERS USED IN THE NUMERICAL EXPERIMENTS.
Parameter Value Units
κn
i.i.d.∼ Unif([10−28, 10−27]) /
cn
i.i.d.∼ Unif([500, 1500]) [CPU cycles/bit]
fmaxn
i.i.d.∼ Unif([1, 3]) [GHz]
hn
i.i.d.∼ CN (0, 10−3) (Rayleigh fading) /
pmaxn
i.i.d.∼ Unif([10, 25]) [mW]
P cn
i.i.d.∼ Unif([10, 25]) [mW]
B 15 [kHz]
N0 1 [nW/Hz]
LOptmax and L
Blind
max , respectively. Other schemes are not included here as L
NoDFS
max = L
Opt
max and
LBlind-NoDFSmax = L
Blind
max = L
NoOpt
max .
For Opt, the maximum computation load LOptmax can be readily obtained using Lemma 1. For
Blind, we introduce the following Lemma.
Lemma 6 (Maximum computating load of Blind). The maximum computing load achievable
by the Blind scheme is given by
LBlindmax = N min
τ − T maxn
{
cn
fmaxn
}
1 + αf
max
n /cn
rn(pmaxn )
fmaxn
cn
 .
Proof. Obtaining LBlindmax requires solving the following linear program (LP)
LBlindmax , maximize
l,tMAP,tSHU
Nl
subject to cnl ≤ tMAPn fmaxn ∀n
αl ≤ tSHUn rn(pmaxn ) ∀n
tRED ≥ T max
n
{
cn
fmaxn
}
tMAPn + t
SHU
n ≤ τ − tRED ∀n
l, tMAPn , t
SHU
n ≥ 0 ∀n
A reasoning quite similar to the one used in Lemma 1 – and omitted here for the sake of space –
can then be used to obtain the analytical expression given above.
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Values of LOptmax and L
Blind
max for different values of the allowed latency τ and various number of
nodes N are plotted in Fig. 3. As expected, both LOptmax and L
Blind
max grow with the allowed latency
τ . However, LOptmax grows with τ much faster than L
Blind
max does. Next, one can see that increasing
the number of nodes N for a given allowed latency τ is always more profitable for Opt than for
Blind. Furthermore, the benefits of further increasing the number of nodes N remain constant
for Opt but quickly saturates for Blind. Both observations can be explained by the fact that
Opt is able to leverage nodes diversity by optimally exploiting the different computing and
communicating capabilities of the nodes while Blind, as per its name, is not.
Another way of looking at the maximum computation loads of the different schemes is through
what we define as the “outage probability” of the system. In this context, the outage probability is
defined, for a random heterogeneous set of nodes and a given allowed latency τ , as the probability
that the maximum computing load that can be processed by the system is lower than the actual
computing L, i.e.,
P ∗out = Pr [L ≥ L∗max] .
For a given task size L, this probability can be empirically computed by averaging over a large
number of randomly generated sets of nodes. For L = 10Mb, both POptout and P Blindout are depicted
in Fig. 4 as a function of the allowed latency τ and for multiple number of nodes N . This plot
again demonstrates the benefits of leveraging nodes diversity to distribute the task among the
nodes. At the opposite, we see that Blind suffers from node diversity. Indeed, for larger values
of the allowed latency τ , increasing the number of nodes N penalizes Blind by increasing its
outage probability P Blindout . Intuitively, this again comes from the fact that increasing the number
of nodes N increases the probability of having a very weak node limiting the whole system.
Mathematically, the lower tail of the distribution of LBlindmax grows larger and larger with N , making
the distribution more and more skewed towards small values of LBlindmax . This also explains why this
trend was not visible on Fig. 3 as it only shows the mean of the distribution of LBlindmax . In addition,
it appears that the benefits on P Blindout of allowing a looser deadline (for a given N ) saturate as the
value of τ increases beyond a certain point that varies with the number of nodes N . Again, and
for the same reason, this trend was not visible on Fig. 3 and cannot be explained by looking at
the mean of LBlindmax only. This saturation effect appears when the mode of the distribution of L
Blind
max
becomes larger than the value of the actual computing load L used to compute P Blindout . Passed
this point, the benefits on P Blindout of further pushing the mode to larger values by increasing τ
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become smaller and smaller.
B. Energy consumption
We now look at the energy consumed by the different collaborative-computing schemes.
Fig. 5a depicts the total energy consumed per bit processed for different numbers of nodes
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N , while Fig. 5b depicts the energy consumed by each phase of the collaboration (i..e, Map,
Shuffle and Reduce). First, one can observe that the energy consumed by both Blind-NoDFS
and NoOpt is actually the same. This stems from the fact that it is always optimal (from an
energy-efficiency point of view) for constraint (14) to be met. Indeed, the opposite would mean
that the node is investing either too much time tSHUn (hence increasing the energy consumption
of the communications circuits tSHUn P
c
n) or too much RF energy En with regards to the number
of bits αln that needs to be transmitted in the Shuffle phase. For the same reason, constraint (15)
is almost always satisfied as well, meaning that nodes participating to the Shuffle phase transmit
at the maximum RF power allowed, i.e., pmaxn . Schemes Blind-NoDFS and NoOpt are thus
equivalent and both transmit at the maximum RF transmit power and at the maximum rate. These
two observations are valid for all the other schemes as well. In addition, the energy per bit
consumed by both Blind-NoDFS and NoOpt is roughly constant with the number of nodes.
At the opposite, the energy consumed by the other schemes decreases with N as diversity across
the nodes is exploited for energy-efficiency. Interestingly, optimizing {tMAPn }Nn=1 and tRED only
(in Blind) is more beneficial than optimizing ln only (in NoDFS), even though the number of
bits assigned to each node for processing by Blind is uniform across the nodes, and thus blind
to diversity. Combining both schemes in Opt leads to a gain in energy-efficiency with respect to
NoOpt reaching two orders of magnitude for large values of N .
Fig. 5b breaks down the energy consumption of the different schemes in 3 components: EMAP,
ESHU and ERED. Note that NoOpt, being equivalent to Blind-NoDFS, has been omitted to
avoid cluttering the plot. First, it appears that the energy consumption of the Map phase largely
dominates the energy consumption of the Shuffle and Reduce phases for small values of N 3. As
the number of nodes N increases, this difference decreases for all schemes leveraging diversity
across the nodes (i.e., all but Blind-NoDFS). At the opposite, the energy consumed by the
Shuffle phase increases with the number of nodes N , no matter the scheme used. This figure also
shows that there is not much (if anything) to gain from optimization in the Shuffle phase. Next,
one can see that the energy efficiency of the Reduce phase increases with N when tRED can be
optimized (i.e., when nodes can perform DFS). This decrease with N is however slower than
3Note that this statement is strongly dependent on the energy consumption model and the parameters used for the numerical
experiments. As an example, increasing the number of bits transmitted during the Shuffle phase, αln, through the size of the
intermediate values T would directly result in an increase of ESHU by the same factor.
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what we observed for the Map phase. For Blind, this can be explained by the fact that priority
in the optimization is given to the more energy intensive Map phase. For Opt, this comes from
the fact that, at the opposite of the Map phase, all nodes have to perform the Reduce phase.
Finally, for NoDFS and Blind-NoDFS, each node has to perform the Reduce phase at full
speed causing ERED to increase with N .
C. Energy-latency trade-off
Fig. 6 depicts the total energy consumption per bit and the energy consumed per bit by each
phase for the different schemes and for different values of the allowed latency τ . Interestingly,
Fig. 6 closely resembles Fig. 5, implying that the effect of increasing the number of nodes N is
roughly equivalent to the effect of increasing the allowed latency τ . The underlying mechanisms,
however, are different. For schemes where nodes are able to perform DFS (i.e., Opt and Blind),
increasing τ enables the nodes to further decrease their CPU frequency, hence saving energy.
For NoDFS, increasing τ enables the system to increase the number of bits assigned to the most
energy-efficient nodes, hence reducing the load on less energy-efficient nodes and again saving
energy.
D. Number of participating nodes
Finally, Fig. 7 shows the average fraction of nodes participating to the collaboration, i.e., nodes
with ln > 0 that thus participate to the Map and Shuffle phases, as a function of the computation
load L/Lmax. For Blind (and Blind-NoDFS), this fraction is of course constant and equal to
1 as ln = L/N for all n. For Opt, this fraction starts at around 0.6 for very small computing
loads and quickly reaches 1 for computing loads > 0.2. At the opposite, for NoDFS, the fraction
of nodes participating to the Map and Shuffles phases closely follows the fraction L/Lmax. To
explain these radically different behaviors, we look at the energy consumed by the Map phase at
each node n for both schemes. For Opt first, Eq. (3) indicates that EMAPn is a cubic function of
ln. For NoDFS, injecting tMAPn = cnln/f
max
n in (3) shows that E
MAP
n becomes a linear function of
ln. This explains why the computing load is more evenly spread across nodes for Opt than for
NoDFS.
VI. DISCUSSION AND FUTURE WORKS
This work built upon our previous work [11] to further highlight the benefits of leveraging
devices diversity – whether in term of computation or communication capabilities – to enhance
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L ≤ LOptmax, LBlindmax .
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individual computing capabilities of the nodes while increasing energy-efficiency of the system as
a whole. As mentioned in the introduction, this makes collaborative-computing another potential
viable architecture to be used in conjunction with MEC and MCC to enable ubiquitous computing
on heterogeneous devices. However, further validation with more realistic communication models
is needed. Interferences between nodes, for example, were neglected in this work. As the
interference level is expected to increase with the number of nodes participating to the Shuffle
phase, taking into account interference in the communication model could have a significant
impact on the number of nodes participating to the collaboration. On the other hand, the system
could also optimize channel allocation across nodes, which was considered to be given in
this work. Optimizing channel (and potentially bandwidth) allocation across nodes would add
another degree of freedom in the system, enabling additional energy savings and increased
system-wise performance. This would however come at the cost of a complexified optimization
problem involving integer variables. Next, the Shuffle phase could also be further optimized by
integrating results from Coded Distributed Computing (CDC) [12]–[15]. Correctly modeling the
energy-consumption of network coding operations and the resulting communication-computation
trade-offs is however quite challenging. Downlink communications were also neglected in this
work. While this makes sense in a scenario where optimizing the energy-consumption of end
devices is the primary objective, care should be taken to avoid simply moving the energy burden
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Fig. 7. Average fraction of nodes participating to the collaboration, i.e., nodes with l∗n > 0 that thus participate to the Map and
Shuffle phases, as as a function of the computing load L/Lmax.
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to the edge of the network. Finally, it could also be interesting to add the distance between nodes
and the AP/BS in the communication model and study the relation between this distance and the
computing/communication load assigned to each node.
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APPENDIX
A. Proof of Lemma 3
Problem (16) being convex, the optimal solution satisfies the KKT conditions. The Lagrangian
of problem (16) is given by
L1,n = κnc3nl3n(tMAPn )2 + (αµn − λ)ln + βnt
MAP
n − γ1,nln
+ γ2,n
(
ln − tMAPn fmaxncn
)
− γ3,ntMAPn + γ4,n
(
tMAPn − τ
)
with γ1,n, γ2,n, γ3,n, γ4,n ≥ 0 the Lagrange multipliers. The KKT conditions are then given by
∂L1,n
∂ln
= 3
κnc
3
nl
2
n
(tMAPn )
2
+ αµn − λ− γ1,n + γ2,n = 0 (28)
∂L1,n
∂tMAPn
= −2 κnc
3
nl
3
n
(tMAPn )
3
+ βn − γ2,nf
max
n
cn
− γ3,n + γ4,n = 0 (29)
with the complementary slackness conditions
γ1,nln = 0, (30)
γ2,n
(
ln − t
MAP
n f
max
n
cn
)
= 0, (31)
γ3,nt
MAP
n = 0, (32)
γ4,n
(
tMAPn − τ
)
= 0. (33)
We first obtain (19), (20) and (22) using condition (28) and complementary slackness condi-
tions (30) and (31). Substituting (19) in (29) and defining ρ1,n = γ4,n− γ3,n, we then obtain (21)
using complementary slackness conditions (32) and (33).
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B. Proof of Lemma 4
Problem (17) being convex, the optimal solution satisfies the KKT conditions. The Lagrangian
of problem (17) is given by
L2,n = En + tSHUn P cn − µntSHUn rn
(
En
tSHUn
)
+ βnt
SHU
n − δ1,nEn
+ δ2,n(En − tSHUn pmaxn )− δ3,ntSHUn + δ4,n
(
tSHUn − τ
)
with δ1,n, δ2,n, δ3,n, δ4,n ≥ 0 the Lagrange multipliers. The KKT conditions are then given by
∂L2,n
∂En
= 1− δ1,n + δ2,n − µn
hn
N0
1 + En
tSHUn
hn
BN0
= 0 (34)
∂L2,n
∂tSHUn
= µn
En
tSHU
N
hn
N0
1+ En
tSHUn
hn
BN0
− µnrn
(
En
tSHUn
)
+ P cn + βn
− δ2,npmaxn − δ3,n + δ4,n = 0 (35)
with the complementary slack conditions
δ1,nEn = 0 (36)
δ2,n
(
En − tSHUn pmaxn
)
= 0 (37)
δ3,nt
SHU
n = 0 (38)
δ4,n
(
tSHUn − τ
)
= 0. (39)
We first obtain (23), (24) and (26) using condition (34) and complementary slackness condi-
tions (36) and (37). Substituting (23) in (35) and defining ρ2,n = δ4,n − δ3,n, we then obtain (25)
using complementary slackness conditions (38) and (39).
C. Proof of Lemma 5
Problem (18) being convex, the optimal solution satisfies the KKT conditions. The Lagrangian
of problem (18) is given by
L3 =
∑N
n=1
κnc3nT
3
(tRED)2
+ βnt
RED + 1
(
maxn
{
cnT
fmaxn
}
− tRED
)
+ 2
(
tRED − τ)
with 1, 2 ≥ 0 the Lagrange multipliers. The KKT conditions are then given by
∂L3
∂tRED
= 2 − 1 − 2
(
T
tRED
)3 N∑
n=1
κnc
3
n +
N∑
n=1
βn = 0 (40)
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with the complementary slackness conditions
1
(
max
n
{
cnT
fmaxn
}
− tRED
)
= 0 (41)
2
(
tRED − τ) = 0. (42)
Condition (40) together with complementary slackness conditions (41) and (42) allow us to
obtain (27).
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