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I. INTRODUCTION 
In this section we recall briefly the results obtained by Shimanov [I] and 
Stokes [2] for periodic differential difference equations. We shall restrict 
ourself to equations of the form considered by Shimanov. In the second 
section we indicate the extension of some of the results of Hahn [3] for the 
Green’s function to this case. In Theorem 2.1 we indicate the relation of this 
Green’s function to the representation problem. Finally, in Section 2 we 
indicate the results of Zverkin for the case of a scalar equation where the 
lags are multiples of the period. In Section 3 we consider the case in which 
the lags and the period are rationally related. We establish in Theorem 3.2 a 
convergence result for the series associated with Green’s function. This 
result along with those of Zverkin [4] and earlier results of the author [.5] 
indicate a kind of “harmonic resonance” which occur in these equations. 
Consider the system of differential equations with delay of the form (see [Z]) 
dxs(t) - = F,(t, Xl@ + a),..., %z(t + 4) 
dt 
(s = l,..., n), (l-1) 
where 
* This research was supported by National Science Foundation Grants GP-5970 
and GP-6113. 
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and 
0 < 7, < T,+1 < 7 for u = O,..., n - 1. 
We shall assume that p,,(t) and &(t, 5) are periodic in t of period w. 
We assume further that pSj,(t) is continuous in t and that f&t, .$) is jointly 
continuous in (t, 5). Let C[--7,O] denote the space of continuous complex- 
valued functions on [-T, 0] with norm I/ ~(a)11 = sup(I xl(ol)l,..., j xn(a)I), 
(-7 < 01 < 0). Let x(&01), 0, t) = x(t), t > 0, denote the solution of (1.1) 
with the initial function [(a) E C[ -7,O] and ~~(a) = x(t + a) for (Y E [ -~,0]. 
Then T(t, 0) [(01) = x~(o~), for t 3 0, defines a linear map of C[-T, 0] into 
itself. One may show that U = T(w, 0), or a power of U, is a completely 
continuous map [2] of C[ -7, 0] into itself. Consider the equation 
(U - PJ) 5(4 = 0, (1.2) 
where J denotes the identity map. Let p be any complex number for which 
this equation has a nontrivial solution. Then p will be called an eigenvalue 
of U. Nonzero eigenvalues p of U will be referred to as characteristic 
multipliers of Eq. (1 .l), and h = (l/w) log p as characteristic exponents 
of (1.1). The nontrivial solution t(a) will be called an eigenfunction of U and 
the solution x({(a), 0, t) will be called an eigensolution of (1.1). 
Associated with system (1.1) is the adjoint equation 
q = FT(t,y,(t + a),...,y& + a)) (s = l,..., n), (1.3) 
where 
~f(o4t + 4..., m(t + 4) = i 5 P,& + To)%0 + 7,) 
i=lo=l 
The functions fSj and pino are as in (1.1). Also one has the associated “scalar 
product” 
- i i j-” [I” %(t + 5 + a)%(t + 43hz(5 + t, 4 dS] da, 
j-1 l-1 * --a 
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where zt(a) E C[-7, 0] and ~~(a) E CIO, T]. Let ~~(a) = x(t) and ~~(a) = r(t) 
denote solutions of (1.1) and (1.3) respectively. Then one may show that 
(~~(a), y,(a), t) is a constant which is independent of t. Thus, we will on 
occasion write it as (z(t), r(t)). Associated with (1.3) one has the maps T*(t, 0), 
t < 0, and U* = T*(--w, 0). 0 ne may show [I] that the characteristic 
multipliers {pj} and {p:} of U and U* are the same. In fact, if for a given 
characteristic multiplier of U, ~~(a),..., x~+~( OL constitute a Jordan chain for U, ) 
then the conjugate operator U has a corresponding chain ~~(a),...,y~+~(ol) 
such that the associated eigensolutions satisfy the relations 
(%+?40, %+m-o(t)) = 1 u = k (0 6 u < m). 
0 afk(O<k<m) (1.5) 
(%+&h%(t)) = 0 (u<j,u>j+m). 
It is then possible to show that for an arbitrary solution ~~(a) of (1 .l) one 
has the representation for t > 0 
%(a> = 1 v& + 4 + 4% N). (1.6) 
i=l 
Here xi(t) are eigensolutions of (1 .l) such that ~~(a) form a basis for the 
invariant spaces of U corresponding to those characteristic multipliers 
whose absolute value exceeds e-Mo = E. One also has that 
for t 2 0, where K is a positive constant and M may be made arbitrarily 
large by taking N(c) sufficiently large. If X, ,..., x~+~ is a Jordan chain 
corresponding to a given characteristic multiplier, then 
u,+rc = (4t + 4x+,& + 4, t) (k = O,..., m). 
If one consider the representation (1.6) as N(c) tends to infinity, there are 
two questions that are natural to consider: 
1. For every 5 E C[--7,O], does the associated solution x(5,0, t) have 
an absolutely convergent series for t > t,, > 0 ? 
2. If for t 3 t, > 0 the series is absolutely convergent, is the associated 
function z~(o~, co) identically zero I 
In this paper we consider the first of these questions for a special class of 
equations of the form (1.1). It is well known [2] that in some cases lim,, N(c) 
exists and is a finite positive integer. In these cases, the answer to the second 
question is no. If N(c) -+ CO as c --* 0, then the answer to the second question 
is, in general, unknown. 
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II. THE GREENS FUNCTION 
In studying the equation 
S(t) = i pj(t) x(t - jw) 
j=o 
where the p,(t) are periodic with period w, Hahn [.?I has shown that it is 
natural to employ the Green’s function to study the preceding questions. 
We shall first point out how the results of Hahn extend to the scalar 
equation (1.1). The extension to higher dimensions is also possible, but for 
simplicity we shall consider only the case n = 1. 
Let K(r, v), as a function of r, be the solution of (1 .l) for r > z, which 
satisfies the initial conditions k(v, w) = 1 and k(r, V) = 0 for Y < V. Let 
K*(r, v), as a function of v, be the solution of (1.3) for a < r which satisfies 
the initial conditions K*(v, n) = 1, K*(r, V) = 0 for r < V. Now let X(U) 
denote any solution of (1.1). Then for u 3 s it follows from the definition of 
K*(r, V) and the scalar product that X(U) = (x(s), k*(u, s)). 
If y(v) is a solution of (1.3), it likewise follows that y(v) = (K(s, v), y(s)) 
for s >, V. Thus k(r, U) = (k(s, v), K*(r, s)) = k*(r, v) for r > s > v. For 
v = r and ZI > r the identity is trivial. Thus X(U) = (x(s), k(u, s)) for u > s. 
We introduce the following notation: Let A denote the subset of C[ -7, 0] 
such that if 5 E A, then the associated series as described earlier is absolutely 
convergent for all t > 0. Let I denote the interval [0, T]. We then have the 
following result: 
THEOREM 2.1. Assume for some integer 1 >, 0 and all f  E I that k(Zw, 5) E: A. 
Assume also that the absolute convergence of k(Zw + 0, [) is uniform in 6 for 
(u, .$ E I x I. Then UnC[-T, 0] E A for n > 1. 
Proof. Since P+~C[-T, 0] C U”C[-T, 0] for every n >, 0, it suffices to 
show that tYC[-,,O] CA. This, however, follows from the equality 
+4 = (44, k(u, 4) and the hypothesis concerning the convergence 
properties of k(u, s). It should be noted that the series is known [I] to be 
unique. Finally, we note that if U”C[-7, 0] C A, then there exists an integer 
1 > 0 such that for all (u, 5) E 1 x I one has K(Zw + u, 5) E A. 
In light of the above result it seems natural to study the convergence of 
the series associated with k(t, s). The coefficients for this series are easily 
evaluated. For if xj ,..., x~+~ is a Jordan chain corresponding to a given 
characteristic multiplier, then 
ai+& = (44 4 rj+,-dt>) = yj+m-k(s) (k = O,..., m). 
In general, very little is known about the characteristic multipliers and 
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associated functions for systems of the form (1.1) and (1.3). However, in the 
case where the lags are integral multiples of the period, a great deal is 
known [3]. We now consider the following case: 
Let p denote a characteristic multiplier associated with system (2.1). It then 
follows from known results that (2.1) has a solution of the form x(t) = u(t)dt, 
u(t + w) = u(t), A = ln(p)/w. Substituting x(t) into (2.1), one obtains the 
equation 
ti(t) = (-A + 9$opj(t) e&j u(t). 
For this equation to have a periodic solution we must have 
d(h) = -A + f M&.(t)) e-wj” = 0, 
j=O 
where M@,(t)) denotes the mean value of pj(t). 
Now, if h is a simple root of d(h), then the corresponding invariant subspace 
is one dimensional [3] and x(t) = u(t) eAt where 
4t> = exp [-I co (PAS) - M(M) CWiA ds]. 
3 
(2.2) 
Here u(t) is not real valued, but since A is also a root of d(h), this does not 
cause any difficulty. The corresponding eigensolution of (1.3) is 
y(t) = exp [ -11 go (pi(s) - M(pJ) e+jA A] e+/d’(h). 
3 
Here A’(h) = (d/dh)d(h) is the normalizing factor associated with the 
relations (1.5). It is well known that with the exception of a finite number of 
values of A, the roots of d(h) are all simple [3]. Thus, associated with K(t, s) 
we have the series 
where the finite sum corresponds to the multiple roots of d(h). 
Zverkin [4] has shown that if pn(t) _= n/r(p) f 0 and there exists an i, 
1 < i < n - I, such that p,(t) - M(p,) f: 0, then there exist s E [0, w] such 
that for arbitrarily-large values of t - s > 0 the series (2.3) diverges. The 
reason for this divergence can be seen in (2.2). If h denotes any zero of d(h), 
1 h / large, then forj = 1 ,..., 12 - 1 one may show that 1 Re(e-mjA)l > KJ h Ii/n 
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ayd / d’(h)/ < 011 h /. Thus for any value of t > s such that cj(t) =-- 
s, (pj(r) - M(p,)) dy has the appropriate sign for some j = l,..., n - 1, the 
terms in the second sum of (2.3) behave like explK/ c,*(t)1 1 X ij*‘“]/I h ( and _- ~ .,. 
the series diverges. Here j * denotes the largest j, 1 <j < n 
c,(t) has the appropriate sign. 
1, for which - 
III. A CONVERGENCE RESULT 
In this section we shall consider equations of the form 
(3.1) 
where &t) E P,[O, w] and d is a nonzero constant. Here PJO, w] denotes the 
real-valued periodic functions, period w, which have continuous first 
derivatives. We shall also assume that w = 44, where n and q are relatively 
prime integers and q is odd. In an earlier paper the author [5] has established 
the following result: 
THEOREM 3.1. For every E > 0 there exists an R(C) such that ;f X is a 
characteristic exponent of the equation 
dx(t) - = dx(t - nd) 
dt (3.2) 
and if 1 h 1 > R(E), there exists a characteristic exponent y of (3.1) such that 
IX--y1 <C. 
This result was obtained by constructing for each characteristic exponent h, 
I /\ I > R(r), of Eq. (3.2) a solution of (3.1) of the form x, 
x(t) = exp [ht + j: a(s) ds]. 
Here 
u(s) = f a&, A) 1 h p-(i+l)a 
c-0 
(3.3) 
where LY = l/n, a,(t, h) E CP,[O, w], and there exists M > 0 such that 
I u,(t, h)] < M and M(a,(t, h)) < M/I h (. CPJO, w] denotes the set of 
complex-valued periodic functions of period w with continuous first deriv- 
atives. Since the ai may be computed, one might hope to discuss the 
convergence properties of the series associated with the Green’s function. 
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Thus, in Theorem 3.2 we shall establish a convergence result for equation (3.1) 
when the q%(t) satisfy certain additional restrictions. Before stating 
Theorem 3.1 we introduce the following notation: We may assume, without 
loss of generality, that w = 23r. Thus, if a(t) E CP,[O, w], we may write 
u(t) = 2 ajeijt = [aI1 + [aI2 
j=-,zJ 
where 
[u]~ = t u,qeij@. 
+-a, 
We shall also define 11 a 11 = Cj”=-, I ui I. 
THEOREM 3.2. If [qi - M(ql)], s 0 for i = O,..., [a/2] and qi(t) = 0 for 
n/2 < i < n - 1, then the series ussociuted with the CTeen’s function converges 
uniformly and absolutely for t - s in any interval of the form [t, , T] where 
0 < to < T. 
We first note that if the conditions of our theorem are satisfied except that 
[qO - M(q,)], + 0, then the result is still valid since there exists a change 
of variable [5J which will result in this condition being satisfied. We further 
note that if q = 1, the coefficients reduce to constants, in which case the 
result is well known. Thus we shall assume that q > 1. In order to prove 
Theorem 3.2 we must first show that for 1 A I sufficiently large, all the eigen- 
spaces are one dimensional and the eigenvalues are just those described in 
Theorem 3.1. These results are contained in two lemmas which we now state 
and prove. We shall defer the proof of Theorem 3.2. 
If we assume that Eq. (3.1) has a solution of the form (3.3), then substituting 
this expression into (3.1) we obtain for u(t) the equation 
u(t) - b(t) = h [exp J:-,d u(s) ds - I] (3.4) 
where 
b(t) = “c” qj(t) exp [,I-” (A + u(s)) ds] 
Ml 
and A is a zero of the equation X - de-“AA = 0. We then have the following 
lemma: 
LEMMA 3.3. Thme exists E > 0 and R(C) > 0 such that if 1 h 1 2 R(e), 
then Eq. 
II si--lA 
(3.4) possesses a unique solution u(t) satisfying the restriction 
u(s)fisII<~for tE[O,w]undj= l,..., n. 
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Proof. The existence of a solution a(t) for Eq. (3.4) is known [5]. Thus we 
consider only the uniqueness. Associated with Eq. (3.4) we have the linear 
equation 
a(t) - b(t) = h /;-“” a(s) ds. (3.5) 
If b(t) = CT=-, bjea’jt, it is known [5] that there exists an M, > 0 and R, > 0 
such that if 1 A 1 > RI , then any solution a(t) = Cj”=-, ajeiit of (3.5) satisfies 
the following inequalities: 
I % I < WI 63 I j#O 
I a0 I < J4l bo l/l h I (3.6) 
IlL42 II < %lM2 II/I h I* 
Let al(t), us(t) denote two solutions of (3.4) corresponding to a zero X, 
Ihl am> of h - de--nAA. Defining o(t) = al(t) - aa and assuming that 
the ai( i = 1,2, satisfy the condition in Lemma 3.3 with E = or , we shall 
show that for e1 sufficiently small we must have 11 s,“” U(S) ds jl = 0 for 
TV [0, w] and j = l,..., n. We first note that o(t) is a solution of Eq. (3.5) 
where b(t) is defined as follows: 
b(t) = yg qj(t) exp (1: h ds) [exp /I-” al(s) ds - exp /:,A u&s) ds] 
+h[exp jr” us(s) a% - exp 1:“” al(s) ds - J‘:-” us(s) ds + /I-“” al(s) ds]. 
But if Q = maxlj qj 11, j = 0 ,..., n - 1, y = maxi1 s:-” a(s) ds /I (j = l,..., n, 
t E [0, w]), and cr < l/4, we have for /I b I/ the estimate 
IlPlz II < II b II < 2nQI X I(n-1)‘n~ + I h Irk + 231 
< I h IyPnQl h I+ + Y + 293. 
Thus it follows from (3.6) that 
Y d KyPQl X I+ + Y + kl. 
Thus if we select E < 1 so that 
Ml[nQ2(R(c))-“‘” + 4c] < 1, 
it will follow that y = 0. Since for a given b(t) Eq. (3.5) has a unique solution, 
it follows that 11 u II = 0. Thus al(t) = aa and the proof of Lemma 3.3 is 
complete. 
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We next show that every eigensolution of (3.1), corresponding to sufficiently 
large characteristic exponents, will satisfy the conditions of Lemma 3.3. 
This result is contained in Lemma 3.4. We first note that if h is a characteristic 
exponent for Eq. (3.1), then it is known [4] that there exists an eigensolution 
x(t) which has the following form: 
x(t) = p(t) eAt = jzm pje(A+ij)t. (3.8) 
Since p(t) has a continuous second derivative, 11 p’ 11 is bounded. Substituting 
(3.8) into (3.1) and writing 
ql(t)p(t - Zd) = y (ql(t)p(t - ZLl))j eijt 
j=-a, 
we obtain the following set of equations: 
O-1 
aj[h + $1 = c (ql(t)pl(t - ld)), e-c“(A+ij) + daj e-nd(h+ij) 
l=O 
j = 0, fl, f2 ,... . (3.9) 
LEMMA 3.4. If Eq. (3.1) satisfies the hypothesis of Theorem 3.2, then for 
every E > 0 there exists M(E) > 0 such that if h is a characteristic exponent 
of (3.1), Re h < -M(C), then (3.1) h as a unique solution x(t) of the fcrm (3.8). 
Furthermore this solution may be written in the form 
x(t) = exp[@ + ij*) t + c(t)], 
where 11 c’ I/ is bounded and II c/I < E. 
Proof. We consider the expression O(j, A) = I a(h + ij)l where 
n-1 
o(h) = c M[qj] e-jAA + de-nAA - A. 
j=O 
Since X is a characteristic exponent of (3.1) it follows from (3.9) and the 
hypothesis of Theorem 3.2 that if d* = min d(h, j), j = 0, fl, fZ,..., then 
n-1 
d * < 2 C 11 q j  jl e-(n-l)Re AA/z. 
i=O 
Since x is also a characteristic exponent we may assume, without loss of 
generality, that the value A * is assumed for j = j* such that Re(X + ij*) > 0. 
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It then follows (see the proof of Lemma 3.1 in [5]) that there exists ci > 0 
and Mr > 0 such that if Re X < -Mi , then we have the following estimates: 
A(j* + 1, A) > cl exp[--nd Re A] l # jq(j = 0, il, *2,...) 
A(j* + I, A) 3 q/2 2 3/2 1 = jq(j = *I, -&2,...). 
(3.10) 
Replacing h by X + zj * = A* in (3.8) we have 
x(t) = p(t) e”*t = i p, exp[(h* + ~$1. 
j=-m 
(3.11) 
Since [~(t - jd)], = [p(t)], forj = 0, l,..., n - 1 we have that 
If Q = maxlj qi (I, i = 0, l,..., n - 1, and I/p I/ = 1, it follows from (3.9) and 
(3.10) that 
llCplz II < (&n/cl) expW Re 4n + 1)/21. 
Thus we have that 
IIW -j4 M%lI II e-jAReA < (&WI) edReA. 
It then follows from our estimates for d(j, A) that 
IILP - WP)III~ G (QWl) exp(Re W. 
But then 1 M(p)1 > 1 - 2(Qsn2/c1) exp(d Re A) and since 
I WP)I = I P, I < (Q2n2/cl) ew(d Re X)/A *, 
there exists k, > 0, M2 > 0 such that A* < k, exp(A Re A) for Re h < -M, . 
Thus for Re h < x0 , where x0 < -M2 and 2(Q2n2/c1) exp(+4) < l/4, 
A* = X + ij* is uniquely defined. Furthermore A* is a zero of an equation of 
the form 
n-1 
z mj e-jAA + decnAa - h = 0 
where mi = 0 for j > n/2 and 1 mj I < 2Q. It then follows [6] that there 
exists k, > M, such that if Re h < -k, , then there exists a zero Ai of 
X - de-ndl = 0 such that 
1 Ai - A* 1 < [4nQI hi f-(s+1)/2n]/l dn A /. (3.13) 
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Thus there exists an M, > max(k, , ( x,, I) such that for Re h < -M4 we 
may write (3.11) in the form 
x(t) = exp[h*t + c(t)] = exp[&t + (A* - A$ + c(t)] (3.14) 
where /I c (1 < (8Q%z2/c1)l hi /--lln, c(0) = 0 = M(c), /j c’ 11 is bounded, and 
1 Ad - A* I < I hi l-l12. This completes the proof of Lemma 3.4. 
Proof of Theorem 3.2. Let l 1 > 0 and R(E~) be as described in 
Lemma 3.3. By Lemma 3.4 there exists an M, > max(R(E,), Ma) such that 
if A* is a characteristic exponent of (3.1), Re A* < -M5 , then there is a 
unique root h of A - de-nAA = 0 such that I h - A* I < cl and 
[nd 1 h l-1’2 + 2(8Q2n2/c,)l h I-l’n] < .zl . 
Furthermore, Eq. (3.1) has no other characteristic exponents A**, such that 
1 A** - X / < pi , and it has a unique eigensolution of the form x(t) = p(t) eA*t 
where p(t) E CP,[O, w]. It then follows, as indicated in Section 1, that the 
adjoint equation 
dx(t) - = - ($1 qj(t + id) x(t + id) + dx(t + d)) 
dt 
(3.15) 
has a unique eigensolution of the formy = q(t) e-h*t where q(t) E CP,[O, w]. 
Thus the eigenspace associated with A* will be one dimensional if and only 
if (x(t), y(t)) # 0. If one lets u = -t and Z(U) = y(--CT), then z(o) will 
satisfy the equation 
$ z(u) = nc r,(u) z(u - jd) f  dz(u - jd), 
j=O 
(3.16) 
where Ye = qi(u - jd). Thus the Ye satisfy the restrictions of Lemma 3.4 
and so 
y(t) = e-A*t+m, 
where g(t) satisfies the estimates given for c(t) in (3.14). It now follows from 
(1.4) that 
(x(t), y(t)) = 1 + 12 e-jAA* ,r ec(t-jA)+g(f)gi(f) de 
+ e-nAA*d 1”” ecW-n4+sW &t. 
0 
(3.17) 
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Since 1 A* - X 1 < 1 X /-1/2 and c(t),g(t) satisfy the indicated estimates, we 
have for any E > 0 an N(E) such that if / A* / > N(E), then 
I &)I < 6, I c(t)1 < E for t E [0, W] 
(1 - cl I A I < w>Y(t), 4 < (1 + 4 I h I. 
(3.18) 
Setting E = l/4 we have for any t 3 s the estimate 
I 4t)Y(sY(4t), r(t), t)l d 2eed*(t-J)/l A I 
< 2 exp[l + I h I-l12(t - $)](I d 111 X ()(t-3)lndl A 1-l. 
(3.19) 
It is well known [6] that all the zeros of h - de--nAA = 0, for 1 A I sufficiently 
large, are of the form 
h = (1 Pn)[ln I d I - In I cl/4 + h I + cl/(+ + O( l/K)] 
f (G) [Cl + 27rk + 0 (?,I, (3.20) 
where c1 = d/l d I and k is any large positive integer. Thus it follows from 
(3.19) and (3.20) that if M, is sufficiently large, then the sum of the absolute 
values of the terms in the series associated with g(t, s), corresponding to the 
characteristic exponents A*, / A* I > M3 , will be bounded by 
2e f  (k/i)l+(t-8)‘“A < [&&/(t - s)] 2--(t-@lnA, (3.21) 
i=[lhl+l] 
where h = e(] d I + 1) and [I h I + l] is the largest integer which is equal to 
or less than / h / + 1. Since the series associated with g(t, s) has only a finite 
number of terms corresponding to characteristic exponents A*, I A* ( < M3 , 
the series associated with g(t, s) will be uniformly absolutely convergent in 
any interval of the form 0 < to < t - s < T. If all the characteristic 
exponents of (3.1) have negative real parts, one may set T = +CCI in the 
preceeding statement. This completes the proof of Theorem 3.2. 
In light of the above results and the results due to Zverkin [4] one would 
expect, in the case where the condition [qi - M(q,)], 3 0 is not satisfied 
for some i = l,..., n - 1, to be able to show for certain values of s E [0, W] 
the divergence of the series for arbitrarily large values oft - s. The difficulty 
here appears to be the extension of Lemma 3.4 to this case. One may obtain 
a similar estimate in (3.13) of the form / hi - A* I < KI hi I-l’%. The author 
has not, however, been able to show that every eigensolution of the form (3.11) 
can be rewritten in the form x(t) = exp[h*t + St a(s) ds] where a E CPJO, w]. 
This result was needed in applying Lemma 3.3’and in the later estimates. 
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