The essence of this paper is very simple: to make a fair comparison between different heuristics in structural optimization we have to adapt the appropriate elements of the very rigorous protocol used to test new drugs, or compare the effects of different drugs. Naturally, the problem of fair comparison, as a fundamental requirement of the real progress is not connected only to the structural optimization [1, 2] . It is a general problem of the heuristic community without final results. When we use statistical methods in the structural optimization (namely heuristics or metaheuristics with several tunable parameters and starting seeds), then the usual presentation practice: "one problem -one result" is extremely far from the fair comparison. From a statistical point of view, the minimal requirement is a so-called "small-sample" generated by independent runs and an appropriate "small-sampletest" according to the theory of the experimental design and evaluation and the protocol used, for example, in the drug development processes. The viability and efficiency of the proposed statistically correct methodology based on the nonparametric Kolmogorov-Smirnov test [3] is demonstrated using a well-known ten-bar truss for structural weight minimization with continuous size variables and displacement and stress constraints to investigate the effect of the hybridization in the hybrid metaheuristic ANGEL [4] . The "supernatural" ANGEL method combines ant colony optimization (AN), genetic algorithm (GE) and local search (L) strategy. In the algorithm, the AN and GE search alternately and cooperatively in the solution space. The powerful L algorithm, which is based on the local linearization of the constraint set, is applied to yield a better feasible or less unfeasible solution from the solution generated by the AN or GE. The statistical results, demonstrate that significant computational improvements can be obtained by hybridization and synergism may be explained by their totally different selection mechanism of the AN and GE.
Introduction
In this paper we present a statistically correct methodology for the fair comparison of optimization results given by different stochastic approaches in structural optimization. According to our opinion, we have to adapt the appropriate elements of the very rigorous protocol used to test new drugs, or compare the effects of different drugs or treatments. Naturally, the problem of fair comparison, as a fundamental requirement of the real judgment of the progress is not connected only to the structural optimization. It is a general problem of the heuristic community without detectable results [1, 2] .
When we use stochastic methods in the structural optimization (namely heuristics meta-heuristics, hybrid methods with several tunable parameters and starting seeds), then the usual presentation practice: "one problem -one result" is extremely far from the fair comparison. For example, without the source-code of the implemented platform-free random number generators and the applied starting seed values, we are unable to reproduce (control) the presented solutions not even if we use the same package (for example: ANSYS) to generate the response variables and the description of the metaheuristic frame, from programming point of view, is absolutely correct and reproducible without knowing the "hidden tricks". The other very serious problem which is connected to the "one problem -one result" presentation practice is very simple and humanly more or less understandable: the presented result probably the first element of an ordered list sorted with respect to the performance. Therefore we know nothing about the real computational cost of the solution generation which has at least two cost components: problem-specific "fine-tuning" and running costs. The fine-tuning is the so called preliminary investigation or "golden number setting" which sometimes means more or less problem specific algorithm modification-adaptation at the same time. When the algorithm has several tunable parameters with synergism and interactions, then the fine-tuning cost may be much larger then the running cost. Naturally, without presenting the ordered list, we know nothing about the stability (the real power and robustness) of the presented algorithm. Because the first element of an ordered list may be the "play of nature", it is really very hard to answer to the "which is the best?" question. For example, a brutal-force-search" like algorithm (BFS) may produce extremely good results when we have enough time and a fast computer. When we would be lucky, we undoubtedly could describe the following sentence: "the numerical results clearly indicate the efficiency of our BFS in comparison with previously presented methods in the literature".
From statistical point of view, the minimal requirement of the fair comparison is a "small-sample" for each investigated approach and an appropriate "nonparametricsmall-sample-test" according to the experimental design theory and the very slowly changing structural optimization presentation standard. By definition "small-sample" means 10-30 independent runs, and as a "nonparametric-small-sample-test" the wellknown and "bias-free" nonparametric Kolmogorov-Smirnov test (NKST) can be applied [3] . In the next section we briefly describe a "supernatural" ANGEL hybrid metaheuristic [4, 5] which will be used as a solution generator to illustrate the methodology of the fair statistical comparison. In section 3 we present a very popular structure optimization problem with several solutions given by a wide spectrum of approaches. In the apropos of this optimization problem, our impressions about theoretically wrong and misleading presentation standard was presented in [3] . In this paper we have shown that the gradient-base local search significantly increases the quality of the generated solutions. Section 4 illustrates the scenario of the statistically fair comparison of the fundamental selection strategies. In this paper, we will show that the combination of the two fundamental selection strategies may produce significant synergic effect, which can be exploited in the searching methodology development and hybridization. The paper closes with some conclusion and a short description of the future work.
Analysis
In this paper we use a highly simplified but very efficient hybrid metaheuristic for structural weight minimization with continuous size variables and displacement and stress constraints to illustrate the statistical problems connected to the fair comparison. The "supernatural" ANGEL method combines ant colony optimization (AN), genetic algorithm (GE) and local search (L) strategy. In the algorithm, AN and GE search alternately and cooperatively in the solution space. The powerful L algorithm, which is based on the local linearization of the constraint set, is applied to yield a better feasible or less unfeasible solution from the solution generated by AN or GE. The highly nonlinear and non-convex large-span and large-scale shallow truss examples show that ANGEL can be more efficient and robust than the conventional gradient based deterministic or the traditional population based heuristic (meta-heuristic) methods in solving structural optimization problems. ANGEL produces highly competitive results in significantly shorter run-times than the previously developed approaches. The benefit of synergy can be demonstrated by standard statistical tests.
Generally, a weight minimizing continuous structural engineering optimization problem can be written as follows: is the weight of the structure, ( )
are the implicit response variables (nodal displacements and element stresses).
In ANGEL, a design is represented by set of { }
, where W is the weight of the structure ( )
, λ is the penalty factor ( ) is the minimal (maximal) weight of the structure, according to the given design space and λ is non-smooth function of the "normalized" constraint violation terms:
The applied structural model was a large deflection truss model and exact analytical derivatives were used in gradient-based, locally linearized procedure L. According to the systematic simplification, ANGEL is based only three operators (see Figure 1- 3): random selection (RS), random perturbation (RP) and random combination (RC). In the algorithm the traditional random mutation (RM) operator is replaced by the local search procedure as an "optimal" mutation. That is, rather than introducing small random perturbations into an offspring solution, in an iterative process the gradient-based local search L tries to improve the solution until a local optimum or the maximal number of iterations is reached. The main procedure of the proposed meta-heuristic method follows the repetition of these two steps: (1) AN with L and (2) GE with L. In other words, firstly generates an initial population, after that, in an iterative process AN and GE search alternately and cooperatively on the current solution set. The initial population is a totally random set. The random perturbation and random combination procedures which are based on the normal distribution, call the random selection function, to select a "more or less good" solution from the current population. The higher the fitness values of a solution (which is in our case a truss design with cross-sectional areas as design variables), the higher is the chance that the design as a whole (or a cross-sectional area as a part) will be selected by operator RS according to the applied selection mechanism. The random perturbation procedure uses the continuous inverse method to generate a new solution from the old one. The random combination procedure generates an offspring solution from the selected mother and father solutions. The offspring solution is generated from the combined distribution, where the combined distribution is the weighted sum of the parent's distributions. The two procedures are controlled by the standard deviation, which is decreasing exponentially step by step. In our algorithm in the GA phase, an offspring not necessarily will be the member of the current population, and a parent not necessarily will die after mating. The reason is straightforward, because our algorithm uses very simple rule without explicit pheromone evaporation handling: If the current design is better than the worst solution of the current population than the worst one will be replaced by the better one. 
The parameter pair { } S S , can be kept "frozen" in the algorithm:
this means, that ANGEL is practically a "tuning-free" algorithm. The monotonically decreasing standard deviation function for each design variable can be defined in the following way: A metaheuristic usually means a good and easy to understandable tale inspired by an "optimized element" of the nature (human life), a set of operators and rules which control the life (death) in the idealized world of tale. It is trivial fact, that there is an operator, which is always presented in any form and practically invariant to the tale and its application areas. This is the Random Selection (RS) operator, which is a central element of each population-based metaheuristic frame. In other words, the selection mechanism is an unalterable part of the "credo" of the community who believes in a given metaheuristic idea.
When we imagine the population as a matrix [ ]
where in matrix P the rows are designs and the columns are cross-sectional areas and Φ is a column vector of the fitness function values which characterize the designs then easy to see that we can define two (row-wise or column-wise) generic RS operators to generate one or more "parent design" and after that, according to the other operators of the tale, we try to get a better child design (a less unfeasible or lighter feasible) by random perturbation or combination and improve the quality of the child by "optimal" mutation. Naturally, in our magic word, we can replace the usual "father-mother" parent selection with a more general set of possibilities from a single-parent to a multi-parent solution.
In the "orthodox" approach, by definition, the RS always means a set of randomly selected "more or less good" elements according to the tale-dependent fitness function. The orthodox approach always imitates a "route" independently from its reality. When we imagine a bee flying from flower to flower or a salesperson travelling from city to city, the reality of the abstraction is trivial. But when we have to solve an optimal bridge design problem minimizing its total weight on the set of element cross-sections, subject to the displacement and stress constraints, the local (global) stability requirements and moving-load conditions and imagine the construction as a whole, then the "from cross-section to cross-section" route may be totally meaningless and misleading abstraction.
According to the optimal bridge design problem, it is very easy to imagine a "neologist" selection strategy, in which we select randomly a "more or less good bridge design" and after that, according to the other operators of the tale, we try to get a better (less unfeasible or lighter feasible) one.
The two generic (Column-wise or Row-wise) RS operators with Two Parents and One child (CRS-2P-1 or RRS-2P-1C) are shown in Figure 4 . Easy to imagine, that the hybridization of the two selection mechanisms, as a synergism, could be improve the diversity of the searching process. In Figure 4 the fitness function is visualized with a grey scale (the lighter the colour the better the structure). In Figure 1 the question mark means that in the "humanitarian" ANGEL algorithm a child not necessarily will be the member of the population (design set) and a parent not necessarily will die after mating. In Figure 1 we see the "classical family model with one child" for each approach (RRS-2P-1C and CRS-2P-1C) where the operators are the essential elements of an ant-colony-like and genetic-algorithm-like approaches. 
Example
In this section, we present computational results for the very popular ten-bar truss (T10) weight minimization problem with size variables and displacement and stress constraints for the given load case ( Figure 5 ). Table 1 presents the input parameters,  and Table 2-4 show the "history" of the "state-of-the-art" for the T10. Naturally, Table 2 -4 satisfy the usual solution presentation requirements of structural engineering, but from statistical point of view the presentation is meaningless, therefore unable to characterize the real progress in this area [3] . Table 4 : Results of the ten-bar truss benchmark-example
A statistical comparison example
In this section, according to our fundamentally methodological point of view we present a simple statistical comparison example for the ten-bar truss problem which may help to understand the fundamental statistical problems connected to the fair comparison. From statistical point of view, the minimal requirement of the fair comparison is a "small-sample" for each investigated approach and an appropriate "nonparametric-small-sample-test" according to the fundamental elements of the experimental design theory and the very slowly changing structural optimization presentation standard. By definition "small-sample" means 10-30 independent runs, and as a "nonparametric-small-sample-test" the "bias-free" Kolmogorov-Smirnov test (NKST) can be applied to avoid the additional methodological problems.
The selection of the appropriate methodology for the statistical comparison is a challenging but sometimes frustrating "problems in the problem". The first problem connected to the statistical methodology is well-known: we have to decide, whether a parametric or nonparametric approach would be the most appropriate in the given case. A "normal" parametric test, for example, may give a totally misleading "winner list" when the normality assumption is invalid. The second very important methodological problem is connected to the sample size, because in the structural optimization the implicit function evaluation is time consuming (we have to solve the equilibrium equation system in every investigated point or have to generate the loading history by a path-following method): therefore, we have to choose a smallsample or large-sample oriented approach according to the sample size. It is wellknown that when the sample size is small, an extremely good but hardly reproducible solution may be statistically meaningless (the play of nature or the present of the Evil), but when the sample size is large, a small but statistically significant difference between solutions may be a good indicator of the real difference between methods. In [3] we tested the effect of the gradient-based local search L with the following two settings: evaluations was allowed but in different distributions. We have to note, that setting 10 = I not necessarily means always 10 iterations. In the sampling process the following operators: {CRS-2P-1C (AN), RRS-2P-1C (GE)} were used.
In our case, NKST for two independent samples from a continuous field tests the following:
, that is, the two samples are from populations with the same distribution function. The alternative hypothesis is the following:
for some x. In our case the result of NKST was trivial: local search procedure L significantly decreases the weight of the structure:
. In Table 5 we show the most important nonparametric statistics which characterize the affectivity of the gradient-based procedure L. The brutal-force-search (BFS) results well demonstrate the fact, that the first design of a large ordered list of 10,000 designs which is generated by BFS sometimes may be a more or less acceptable solution. The results presented in Table 5 and the hypothesis test [3] revile that the "improved version" like modifications (for example: recreation of the Nature defining Ant Systems (AS), which means a European Union like peaceful and friendly cooperation among ant colonies (AN) without warriors and surviving fight) not necessarily give significantly better results. The belief and the statistical verification are different things. Without correct, bias-free and in a wide-range accepted and applied testing methodology it is very hard to judge the real progress or identify the real problems in the heuristic community. Table 5 : Nonparametric statistics of the ten-bar truss benchmark-example
In the present paper, as an another motivating example, we show that how can we test the potential synergetic affect of hybridization, which in our case means the following alternative hypothesis: when the CRS-2P-1C and RRS-2P-1C operators work alternately and cooperatively in the design space (AN+GE) we get better results than in the pure CRS-2P-1C (AN) or RRS-2P-1C (GE) oriented approaches.
Using the standard statistical notation we can describe the null hypothesis in the following form:
In the sampling phase, firstly, we defined three samples of 30 with the following (single-parent with one child) settings without and with procedure L:
After that, we defined three other samples of 30 with standard (father-mother with one child) settings without and with procedure L:
Using the statistical approach introduced in [3] , our most important results are the following:
• The Old King, namely the classical multi-start method (MSM) is living and in disguise (as an ant, bee, bird, fish, bacterium, melody, colonialist, etc.) walking tale to tale "on the edge". In other words, very hard to define a new "state-of-the-art" tale (stochastic approach), which is really competitive with the classical MSM. MSM in the structural optimization simple means, that using the standard "try-and-error" approach, we generate in a cycle random starting designs in the design space and try to improve their quality by a gradient-based local search algorithm L iteratively.
• In the structural optimization, without local search, it is very hard to discriminate among the different design selection strategies. From statistical point of view the analysis needs extremely large population ( 000 10. ≥ P ) and a huge number of generations ( 100 ≥ G ). In the other side, when the size parameter values are moving in a moderate range, the effect of procedure L is so dominant that it practically suppresses the soft effects connected to the different selection strategies.
To illustrate the results of the statistical comparison, we show the "iteration history" with moderate parameter settings for the following three approaches (see Figure 2 
Conclusion
In this paper we presented a statistically correct methodology to compare the efficiency of the different stochastic approaches developed to generate good quality solutions within reasonable time in structural optimization. When we use statistical methods in the structural optimization (namely heuristics, meta-heuristics and hybrid methods with several tunable parameters and starting seeds), then the usual presentation practice: "one problem -one result" is extremely far from the fair comparison. From statistical point of view, the minimal requirement is a so-called "nonparametric small-sample test" according to the fundamental elements of the theory of the experimental design and evaluation and the protocol used in the drug development processes. The proposed statistically correct methodology is based on the nonparametric version of the Kolmogorov-Smirnov Test (NKST). The viability and efficiency of the comparison tool is demonstrated using the well-known ten-bar truss weight minimization example to test the effect of the two fundamental selection strategies used in the population-based stochastic heuristics. Our final goal is to select or develop an appropriate "test of tests" like statistical tool as a combination of independent tests, which would be able to qualify the different heuristic approaches on the set of all benchmark problems from the easiest to the hardest. The possible combined test developing directions and our proposed approach will be presented in a forthcoming paper.
