Summary. We present here a survey on some shape optimization problems that received particular attention in the last years. In particular, we discuss a class of problems, that we call mass optimization problems, where one wants to find the distribution of a given amount of mass which optimizes a given cost functional. The relation with mass transportation problems will be discussed, and several open problems will be presented.
Introduction
The purpose of these notes is to give a survey on some problems in shape and mass optimization that received a lot of attention in the mathematical literature in the recent years. After a presentation of shape optimization problems in a quite general framework we give some examples that nowadays can be considered classic.
A shape optimization problem is a minimization problem where the unknown variable runs over a class of domains; then every shape optimization problem can be written in the form min F (A) : A ∈ A
where A is the class of admissible domains and F is the cost function that one has to minimize over A. It has to be noticed that the class A of admissible domains does not have any linear or convex structure, so in shape optimization problems it is meaningless to speak of convex functionals and similar notions. Moreover, even if several topologies on families of domains are available, in general there is not an a priori choice of a topology in order to apply the direct methods of the calculus of variations for obtaining the existence of at least an optimal domain. We shall not give here a detailed presentation of the many problems and results in this very wide field, but we limit ourselves to discuss some model problems. We refer the reader interested in a deeper knowledge and analysis of this fascinating field to one of the several books on the subject ( [3] , [114] , [142] , [146] ), to the notes by L. Tartar [149] , or to the recent collection of lecture notes by D. Bucur and G. Buttazzo [37] .
In many situations, a shape (or also a mass) optimization problem can be seen as an optimal control problem, where the state variable solves a PDE of elliptic type, and the control variable is given by the unknown domain (or mass distribution). We want to stress that, as it also happens in other kinds of optimal control problems, in several situations an optimal domain does not exist; this is mainly due to the fact that in these cases the minimizing sequences are highly oscillating and converge to a limit object only in a "relaxed" sense. Then we may have, in these cases, only the existence of a "relaxed solution", suitably defined, that in general is not a domain, and whose characterization may change from problem to problem.
A general procedure to relax optimal control problems can be successfully developed (see for instance [18] , [60] ) by using the Γ -convergence scheme which provides the right topology to use for sequences of admissible controls. In particular, for shape optimization problems, this provides the right notion of convergence for sequences of domains. However, if in the minimization problem (1) , either the class A of admissible domains or the cost functional F constrain the admissible domains to fulfill some sufficiently strong geometrical conditions, then the existence of an optimal domain may be obtained. We shall see some examples where these situations occur.
As it happens in all optimization problems, the qualitative description of the optimal solutions of a shape optimization problems, is usually obtained by means of the so called necessary conditions of optimality. These conditions have to be derived from the comparison of the cost of an optimal solution A opt with the cost of other suitable admissible choices, close enough to A opt . This procedure is what is usually called a variation near the solution. We want to stress that in shape and mass optimization problems, the notion of neighbourhood is not always a priori clear; the possibility of choosing a domain variation could then be rather wide, and this often provides several necessary conditions of optimality.
In general, explicit computations of optimal shapes and masses are difficult to obtain, and one should develop efficient numerical schemes to produce approximated solutions; we will not enter this important field and we refer the interested reader to some recent books and papers (see references).
The strict relation between some mass optimization problems and optimal transportation results has been recently shown by Bouchitté and Buttazzo in [23] ; we shall shortly summarize the results obtained and we shall present some new challenging problems.
Some classical problems
In this section we present some classical examples of shape optimization problems that can be written in the form (1).
The isoperimetric problem
The isoperimetric problem is certainly one of the oldest shape optimization problems; given a closed set Q ⊂ R N , the constraint set, it consists in finding, among all Borel subsets A ⊂ Q, the one which minimizes the perimeter, once its Lebesgue measure, or more generally the quantity A f (x) dx for a given function f ∈ L 1 loc (R N ), is prescribed. With this notation the isoperimetric problem can be then formulated in the form (1) if we take
Here the perimeter of a Borel set A is defined as usual by
where D1 A is the distributional derivative of the characteristic function of A, H N −1 is the N − 1 dimensional Hausdorff measure, and ∂ * A is the reduced boundary of A in the sense of geometric measure theory. By using the properties of the BV spaces, when Q is bounded we obtain the lower semicontinuity and the coercivity of the perimeter for the L 1 convergence; this enables us to apply the direct methods of the calculus of variations and to obtain straightforward the existence of an optimal solution for the problem
It is also very simple to show that in general the problem above may have no solution if we drop the assumption that Q is bounded (see for instance [16] , [37] ). On the other hand, it is very well known that the classical isoperimetric problem, with Q = R N and f ≡ 1, admits a solution which is any ball of measure c, even if the complete proof of this fact requires very delicate tools, especially when the dimension N is larger than 2. A complete characterization of pairs (Q, f ) which provide the existence of a solution for the problem (2) seems to be difficult. Assume now that a set A be a solution of problem (2) and that A is regular enough to perform all the operations we need. Therefore we have that, at least locally, the boundary ∂A can be represented by the graph of a function u(x), where x varies in a small neighbourhood ω. By performing now the usual first variation argument with the functional
we obtain that the function u must satisfy the partial differential equation
The term −div ∇u/ 1 + |∇u| 2 represents the mean curvature of ∂A written in Cartesian coordinates; therefore we have found for a regular solution A of the isoperimetric problem (2) the following necessary condition of optimality:
the mean curvature of ∂A is constant in the interior points of Q.
Actually, the regularity of ∂A does not need to be assumed as a hypothesis but is a consequence of some suitable conditions on the datum f (regularity theory).
A variant of the isoperimetric problem consists in not counting some parts of the boundary ∂A in the cost functional. More precisely, if Q is the closure of an open set Ω with a Lipschitz boundary, we may consider problem (2) with Per(A) replaced by the cost functional
The existence of a solution when Ω is bounded still holds, as above, together with nonexistence examples when this boundedness condition is dropped.
The Newton's problem of optimal aerodynamical profiles
The problem of finding the best aerodynamical profile for a body in a fluid stream under some constraints on its size is another classical question which can be considered as a shape optimization problem. This problem was first considered by Newton, who gave a rather simple variational expression for the aerodynamical resistance of a convex body in a fluid stream, assuming that the competing bodies are radially symmetric, which makes the problem onedimensional. Under the assumption that the resistance is due to the impact of fluid particles against the body surface, that the particles are supposed all independent (which is quite reasonable if the fluid is rarefied), and that the tangential friction is negligible, by simple geometric considerations we may obtain the following expression of the resistance along the direction of the fluid stream, where we normalize all the physical constants to one:
In the expression above we denoted by Ω the cross section of the body at the basis level, and by u(x) a function whose graph is the body boundary. The geometrical constraint in the problem consists in requiring that the admissible competing bodies be convex; this is also consistent with the physical assumption that all the fluid particles hit the body at most once. In problem (3) this turns out to be equivalent to assume that Ω is convex and that
The problem, as considered by Newton, is when Ω is a disc (of radius R) and the competing functions are supposed a priori with a radial symmetry. In this case, after integration in polar coordinates, the expression of the resistance takes the form
so that the problem of the determination of the optimal radial profile becomes
If instead of the functions u(r) we use the functions v(t) = u −1 (M − t), the minimization problem (4) can be rewritten in the more traditional form
The functional appearing in (5) has to be intended in the sense of BV functions; in fact v is a nondecreasing function, so that v is a nonnegative measure and the precise expression of the functional in (5) is
where v a and v s are respectively the absolutely continuous and singular parts of the measure v with respect to Lebesgue measure.
It is possible to compute explicitly the solution of the minimization problem (4) by integrating its Euler-Lagrange equation which reads as
for a suitable constant C < 0. By introducing the function
and the quantities
the solution u can be obtained as
and for r > r 0 its expression is given in parametric form by:
We have |u (r)| > 1 for all r > r 0 and |u (r + 0 )| = 1; moreover, the optimal radial solution can be shown to be unique.
The optimal radial solution of the Newton problem for M = R is shown in figure below.
Coming back to the Newton problem in its general form (not necessarily restricted to radial functions)
where the functional F is given by (3), we notice that the integral functional F above is neither convex nor coercive. Therefore, the usual direct methods of the calculus of variations for obtaining the existence of an optimal solution may fail. However, due to the concavity constraint, the existence of a minimizer u still holds, as it has been proved in [59] . A complete discussion on the problem above can be found in [37] where all the concerning references are quoted. Here we simply recall an interesting necessary condition of optimality (see [119] ): it turns out that on every open set ω where u is of class
In particular, as it is easy to see, this excludes that in the case Ω = B(0, R) the solution u be radially symmetric. A profile better than all radial profiles with the same height has been found by Guasoni in [111] and is graphically represented in the figure below. Nevertheless, a complete characterization of the optimal solutions in the case Ω = B(0, R) is not yet know. 
Optimal Dirichlet regions
We consider now the model example of a Dirichlet problem over an unknown domain, which has to be optimized according to a given cost functional. Denoting by f a given function, say in L 2 (R N ), by A the unknown domain, and by u A the solution of the elliptic equation
Here Q is a given bounded domain of R N and j(x, s) a given integrand. We refer to the lecture notes [37] for a more complete discussion on this topic and for a wide list of references devoted to this subject; here we want only to summarize the different situations that may occur.
It is well known that in general one should not expect the existence of an optimal solution; for instance, if we take
in general, even if the function a(x) is constant, the existence of an optimal solution may fail. However, the existence of an optimal domain occurs in some particular cases that we list below. i) On the class of admissible domains some rather severe geometrical constraints are imposed. For instance the so called it exterior cone condition is sufficient to imply the existence of an optimal solution. It consists in requiring the existence of a given height h and opening ω such that for all domains A in the admissible class A and for all points x 0 ∈ ∂A a cone with vertex x 0 , height h and opening ω is contained in the complement of A (see [48] , [49] , [50] ). ii) The cost functional fulfills some particular qualitative assumptions. In particular, if a functional F (A) is nonincreasing with respect to the set inclusion (and satisfies a rather mild lower semicontinuity assumption with respect to a γ-convergence on domains, suitably defined), then the minimization problem
admits a solution (see [55] ). iii) The problem is of a very special type, involving only the first two eigenvalues of the Laplace operator, where neither geometrical constraints nor monotonicity of the cost are required (see [38] ).
We want to stress that, though quite particular, the previous case ii) covers some interesting situations. For instance cost functionals of the form
with j(x, ·) nonincreasing, fulfill the required assumptions. Another interesting situation is given by functions of eigenvalues λ k (A) of an elliptic operator L with Dirichlet boundary conditions on ∂A. In this case, setting Λ(A) = λ k k∈N , and using the well known fact that the eigenvalues of an elliptic operator are nonincreasing functions of the domain, the functional
fulfills the required assumptions as soon as the function Φ :
and nondecreasing, that is
Optimal mixtures of two conductors
An interesting question that can be seen in the form of a shape optimization problem is the determination of the optimal distribution of two given conductors (for instance in the thermostatic model, where the state function is the temperature of the system) into a given set. If Ω denotes a given bounded open subset of R N (the prescribed container), denoting by α and β the conductivities of the two materials, the problem consists in filling Ω with the two materials in the most performant way according to some given cost functional. The volume of each material can also be prescribed. We denote by A the domain where the conductivity is α and by a A (x) the conductivity coefficient
Then the state equation which associates the control A to the state u (the temperature of the system, once the conductor α fills the domain A) becomes
where f is the (given) source density. We denote by u A the unique solution of (7). It is well known (see for instance Kohn and Strang [117] , Murat and Tartar [138] ) that if we take as a cost functional an integral of the form
in general an optimal configuration does not exist. However, the addition of a perimeter penalization is enough to imply the existence of classical optimizers. More precisely, we take as a cost the functional
where σ > 0, and the optimal control problem then takes the form
A volume constraint of the form meas(A) = m could also be present. The proof of the existence of an optimal classical solution for problem (8) uses the following result.
Proposition 2.1. For every n ∈ N let a n (x) be a N × N symmetric matrix, with measurable coefficients, such that the uniform ellipticity condition
where u is the solution of (10) with a n replaced by a.
Proof. By the uniform ellipticity condition (9) we have
and, by the Poincaré inequality we have that u n are bounded in H 1 0 (Ω) so that a subsequence (still denoted by the same indices) converges weakly in H 1 0 (Ω) to some v. All we have to show is that v = u or equivalently that
This means that for every smooth test function φ we have
Then it is enough to show that for every smooth test function φ we have
This is an immediate consequence of the fact that φ is smooth, Du n → Dv weakly in L 2 (Ω), and a n → a a.e. in Ω remaining bounded. Another way to show that (11) holds is to verify that v minimizes the functional
Since the function α(s, z) = sz · z, defined for z ∈ R N and for s symmetric positive definite N × N matrix, is convex in z and lower semicontinuous in s,
is sequentially lower semicontinuous with respect to the strong L 1 convergence on a and the weak L 1 convergence on ξ (see for instance [52] ). Therefore we have
Since u n minimizes the functional F n defined as in (12) with a replaced by a n , we also have for every
so that taking the limit as n → +∞ and using the convergence a n → a we obtain lim inf
Remark 2.1. The result of proposition above can be equivalently rephrased in terms of G-convergence by saying that for uniformly elliptic operators of the form −div a(x)Du the G-convergence is weaker than the L 1 -convergence of coefficients. Analogously, we can say that the functionals
Γ -converge to the functional G defined in the same way with a in the place of a n .
Corollary 2.1. If
A more careful inspection of the proof of Proposition 2.1 shows that the following stronger result holds.
Proposition 2.2. Under the same assumptions of Proposition 2.1 the convergence of u n is actually strong in H
Proof. In Proposition 2.1 we have already seen that u n → u weakly in
Denoting by c n (x) and c(x) the square root matrices of a n (x) and a(x) respectively, we have that c n → c a.e. in Ω remaining equi-bounded. Then c n (x)Du n converge to c(x)Du weakly in L 2 (Ω). Multiplying equation (10) by u n and integrating by parts we obtain
This implies that
Multiplying now by c n (x) −1 we finally obtain the strong convergence of
We are now in a position to obtain an existence result for the optimization problem (8) . On the function j we only assume that it is nonnegative, Borel measurable, and such that j(x, s, z, w) is lower semicontinuous in (s, z, w) for a.e. x ∈ Ω.
Theorem 2.1. Under the assumptions above the minimum problem (8) admits at least a solution.
Proof. Let (A n ) be a minimizing sequence; then Per Ω (A n ) are bounded, so that, up to extracting subsequences, we may assume (A n ) is strongly convergent in the L 1 sense to some set A ⊂ Ω. We claim that A is a solution of problem (8) . Let us denote by u n a solution of problem (7) associated to A n ; by Proposition 2.2 (u n ) converges strongly in
Then by the lower semicontinuity of the perimeter and by Fatou's lemma we have
which proves the optimality of A.
Remark 2.2. The existence result above still holds, with the same proof, when volume constraints of the form meas(A) = m are present. Indeed this constraint passes to the limit when
The existence result above shows the existence of a classical solution for the optimization problem (8) . This solution is simply a set with finite perimeter and additional assumptions have to be made in order to prove further regularity. For instance in [8] Ambrosio and Buttazzo considered the similar problem
where σ > 0 and
They showed that every solution A is actually an open set provided g 1 and g 2 are Borel measurable and satisfy the inequalities
where γ ∈ L 1 (Ω) and k < αλ 1 , being λ 1 the first eigenvalue of −∆ on Ω.
Mass optimization problems
In this section we present an optimization problem that we call mass optimization problem; it plays a central role in many questions in Applied Mathematics and Engineering. It consists in finding the elastic structure (seen as a distribution of a given amount of elastic material) that, for a given system f of loads and for a given total mass, gives the best resistance in terms of minimal compliance. The unknown mass distribution is then a nonnegative measure which may vary in the class of admissible choices, with total mass prescribed, and support possibly constrained in a given design region. In order to take into account also forces which may concentrate on lower dimensional sets we consider a force field f ∈ M(R N ; R N ), the class of all R N -valued measures on R N with finite total variation and with compact support. The class of smooth displacements we consider is the Schwartz space sym ; in this way, for a given smooth displacement u : R N → R N we denote by j(Du) = j e(u) the stored elastic energy density associated to u, where
being α and β are the so called Lamé constants. This is the case when the material to distribute is a homogeneous isotropic linearly elastic material; the same analysis holds if more generally we assume: i) j is convex and positively p-homogeneous, with p > 1;
ii) j(z) = j(z sym ); iii) there exist two positive constants α 1 and α 2 such that
For a given mass distribution µ the stored elastic energy of a smooth displacement u ∈ D(R N ; R N ) is given by
so that the total energy associated to µ and relative to a smooth displacement u is
where f, u represents the work of the force field f . In order to take into account possibly prescribed Dirichlet boundary conditions, we consider a closed subset Σ of R N (when Σ = ∅ the problem is called of pure traction type) and we impose the admissible displacements vanish on Σ. Thus we may now define the energy of a measure µ as the infimum
and the compliance C(µ) is then defined as
The optimization problem we want to consider is then
where the total mass constraint dµ = m is present, and where a design region constraint is also possible, which turns out to give a closed subset K of R N and to limit the analysis only to mass distributions which vanish outside K. We assume that K is the closure Ω of a smooth connected bounded open subset Ω of R N . It should also be noticed that the problem above is a variational model which describes the behaviour of light structures, where the force due to their own weight is neglected.
Since for a fixed smooth admissible displacement u the mapping µ → E(µ, u) is affine and continuous for the weak* convergence, the functional C(µ) turns out to be convex and lower semicontinuous. Therefore, by direct methods of the calculus of variations we obtain the following existence result. and the optimization problem (15) describes the optimal distribution of a given amount of conducting (for instance in the thermostatic model) material, being f the heat sources density.
Remark 3.2.
We want to stress that we may have C(µ) = +∞ for some measures µ; this happens for instance in the case when the force field f concentrates on sets of dimension smaller than n − 1 and the mass distribution µ is the Lebesgue measure. However, these "singular" measures µ which have infinite compliance are ruled out from our discussion because we look for the minimization of the compliance functional C(µ).
By standard duality arguments (see for instance [98] ) we may rewrite the compliance C(µ) in the form
and the infimum in (16) is actually a minimum as soon as C(µ) is finite. In order to characterize the optimal solutions µ opt of problem (15) by means of necessary and sufficient conditions of optimality it is convenient to introduce the quantity
The following result holds (we refer to [23] for the proof). 
Finally, there exists a nonnegative measure µ with dµ = m and sptµ ⊂ K such that
The optimal mass distribution µ opt then verifies the equality
The quantity I(f, Σ, Ω) can also be related to the dual problem (16) by introducing the 1-homogeneous function ρ(z) as
The polar function associated to ρ is given by:
and we obtain j
In this way we have the equality
where the integral is intended in the sense of convex functionals on measures, and the following result holds (see [23] ).
Proposition 3.2. If µ is a solution of the mass optimization problem (15) then one has
and every optimal σ in (20) verifies
Conversely, if λ is a solution of (19) , then the nonnegative measure
is optimal for (15) .
Remark 3.3.
It is interesting to notice that by Proposition 3.1 the optimal mass distributions for problem (15) can be deduced from solutions of problem (19) , hence they do not depend on the growth exponent p of the energy density j but only on the convex level set {z ∈ R N ×N : ρ(z) ≤ 1}. Moreover, when µ is an optimal mass distribution, by (21) the associated stress density
The optimal mass distribution problem (15) can be equivalently rephrased in terms of a PDE that we call Monge-Kantorovich equation. In order to deduce this equation from the mass optimization problem, it is convenient to introduce the class Lip 1,ρ (Ω, Σ) as the closure, in C(Ω; R N ), of the set
We notice that when ρ(z) ≥ |z| then every function in Lip 1,ρ (Ω) is locally Lipschitz continuous on Ω; on the other hand, if ρ(z) = |z sym | it is known that this is no more true, due to the lack of Korn inequality for p = +∞ (see for instance [94] ).
We can now define the relaxed formulation of problem (17) as
and the finite dimensional linear space of all rigid displacements vanishing on
Proposition 3.3. The supremum in problem (17) is finite if and only if
In this case, problem (22) admits a solution and sup (17) = max (22) .
Remark 3.4.
In the scalar case, with ρ(z) = |z|, it is easy to see that the class R Σ reduces to the function identically zero when Σ = ∅ and to the family of constant functions when Σ = ∅. Therefore, in the scalar case the quantity I(f, Σ, Ω) is always finite whenever Σ = ∅ or, if Σ = ∅, provided the source f has zero average.
In order to well define the optimality conditions for problem (15) and to deduce the Monge-Kantorovich PDE, we need to introduce the function space of displacements of finite energy related to a general measure µ. We refer to [27] and [28] for a complete presentation of the tools we shall use; in particular for the notion of tangent bundle of a measure µ, generalizing the classical one of k-dimensional manifolds S, which correspond in this framework to the measures of the form µ = H k S. Given a measure µ and an open subset U of R N we define the space of admissible stresses
and the tangent set of matrices
where µ−ess stands for the µ essential union. If P µ (x) denotes the orthogonal projector on M µ (x) with respect to the usual scalar product on matrices, for every function u ∈ D(U ; R N ) we may then define the tangential strain e µ (u) as
It is possible to show that the linear operator
is closable as an operator from 
It is then possible to obtain the relaxed form of the stored energy functional J(µ, u)
where
This allows us to prove that for every nonnegative measure µ in Ω and for every admissible displacement u ∈ Lip 1,ρ (Ω, Σ) we have that u ∈ D
and j µ x, e µ (u) ≤ 1/p µ-a.e. on R N \ Σ. The scalar case is slightly simpler; indeed we define
and the tangent space T µ (x) for µ-a.e. x as
The orthogonal projector P µ (x) on T µ (x) and the tangential gradient D µ u are defined similarly as above, as well as the relaxed energy density which becomes
Note that in the case j(z) = |z| 2 /2 we obtain j µ (x, z) = |P µ (x)z| 2 /2. Moreover, in this case ρ(z) = |z| and we have
We are now in a position to introduce the Monge-Kantorovich equation that can be written as:
where ∂j µ (x, ·) denotes the subdifferential of the convex function j µ (x, ·). The link between the mass optimization problem (15) and the Monge-Kantorovich equation above has been investigated in [23] ; we summarize here the result.
Theorem 3.2. If µ solves the mass optimization problem (15) and u and σ are solutions of problems (22) and (20) respectively, then the triple (u, mσ/I, Iµ/m) solves the Monge-Kantorovich equation (25) with I = I(f, Σ, Ω). Vice versa, if the triple (u, σ, µ) solves the Monge-Kantorovich equation (25), then u is a solution of problem (22) and the measure mµ/I is a solution of the mass optimization problem (15). Moreover, Iσ/m is a solution of the stress problem (16), and (I/m)
1/(p−1) u is a solution of the relaxed displacement problem
both related to the measure mµ/I.
The scalar case is again simpler; indeed, by also taking ρ(z) = |z| the Monge-Kantorovich equation (25) becomes
Optimal transportation problems
In this section we introduce the optimal mass transportation problem in his strong form (Monge problem) and in his weak or relaxed form (Kantorovich problem). In Section 5 we will enlight some full or partial equivalences with the mass optimization problems introduced in the previous section. This equivalence will permit to give in the scalar case an explicit formula for the optimal mass and to deduce some regularity results as well as to allow some useful variational approximations of the mass optimization problem.
The optimal mass transportation problem: Monge and Kantorovich formulations
In order to have a general framework, in this section we will work in a locally compact metric space (X, d). This will make more clear various notions and will permit an unified treatment of different situations when studying the relationships with the mass optimization problems. The problem was originally formulated by Monge in 1781 (see [35] ) in the Euclidean space. Using a modern terminology we will use measures where Monge was generically speaking of mass densities. This also permits a larger flexibility of the model.
Let f + and f − be two probability measures on X; a transport map of f + on f − is an element of the set
. ϕ is measurable and ϕ f
where ϕ f + denote the push forward of f + through ϕ i.e. the measure on X defined as follows:
A general (justified by physical or economical applications) cost of a transport map in T (f + , f − ) is given by
The quantity ψ d(x, ϕ(x) df + (x) represents the cost of transportation for mass unity. Then ψ : R + → R + is a positive increasing function. In the original formulation Monge considered ψ(t) = t, while in economical applications it is reasonable to expect that ψ is concave (see for instance [106] ); on the other hand, strictly convex functions ψ are used to study certain classes of differential equations (see for instance [12] , [140] , [154] ).
Then a general formulation of the Monge problem is: The behaviour of minimizing sequences of transport maps in the previous example shows also that the class of transport maps is not closed with respect to a topology sufficiently strong to deal with the nonlinearity of functional (29) . Then it is natural to think to a possible relaxed formulation of the problem. The relaxed formulation we are introducing is due to Kantorovich and it consists in embedding the class of transport maps in the larger class of the so called transport plans which will be introduced below.
A transport plan of f + to f − is a probability measure γ ∈ M(X × X) which belongs to the set:
where for all (x, y) ∈ X × X, π 1 (x, y) = x and π 2 (x, y) = y are the projections on the first and second factors of X × X. It is easy to check that (denoting by id the identity map) (id ⊗ ϕ) f
. The reader familiar with the Young measures will recognize in the transport plan associated to a transport map ϕ the measure associated to the graph of ϕ. As the embedding of T (f
the natural extension of the cost functional is given by
so that Monge problem (30) relaxes to the Kantorovich problem:
is never empty as it always contains f + ⊗f − . Moreover P (f + , f − ) is closed with respect to the tight convergence on the space of finite measures. This implies that problem (33) admits a minimizer whenever the function ψ is lower semicontinuous.
Example 4.2. Let f
+ and f − be the measures of Example 4.1, then it is easy to see that the only optimal transport plan is given by the probability measure on R Therefore again we conclude that the minimum cannot be achieved on the set of tranport maps.
We go now back to consider a bounded and connected open subset Ω of R N and a closed subset Σ of Ω. We want to define a semi-distance on Ω that only allows paths in Ω and that does not count the lenght of paths along Σ. We start with the case when Σ is empty: in this case we simply define d Ω as the geodesic distance in Ω, that is
where we denoted, as usual, by d Ω (x, Σ) the d Ω -distance of the point x from the closed set Σ. With the notation above the Kantorovich problem, for the choice ψ(t) = t, can be written as:
By denoting by Lip 1 (Ω, d Ω,Σ ) the class of functions defined in Ω that are 1-Lipschitz continuous with respect to the distance d Ω,Σ one may obtain a dual formulation of problem (35) in the form (see [23] ):
The PDE formulation of the mass transportation problem
A system of partial differential equations can be associated to the MongeKantorovich problem (see for instance [23] , [99] , [100] ). In a simplified version (i.e. Ω convex and bounded, Σ empty and f + and f − regular functions with separated supports) this system was first used to prove the existence of an optimal transport by Evans and Gangbo in [100] and it can be written as follows:
The geometrical informations about the directions in which the mass has to be transported in order to minimize the cost are contained in the gradient of u, while the density of the transport rays is contained in the coefficient a(x). The interest of this system in the mass optimization theory is due to the fact that it can be used to characterize the solutions of problem (15) . We will show more in the next section.
Relationships between optimal mass and optimal transportation
We begin to observe that as j is 2-homogeneous it can be written as
2 where ρ is positive, convex and 1-homogeneous. Then, as already done in (22), we consider the quantity
Remark 5.1. In the scalar case (with Ω convex and Σ = ∅, otherwise the same modifications seen above apply, see [23] for a general discussion) the interpretation of (38) in terms of transportation problem is related to the distance defined by
Using the duality between continuous functions and measures one obtains the identity:
Here the integral ρ 0 (λ) is intended in the sense of convex functions of a measure; more precisely, if θ is a convex function and λ is a vector measure, we set
where θ ∞ is the recession function of θ and λ = λ a dx+λ s is the decomposition of λ into its absolutely continuous part λ a and singular part λ s . Finally we remark that if θ is 1-homogeneous (as for instance in the case of θ = ρ 0 ) then θ coincides with θ ∞ . Propositions 3.1 and 3.2 establish a relation between problem (38) and the mass optimization problem in both the scalar and vectorial case. Theorem 3.2 shows the relation between the Monge-Kantorovich equations (25) (27) in the scalar case and the solutions of the mass optimization problem in both the scalar and the vectorial case (see [23] for the detailed proofs).
The equivalence between (38) and the transportation problem in the scalar case is based on duality again, and it goes back to Kantorovich. We refer to the lectures by Evans [99] and to the work by Evans and Gangbo [100] for the proof of this equivalence, at least in the case Ω = R N , Σ = ∅, ρ(z) = |z|, and f satisfying suitable regularity conditions. The general case has been considered by Bouchitté and Buttazzo in [23] . In the vectorial case, even if the equivalence between problem (38), the mass optimization problem, and the Monge-Kantorovich equations (25) still holds, it seems that no transportation problem can be identified. In other words, in the vectorial case, the mass optimization problem (15) and the Monge-Kantorovich equations (25) do not seem to be related to the mass transportation with respect to a distance.
For the remaining part of this section we restrict our attention to the scalar case, to a convex open set Ω and to j(x) = 1 2 |z| 2 . More general situatios are considered in [23] (see also [64] ).
Given an optimal transport plan γ it is possible to deduce an optimal density µ for the mass optimization problem (15) through the formula
where c is a suitable constant and H 1 xy denotes the 1-dimensional measure on the segment joining x and y. Vice versa, it is possible to show (see [7] ) that given a solution µ of the mass optimization problem (hence a measure λ which solves (19) ) there exists an optimal transport plan γ such that µ is associated to γ through formula (40) above. (40) still holds in the case of nonconvex domains Ω, and also in presence of a Dirichlet region Σ and with different costs j. The difference is that instead of considering the segment joining x to y one has to consider a geodesic g xy for the distance d Ω,Σ introduced in the previous section.
Remark 5.2. A formula like
Formula (40) often permits to deduce several properties of the optimal masses and sometimes to identify them directly from the data f + and f − (see [23] for some explicit examples). For instance, if we define the geodesic envelope G(f + , f − ) of the support of f as the union of all geodesic lines joining a point in the support of f + to a point in the support of f − we have the following result.
Theorem 5.1. Let µ be a solution for the mass optimization problem (15). Then the support of µ is a subset of
where co denotes the convex envelope operation.
The following regularity results have been obtained using formula (40) and a property of the support of optimal plans called ciclical monotonicity (see [96] , [97] ).
Theorem 5.2. Let µ be a solution for the mass optimization problem 15. Then dim(µ)
Remark 5.3. The following facts merit to be emphasized:
• It was proved indipendently in [7] and [102] that the optimal density µ is unique whenever
We stress that a similar result is not known in the vectorial case.
• The first summability result for µ was obtained in [96] , where for 1 < p < +∞ only the L p−ε regularity was proved. The summability improvement has been recently obtained in [97] by means of elliptic PDE estimates.
• If only one of the two measures f + and f − is in L p then it can be proved that µ ∈ L q for slightly more complicated q.
• Nothing is known about the regularity of µ in the vectorial case.
Further results and open problems

A vectorial example
Here we present an example of application of the theory developed in the previos sections to a problem of optimal structures in elasticity. We consider the linear isotropic stored energy
where α and β are the Lamé constants in dimension two. The problem is the following: distribute in R 2 a given amount of mass in order to minimize the elastic compliance related to the force field f = δ A τ 1 + δ B τ 2 + δ C τ 3 which is described in the figure below A natural guess is that one of the two structures in the figure below is optimal. Indeed it is possible to show that the elastic compliance associated to the two structures is the same and that it is the lowest possible among all 1-dimensional structures. However, none of the two choices is optimal, since a multiple of the optimal mass distribution should satisfy the MongeKantorovich equation and this does not occur for the two structures above (see [23] for a proof). A numerical computation of a two dimensional optimal structure can be found in [109] , and the optimal distribution is represented in the figure below. We do not know to prove (or disprove) this property.
A p−Laplacian approximation
We now discuss some approximation of the mass optimization problem which is naturaly suggested by Remark 3.3. Indeed, as the optimal mass does not depend on the growth exponent of j, which we recall can be written as
p , it is natural to study the asymptotics for p → ∞ of
converges, when p → +∞, to
whose relationships with the mass optimization problem have been explained in the previous sections of these notes. As the dual problem of (44) is also involved in the mass optimization problem, it is natural to look also at the asymptotic behaviour of the dual problem of (43) which is:
Notice that the duality relationships says that if u p is a minimizer of F p then any minimizer of (45) (u p )) ). The convergence result proved in [24] is: Theorem 6.1. Assume that the minimum in (44) is finite and let {(u p , σ p )} be a sequence of minimizers for (43) and (45) . Set:
Then there exist u ∈ Lip 1,ρ (Ω, Σ), µ ∈ M(Ω) and a suitable rigid displacement r p ∈ R Σ , such that, up to subsequences: (44) Remark 6.2. In the scalar case of conductivity, Theorem 6.1 can be reformulated as follows: assume that Σ = ∅ (or that df = 0) and let u p be the unique solution (up to an additive constant) of:
Then up to subsequences, we have:
where (u, µ) solves the scalar Monge-Kantorovich equation.
Remark 6.3. In the scalar case and for f regular enough the approximation above has have been used by Evans and Gangbo in [100] to prove one of the first existence results for the Monge problem.
Remark 6.4. The main difference between the scalar and the vectorial case is that in the vectorial case one has to assume that the limit problem admits a minimizer to obtain the approximation result (6.1) while in the scalar case this is a consequence of the approximation. This is due to the fact that the Korn's inequality (needed in the vectorial case) does not hold in W 1,∞ and then it is not stable in W 1,p when p → ∞. In the scalar case the main role is played by the Poincaré inequality which is more stable.
Optimization of Dirichlet regions
If we consider the cost in (33), (35) 
as a function of Σ only, once f + , f − , Ω, ψ are fixed, a natural question which arises is to optimize the functional J in a suitable class of admissible Dirichlet regions Σ. To this kind of problems belong several questions, known in the literature under different names. We list here below some of them.
Location problems. In this setting f − ≡ 0 and f + ∈ L 1 (Ω), so that the functional J(Σ) in (46) simply becomes
The admissible Σ are the subsets of Ω made of n points; hence the optimal location problem reads as
where dist Ω (x, Σ) is the distance of x to Σ measured in the geodesic metric of Ω. Problem (48) describes the question of locating in a given region Ω a given number n of points of distribution of a certain product, in order to minimize the average distance (in the case ψ(d) = d) that customers, whose density f + (x) in Ω is known, have to cover to reach the closest point of distribution. The existence of an optimal Σ n , for a fixed n, is straightforward. It is also clear that the minimum value I n of problem (48) tends to zero as n → +∞, and a simple argument allows us to obtain that
Hence it is interesting to study the asymptotic behaviour (as n → +∞) of the rescaled functionals
in terms of the Γ -convergence, with respect to the convergence defined on the space of measures by
A reasonable conjecture, in the case Ω convex and ψ(d) = d, also supported by the results of [132] , is that the Γ -limit functional is written as
intended in the sense of convex functionals over the measures, where C is a suitable constant. In particular, this would imply that the best location of n points in Ω has to be asymptotically proportional to f
It would also be interesting to compute how good, with respect to the optimal choice Σ n , is a random choice of n points in Ω.
Irrigation problems. Take again f − ≡ 0 and f + ∈ L 1 (Ω), which gives J(Σ) as in (47) . The admissible Σ are now the closed connected subsets of Ω whose 1-dimensional Hausdorff measure H 1 does not exceed a given number L. The optimization problem then reads as
In other words we want to irrigate the region Ω by a system of water channels Σ and the cost of irrigating a point x ∈ Ω, where a mass f + (x)dx is present, is assumed to be proportional to ψ dist Ω (x, Σ) .
The existence of an optimal Σ L easily follows from the Golab theorem (see [64] ) and several qualitative properties of Σ L can be shown. We refer to [64] for a more complete analysis and open problems about the structure of Σ L . Here we want simply to stress that an asymptotic study (as L → +∞), similar to the one presented above for location problems, seems interesting; however, if I L denotes the minimum value of problem (49), it is still possible to obtain, at least when ψ(d) = d, the asymptotic estimate (see [64] )
This makes reasonable the conjecture that the Γ -limit functional (as L → +∞), with respect to a convergence on Σ L similar to the one above, takes the form
for a suitable constant K. Again, this would imply that the density of the optimal irrigation channels is asymptotically (as L → +∞) proportional to
Problems in urban planning. Here f + represents the density of the working population in an urban area Ω, and f − the density of the working places, that are assumed to be known. Notice that in several problems in urban planning f + and f − are the main unknowns and the optimal location of them in a given region Ω is obtained through the minimization of a cost functional which takes into account a penalization for concentrated f + , a penalization for sparse f − , and the cost of transporting f + onto f − . The closed connected subset Σ of Ω represents the urban transportation network that has to be designed in order to minimize the cost J(Σ) in (46) . The problem then becomes
In this model the population is transported on Σ for free, but it is possible to consider similar models where customers pay a ticket which depends in some way on the length of the part of Σ they used.
Optimal transporting distances
A different kind of optimization problem related to mass transportation consists in considering the marginal measures f + and f − as given and to searching a distance d which optimizes the transportation cost among all distances belonging to some admissible class. More precisely, we consider a domain Ω of R N , that for simplicity we take convex, and for every Borel coefficient a(x) the corresponding Riemannian distance
A small coefficient a(x) in a region ω makes the transportation in ω easy, while on the contrary, large coefficients make the transportation more costly.
The admissible class we shall take into consideration is the class of distances of the form d a where the coefficient a varies into
being α, β, m given constants, satisfying the compatibility condition
For every a ∈ A we consider the mass transportation cost The minimization problem for F on A, which correspond to find the most favourable coefficient for the transportation of f + onto f − , is somehow trivial. In fact, it is easy to show that inf F (a) : a ∈ A = F (α).
On the contrary, the problem of maximizing the functional F on A seems interesting. In other words, we want to prevent as much as possible the transportation of f + onto f − , making its cost as big as possible, playing on the Riemannian coefficient a(x). Notice that the integral constraint Ω a(x) dx ≤ m forces us to use carefully the quantity m (a kind of total prevention power) at our disposal: we do not have to waste high coefficients in regions which are not essential for the mass transportation
The first attempt to find a solution of the maximization problem max F (a) : a ∈ A (52) consists in trying to use the direct methods of the calculus of variations: this requires to introduce a topology on the class of admissible choices strong enough to have the lower semicontinuity of the cost functional and weak enough to have the compactness of minimizing sequences. In our case the best choice would be to relate the convergence of a sequence of coefficients (a n ) to the convergence of geodesic paths corresponding to the distances d an ; more precisely, since the geodesic paths could be nonunique, the definition has to be given in terms of Γ -convergence for the length functionals L n with respect to d an . Here we mean that for every distance d we may consider the length functional L d defined on curves γ :
Thus we define the convergence τ on the class of geodesic distances (that is the ones whose value between two points coincides with the infimum of the lengths of all paths joining the two points) by setting
where we considered the family of curves γ endowed with the uniform convergence.
It is not difficult to show that with this choice of convergence the functional F (a) turns out to be continuous on A; moreover (see [58] ) we have that a sequence d n converges in τ to d if and only if d n converges to d uniformly as a sequence of functions in Ω × Ω (see also [65] , where the uniform convergence Unfortunately, we cannot conclude by the usual argument of the direct methods of the calculus of variations because the class A is not closed under τ . This is known since a long time (see [1] ) through the simple example of a chessboard structure in R 2 of side ε, with a ε (x) = α on white cells and a ε (x) = β on black cells, whose associated distances d aε converge, in the sense above, to a distance d which is not of Riemannian type. The explicit computation of this limit d can be easily made when the ratio β/α is large enough, and in this case we find that d is a Finsler distance generated by a Finsler metric φ(z) (a convex and 1-homogeneous function) whose unit ball is a regular octagone.
On the other hand, it is known (see [153] ) that the class of geodesic distances coincides with the class of Finsler distances, through the derivation formula φ(x, z) = lim sup More recently, in [29] it has been actually proved a density result for the distances of the form d a , with α ≤ a ≤ β, in the class of all Finsler distances d generated by metrics φ(x, z), which leads us to expect that the relaxed maximization problem associated to (52) is defined on the τ closure A of A, which is a subclass of Finsler distances on Ω:
being F(d) defined as in (51) with d which replaces d a . However, we are able to prove that the original maximization problem (52) actually admits an optimal unrelaxed solution, thanks to the following lemma (see [57] ). 
The proof of the existence of an optimal unrelaxed solution for the original maximization problem (52) follows now easily. Proof. Take a maximizing sequence (a n ); according to what seen above we may find a subsequence (still denoted by the same indices) which τ converges to a Finsler distance d generated by a Finsler metric φ(x, z). We have then Using now the fact that the cost functional is monotone increasing with respect to the distance functions, we may conclude that the coefficient a(x) = Λ φ (x)|z|, which is admissible for our problem thanks to Lemma 6.1, maximizes the functional F on the class A.
