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Abstract
We obtain the global smooth effects for the solutions of the linear Schro¨dinger
equation in anisotropic Lebesgue spaces. Applying these estimates, we study
the Cauchy problem for the generalized elliptical and non-elliptical derivative
nonlinear Schro¨dinger equations (DNLS) and get the global well posedness
of solutions with small data in modulation spaces M
3/2
2,1 (R
n). Noticing that
B
s+n/2
2,1 ⊂ M s2,1 ⊂ Bs2,1 are optimal inclusions, we have shown the global well
posedness of DNLS with a class of rough data. As by products, the existence
of the scattering operators with small data is also obtained.
Keywords. Derivative nonlinear Schro¨dinger equation, global smooth ef-
fects, global well posedness, small data.
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1 Introduction
This paper is a continuation of our earlier work [32] and we study the Cauchy
problem for the generalized derivative nonlinear Schro¨dinger equation (gDNLS)
iut +∆±u = F (u, u¯,∇u,∇u¯), u(0, x) = u0(x), (1.1)
where u is a complex valued function of (t, x) ∈ R× Rn,
∆±u =
n∑
i=1
εi∂
2
xi
, εi ∈ {1, −1}, i = 1, ..., n, (1.2)
1
∇ = (∂x1 , ..., ∂xn), F : C2n+2 → C is a polynomial series,
F (z) = F (z1, ..., z2n+2) =
∑
m+1<|β|<∞
cβz
β , cβ ∈ C, (1.3)
2 ≤ m <∞, m ∈ N, supβ |cβ| <∞1. A typical nonlinear term is the following
F (u, u¯,∇u,∇u¯) = |u|2~λ · ∇u+ u2~µ · ∇u¯+ |u|2u,
which is a model equation in the strongly interacting many-body systems near crit-
icality as recently described in terms of nonlinear dynamics [26, 10, 8]. Another
typical nonlinearity is
F (u, u¯,∇u,∇u¯) = (1∓ |u|2)−1|∇u|2u =
∞∑
k=0
±|u|2k|∇u|2u, |u| < 1,
which is a deformation of the Schro¨dinger map equation [9, 12].
A large amount of work has been devoted to the study of the local and global
well posedness of (1.1), see Bejenaru and Tataru [2], Chihara [3, 4], Kenig, Ponce
and Vega [14, 15], Klainerman [18], Klainerman and Ponce [19], Ozawa and Zhai
[21], Shatah [22], B. Wang and Y. Wang [32]. When the nonlinear term F satisfies
some energy structure conditions, or the initial data suitably decay, the energy
method, which went back to the work of Klainerman [18] and was developed in
[3, 4, 19, 21, 22], yields the global existence of (1.1) in the elliptical case ∆± = ∆.
Recently, Ozawa and Zhai obtained the global well posedness in Hs(Rn) (n > 3,
s > 2+n/2, m > 2) with small data for (1.1) in the elliptical case, where an energy
structure condition on F is still required.
By setting up the local smooth effects for the solutions of the linear Schro¨dinger
equation, Kenig, Ponce and Vega [14, 15] were able to deal with the non-elliptical
case and they established the local well posedness of Eq. (1.1) in Hs with s≫ n/2.
Recently, the local well posedness results have been generalized to the quasi-linear
(ultrahyperbolic) Schro¨dinger equations, see [16, 17].
In one spatial dimension, B. Wang and Y. Wang [32] showed the global well
posedness of gDNLS (1.1) for small data in critical Besov spaces B˙
1+n/2−2/m
2,1 ∩
B˙
1+n/2−1/M
2,1 (R), m > 4. In higher spatial dimensions n > 2, by using Kenig, Ponce
and Vega’s local smooth effects and establishing time-global maximal function es-
timates in space-local Lebesgue spaces, B. Wang and Y. Wang [32] showed the
1In fact, cβ is not necessarily bounded, condition supβ |cβ | <∞ can be replaced by |cβ | ≤ C|β|.
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global well posedness of gDNLS (1.1) for small data in Besov spaces Bs2,1(R
n) with
s > n/2 + 3/2, m > 2 + 4/n.
Wang and Huang [31] obtained the global well posedness of (1.1) in one spatial
dimension with initial data in M
1+1/m
2,1 , m > 4. In this paper, we will use a new
way to study the global well posedness of (1.1) and show that (1.1) is globally well
posed in Ms2,1(R
n) with s > 3/2, m > 2 and m > 4/n for the small Cauchy data.
Our starting point is the smooth effect estimates for the linear Schro¨dinger equation
in one spatial dimension (cf. [7, 13, 14, 23, 33]), from which we get a series of
linear estimates in higher dimensional anisotropic Lebesgue spaces, including the
global smooth effect estimates, the maximal function estimates and their relations
to the Strichartz estimates. The maximal function estimates follows an idea as
in Ionescu and Kenig [12]. These estimates together with the frequency-uniform
decomposition method yield the global well posedness and scattering of solutions in
modulation spaces Ms2,1, s > 3/2.
1.1 M s2,1 and B
s
2,1
In this paper, we are mainly interested in the cases that the initial data u0 belongs
to the modulation space Ms2,1 for which the norm can be equivalently defined in the
following way (cf. [11, 29, 30, 31]):
‖f‖Ms2,1 =
∑
k∈Zn
〈k〉s‖Ff‖L2(Qk), (1.4)
where 〈k〉 = 1+ |k|, Qk = {ξ : −1/2 ≤ ξi−ki < 1/2, i = 1, ..., n}. For simplicity, we
write M2,1 =M
0
2,1. Since only the modulation space M
s
2,1 will be used in this paper,
we will not state the defination of the general modulation spaces Msp,q, one can refer
to Feichtinger [11]. Modulation spaces Ms2,1 are related to the Besov spaces B
s
2,1 for
which the norm is defined as follows:
‖f‖Bs2,1 = ‖Ff‖L2(B(0,1)) +
∞∑
j=1
2sj‖Ff‖L2(B(0,2j )\B(0,2j−1)), (1.5)
where B(x0, R) := {ξ ∈ R : |ξ−x0| ≤ R}. It is known that there holds the following
optimal inclusions between B
n/2+s
2,1 , M
s
2,1 and B
s
2,1 (cf. [27, 25, 31]):
B
n/2+s
2,1 ⊂ Ms2,1 ⊂ Bs2,1. (1.6)
So, comparing Ms2,1 with B
s+n/2
2,1 , we see that M
s
2,1 contains a class of functions u
satisfying ‖u‖Ms2,1 = ∞ but ‖u‖Bs+n/22,1 ≪ 1. On the other hand, we can also find
3
 L∞∩ L2
M2,1
B2,1
n/2
Figure 1: Optimal inclusions: Bn/22,1 ⊂M2,1 ⊂ L∞ ∩ L2.
a class of rough functions u satisfying ‖u‖Bs2,1 = ∞ but ‖u‖Ms2,1 ≪ 1. Another
important inclusion between M2,1 and L
∞ is that M2,1 ⊂ L∞ and this embedding is
also optimal, see Figure 1.
1.2 Main Results
For the definitions of the anisotropic Lebesgue spaces Lp1xiL
p2
(xj)j 6=i
Lp2t (R
1+n) and the
frequency-uniform decomposition operators {k}k∈Zn, one can refer to Section 1.3.
We have
Theorem 1.1 Let n > 2, 2 < m < ∞, m > 4/n. Assume that u0 ∈ M3/22,1
and ‖u0‖M3/22,1 ≤ δ for some small δ > 0. Then (1.1) has a unique global solution
u ∈ C(R,M3/22,1 ) ∩X, where
‖u‖X =
∑
α=0,1
n∑
i, ℓ=1
∑
k∈Zn, |ki|>4
〈ki〉
∥∥∂αxℓku∥∥L∞xiL2(xj)j 6=iL2t (R1+n)
+
∑
α=0,1
n∑
i, ℓ=1
∑
k∈Zn
〈k〉1/2−1/m ∥∥∂αxℓku∥∥LmxiL∞(xj )j 6=iL∞t (R1+n)
+
∑
α=0,1
n∑
ℓ=1
∑
k∈Zn
〈k〉1/2 ∥∥∂αxℓku∥∥L∞t L2x TL2+mx,t (R1+n) , (1.7)
where k = (k1, ..., kn) and we further have ‖u‖X . δ. Moreover, the scattering
operator of (1.1) S carries a zero neighborhood in C(R,M
3/2
2,1 ) into C(R,M
3/2
2,1 ).
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In Theorem 1.1, if u0 ∈Ms2,1 with s > 3/2, then we have u ∈ C(R,Ms2,1). If m = 2,
we need to assume the initial data have stronger regularity:
Theorem 1.2 Let n > 3, m = 2. Assume that u0 ∈ M5/22,1 and ‖u0‖M5/22,1 ≤ δ for
some small δ > 0. Then (1.1) has a unique global solution u ∈ C(R,M5/22,1 ) ∩ Y ,
where
‖u‖Y =
∑
α=0,1
n∑
i, ℓ=1
∑
k∈Zn, |ki|>4
〈ki〉2
∥∥∂αxℓku∥∥L∞xiL2(xj)j 6=iL2t (R1+n)
+
∑
α=0,1
n∑
i, ℓ=1
∑
k∈Zn
∥∥∂αxℓku∥∥L2xiL∞(xj)j 6=iL∞t (R1+n)
+
∑
α=0,1
n∑
ℓ=1
∑
k∈Zn
〈k〉3/2 ∥∥∂αxℓku∥∥L∞t L2x TL3tL6x(R1+n) (1.8)
and ‖u‖Y . δ. Moreover, the scattering operator of (1.1) S carries a zero neighbor-
hood in C(R,M
5/2
2,1 ) into C(R,M
5/2
2,1 ).
When the nonlinearity F has a simple form, say,
iut +∆±u =
n∑
i=1
λi∂xi(u
κi+1), u(0, x) = u0(x), (1.9)
we obtained in [31] the global well posedness of the DNLS (1.9) for the small data
in modulation spaces M
1/κ1
2,1 in one spatial dimension. In higher spatial dimensions
n > 2, we have
Theorem 1.3 Let n > 2, κi > 2, κi > 4/n, κi ∈ N, λi ∈ C, κ = min1≤i≤n κi.
Assume that u0 ∈ M1/22,1 and ‖u0‖M1/22,1 ≤ δ for some small δ > 0. Then (1.9) has a
unique global solution u ∈ C(R,M1/22,1 ) ∩X, where
‖u‖X1 =
n∑
i=1
∑
k∈Zn, |ki|>4
〈ki〉 ‖ku‖L∞xiL2(xj )j 6=iL2t (R1+n)
+
n∑
i=1
∑
k∈Zn
〈k〉1/2−1/κ ‖ku‖LκxiL∞(xj)j 6=iL∞t (R1+n)
+
∑
k∈Zn
〈k〉1/2 ‖ku‖L∞t L2x TL2+κx,t (R1+n) (1.10)
and ‖u‖X1 . δ. Moreover, the scattering operator of (1.9) S carries a zero neigh-
borhood in C(R,M
1/2
2,1 ) into C(R,M
1/2
2,1 ).
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We remark that in Theorem 1.3, the same result holds if the nonlinear term ∂xi(u
κi+1)
is replaced by ∂xi(|u|κiu) (κi ∈ 2N).
Theorem 1.4 Let n > 3, κi ∈ N, λi ∈ C, κ = min1≤i≤n κi = 2. Assume that
u0 ∈ M3/22,1 and ‖u0‖M3/22,1 ≤ δ for some small δ > 0. Then (1.9) has a unique global
solution u ∈ C(R,M3/22,1 ) ∩ Y1, where
‖u‖Y1 =
n∑
i=1
∑
k∈Zn, |ki|>4
〈ki〉2 ‖ku‖L∞xiL2(xj)j 6=iL2t (R1+n)
+
n∑
i=1
∑
k∈Zn
‖ku‖L2xiL∞(xj )j 6=iL∞t (R1+n)
+
∑
k∈Zn
〈k〉3/2 ‖ku‖L∞t L2x TL3tL6x(R1+n) . (1.11)
Moreover, the scattering operator of (1.1) S carries a zero neighborhood in C(R,M
3/2
2,1 )
into C(R,M
3/2
2,1 ).
Corollary 1.5 Let n > 2, m > 2, s > (n + 3)/2. Assume that u0 ∈ Hs+1 and
‖u0‖Hs+1 ≤ δ. Then (1.1) has a unique global solution u ∈ X.
Whenm = 1, Christ [5] showed the ill posedness of (1.9) in any Hs for one spatial
dimension case. For general nonlinearity in (1.1), we do not know what happens in
the case m = 1 in higher spatial dimensions.
1.3 Notations
The following are some notations which will be frequently used in this paper: C,R,N
and Z will stand for the sets of complex number, reals, positive integers and integers,
respectively. c ≤ 1, C > 1 will denote positive universal constants, which can be
different at different places. a . b stands for a ≤ Cb for some constant C > 1, a ∼ b
means that a . b and b . a. We write a ∧ b = min(a, b), a ∨ b = max(a, b). We
denote by p′ the dual number of p ∈ [1,∞], i.e., 1/p+1/p′ = 1. We will use Lebesgue
spaces Lp := Lp(Rn), ‖ · ‖p := ‖ · ‖Lp, Sobolev spaces Hs = (I − ∆)−s/2L2. Some
properties of these function spaces can be found in [1, 28]. If there is no explanation,
we always assume that spatial dimensions n > 2. We will use the function spaces
LqtL
p
x(R
n+1) and LpxL
q
t (R
n+1) for which the norms are defined by
‖f‖LqtLpx(Rn+1) =
∥∥‖f‖Lpx(Rn)∥∥Lqt (R) , ‖f‖LpxLqt (Rn+1) = ∥∥‖f‖Lqt (R)∥∥Lpx(Rn) ,
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Lpx,t(R
n+1) := LpxL
p
t (R
n+1). We denote by Lp1xiL
p2
(xj)j 6=i
Lp2t := L
p1
xi
Lp2(xj)j 6=iL
p2
t (R
1+n) the
anisotropic Lebesgue space for which the norm is defined by
‖f‖Lp1xiLp2(xj )j 6=iLp2t =
∥∥∥‖f‖Lp2x1,...,xj−1,xj+1,...,xnLp2t (R×Rn−1)∥∥∥Lp1xi (R) . (1.12)
It is also convenient to use the notation Lp1x1L
p2
x2,...,xn
Lp2t := L
p1
x1
Lp2(xj)j 6=1L
p2
t . For any
1 < k < n, we denote by Fx1,...,xk the partial Fourier transform:
(Fx1,...,xkf)(ξ1, ..., ξk, xk+1, ..., xn) =
∫
Rk
e−i(x1ξ1+...+xkξk)f(x)dx1...dxk (1.13)
and by F−1ξ1,...,ξk the partial inverse Fourier transform, similarly for Ft,x and F
−1
τ,ξ .
F := Fx1,...,xn, F
−1 := F−1ξ1,...,ξn. D
s
xi
= (−∂2xi)s/2 = F−1ξi |ξi|sFxi expresses the
partial Riesz potential in the xi direction. ∂
−1
xi
= F−1ξi (iξi)
−1Fxi. We will use the
Bernstein multiplier estimate; cf. [1, 28]. For any r ∈ [1,∞],
‖F−1ϕFf‖r ≤ C‖ϕ‖Hs‖f‖r, s > n/2. (1.14)
We will use the frequency-uniform decomposition operators (cf. [29, 30, 31]). Let
{σk}k∈Zn be a function sequence satisfying
σk(ξ) > c, ∀ ξ ∈ Qk,
supp σk ⊂ {ξ : |ξ − k| ≤
√
n},∑
k∈Zn σk(ξ) ≡ 1, ∀ ξ ∈ Rn,
|Dασk(ξ)| ≤ Cm, ∀ ξ ∈ Rn, |α| ≤ m ∈ N.
(1.15)
Denote
Υ = {{σk}k∈Zn : {σk}k∈Zn satisfies (1.15)} . (1.16)
Let {σk}k∈Zn ∈ Υ be a function sequence and
k := F
−1σkF , k ∈ Zn, (1.17)
which are said to be the frequency-uniform decomposition operators. One may
ask the existence of the frequency-uniform decomposition operators. Indeed, let
ρ ∈ S (Rn) and ρ : Rn → [0, 1] be a smooth radial bump function adapted to the
ball B(0,
√
n), say ρ(ξ) = 1 as |ξ| ≤ √n/2, and ρ(ξ) = 0 as |ξ| > √n. Let ρk be a
translation of ρ: ρk(ξ) = ρ(ξ − k), k ∈ Zn. We write
ηk(ξ) = ρk(ξ)
(∑
k∈Zn
ρk(ξ)
)−1
, k ∈ Zn. (1.18)
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We have {ηk}k∈Zn ∈ Υ. It is easy to see that for any {ηk}k∈Zn ∈ Υ,
‖f‖Ms2,1 ∼
∑
k∈Zn
〈k〉s‖kf‖L2(Rn).
We will use the function space ℓ1,s (L
p
tL
r
x(I×Rn)) which contains all of the functions
f(t, x) so that the following norm is finite:
‖f‖ℓ1,s

(LptL
r
x(I×R
n)) :=
∑
k∈Zn
〈k〉s‖kf‖LptLrx(I×Rn). (1.19)
For simplicity, we write ℓ1(L
p
tL
r
x(I × Rn)) = ℓ1,0 (LptLrx(I × Rn)).
This paper is organized as follows. In Section 2 we show the global smooth effect
estimates of the solutions of the linear Schro¨dinger equation in anisotripic Lebesgue
spaces. In Sections 3 and 4 we consider the frequency-uniform localized versions for
the global maximal function estimates, the global smooth effects, together with their
relations to the Strichartz estimates. In Sections 5 and 6 we prove our Theorems
1.3 and 1.1, respectively. In the Appendix we generalize the Christ-Kiselev Lemma
to the anisotropic Lebesgue spaces in higher dimensions.
2 Anisotropic global smooth effects
In this section, we always denote
S(t) = eit∆± = F−1eit
Pn
j=1 εjξ
2
jF , A f(t, x) =
∫ t
0
S(t− τ)f(τ, x)dτ.
Proposition 2.1 For any i = 1, ..., n, we have the following estimate:
‖∂xiA f‖L∞xiL2(xj)j 6=iL2t (R1+n) . ‖f‖L1xiL2(xj )j 6=iL2t (R1+n). (2.1)
Proof. We have
∂x1A f = cF
−1
t,x
ξ1
|ξ|2± − τ
Ft,xf. (2.2)
We can assume, without loss of generality that |ξ|2± = ξ21+ε2ξ22+...+εnξnn := ξ21+|ξ¯|2±.
By Plancherel’s identity,
‖∂x1A f‖L∞x1L2x2,...,xnL2t (R1+n)
=
∥∥∥∥F−1ξ1 ξ1ξ21 + |ξ¯|2± − τFt,xf
∥∥∥∥
L∞x1L
2
ξ2,...,ξn
L2τ (R
1+n)
8
≤
∥∥∥∥F−1ξ1 ξ1ξ21 + |ξ¯|2± − τFt,xf
∥∥∥∥
L2ξ2,...,ξn
L∞x1L
2
τ (R
1+n)
. (2.3)
By changing the variable τ → µ+ |ξ¯|2±, we have∥∥∥∥F−1ξ1 ξ1ξ21 + |ξ¯|2± − τFt,xf
∥∥∥∥
L2ξ2,...,ξn
L∞x1L
2
τ (R
1+n)
=
∥∥∥∥F−1ξ1 ξ1ξ21 − µFt,x1(e−it|ξ¯|2±Fx2,...,xnf)
∥∥∥∥
L2ξ2,...,ξn
L∞x1L
2
µ(R
1+n)
. (2.4)
Recalling the smooth effect estimate in one spatial dimension (cf. [13])∥∥∥∥F−1τ,ξ ξξ2 − τFt,xf
∥∥∥∥
L∞x L
2
t (R
1+1)
. ‖f‖L1xL2t (R1+1), (2.5)
we have from (2.3), (2.4) and (2.5) that
‖∂x1A f‖L∞x1L2x2,...,xnL2t (R1+n) .
∥∥∥e−it|ξ¯|2±Fx2,...,xnf∥∥∥
L2ξ2,...,ξn
L1x1L
2
t (R
1+n)
. (2.6)
Using Minkowski’s inequality and Plancherel’s equality, we immediately have
‖∂x1A f‖L∞x1L2x2,...,xnL2t (R1+n) . ‖f‖L1x1L2ξ2,...,ξnL2t (R1+n) . (2.7)
The other cases can be shown in a similar way. 
Proposition 2.2 For any i = 1, ..., n, we have the following estimate:∥∥D1/2xi S(t)u0∥∥L∞xiL2(xj)j 6=iL2t (R1+n) . ‖u0‖2. (2.8)
Proof. By Plancherel’s equality and Minkowski’s inequality,
‖S(t)u0‖L∞x1L2x2,...,xnL2t (R1+n) =
∥∥∥F−1ξ1 eitε1ξ21Fx1(Fx2,...,xnu0)∥∥∥L∞x1L2ξ2,...,ξnL2t (R1+n)
≤
∥∥∥F−1ξ1 eitε1ξ21Fx1(Fx2,...,xnu0)∥∥∥L2ξ2,...,ξnL∞x1L2t (R1+n) . (2.9)
Recall the half-order smooth effect of S(t) in one spatial dimension (cf. [13]),∥∥∥F−1ξ eitξ2Fxu0∥∥∥
L∞x L
2
t (R
1+1)
. ‖D−1/2x u0‖L2(R). (2.10)
Hence, in view of (2.9) and (2.10), using Plancherel’s equality, we immediately have
‖S(t)u0‖L∞x1L2x2,...,xnL2t (R1+n) . ‖D
−1/2
x1 u0‖L2(Rn), (2.11)
which implies the result, as desired. 
The dual version of (2.8) is
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Proposition 2.3 For any i = 1, ..., n, we have the following estimate:
‖∂xiA f‖L∞t L2x(R1+n) . ‖D
1/2
xi
f‖L1xiL2(xj)j 6=iL2t (R1+n). (2.12)
Proof. Denote R+ = [0,∞). By Proposition 2.2,∣∣∣∣∫
R+
((A ∂x1f)(t), ψ(t)) dt
∣∣∣∣
=
∣∣∣∣∫
R+
(
f(τ),
∫ ∞
τ
S(τ − t)∂x1ψ(t)dt
)
dτ
∣∣∣∣
≤ ‖D1/2x1 f‖L1x1L2x2,...,xnL2t (R1+n)
∫
R+
‖∂x1S(τ − t)D−1/2x1 ψ(t)‖L∞x1L2x2,...,xnL2τ (R1+n)dt
. ‖D1/2x1 f‖L1x1L2x2,...,xnL2t (R1+n)‖ψ‖L1tL2x(R1+n). (2.13)
By duality, we have the result. 
3 Linear estimates with k-decomposition
In this section we consider the smooth effect estimates, the maximal function es-
timates, the Strichartz estimates and their interaction estimates for the solutions
of the linear Schro¨dinger equations by using the frequency-uniform decomposition
operators. For convenience, we will use the following function sequence {σk}k∈Zn:
Lemma 3.1 Let ηk : R → [0, 1] (k ∈ Z) be a smooth-function sequence satisfying
condition (1.15). Denote
σk(ξ) := ηk1(ξ1)...ηkn(ξn), k = (k1, ..., kn). (3.1)
Then we have {σk}k∈Zn ∈ Υ.
Recall that in [30], we established the following Strichartz estimates in a class of
function spaces by using the frequency-uniform decomposition operators.
Lemma 3.2 Let 2 ≤ p <∞, γ > 2 ∨ γ(p),
2
γ(p)
= n
(1
2
− 1
p
)
.
Then we have
‖S(t)ϕ‖ℓ1

(Lγ(R,Lp(Rn))) . ‖ϕ‖M2,1(Rn),
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‖A f‖ℓ1

(Lγ(R,Lp(Rn)))∩ℓ1

(L∞(R,L2(Rn))) . ‖f‖ℓ1(Lγ′ (R,Lp′(Rn))).
In particular, if 2 + 4/n ≤ p <∞, then we have
‖S(t)ϕ‖ℓ1

(Lpt,x(R
1+n)) . ‖ϕ‖M2,1(Rn),
‖A f‖ℓ1

(Lpt,x(R
1+n))∩ ℓ1

(L∞t L
2
x(R
1+n)) . ‖f‖ℓ1

(Lp
′
t,x(R
1+n))
.
The next lemma is essentially known, see [28, 29].
Lemma 3.3 Let Ω ⊂ Rn be a compact set with diamΩ < 2R, 0 < p ≤ q ≤ ∞.
Then there exists a constant C > 0, which depends only on p, q such that
‖f‖q ≤ CRn(1/p−1/q)‖f‖p, ∀ f ∈ LpΩ,
where LpΩ = {f ∈ S ′(Rn) : suppfˆ ⊂ Ω, ‖f‖p <∞}.
In Lemma 3.3 we emphasize that the constant C > 0 is independent of the
position of Ω in frequency spaces, say, in the case Ω = B(k,
√
n), k ∈ Zn, Lemma
3.3 uniformly holds for all k ∈ Zn.
Lemma 3.4 We have for any σ ∈ R and k = (k1, ..., kn) ∈ Zn with |ki| > 4,
‖kDσxiu‖Lp1x1Lp2x2,...,xnLp2t (R1+n) . 〈ki〉
σ‖ku‖Lp1x1Lp2x2,...,xnLp2t (R1+n).
Replacing Dσxi by ∂
σ
xi
(σ ∈ N), the above inequality holds for all k ∈ Zn.
Proof. Using Lemma 3.1, one has that
kD
σ
xi
u =
1∑
ℓ=−1
∫
R
(
F
−1
ξi
(ηki+ℓ(ξi)|ξi|σ)
)
(yi)(ku)(xi − yi)dyi.
It follows that
‖kDσxiu‖Lp1x1Lp2x2,...,xnLp2t (R1+n)
.
1∑
ℓ=−1
‖F−1ξi (ηki+ℓ(ξi)|ξi|σ)‖L1(R)‖ku‖Lp1x1Lp2x2,...,xnLp2t (R1+n)
. 〈ki〉σ‖ku‖Lp1x1Lp2x2,...,xnLp2t (R1+n).
The result follows. 
Ionescu and Kenig [12] showed the following maximal function estimates in higher
spatial dimensions n > 3:
‖△kS(t)u0‖L2xiL∞(xj)j 6=iL∞t (R1+n) . 2
(n−1)k/2‖△ku0‖L2(Rn). (3.2)
We partially resort to their idea to obtain the following
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Proposition 3.5 Let 4/n < q ≤ ∞, q > 2. Then we have
‖kS(t)u0‖LqxiL∞(xj)j 6=iL∞t (R1+n) . 〈ki〉
1/q‖ku0‖L2(Rn). (3.3)
Proof. For convenience, we write x¯ = (x1, ..., xn−1). By duality, it suffices to show
that for any ϕ ∈ Lq′x1L1x¯,t(R1+n)
⋂
S (R1+n) with ϕ(t) = ±ϕ(−t),∫
R
(kS(t)u0, ϕ(t))dt . 〈ki〉1/q‖ku0‖L2(Rn)‖S(t)ϕ‖Lq′x1L1x¯,t(R1+n). (3.4)
By duality, we have∫
R
(kS(t)u0, ϕ(t))dt . ‖u0‖L2(Rn)
∥∥∥∥∫
R
kS(−t)ϕ(t)dt
∥∥∥∥
L2(Rn)
. (3.5)
We have from Lemma 3.4 that∥∥∥∥∫
R
kS(−t)ϕ(t)dt
∥∥∥∥2
L2(Rn)
. ‖S(t)ϕ‖
Lq
′
x1
L1x¯,t(R
1+n)
∥∥∥∥∫
R
kS(2t− τ)ϕ(τ)dτ
∥∥∥∥
Lqx1L
∞
x¯,t(R
1+n)
.
(3.6)
In view of Lemma 3.1, we can writek = F
−1ηk1(ξ1)...ηkn(ξn)F := F
−1ηk1(ξ1)ηk¯(ξ¯)F .
By Minkowski’s and Young’s inequalities,∥∥∥∥∫
R
kS(2t− τ)ϕ(τ)dτ
∥∥∥∥
Lqx1L
∞
x¯,t(R
1+n)
.
∥∥∥∥F−1ei2t|ξ|2±ηk¯(ξ¯)ηk1(ξ1)F ∫
R
S(−τ)ϕ(τ)dτ
∥∥∥∥
Lqx1L
∞
x¯,t(R
n+1)
.
∥∥∥∥∥‖F−1ξ¯ ei2t|ξ¯|2±ηk¯(ξ¯)‖L∞x¯ (Rn)
∥∥∥∥F−1ξ1 ei2tξ21ηk1(ξ1)Fx1 ∫
R
S(−τ)ϕ(τ)dτ
∥∥∥∥
L1x¯
∥∥∥∥∥
Lqx1L
∞
t
. ‖F−1ei2t|ξ|2±ηk1(ξ1)ηk¯(ξ¯)‖Lq/2x1 L∞x¯,t(Rn+1)
∥∥∥∥∫
R
S(−τ)ϕ(τ)dτ
∥∥∥∥
Lq
′
x1
L1x¯(R
n)
. ‖F−1ei2t|ξ|2±ηk1(ξ1)ηk¯(ξ¯)‖Lq/2x1 L∞x¯,t(R1+n)‖S(τ)ϕ‖Lq′x1L1x¯,t(Rn+1). (3.7)
Hence, it suffices to show that
‖F−1eit|ξ|2±ηk1(ξ1)ηk¯(ξ¯)‖Lq/2x1 L∞x¯,t(Rn) . 〈k1〉
2/q.
In view of the decay of kS(t), we see that (cf. [30])
‖F−1
ξ¯
eit|ξ¯|
2
±ηk¯(ξ¯)‖L∞x¯ (Rn−1) . (1 + |t|)−(n−1)/2,
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‖F−1ξ1 eitξ
2
1ηk1(ξ1)‖L∞x1(R) . (1 + |t|)
−1/2.
On the other hand, integrating by part, one has that for |x1| > 4|t|〈k1〉,
|F−1ξ1 eitξ
2
1ηk1(ξ1)| . |x1|−2.
Hence, for |x1| > 1,
|F−1eit|ξ|2±ηk1(ξ1)ηk¯(ξ¯)| . (1 + |x1|)−2 + 〈k1〉n/2(〈k1〉+ |x1|)−n/2.
So, we have
‖F−1eit|ξ|2±ηk1(ξ1)ηk¯(ξ¯)‖Lq/2x1 L∞x¯,t(Rn) . 1 + 〈k1〉
n/2‖(〈k1〉+ |x1|)−n/2‖Lq/2x1 (R)
. 〈k1〉2/q.
This finishes the proof of (3.3). 
Remark 3.6 We conjecture that (3.3) also holds in the case p = 4/n if n = 2. We
now show that (3.3) is sharp. Indeed, take k1 ∈ N, Fxu0(ξ) = ηk1(ξ1)η0(ξ2)...η0(ξn),
where ηk is as in Lemma 3.1. For σk := ηk1(ξ1)η0(ξ2)...η0(ξn), we easily see that
‖kS(t)u0‖qLqx1L∞x2,...,xnL∞t (R1+n)
=
∥∥∥∥∥F−1ξ1 (eiε1tξ21η2k1(ξ1))
n∏
i=2
F
−1
ξi
(eiεitξ
2
i η20(ξi))
∥∥∥∥∥
q
Lqx1L
∞
x2,...,xn
L∞t (R
1+n)
>
∫
|x1|≤ck1
sup
t,x2,...,xn
∣∣∣∣∣F−1ξ1 (eiε1tξ21η2k1(ξ1))(x1)
n∏
i=2
F
−1
ξi
(eiεitξ
2
i η20(ξi))(xi)
∣∣∣∣∣
q
dx1.
Taking t = −x1/2ε1k1 and |xi| < c, i = 2, ..., n, we easily see that∣∣∣F−1ξ1 (eiε1tξ21η2k1(ξ1))(x1)∣∣∣ & 1,∣∣∣F−1ξi (eiεitξ2i η20(ξi))(xi)∣∣∣ & 1.
Therefore, we have
‖kS(t)u0‖qLqx1L∞x2,...,xnL∞t (R1+n) & k1.
The dual version of Proposition 3.5 is the following
Proposition 3.7 Let 2 ≤ q ≤ ∞, q > 4/n. Then we have for any k = (k1, ..., kn) ∈
Zn, ∥∥∥∥k ∫
R
S(t− τ)f(τ)dτ
∥∥∥∥
L∞t L
2
x(R
1+n)
. 〈ki〉1/q‖kf‖Lq′xiL1(xj)j 6=iL1t (R1+n). (3.8)
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Proof. Denote
˜k =
∑
ℓ∈Λ
k+ℓ, Λ = {ℓ ∈ Zn : supp σk ∩ supp σk+ℓ 6= ∅}. (3.9)
Write
Lk(f, ψ) :=
∣∣∣∣∫
R
(
k
∫
R
S(t− τ)f(τ)dτ, ψ(t)
)
dt
∣∣∣∣ (3.10)
By Proposition 3.5,
Lk(f, ψ) =
∣∣∣∣(kf(τ), ˜k ∫
R
S(τ − t)ψ(t)dt
)
dτ
∣∣∣∣
≤ ‖kf‖Lq′xiL1(xj)j 6=iL1t (R1+n)
∥∥∥∥˜k ∫
R
S(τ − t)ψ(t)dt
∥∥∥∥
LqxiL
∞
(xj)j 6=i
L∞t (R
1+n)
≤ ‖kf‖Lq′xiL1(xj)j 6=iL1t (R1+n) 〈ki〉
1/q
∥∥˜kψ∥∥L1tL2x(R1+n) . (3.11)
By duality, we have the result, as desired. 
In view of Propositions 2.1 and 2.3, we have
Proposition 3.8 We have for any k = (k1, ..., kn) ∈ Zn,
‖kA ∂xif‖L∞xiL2(xj)j 6=iL2t (R1+n) . ‖kf‖L1xiL2(xj)j 6=iL2t (R1+n), (3.12)
‖kA ∂xif‖L∞t L2x(R1+n) . 〈ki〉
1/2‖kf‖L1xiL2(xj)j 6=iL2t (R1+n). (3.13)
Proof. By Proposition 2.1, we immediately have (3.12). In view of Proposition
2.3 and Lemma 3.4, we have (3.13) in the case |ki| > 3. If |ki| ≤ 2, in view of
Proposition 2.3,
‖kA ∂xif‖L∞t L2x(R1+n) .
∥∥D−1/2xi kA ∂xif∥∥L∞t L2x(R1+n) . ‖kf‖L1xiL2(xj )j 6=iL2t (R1+n),
which implies the result, as desired. 
By the duality, we also have the following
Proposition 3.9 Let 2 < q ≤ ∞ q > 4/n. Then we have
‖kA ∂xif‖LqxiL∞(xj )j 6=iL∞t (R1+n) . 〈ki〉
1/2+1/q‖kf‖L1xiL2(xj)j 6=iL2t (R1+n). (3.14)
Proof. By Propositions 3.7, 3.8 and Lemma 3.4,
Lk(∂x1f, ψ) =
∣∣∣∣(k ∫
R
S(−τ)∂x1f(τ)dτ, ˜k
∫
R
S(−t)ψ(t)dt
)∣∣∣∣
14
≤
∥∥∥∥k ∫
R
S(−τ)∂x1f(τ)dτ
∥∥∥∥
L2(Rn)
∥∥∥∥˜k ∫
R
S(−t)ψ(t)dt
∥∥∥∥
L2(Rn)
. 〈k1〉1/2‖kf‖L1x1L2x2,...,xnL2t (R1+n)〈k1〉
1/q
∥∥˜kψ∥∥Lq′x1L1x2,...,xnL1t (R1+n)
. 〈k1〉1/2+1/q‖kf‖L1x1L2x2,...,xnL2t (R1+n)‖ψ‖Lq′x1L1x2,...,xnL1t (R1+n). (3.15)
Again, by duality, it follows from (3.15) and Christ-Kiselev’s Lemma that (3.14)
holds. 
Proposition 3.10 Let 2 ≤ r < ∞, 2/γ(r) = n(1/2 − 1/r) and γ > γ(r) ∨ 2. We
have
‖kS(t)u0‖Lγt Lrx(R1+n) . ‖ku0‖L2(Rn), (3.16)
‖kA f‖L∞t L2x ∩Lγt Lrx(R1+n) . ‖kf‖Lγ′t Lr′x (R1+n), (3.17)
‖kA ∂xif‖Lγt Lrx(R1+n) . 〈ki〉
1/2‖kf‖L1xiL2(xj)j 6=iL2t (R1+n), (3.18)
‖kA ∂xif‖L∞xiL2(xj)j 6=iL2t (R1+n) . 〈ki〉
1/2‖kf‖Lγ′t Lr′x (R1+n), (3.19)
and for 2 ≤ q <∞, q > 4/n, α = 0, 1,∥∥kA ∂αxif∥∥LqxiL∞(xj )j 6=iL∞t (R1+n) . 〈ki〉α+1/q‖kf‖Lγ′t Lr′x (R1+n), (3.20)
Proof. From Lemma 3.2 it follows that (3.16) and (3.17) hold. We now show
(3.18). We use the same notations as in Proposition 3.9. By Lemmas 3.2, 3.4 and
Proposition 3.8,
Lk(∂x1f, ψ) . 〈ki〉1/2‖kf‖L1x1L2x2,...,xnL2t (R1+n)
∥∥˜kψ∥∥Lγ′t Lr′x (R1+n)
. 〈ki〉1/2‖kf‖L1x1L2x2,...,xnL2t (R1+n) ‖ψ‖Lγ′t Lr′x (R1+n) . (3.21)
By duality, it follows from (3.28) and Christ-Kiselev’s Lemma that (3.18) holds.
Exchanging the roles of f and ψ, we immediately have (3.19) in the case r > 2.
If r = 2, (3.19) is a straightforward consequence of the 1/2-order smooth effect of
S(t). By Lemmas 3.2, 3.4, Proposition 3.7, and Christ-Kiselev’s Lemma that we
have (3.20) in the case q > 2, or q = 2 and r > 2. In the case q = r = 2, in view of
the maximal function estimate, we see that (3.20) also holds. 
Corollary 3.11 Let 4/n ≤ p <∞, 2 ≤ q <∞, q > 4/n. We have∥∥D1/2x1 kS(t)u0∥∥L∞x1L2x2,...,xnL2t (R1+n) . ‖ku0‖L2(Rn), (3.22)
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‖kS(t)u0‖Lqx1L∞x2,...,xnL∞t (R1+n) . 〈ki〉
1/q‖ku0‖L2(Rn), (3.23)
‖kS(t)u0‖L2+pt,x ∩L∞t L2x(R1+n) . ‖ku0‖L2(Rn), (3.24)
‖kA ∂x1f‖L∞x1L2x2,...,xnL2t (R1+n) . ‖kf‖L1x1L2x2,...,xnL2t (R1+n), (3.25)
‖kA ∂x1f‖Lqx1L∞x2,...,xnL∞t (R1+n) . 〈k1〉
1/2+1/q‖kf‖L1x1L2x2,...,xnL2t (R1+n), (3.26)
‖kA f‖L∞t L2x ∩L2+pt,x (R1+n) . 〈k1〉
1/2‖kf‖L1x1L2x2,...,xnL2t (R1+n). (3.27)
‖kA ∂x1f‖L∞x1L2x2,...,xnL2t (R1+n) . 〈k1〉
1/2‖kf‖L(2+p)/(1+p)t,x (R1+n), (3.28)
‖kA ∂x1f‖Lqx1L∞x2,...,xnL∞t (R1+n) . 〈k1〉
1+1/q‖kf‖L(2+p)/(1+p)t,x (R1+n), (3.29)
‖kA f‖L∞t L2x ∩L2+pt,x (R1+n) . ‖kf‖L(2+p)/(1+p)t,x (R1+n). (3.30)
In (3.26), q > 2 is required. Moreover, replacing L2+px,t by L
3
tL
6
x, the results also hold.
4 Linear estimates with derivative interaction
In view of (3.25) in Corollary 3.11, the operator A in the space L∞x1L
2
x2,...,xn
L2t (R
1+n)
has succeed in absorbing the partial derivative ∂x1 . However, it seem that A can
not deal with the partial derivative ∂x2 in the space L
∞
x1
L2x2,...,xnL
2
t (R
1+n). So, we
need a new way to handle the interaction between L∞x1L
2
x2,...,xnL
2
t (R
1+n) and ∂x2 . We
have the following
Proposition 4.1 Let i = 2, ..., n, 2 ≤ q ≤ ∞, q > 4/n. Let 2 ≤ r < ∞, 2/γ(r) =
n(1/2− 1/r), γ > γ(r), γ > 2. Then we have
‖k∂xiA f‖L∞x1L2x2,...,xnL2t (R1+n) . ‖∂xi∂
−1
x1
kf‖L1x1L2x2,...,xnL2t (R1+n), (4.1)
‖k∂xiA f‖L∞x1L2x2,...,xnL2t (R1+n) . ‖∂xiD
−1/2
x1
kf‖Lγ′Lr′x (R1+n), (4.2)
‖k∂xiA f‖Lqx1L∞x2,...,xnL∞t (R1+n) . 〈ki〉
1/2〈k1〉1/q‖kf‖L1xiL2(xj)j 6=iL2t (R1+n), (4.3)
‖k∂xiA f‖Lqx1L∞x2,...,xnL∞t (R1+n) . 〈ki〉〈k1〉
1/q‖kf‖Lγ′t Lr′x (R1+n). (4.4)
In (4.3), q > 2 is required.
Proof. (4.1) is a straightforward consequence of Proposition 2.1. We have
L(∂x2f, ψ) :=
∣∣∣∣∫
R
(∫
R
S(t− τ)∂x2f(τ)dτ, ψ(t)
)
dt
∣∣∣∣
16
≤
∥∥∥∥∫
R
S(−τ)∂x2D−1/2x1 f(τ)dτ
∥∥∥∥
L2(Rn)
∥∥∥∥D1/2x1 ∫
R
S(−t)ψ(t)dt
∥∥∥∥
L2(Rn)
. (4.5)
By the Strichartz inequality and Proposition 2.3,
L(∂x2f, ψ) . ‖∂x2D−1/2x1 f‖Lγ′t Lr′x (R1+n)‖ψ‖L1x1L2x2,...,xnL2t (R1+n). (4.6)
By duality, (4.6) implies (4.2) in the case r > 2. In the case r = 2, in view of the
1/2-order smooth effect of S(t), we see that (4.2) also holds true. Similarly, in view
of Propositions 2.3, 3.7 and Lemma 3.4,
L(∂x2kf, ψ) ≤
∥∥∥∥∫
R
S(−τ)D1x2kf(τ)dτ
∥∥∥∥
L2(Rn)
∥∥∥∥˜k ∫
R
S(−t)ψ(t)dt
∥∥∥∥
L2(Rn)
. 〈k2〉1/2‖kf‖L1x2L2(xj)j 6=2L2t (R1+n)〈k1〉
1/q‖˜kψ‖Lq′x1L1x2,...,xnL1t (R1+n)
. 〈k2〉1/2〈k1〉1/q‖kf‖L1x2L2(xj )j 6=2L2t (R1+n)‖ψ‖Lq′x1L1x2,...,xnL1t (R1+n). (4.7)
By duality, (4.3) follows from (4.7). Finally,
L(∂x2kf, ψ) ≤
∥∥∥∥∫
R
S(−τ)∂x2kf(τ)dτ
∥∥∥∥
L2(Rn)
∥∥∥∥˜k ∫
R
S(−t)ψ(t)dt
∥∥∥∥
L2(Rn)
. 〈k2〉〈k1〉1/q‖ψ‖Lq′x1L1x2,...,xnL1t (R1+n)‖kf‖Lγ′t Lr′x (R1+n). (4.8)
If r > 2 or q > 2, (4.8) and Christ-Kiselev’s Lemma imply (7.2), as desired. If
r = q = 2, in view of Proposition 3.5, we have also (7.2). 
Lemma 4.2 Let ψ : [0,∞)→ [0, 1] be a smooth bump function satisfying ψ(x) = 1
as |x| ≤ 1 and ψ(x) = 0 if |x| > 2. Denote ψ1(ξ) = ψ(ξ2/2ξ1), ψ2(ξ) = 1−ψ(ξ2/2ξ1),
ξ ∈ Rn. Then we have for σ > 0,∑
k∈Zn, |k1|>4
〈k1〉σ
∥∥F−1ξ1,ξ2ψ1Fx1,x2k∂x2A f∥∥L∞x1L2x2,...,xnL2t (R1+n)
.
∑
k∈Zn, |k1|>4
〈k1〉σ ‖kf‖L1x1L2x2,...,xnL2t (R1+n) , (4.9)
and for σ > 1, ∑
k∈Zn, |k1|>4
〈k1〉σ
∥∥F−1ξ1,ξ2ψ2Fx1,x2k∂x2A f∥∥L∞x1L2x2,...,xnL2t (R1+n)
.
∑
k∈Zn, |k2|>4
〈k2〉σ ‖kf‖L1x1L2x2,...,xnL2t (R1+n) . (4.10)
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Proof. For simplicity, we denote
I =
∥∥F−1ξ1,ξ2ψ1Fx1,x2k∂x2A f∥∥L∞x1L2x2,...,xnL2t (R1+n) ,
II =
∥∥F−1ξ1,ξ2ψ2Fx1,x2k∂x2A f∥∥L∞x1L2x2,...,xnL2t (R1+n) .
Let ηk be as in Lemma 3.1. For k ∈ Zn, |k1| > 4, applying the almost orthogo-
nality of k, we have
I .
∑
|ℓ1|,|ℓ2|≤1
∥∥∥∥∥F−1ξ1,ξ2ψ
(
ξ2
2ξ1
)
ξ2
ξ1
∏
i=1,2
ηki+ℓi(ξi)Fx1,x2k∂x1A f
∥∥∥∥∥
L∞x1L
2
x2,...,xn
L2t (R
1+n)
.
(4.11)
Denote
(f ⊛12 g)(x) =
∫
R2
f(t, x1 − y1, x2 − y2, x3, ..., xn)g(t, y1, y2)dy1dy2. (4.12)
We have for any Banach function space X defined on R1+n,
‖f ⊛12 g‖X ≤ ‖g‖L1y1,y2(R2) supy1,y2
‖f(·, · − y1, · − y2, ·, ..., ·)‖X. (4.13)
Hence, by (4.11) and (4.13),
I .
∑
|ℓ1|,|ℓ2|≤1
∥∥∥∥∥F−1ξ1,ξ2ψ
(
ξ2
2ξ1
)
ξ2
ξ1
∏
i=1,2
ηki+ℓi(ξi)
∥∥∥∥∥
L1(R2)
‖k∂x1A f‖L∞x1L2x2,...,xnL2t (R1+n) .
(4.14)
Using Bernstein’s multiplier estimate, for |k1| > 4, we have∥∥∥∥∥F−1ξ1,ξ2ψ
(
ξ2
2ξ1
)
ξ2
ξ1
∏
i=1,2
ηki+ℓi(ξi)
∥∥∥∥∥
L1(R2)
.
∑
|α|≤2
∥∥∥∥∥Dα
[
ψ
(
ξ2
2ξ1
)
ξ2
ξ1
∏
i=1,2
ηki+ℓi(ξi)
]∥∥∥∥∥
L2(R2)
. 1. (4.15)
By Proposition 3.8, (4.14) and (4.15), we have
I . ‖kf‖L1x1L2x2,...,xnL2t (R1+n) , |k1| > 4. (4.16)
Next, we consider the estimate of II. Using Proposition 4.1,
II .
∥∥F−1ξ1,ξ2(ξ2/ξ1)ψ2Fx1,x2kf∥∥L1x1L2x2,...,xnL2t (R1+n)
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.
∑
|ℓ1|,|ℓ2|≤1
∥∥∥∥∥F−1ξ1,ξ2
(
1− ψ
(
ξ2
2ξ1
))
ξ2
ξ1
∏
i=1,2
ηki+ℓi(ξi)
∥∥∥∥∥
L1(R2)
× ‖kf‖L1x1L2x2,...,xnL2t (R1+n) . (4.17)
Notice that suppψ2 ⊂ {ξ : |ξ2| > 2|ξ1|}. If |k1| > 4, we have |k2| > 6 and |k2| >
|k1| in the summation of the left-hand side of (4.10). So,
∑
k∈Zn, |k1|>4
〈k1〉σII ≤∑
k∈Zn, |k1|>4
〈k2〉σ−1〈k1〉II.∥∥∥∥∥F−1ξ1,ξ2
(
1− ψ
(
ξ2
2ξ1
))
ξ2
ξ1
∏
i=1,2
ηki+ℓi(ξi)
∥∥∥∥∥
L1(R2)
.
∑
|α|≤2
∥∥∥∥∥Dα
[
F
−1
ξ1,ξ2
(
1− ψ
(
ξ2
2ξ1
))
ξ2
ξ1
∏
i=1,2
ηki+ℓi(ξi)
]∥∥∥∥∥
L2(R2)
. 〈k2〉〈k1〉−1. (4.18)
(4.17) and (4.18) yield the estimate of II, as desired. 
Conjecture 4.3 Using a similar way as in the proof of (4.1), we can show that∥∥∥∥k∂x2 ∫
R
S(t− τ)f(τ)dτ
∥∥∥∥
L∞x1L
2
x2,...,xn
L2t (R
1+n)
. ‖D1/2x2 D−1/2x1 kf‖L1x2L2x1,x3,...,xnL2t (R1+n).
So, we can conjecture that
‖k∂x2A f‖L∞x1L2x2,...,xnL2t (R1+n) . ‖D
1/2
x2 D
−1/2
x1 kf‖L1x2L2x1,x3,...,xnL2t (R1+n). (4.19)
Since we do not know if the Christ-Kiselev Lemma holds in the endpoint case, it is
not clear for us if (4.19) is true.
If (4.19) is true, repeating the proof above, we can show that (4.9) holds for all
σ > 1/2. We can improve the results of Theorems 1.1 and 1.3 by assuming that
u0 ∈M1+1/m2,1 and u0 ∈M1/m2,1 , respectively.
Lemma 4.4 Let 2 ≤ q ≤ ∞, q > 4/n and (γ, r) be as in Proposition 4.1. Let
k = (k1, ..., kn), kmax := max1≤i≤n |ki|. Then we have
‖k∂xiA f‖Lqx1L∞x2,...,xnL∞t (R1+n) . 〈kmax〉
1+1/q‖kf‖Lγ′t Lr′x (R1+n). (4.20)
Proof. It follows from (7.2) that (4.20) holds. 
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Lemma 4.5 Let k = (k1, ..., kn), kmax := max1≤i≤n |ki| and q > 2 ∨ 4/n. Then we
have for σ > 0 and i, α = 1, ..., n,∑
k∈Zn, |kα|=kmax>4
〈k〉σ ‖k∂xiA f‖Lqx1L∞x2,...,xnL∞t (R1+n)
.
∑
k∈Zn, |kα|>4
〈kα〉σ+1/2+1/q ‖kf‖L1xαL2(xj )j 6=αL2t (R1+n) . (4.21)
Proof. First, we consider the case α = 1. In view of (3.26) and |k1| = kmax > 4,
‖k∂xiA f‖Lqx1L∞x2,...,xnL∞t (R1+n) .
∑
|ℓ1|,|ℓi|≤1
∥∥∥∥F−1ξ1,ξi ( ξiξ1ηki+ℓi(ξi)ηk1+ℓ1(ξ1)
)∥∥∥∥
L1(R2)
× ‖k∂x1A f‖Lqx1L∞x2,...,xnL∞t (R1+n)
. 〈ki〉〈k1〉−1〈k1〉1/2+1/q‖kf‖L1x1L2x2,...,xnL2t (R1+n)
. 〈k1〉1/2+1/q‖kf‖L1x1L2x2,...,xnL2t (R1+n). (4.22)
(4.22) implies the result, as desired. Next, we consider the case α = 2. Notice that
|k2| = max1≤i≤n |ki| > 4. By (4.3),
‖k∂xiA f‖Lqx1L∞x2,...,xnL∞t (R1+n) .
∑
|ℓ2|,|ℓi|≤1
∥∥∥∥F−1ξi,ξ2 ( ξiξ2ηki+ℓi(ξi)ηk2+ℓ2(ξ2)
)∥∥∥∥
L1(R2)
× ‖k∂x2A f‖Lqx1L∞x2,...,xnL∞t (R1+n)
. 〈ki〉〈k2〉−1〈k2〉1/2+1/q‖kf‖L1x2L2x1,x3,...,xnL2t (R1+n)
. 〈k2〉1/2+1/q‖kf‖L1x2L2x1,x3,...,xnL2t (R1+n). (4.23)
The other cases α = 3, ..., n is analogous to the case α = 2 and we omit the details
of the proof. 
Remark 4.6 From the proof of Lemma 4.5, we easily see that∑
k∈Zn, |kα|=kmax>4
〈k〉σ ‖k∂xiA f‖LqxβL∞(xj)j 6=βL∞t (R1+n)
.
∑
k∈Zn, |kα|>4
〈kα〉σ+1/2+1/q ‖kf‖L1xαL2(xj)j 6=αL2t (R1+n) . (4.24)
5 Proof of Theorem 1.3
Now we briefly indicate the proof of Theorem 1.3. We assume that the nonlinear
term takes the form
F (u,∇u) = ∂x1(uκ1+1) + ∂x2(uκ2+1).
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In order to handle the nonlinear term ∂xi(u
κi+1), we use the space L∞xiL
2
(xj)j 6=i
L2t (R
1+n)
to absorb the derivative ∂xi . Hence, we introduce the following semi-norms to treat
the nonlinearity:
‖u‖Yi =
∑
k∈Zn, |ki|>4
〈ki〉‖ku‖L∞xiL2(xj )j 6=iL2t (R1+n), i = 1, 2.
Since (3.12) is a worse estimate in the case |ki| . 1, we throw away the low frequency
part in the ξi-direction in the definition of ‖u‖Yi. To handle the low frequency part,
we use the Strichartz norm:
‖u‖S =
∑
k∈Zn
〈k〉1/2‖ku‖L∞t L2x TL2+κx,t (R1+n).
We emphasize that the Strichartz inequalities (3.24) and (3.30) are better estimates
than the smooth effects in (3.22) and (3.25) for the low frequency part, respectively.
Using the integral equation
u(t) = S(t)u0 − iA (∂x1uκ1+1 + ∂x2uκ2+1),
we have
‖u‖Y1 ≤ ‖S(t)u0‖Y1 + ‖A (∂x1uκ1+1)‖Y1 + ‖A (∂x2uκ2+1)‖Y1 .
In view of (3.22), ‖S(t)u0‖Y1 is bounded by ‖u0‖M1/22,1 . ‖A (∂x1u
κ1+1)‖Y1 can be
handled by using the linear estimates obtained in Section 3. Noticing that
uκ1+1 =
 ∑
k(1),...,k(κ1+1)∈S1
+
∑
k(1),...,k(κ1+1)∈Zn\S1
k(1)u...k(κ1+1)u,
where S1 = {k(1), ..., k(κ1+1) ∈ Zn : |k(1)1 | ∨ ... ∨ |k(κ1+1)1 | > 4}, (3.25) and (3.28) in
Corollary 3.11 yield,
‖A (∂x1uκ1+1)‖Y1 .
∑
k∈Zn, |k1|>4
〈k1〉
∑
S1
‖k(k(1)u...k(κ1+1)u)‖L1x1L2x2,...,xnL2t
+
∑
k∈Zn, |k1|>4
〈k1〉3/2
∑
Zn\S1
‖k(k(1)u...k(κ1+1)u)‖
L
2+κ
1+κ
x,t
. (5.1)
By performing a nonlinear mapping estimate, we have
‖A (∂x1uκ1+1)‖Y1 . ‖u‖Y1‖u‖κ1Z1 + ‖u‖κ1+1S , (5.2)
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where
‖u‖Zi =
∑
k∈Zn
〈k〉1/2−1/κ‖ku‖LκxiL∞(xj )j 6=iL∞t (R1+n), i = 1, 2.
Unfortunately, ‖A (∂x2uκ2+1)‖Y1 contains the interaction between the working
space L∞x1L
2
x2,...,xn
L2t (R
1+n) and the derivative ∂x2 , which is out of the control of the
smooth effect (3.25). So, we look for another way to estimate ‖A (∂x2uκ2+1)‖Y1.
Roughly speaking, our idea is to use the following estimates (see Lemma 4.2):
‖F−1χ{ξ: |ξ2|≤|ξ1|}FA (∂x2f)‖Y1 .
∑
k∈Zn |k1|>4
〈k1〉‖kf‖L1x1L2x2,...,xnL2t (R1+n),
‖F−1χ{ξ: |ξ1|≤|ξ2|}FA (∂x2f)‖Y1 .
∑
k∈Zn |k2|>4
〈k2〉‖kf‖L1x1L2x2,...,xnL2t (R1+n),
where χE denotes the characteristic function on the set E. So, ‖A (∂x2uκ2+1)‖Y1 has
similar bound to ‖A (∂x1uκ2+1)‖Y1 as in (5.1). Eventually, we have
‖A (∂x2uκ2+1)‖Y1 . (‖u‖Y1 + ‖u‖Y2)‖u‖κ2Z1 + ‖u‖κ2+1S . (5.3)
By using the integral equation, we need to further bound ‖A ∂xiuκi+1‖Z1 TS, i = 1, 2.
For instance, for the estimate of ‖A ∂x2uκ2+1‖Z1, we resort to the above idea and
consider the following interaction estimate:
‖k∂x2A f‖Lκx1L∞x2,...,xnL∞t (R1+n) . 〈k2〉
1/2〈k〉1/κ‖kf‖L1x2L2(xj)j 6=2L2t (R1+n),
which leads to that we can bound ‖A ∂x2uκ2+1‖Z1 by an analogous version of the
right-hand side of (5.1), so, by (5.2) (see Lemma 4.5).
Finally, using (3.27) and (3.30), we can get the same estimate of ‖A ∂xiuκi+1‖S
as in (5.2) and (5.3), respectively.
Proof of Theorem 1.3. We now give the details of the proof of Theorem 1.3.
Denote
ρ1(u) =
n∑
i=1
∑
k∈Zn, |ki|>4
〈ki〉‖ku‖L∞xiL2(xj)j 6=iL2t (R1+n),
ρ2(u) =
n∑
i=1
∑
k∈Zn
〈k〉1/2−1/κ‖ku‖LκxiL∞(xj)j 6=iL∞t (R1+n),
ρ3(u) =
∑
k∈Zn
〈k〉1/2‖ku‖L∞t L2x TL2+κx,t (R1+n).
Put
X :=
{
u ∈ S ′(R1+n) : ‖u‖X :=
3∑
i=1
ρi(u) ≤ δ0
}
.
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We consider the following mapping:
T : u(t)→ S(t)u0 − iA
(
n∑
i=1
λi∂xiu
κi+1
)
.
For convenience, we denote
‖u‖Yi =
∑
k∈Zn, |ki|>4
〈ki〉‖ku‖L∞xiL2(xj)j 6=iL2t (R1+n).
In order to estimate ρ1(u), it suffices to control ‖ · ‖Y1 . By (2.8) and Plancherel’s
identity, we have
‖S(t)u0‖Y1 .
∑
k∈Zn, |k1|>4
〈k1〉‖kD−1/2x1 u0‖L2(Rn)
.
∑
k∈Zn
〈k1〉1/2‖ku0‖L2(Rn).
By (3.3), Lemma 3.2, we have
ρi(S(t)u0) .
∑
k∈Zn
〈k〉1/2‖ku0‖L2(Rn), i = 2, 3.
Denote
S
(i)
ℓ,1 := {(k(1), ..., k(κℓ+1)) ∈ (Zn)n : |k(1)i | ∨ ... ∨ |k(κℓ+1)i | > 4},
S
(i)
ℓ,2 := {(k(1), ..., k(κℓ+1)) ∈ (Zn)n : |k(1)i | ∨ ... ∨ |k(κℓ+1)i | ≤ 4}.
Using the frequency-uniform decomposition, we have
uκℓ+1 =
∑
k(1),...,k(κℓ+1)∈Zn
k(1)u...k(κℓ+1)u
=
∑
S
(i)
ℓ,1
k(1)u...k(κℓ+1)u+
∑
S
(i)
ℓ,2
k(1)u...k(κℓ+1)u. (5.4)
Using (3.25) and (3.28), we obtain that
‖A ∂x1uκ1+1‖Y1 .
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
1,1
‖k (k(1)u...k(κ1+1)u) ‖L1x1L2x2,...,xnL2t (R1+n)
+
∑
k∈Zn, |k1|>4
〈k1〉3/2
∑
S
(1)
1,2
‖k (k(1)u...k(κ1+1)u) ‖L(2+κ)/(1+κ)t,x (R1+n)
:= I + II. (5.5)
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In view of the support property of ̂ku, we see that
k (k(1)u...k(κ1+1)u) = 0, if |k − k(1) − ...− k(κ1+1)| > C. (5.6)
Hence, by Lemma 3.4,
I .
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
1,1
‖k(1)u...k(κ1+1)u‖L1x1L2x2,...,xnL2t (R1+n)χ|k−k(1)−...−k(κ1+1)|≤C .
(5.7)
By Ho¨lder’s inequality and ‖ku‖L∞x . ‖ku‖L2x uniformly holds for all k ∈ Zn, we
have
‖k(1)u...k(κ1+1)u‖L1x1L2x2,...,xnL2t (R1+n)
≤ ‖k(1)u‖L∞x1L2x2,...,xnL2t (R1+n)
κ1+1∏
i=2
‖k(i)u‖Lκx1L∞x2,...,xnL∞t T L∞t L2x(R1+n).
Since |k − k(1) − ...− k(κ1+1)| ≤ C implies that |k1− k(1)1 − ...− k(κ1+1)1 | ≤ C, we see
that |k1| ≤ Cmaxi=1,...,κ1+1 |k(i)1 |. We may assume that |k(1)1 | = maxi=1,...,κ1+1 |k(i)1 |
in the summation
∑
S
(1)
1,1
in (5.7) above. So,
I .
∑
k(1)∈Zn, |k
(1)
1 |>4
〈k(1)1 〉‖k(1)u‖L∞x1L2x2,...,xnL2t (R1+n)
×
∑
k(2),...,k(κ1+1)∈Zn
κ1+1∏
i=2
‖k(i)u‖Lκx1L∞x2,...,xnL∞t T L∞t L2x(R1+n)
. ρ1(u)(ρ2(u) + ρ3(u))
κ1. (5.8)
In view of (5.6) we easily see that |k1| ≤ C in II of (5.5). Hence,
II .
∑
k∈Zn, |k1|>4
∑
S
(1)
1,2
‖k(1)u...k(κ1+1)u‖L(2+κ)/(1+κ)x,t (R1+n)χ|k−k(1)−...−k(κ1+1)|≤C
.
∑
S
(1)
1,2
‖k(1)u...k(κ1+1)u‖L(2+κ)/(1+κ)x,t (R1+n)
.
∑
S
(1)
1,2
κ1+1∏
i=1
‖k(i)u‖L2+κx,t T L∞t L2x(R1+n) . ρ3(u)
1+κ1. (5.9)
Hence, we have
‖A ∂x1uκ1+1‖Y1 . ρ1(u)(ρ2(u) + ρ3(u))κ1 + ρ3(u)1+κ1. (5.10)
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Next, we estimate ‖A ∂x2uκ2+1‖Y1. Let ψi be as in Lemma 4.2. For convenience,
we write
Pi = F
−1
ξ1,ξ2
ψiFx1,x2, i = 1, 2. (5.11)
We have
‖A ∂x2uκ2+1‖Y1 .
∥∥P1∂x2A uκ2+1∥∥Y1 + ∥∥P2∂x2A uκ2+1∥∥Y1 := III + IV. (5.12)
Using the decomposition (5.4),
III ≤
∥∥∥P1∂x2A ∑
S
(1)
2,1
(k(1)u...k(κ2+1)u)
∥∥∥
Y1
+
∥∥∥P1∂x2A ∑
S
(1)
2,2
(k(1)u...k(κ2+1)u)
∥∥∥
Y1
:= III1 + III2. (5.13)
Applying Lemma 4.2 and then following the same way as in the estimate to (5.7),
III1 .
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
2,1
‖k (k(1)u...k(κ2+1)u) ‖L1x1L2x2,...,xnL2t (R1+n)
. ρ1(u)(ρ2(u) + ρ3(u))
κ2. (5.14)
For the estimate of III2, noticing the fact that suppψ1 ⊂ {ξ : |ξ2| ≤ 4|ξ1|} and
using the multiplier estimate, then applying (4.2), we have
III2 .
∑
k∈Zn, |k1|>4, |k2|.|k1|
〈k1〉3/2
∑
S
(1)
2,2
‖k (k(1)u...k(κ2+1)u) ‖L(2+κ)/(1+κ)t,x (R1+n)
. ρ3(u)
1+κ2. (5.15)
We need to further control IV . Using the decomposition (5.4),
IV ≤
∥∥∥P2∂x2A ∑
S
(2)
2,1
(k(1)u...k(κ2+1)u)
∥∥∥
Y1
+
∥∥∥P2∂x2A ∑
S
(2)
2,2
(k(1)u...k(κ2+1)u)
∥∥∥
Y1
:= IV1 + IV2. (5.16)
By Lemma 4.2,
IV1 .
∑
k∈Zn, |k2|>4
〈k2〉
∑
S
(2)
2,1
‖k (k(1)u...k(κ2+1)u) ‖L1x1L2x2,...,xnL2t (R1+n). (5.17)
By symmetry of k(1), ..., k(κ2+1), we can assume that |k(1)2 | = max1≤i≤κ2+1 |k(i)2 | in
S
(2)
2,1. Using the same way as in the estimate of I, we have
IV1 .
∑
S
(2)
2,1, |k
(1)
2 |>4
〈k(1)2 〉‖k(1)u...k(κ2+1)u‖L1x1L2x2,...,xnL2t (R1+n). (5.18)
By Ho¨lder’s inequality,
‖k(1)u...k(κ2+1)u‖L1x1L2x2,...,xnL2t (R1+n)
. ‖k(1)u|k(2)u...k(κ2+1)u|1/2‖L2x,t(R1+n)
× ‖|k(2)u...k(κ2+1)u|1/2‖L2x1L∞x2,...,xnL∞t (R1+n)
. ‖k(1)u‖L∞x2L2x1,x3,...,xnL2t (R1+n)
κ2+1∏
i=2
‖k(i)u‖Lκ2x2L∞x1,x3,...,xnL∞t (R1+n)
×
κ2+1∏
i=2
‖k(i)u‖Lκ2x1L∞x2,...,xnL∞t (R1+n). (5.19)
In view of the inclusion Lκx1L
∞
x2,...,xn
L∞t
⋂
L∞x,t ⊂ Lκ2x1L∞x2,...,xnL∞t , we immediately have
IV1 . ρ1(u)(ρ2(u) + ρ3(u))
κ2. (5.20)
Noticing the fact that suppψ2 ⊂ {ξ : |ξ2| > 2|ξ1|} and applying (4.2), we have
IV2 .
∑
k∈Zn, |k2|>4
〈k2〉3/2
∑
S
(2)
2,2
‖k (k(1)u...k(κ2+1)u) ‖L(2+κ)/(1+κ)t,x (R1+n)
.
∑
k∈Zn, |k2|>4
∑
S
(2)
2,2
‖k (k(1)u...k(κ2+1)u) ‖L(2+κ)/(1+κ)t,x (R1+n)
. ρ3(u)
1+κ2. (5.21)
The other terms in ρ1(·) can be bounded in a similar way. So, we have shown that
ρ1
(
A (
n∑
i=1
λi∂xiu
κi+1)
)
.
n∑
i=1
(
ρ1(u)(ρ2(u) + ρ3(u))
κi + ρ3(u)
1+κi
)
. (5.22)
We estimate ρ2(·). Denote
‖u‖Zi =
∑
k∈Zn
〈k〉1/2−1/κ‖ku‖LκxiL∞(xj)j 6=iL∞t (R1+n). (5.23)
We have
ρ2
(
A (
n∑
j=1
λi∂xiu
κi+1)
)
.
n∑
i=1
∥∥∥∥∥A (
n∑
i=1
λi∂xiu
κi+1)
∥∥∥∥∥
Zj
. (5.24)
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Due to the symmetry of Z1, ..., Zn, it suffices to consider the estimate of ‖ · ‖Z1.
Recall that kmax = |k1| ∨ ... ∨ |kn|. We have
‖v‖Z1 ≤
( ∑
k∈Zn, kmax>4
+
∑
k∈Zn, kmax≤4
)
〈k〉1/2−1/κ‖kv‖Lκx1L∞x2,...,xnL∞t (R1+n)
:= Γ1(v) + Γ2(v). (5.25)
In view of Lemma 4.4 and Ho¨lder’s inequality,
Γ2
(
A
( n∑
i=1
λi∂xiu
κi+1
))
≤
∑
k∈Zn, kmax≤4
∥∥∥∥∥kA (
n∑
i=1
λi∂xiu
κi+1
)∥∥∥∥∥
Lκx1L
∞
x2,...,xn
L∞t (R
1+n)
.
n∑
i=1
∑
k(1),...,k(κi+1)∈Zn
‖k(1)u...k(κi+1)u‖
L
2+κi
1+κi
t,x (R
1+n)
.
n∑
i=1
∑
k(1),...,k(κi+1)∈Zn
‖k(1)u‖L2+κit,x (R1+n)...‖k(κi+1)u‖L2+κit,x (R1+n)
.
n∑
i=1
ρ3(u)
κi+1. (5.26)
It is easy to see that
Γ1(v) ≤
 ∑
k∈Zn, |k1|=kmax>4
+...+
∑
k∈Zn, |kn|=kmax>4
 〈k〉1/2−1/κ‖kv‖Lκx1L∞x2,...,xnL∞t (R1+n)
:= Γ11(v) + ...+ Γ
n
1 (v). (5.27)
Using (5.4), Lemmas 4.4 and 4.5, we have
Γ11
(
A
( n∑
i=1
λi∂xiu
κi+1
))
.
n∑
i=1
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
i,1
‖k (k(1)u...k(κi+1)u) ‖L1x1L2x2,...,xnL2t (R1+n)
+
n∑
i=1
∑
k∈Zn, |k1|>4
〈k1〉3/2
∑
S
(1)
i,2
‖k (k(1)u...k(κi+1)u) ‖L(2+κi)/(1+κi)t,x (R1+n). (5.28)
Using the same way as in (5.8) and (5.9), one easily sees that
Γ11
(
A
( n∑
i=1
λi∂xiu
κi+1
))
.
n∑
i=1
(
ρ1(u)(ρ2(u) + ρ3(u))
κi + ρ3(u)
1+κi
)
. (5.29)
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We estimate Γ21(·). By Lemmas 4.4 and 4.5,
Γ21
(
A
( n∑
i=1
λi∂xiu
κi+1
))
.
n∑
i=1
∑
k∈Zn, |k2|=kmax>4
〈k〉1/2−1/κ‖k
(
A ∂xiu
κi+1
) ‖Lκx1L∞x2,...,xnL∞t (R1+n)
.
n∑
i=1
∑
k∈Zn, |k2|=kmax>4
〈k2〉
∑
S
(2)
i,1
‖k (k(1)u...k(κi+1)u) ‖L1x2L2x1,x3,...,xnL2t (R1+n)
+
n∑
i=1
∑
k∈Zn, |k2|>4
〈k2〉3/2
∑
S
(2)
i,2
‖k (k(1)u...k(κi+1)u) ‖L(2+κi)/(1+κi)t,x (R1+n). (5.30)
This reduces the same estimate as Γ11(·). We easily see that Γi1(·) for 3 ≤ i ≤ n can
be controlled in a similar way as Γ21(·). Hence, we have shown that∥∥∥∥∥A (
n∑
i=1
λi∂xiu
κi+1
)∥∥∥∥∥
Z1
.
n∑
i=1
(
ρ1(u)(ρ2(u) + ρ3(u))
κi + ρ3(u)
1+κi
)
. (5.31)
For the estimates of ρ3(A ∂xiu
κi+1), we have from (3.17) and Lemma 3.4 that
‖kA ∂xif‖L∞t L2x ∩L2+κt,x (R1+n) . ‖k∂xif‖L(2+κ)/(1+κ)t,x (R1+n)
. 〈ki〉‖kf‖L(2+κ)/(1+κ)t,x (R1+n). (5.32)
Hence, using (5.4), (3.30) and (3.27), we obtain that can be controlled by the right
hand side of (5.28).
ρ3(A ∂x1u
κ1+1) .
∑
k∈Zn, |k1|≤4
〈k1〉3/2
∑
k(1),...,k(κ1+1)∈Zn
‖k (k(1)u...k(κ1+1)u) ‖L(2+κ)/(1+κ)t,x (R1+n)
+
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
1,1
‖k (k(1)u...k(κ1+1)u) ‖L1x1L2x2,...,xnL2t (R1+n)
+
∑
k∈Zn, |k1|>4
〈k1〉3/2
∑
S
(1)
1,2
‖k (k(1)u...k(κ1+1)u) ‖L(2+κ)/(1+κ)t,x (R1+n).
(5.33)
By (5.8) and (5.9), we have
ρ3(A ∂x1u
κ1+1) .
n∑
i=1
(
ρ1(u)(ρ2(u) + ρ3(u))
κi + ρ3(u)
1+κi
)
. (5.34)
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Hence, we have shown that
‖T u‖X . ‖u0‖M1/22,1 +
n∑
i=1
‖u‖1+κiX . (5.35)
Using a standard contraction mapping argument, we can finish the proof of Theorem
1.3. 
6 Proof of Theorem 1.1
Roughly speaking, we will prove our Theorem 1.1 by following some ideas as in the
proof of Theorem 1.3. However, due to the nonlinearity contains uκ+1, and (∇u)ν
and uκ(∇u)ν as special cases, the proof of Theorem 1.3 can not be directly applied.
We construct the space X as follows. Denote
̺
(i)
1 (u) =
∑
k∈Zn, |ki|>4
〈ki〉‖ku‖L∞xiL2(xj)j 6=iL2t (R1+n),
̺
(i)
2 (u) =
∑
k∈Zn
〈k〉1/2−1/m‖ku‖LmxiL∞(xj)j 6=iL∞t (R1+n),
̺
(i)
3 (u) =
∑
k∈Zn
〈k〉1/2‖ku‖L2+mx,t ∩L∞t L2x(R1+n).
Put
X :=
{
u ∈ S ′(R1+n) : ‖u‖X :=
3∑
ℓ=1
∑
α=0,1
n∑
i,j=1
̺
(i)
ℓ (∂
α
xj
u) ≤ δ
}
.
Considering the following mapping:
T : u(t)→ S(t)u0 − iA F (u, u¯,∇u,∇u¯),
we will show that T : X → X is a contraction mapping.
Since ‖u‖X = ‖u¯‖X , we may assume, without loss of generality that
F (u, u¯,∇u,∇u¯) = F (u,∇u) :=
∑
m+1≤κ+|ν|<∞
cκνu
κ(∇u)ν,
where (∇u)ν = uν1x1...uνnxn. For the sake of convenience, we denote
v1 = ... = vκ = u, vκ+1 = ... = vκ+ν1 = ux1, ..., vκ+|ν|−νn+1 = ... = vκ+|ν| = uxn.
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By (2.8), for α = 0, 1,
̺
(i)
1 (∂
α
xj
S(t)u0) .
∑
k∈Zn, |ki|>4
〈ki〉1/2〈kj〉‖ku0‖L2(Rn) ≤ ‖u0‖M3/22,1 .
By (3.23), (3.24), we have for α = 0, 1,
̺
(i)
2 (∂
α
xj
S(t)u0) + ̺
(i)
3 (∂
α
xj
S(t)u0) . ‖u0‖M3/22,1 .
Hence,
‖S(t)u0‖X . ‖u0‖M3/22,1 .
In order to estimate ̺
(i)
1 (A ∂
α
xj
(v1...vκ+|ν|)), i, j = 1, ..., n, it suffices to estimate
̺
(1)
1 (A ∂
α
x1
(v1...vκ+|ν|)) and ̺
(1)
1 (A ∂
α
x2
(v1...vκ+|ν|)). Similarly as in (5.4), we will use
the decomposition
k(v1...vκ+|ν|) =
∑
S
(i)
1
k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
)
+
∑
S
(i)
2
k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
)
, (6.1)
where
S
(i)
1 := {(k(1), ..., k(κ+|ν|)) : |k(1)i | ∨ ... ∨ |k(κ+|ν|)i | > 4},
S
(i)
2 := {(k(1), ..., k(κ+|ν|)) : |k(1)i | ∨ ... ∨ |k(κ+|ν|)i | ≤ 4}.
In view of (3.12) and (3.19),
̺
(1)
1 (A ∂
α
x1
(v1...vκ+|ν|))
.
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
1
‖k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
) ‖L1x1L2x2,...,xnL2t (R1+n)
+
∑
k∈Zn, |k1|>4
〈k1〉3/2
∑
S
(1)
2
‖k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
) ‖
L
κ+|ν|+1
κ+|ν|
t,x (R
1+n)
:= I + II. (6.2)
Similar to (5.8),
I .
∑
k(1)∈Zn, |k
(1)
1 |>2
〈k(1)1 〉‖k(1)v1‖L∞x1L2x2,...,xnL2t (R1+n)
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×
∑
k(2),...,k(κ+|ν|)∈Zn
κ+|ν|∏
i=2
‖k(i)vi‖Lκ+|ν|−1x1 L∞x2,...,xnL∞t (R1+n). (6.3)
By Ho¨lder’s inequality and Lemma 3.3,
‖k(i)vi‖Lκ+|ν|−1x1 L∞x2,...,xnL∞t (R1+n)
≤ ‖k(i)vi‖
m
κ+|ν|−1
Lmx1L
∞
x2,...,xn
L∞t (R
1+n)‖k(i)vi‖
1− m
κ+|ν|−1
L∞x,t(R
1+n)
. ‖k(i)vi‖
m
κ+|ν|−1
Lmx1L
∞
x2,...,xn
L∞t (R
1+n)‖k(i)vi‖
1− m
κ+|ν|−1
L∞t L
2
x(R
1+n). (6.4)
Hence, noticing that vi = u or vi = uxj , we have from (6.3) and (6.4),
I . ‖u‖κ+|ν|X . (6.5)
Similar to (5.9), we see that |k1| ≤ C in the summation of II. Again, in view of
Ho¨lder’s inequality and Lemma (3.3),
‖k(1)v1...k(κ+|ν|)vκ+|ν|‖
L
κ+|ν|+1
κ+|ν|
x,t (R
1+n)
≤
κ+|ν|∏
i=1
‖k(i)vi‖Lκ+|ν|+1x,t (R1+n)
.
κ+|ν|∏
i=1
‖k(i)vi‖L2+mx,t T L∞t L2x(R1+n). (6.6)
Hence, using a similar way as in (5.9),
II . ‖u‖κ+|ν|X . (6.7)
We now give the estimate of ̺
(1)
1 (A ∂
α
x2
(v1...vκ+|ν|)). Since we have obtained the
estimate in the case α = 0, it suffices to consider the case α = 1. Let ψi (i = 1, 2)
be as in Lemma 4.2 and Pi = F
−1ψiF . We have
̺
(1)
1 (A ∂x2(v1...vκ+|ν|))
≤
∑
k∈Zn, |k1|>4
〈k1〉‖P1k(A ∂x2(v1...vκ+|ν|))‖L∞x1L2x2,...,xnL2t
+
∑
k∈Zn, |k1|>4
〈k1〉‖P2k(A ∂x2(v1...vκ+|ν|))‖L∞x1L2x2,...,xnL2t
:= III + IV. (6.8)
Using the decomposition (6.1),
III ≤
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
1
‖P1k(A ∂x2(k(1)v1...k(κ+|ν|)vκ+|ν|))‖L∞x1L2x2,...,xnL2t
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+
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
2
‖P1k(A ∂x2(k(1)v1...k(κ+|ν|)vκ+|ν|))‖L∞x1L2x2,...,xnL2t
:= III1 + III2. (6.9)
By Lemma 4.2,
III1 .
∑
S
(1)
1
∑
k∈Zn, |k1|>4
〈k1〉‖k(k(1)v1...k(κ+|ν|)vκ+|ν|)‖L1x1L2x2,...,xnL2t . (6.10)
By symmetry, we may assume |k(1)1 | = max(|k(1)1 |, ..., |k(κ+|ν|)1 |) in S(1)1 . Hence,
III1 .
∑
S
(1)
1 , |k
(1)
1 |>4
〈k(1)1 〉‖k(1)v1‖L∞x1L2x2,...,xnL2t
κ+|ν|∏
i=2
‖k(i)vi‖Lκ+|ν|−1x1 L∞x2,...,xnL∞t
. ̺
(1)
1 (v1)
κ+|ν|∏
i=2
(̺
(1)
2 (vi) + ̺
(1)
3 (vi)) . ‖u‖κ+|ν|X . (6.11)
Applying (4.2) and using a similar way as in (5.15),
III2 .
∑
k∈Zn, |k1|>4, |k2|.|k1|
〈k1〉3/2
∑
S
(1)
2
‖k(k(1)v1...k(κ+|ν|)vκ+|ν|)‖L(2+m)/(1+m)t,x (R1+n)
.
κ+|ν|∏
i=1
̺
(1)
3 (vi) ≤ ‖u‖κ+|ν|X . (6.12)
So, we have shown that
III . ‖u‖κ+|ν|X . (6.13)
Now we estimate IV . Using the decomposition (6.1),
IV ≤
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(2)
1
‖P2k(A ∂x2(k(1)v1...k(κ+|ν|)vκ+|ν|))‖L∞x1L2x2,...,xnL2t
+
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(2)
2
‖P2k(A ∂x2(k(1)v1...k(κ+|ν|)vκ+|ν|))‖L∞x1L2x2,...,xnL2t
:= IV1 + IV2. (6.14)
By Lemma 4.2,
IV1 .
∑
S
(2)
1
∑
k∈Zn, |k2|>4
〈k2〉‖k(k(1)v1...k(κ+|ν|)vκ+|ν|)‖L1x1L2x2,...,xnL2t . (6.15)
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In view of the symmetry, one can bound IV1 by using the same way as that of III1
and as in (5.17)–(5.20):
IV1 . ‖u‖κ+|ν|X . (6.16)
For the estimate of IV2, we apply (4.2),
IV2 .
∑
k∈Zn, |k1|>4
〈k1〉1/2〈k2〉
∑
S
(2)
2
‖P2k(k(1)v1...k(κ+|ν|)vκ+|ν|)‖L(2+m)/(1+m)t,x (R1+n)
.
∑
S
(2)
2
‖k(1)v1...k(κ+|ν|)vκ+|ν|‖L(2+m)/(1+m)t,x (R1+n) . ‖u‖
κ+|ν|
X . (6.17)
Hence, in view of (6.16) and (6.17), we have
IV . ‖u‖κ+|ν|X . (6.18)
Collecting (6.5), (6.7), (6.13), (6.18), we have shown that
∑
α=0,1
n∑
i,j=1
̺
(i)
1 (A ∂
α
xj
(uκ(∇u)ν)) . ‖u‖κ+|ν|X . (6.19)
Lemma 6.1 Let s > 0, 1 ≤ p, pi, γ, γi ≤ ∞ satisfy
1
p
=
1
p1
+ ...+
1
pN
,
1
γ
=
1
γ1
+ ...+
1
γN
. (6.20)
Then
∑
k∈Zn
〈k1〉s ‖k(u1...uN)‖Lγt Lpx(R1+n) .
N∏
i=1
(∑
k∈Zn
〈k1〉s‖kui‖Lγit Lpix (R1+n)
)
. (6.21)
Proof. See [30], Lemma 7.1. 
Next, we consider the estimates of ̺
(1)
2 (A (u
κ(∇u)ν)) and ̺(1)3 (A (uκ(∇u)ν)). In
view of (3.30) and (3.20),∑
j=2,3
̺
(1)
j (A (u
κ(∇u)ν)) .
∑
k∈Zn
〈k〉1/2‖k(uκ(∇u)ν)‖
L
2+m
1+m
t,x (R
1+n)
. (6.22)
We use Lemma 6.1 to control the right hand side of (6.22):∑
k∈Zn
〈k〉1/2‖k(v1...vκ+|ν|)‖
L
2+m
1+m
t,x (R
1+n)
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.m+1∏
i=1
(∑
k∈Zn
〈k〉1/2‖kvi‖L2+mt,x (R1+n)
)
κ+|ν|∏
i=m+2
(∑
k∈Zn
〈k〉1/2‖kvi‖L∞t,x(R1+n)
)
.
m+1∏
i=1
(∑
k∈Zn
〈k〉1/2‖kvi‖L2+mt,x (R1+n)
)
κ+|ν|∏
i=m+2
(∑
k∈Zn
〈k〉1/2‖kvi‖L∞t L2x(R1+n)
)
.
κ+|ν|∏
i=1
̺
(1)
3 (vi) ≤ ‖u‖κ+|ν|X . (6.23)
We estimate ̺
(1)
2 (A ∂x1(u
κ(∇u)ν)). Recall that kmax = |k1| ∨ ... ∨ |kn|.
̺
(1)
2 (A ∂x1(v1...vκ+|ν|))
.
∑
k∈Zn, kmax>4
〈k〉1/2−1/m‖kA ∂x1
(
v1...vκ+|ν|
) ‖Lmx1L∞x2,...,xnL∞t (R1+n)
+
∑
k∈Zn, kmax≤4
〈k〉1/2−1/m‖kA ∂x1
(
v1...vκ+|ν|
) ‖Lmx1L∞x2,...,xnL∞t (R1+n)
:= V + V I. (6.24)
By (3.20) and Lemma 6.1, we have
V I .
∑
k∈Zn
‖k(v1...vκ+|ν|)‖
L
2+m
1+m
t,x (R
1+n)
. ‖u‖κ+|ν|X . (6.25)
It is easy to see that
V .
 ∑
k∈Zn, |k1|=kmax>4
+...+
∑
k∈Zn, |kn|=kmax>4
 〈k〉1/2−1/m
× ‖kA ∂x1
(
v1...vκ+|ν|
) ‖Lmx1L∞x2,...,xnL∞t (R1+n) := Υ1(u) + ...+Υn(u). (6.26)
Applying the decomposition (6.1) and Lemmas 4.4 and 4.5, we obtain that
Υ1(u) .
∑
k∈Zn, |k1|>4
〈k1〉
∑
S
(1)
1
‖k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
) ‖L1x1L2x2,...,xnL2t (R1+n)
+
∑
k∈Zn, |k1|>4
〈k1〉3/2
∑
S
(1)
2
‖k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
) ‖
L
κ+|ν|+1
κ+|ν|
t,x (R
1+n)
, (6.27)
which reduces to the case α = 1 in (6.2). So,
Υ1(u) . ‖u‖κ+|ν|X . (6.28)
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Again, in view of Lemmas 4.4 and 4.5,
Υ2(u) .
∑
k∈Zn, |k2|>4
〈k2〉
∑
S
(2)
1
‖k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
) ‖L1x2L2x1,x3,...,xnL2t (R1+n)
+
∑
k∈Zn, |k2|>4
〈k2〉3/2
∑
S
(2)
2
‖k
(
k(1)v1...k(κ+|ν|)vκ+|ν|
) ‖
L
κ+|ν|+1
κ+|ν|
t,x (R
1+n)
, (6.29)
which reduces to the same estimate as Υ1(u). Using the same way as Υ2(u), we can
get the estimates of Υ3(u), ...,Υn(u). So,
̺
(1)
2 (A ∂x1(v1...vκ+|ν|)) . ‖u‖κ+|ν|X . (6.30)
We need to further bound ̺
(1)
2 (A ∂xi(v1...vκ+|ν|)), i = 2, ..., n, which is essentially
the same as ̺
(1)
2 (A ∂x1(v1...vκ+|ν|)). Indeed, it is easy to see that (6.24) holds if we
substitute ∂x1 with ∂xi. Moreover, using Lemmas 6.1, 4.4 and 4.5, we easily get that
̺
(1)
2
(
A (∂xi(v1...vκ+|ν|))
)
. ‖u‖κ+|ν|X . (6.31)
By Lemma 3.4, (3.17), we see that
‖kA ∂x1f‖L∞t L2 ∩L2+mt,x (R1+n) . 〈k1〉‖kf‖L 2+m1+mt,x (R1+n)
. (6.32)
Hence, in view of (3.28) and (3.18), repeating the procedure as in the estimates of
ρ3(u) in Theorem 1.3, ̺
(1)
3 (A ∂x1(v1...vκ+|ν|)) can be controlled by the right hand side
of (6.27) and (6.25). Summarizing the estimates as in the above, we have shown
that2
‖T u‖X ≤ C‖u0‖M3/2 +
∑
m+1≤ℓ<∞
ℓ2n+2Cℓ‖u‖ℓX. (6.33)
Applying a standard contraction mapping argument, we can prove our result.
7 Proofs of Theorems 1.4 and 1.2
Proof of Theorem 1.4. For convenience, we denote
ρ1(u) =
n∑
i=1
∑
k∈Zn, |ki|>4
〈ki〉2 ‖ku‖L∞xiL2(xj)j 6=iL2t (R1+n)
2Notice that |cβ | ≤ C|β|.
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ρ2(u) =
n∑
i=1
∑
k∈Zn
‖ku‖LκxiL∞(xj)j 6=iL∞t (R1+n)
ρ3(u) =
∑
k∈Zn
〈k〉3/2 ‖ku‖L∞t L2x TL3tL6x(R1+n) .
Comparing the definitions of ρi(u) with those of Section 5, we see that here we drop
the regularity 〈ki〉1/2−1/κ in ρ2(u) and we add 1-order regularity in ρ1(u) and ρ3(u).
The estimates for ρ1(T u) and ρ3(T u) can be shown by following the same way as
in the Section 5 (It is worth to notice that in Section 5, when we estimate ρ1(T u)
and ρ3(T u), we can replace ρ2(u) defined here to substitute that in Section 5). We
also need to point out that for n > 2, 2/3 < n(1/2− 1/6) and so, ‖ · ‖L3tL6x(R1+n) is a
Strichartz norm. Moreover,
‖ku‖L2+px,t . ‖ku‖L∞t L2x TL3tL6x(R1+n)
uniformly holds for all k ∈ Zn and 2 ≤ p ≤ ∞.
Noticing that in the proof of Theorem 1.3, we do not know if the following two
inequalities hold for m = 2,
‖kA ∂x1f‖Lmx1L∞x2,...,xnL∞t (R1+n) . 〈k1〉
1/2+1/m‖kf‖L1x1L2x2,...,xnL2t (R1+n), (7.1)
‖k∂xiA f‖Lmx1L∞x2,...,xnL∞t (R1+n) . 〈ki〉
1/2〈k1〉1/m‖kf‖L1xiL2(xj)j 6=iL2t (R1+n). (7.2)
So, in the casem = 2, we need to find another way to estimate ρ2(T u). Our solution
is to apply the following estimate as in (3.20):
‖kA f‖L2x1L∞x2,...,xnL∞t (R1+n) . 〈k1〉
1/2‖kf‖L1tL2x(R1+n). (7.3)
It follows that for any κ > 2,∑
k∈Zn
∥∥kA ∂xiuκ+1∥∥L2x1L∞x2,...,xnL∞t (R1+n) . ∑
k∈Zn
〈k〉3/2‖kuκ+1‖L1tL2x(R1+n). (7.4)
Using Lemma 6.1, one has that
∑
k∈Zn
∥∥kA ∂xiuκ+1∥∥L2x1L∞x2,...,xnL∞t (R1+n) .
(∑
k∈Zn
〈k〉3/2‖ku‖Lκ+1t L2(κ+1)x (R1+n)
)κ+1
.
(∑
k∈Zn
〈k〉3/2‖ku‖L3tL6x∩L∞x,t(R1+n)
)κ+1
. ρ3(u)
1+κ. (7.5)
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Using (7.5), the estimates of ρ2(T u) is also obtained. 
Proof of Theorem 1.2. We can follow the proof of Theorems 1.4 and 1.1 to get
the proof and we omit the details of the proof. 
A Appendix
In this section, we generalize the Christ-Kiselev Lemma [6] to anisotropic Lebesgue
spaces. Our idea follows Molinet and Ribaud [20], and Smith and Sogge [24]. Denote
Tf(t) =
∫ ∞
−∞
K(t, t′)f(t′)dt′, Tref(t) =
∫ t
0
K(t, t′)f(t′)dt′. (A.1)
If T : Y1 → X1 implies that Tre : Y1 → X1, then T : Y1 → X1 is said to be a well
restriction operator.
Proposition A.1 Let T be as in (A.1). We have the following results.
(1) If ∧3i=1pi > (∨3i=1qi)∨ (q1q3/q2), then T : Lq1x1Lq2x2Lq3t (R3)→ Lp1x1Lp2x2Lp3t (R3) is a
well restriction operator.
(2) If p1 > (∨3i=1qi) ∨ (q1q3/q2), then T : Lq1x1Lq2x2Lq3t (R3) → Lp1t Lp2x1Lp3x2(R3) is a
well restriction operator.
(3) If q1 < ∧3i=1pi, then T : Lq1t Lq2x1Lq3x2(R3) → Lp1x1Lp2x2Lp3t (R3) is a well restriction
operator.
(4) If ∧3i=1pi > (∨3i=1qi)∨ (q1q3/q2), then T : Lq1x1Lq2x2Lq3t (R3)→ Lp2x2Lp1x1Lp3t (R3) is a
well restriction operator.
Let f ∈ Lq1x1Lq2x2Lq3t (R3) so that ‖f‖Lq1x1Lq2x2Lq3t (R3) = 1. Define F : R→ [0, 1] by
F (t) :=
∥∥∥∥∥
(∫ t
−∞
|f(s, x)|q3ds
)1/q3∥∥∥∥∥
q1
L
q1
x1
L
q2
x2
(A.2)
Lemma A.2 Let I ⊂ [0, 1] is an interval, then it holds:
‖χF−1(I)f‖Lq1x1Lq2x2Lq3t (R×R2) 6 |I|
q2
q1q3
∧ 1
q1
∧ 1
q2
∧ 1
q3 (A.3)
37
Proof. For any I = (A,B) ⊂ [0, 1], there exist t1, t2 ∈ R satisfying
A =
∥∥∥( ∫ t1
−∞
|f(s, x)|q3ds)1/q3∥∥∥
L
q1
x1
L
q2
x2
, B =
∥∥∥( ∫ t2
−∞
|f(s, x)|q3ds)1/q3∥∥∥
L
q1
x1
L
q2
x2
and F−1(I) = (t1, t2). For x = (x1, x2), we define J(t, x) and E(t, x1) by:
J(t, x) =
( ∫ t
−∞
|f(s, x)|q3ds
)1/q3
, E(t, x1) =
(∫
J(t, x)q2dx2
)1/q2
. (A.4)
It is well known that for a > b > 0,
ra − sa 6 C(rb − sb)(ra−b + sa−b), 0 6 s 6 r, (A.5)
and for 0 < a ≤ b,
ra − sa 6 (rb − sb)a/b, 0 6 s 6 r. (A.6)
We divide the proof into the following four cases.
Case 1. q3 > q2 > q1. From (A.5) we have
‖χF−1(I)f(·, x)‖q3Lq3t . (J(t2, x)
q2 − J(t1, x)q2)J(∞, x)q3−q2 (A.7)
Recalling the assumption ‖f‖Lq1x1Lq2x2Lq3t (R×R2) = 1, by (A.7) , (A.4), (A.5) and Ho¨lder
inequality, we have∫ (∫
‖χF−1(I)f(·, x)‖q2Lq3t dx2
) q1
q2 dx1
.
∫ (∫
(J(t2, x)
q2 − J(t1, x)q2)
q2
q3 J(∞, x)(q3−q2)
q2
q3 dx2
) q1
q2 dx1
6
∫ (∥∥∥(J(t2, x)q2 − J(t1, x)q2) q2q3 ∥∥∥
L
q3
q2
x2
∥∥∥J(∞, x)(q3−q2) q2q3 ∥∥∥
L
1/(1−q2/q3)
x2
) q1
q2 dx1
=
∫ (
E(t2, x1)
q2 − E(t1, x1)q2
) q1
q3
(
E(∞, x1)
) (q3−q2)q1
q3 dx1 (A.8)
.
∫ (
E(t2, x1)
q1 − E(t1, x1)q1
) q1
q3
(
E(∞, x1)
) (q2−q1)q1
q3
(
E(∞, x1)
) (q3−q2)q1
q3 dx1
6
∥∥∥(E(t2, x1)q1 − E(t1, x1)q1) q1q3 ∥∥∥
L
q3/q1
x1
∥∥∥E(∞, x1) (q3−q1)q1q3 ∥∥∥
L
1/(1−q1/q3)
x1
(A.9)
6 (F (t2)− F (t1))
q1
q3F (∞)1−q1/q3 6 |I|
q1
q3 . (A.10)
Case 2. q3 > q2, q2 < q1. From (A.8)and (A.6), we have∫ (∫
‖χF−1(I)f(·, x)‖q2Lq3t dx2
) q1
q2 dx1
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.∫ (
E(t2, x1)
q2 − E(t1, x1)q2
) q1
q3
(
E(∞, x1)
) (q3−q2)q1
q3 dx1
6
∫ (
E(t2, x1)
q1 − E(t1, x1)q1
) q2
q3
(
E(∞, x1)
) (q3−q2)q1
q3 dx1
6
∥∥∥(E(t2, x1)q1 − E(t1, x1)q1) q2q3 ∥∥∥
L
q3/q2
x1
∥∥∥E(∞, x1) (q3−q2)q1q3 ∥∥∥
L
1/(1−q2/q3)
x1
6 (F (t2)− F (t1))
q2
q3F (∞)1−q2/q3 6 |I|
q2
q3 . (A.11)
Case 3. q3 < q2 6 q1. From (A.6), we have
‖χF−1(I)f(·, x)‖q3Lq3t 6 (J(t2, x)
q2 − J(t1, x)q2)q3/q2 (A.12)
Using (A.6) again, we have∫ (∫
‖χF−1(I)f(·, x)‖q2Lq3t dx2
) q1
q2 dx1
6
∫ (∫
(J(t2, x)
q2 − J(t1, x)q2)dx2
) q1
q2 dx1 (A.13)
=
∫ (
E(t2, x1)
q2 − E(t1, x1)q2
) q1
q2 dx1
≤
∫ (
E(t2, x1)
q1 −E(t1, x1)q1
)
dx1
= F (t2)− F (t1) = |I|. (A.14)
Case 4. q3 < q2, q2 > q1. From (A.13), (A.5) and Ho¨lder inequality we have∫ (∫
‖χF−1(I)f(·, x)‖q2Lq3t dx2
) q1
q2 dx1
6
∫ ( ∫
(J(t2, x)
q2 − J(t1, x)q2)dx2
) q1
q2 dx1
=
∫ (
E(t2, x1)
q2 − E(t1, x1)q2
) q1
q2 dx1
6
∫ (
E(t2, x1)
q1 − E(t1, x1)q1
) q1
q2E(∞, x1)
q1(q2−q1)
q2 dx1
6
(
F (t2)− F (t1)
) q1
q2 = |I|
q1
q2 . (A.15)
From (A.10), (A.11), (A.14) and (A.15) we get
‖χF−1(I)f‖Lq1x1Lq2x2Lq3t (R×R2) 6 C|I|
1
q1
∧ 1
q2
∧ 1
q3
∧
q2
q1q3 , (A.16)
which yields (A.3), as desired. 
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 0
1
1
Figure 2: Whitney’s decomposition in the triangle.
We will use Whitney’s decomposition to the triangle {(x, y) ∈ [0, 1]2 : x < y} (see
Figure 2). First, we divide [0, 1]2 into four congruent squares, consider the square
with side-length 1/2 in the triangle region and decompose it into four dyadic squares
with side-length 1/4, then remove the left-upper three ones in the triangle region.
Secondly, considering the remaining region, we can find three squares with side-
length 1/4 in the triangle. We decompose each square into four dyadic squares in
the same way as in the first step. Repeating the procedure above to the end. So, we
have decomposed the triangle region into infinite squares with dyadic border. Let I
and J be the dyadic subintervals of [0, 1] in the horizontal and perpendicular axes,
respectively. We say that I ∼ J if they can consist the horizontal border and per-
pendicular border of a square described above, respectively. From the decomposition
above we see that
(i) |I| = |J | and dist(I, J) > |I| for I ∼ J .
(ii) The squares in {(x, y) ∈ [0, 1]2 : x < y} are pairwise disjoint.
(iii) For any dyadic subinterval J , there are at most two I with I ∼ J .
Proof of Proposition A.1. First, we show the result of (1). We have
Tref(t, x) :=
∫ t
−∞
K(t, t′)f(t′)dt′ =
∑
{I,J :I∼J}
χF−1(J)T (χF−1(I)f). (A.17)
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It follows that
‖Tref‖Lp1x1Lp2x2Lp3t (R3) 6
∞∑
j=1
∥∥∥∥∥∥
∑
{I,J :I∼J,|I|=2−j}
χF−1(J)T (χF−1(I)f)
∥∥∥∥∥∥
L
p1
x1
L
p2
x2
L
p3
t (R
3)
. (A.18)
For any p > 1, we easily see the following fact:∥∥∥∥∥∥
∑
{I,J :I∼J,|I|=2−j}
χF−1(J)T (χF−1(I)f)
∥∥∥∥∥∥
p
Lpt (R)
≤ 2
∑
J1:|J1|=2−j
∫
R
χF−1(J1)|T (χF−1(J1)f)|pdt. (A.19)
Hence, in view of (A.18) and (A.19) we have
‖Tref‖Lp1x1Lp2x2Lp3t (R3) 6
∞∑
j=1
∥∥∥∥∥∥∥
 ∑
{I:|I|=2−j}
‖T (χF−1(I)f)‖p3Lp3t (R)
1/p3
∥∥∥∥∥∥∥
L
p1
x1
L
p2
x2
(R2)
. (A.20)
If p ≤ q, by Minkowski’s inequality, we have∥∥∥∥∥∥
(∑
j
‖aj(x, y)‖pLpx
)1/p∥∥∥∥∥∥
Lqy
≤
(∑
j
‖aj(x, y)‖pLqyLpx
)1/p
; (A.21)
If p > q, in view of (a+ b)θ ≤ aθ + bθ for any 0 ≤ θ ≤ 1, a, b > 0, we have∥∥∥∥∥∥
(∑
j
‖aj(x, y)‖pLpx
)1/p∥∥∥∥∥∥
Lqy
≤
(∑
j
‖aj(x, y)‖qLqyLpx
)1/q
. (A.22)
We divide our discussion into the following three cases.
Case 1. p1, p2 > p3. By (A.20), using (A.21) twice, we have
‖Tref‖Lp1x1Lp2x2Lp3t (R3) 6
∞∑
j=1
 ∑
{I:|I|=2−j}
‖T (χF−1(I)f)‖p3Lp1x1Lp2x2Lp3t (R3)
1/p3 . (A.23)
Case 2. p1 ≤ p2 ≤ p3. By (A.20), using (A.22) twice, we have
‖Tref‖Lp1x1Lp2x2Lp3t (R3) 6
∞∑
j=1
 ∑
{I:|I|=2−j}
‖T (χF−1(I)f)‖p1Lp1x1Lp2x2Lp3t (R3)
1/p1 . (A.24)
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Case 3. p2 ≤ p1 ≤ p3. By (A.20) and (A.22), then applying (A.21), we have
‖Tref‖Lp1x1Lp2x2Lp3t (R3) 6
∞∑
j=1
 ∑
{I:|I|=2−j}
‖T (χF−1(I)f)‖p2Lp1x1Lp2x2Lp3t (R3)
1/p2 . (A.25)
Denote pmin = min(p1, p2, p3). It follows from (A.23)–(A.25) that
‖Tref‖Lp1x1L∞x2Lp2t .
∞∑
j=1
 ∑
{I:|I|=2−j}
|I|
pminq2
q1q3
∧
pmin
q3
∧
pmin
q2
∧
pmin
q1
 1pmin
.
∞∑
j=1
2
−j((
q2
q1q3
∧ 1
q3
∧ 1
q2
∧ 1
q1
)− 1
pmin
)
<∞. (A.26)
The proof of (4) is almost the same as that of (1) and we omit the details of the
proof.
Next, we prove (2). We have
‖Tref‖Lp1t Lp2x1Lp3x2 (R×R2) 6
∞∑
j=1
∥∥∥∥∥∥
∑
{I,J :I∼J,|I|=2−j}
χF−1(J)T (χF−1(I)f)
∥∥∥∥∥∥
L
p1
t L
p2
x1
L
p3
x2
(R3)
6 2
∞∑
j=1
∥∥∥∥∥∥
∑
{I:|I|=2−j}
χF−1(J)‖T (χF−1(I)f)‖Lp2x1Lp3x2(R2)
∥∥∥∥∥∥
L
p1
t (R)
.
Using the same way as in (A.19),
‖Tref‖Lp1t Lp2x1Lp3x2(R3) .
∞∑
j=1
 ∑
{I:|I|=2−j}
‖χF−1(I)f‖p1Lq1x1Lq2x2Lq3t (R3)
1/p1 ,
So, we can control ‖Tref‖Lp1t Lp2x1Lp3x2 (R3) by the right-hand side of (A.26) in the case
pmin = p1.
Finally, we prove (3). We define F1(t) as follows.
F1(t) :=
∫ t
−∞
‖f(s, x1, x2)‖q1Lq2x1Lq3x2ds. (A.27)
From the definition of F1(t), it is easy to see that∥∥∥χF−11 (I)(s)f(s)∥∥∥Lq1t Lq2x1Lq3x2 (R×R2) = |I|1/q1 . (A.28)
Hence, replacing (A.3) with (A.28), we can use the same way as in the proof of (1)
to get the result, as desired. 
We can generalized this result to n dimensional spaces:
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Lemma A.3 Let T be as in (A.1). We have the following results.
(1) If min(p1, p2, p3) > max(q1, q2, q3, q1q3/q2), then T : L
q1
x1
Lq2x2,...,xnL
q3
t (R
n+1) →
Lp1x1L
p2
x2,...,xnL
p3
t (R
n+1) is a well restriction operator.
(2) If p0 > (∨3i=1qi)∨(q1q3/q2), then T : Lq1x1Lq2x2,...,xnLq3t (Rn+1)→ Lp0t Lp1x1 ...Lpnxn(Rn+1)
is a well restriction operator.
(3) If q0 < min (p1, p2, p3), then T : L
q0
t L
q1
x1 ...L
qn
xn(R
n+1)→ Lp1x1Lp2x2,...,xnLp3t (Rn+1) is
a well restriction operator.
(4) Ifmin(p1, p2, p3) > max(q1, q2, q3, q1q3/q2), then T : L
q1
x2
Lq2x1,x3,...,xnL
q3
t (R
n+1)→
Lp1x1L
p2
x2,...,xn
Lp3t (R
n+1) is a well restriction operator.
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