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RESUMEN
“ELEMENTOS ALEATORIOS SOBRE ESPACIOS FUNCIONALES.”
El presente trabajo muestra el estudio de la teorı´a de probabilidades en espacios
funcionales en particular en un espacio de Hilbert separable L2, inspirando el
estudio de elementos aleatorios para el tratamiento de grandes volu´menes de da-
tos.
Por otro lado, se presentan resultados fundamentales en base al estudio teo´rico
del Ana´lisis de Datos Funcionales que surgen de la combinacio´n de la estadı´sti-
ca con el ana´lisis funcional, extendiendo definiciones cla´sicas de la esperanza,
varianza y covarianza a un contexto funcional, adicionalmente este trabajo ser-
vira´ como base teo´rica para explorar la teorı´a de probabilidades en espacios fun-
cionales.
DESCRIPTORES: ELEMENTOS ALEATORIOS / PROBABILIDADES EN ESPA-
CIOS FUNCIONALES / INTEGRAL DE PETTIS / ANA´LISIS DE DATOS FUN-
CIONALES / VARIABLE ALEATORIA FUNCIONAL / ESPERANZA FUNCIO-
NAL.
xiv
ABSTRACT
“RANDOM ELEMENTS ON FUNCTIONAL SPACES”
This work is about the study of the probabilities theory on functional spaces; in
particular, in Hilbert separable L2 space, inspiring the study of the random ele-
ments for the treatment of large data volumes.
On the other hand, fundamental results are presented based on a theoric study
of the Analysis of Functional Data, which are obtained from the statistic with the
functional analysis, issuing classical definitions of the expectation, variance and
covariance to a functional context. Furthermore, this work should be as a theore-
tical basis to explore the probabilities theory in functional spaces.
KEYWORDS: RANDOM ELEMENTS / PROBABILITIES IN FUNCTIONAL SPA-
CES / PETTIS INTEGRAL / ANALYSIS OF FUNCTIONAL DATA / FUNCTIO-
NAL RANDOM VARIABLE / FUNCTIONAL EXPECTATION.
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INTRODUCCIO´N
El estudio de la teorı´a de probabilidades en espacios funcionales es actualmente
importante en muchas a´reas de las ciencias aplicadas como la quı´mica, biome´tri-
ca, medicina, economı´a, etc., cuyos datos recolectados no se pueden representar
mediante esquemas cla´sicos como nu´meros o vectores nume´ricos, sino como una
representacio´n funcional de los mismos. Pero en muchas situaciones pra´cticas,
estos datos se registran sobre un perı´odo de tiempo o corresponden a ima´genes,
por tal razo´n conviene considerarlos como elementos aleatorios en un espacio
funcional, es decir, como una variable aleatoria en un espacio funcional. Estos
datos, por ejemplo son los resultados de un electrocardiograma o el estudio de la
variacio´n de la temperatura en una estacio´n metereolo´gica, en esta´s situaciones
es preferible que los datos sean representados a trave´s de una funcio´n antes que
una serie discretizada de datos, proporcionado ası´ aspectos funcionales como la
continuidad o diferenciabilidad.
En el presente trabajo se estudiara´ fundamentalmente la teorı´a que sera´n resulta-
do de la combinacio´n de la estadı´stica con el ana´lisis funcional sobre espacios de
Banach y de Hilbert, se definira´ formalmente el concepto de elemento aleatorio
(variable funcional) en particular en un espacio de Hilbert separable L2, desde el
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punto de vista de Ferraty y Vieu (2006) para el estudio del Ana´lisis de Datos Fun-
cionales, adema´s se extendera´n las definiciones cla´sicas de la esperanza, varianza
y covarianza a un contexto funcional.
En el Capı´tulo 1, se realiza la presentacio´n del problema, los objetivos de la in-
vestigacio´n y justificacio´n.
En el Capı´tulo 2, se hace una descripcio´n general de los conceptos ba´sicos, ne-
cesarios de los espacios funcionales donde se definira´n los elementos aleatorios,
adema´s se enuncian teoremas relacionados con la teorı´a aunque sin demostra-
cio´n.
En el Capı´tulo 3, se detallan conceptos y propiedades ba´sicas de los elementos
aleatorios en espacios me´tricos separables.
En el Capı´tulo 4, se trabaja la definicio´n del elemento aleatorio tanto en el senti-
do de´bil como en el sentido fuerte en un espacio de Banach separable, probando
principalmente un resultado importante que indica que un elemento aleatorio
es el mismos en ambos sentidos de la definicio´n siempre y cuando el espacio
funcional sea separable, adema´s se estudia´ la distribucio´n de probabilidad e in-
dependencia, el valor esperado y la varianza por medio de la integral de Pettis
para espacios normados y sus propiedades fundamentales, y la covarianza de
un elemento aleatorio en un espacio de Hilbert separable.
En el Capı´tulo 5, contiene un preliminar del Ana´lisis de Datos Funcionales ba-
sado en la teorı´a de los elementos aleatorios en un espacio funcional separable,
adema´s se describe de forma general la reconstruccio´n de la forma funcional de
las curvas muestrales a partir de sus observaciones discretas mediante represen-
taciones ba´sicas en las bases Trigonome´tricas o las bases B-Spline dependiendo de
la naturaleza de datos recolectados, tambie´n se menciona el me´todo de aproxima-
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cio´n de coeficientes ba´sicos a partir de observaciones discretas de las funciones
muestrales, como es el me´todo de aproximacio´n por mı´nimos cuadrados y por
u´ltimo se incluyen los estadı´sticos descriptivos del Ana´lisis Funcional de Datos.
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CAPI´TULO I
PRESENTACIO´N DEL PROBLEMA
1.1. Planteamiento del Problema
En general, la existencia de enormes volu´menes de datos, que surgen de situa-
ciones como la variacio´n de la temperatura, cotizaciones bursa´tiles, etc. que son
evaluadas en el tiempo continuo y han conducido a la existencia de problemas
teo´ricos y pra´cticos, los esquemas cla´sicos como nu´meros o vectores nume´ricos,
actualmente se esta´n tratando desde un te´rmino amplio, desde el ana´lisis de da-
tos funcionales, que se refiere al ana´lisis estadı´stico de los datos que consisten en
funciones aleatorias, donde cada funcio´n se considera como una muestra de un
proceso estoca´stico en un espacio funcional.
Desde la edicio´n de Ramsey y Silverman (1997) y de Ferraty y Vieu (2006), don-
de se muestran muchas ventajas del ana´lisis de datos funcionales las cuales son
cada vez populares en estas u´ltimas de´cadas, pero en estas dos ediciones no se
extienden ampliamente en cuestiones teo´ricas que son necesarias para definir la
variable funcional, la esperanza, varianza y covarianza funcional que surgen de
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la combinacio´n de la estadı´stica y el ana´lisis funcional sobre espacios de Banach
y de Hilbert, por lo que se tuvo que recurrir principalmente a trabajos de Juan
Lucas Bali (2008) y (2012), Matı´as Carrasco (2005), a las ediciones de W.J.Padgett
y R.L.Taylor (1973), Robert L. Taylor(1978) y N.N. Vakhania, V.I.Tarieladze y S.A.
Chobanya (1987), trabajos que permitira´n extender las definiciones cla´sicas de va-
riable aleatoria, resultados cla´sicos de la estadı´stica descriptiva al contexto fun-
cional.
1.2. Objetivos de la Investigacio´n
1.2.1. Objetivo General
Exponer los conceptos de variable aleatoria, esperanza, varianza y covarianza en
un espacio de Hilbert separable L2 para ser utilizado en un contexto funcional.
1.2.2. Objetivos Especı´ficos
 Describir las notaciones matema´ticas ba´sicas, definiciones y resultados que
son necesarios durante el presente trabajo.
 Detallar la definicio´n de elemento aleatorio en espacios me´tricos separables
para obtener resultados ba´sicos.
 Describir el elemento aleatorio en un espacio de Banach separable, el valor
esperado y la varianza de un elemento aleatorio por medio de la integral
de Pettis para espacios normados y la covarianza en un espacio de Hilbert
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separable.
 Formular las nociones de variable funcional, esperanza, varianza y cova-
rianza funcional desde un contexto de elementos aleatorios en un espacio
de Hilbert separable, recurriendo a las definiciones y resultados obtenidos
anteriormente.
1.3. Justificacio´n
En la actualidad se dispone de observaciones discretas, que proceden en la ma-
yorı´a de situaciones de observaciones de procesos estoca´sticos en tiempo conti-
nuo, de las cuales se reconstruye la forma funcional, a fin de mantener las propie-
dades de las variables continuas y perder menos informacio´n, aparece el ana´lisis
de datos funcionales, donde las hipo´tesis de partida son menos exigentes que las
te´cnicas cla´sicas del ana´lisis de series temporales, que imponen que el proceso sea
estacionario, las observaciones igualmente espaciadas, entre otras caracterı´sticas
que pueden surgir de las series temporales.
Las ediciones de Ramsey y Silverman (1997) y de Ferraty y Vieu (2006), encie-
rran resultados principales del Ana´lisis de Datos Funcionales, sin embargo, no se
encuentra una suficiente base matema´tica para definir la variable funcional, los
datos funcionales, el valor esperado, la varianza y la covarianza funcional.
Este trabajo proporcionara´n resultados fundamentales en base del estudio teo´ri-
co de los fundamentos del Ana´lisis de Datos Funcionales (ADF), adicionalmente
constituye una base teo´rica para los investigadores que empiecen a explorar la
teorı´a de probabilidades en espacios funcionales.
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CAPI´TULO II
FUNDAMENTOS MATEMA´TICOS
2.1. Algunas Herramientas Matema´ticas Ba´sicas
En esta seccio´n se indicara´n algunas definiciones, notaciones y resultados que se
utilizara´n con frecuencia para la demostracio´n de resultados del valor esperado
o esperanza de un elemento aleatorio en espacios normados separables.
Definicio´n 2.1. SeaX cuanquier espacio me´trico y sea τ la topologı´a definida por
la me´trica, definimos por B(X) o B cuando no hay confusio´n, a la ma´s pequen˜a
σ − a´lgebra de subconjuntos de X el cual contiene τ .
B(X) es llamado la σ − campo de Borel de X y los elementos de B(X) se llaman
conjuntos de Borel. B(X) satisface las siguientes condiciones de σ − a´lgebra:
1. X ∈ B(X),∅ ∈ B(X).
2. A ∈ B(X) implica que A′ ∈ B(X) donde A′ es el complemento de A.
3. A1, A2, ...,∈ B(X) implica que
∞⋃
i=1
Ai ∈ B(X) y
∞⋂
i=1
Ai ∈ B(X).
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Puesto que cada conjunto cerrado es el complemento de un conjunto abierto y
viceversa, B(X) es tambie´n la ma´s pequen˜a σ − a´lgebra de subconjuntos de X el
cual contiene todos los subconjuntos cerrados de X . [15, pa´g.1]
Definicio´n 2.2. Sea d una me´trica en X . Para cualquier conjunto A ⊆ X y x ∈ X
se define la distancia del conjunto A hacia el punto x la cual se nota d(x,A) como:
d(x,A) = ı´nf
y∈A
d(x, y). (2.1)
Teorema 2.1. La funcio´n d(x,A) satisface la desigualdad
|d(x,A)− d(y, A)| 6 d(x, y) (2.2)
En particular, d(x,A) es uniformente continua.[15, pa´g.2]
Funciones Medibles
En lo que sigue se tendra´ un espacio medible (X,B(X)). [5]
Definicio´n 2.3. Una funcio´n f : X −→ R se dice que es B(X)−medible o simple-
mente medible si para todo nu´mero real α el conjunto
{x ∈ X : f(x) > α} ∈ B(X). (2.3)
Lema 2.1. Las siguientes afirmaciones son equivalentes para una funcio´n
f : X −→ R
1. Para todo α ∈ R, el conjunto Aα = {x ∈ X : f(x) > α} ∈ B(X).
2. Para todo α ∈ R, el conjunto Bα = {x ∈ X : f(x) ≤ α} ∈ B(X).
3. Para todo α ∈ R, el conjunto Cα = {x ∈ X : f(x) ≥ α} ∈ B(X).
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4. Para todo α ∈ R, el conjunto Dα = {x ∈ X : f(x) < α} ∈ B(X).
Observacio´n 2.1. 1. Cualquier funcio´n constante es medible. Si f(x) = c para
todo x ∈ X si α ≥ c, entonces
{x ∈ X : f(x) > α} = ∅, (2.4)
mientras que si α < c, entonces
{x ∈ X : f(x) > α} = X. (2.5)
2. Si E ∈ B(X), entonces la funcio´n caracterı´stica χE , definida por
χE = 1, x ∈ E
= 0, x /∈ E,
es medible.
3. Si X es el conjunto de los nu´meros reales R y B(X) es el a´lgebra de Borel
B, entonces cualquier funcio´n continua f : R −→ R es Borel medible (que
es B- medible). En efecto, si f es continua, entonces {x ∈ R : f(x) > α}
es un conjunto abierto en R y por lo tanto es la unio´n de una sucesio´n de
intervalos abiertos, pertenecen a B.
Definicio´n 2.4. Una funcio´n de valor real extendido en X es B(X) −medible en
caso de que el conjunto {x ∈ X : f(x) > α} pertenece a B(X) para cada nu´mero
real α.
La coleccio´n de todas las funciones B(X) −medible de valores reales extendidos
en X son denotados por M(X,B(X)), por lo tanto si f ∈M(X,B(X)) entonces
{x ∈ X : f(x) = +∞} =
∞⋂
n=1
{x ∈ X : f(x) > n}, (2.6)
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{x ∈ X : f(x) = −∞} = (
∞⋃
n=1
{x ∈ X : f(x) > −n})c (2.7)
ası´ ambos conjuntos pertenecen a B(X).
Lema 2.2. Sea (fn) una sucesio´n en M(X,B(X)) y definimos las funciones
f(x) = inffn(x), F (x) = supfn(x), (2.8)
f ∗(x) = l´ım inf fn(x), F ∗ = l´ım sup fn(x) (2.9)
entonces f, F, f ∗ y F ∗ pertenecen a M(X,B(X)).
Corolario 2.1. Si (fn) es una sucesio´n en M(X,B(X)) el cua´l converge a f , enton-
ces f ∈M(X,B(X)).
Lema 2.3. Si f es una funcio´n no negativa en M(X,B(X)), entonces existe una
sucesio´n (ϕn) en M(X,B(X)) tal que
1. 0 ≤ ϕn(x) ≤ ϕn+1(x) para x ∈ X , n ∈ N.
2. f(x) = l´ımϕn(x) para cada x ∈ X.
3. Cada ϕn tiene solo un nu´mero finito de valores reales.
Medida
Definicio´n 2.5. Una medida, en un espacio medible (X,B(X)) es una funcio´n no
negativa definida sobre la σ a´lgebra B(X) de subconjuntos de X tal que
µ : B(X) −→ [0,+∞] (2.10)
que satisface
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1. µ(∅) = 0.
2. µ(A) ≥ 0 para todo A ∈ X.
3. Es numerablemente aditiva , es decir que dados A1, A2, ..., An, ... ∈ B(X)
disjuntos , es decir tales que Ai ∩ Aj = ∅ para i 6= j entonces
µ(
∞⋃
n=1
An) =
∞∑
n=1
µ(An) (2.11)
Llamaremos probabilidad a toda medida que verifica µ(X) = 1.
Definicio´n 2.6. Llamaremos espacio de medida a toda la terna (X,B(X), µ), don-
de µ es una medida sobre la σ− a´lgebra B(X) de X .
Integracio´n
Se denota como la coleccio´n de todas las funciones medibles de X en R por
M = M(X,B(X))
y como la coleccio´n de todas las funciones medibles no negativas se denota como
M+ = M+(X,B(X)), por lo que en adelante se definira´ la integral de cualquier
funcio´n en M+ con respecto a la medida µ.
Definicio´n 2.7. Una funcio´n es simple si so´lo tiene un nu´mero finito de valores.
Una funcio´n medible simple ϕ puede ser representada en la forma
ϕ =
n∑
j=1
ajχAj (2.12)
donde aj ∈ R y χAj son funciones caracterı´sticas de un conjunto Aj en B(X).
Definicio´n 2.8. Si ϕ es una funcio´n simple en M+(X,B(X)) con la representacio´n
esta´ndar (2.12) se define la integral de ϕ con respecto a µ como el valor de [0,∞].∫
ϕdµ =
n∑
j=1
ajµ(Aj) (2.13)
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Definicio´n 2.9. Si f ∈ M+(X,B(X)) definimos la integral de f con respecto a µ
en X , de la forma ∫
fdµ = sup
∫
ϕdµ (2.14)
donde el supremo es extendido sobre todas las funciones simplesϕ enM+(X,B(X))
que satisface 0 ≤ ϕ(x) ≤ f(x) para todo x ∈ X . Si f pertenece a M+(X,B(X))
y A ∈ B(X), entonces fχA pertenece a M+(X,B(X)) y se define la integral de f
sobre A con respecto a µ como un nu´mero real extendido.∫
A
fdµ =
∫
fχAdµ (2.15)
Corolario 2.2. Sea (gn) una sucesio´n en M+(X,B(X)) y A ∈ B(X), entonces∫
(
∞∑
j=1
gn)dµ =
∞∑
j=1
(
∫
gndµ) (2.16)
Funciones Integrables
Definicio´n 2.10. La coleccio´n L = L(X,B(X), µ)de funciones integrables, consta
de todas las funciones medibles f definidas en X , tal que ambas partes de f la
parte positiva y negativa f+ y f−tienen integrales finitas con respecto a µ tal que∫
fdµ =
∫
f+dµ−
∫
f−dµ (2.17)
si A ∈ B(X), definimos ∫
A
fdµ =
∫
A
f+dµ−
∫
A
f−dµ (2.18)
Teorema 2.2. Sean X e Y espacios me´tricos y f una funcio´n de X en Y . Si f es
continua, entonces f es medible.
Teorema 2.3. Sea X un espacio me´trico y Y ⊆ X . Entonces
B(Y ) = {E ∩ Y : E ∈ B(X)}. (2.19)
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En particular, si Y es en sı´ mismo un conjunto de Borel en X (i.e., Y ∈ B(X)),
B(Y ) es precisamente la clase de todos los subconjuntos de Y , que son conjuntos
de Borel en X .
Definicio´n 2.11. Sean (X1,B(X1)), ..., (Xn,B(Xn)) espacios medibles.
Diremos que una σ−a´lgebraB(X) en el productoX = X1×...×Xn es la σ−a´lgebra
producto si se verifican las condiciones:
1. Las proyecciones
∏
i : X −→ Xi son medibles.
2. Dado otro espacio medible (X ′ ,B(X ′)), una aplicacio´n
F : X
′ −→ X,
es medible si y so´lo si sus componentes Fi =
∏
i ◦F son medibles.
Veremos que B(X) existe y es u´nica y la denotaremos B(X1)) ⊗ ... ⊗ B(Xn)) y
llamaremos espacio medible producto a la pareja
(X,B(X)) = (X1 × ...Xn,B(X1))⊗ ...⊗ B(Xn))). (2.20)
Definicio´n 2.12. Sean (X1,B(X1)), ..., (Xn,B(Xn)) espacios medibles. Llamaremos
producto de medibles a todo subconjunto
A1 × ...× An ⊂ X1 × ...×Xn (2.21)
con los Ai ∈ B(Xi)).
Teorema 2.4. Sea X1, X2, ... espacios me´tricos separables , y X su producto car-
tesiano. Entonces el espacio de Borel (X,B(X)) es el producto cartesiano de los
espacios de Borel (Xn,B(Xn)), n = 1, 2, ....
Teorema 2.5. Sea X1, X2 dos espacios me´tricos separables y sea ϕ una funcio´n
medible de X1 en X2. Si E = {(x1, ϕ(x1)) : x1 ∈ X1}, entonces E es un conjunto
de Borel en X1 ×X2.
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2.2. Base Teo´rica
2.2.1. Espacios de Banach
Definicio´n 2.13. Sea X un espacio vectorial sobre R.
Una norma en X es toda funcio´n N de X en R+ que verifica las propiedades:
1. N(x) = 0⇐⇒ x = 0.
2. N(λx) = |λ|N(x), ∀x ∈ X.
3. N(x+ y) ≤ N(x) +N(y), ∀x, y ∈ X Desigualdad Triangular.
4. |N(x)−N(y)| ≤ N(x− y), ∀x, y ∈ X.
El nu´mero real no negativo N(x), ∀x ∈ X , se llama la norma de x, notado de la
siguiente manera ‖x‖. El par (X,N) se llama espacio normado.
Todo espacio normado es un espacio me´trico, por lo que la aplicacio´n
d : X ×X → [0,+∞[
dada por d(x, y) = ‖x− y‖ es una distancia o me´trica sobre X . [7]
Definicio´n 2.14. Sea I ⊂ N, I 6= ∅ y (X, ‖.‖) un espacio normado. Toda funcio´n
u de I en X se llama sucesio´n en X . A u(n) con n ∈ I lo notaremos un y lo
denominaremos te´rmino general de la sucesio´n. A la sucesio´n lo notaremos con
(un).
Definicio´n 2.15. Sea (un) una sucesio´n en (X, ‖.‖), diremos que (un) es conver-
gente enX si existe u tal que l´ım
n→∞
un = u, esto es, u verifica la condicio´n siguiente:
∀ε > 0,∃n0 ∈ Z+ tal que ∀n ≥ n0 ⇒ ‖un − u‖ < ε. (2.22)
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Definicio´n 2.16. Una sucesio´n (un) en (X, ‖.‖) se dice sucesio´n de Cauchy si ve-
rifica la siguiente condicio´n:
∀ε > 0,∃ n0 ∈ Z+ tal ∀m,n ≥ n0 =⇒ ‖um − un‖ < ε (2.23)
Teorema 2.6. Toda sucesio´n convergente un en (X, ‖.‖) es una sucesio´n de Cauchy.
Definicio´n 2.17. Un espacio de Banach es un espacio normado en el que toda
sucesio´n de Cauchy es convergente.
Observacio´n 2.2. Recordemos que en un espacio normado se tiene una topologı´a
inducida por la norma que es la topologı´a del espacio normado. A continuacio´n
se asume que X e Y son conjuntos provistos de la topologı´a τX y τY respectiva-
mente.
Definicio´n 2.18. SeanX e Y dos espacios normados provistos de las normas ‖.‖X
y ‖.‖Y y f : X −→ Y una aplicacio´n. Diremos que f es continua si la imagen
inversa f−1(B) de cada abierto B de Y es un abierto de X .
Definicio´n 2.19. Sean X e Y dos espacios topolo´gicos y f : X −→ Y una aplica-
cio´n. Diremos que f es continua en el punto x0 ∈ X si para cada entorno B de
f(x0), existe A entorno de x0 tal que f(A) ⊂ B.
Para la continuidad de una aplicacio´n lineal entre dos espacios normados X e Y
se tiene el siguiente teorema:
Teorema 2.7. Sean X e Y espacios normados y T : X → Y una aplicacio´n lineal.
Las cuatro condiciones siguientes son equivalentes:
i) T es continua.
ii) T es continua en el 0.
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iii) T es acotada en el conjunto A = {x ∈ X : ‖x‖X ≤ 1}.
iv) ∃M > 0 tal que ‖T (x)‖Y ≤M‖x‖X .
Observacio´n 2.3. Notamos con L(X, Y ) el espacio de todas las aplicaciones linea-
les continuas de X en Y . Sea T ∈ L(X, Y ), por el Teorema 2.7, ∃M > 0 tal que
∀x ∈ X , ‖T (x)‖Y ≤M‖x‖X .
Sea x ∈ X , x 6= 0 entonces ‖T (x)‖Y‖x‖X ≤M .
El conjunto
{
M ∈ R+ : ‖T (x)‖Y‖x‖X ≤M
}
es acotado inferiormente esto es,
∃M ∈ R+ tal que
M = Inf
{
M ∈ R+ : ‖T (x)‖Y‖x‖X ≤M
}
. (2.24)
Definimos
‖T‖L(X,Y ) = Inf
{
M ∈ R+ : ‖T (x)‖Y‖x‖X ≤M
}
= Sup‖x‖X≤1‖T (x)‖Y . (2.25)
Entonces ‖.‖L(X,Y ) es una norma sobre L(X, Y ). Si Y es un espacio de Banach,
L(X, Y ) tambie´n lo es.
Definicio´n 2.20. Si X es un espacio normado, se denota por X∗ = L(X,K) y se le
llama espacio dual o dual topolo´gico de X . Los elementos f ∈ X∗ se les llaman
formas lineales o funcionales lineales y continuos sobreX , adema´sX∗ es siempre
un espacio de Banach con la norma
‖f‖ = sup{|f(x)| : ‖x‖ ≤ 1}. (2.26)
El Teorema de Hahn-Banach
Se X un espacio vectorial, M es un subespacio vectorial de X y f : M → R es
una aplicacio´n lineal, siempre existe la posibilidad de obtener una prolongacio´n
lineal g de f a X .[8]
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Definicio´n 2.21. Sea X un espacio vectorial real, p una funcional definida en X .
Se dice que p es sublineal si cumple con las propiedades:
1. Subaditiva: p(x+ y) ≤ p(x) + p(y), ∀x, y ∈ X .
2. Homoge´nea positiva: p(αx) = α(p(x)), ∀x ∈ X, α ∈ R α > 0.
Definicio´n 2.22. Sea X un espacio vectorial real, p un funcional no negativo. Se
dice que p es una seminorma si cumple con las propiedades:
1. Subaditiva: p(x+ y) ≤ p(x) + p(y), ∀x, y ∈ X.
2. Homoge´nea: p(αx) = |α|(p(x)),∀x ∈ X,α ∈ R α > 0.
Cada seminorma es sublineal. Y la norma es espacio normado X es un funcional
lineal.
Teorema 2.8. Teorema de Hahn-Banach (Extensio´n de funcionales lineales). SeaX
un espacio vectorial real, p un funcional subaditivo y homoge´nea positiva en X ,
M un subespacio de X , f una funcional lineal definida en M tal que f(x) ≤ p(x)
para todo x ∈ X .
Entonces existe un funcional lineal g definida en X tal que g|M = f y g(x) ≤ p(x)
para todo x ∈ X .
Consecuencias del Teorema de Hahn-Banach
Como se definio´ anteriormente se tiene que el dual de un espacio normado X se
define como el espacio X∗ = L(X,K) de las formas lineales y continuas de X en
el cuerpo K, una propiedad importante es que el dual es siempre un espacio de
Banach. La primera consecuencia que se tiene del Teorema de Hahn-Banach es la
posibilidad de extender las formas lineales y continuas manteniendo la norma.
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Teorema 2.9. Teorema de Hahn-Banach (Espacios Normados). Sea f un funcional
lineal acotado en un subespacio M de un espacio normado X . Entonces existe un
funcional lineal acotado g enX que es una extensio´n de f paraX y tiene la misma
norma,
‖g‖X = ‖f‖M (2.27)
donde
‖g‖X = sup
x∈X
‖x‖=1
|g(x)|, ‖f‖M = sup
x∈M
‖x‖=1
|f(x)| (2.28)
Una segunda consecuencia del Teorema de Hahn-Banach, que se enuncia a con-
tinuacio´n, caracteriza la clausura de un subespacio vectorial en te´rminos de las
funcionales que se anulen sobre e´l.
Teorema 2.10. Sea M un subespacio vectorial de un espacio normado X . Supon-
gamos que x0 ∈ X . Entonces x0 ∈ M si y so´lo si cada funcional f ∈ X∗ tal que
f|M = 0 se anula en x0.
Ahora una tercera consecuencia, de co´mo es posible encontrar una funcional li-
neal y continua cuyo taman˜o esta determinado por su valor en un punto.
Corolario 2.3. (Funcionales lineales acotados). Sea X un espacio normado y sea
x0 6= 0 cualquier elemento de X . Entonces existe un funcional lineal acotado g en
X tal que:
‖g‖ = 1, g(x0) = ‖x0‖ (2.29)
2.2.2. Espacios Lp
Sea (X,B(X), µ) un espacio de medida. Si f ∈ L(X,B(X), µ), se define como:
Nµ(f) =
∫
|f |dµ =
∫
f+dµ+
∫
f−dµ (2.30)
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donde Nµ es una seminorma (2.22) sobre el espacio L(X,B(X), µ).[5]
Lema 2.4. El espacio L(X,B(X), µ) es un espacio lineal bajo las operaciones defi-
nidas por
(f + g)(x) = f(x) + g(x), (αf)(x) = αf(x), x ∈ X. (2.31)
Adema´s Nµ es una seminorma sobre L(X,B(X), µ). Ma´s au´n, Nµ(f) = 0 si y so´lo
si f(x) = 0 para µ− c.t.p para todo x ∈ X .
Definicio´n 2.23. Dos funciones en L = L(X,B(X), µ) se dicen que son µ- equiva-
lentes si son iguales µ c.t.p. La clase de equivalencia determinado por f en L se
nota por [f ] a este conjunto se lo define por {f ∈ L : f es µ− equivalente}. El es-
pacio de Lebesgue L1 = L1(X,B(X), µ) consta de todas las clases µ− equivalentes
en L. Si [f ] ∈ L1 su norma se define por
‖[f ]‖1 =
∫
|f |dµ. (2.32)
Definicio´n 2.24. El espacio de Lebesgue L1(X,B(X), µ) es un espacio lineal nor-
mado.
Definicio´n 2.25. Sea 1 ≤ p <∞, el espacio Lp se define por
Lp = Lp(X,B(X), µ) =
{
[f ] : f : X −→ R, f medible tal que
∫
|f |dµ < +∞
}
.
(2.33)
Si p = 1 esto es equivalente a decir que que f ∈ L.
Definicio´n 2.26. Y si Lp es completa bajo la norma ‖f‖p = {
∫ |f |p}1/p es un espacio
de Banach.
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2.2.3. Espacios de Hilbert
Definicio´n 2.27. Sea X un espacio vectorial sobre R. Un producto escalar en X
es una funcio´n de X x X en R que a cada (x, y) ∈ X x X le asocia el nu´mero real
〈x, y〉 llamado producto escalar de x con y y que verifica las propiedades:
1. 〈x, y〉 = 〈y, x〉, ∀x, y ∈ X .
2. 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉 ∀x, y, z ∈ X .
3. 〈λx, y〉 = λ〈x, y〉, ∀λ ∈ R, ∀x, y ∈ X .
4. 〈x, x〉 > 0 si x 6= 0 y 〈x, x〉 = 0⇐⇒ x = 0.
Un espacio prehilbertiano es un espacio vectorial en el que se tiene definido un
producto escalar.[7]
Definicio´n 2.28. Una norma en un espacio con producto interno satisface la igual-
dad paralelogramo.
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2) (2.34)
Teorema 2.11. Sea X un espacio prehilbertiano, se verfica lo siguiente:
1. Desigualdad de Cauchy-Schwarz
|〈x|y〉|2 ≤ 〈x|x〉〈y|y〉 ∀x, y ∈ X. (2.35)
2. Desigualdad de Minkowski
〈x+ y|x+ y〉1/2 ≤ 〈x|x〉1/2 + 〈y|y〉1/2 ∀x, y ∈ X. (2.36)
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Un producto interno sobre X define una norma sobre X dada por ‖x‖= √〈x, x〉
una me´trica sobre X esta dada por
d(x, y) = ‖x− y‖ =
√
〈x− y, x− y〉. (2.37)
Definicio´n 2.29. Un espacio de Hilbert X es un espacio normado inducido por el
producto escalar que es espacio de Banach. Esto es, toda sucesio´n de Cauchy en
X con respecto a la norma inducida por el producto escalar es convergente en X .
Definicio´n 2.30. (Identidad de polarizacio´n) Sea X un espacio real con producto
interno, se verfica:
〈x, y〉 = 1
4
(‖x+ y‖2 − ‖x− y‖2). (2.38)
Definicio´n 2.31. (Ortogonalidad) Se dice que dos vectores x e y de un espacio de
Hilbert H son ortogonales y se lo nota por x ⊥ y si y solo si 〈x|y〉 = 0. Dado un
subonjunto no vacı´o M de H , se denomina complemento ortogonal de M en H
al conjunto definido por
M⊥ = {y ∈ H|〈y|x〉 = 0,∀x ∈M} (2.39)
adema´s se tiene que si x e y son ortogonales, entonces
‖x+ y‖2 = ‖x‖2 + ‖y‖2 (Teorema de P ita´goras). (2.40)
Teorema 2.12. Sea M un subconjunto no vacı´o de un espacio de Hilbert H .
1. M⊥ es un subespacio cerrado de H .
2. M ⊂M⊥⊥ := (M⊥)⊥.
3. M ∩M⊥ ⊂ {0} y si M es un subespacio, entonces M ∩M⊥ = {0}.
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Teorema 2.13. Todo sistema ortogonal E en H con 0 /∈ E, es un conjunto lineal-
mente independiente.
Definicio´n 2.32. Sea E 6= ∅ un sistema ortogonal en H . El nu´mero
〈x, z〉, x ∈ H, z ∈ E,
se llama el coeficiente de Fourier de x en relacio´n a z.
Definicio´n 2.33. Todo espacio de Hilbert separable H posee una base ortonormal
numerable, de hecho todo conjunto ortonormal en H esta´ contenido en una base
ortonormal de H .
Debido a la importancia que tienen los espacios de Lebesgue en especial el espa-
cio L2 en el estudio de los datos funcionales, se referencia a algunas definiciones
relativas a los espacios L2.
2.2.4. Espacios L2
Un espacio funcional adema´s de ser normado, es euclideo se obtiene consideran-
do el conjunto de funciones cuadrado integrable.
Definicio´n 2.34. Una funcio´n f se llama funcio´n cuadrado integrable en X cuan-
do la integral ∫
X
f 2dµ
existe y es finita. El conjunto de todas las funciones de cuadrado integrable en X
se designa por L2(X) o L2.[2]
Las propiedades fundamentales de las funciones de cuadrado integrable.
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1. El producto de dos funciones cuadrado integrable es una funcio´n integra-
ble.
2. La suma de dos funciones de L2 es tambie´n L2.
3. Si f ∈ L2 y α un nu´mero arbitrario, entonces αf ∈ L2. En efecto si f ∈ L2
se tiene ∫
X
[αf(x)]2dµ = α2
∫
X
f 2(x)dµ <∞.
Como el conjunto L2 de funciones de cuadrado integrable es un espacio lineal se
define el producto escalar como
〈f, g〉 =
∫
X
f(x)g(x)dµ
donde las propiedades son las siguientes:
1. 〈f, g〉 = 〈g, f〉
2. 〈f1 + f2, g〉 = 〈f1, g〉+ 〈f2, g〉
3. 〈αf, g〉 = α〈f, g〉
4. 〈f, f〉 > 0 cuando f 6= 0
En L2 al igual que en cualquier espacio euclı´deo, tiene lugar la desigualdad de
Cauchy- Buniakovski, que toma en este caso la forma(∫
X
f(x)g(x)dµ
)2
≤
∫
X
f 2(x)dµ
∫
X
g2(x)dµ,
y la desigualdad triangular, que toma la forma(∫
X
[f(x) + g(x)]2dµ
)1/2
≤
(∫
X
f 2(x)dµ
)1/2
+
(∫
X
g2(x)dµ
)1/2
23
La norma en L2 se define por la fo´rmula
‖f‖L2(X)=
(∫
X
f 2(x)dµ
)1/2
y la distancia entre los elementos f y g, por la fo´rmula
ρ(f, g) =
(∫
X
[f(x)− g(x)]2dµ
)1/2
la magnitud ∫
X
[f(x)− g(x)]2dµ = ‖f − g‖2L2(X)
se llama tambie´n desviacio´n cuadra´tica entre las funciones f y g.
Teorema 2.14. El espacio L2(X) es completo.
Conjuntos siempre densos en L2
El espacio L2 de funciones de cuadrado integrable es un espacio euclı´deo comple-
to, es importante conocer cua´ndo el espacio L2 contiene un conjunto numerable
siempre denso.
Toda funcio´n de L2 puede ser aproximada con precisio´n necesaria mediante fun-
ciones cada una de las cuales es igual a 0 fuera de un conjunto de medida finita
µ(X) < ∞. A continuacio´n un teorema que muestra que en el conjunto de fun-
ciones de este tipo se puede escoger un conjunto numerable simpre denso.
Teorema 2.15. Si la medida µ tiene base numerable existe en L2(X) un conjunto
numerable de funciones siempre denso
f1, f2, ..., fn
Luego si la medida µ tiene base numerable, el espacio L2 es un espacio euclı´deo
completo provisto de un conjunto numerable siempre denso, es decir dejando de
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lado el caso de que L2 es de medida finita, se obtiene el resultado siguiente: Si la
medida µ es de base numerable, el espacio L2 es de Hilbert.
Sistemas Ortogonales de funciones en L2
Se tiene que en el espacioL2 existen sistemas completos ortogonales, en particular
ortogonales y normales de funciones. Estos sistemas pueden ser obtenidos, por
ejemplo aplicando el proceso de ortogonalizacio´n a uno u otro sistema completo.
Si enL2 se ha escogido un sistema {ϕn} completo ortogonal, todo elemento f ∈ L2
puede ser representado como la suma de la serie
f =
∞∑
n=1
cnϕn
esto es, como la suma de la serie de Fourier de la funcio´n f respecto al sistema
ortogonal {ϕn}, adema´s los coeficientes cn, es decir, los coeficientes de Fourier
de la funcio´n f respecto al sistema {ϕn}, se definen mediante las fo´rmulas
cn =
1
‖ϕn‖2
∫
X
f(x)ϕn(x)dµ
(
‖ϕn‖2=
∫
X
ϕ2ndµ
)
.
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CAPI´TULO III
ELEMENTOS ALEATORIOS EN ESPACIOS
ME´TRICOS SEPARABLES
3.1. Definicio´n de Elemento Aleatorio
Sea (Ω,A, P ) un espacio de probabilidad. Un elemento aleatorio V sera´ definida
como una funcio´n medible de (Ω,A, P ) en X .
Definicio´n 3.1. (Elemento Aleatorio) Sea V : Ω → X una funcio´n, se dice un
elemento aleatorio en un espacio me´trico X , si
V −1(B) = {w ∈ Ω : V (w) ∈ B} ∈ A (3.1)
para todo subconjunto B ∈ B(X). [9]
Observacio´n 3.1. Si X = R con la me´trica usual, el elemento aleatorio se conoce
como variable aleatoria.
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3.2. Propiedades ba´sicas de los elementos aleatorios
En esta´ seccio´n se dan algunas propiedades de los elementos aleatorios en espa-
cios me´tricos arbitrarios, estas propiedades son generalizaciones de las variables
aleatorias.[9]
Lema 3.1. Si V es un elemento aleatorio en X y T : X → X1 una funcio´n Borel
medible de X en el espacio me´trico X1, entonces T (V ) = T ◦ V es un elemento
aleatorio en X1.
Demostracio´n. Para demostrar que T (V ) o´ que T ◦ V es un elemento aleatorio
en X1, tenemos que sea B ∈ B(X1), y como T es una funcio´n Borel medible,
T−1(B) ∈ B(X), ası´ que
(T ◦ V )−1(B) = V −1(T−1(B)) ∈ A, (3.2)
puesto que V es un elemento aleatorio.
Teorema 3.1. Sea {En}n≥1 una sucesio´n disjunta de conjuntos dos a dos en A tal
que
∞⋃
n=1
En = Ω. (3.3)
Si {xn} es una sucesio´n de elementos en X y una funcio´n V : Ω −→ X tal que
V (w) = xn, cuando w ∈ En, entonces V es un elemento aleatorio en X .
Demostracio´n. Se debe probar que V (w) = xn una funcio´n, con w ∈ En, es un ele-
mento aleatorio enX , para esto seaB ∈ B(X) y {xnj} es el conjunto de elementos
de {xn} los cuales esta´n en B, entonces V −1(B) =
⋃
j
Enj ∈ A.
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Teorema 3.2. Sea {Vn}n≥1 una sucesio´n de elementos aleatorios en X tal que
Vn(w)→ V (w) para cada w ∈ Ω. Entonces V es un elemento aleatorio en X.
Demostracio´n. Se debe probar que V es un elemento aleatorio en X , dado que
podemos generar B(X) con los conjuntos cerrados, bastara´ probar que
V −1(C) ∈ A,
∀C ⊆ X cerrado, entonces para C cerrado en X definimos que para cada k ∈ N,
el conjunto
Ck =
{
x ∈ X : d(x,C) < 1
k
}
(3.4)
y demostremos que V −1(C) =
∞⋂
k=1
∞⋃
m=1
⋂
n≥m
V −1n (Ck), para esto
I) PD: V −1(C) ⊂
∞⋂
k=1
∞⋃
m=1
⋂
n≥m
V −1n (Ck).
Sea w ∈ V −1(C) queremos probar que ∀k ∈ N,
∃m ∈ N, ∀n ≥ m, Vn(w) ∈ Ck, dado k ∈ N fijo pero arbitrario como
Vn(w) −−−→
n→∞
V (w), ∃m ∈ N tal que
d(Vn(w), V (w)) <
1
k
, ∀n ≥ m,
dado que V (w) ∈ C y
d(Vn(w), C) = ı´nf
x∈C
d(Vn(w), x),
implica que
d(Vn(w), C) <
1
k
,
∀n ≥ m es decir que Vn(w) ∈ Ck, ∀n ≥ m, por tantow ∈
∞⋂
k=1
∞⋃
m=1
⋂
n≥m
V −1n (Ck).
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II) PD:
∞⋂
k=1
∞⋃
m=1
⋂
n≥m
V −1n (Ck) ⊂ V −1(C)
Sea w ∈
∞⋂
k=1
∞⋃
m=1
⋂
n≥m
V −1n (Ck), entonces dado k ≥ 1, existe m ≥ 1, ∀n ≥ m,
d(Vn(w), C) <
1
k
, por la definicio´n de distancia entre conjuntos ∃xn ∈ C tal
que d(Vn(w), xn) <
1
k
∀n ≥ m.
Dado
Vn(w) −−−→
n→∞
V (w),
para k > 0, ∃n0 ∈ N tal que d(Vn(w), V (w)) < 1
k
, ∀n ≥ n0, tomando
n ≥ ma´x{m,n0},
d(xn, V (w)) ≤ d(xn, Vn(w)) + d(Vn(w), V (w)) < 2
k
−−−→
k→∞
0 (3.5)
por lo tanto d(V (w), C) = 0, entonces V (w) ∈ C y como C es cerrado, se tiene
que C = C por tanto V (w) ∈ C.
Entonces por I) y II) se concluye que V −1(C) =
∞⋂
k=1
∞⋃
m=1
⋂
n≥m
V −1n (Ck), luego
V −1(C) es un conjunto medible de A.
Lema 3.2. Sea X un espacio me´trico separable. Entonces dado λ > 0 arbitrario,
existe una funcio´n T : X → X Borel medible, tal que T toma un conjunto nume-
rable de valores y d(T (x), x) < λ para todo x ∈ X.
Demostracio´n. Como X es un espacio me´trico separable, existe un subconjunto
{xn} denso numerable. Consideremos los conjuntos E1 = B(x1, λ) y
En = B(xn, λ)−
n−1⋃
i=1
B(xi, λ)
para n ≥ 1, entonces los conjuntos {En}n≥1 son disjuntos dos a dos y denso en
X . Definamos T : X → X como T (x) = xn si x ∈ En.
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T es Borel medible, sea B ∈ B(X), luego existira´n {xnk}k≥1 elementos del con-
junto denso que esta´n en B entonces,
T−1(B) =
⋃
k≥1
Enk ∈ B(X) (3.6)
donde Enk = T
−1({xnk}) es un boreliano de X . Adema´s dado x ∈ X , x ∈ En
para algu´n n, por lo que T (x) = xn y d(T (x), x) = d(xn, x) < λ.
Definicio´n 3.2. Un elemento aleatorio V : Ω −→ X se dice que es discreto si toma
so´lo un nu´mero finito o infinito numerable de valores distintos en X .
Lema 3.3. Para un espacio me´trico separable (X, d), d(U, V ) es una variable alea-
toria siempre que U y V sean elementos aleatorios en X .
Demostracio´n. Como X es un espacio separable tenemos que
B(X ×X) = B(X)×B(X),
ahora como U , V son medibles por ser elementos aleatorios tenemos que la fun-
cio´n ϕ : Ω → X × X definida como ϕ(w) = (U(w), V (w)) es medible, adema´s
como la funcio´n distancia es continua tenemos que es Borel medible ası´
d ◦ ϕ : Ω→ R
es Borel medible es decir es variable aleatoria.
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CAPI´TULO IV
ELEMENTOS ALEATORIOS EN ESPACIOS
NORMADOS
4.1. Elemento aleatorio
En la siguiente definicio´n trata la extensio´n de la variable aleatoria para un es-
pacio de de Banach y como caso particular se considerara´ mas adelante en un
espacio de Hilbert separable L2.
Definicio´n 4.1. Sea (Ω,A, P ) un espacio de probabilidad y sea X un espacio de
Banach con su σ− a´lgebra de Borel B(X) yX∗ el dual topolo´gico deX . La funcio´n
V : Ω −→ X, se dice que V es un elemento aleatorio en el sentido de´bil si para
toda f : X −→ R ∈ X∗, f(V ) : Ω −→ R es una variable aleatoria real.[4]
Definicio´n 4.2. Sea (Ω,A, P ) un espacio de probabilidad y sea X un espacio de
Banach con su σ − a´lgebra de Borel. La funcio´n V : Ω −→ X, se dice que es un
elemento aleatorio en el sentido fuerte si para todo conjunto, A boreliano en X se
tiene que V −1(A) ∈ A.[4]
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Observacio´n 4.1. Un elemento aleatorio en el sentido fuerte tambie´n lo sera´ en
el sentido de´bil, puesto que los elementos del dual son continuos, por tanto son
medibles y V −1(A) ∈ A
(f(V ))−1(A) = V −1(f−1(A)) (4.1)
entonces la medibilidad se conserva bajo la composicio´n.
Lema 4.1. Sea X un espacio normado separable entonces la
B[0, 1] = {x ∈ X : ‖x‖ ≤ 1}
es separable.
Demostracio´n. Como X es separable, entonces existe E ⊂ X tal que E es un con-
junto denso numerable.
Sea S = {x ∈ E : ‖x‖ < 1}, se debe probar que S = B[0, 1], es decir, dado
x ∈ B[0, 1], ∀ε > 0 existe y ∈ S tal que ‖x− y‖ < ε.
I) Supongamos que x ∈ B(0, 1), ‖x‖ < 1.
Si tomamos un r = mı´n
{
ε,
1− ‖x‖
2
}
, como X es separable se tiene que
existe y ∈ E tal que
‖x− y‖ < r
2
ahora
‖y‖ = ‖y − x+ x‖ = ‖y − x‖+ ‖x‖ < r
2
+ ‖x‖ < 1 por lo tanto y ∈ S.
II) Supongamos que ‖x‖ = 1. Para cada k ∈ N, consideremos αk = 1 − 1
k
∈ R
y yk = αkx ahora ‖yk‖ = ‖αkx‖ = |αk|‖x‖ = |αk| = |1 − 1
k
| < 1 por lo
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tanto yk ∈ B(0, 1), ahora para cada k ∈ N por lo anterior existira´ un xk ∈ S
para todo ε > 0, ‖yk − xk‖ < 1
ε
, entonces dado ε > 0, ∃k ∈ N, 1
k
<
ε
2
y
‖yk − xk‖ < 1
k
<
ε
2
por tanto
‖y − xk‖ ≤ ‖y − yk‖+ ‖xk − yk‖ < ε
2
+
ε
2
< ε.
Por los casos I) y II) se concluye que B[0, 1] es separable.
El Teorema 4.1 es fundamental en el estudio de los elementos aleatorios en un
espacio funcional separable, puesto que nos indica que todo elemento aleatorio
en el sentido de´bil lo sera´ tambie´n en el sentido fuerte y viceversa. Posteriormente
este resultado nos sirve para definir la variable aleatorio funcional en un espacio
de Hilbert separable en el Ana´lisis de Datos Funcionales, sin especificar si esta en
el sentido de´bil o en el sentido fuerte puesto que ambos son los mismos en un
espacio funcional separable.
Teorema 4.1. Si X un espacio de Banach separable, entonces V es un elemento
aleatorio en X si y so´lo si f(V ) es una variable aleatoria para cada f ∈ X∗.
Demostracio´n. ⇒) Se sigue de la Observacio´n 4.1
⇐) Supongamos que f(V ) : (X,B(X)) −→ (R,B(R)) es una variable aleatoria
para cada f ∈ X∗, es decir que para cualquier conjunto Boreliano B ∈ B(R) se
tiene que el conjunto
(f(V ))−1(B) = {x ∈ X : f(V )(x) ∈ B} ∈ B(X), ∀B ∈ B(R),∀f ∈ X∗ (4.2)
adema´s se tiene que (f(V ))−1(B) = V −1(f−1(B)) ∈ A, ∀B ∈ B(R).
Sea B(C) la σ−a´lgebra generada por los conjuntos C que son de la forma
{f−1(B) : f ∈ X∗, B ∈ B(R)}
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para esto se debe probar que B(C) = B(X)
i) PD: B(C) ⊂ B(X).
Supongamos que A es un conjunto generador de B(C) luego a
A = f−1(B)
donde B ∈ B(R) y todo f ∈ X∗ es continuo por tanto medible, ası´
f−1(B) = A ∈ B(X).
ii) PD: B(X) ⊂ B(C).
Como X es separable, por Lema 4.1 se tiene que B[0, 1] es separable, enton-
ces existe un subconjunto denso y numerable A = {xn : n ∈ N} en B[0, 1]
que genera un subespacio para cada n ∈ N definimos
Zn = {x = αxn : α ∈ R},
en Zn definimos el funcional lineal g(x) = g(αxn) = α‖xn‖, ∀x ∈ Zn, g es
acotada en Zn, con ‖g‖ = 1 ya que
|g(x)| = |g(αxn)|
= |α|‖xn‖
= ‖αxn‖
= ‖x‖
entonces por el Teorema de Hahn-Banach 2.9 existe un funcional lineal aco-
tado, fn en X el cual es una extensio´n de g a X y de norma ‖fn‖ = 1 y
‖g‖ = 1 y fn(xn) = g(xn) = ‖xn‖, ∀n ≥ 1.
Si definimos como C1 = {x ∈ X : ‖x‖ ≤ 1} y C2 =
∞⋂
n=1
{x ∈ X : fn(x) ≤ 1},
para cada n ≥ 1 entonces C1 = C2.
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a) PD: C1 ⊂ C2.
Dado que fn es acotado,
∀n ≥ 1 |fn(x)| ≤ ‖fn‖‖x‖
y como ‖fn‖ = 1 tenemos que |fn(x)| ≤ ‖x‖ y si tomamos x ∈ C1 luego
∀n ≥ 1, |fn(x)| ≤ 1
es decir
∀n ≥ 1 fn(x) ≤ 1
por tanto x ∈ C2.
b) PD: C2 ⊂ C1.
Para esto vamos a probar que Cc1 ⊂ Cc2. Sea x ∈ Cc1, donde c denota el
complemento de C1 y C2 entonces ‖x‖ > 1 y como {xn} es denso existe
xk tal que ‖x− xk‖ < 1
2
(‖x‖ − 1) . Por tanto
‖xk‖ = ‖x− x+ xk‖
≥ ‖x‖ − ‖x− xk‖
> ‖x‖ − 1
2
(‖x‖ − 1)
= ‖x‖ − 1
2
‖x‖+ 1
2
=
1
2
(‖x‖+ 1)
de donde
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|fk(x)− ‖xk‖| = |fk(x)− fk(xk)| del Corolario 2,3 se tiene fk(xk) = ‖xk‖
= |fk(x− xk)| por la linealidad de f
≤ ‖fk‖‖x− xk‖
<
1
2
(‖x‖ − 1)
por tanto
fk(x) = ‖xk‖ − ‖xk‖+ fk(x)
= ‖xk‖ − (‖xk‖ − fk(x))
≥ ‖xk‖ − |fk(x)− ‖xk‖|
≥ ‖xk‖ − 1
2
(‖x‖ − 1)
>
1
2
(‖x‖+ 1)− 1
2
(‖x‖ − 1)
=
1
2
+
1
2
= 1
por tanto x ∈ Cc2
Entonces por a) y b) se concluye que C1 = C2, entonces C1 ∈ B(C) y C2 ∈ B(C),
es decir que las bolas de centro en el origen pertenecen a B(C) y como B(C) es
invariante por traslacio´n todas las bolas de cualquier centro pertenecen a B(C) y
teniendo en cuenta que el espacio X es separable , todo abierto se puede escribir
como unio´n numerable de estas bolas, con lo que entonces los abiertos son gene-
radores de B(X), esta´n en B(C), por tanto se concluye que B(X) ⊂ B(C).
Entonces por i) y ii) se tiene que B(C) = B(X).
Veamos que V es medible si se toma como σ−a´lgebra B(C) en lugar de B(X), se
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un elemento A de B(C), se deberı´a ver que V −1(A) ∈ A, basta probarlo para un
generador de B(C), es decir que si f ∈ X∗ y B ∈ B(R) para el conjunto
A = {x ∈ X : f(x) ∈ B} = f−1(B),
pero V ◦f es medible, por hipo´tesis, luego V −1(A) = V −1(f−1(B)) = (V ◦f)−1(B)
sera´ en elemento de A, luego como B(C) = B(X), V sera´ medible considerando
B(X) y por lo tanto sera´ un elemento aleatorio en el sentido fuerte.
Lema 4.2. Sea X un espacio de Banach separable, la suma de dos elementos alea-
torios es un elemento aleatorio.
Demostracio´n. Sean V1 y V2 dos elementos aleatorios, si consideramos la suma
V1 + V2.
Si f ∈ X∗, luego
f(V1 + V2) = f(V1) + f(V2)
y cada sumando es una variable aleatoria real, por tanto la suma tambie´n sera´ una
variable aleatoria, entonces f(V1 + V2) es una variable aleatoria real para todo
elemento f en el dual, luego V1 + V2 es un elemento aleatorio.
4.2. Distribucio´n de probabilidad e independencia
Sea (Ω,A, P ) un espacio de probabilidad y si V es un elemento aleatorio en un
espacio me´trico X, entonces
PV (B) = P (V
−1(B)) = P (V ∈ B)
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define una medida de probabilidad en (X,B(X)). A esta medidad de probabi-
lidad PV la llamaremos distribucio´n o ley de V, las siguientes definiciones se
van a formular para un espacio me´trico en general y ma´s adelante se definira´ en
espacios normados.
Definicio´n 4.3. Sean V1 y V2 dos elementos aleatorios en un espacio me´trico X,
decimos que V1 y V2 son ide´nticamente distribuidos si
P (V1 ∈ B) = P (V2 ∈ B)
para todo subconjunto boreliano B ∈ B(X), es decir, si la medida de probabili-
dad inducida por V1 y V2 en X coinciden. Diremos que una familia de elementos
aleatorios en X es identicamente distribuida, si dos cualquiera de la familia son
identicamente distribuidos.
Definicio´n 4.4. Dado un conjunto finito de elementos aleatorios {V1, ..., Vn} en un
espacio me´trico X, decimos que son independientes si
P (V1 ∈ B1, ..., Vn ∈ Bn) = P (V1 ∈ B1)...P (Vn ∈ Bn)
para toda coleccio´n B1, ..., Bn ∈ B(X). Decimos que una coleccio´n arbitraria de
elementos aleatorios en X es independiente si todo subconjunto finito de e´sta,
esta´ formado por elementos aleatorios independientes.
Teorema 4.2. Sean V1 y V2 elementos aleatorios independientes e ide´nticamen-
te distribuidos en un espacio me´trico X, y sea φ una funcio´n Borel medible de
X en otro espacio me´trico Y . Entonces φ(V1) y φ(V2) son elementos aleatorios
independientes e ide´nticamente distribuidos en Y .
Demostracio´n. Sea B1 ∈ B(Y ), entonces B = φ−1(B1) ∈ B(X), de donde
P (φ(V1) ∈ B1) = P (V1 ∈ φ−1(B1)) = P (V1 ∈ B)
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y como V1 y V2 son elementos aleatorios ide´nticamente distribuidos, entonces se
tiene que
P (V1 ∈ B) = P (V2 ∈ B)
por lo tanto
P (φ(V1) ∈ B1) = P (V2 ∈ B) = P (V2 ∈ φ−1(B1)) = P (φ(V2) ∈ B1)
concluyendo ası´ φ(V1) y φ(V2) son ide´nticamente distribuidos.
Ahora sean B1,B2 ∈ B(Y ), entonces
P (φ(V1) ∈ B1, φ(V2) ∈ B2) = P (V1 ∈ φ−1(B1), V2 ∈ φ−1(B2))
y por la independencia de V1 y V2 se tiene que
P (V1 ∈ φ−1(B1), V2 ∈ φ−1(B2)) = P (V1 ∈ φ−1(B1))P (V2 ∈ φ−1(V2))
y por lo tanto resulta que
P (φ(V1) ∈ B1, φ(V2) ∈ B2) = P (φ(V1) ∈ B1)P (φ(V2) ∈ B2)
concluyendo ası´ φ(V1) y φ(V2) son independientes.
A continuacio´n se vera´n algunas condiciones bajo las cuales se puede garantiza
que dos elementos aleatorios son identicamente distribuidos en un espacio nor-
mado.
Se precisa en primer lugar definir un concepto que sera´ de utilidad en esta sec-
cio´n.
Definicio´n 4.5. Una familia F ⊆ B(X) se dice una clase determinante de proba-
bilidad si dadas P y Q probabilidades sobre (X,B(X)) se tiene
P (D) = Q(D) ∀D ∈ F ⇒ P = Q en B(X) (4.3)
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Adema´s notemos que por el Teorema 4.1, que bajo la separabilidad deX tenemos
B(C) = B(X),
luego el conjunto {{x ∈ X : f(x) < b} : f ∈ X∗, b ∈ R} que genera B(C) es una
clase determinate.
Definicio´n 4.6. Dado V un elemento aleatorio en un espacio de Banach separable
X, se define la distribucio´n de probabilidad de V, PV , como la probabilidad sobre
(X,B(X)) definida por PV (B) = P (V −1(B)) = P (V ∈ B). O sea, PV = P ◦ V −1.
Dos elementos aleatorios V1 y V2 se dicen ide´nticamente distribuidos si PV1 = PV2 .
Lema 4.3. Sean V1 y V2 dos elementos aleatorios enX ide´nticamente distribuidos,
sea φ : X −→ Y medible, con X e Y espacios de Banach. Luego, φ(V1) y φ(V2)
sera´n elementos aleatorios en Y ide´nticamente distribuidos.
Demostracio´n. Sea B ∈ B(Y ), luego
P (φ(V1) ∈ B) = P (V1 ∈ φ−1(B)),
y como V1, V2 son elementos aleatorios ide´nticamente distribuidos tenemos que
P (V1 ∈ φ−1(B)) = P (V2 ∈ φ−1(B))
entonces
P (φ(V1) ∈ B) = P (V2 ∈ φ−1(B)) = P (φ(V2) ∈ B),
por tanto φ(V1) y φ(V2) sera´n elementos aleatorios en Y ide´nticamente distribui-
dos.
Teorema 4.3. Sea X un espacio de Banach separable y
V1, V2 : Ω −→ X
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elementos aleatorios en X . Entonces, V1 y V2 son ide´nticamente distribuidos en X
si y so´lo si f(V1) y f(V2) son variables aleatorias ide´nticamente distribuidos para
todo f ∈ X∗.
Demostracio´n. ⇒) Supongamos que V1 y V2 son elementos aleatorios ide´nticamen-
te distribuidos entonces sea B1 ∈ B(X), entonces B = f−1(B1) ∈ A, de donde
P (f(V1) ∈ B1) = P (V1 ∈ f−1(B1))
= P (V1 ∈ B)
Como V1 y V2 son elementos aleatorios ide´nticamente distribuidos tenemos que
P (V1 ∈ B) = P (V2 ∈ B) resultando,
P (f(V1) ∈ B1) = P (V2 ∈ B)
= P (V2 ∈ f−1(B1))
= P (f(V2) ∈ B1)
Por lo tanto f(V1) y f(V2) son variables aleatorias igualmente distribuidas.
⇐) Supongamos que f(V1) y f(V2) son variables aleatorias ide´nticamente distri-
buidos para cada f ∈ X∗.
Si PV1 = PV2 en la clase determinante
{{x ∈ X : f(x) < b}|f ∈ X∗y b ∈ R}
para B(X), donde PV1 y PV2 son medidas de probabilidad inducidas en B(X) por
V1 y V2 respectivamente, entonces V1 y V2 son ide´nticamente distribuidos, ası´
PV1 [{x : f(x) < b}] = P [V1 ∈ {x : f(x) < b}]
= P [V1 ∈ f−1(−∞, b)]
= P [f(V1) ∈ (−∞, b)]
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Pero al ser f(V1) y f(V2) variables aleatorias ide´nticamente distribuidos para cada
f ∈ X∗, se tiene que
PV1 [{x : f(x) < b}] = P [f(V1) ∈ (−∞, b)]
= P [f(V2) ∈ (−∞, b)]
= P [V2 ∈ f−1(−∞, b)]
= P [V2 ∈ {x : f(x) < b}]
= PV2 [{x : f(x) < b}].
Ası´, V1 y V2 son elementos aleatorios ide´nticamente distribuidos en X .
Ahora se definira´ la nocio´n de independencia.
Definicio´n 4.7. Una familia {Vt : Ω −→ Xt, t ∈ A} de elementos aleatorios se
dicen independientes si ∀F ⊆ A finito, F = {t1, ..., tk}, se tiene que
P
(⋂
t∈F
{Vt ∈ Et}
)
=
∏
t∈F
P (Vt ∈ Et), ∀Et1 ∈ B(Xt1), ..., Etr ∈ B(Xtr).
Lema 4.4. Sean V1 y V2 dos elementos aleatorios en X1 y X2 respectivamente, am-
bos independientes. Sean φ1 : X1 −→ Y1, φ2 : X2 −→ Y2 medibles. X1, Y1, X2 y Y2
espacios de Banach. Luego, φ1(V1) y φ2(V2) sera´n elementos aleatorios indepen-
dientes.
Demostracio´n. Sea B1 ∈ B(Y1) y B2 ∈ B(Y2), se cumple
P (φ(V1) ∈ B1, φ(V2) ∈ B2)) = P ({V1 ∈ φ−1(B1)} ∩ {V2 ∈ φ−1(B2)})
Por la independencia de V1 y V2, la parte derecha de la igualdad es igual a
P ({V1 ∈ φ−11 (B1)})P ({V2 ∈ φ−12 (B2)}) = P (φ1(V1) ∈ B1)P (φ2(V2) ∈ B2)
por lo tanto φ1(V1) y φ2(V2) sera´n elementos aleatorios independientes.
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Teorema 4.4. Sean X1, X2 espacios de Banach separables. Entonces los elementos
aleatorios V1 y V2 en X1 y X2 son independientes si y so´lo si f(V1) y g(V2) son
variables aleatorias independientes para todo f ∈ X∗1 y g ∈ X∗2 .
Demostracio´n. Supongamos que V1 y V2 son elementos aleatorios independientes.
Como f y g son funciones continuas, sera´n medibles y por lo tanto, por el Lema
4.4, f(V1) y g(V2) sera´n independientes. El recı´proca no es parte de este trabajo,
por lo que se recomienda revisar [4, pa´g 11,12].
4.3. Valor esperado o Esperanza de un elemento alea-
torio
El valor esperado de un elemento aleatorio en un espacio normado separable
puede ser definido por medio de la integral de Pettis que extiende la definicio´n
de la integral de Lebesgue para funciones vectoriales en un espacio de medida,
mediante la explotacio´n de la dualidad. Antes de definir el valor esperado de un
elemento aleatorio, se vera´n algunas definiciones y resultados.[19, pa´g. 102,108
y 113]
Definicio´n 4.8. Sea (Ω,A, P ) un espacio de probabilidad, X un espacio de Banach
separable y sea V : Ω −→ X una funcio´n, se dice que V es Pettis integrable si
f(V ) es Lebesgue integrable en Ω, para cada f ∈ X∗, tal que existe un elemento
m ∈ X que satisface
f(m) =
∫
Ω
f(V )dP < +∞,∀f ∈ X∗ (4.4)
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si el elemento m existe en X decimos entonces que V es Pettis integrable con
respecto a la medida P , por otro lado tenemos tambie´n que se llama el valor
medio o la esperanza del elemento aleatorio V , notado comom =
∫
Ω
V dP = E(V )
Definicio´n 4.9. Sea X de Banach separable y V un elemento aleatorio en X . Lla-
maremos valor esperado de V a un elemento m ∈ X que cumpla
f(m) = E(f(V )) =
∫
Ω
f(V (w))dP (w) ∀f ∈ X∗. (4.5)
En caso de existir tal elemento lo denotaremos por m = E(V ).
Adema´s si X∗ es una familia de funciones que separa puntos,es decir, si tenemos
m 6= 0 ∈ X entonces existe f ∈ X∗ tal que f(m) 6= 0 y en caso de existir el
elemento m que cumpla con la ecuacio´n (4.5), este debe ser u´nico.[9, pa´g.20]
4.4. Varianza de un elemento aleatorio
Definicio´n 4.10. Sea V un elemento aleatorio en un espacio de Banach separable
X y supongamos que existe su valor esperado E(V ). Se define la varianza de V
como
σ2(V ) = E(‖V − E(V )‖2) =
∫
Ω
‖V − E(V )‖2 dP
siempre que σ2(V ) <∞.
Llamaremos desvı´acio´n esta´ndar de V a σ(V ), la raı´z cuadrada de la varianza.
4.5. Propiedades de la Esperanza de un elemento alea-
torio
A continuacio´n se ven algunas propiedades de la esperanza.[25, pa´g.27]
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Teorema 4.5. Sea X un espacio de Banach separable, V y W dos elementos alea-
torios en X y α ∈ X un elementos fijo. Entonces
1. Si existe E(V ) y E(W ), entonces E(V +W ) = E(V ) + E(W ).
2. Si existe E(V ) y r ∈ R, entonces E(rV ) = r(E(V ).)
3. Si V = α con probabilidad 1, entonces E(V ) = α.
4. Si V = α con probabilidad 1 y β es una variable aleatoria tal queE(β) existe,
entonces E(βV ) = (E(β))α.
5. Si T : X −→ Y es un operador lineal acotado y E(V ) existe, entonces
E(T (V )) tambie´n existe y vale E(T (V )) = T (E(V )).
6. Si E(V ) existe entonces ‖E(V )‖ ≤ E‖V ‖, pudiendo esta´ u´ltima ser infinita.
Demostracio´n. 1. Sea x = E(V ) + E(W ). Entonces
f(x) = f(E(V ) + E(W )) = f(E(V )) + f(E(W ))
= E(f(V )) + E(f(W ))
= E(f(V ) + f(W ))
= E(f(V +W ))
para todo f ∈ X∗.
2. Sea x = r(E(V )). Entonces
f(x) = f(r(E(V ))) = r(f(E(V ))) = r(E(f(V ))) = E(r(f(V ))) = E(f(rV ))
para todo f ∈ X∗.
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3. Tenemos que f(α) = E(f(V )) para todo f ∈ X∗, pues f(V ) = f(α) con
probabilidad 1.
4. Tenemos que que
f((E(β))α) = (E(β))f(α) = E(βf(α)) = E(βf(V )) = E(f(βV ))
para todo f ∈ X∗.
5. Sea y = T (E(V )). Entonces si f ∈ Y ∗,
f(y) = f(T (E(V ))) = f ◦ T (E(V )) = E(f ◦ T (V )) = E(f(T (V ))) pues
f ◦ T ∈ X∗.
6. Sea f ∈ X∗ tal que ‖f‖ = 1 y f(E(V )) = ‖E(V )‖. Entonces
‖E(V )‖ = f(E(V )) = |f(E(V ))| = |E(f(V ))|
≤ E|f(V )|
≤ E‖f‖‖V ‖ = E‖V ‖.
Definicio´n 4.11. SeaX un espacio de Banach separable. Si V es un elemento alea-
torio en X si E(‖V ‖) < +∞, entonces se dice que E(V ) existe.[25]
4.6. Covarianza de un elemento aleatorio
Definicio´n 4.12. En adelante se denota como H a un espacio de Hilbert, que su-
ponemos separable y recodemos que 〈., .〉 indica el producto interno en H y sea
‖V ‖2 = 〈V, V 〉.
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Por otro lado si V y Z son elementos aleatorios enH, entonces se sabe que ‖V −Z‖
es una variable aleatoria esto es gracias al Lema 3.3 por lo que deducimos que
〈V, Z〉 = 1
4
(
‖V + Z‖2 − ‖V − Z‖2
)
es una variable aleatoria. Esto lo podrı´amos obtener diciendo que al ser H sepa-
rable,
B(H ×H) = B(H)×B(H);
luego tenemos que (V, Z) es un elemento aleatorio en H ×H y como
〈., .〉 : H ×H −→ R
es una funcio´n continua, 〈V, Z〉 es una variable aleatoria.
Supondremos adema´s que el elemento aleatorio tiene segundo momento finito,
eso quiere decir que E(‖V ‖2) <∞, donde se va a extender la idea de covarianza
al caso de elementos aleatorios que toman valores e un espacio de Hilbert sepa-
rable, en particular H = L2[0, 1].
Definicio´n 4.13. Sean V ,Z dos elementos aleatorios en H con E(‖V ‖2) < ∞ y
E(‖Z‖2) <∞. Decimos que V, Z no son correlacionados si
E(〈V, Z〉) = 〈E(V ), E(Z)〉.
Una familia arbitraria de elementos aleatorios es no correlacionada si dos cual-
quiera de ellos lo son.
CuandoE(〈V, Z〉) = 0, decimos que V, Z son ortogonales. Ası´ una familia arbitra-
ria de elementos aleatorios en H es ortogonal si dos cualquiera de ellos los son.
Si adema´s E(‖V ‖2) = 1 para todo elemento de la familia, decimos que es una
familia ortonormal.
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Observacio´n 4.2. Si V, Z son tal que E(V ) = E(Z) = 0, entonces V, Z son no
correlacionados si y so´lo si V, Z son ortogonales. Como
E(〈V−E(V ), Z−E(Z)〉) = E(〈V, Z〉)−E(〈V,E(Z)〉)−E(〈E(V ), Z〉)+〈E(V ), E(Z)〉
y como 〈., E(Z)〉 y 〈E(V ), .〉 son elementos deH∗, de la definicio´n de valor espera-
do obtenemos que E(〈V,E(Z)〉) = 〈E(V ), E(Z)〉 y E(〈E(V ), Z〉) = 〈E(V ), E(Z)〉.
Entonces deducimos que
E(〈V − E(V ), Z − E(Z)〉) = E(〈V, Z〉)− 〈E(V ), E(Z)〉.
Luego podemos afirmar que si V, Z son no correlacionados si y so´lo si V − E(V )
y Z − E(Z) son ortogonales.
Definicio´n 4.14. Como los momentos segundos de V, Z son finito tenemos que
E|〈V, Z〉| ≤ E‖V ‖‖Z‖ ≤ (E(‖V ‖2)1/2(E(‖Z‖2))1/2 <∞
por la desigualdad de Cauchy-Schwarz los ca´lculos que se realizaro´n nos permite
definir la covarianza de dos elementos aleatorios V, Z en H como
Cov(V, Z) = E(〈V − E(V ), Z − E(Z)〉) = E(〈V, Z〉)− 〈E(V ), E(Z)〉
y tenemos que dos elementos aleatorios son no correlacionados si y so´lo si su
covarianza es cero.
Se definio´ adema´s la varianza de un elemento aleatorio V como
σ2(V ) = E(‖V − E(V )‖2) =
∫
Ω
‖V − E(V )‖2 dP = E(‖V − E(V )‖2) = Cov(V, V )
y obtenemos como en el caso real,
σ2(V ) = E‖V ‖2 − ‖E(V )‖2.
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CAPI´TULO V
ANA´LISIS DE DATOS FUNCIONALES
Debido a los recientes avances en la informa´tica y la oportunidad de recoger y
almacenar grandes volu´menes de datos de un sin nu´mero de situaciones prove-
nientes de la quı´mica, biome´trica, medicina, economı´a e incluso datos provenien-
tes de ima´genes o superficies, estos datos no son bien representados a trave´s de
los esquemas cla´sicos como nu´meros o vectores nu´mericos, razo´n por la cual de-
ben ser tratados desde un te´rmino ma´s amplio, es decir, desde el ana´lisis de datos
funcionales(ADF) que se refiere al ana´lisis esta´distico de datos que consisten en
funciones aleatorias en un espacio funcional.
Desde la edicio´n [21], el ana´lisis de datos funcionales se ha vuelo cada vez ma´s
popular en estas dos u´ltimas deca´das, siendo recibida con gran apertura por la
comunidad estadı´stica, a continuacio´n se mencionan importantes acontecimien-
tos que dieron relevancia al ana´lisis de datos funcionales.
En el 2002, se realizo´ una conferencia de verano en la investigacio´n sobre Emer-
ging Issues in Longitudinal Analysis que sirvio´ de plataforma para las ideas que
salen del ana´lisis de datos longitudinales y el ana´lisis de datos funcionales, sobre
la base de esta´ conferencia Statistics Sinica se publica una edicio´n especial(vol
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14, edicio´n 3) en el 2004, que hace referencia a la estrecha relacio´n entre los datos
longitudinales y los datos funcionales junto con dos artı´culos de Rice(2004), Fun-
ctional and longitudinal data analysis: perspectives on smoothing, Statistica Sinica y
Davidian, M., Lin, X. Wang, J.-L. (2004), Introduction: emerging issues in longitudinal
and functional data analysis, Statistica Sinica.
En el 2007, la Computational Statistics & Data Analysis pu´blica una edicio´n es-
pecial (vol 51, edicio´n 10) sobre ana´lisis de datos funcionales, junto con el artı´culo
realizado por Gonza´lez-Manteiga, W. Vieu, P. (2007), Statistics for functional data (edi-
torial), Computational Statistics Data Analysis, ma´s tarde Computational Statistics
que tambie´n pu´blica una edicio´n especial (vol 22, edicio´n 3) referente al mode-
lado de datos funcionales, junto con el artı´culo de Valderrama (2007), An overview
to modelling functional data (editorial), Computational Statistics, por otro lado en el
Journal of Multivariate Analysis se publica una edicio´n especial (Vol 101, edi-
cio´n 2), que muestra una estrecha conexio´n entre la ana´lisis de datos funcionales
y la funcio´n de la estimacio´n no parame´trica.
Adicionalmente a pesar de la estrecha relacio´n que existe entre el ana´lisis de datos
funcionales, el ana´lisis de datos multivariante y el ana´lisis de datos longitudinal,
el ana´lisis de datos funcionales es u´nico, brindan la ventaja de extraer adicio-
nalmente informacio´n contenida en las funciones suaves y sus derivadas, lo que
normalmente no se puede con los me´todos del ana´lisis de datos multivariados y
longitudinales.
En base a la teorı´a establecida en los capı´tulos anteriores se procedece a definir el
elemento aleatorio (variable funcional) y estadı´sticos descriptivos en un contexto
funcional en particular en un espacio de Hilbert separable L2.
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5.1. Definicio´n de la variable y dato funcional
Como de aquı´ en adelante se trabajara´n en espacios de Hilbert separables, asu-
miremos que V es un elemento aleatorio simplemente, sin especificar si es en el
sentido de´bil o en el sentido fuerte de la definicio´n, esto es gracias al Teorema 4.1
que se probo´ en el capı´tulo anterior.
Definicio´n 5.1. Una varible aleatoria V se llama variable funcional si toma valo-
res en espacio funcional, es decir, un espacio infinito dimensional. Una observa-
cio´n x de la variable aleatoria funcional V se denomina dato funcional. [13]
A continuacio´n citamos un ejemplo del paquete depthTools del programa es-
tadı´stico R, el cual presenta una muestra aleatoria de 25 muestras de tumores
no malignos (tumores normales) y 25 muestras de tumores malignos, donde se
han medido los niveles de expresio´n de 100 genes.
En el presente ejemplo, V es el nivel de expresio´n de los genes (variable funcio-
nal), que toma valores en un espacio funcional, y adema´s se considera como da-
tos funcionales a estudiar al conjunto {x1, x2, ..., xn} que proviene de n variables
funcionales V1, V2, ..., Vn ide´nticamente distribuidas como V , dichos datos fun-
cionales se hallan discretizados en un conjunto de puntos {tj}Kj=1, siendo K el
nu´mero de genes evaluados para cada una de las n variables funcionales, contan-
do ası´ con una matriz de 50 filas que son las curvas discretizadas y 100 columnas
que son los puntos a evaluar, donde las primeras 25 filas son los niveles de ex-
presio´n de tumores no malignos (tumores normales) y las siguientes 25 son los
tumores malignos. En la Figura 5.1 tomado de [6], se muestra a continuacio´n los
diferentes niveles de los genes para los tumores no malignos (tumores normales)
y tumores malignos, clasificados por color.
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Figura 5.1: Datos Funcionales.
5.2. Representacio´n del dato funcional
Como primer paso del Ana´lisis de Datos Funcionales es reconstruir la forma fun-
cional de las trayectorias muestrales a partir de los datos discretos observados, y
al no disponer de la funcio´n original, es necesario obtener el mejor ajuste de dicha
funcio´n a partir de los datos discretos. Supongamos que se dispone de una mues-
tra de trayectorias muestrales de la variable funcional, que puede ser vista como
un proceso estoca´stico en tiempo continuo V = {V (t) : t ∈ T}, teniendo presen-
ta que las trayectorias pertenecen al espacio L2(T ), ası´ el proceso estoca´stico es
cuadrado integrable, a las que se denotan por
{x1(t), x2(t), ..., xn(t) : t ∈ T} (5.1)
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La informacio´n muestral, es decir, los datos discretos que se utilizan para apro-
ximar las trayectorias muestrales se representan mediante vectores x1, x2, ..., xn
donde cada vector es
{xi = (xi0, xi1, ..., xiKi)′, i = 1, ..., n} (5.2)
donde xik es el valor observado de la i-e´sima trayectoria muestral en el instante
tik, es decir,
xik = xi(tik), k = 0, ..., Ki, i = 1, ..., n (5.3)
En este conjunto de puntos de observacio´n en el tiempo es diferente para cada
trayectoria, se considerara´n los mismos tiempos de observacio´n para todas las
trayectorias muestrales {tK ∈ T : k = 0, 1, ..., K(Ki = K ∀i)}.
Para hallar las trayectorias funcionales se considerara´n representaciones de las
curvas muestrales en te´rminos de base de funciones y para ello es necesario se-
leccionar el tipo de base, ası´ como el me´todo de estimacio´n de los coeficientes
ba´sicos.[21]
Las bases de funciones son de gran utilidad a la hora de obtener las trayecto-
rias funcionales porque conservan muy bien la informacio´n de los datos, son fle-
xibles y adema´s optimizan el tiempo computacional necesario para realizar los
procesos.[11]
Y para lograr un resultado satisfactorio es necesario tomar en cuenta dos consi-
deraciones:
1. El modo en que se han obtenido los datos en tiempo discreto.
2. La forma que se espera en se vayan a obtener los datos.[1]
Definicio´n 5.2. Un sistema de funciones es un grupo de funciones conocidas que
son matema´ticamente independientes unas de otras. El sistema resultante puede
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aproximar de forma arbitraria cualquier funcio´n tomando una suma ponderada
o una combinacio´n lineal de P de esas funciones, siendo P un nu´mero suficien-
temente grande. [11]
Supongamos que las trayectorias de la muestra pertenecen a un espacio finito
dimensional generado por una base {φ1(t), φ2(t), ..., φP (t)}, por lo que se tendrı´a
lo siguiente:
xi(t) =
P∑
j=1
aijφj(t) i = 1, .., n (5.4)
A continuacio´n se van a definir dos de los sistemas de bases ma´s conocidos.
Funciones Trigonome´tricas
Definicio´n 5.3. En la pra´ctica son utilizadas con frecuencia cuando las trayecto-
rias son regulares y perio´dicas en el un intervalo T = [a, b] continuas y diferen-
ciables casi seguramente, y sus elementos esta´n definidos de la forma.
φ1(t) =
1
(b− a)1/2
φj(t) =
(
2
b− a
)1/2
sen
(
2pijt
b− a
)
, si j es par
φj(t) =
(
2
b− a
)1/2
cos
(
2pijt
b− a
)
, si j es impar
Estas funciones son implementadas cuando las trayectorias a aproximar son es-
tables en las que no hay un comportamiento local fuerte y cuya curvatura es la
misma aproximadamente en todo el intervalo considerado.[21]
El utilizar esta base no es apropiada si se sospecha que existe algu´n grado de
discontinuidad en las trayectorias a aproximar.[23]
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B-splines
Definicio´n 5.4. Son funciones que generan los espacios de las funciones splines,
esto es, funciones polino´micas a trozos que se unen de manera suave dada una
particio´n del intervalo donde se quiere aproximar las trayectorias τ0 < ... < τk,
un spline de grado r no es ma´s que una funcio´n que en cada intervalo [τk, τk+1]
es un polinomio de grado r y que tiene derivadas continuas hasta el orden r − 2
en los extremos de dichos intervalos las funciones B-Spline de orden r son fun-
ciones generadoras del espacio de los splines del mismo orden. Existe un me´todo
recursivo que permite obtener las funciones B-Spline de orden r a partir de las de
orden r − 1, despue´s de ampliar la particio´n de nodos original en la forma
τ−3 < τ−2 < τ−1 < τ0 < ... < τq < τq+1 < τq+2 < τq+3
dado por
Bj,1(t) =

1 si τj−2 ≤ t < τj−1, j = −1, 0, 1, ..., q + 4
0 otro caso
Bj,r(t) =
t− τj−2
τj+r−3 − τj−2Bj,r−1(t) +
τj+r−2 − t
τj+r−2 − τj−1Bj+1,r−1(t),
r = 2, 3...; j = −1, 0, ..., q − r + 5
Las funciones spline tienen un mejor comportamiento local que las trigonome´tri-
cas y polino´micas, de ahı´ su popularidad, siendo las ma´s utilizadas generalmente
las de orden 3 que son adecuadas para el caso de trayectorias regulares. Adema´s
de la base de B-Spline existen otras que generan el espacio de los splines, como
por ejemplo de la potencias truncadas, aunque es comu´n utilizar B-Splines debi-
do a que tiene soporte compacto, esto es, para los B-Splines de grado 3.[23]
Bj,4(t) = 0, ∀t /∈ [τj−2, τj+2], ∀j = −1, 0, ..., q + 1 (5.5)
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Para elegir la forma de aproximar los coeficientes ba´sicos es necesario conocer
si las curvas de la muestra se han observado con error o sin error, para una vez
elegida la base adecuada, se tiene que si el predictor funcional es observado con
error
xik = xi(tk) + εik, k = 0, 1, ..., K; i = 1, ...n, (5.6)
el me´todo que se tratara´ en este trabajo es la aproximacio´n de mı´nimos cuadra-
dos, pero si las curvas muestrales son observadas sin error
xik = xi(tk), k = 0, 1, ..., K; i = 1, ..., n (5.7)
se utiliza algu´n me´todo de interpolacio´n, como por ejemplo la intepolacio´n spline
cu´bica que no sera´ tratada en este trabajo, donde en ambos casos se toma la ba-
se {φ1(t), φ2(t), ..., φP (t)},el resultado consiste en la obtencio´n de los coeficientes
{aij} que definen la trayectoria funcional dada por
xi(t) =
P∑
j=1
aijφj(t) i = 1, .., n (5.8)
A continuacio´n en la Figura 5.2 se muestran que las trayectorias muestrales (datos
funcionales), no presentan una clasificacio´n clara entre los dos tipos de tumores,
para ello se procede a la reconstruccio´n de la forma funcional de dichas trayecto-
rias, mediante la representacio´n ba´sica en una base de funciones en particular en
la base de B-Spline, dichas representaciones en esta base de funciones esta´n en el
espacio L2, en la Figura 5.2, [6] se muestra la representacio´n ba´sica en B-pline
realizada a la primera curva de las trayectorias muestrales (datos funcionales).
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Figura 5.2: Representacio´n en base B-Spline de la primera observacio´n de los da-
tos funcionales.
Aproximacio´n por mı´nimos cuadrados
La aproximacio´n de mı´nimos cuadrados ajusta una curva a los datos discretos xik,
con k = 0, ..., K; i = 1, ..., n, usando el modelo (5.6), y suponiendo que los errores
son idependientes e ide´nticamnte distribuidos, se va a describir la aproximacio´n
de mı´nimos caudrados ordinaria. Si expresamos en te´rminos de funciones ba´si-
cas xi(tk) se tiene lo siguiente:
xi(tk) =
P∑
j=1
aijφj(tk) k = 0, ..., K, i = 1, .., n (5.9)
En forma matricial
xi = Φiai (5.10)
donde ai = (ai1, ..., aiP )′ y Φ = (φj(tk))K×P y xi el vector que representa a los
vectores con los datos discretos observados como xi = (xi1, ..., xiK)′.
Los coeficientes de la expresio´n ba´sica, aij , se aproximan mediante el criterio de
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mı´nimos cuadrados, en forma matricial esta´ dado por
ECM(xi|ai) = (xi − Φiai)′(xi − Φiai). (5.11)
Derivando respecto a ai e igualando a cero se obtiene
2ΦiΦ
′
iai − 2Φ′ixi = 0 (5.12)
Resolviendo la ecuacio´n (5.12), para ai, se tiene que el estimados de mı´nimos
cuadra´tico del vector de coeficientes ba´sicos âi dado por
âi = (Φ
′
iΦi)
−1Φ′ixi. (5.13)
Finalmente se calcula el vector x̂i con los valores aproximados y la curva ajustada
dado por
x̂i = Φiâi = Φi(Φ
′
iΦi)
−1Φ′ixi, (5.14)
de modo que cada curva muestral es aproximada por x̂i(t) = âi′φ(t).
Este tipo de aproximacio´n es adecauda cuando se asume que los residuos sobre la
verdadera curva son independientes e igualmente distribuidos con media cero y
varianza constante y al aproximar mediante la base de B-splines no es necesario
que el nu´mero de nodos de definicio´n coincida con el nu´mero de las observa-
ciones discretas, es un para´metro que se elige conforme las caracterı´sticas de los
datos, incluyendo un nu´mero de nodos mayor en la parte en que la funcio´n mues-
tral tenga mayor complejidad, pero debe haber al menos un valor observado en
cada subintervalo.[11]
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5.3. Estadı´sticos descriptivos en el ana´lisis funcional
de datos
En el ana´lisis funcional de los datos, se definen estadı´sticos como para el caso en
que se estudia la tendencia central y la dispersio´n dentro de un solo elemento, es
decir, estadı´sticos sobre una funcio´n, o bien para el caso en que estudia una mues-
tra de funciones, es decir, estadı´sticos de una muestra de una funcio´n aleatoria, o
para el caso en que se estudian muestras de dos o ma´s funciones aleatorias.
En el primer caso con los estadadı´sticos se pretende resumir la informacio´n de
toda una funcio´n con pocas medidas, en el segundo caso se intentan caracterizar
la funcio´n aleatoria y en el tercer caso se intenta captar la relacio´n entre dos o ma´s
funciones aleatorias.[18]
5.3.1. Estadı´sticos sobre una funcio´n
Donde supondremos que el intervalo en el se mueve t, sera´ [0, T ] para el primer
caso, tenemos lo siguiente:
Definicio´n 5.5. La media de la funcio´n V (t) o tambie´n el valor medio de la fun-
cio´n V (t) se define como:
V =
1
T
〈V,1(t)〉 = 1∫ T
0
1(t)2dt
.
∫ T
0
V (t).1(t)dt (5.15)
donde la funcio´n 1(t) = 1, ∀t ∈ R, la media de V (t) representa la tendencia central
y el nivel medio de todos los valores de V (t).
Definicio´n 5.6. La funcio´n valor medio de V (t), denotado por V .1(t), es aquella
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cuyo valor para todo t ∈ [0, T ] es el de la media de V (t), esta´ es u´til al momento
de definir la varianza y la covarianza de una funcio´n.
Definicio´n 5.7. La varianza de V (t), que denotamos por σ2(V (t)) se define como:
σ2(V (t)) =
1
T
〈V − V .1(t), V − V .1(t)〉 = 1∫ T
0
dt
.
∫ T
0
(V (t)− V .1(t))2dt (5.16)
este valor representa la variacio´n media de todos los valores de la funcio´n respec-
to a su valor medio.
Definicio´n 5.8. La covarianza entre dos funciones V (t) y Z(t), que denotamos
por Cov(V (t), Z(t)), se define como:
Cov(V (t), Z(t)) =
1
T
〈V − V .1(t), Z − Z.1(t)〉
=
1∫ T
0
dt
.
∫ T
0
(V (t)− V .1(t)).(Z(t)− Z.1(t))dt
Definicio´n 5.9. La correlacio´n entre dos funciones V (t) e Z(t), denotamos por
R(V (t), Z(t)) se define como:
R(V (t), Z(t)) =
Cov(V (t), Z(t))
σ(V (t))σ(Z(t))
=
1
T
〈V − V .1(t), Z − Z.1(t)〉
1
T
〈V − V .1(t), V − V .1(t)〉 1
T
〈Z − Z.1(t), Z − Z.1(t)〉
El valor medio, la varianza y la correlacio´n van a ser de utilidad al momento de
identificar bien el comportamiento particular de cada una de nuestras funciones
y sus relaciones dos a dos.
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5.3.2. Estadı´sticos de muestras de una funcio´n aleatoria
En el ana´lisis funcional de los datos sucede algo similar al caso que cuando traba-
jamos con muestras cuyos elementos son vectores de Rn, solo que en el caso fun-
cional trabajamos con vectores con infinitas componentes, una para cada t ∈ R,
por lo que se tedra´ una expresio´n de la funcio´n media y varianza como funcio-
nes a lo largo de t (vector con infinitas componentes), al igual que las funciones
covarianza y correlacio´n.
Definicio´n 5.10. Sea V1(t), V2(t), ..., VN(t) una muestra de funciones de una fun-
cio´n aleatoria V (t), definida en [0, T ]. Definimos la funcio´n media muestral de
V (t) como:
V (t) =
1
N
N∑
i=1
Vi(t) (5.17)
Si fijamos el valor de t en un punto concreto y evaluamos ahı´ todas las funciones
entonces, obtenemos una muestra de taman˜o N de la cual podemos extraer su
media. La funcio´n media muestral de V (t) nos va a dar la media de esos valores
en ese valor de t de forma explı´cita en una sola funcio´n.
Definicio´n 5.11. Sea V1(t), V2(t), ..., VN(t) una muestra de funciones de una fun-
cio´n aleatoria V (t), definida en [0, T ]. Definimos la funcio´n varianza muestral de
V (t) como:
σ2(V (t))(t) =
1
N − 1
N∑
i=1
(Vi(t)− V (t)) (5.18)
De igual forma que la funcio´n media muestral de V (t), nos indica la tendencia
central de las funciones en un t dado, la funcio´n varianza muestral de V (t) nos
cuantifica el valor medio al cuadrado de las desviaciones respecto de la media en
t.
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Definicio´n 5.12. Sea V1(t), V2(t), ..., VN(t) una muestra de funciones de una fun-
cio´n aleatoria V (t), definida en [0, T ]. La funcio´n covarianza muestral de V (t)
entre t1 y t2 sera´:
Cov(V (t))(t1, t2) =
1
N − 1
N∑
1
(Vi(t1)− V (t1)).(Vi(t2)− V (t2)) (5.19)
Definicio´n 5.13. Sea V1(t), V2(t), ..., VN(t) una muestra de funciones de una fun-
cio´n aleatoria V (t), definida en [0, T ]. La funcio´n correlacio´n muestral de V (t)
entre t1 y t2 sera´:
Corr(V (t))(t1, t2) =
Cov(V (t))(t1, t2)
(σ2(V (t))(t1).σ2(V (t))(t2))1/2
(5.20)
Estas dos medidas nos van a indicar la magnitud de la relacio´n entre el compor-
tamiento de la funcio´n V (t) en el valor t1 y el comportamiento de V (t) en el valor
t2. Con esto resumimos la dependencia de los registros a trave´s de los distintos t.
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5.3.3. Estadı´sticos de muestras de dos o ma´s funciones aleatorias
Supongamos que tenemos muestras de taman˜o N de dos funciones aleatorias
V (t) y Z(t) y ver que relacio´n que tiene una con la otra para saber la magnitud de
la dependiencia entre una y otra funcio´n para t1 y t2 fijados.
Definicio´n 5.14. Sean dos funciones aleatorias V (t) y Z(t) y sean:
V1(t), V2(t), ..., VN(t) muestra de V (t).
Z1(t), Z2(t), ..., ZN(t) muestra de Z(t), entonces la funcio´n de covarianza cruzada
de V (t) y Z(t) en t1 y t2 se define como:
Cov(V (t), Z(t))(t1, t2) =
1
N − 1
N∑
i=1
[Vi(t1)− V (t)].[Zi(t2)− Z(t2)] (5.21)
Definicio´n 5.15. La funcio´n de correlacio´n crizada de V (t) y Z(t) en t1 y t2 se
define como:
Corr(V (t), Z(t))(t1, t2) =
Cov(V (t), Z(t))(t1, t2)
(σ2V (t)(t1).σ2Z(t)(t2)))1/2
(5.22)
Donde si fijamos t1 y t2 lo que se hace es calcular el coeficiente de correlacio´n
entre la muestra V1(t1), V2(t1), ..., VN(t1) y la muestra Z1(t2), Z2(t2), ..., ZN(t2).
Y finalmente se concluye con el ana´lisis estadı´stico de muestras de una funcio´n
aleatoria, con el ejemplo propuesto anteriormente, en el que se determina la me-
dia y la varianza funcional de los datos funcionales, el ana´lisis se realiza para
diferenciar la tendencia central y la varibilidad de los datos funcionales de cada
tipo de tumor.
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En la Figura 5.3, se representa la media funcional para los datos correspondientes
a los dos tipos de tumores (tumores normales y tumores malignos), donde se
observan que los niveles de expresio´n de los genes tienden a valores entre −0,5 y
1,5 aproximadamente, adema´s existe una mayor variabilidad en la tendencia de
los datos.
(a) Media Funcional del Tumor Normal
(b) Media Funcional del Tumor Maligno
Figura 5.3: Media Funcional.
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En la Figura 5.4 se representa la varianza funcional de cada tipo de tumor, se apre-
cia una marcada diferencia entre la varianza de los tumores no malignos (tumores
normales) y tumores malignos, es decir, se observa que los tumores malignos tie-
nen un mayor rango de variacio´n que los tumores no malignos.
Figura 5.4: Varianza Funcional.
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CONCLUSIO´N Y RECOMENDACIO´N
CONCLUSIO´N
El presente trabajo concluye extendiendo las definiciones cla´sicas de variable ala-
toria y estadı´sticos descriptivos al contexto funcional en particular en un espacio
de Hilbert separable L2, partiendo de las definiciones cla´sicas para el caso real,
estudiando fundamentalmente las cuestiones ma´s teo´ricas mediante la combina-
cio´n del ana´lisis funcional sobre espacios de Banach y Hilbert y la teorı´a de la me-
dida, dando paso ası´ al Ana´lisis de Datos Funcionales, importante para el estudio
de grandes vo´lumenes de datos en distintas a´reas como la medicina, economı´a,
etc.
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RECOMENDACIO´N
Una vez concluido el proyecto de tesis, se considera investigar la teorı´a de opera-
dores en un espacio de Hilbert, en particular el estudio del operador autoadjunto
su definicio´n y resultados fundamentales, ası´ como la teorı´a espectral de los mis-
mos, teorı´a que sera´n de gran utilidad al momento de estudiar el operador de
covarianza e introducirse en una nueva te´cnica del Ana´lisis de Datos Funcionales
llamado el Ana´lisis de Componentes Principales Funcionales.
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