Abstract. We derive and implement boundary integral methods for axisymmetric liquid bridge problems in the presence of an axial electric field. The liquid bridge is bounded by solid parallel electrodes placed perpendicular to the axis of symmetry and held at a constant potential difference. The fluid is assumed to be nonconducting and has permittivity different from that of the passive surrounding medium. The problem reduces to the solution of two harmonic problems for the fluid and voltage potential inside the bridge and another harmonic problem for the voltage potential outside the bridge. The shape of the moving interface is determined by the imposition of stress, as well as kinematic and electric field boundary conditions, the former condition accounting for discontinuous electric stresses across the interface. We propose fast and highly accurate boundary integral methods based on fast summations of appropriate series representations of axisymmetric Green's functions in bounded geometries. We implement our method to calculate equilibrium shapes for electrified liquid bridges in the absence and presence of gravity. Such calculations appear in the literature using finite element methods, and our boundary integral approach is a fast and accurate alternative.
particular interest to the present study are boundary integral methods. The reader is referred to recent reviews on inviscid and Hele-Shaw flows by Hou, Lowengrub, and Shelley (2001) and on Stokes flows by Pozrikidis (2001) , as well as numerous references therein. The boundary integral methods developed herein are a first step in tackling singularity formation in liquid jets with either periodic boundary conditions or liquid bridges between parallel plates. In order to control the accuracy of the calculations, we choose to solve integral equations formulated over the fluid interface alone, and this requires the efficient calculation of series representations of the periodic or Dirichlet (Neumann) Green's function. An alternative formulation is to distribute singularities on the bounding plates also, the advantage being that the free-space Green's function can be used; see, for example, Gaudet, McKinley, and Stone (1996) for a Stokes flow study of an extending liquid bridge.
There have been several theoretical and experimental studies in the area of liquid bridges and the control of their stability by imposition of an axial electric field. In the theoretical arena, Gonzalez et al. (1989) considered the linear stability of electrified dielectric liquid bridges in the absence of gravity and demonstrated that an axial electric field can stabilize (at least in the linear regime) a bridge which would otherwise be unstable. They also performed experiments to confirm their findings. Residual gravity was introduced by Gonzalez and Castellanos (1993) , and a similar stability analysis was carried out to determine local bifurcation diagrams near the zero gravity states. Of particular interest to the present study is that of Ramos and Castellanos (1993) , who use finite element methods coupled with a Newton iteration to solve the static nonlinear problem of an electrified dielectric liquid bridge. Our boundary integral method does not require discretization of the flow field which extends radially to infinity. In a more recent linear stability study, Pelekasis, Economou, and Tsamopoulos (2001) calculate numerically stability curves from the generalized eigenvalue problem resulting from the finite element projection of the linear equations of dielectric and leaky dielectric viscous bridges, and they demonstrate clearly the stabilization effected by the electric field.
Experiments on the dynamics of electrified liquid bridges have been carried out by Burcham and Saville (2000) in a zero gravity environment, Gonzalez et al. (1989) , and Ramos, Gonzalez, and Castellanos (1994) . The latter two studies were performed in a terrestrial environment with gravity effects present. The electric field was found to stabilize the liquid bridge in the sense that equilibrium shapes could be achieved for longer bridges beyond the Plateau limit. Gravity breaks the midplane symmetry and produces amphora-like shapes which are thinner in the vicinity of the upper plate. Our numerical results are in full agreement with all the experimental findings.
The governing equations.
Consider an axisymmetric liquid bridge of dimensional length L/2 held between two infinite parallel electrodes. The lower electrode is maintained at zero potential and the upper one at constant potential V 0 . In its undisturbed perfectly cylindrical state the bridge has a uniform circular cross section of radius R. The fluid is taken to be inviscid and incompressible of density ρ. Gravity is included, and surface tension acts and has constant coefficient σ. The fluid region (region 1) is nonconducting and has constant permittivity ε 1 , while the surrounding region (region 0) is dynamically passive, has constant permittivity ε 0 , and is nonconducting (e.g., air, as in the experiments; see the introduction). The problem geometry is sketched in Figure 1 .
The problem is made dimensionless by scaling lengths with L, the pressure p by by V 0 . These scalings are the capillary scales appropriate in Rayleigh instabilities of inviscid liquid jets and bridges (see Drazin and Reid (1981, Chapter 1) ). The dimensionless free surface is given by r = S(z, t) in a cylindrical coordinate system. Using a cylindrical coordinate system (r, θ, z) with the lower electrode at z = 0, the governing equations in region 1 are u t + u · ∇u = −∇p − Be z , (2.1) ∇ · u = 0, 0 ≤ r < S(z, t), 0 < z < 1 2 , (2.2) where e z is the unit vector along the z-axis. The parameter B = ρgLR σ , where g is the acceleration due to gravity, is the Bond number defined as the ratio of gravitational to surface tension forces-when B = 0 gravity is absent. The curl-free electric field is described in terms of a voltage potential by E = −∇V in each appropriate region, which is the relevant electrostatic formulation (see, for example, Jackson (1962, Chapters 1-3) ). It follows that the voltage potentials satisfy the Laplace equations ΔV = 0, 0 ≤ r < S(z, t), 0 < z < 1 2 , (2.3) ΔV 0 = 0, S(z, t) < r < ∞, 0 < z < 1 2 , (2.4) where Δ is the Laplacian in cylindrical coordinates. The boundary conditions at the electrodes are
In addition, the electric field far from the liquid bridge is uniform, that is,
The flow is irrotational, and hence we can write u = ∇Φ, with Φ(r, z, t) to be determined. The continuity equation (2.2) implies that Φ is a harmonic function,
with no penetration boundary conditions at the plates
where a 1 and a 2 are the dimensionless radial locations of the fixed contact rings the liquid bridge makes with the lower and upper electrodes, respectively, and are taken to be different. If Φ is known, the momentum equations (2.1) determine the pressure at any point in the fluid.
On the moving interface r = S(z, t) the electric potential satisfies a continuity condition,
and a no flux condition (i.e., continuity of the normal component of the displacement field εE), which in dimensionless form is given by
where variables inside and outside the free surface take subscripts or superscripts 1 and 0, respectively, and ν is the exterior unit normal vector to S. For the fluid dynamics we write the boundary conditions at the interface in terms of the stress tensor T ij whose dimensional form is
where E i is the ith component of the electric field E in an orthonormal basis. In the presence of surface tension the dimensional normal stress balance reads
where the notation [·] 0 1 signifies that we subtract values of the quantity in square brackets in region 1 from corresponding values in region 0, e.g., V 0 − V ; the quantity (
) is the sum of the principal radii of curvature on S. The Bernoulli boundary condition on r = S(z, t) is derived by integration of Euler's equations (2.1) and elimination of the pressure jump across the interface given by the normal stress condition (2.13). Performing the calculation and making the equation dimensionless using the scalings introduced earlier yields is an electric Weber number measuring the ratio of electrical to capillary stresses (see Tilley, Petropoulos, and Papageorgiou (2001) and Papageorgiou and Vanden-Broeck (2004) ). Finally, we have the kinematic condition,
In the remainder of the paper we denote the ratio of permittivities by
In this paper we consider the construction of equilibrium shapes (if they exist) for different physical parameters in order to assess the ability of the electric field to stabilize capillary instability and prevent collapse. We do not consider the related dynamic problem where the fluid potential Φ must also be calculated. At equilibrium, the pressure p 1 can be written as p 1 = −ρgz + const., where the first term is the hydrostatic part. The normal stress condition (2.14) provides an expression for the jump p 1 −p 0 at the interface (see Landau and Lifshitz (1987, Chapter 6) ). Eliminating this jump using the above decomposition for p 1 and nondimensionalizing yields the following electrically modified Young-Laplace equation,
where the constant pressure jump term α must be found as part of the solution in order to satisfy mass conservation.
For future reference we recall the expression of the sum of the principal radii of curvature for axisymmetric surfaces,
where primes denote z-derivatives. The solution of this problem constitutes a nonlinear problem which must be addressed numerically. We emphasize that equilibrium states may not exist for arbitrary fixed values of bridge radii a 1 and a 2 at the electrodes; see boundary condition (2.10); in the case of a perfectly cylindrical bridge, S(z, t) = a 1 = a 2 , it is well known that if a 1 < 1 2π and no electric field acts, the bridge is unstable and undergoes a topological transition to ultimately form two drops, one attached to the lower electrode and the other to the upper electrode.
3. The electric field problem. In order to determine the equilibrium positions or the dynamic evolution of the liquid bridge, we need to be able to compute very accurately and efficiently the electric potential V for a given shape S. The quantities of interest in our problem are the tangential and the normal derivatives of V on S.
Formulation of the integral equation for
Using this Dirichlet Green's function and (2.3) and applying Green's theorem, we obtain, for points (x 0 , y 0 , z 0 ) in region 1,
For points in region 0, using the asymptotic behavior of G at infinity given above and the fact that (V − 2z) approaches 0 at infinity, we obtain
Next, we take the limit of the normal derivative of (3.1) and add it to the limit as (x 0 , y 0 , z 0 ) approaches S of the normal derivative of (3.2); using standard properties of single and double layer potentials, we obtain the integral equation for
After solving (3.3), we can find the potential V using the following formula, which is obtained by taking the limit of (3.1) as (x 0 , y 0 , z 0 ) approaches S and adding it to the corresponding limit of (3.2):
The domain of integration for (3.3) can be greatly simplified by taking advantage of axisymmetry. We can integrate separately in the variable θ, the polar angle in cylindrical coordinates, since ∂V ∂ν | 1 (x, y, z) is independent of θ; this yields
The above equation is an integral equation along the curve defined by the cross section of S by any plane containing the z-axis. In order to simplify notation, we also denote by S that curve in the r, z coordinates. The integral equation (3.5) now involves a new Green's function (3.6) or, more precisely, the normal derivative of H. Integral equation (3.5) thus becomes
Gdθ
We describe next the procedure to obtain G used in (3.6).
3.2.
Ewald's method for evaluating the Green's function G. Ewald's method refers to the technique for rapidly convergent summations of series representations of Green's functions, first uncovered by Ewald in his original paper (see Ewald (1921) ). It has been applied in different areas of mathematical physics, as, for example, in the dynamic theory of crystal lattices (see Born and Huang (1954) ). Linton (1998 Linton ( , 1999 has shown how Ewald's method can be successfully applied in electromagnetic applications.
In our case, the Green's function G will be obtained from the periodic Green's function P (x, y, z, x 0 , y 0 , z 0 ) that satisfies
The most straightforward way of expressing the Green's function P is through the formal series
where G 0 is the free-space Green's function defined by
A natural idea for studying the integral equation (3.5) is to decompose H as H = H 0 + (H − H 0 ). The singular part of H is the integrated free-space Green's function and has been well documented. The (H − H 0 ) part is smooth. This decomposition enables us to maintain accuracy in a consistent manner. Starting from the free-space Green's function it is well known that integration in the angle θ yields (3.10) where m = 4rr0 (r+r0) 2 +(z−z0) 2 , and K is the complete elliptic integral function defined by
From standard properties of elliptic functions (see Abramowitz and Stegun (1992) , for example) we know that K(m) ∼ − 1 2 log(1 − m) as m approaches 1. We now describe our approach for the evaluation of the complete elliptic function K appearing in the evaluation of H 0 . It is well known that the elliptic function K(m) can be written as
for 0 ≤ m < 1, where K1 and K2 are two smooth functions which can be efficiently approximated by polynomials for 0 ≤ m < 1. More precisely, we will use the approximation
where P K1 and P K2 are two polynomials. Abramowitz and Stegun (1992) provide two polynomials of degree 4 for P K1 and P K2, respectively, yielding a single precision approximation (8-digit accuracy). We were able to obtain a double precision approximation (16-digit accuracy) by solving a minimization problem in quadruple precision (32-digit accuracy). However, we had to set the degree of P K1 and P K2 to be 8.
The derivative of K can be expressed in terms of the complete elliptic integral function E:
where
The singularity in E(m) can be factored out as follows:
where E1 and E2 are smooth. E(m) is in turn approximated by polynomials:
Here, too, we obtained a double precision approximation by solving a minimization problem in quadruple precision. We had to set the degree of P E1 and P E2 to be 8.
Evaluation of the periodic Green's function.
The formal sum (3.8) is not convergent and as such cannot be used in the construction of G. If instead we sum the x-, y-, or z-derivative of each term, we obtain a sum that converges very slowly. The series appearing in the following calculation are formal, although taking one derivative in any of the variables will make them locally uniformly convergent. To ease notation, P will temporarily designate P (x, y, z, 0, 0, 0).
The basis of Ewald's method is to rewrite expression (3.8) in terms of the following integral representation:
The last series in the above expression is rapidly convergent. Indeed, for 0 ≤ z ≤ 1 and |n| ≥ 2,
for some constant C, independent of x, y, z, and n. Note that it is crucial that the lower bound be different from 0 in the above integral for the estimate to hold. A similar estimate for the same integrand does not hold when integrating on the interval [0, 1]. Thus we apply a transformation to the series
and noting that h is a periodic function in z of period 1, we can calculate its Fourier coefficientĥ(l),ĥ
Finally, substituting (3.13) into (3.12) we find that
Note that in this new expression for P , for n = 0, the term
in the first series, is less than Ce −n 2 π 2 , for some constant C, independent of x, y, z, and n. The first integral in the series expression (3.14) is not convergent for n = 0. However, that difficulty disappears when one derivative is taken with respect to any of the variables; alternatively we can add an integrating term which is compatible with all the derivatives and with the behavior of P as r tends to infinity. We also notice that the first sum in (3.14) can be changed into a sum of cosines. Finally, we obtain the expression (reintroducing the sources at (x 0 , y 0 , z 0 ))
Next, we briefly demonstrate the stated asymptotic behavior of (3.15) as r approaches infinity. It is clear that the series terms in the first and the last terms of (3.15) all tend uniformly to zero as r approaches infinity. We then take the r-derivative of the second term to obtain 1 2π (3.16) which can be integrated exactly. From there we see that the principal part of (3.15) as r grows large is − 1 2πr , as expected.
The axisymmetric form of the periodic Green's function.
The expression (3.15) for the 1-periodic Green's function can be specialized further to an expression which is useful for the axisymmetric problems of interest here. This is achieved by integrating P in the angle θ between 0 and 2π, which yields the following novel expression for the axisymmetric Green's function Q, say,
2 dρ ρ
2 − 1 ρ dρ
This formula is new as far as we know. I 0 denoted the modified Bessel function of the first kind. Note that I 0 (s)e −s is a bounded function of s > 0 and is sometimes referred to as the rescaled modified Bessel function of the first kind. Derivatives of H can be obtained by differentiating each term in the series from expression (3.17). For faster computations, it is worth keeping in mind that Q satisfies the following identities:
Finally, we obtained the following formula for Q − H 0 (H 0 is the free-space Green's function; see (3.10)), valid for points where (r, z) = (r 0 , z 0 ), in the range 0 ≤ z ≤ 1 2 . Since
we infer, upon subtraction, that
Formula (3.18) is particularly interesting since each of the functions Q and H 0 is singular at points where (r, z) = (r 0 , z 0 ), but the difference can be calculated explicitly as given above.
Final calculation of the Green's function G.
The function Q is the 1-periodic axisymmetric Green's function which would be pertinent to axially periodic flows such as infinitely long liquid jets, for example. The liquid bridge problem, however, is of finite extent a Dirichlet axisymmetric Green's function (we called this G) and is appropriate. It is simple to obtain G from Q by using periodicity, and the following formula is obtained:
2 are simultaneously satisfied. As indicated earlier, we chose to have the function H 0 bear the singularity. In effect, we used the following decomposition:
Algorithm and numerical tests of the Green's function calculation.
In this section we undertake numerical tests for the evaluation of H 0 and Q and their derivatives. All other functions relevant to our problem can then be obtained in a straightforward way as explained above.
Evaluating the axisymmetric and periodic Green's function Q.
In this section we describe our algorithm for evaluating Q with a 10-digit accuracy throughout. (It is understood that more nodes should be used if higher accuracy is desired and fewer nodes if faster speed is desired, sacrificing some of the accuracy.) Analogous algorithms for evaluating
∂Q ∂r and
∂Q ∂z were also constructed, but we omit their detailed description since the steps are completely equivalent.
We first estimate the general terms in the infinite series expression (3.17) for Q by
where C is a constant independent of r, z, r 0 , and z 0 , provided that 0 ≤ z, z 0 ≤ 1 2 . This explains why it is sufficient to truncate the first series in (3.17) at n = 2 and to run a summation for the second series between n = −5 and n = 5, since C is reasonably small and our accuracy goal of 10 digits is met; see the results below.
We now explain the numerical procedure for evaluating the integrals involved in the series (3.17) while maintaining the set 10-digit accuracy. For the integrals
we make a linear change of variables to transform the range of integration onto [−1, 1] and apply a 64-point Legendre quadrature. Nodes and weights can be computed by a service routine from NETLIB, for example. The integrals involved in the last term in (3.17) require slightly more care. Since these integrals depend on z and z 0 only through z − z 0 , we temporarily set z 0 = 0 to ease notation. Set L = (z − n) 2 + (r − r 0 ) 2 . Substitutions lead to the identity
The integral (4.1) is denoted by I L . If L ≥ 1, a Laguerre quadrature in s is applied to the integral in (4.1). We picked a 64-point scheme, but only the first 24 nodes needed to be considered. For small L, the values of the integrand become more and more important for an accurate numerical value of I L . We first present an algorithm based on splitting the interval of integration for I L . If .1 ≤ L < 1, the domain of integration for I L is split into two parts, the first part being [0, 1] −(p+1) ≤ L < 10 −p , where p is a positive integer. As p grows, it is crucial to use more and more points near 0 for maximum accuracy. Note that a small value for L can at most occur for a single value of n in the series (3.17). In addition, we did not need to use values for L smaller than 10 −4 for the problem considered here. Alternatively, if z − z 0 is smaller than, say, .25, we may use the decomposition
That way, all the integrals I L can be evaluated in a single step by Laguerre quadrature. This is the approach that we choose to follow throughout the rest of the paper. Derivatives of Q are obtained by differentiating analytically the formula for Q. Subsequently, numerical evaluations of derivatives of Q are performed analogously to numerical evaluations of Q. In order to obtain an independent check, we first use the straightforward formula (3.8). Rewriting (3.8) in terms of cylindrical coordinates and taking the z-derivative, we obtain
Note that the infinite sum in (4.2) is convergent. It can be evaluated to any desired precision with the help of software such as Mathematica. To obtain an approximation for the axisymmetric periodic Green's function, ∂Q ∂z (r, z, r 0 , z 0 ), we need to integrate (4.2) with respect to θ. Due to periodicity in θ, this is achieved with spectral accuracy by a trapezium rule, and we can therefore approximate
for different values of N . After some painstakingly slow calculations (close to 20 minutes of CPU time), we arrive at the following numerical values.
If, instead, we sum the series using the Ewald method described above, we obtain in less than 0.002 seconds (using the same CPU) the value −5.84595180540356. The values in Table 1 suggest that the first 12 digits are correct.
In a second example, we consider the point, r = .24, z = 0, r 0 = .25, z 0 = 0, and seek to evaluate numerically ∂Q ∂r (r, z, r 0 , z 0 ). Note that, in this second case, we are much closer to a singularity. In order to obtain an independent check, we first use the straightforward formula (3.8). Switching to cylindrical coordinates in (3.8) and taking the r-derivative, we obtain
The infinite sum in (4.4) is convergent and can be evaluated to any desired precision with the help of software such as Mathematica, for example. As in the previous example, we can approximate for different values of N . This time, the naive algorithm is even slower, taking well over one hour on the same CPU as above to complete. The calculated values for different N are given in Table 2 . ∂Q ∂z ; our approximation of Q, then, is correct up to a constant. Finally, an asymptotic expansion of the middle term in (3.17) shows that Q exhibits the correct behavior as r becomes large.
Accuracy and efficiency of derivatives of the Green's function.
The reader probably feels that the comparison from the last paragraph was unfair since the integral 2π 0 G 0 (r cos θ, r sin θ, z − n, r 0 cos θ 0 , r 0 sin θ 0 , z 0 )dθ is exactly equal to H 0 (r, z − n, r 0 , z 0 ) and the z-or the r-derivative of the latter forms a convergent series. We try out this idea for the calculation of ∂Q ∂z (r, z, r 0 , z 0 ) for r = .24, z = .11, r 0 = .25, and z 0 = 0, the same values as in the first example of the preceding paragraph, using the formula
In our code, each evaluation of the elliptic functions E or K was performed by using the polynomials P E1, P E2, P K1, and P K2 of degree 8 introduced earlier, which is very economical. We decide to truncate the series (4.6) when the general term becomes smaller than 10 −12 . We find the value −5.84595180540555, which has 12 accurate digits. The truncation value for n was 707107. The operations were performed in 0.804 seconds, that is, about 800 times as slow as when applying Ewald's method. Note that for Ewald's method, it suffices to run the first sum in formula (3.17) for n from 1 to 2 and to run the second sum for n from −5 to 5.
We now try to reproduce the second example from the last section, where r = .24, z = 0, r 0 = .25, and z 0 = 0. We evaluate
As above, we truncate the series (4.7) when the general term becomes smaller than 10 −12 . We find the value 59.0030766687182, which has 12 accurate digits. The truncation value for n was again 707107. Notice that it was expected for the truncation number to be the same in either example because the series converges as (z − n) Finally, we compare performances for the evaluation of Q itself. As noted earlier, the series
is not convergent. Instead, the series,
is convergent and yields Q(r, z, r 0 , z 0 ) to within an unknown constant, which is sufficient for our problem. To test this formula on a numerical example, we evaluate Q (.24, .1, .25, 0) − Q(.3, .1, .25, 0) , using Ewald's method and, for comparison, the series (4.8) truncated when the general term becomes smaller than 10 −10 . In the case of Ewald's method we obtain 0.215472859717063 in less than .001 seconds. Using the series (4.8) we obtain 0.215472859719637 in 0.323 seconds for a truncation value of 223608. The two numerical values agree over the first 11 decimals.
Remark. Whereas algorithms for evaluating sums such as (4.6), (4.7), and (4.8) are straightforward to design, algorithms for the evaluation of the series (3.17) are nontrivial, since the terms are integrals to which quadrature rules are applied. It is quite possible that a finer analysis for the evaluation of these integrals will yield a more efficient algorithm than ours, which suggests further advantages for Ewald's method regarding speed and accuracy.
Numerical solution of the integral equation for the normal component of the electric field.
We recall that the function H − H 0 is smooth for all 0 < z, z 0 < 1 2 and r, r 0 > 0, and, as shown in the preceding section, we possess a fast and accurate technique to evaluate it, even at those points where (r, z) = (r 0 , z 0 ). Consequently, we rewrite (3.7) as
We choose the following parametrization for S, z = z(t), r = r(t), 0 ≤ t ≤ 1, such that z(0) = 0, z(1) = 1 2 , and rewrite (5.1) using this, to obtain 1 2
According to the properties of the elliptic function K(m), the first integral in (5.2) can be expressed as
for some functions F 1 and F 2 . More precisely, setting
Note that F 1 (t, v) and F 2 (t, v) can be evaluated with the aid of the polynomials P K1, P K2, P E1, and P E2, introduced in the preceding section. The second integral in (5.2) can be expressed as
and F 3 (t, v) is evaluated with the aid of the polynomials P K1, P K2, P E1, and P E2 and the rapidly converging series for H and H − H 0 introduced previously. We choose the collocation points t j = j n for 1 ≤ j ≤ n − 1. The following quadrature rules were found for each of the two types of integrals appearing in (5.3) and (5.4):
The coefficients q 1 (j, l, n) and q 2 (l, n) were obtained by substituting an appropriate polynomial P r,n (v) interpolating F (t j , v) for v over [ r n , r+1 n ] followed by the following approximations:
We proceed to obtain a system of linear equations in the unknowns ∂V ∂ν | 1 (r(t j ), z(t j )) for 1 ≤ j ≤ n − 1. The following section is aimed at proving that this system of linear equations is well posed and yields an approximation to the true value of ∂V ∂ν | 1 (r(t j ), z(t j )) with the error O( log n n 4 ). 5.1. Convergence of the numerical scheme. It is possible to prove that if the integral equation (5.2) is numerically approximated as described above, then the numerical scheme converges to the unique solution of the continuous problem. We carried out our proof using elementary potential theory and the general theory of linear integral equations, referring to Kress (1999) . The detailed proof appears in the appendix. 
Parametrization of the interface S.
In practice, the Green's function H is derived from the periodic Green's function Q through the identity
If z 0 is close to 0 or 1 2 , then as (r, z) approaches (r 0 , z 0 ), the term Q(r, z − z 0 − 1, r 0 , 0) is close to being singular. An efficient numerical code must take into account that points closer to the plates are problematic. A standard method is to cluster points near the plates. To do so, we chose the following point distribution for the z variable. Set Figure 2 we plot z against j for n = 50.
In order to solve the integral equation (5.2) and the associated Bernoulli equation (see section 5), we need to possess accurate values for the components of the unit tangent vector and the curvature at the quadrature knots. The shape of the interface is unknown and must be determined as part of the solution. In order to obtain accurate approximations of important geometric quantities, approximate the surface S by an equation giving r as a polynomial function of z. The degree of the polynomial is fixed, and the coefficients of the polynomials are constrained. A least squares method is applied to obtain the polynomial equation at each time or iteration step. When we ran tests without the smoothing effects of the least squares method, errors in the calculation of the curvature accumulated exponentially. The errors first appeared near the walls, because the marker points there are not allowed to move, whereas their immediate neighbors are free to move. These errors then propagated to the rest of the curve, giving it over time a ragged aspect and eventually leading to numerical overflow. We anticipate that our constrained polynomial approach is a reasonable one since we expect to find very smooth shapes at equilibrium. In addition, once a polynomial equation for the curve S is set, it is straightforward to calculate the components of the unit tangent vector and curvature.
Calculation of the potential at the interface S.
As mentioned earlier, the values of V on S are calculated from ∂V ∂ν | 1 through the formula (3.4). In practice, we use again the decomposition H = H 0 + (H − H 0 ); that is, we write
)ds(r, z).
We recall the expression for H 0 given by (3.10) and again apply the quadrature rules (5.5) and (5.6) described above. Finally, we determine ∂V ∂τ from V through a fourthorder numerical differentiation scheme compatible with the accuracy of the quadratures q 1 and q 2 defined in (5.5) and (5.6). This yields the tangential derivative of V along S, which is an important quantity in our numerical solutions.
Numerical tests on a model problem.
Before proceeding to numerical solutions of the electrified liquid bridge equilibria, we undertake the numerical solution of the integral equation (5.2) We take the interior limit of the normal derivative of the above identity to obtain the integral equation for μ, After solving (5.12) for μ, we calculate f at the quadrature nodes based on formula (5.11). Finally, we measure the relative error. In Table 3 , we indicate in the third column the maximum of the relative error for 0.05 < z < 0.45. In the fourth column, we indicate the maximum of the relative error for 0 < z < 0.05 or for 0.45 < z < 0.5. The first two columns contain the values of p and n, where p appears in the definition of f and measure spatial frequency, and n is the number of quadrature nodes.
In Table 4 we repeat the simulations, this time measuring the relative error in the tangential derivative of f .
Physical examples: Equilibrium shapes of electrified liquid bridges.
In previous sections we described how the electrified liquid bridge problem can be solved numerically using boundary integral methods. In this section we concentrate on the specific physical problem of using such methods to obtain equilibrium shapes (if they exist) for different physical parameters.
In the numerical experiments we describe below, we choose to fix the contact points between the fluid and the electrodes (i.e., the values of a 1 and a 2 are fixed) and α and to search for equilibrium solutions satisfying the boundary condition (2.18) by incorporating a motion by curvature along the normal-type algorithm described below. We note that this procedure does not preserve volume, and a value of the final volume is obtained at equilibrium. Different values of α will yield different volumes. An iteration on α and the addition of a volume constraint can be used if desired, as was done in the finite element calculations of Ramos and Castellanos (1993) . We describe such results based on our methods in a later section.
The algorithm for finding equilibrium shapes is as follows: 1. Prescribe the physical parameters E b , ε p , B, and α and pick the values of a 1 and a 2 which define the fixed wetted area on the lower and upper plate, respectively. 2. Prescribe an initial shape S 0 defined on a discrete set of mesh or marker points. Each of the two points of S 0 on the upper and lower plate are not allowed to move. 3. Solve for E τ and E ν using the boundary integral methods described in preceding sections. 4. Calculate the quantity
at each of the marker points. 5. Move marker points along the interior normal. They are moved for a distance proportional to the quantity (6.1). 6. The new position for the marker points provides a new shape S. Apply a least squares method to derive an equation for the new shape by approximating r as a polynomial P 7 of degree 7 in z. The coefficients of P 7 are constrained by bounds. In addition, this polynomial meets the requirement that its graph passes through the top and bottom points. 7. With a new smooth shape computed, the iteration procedure is repeated by going back to step 3 of the algorithm. Remark. The middle term in (6.1) can be simplified by writing
This quantity is positive if ε 0 > ε 1 and negative if ε 0 < ε 1 ; the latter case is more representative of physical situations where the outside surrounding phase is air or a gas. Thus the stabilizing effect of electric fields in such situations is readily apparent.
The iteration is stopped when either of the following occurs: -Denote by S r the shape obtained at step r of the iteration. If the distance between S r and S p is smaller than a certain set tolerance for all r 0 ≤ r, p ≤ r 0 + 100, then we assume that we have found an equilibrium position, S r0 . We also check whether we can reduce the quantity (6.1) below a certain tolerance level. -The shape tends to collapse into two parts. There is a topological transition.
In that case, the surface tension caused the shape to collapse, and the electric stress was not strong enough to counteract that effect. The ultimate shape of the fluid at equilibrium has more than one connected component. -The shape tends to expand radially to infinity. In that case, the electric stress is dominant and cannot be counteracted by surface tension forces and the pressure term α. The simulation suggests that in such cases, there is no equilibrium shape, for that value of α, that extends from wall to wall and that passes through the given top and bottom points.
The minimal energy solution.
We present a first set of numerical results corresponding to the pressure α = 0. These results are of a rather theoretical nature, because they are hard to obtain physically. However, they provide several test examples: in the absence of electric fields, it is possible to find shapes at equilibrium by means of independent and straightforward methods. 6.1.1. The case where the electric effects are absent. Euler was the first to study this case. In the absence of gravity, B = 0, either there exists a piece of catenary with equation C >0, (6.3) passing through the two fixed points at the top and bottom, and in that case the equilibrium shape is given by that piece of catenary, or coefficients C and D allowing the catenary to pass through the two fixed points do not exist, in which case there is no connected equilibrium shape. Note that the second case corresponds to the physical situation where the top and bottom points are "too close" to the z-axis, and the liquid bridge collapses. Note also that the coefficients C and D have to be sought numerically.
In a first example, we fixed the bottom point at (0.4, 0) and the top point at (0.5, 0.5). The initial shape is the line segment joining these two points, which is the dashed-dotted line in Figure 3 . The dashed curve is the boundary of the approximate shape after 50 iterations. The solid curve is the piece of catenary connecting the two points. Past 200 iterations, it is not possible to tell the difference, by looking at a plot with the same resolution, between the piece of catenary and the computed shape. It was checked that the discrete L 2 norm of the difference in the r-coordinates between the marker points and points on the exact equilibrium shape curve with the same z-coordinate was less than 10 −4 . In a second example, we fixed the bottom point at (0.3, 0) and the top point at (0.4, 0.5). The initial shape is the line segment joining these two points, which is the dashed-dotted curve in Figure 4 . No connected equilibrium exists in this case, and no real C and D can be found such that the curve defined by (6.3) passes through (0.3, 0) and (0.4, 0.5). After some 520 iterations, the updated shape intersects the z-axis, indicating that the search for connected equilibrium shapes has failed. 6.1.2. The cylindrical equilibrium shape. If S is a vertical line segment, the electric potential V can be found in closed form and is V = 2z. If the fixed top and bottom points lie on the same vertical line, for any value of ε 0 , ε 1 such that ε 0 < ε 1 , there is a choice of E b making the cylinder passing through the two fixed points an equilibrium shape with α = 0. This value is
where a 0 is the radius of the cylinder. In addition, if these cylinders are wide enough, they are stable equilibrium shapes. To test our search for equilibrium positions, we pick the values, (6.5) and we start with the initial shape, r = .5 + .05 sin(4πz).
The equilibrium shape is the cylinder r = .5 for the parameters (6.5). In Figure 5 , we plot the initial shape, which is the most curved one, and also the shapes after 30, 60, 90, and 110 iterations using our algorithm. The contours converge to a segment line. The last plotted contour after 110 iterations is indistinguishable from a vertical line segment. Any additional iteration did not alter the segment line, although the coefficients of P 7 did not converge. 
More interesting cases.
In this section we obtain new zero pressure equilibrium shapes in regimes where there is a balance between electric and capillary stresses. In a first example, we fix the top and bottom points with the values a 1 = .3, a 2 = .2. The initial shape is the line segment connecting these two points. Without the aid of an electric field, the corresponding liquid bridge would collapse due to capillary forces. We now pick
After 130 iterations, changes in iterated shapes are minimal, but it appears that there is still a slight oscillation about the equilibrium position. This oscillation can be eliminated, to graphical precision, by choosing a smaller constant of proportionality in step 3 of our algorithm. The computed equilibrium position is depicted in Figure 6 .
Results from another numerical simulation show that a value of E b = 1.21 is not strong enough in this case to prevent capillary collapse. As the value of E b is increased, however, we find convex equilibrium shapes. For example, with the values
and the same initial shape as in the preceding case, the computed shape converges after about 500 iterations. We plot it in Figure 7 . For values of E b = 3.61 or higher, no zero pressure equilibrium could be reached. The electric stress was just too strong to be compensated by capillary forces. We note that in practice no such physical phenomenon arises due to the adjustment of the pressure jump across the interface which is proportional to α. configurations. To set the stage, we ignore the electric field and take
while the bridge radius at the lower plate is a 1 = 0.75 and at the upper plate is a 2 = 0.65. For these values a zero pressure (α = 0) equilibrium shape is obtained and is shown in Figure 8 as the innermost solid curve. The outermost solid curve is the piece of catenary passing through the two fixed points, that is, the equilibrium shape obtained in the absence of gravity, which is included here for the sake of comparison. We are not aware of a closed form solution for the equilibrium shape in the case where B is nonzero. However, it is well known that if the equation of the boundary is in the form r(z), then r satisfies the following boundary value problem, derived from the formula (2.19) for the mean curvature:
are given boundary data.
This boundary value problem can be efficiently solved numerically for the values of B, r(0), and r( 1 2 ) of our example. The contour computed by this alternative method resembles so closely the calculated contour obtained by our motion by curvature algorithm that we do not superimpose a plot of it here.
In the next simulation, we want to demonstrate how an electric field enhances the stability of equilibrium solutions. The value for B = 7 is the same as above. In addition, we pick
and we plot also in Figure 8 the resulting equilibrium shape: it appears as the dashed line. The electric field acts to reduce the curvature of the equilibrium shape, and hence acts in a stabilizing manner.
6.2. Volume preserving equilibrium shapes. In this section, we compute equilibrium shapes satisfying two constraints: (i) the points on the top and bottom plates are imposed and fixed, and (ii) volume is conserved. As discussed earlier, the final pressure difference α is then an unknown, and it has to be calculated as part of the solution. The final volume obtained by application of our search algorithm for a fixed α is an increasing function of α: this is because of the motion along the normal vector. For finding volume preserving equilibrium shapes and corresponding pressures at equilibrium, we make two initial guesses for α, and then iterate on α using the secant method, to find the value α * that will preserve a given initial volume. In the first experiment, we fix the points on the top and bottom plates to be at r = .07 and take B = 0. We seek equilibrium shapes that preserve the initial volume given by the equation r = .07(1 − .1 sin(2πz)) (6.6) and which is equal to 6.75538 · 10 −3 , correct to 6 decimals. This initial configuration lies below the Plateau limit where no stable equilibrium exists for E b = 0. The numerical search for equilibrium fails, as predicted by the theory. We now introduce the effects of an electric field using the values ε p = 2, E b = 16. Note that the value chosen for E b is a value that yields an equilibrium position for a cylinder passing through the closest point to the z-axis on the curve of (6.6), that is, a cylinder of radius 0.063. The search for an equilibrium shape and final pressure was successful, and the computed value for α * is −17.1732731713385. We conclude that equilibrium is reached after some 300 iterations, because no change in shape is observed if the algorithm is continued for another 50 iterations. The shape at equilibrium is plotted in Figure 9 .
The computed equilibrium shape has the desired volume, up to 6 decimals. The visual difference in shape between the final curve in the algorithm and the curve (6.6) is slight.
In a second simulation, we fix the points on the top and bottom plates to be at r = .3. We seek to preserve the volume occupied by the corresponding cylinder, that is, approximately, 0.1413716. This time we are well above the Plateau limit allowed for gravity to be present with the Bond number B = 30. In a first run, we compute an equilibrium shape in the absence of electric forces and obtain the familiar amphoralike shape; the final pressure value is α * = 10.7302756813844. We then apply an electric field using the values ε p = 2, E b = 10. The final shape at equilibrium is much flatter in this case, and the configuration is closer to an undisturbed cylinder due to the stabilizing effects of the electric field. Equilibrium shapes in each case are plotted in Figure 10 . The final computed value for α * is −9.2584080738938. This calculation verifies that the electric field acts to offset the destabilizing effects of gravity through stabilizing electric stresses at the interface. This is in agreement with results from experiments (see Gonzalez et al. (1989) and Ramos, Gonzalez, and Castellanos (1994) ), as well as linear stability studies of the governing equations (see Pelekasis, Economou, and Tsamopoulos (2001) ).
Conclusions.
We have introduced and implemented efficient and highly accurate boundary integral methods which can be used to solve electrified liquid bridge problems. The presence of bounding electrodes introduces the need to develop fast and accurate methods for the calculation of series representations of the Green's function in axisymmetric geometries. We demonstrate how to do this using Ewald's method and perform extensive tests that establish the accuracy of our summation compared to keeping a large number of terms in the conventional sum (or, more precisely, their gradients). For example, we show numerically that for a desired 12-digit accuracy, the conventional sum would require over 7 × 10 4 terms, whereas our Ewald sums obtain the same accuracy with less than 10 terms.
The accuracy and efficiency of the Green's function calculation is incorporated into the numerical solution of a boundary integral equation for the electric field components on the free interface and the ultimate use of the computed stresses in the determination of equilibrium shapes. We present two types of solutions: minimum energy and volume preserving solutions. Both are calculated through a transient algorithm that involves motion by curvature. Equilibrium shapes in the presence (or absence) of electric fields and gravity are computed for a range of physical parameters. Our results are in complete agreement with alternative finite element calculations and linear theory, which predict a stabilization of the flow in the presence of axial electric fields. The stability in the present context manifests itself either by flattening the interface of equilibrium shapes for parameter regimes above the Plateau limit or by preventing collapse in parameter regimes below the Plateau limit, provided the strength of the applied field is strong enough. Finally, we note that all computed equilibrium shapes are appropriate for both viscous and inviscid fluids, as we have only considered the static problem. The addition of a boundary integral equation for the fluid potential φ and the computation of time evolving states in the inviscid case is the subject of ongoing research. In view of (7.4)-(7.7), applying Green's theorem to f ∂f ∂z in a rectangle in the r-z plane such that two opposite sides lie on the planes z = 0 and z = 1/2 and the other two sides tend to infinity, we derive (7.8) where R 1 is the region inside S, and R 0 is the corresponding exterior region. Since ε p = 0, ∇f has to be zero in R 0 and in R 1 . Now, using the usual jump condition for the derivatives of single layer potentials, we infer that μ = 0.
We have thus proved uniqueness for the linear integral equation of the second kind (3.7). Note that, up to a constant, the left-hand side of this equation appears in the classical form "identity plus compact." According to Theorem 10.9 in Kress (1999) , we just need to verify that our sequence of operators that approximate the integral operators involved in the left-hand side of (3.7) is pointwise convergent and collectively compact. Our approximated operators are obtained by applying converging numerical quadratures. As explained in Theorem 12.8 in Kress (1999) , collective compactness is guaranteed when integrating against continuous kernels. More care has to be taken for the integration kernel exhibiting a logarithmic singularity. We seek to verify the necessary condition 12.14 in Kress (1999) . That condition ensures collective compactness for a sequence of approximating operators derived by quadrature, converging to a weakly singular integral operator. In our case, we found the quadrature coefficients β 
