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Résumé
Dans cette thèse, on s’intéresse à l’approximation numérique d’un modèle d’écoulement
dispersif en eau peu profonde. Les applications visées par ce type de modélisation sont
nombreuses (écoulement dans les océans, les rivières, etc) et cette thèse est motivée en par-
ticulier par les risques naturels et la production d’énergie renouvelable. Le modèle étudié
a été dérivé par moyenne selon la verticale des équations d’Euler et prend en compte la
pression non-hydrostatique. Cette contribution non hydrostatique apporte des précisions
cruciales pour comprendre les phénomènes, notamment lorsque les effets dispersifs sont
importants. Il est alors nécessaire de résoudre un système de type incompressible; ce qui
nous amène à résoudre une équation elliptique en pression.
Nous proposons une méthode numérique pour résoudre le système dispersif avec topogra-
phie pour les modèles 1D et 2D. L’approche développée est basée sur un schéma de
type prediction-correction, initialement introduit par Chorin-Temam pour les équations
de Navier-Stokes. Nous définissons un cadre générique qui permet de concevoir un schéma
valable en 1D et 2D et aussi de pouvoir augmenter l’ordre de précision. Par ailleurs, la
méthode proposée garantit les propriétés de stabilité telles que la positivité de la hauteur
d’eau, la conservation de l’entropie discrète et la condition inf-sup. L’étape de prédiction
du schéma implique de résoudre les équations de Saint-Venant avec terme source, cette
partie est réalisée avec la méthode des volumes finis, tandis que la partie correction nous
amène à résoudre un problème mixte en vitesse/pression. Ainsi, nous proposons une for-
mulation variationnelle qui nous permet d’appliquer la méthode des éléments finis avec des
choix d’espaces compatibles. Par ailleurs, cela nous permet d’établir des conditions aux
limites compatibles entre l’étape de prédiction et l’étape de correction. Cette méthode
est appliquée pour le problème en 1D et 2D pour des maillages non structurés. Le travail
effectué étant destiné à simuler des processus géophysiques réels, la méthode a été conçue
pour pouvoir traiter les transitions de sol sec/mouillé et cette propriété a été confirmée
par plusieurs tests numériques. Par ailleurs, pour palier les problèmes liés aux coûts de
calculs, nous utilisons des méthodes itératives pour la résolution de l’équation en pression.
Afin de valider la méthode, nous présentons la comparaison entre certaines solutions analy-
tiques et leurs simulations numériques. Nous avons également réalisé des tests comparant
les solutions calculées et les données obtenues lors d’expériences en laboratoire.
Mots-clés
Ecoulements à surface libre, dispersion, pression non hydrostatique, propagation des ondes,
schéma prediction-correction, différences finies, volumes finis, éléments finis.
Abstract
In this PhD thesis we are interested in the numerical approximation of a dispersive shallow
water system, aimed at modeling the free surface flows (e.g. ocean and rivers) and moti-
vated by applications for natural hazards and sustainable energy resources. This model is
a depth-averaged Euler system and takes into account a non-hydrostatic pressure which
brings crucial information for understanding the behavior of the flow, particularly when
dispersion occur. However this dispersive contribution suggests solving an incompressible
type system, and this leads us to solve an elliptic equation in the pressure.
We develop a numerical method for the one- and the two-dimensional dispersive shallow
water system with a topography. The approach is based on a prediction-correction method
initially introduced by Chorin-Temam, and we establish a global framework in order to
easily increase the order of accuracy of the method. Moreover, the proposed method
guarantees good stability properties such as positivity, entropy inequality, and inf-sup con-
dition. The prediction part leads to solving a shallow water system for which we use finite
volume methods, while the correction part leads to solving a mixed problem in velocity
and pressure. We propose a variational formulation of the mixed problem which allows us
to apply a finite element method with compatible spaces. In this framework we establish
compatible boundary conditions between the prediction part and the correction part. The
method is performed for the one-dimensional model and for the two-dimensional problem
on unstructured grids. In order to make the method practical for real geophysical cases,
we have derived a scheme able to treat wet/dry interfaces and to this end we give many
examples to test its performance. In addition, to deal with the significant computational
cost for the two-dimensional problem, an iterative method is used.
A validation of the method is established using stationary and non-stationary analytical so-
lutions for the one- and the two-dimensional problem. Moreover, we provide a comparison
of simulated solutions with data from laboratory experiments.
Keywords
free surface flows, depth-averaged Euler, dispersion, non-hydrostatic pressure, Shallow Wa-
ter, splitting scheme, waves, finite volume, finite element.
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A good understanding of geophysical flows behavior is essential in order to make accurate
predictions about natural events such as tsunamis, wave interactions or sustainable energy
resources. Gaining this understanding is a major challenge that requires close cooperation
between geophysicists, mathematicians and researchers in fluid mechanics. The environ-
mental stakes are high since these predictions deal with natural hazards like tsunamis,
coastal volcano eruptions, erosion, flooding and rises in sea level. Moreover, faced with
global climate change, having a better knowledge and understanding of these natural phe-
nomena makes it possible to adapt to environmental changes in an appropriate and efficient
way. These problems do not only concern natural hazards. To take the example of energy
production, in addition to coastal and off-shore wind turbines, new and innovative ways
must be found to harness natural resources like marine energies or fuel produced by micro-
algae.
To understand these processes, many laboratory experiments are performed by geophysi-
cists in an attempt to reproduce phenomena, and these experiments provide a large amount
of exploitable data. From the mathematical side, having an accurate model to represent a
real phenomenon is still an important research field and is essential in order to provide tech-
nical tools to help us understand and make predictions. Although there are now a number
of ways to predict many phenomena, it is essential to better understand their origins. For
instance, the arrival of a tsunami wave on the coast line can be quite well predicted, but
our knowledge of the source signal from the seismic remains far from complete.
In this context, numerical simulation provides a good approach to represent the physics
involved, which clearly makes improving mathematical models together with numerical
methods a crucial issue. In addition, high computing resources are being increasingly de-
veloped, allowing the scientific community to propose more complex methods for complex
models that have a significant computational cost.
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In this work, we are interested in modeling flow propagation in shallow water. In this
introduction, we give a state of the art of existing models and methods, drawing a clear
distinction between hydrostatic and non-hydrostatic models. Then we present a global
overview of our work. Finally, we present our conclusion and outline for future work.
1.2 Applications and motivations
It is clear that a vast number of applications that require hydrodynamic simulations exist
and the dispersive contributions of the models can modify the conclusions of a study
drastically. In this section, we focus on two important issues: renewable energy production
and coastal area.
Sustainable energy
The evolution of energy production is forcing us to find new ways to explore the power
of natural resources. This PhD thesis is done in the context of the Inria Project lab
Algae in Silicio. This project brings together biologists and mathematicians who aim at
working towards a new generation of bio fuel (see [49]). To allow the culture of micro-algae,
laboratories use photobioreactors or raceway ponds.
Among the possibilities to produce energy from biology, we are interested in the ability of
some micro-algae species to store a large amount of lipids. The objective is to optimize
the production of the biomass. To do so, the micro-algae culture is done in raceway,
which is equipped with a paddle wheel, which helps the circulation of the micro-algae. In
this context, the aim of the hydrodynamic simulation is to predict the trajectories of the
micro-algae in the raceway and to propose ways to optimize the production rate. Several
parameters can be tested like the dimensions of the raceway and the paddle wheels together
with their velocity. In a more general case, the conception of the infrastructure can be
optimized. A first study has been done in the ANGE team to simulate the behavior of the
micro-algae in the raceway with a multilayer hydrostatic model [6]. One of the objectives
of this PhD thesis is to improve the accuracy of the results concerning the micro-algae’s
trajectories by using a non-hydrostatic model with the biological model to predict the
Lagrangian trajectories of the particles. Figure 1.1 shows a raceway with the paddle wheels
(1.1a) and a simulation (1.1b) where we can see the trajectories of the micro-algae in this
raceway computed by a multi-layer hydrostatic system (we give the details of the models
in the next section). With the hydrostatic model, we neglect the vertical acceleration,
but in the case of the raceway, the fluid can be extremely rough and we expect a large
acceleration near the paddle wheel. In these cases, the dispersion can have an effect on
the hydrodynamics and then on the trajectories. We expect to observe a modification
in the velocity if we use a multi-layer model with dispersion. In addition, we expect a
modification of the free surface and then, an impact on the refraction of the light, which
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(a) Raceway (INRA Nar-
bonne)
(b) Simulation of Lagrangian trajectories in
the Raceway
Figure 1.1: Raceway illustration and simulation.
has consequences on the behavior of the micro-algae.
Coastal oceanography
Among coastal engineering concerns, the study of tsunamis and large wavelength propa-
gation is one issue which needs a good model to be able to predict and understand this
phenomenon. From the seisimic activity to the flooding, there are different geophysical
regimes, so attempting to simulate a tsunami by means of only one simplified model is not
a realistic proposition. In the context of the MIMOSA ANR (analysis, modeling and ap-
plications of seismic noise: from microseisms to earth normal mode). Another motivation
of this work is to use a dispersive shallow water model for the propagation of tsunamis
and wave interactions. The challenge is to have a better understanding of the seismic
perturbation generating a tsunami. A previous study carried out in the team with the col-
laboration of IPGP used the hydrostatic model to simulate the main waves of the observed
data. The objective now is to evaluate the impact of the dispersive effect for a real case
like a tsunami.
1.3 Geophysical models
The most comonly used model giving a mathematical description of the fluid dynamic is
the incompressible Navier-Stokes Equations (1848) for a Newtonian fluid [80]. It is clear
that the real phenomena is always much more complicated, but in practice, the Navier-
Stokes Equations (NSE) provide a relevant mathematical model to approach the reality of
5
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where (u, v, w), p are the velocity (resp. the pressure), ρ the density of the fluid, g the































with µ the dynamic viscosity. Equation (1.1) is the continuity equation and Equations (1.2)-
(1.4) are the momentum equations. To model the free surface and the bottom of the flow,
the system (1.2)-(1.1) is completed with kinematic boundary conditions (specified in the
next section).
Although the theoritical issues surrounding the NSE represent an on-going research topic,
the NSE are widely used as the reference model. In fluid mechanics, we often reduce the
model to some specific regime to allow the model to be studied and solved numerically.
If we neglect the viscosity, considering a perfect fluid with ρ0 = 1, we have the incompress-























































Both analytical and numerical difficulties arise when solving this system. One of them
comes from the incompressibility of the fluid, the pressure p being a Lagrange multiplier
of this condition. Other constraints arise at the numerical level for real applications, es-
pecially when one wants to model the free surface on a domain with large dimensions (eg.
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oceans, lakes, rivers, etc.). One of the possibility to approach free surface flow behavior
consists in using the numerical methods for the Navier Stokes model and detecting the
free surface. Many techniques have been proposed to approach this issue. For instance,
bi-phasic models [149] use the Navier Stokes equations with two fluids, the water and
the air. The surface is tracked by detecting the air/water interface. The Navier-Stokes
equations can also be used in a moving domain to avoid solving equations for the air do-
main. This method also requires detecting the surface with a level set method for instance,
and re-meshing the domain at each iteration of the computation [135]. We are interested
in model where the dimensions are reduced and where we avoid to re-mesh a domain
during the computations. This implies reducing the models according to the considered
geophysical phenomenon. Models for the propagation of waves have been studied by both
physicists and mathematicians. From the mathematical point of view, simpler geophysical
free surface models can be derived from the Navier-Stokes system under some assumptions.




The Hydrostatic Navier-Stokes free surface model is determined by assuming that the























− ws = 0, (1.13)







− wb = 0, (1.14)
where η is the free surface elevation, zb = zb(x, z) is the topography and (us, vs, ws) (resp.
(ub, vb, wb)) is the velocity at the surface (resp. at the bottom). We also denote the water
depth by:
H = η − zb (1.15)
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Figure 1.2: Notations for the one-dimensional Shallow Water system
For the hydrostatic Navier Stokes equations, the pressure is a function of the other variables
mainly, neglecting the viscosity terms (1.7), it reads p = g(η − z) + pa, with pa the
atmospheric pressure and with suitable boundary conditions specified later. Therefore
hydrostatic models have some common features with compressible models. This highlights
the fact that considering the hydrostatic pressure, we avoid the inconvenience related to
the incompressible property. However, the issue related to the size of the domain and the
moving domain is still present with this model.
The Shallow Water (or Saint-Venant) model
The Shallow Water system was introduced in 1871 by the physicist Adhémar Jean Claude
Barré de Saint-Venant [21, 20]. This is the classical model used in practice to represent the
flow behavior in rivers (see [32, 111, 109, 110]) and, as the name implies, it is essentially
based on the assumption that the water depth is shallow. This assumption implies that
the model is hydrostatic and states that the velocity is constant with the depth, which
is valid for rivers, lakes or coastal flows. Classically, the two-dimensional Shallow Water
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. (1.18)












This is illustrated for the one-dimensional model in Figure 1.2. There are different ways
(from physics or mathematics) to derive a hydrostatic model like the Saint-Venant model.
8
CHAPTER 1. INTRODUCTION
In the following, we briefly recall a way to derive the Shallow Water system (1.16)-(1.18)
from the Euler equations, which shows why the Shallow Water system is hydrostatic. We
give the derivation starting from the Euler system in three dimensions to obtain the Shallow
Water equations in two dimensions. To do so, we use a dimensionless system and make
the necessary assumptions on the parameters. It is very classical to use these kinds of
techniques for partial differential equations to simplify the models. If we introduce the





the shallow water assumption is satisfied when ε << 1, where L is the wave length char-
acteristic and h is the water depth characteristic. In addition to the definition of L, h and
ε given by (1.20), we introduce the following characteristic values
c =
√







































































































After integration over the depth, we deduce the hydrostatic pressure:
p(x, y, z, t) = g(η(x, y, t)− z) + pa (1.27)
where pa is the pressure at the surface, assumed to be equal to the atmospheric pressure,









ū)2 we find the inviscid Shallow
Water system (1.16)-(1.18). This assumption is valid in many geophysical situations, so we
obtain a compressible type system with a source term. The shallowness hypothesis makes
this model appropriate to simulate the propagation of a tsunami for instance, where the
characteristic depth of the ocean is between 1 and 4 km and the characteristic length is
greater than 200 km (see [64]). However, when one wants to study the waves involved in
the origins of the tsunami, it is necessary to go further in the asymptotic derivation to
have more accurate results.
Remark 1.3.1. The 2D Shallow Water model is derived from the 3D Navier-Stokes system
thanks to the vertical average, the dimension is reduced to two, yet the vertical velocity is





















that completes Equations (1.16)-(1.18). Extensive literature exists for the SW system, both
from the theoritical and numerical points of view.
1.3.2 State of the art of non-hydrostatic models
In usual shallow water equations, the vertical acceleration is neglected, thus dispersive
effects due to the terms (1.25) are not modeled. Even though the hydrostatic system
is suitable for many practical cases, the validity domain is still an important research
field. The difficulties dealing with a non-hydrostatic model appear both at the continuous
and numerical levels. Thus, many dispersive systems have been developed to take the
dispersion into account, such as the unidirectional equation to model the propagation of
solitary waves above a flat bottom called the Korteweg-de Vries equation (1895) presented
in [100] (see also [101, 55, 123]). Then, Boussinesq (1871) studied non-linear systems
for wave propagation in a channel [36, 37, 38]), followed by Peregrine (1967) in [131],
then Green and Naghdi (1976) in [86, 87], see also [104, 95, 142] for other formulations
of the Green-Naghdi equations. We also refer to Nwogu (1993) for reduced models for
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coastal engineering in [129], and in 2003, Saut studied non-linear wave equations with
dispersion [27, 28]. Although a large class of models is available, other non-hydrostatic
models have been proposed more recently, by among, others Sainte-Marie [44, 141, 43],
Lannes [106, 104], Yamazaki [152], Gavrilyuk [108].
In the following section, we outline some reference dispersive models to understand the
difficulty of taking this vertical acceleration into account (1.25). The models we present
can be derived from the Navier-Stokes (1.1)-(1.4) or the Euler (1.8)-(1.11) systems. One
can use geophysical criteria and linear theory [1] to approximate the dispersion relation, the
minimization of energy or the asymptotic expansion [104, 52]. In the case of approximation
by asymptotic expansion, we often distinguish the different regimes like Shallow Water (i.e
when kh << 1, k is the wave number and h is the characteristic value as used in (1.20)) with
small or large amplitude regimes. Furthermore, it is possible to derive many free surface
systems depending on the regime, for instance by introducing other characteristic values
like the typical amplitude or the variation of the bottom. This leads to asymptotic models
with dimensionless parameters such as nonlinearity (asurfh , where asurf is the characteristic
amplitude wave), shallowness (defined by (1.20)), topography and transversality for the
two-dimensional model. When we derive a symplified system starting from the Euler
equations keeping high order terms, i.e keeping the terms in O(εk), k ≥ 2, then the system
includes high order derivatives and this makes the equation hard to study both analytically
and numerically. Some other criteria are also used to calibrate parameters in order to fit
with data both from laboratory experiments or observations of a real phenomenon like a
tsunami. There is also a class of models where we consider the potential flow φ such that
(u, v, w) = ∇φ, and we refer to the Bernoulli equations, for example (see [104]).
The challenge concerns how to reduce a model from NSE or Euler equations with good
properties and for which we can develop a practicable numerical method. The goal of
this section is not to compare the different models but to give a range of models from
which one can start to study dispersive effects. We also stress that there is not a single
satisfcatory model which is valid for many regimes with a good mathematical structure.
Each of them has a limited range of validity. Many of them are still being studied in order
to be improved thanks to several criteria (both mathematical and geophysical). Despite
the existing literature on these subjects, there is a real need to develop good mathematical
models and robust and stable numerical methods.
The Green Nagdhi model
The Green-Naghdi (GN in the following) model, also known as the Fully non linear Boussi-
nesq equations, was introduced by Serre [142], then Green and Naghdi [86], and is the
reference model to represent dispersion despite its complexity, both to analyze and solve
numerically. We give the one-dimensional system with a variable topography and we refer
to [104] for a fully justified asymptotic model with dimensionless parameters. It has been
11
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widely studied by Lannes et al. ( [29, 104]) by distinguishing several asymptotic regimes




















(H −H0) + hQ(ū)
]
= 0, (1.31)
where H(x, t), zb(x) are defined as in (1.15) and H0(x) is the water depth at rest, and T
and Q are the differential operators defined by :





































This model has also been provided in two dimensions in [106]. The fact that the bottom
is not flat leads to a complex model, which is still an important field of investigation.
Furthermore, in [48], Chazel et al. proposed an improvement of the GN system in two
dimensions based on linear theory [1]. The idea is to establish common properties of the
linearized system of (1.30)-(1.31) for a flat bottom around a given state. More precisely,
the parameters are chosen to have an optimal dispersion relation. Among the reduced
models that depend on regimes (small amplitude, small perturbation of the bottom etc),
it is often possible to write the system in a more suitable formulation, so Equation (1.31)






+D = 0, (1.32)
where D is the non-hydrostatic contribution containing differential operators (in space and
time) in terms of ū, which depends on the regime. This formulation is especially more
convenient to provide a relevant numerical method, but the expression of D can be very
complex depending on the regime and contains high order derivative terms.
The depth-averaged Euler Systems
In the ANGE team, several non-hydrostatic models, generally derived from the Euler
equations, have been proposed. We recall some of them briefly here and we focus on
the depth-averaged Euler (DAE in the following) system for which the numerical method
presented in this PhD thesis was developed.
• In 2008, in [44], a derivation of non-hydrostatic models was proposed with an asymp-
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totic analysis to model long wave propagation. It led to a model that is similar to a
Boussinesq-type model [27, 28].
• In 2009, in [141], J. Sainte-Marie proposed an extension to the one-dimensional Shal-
low Water system with dispersive terms and presented a multilayer version of the
model.
• In 2011, in [42], a model similar to the Yamazaki model [152] was presented. It does












For this PhD thesis, we consider the non-hydrostatic depth-averaged model introduced
in 2013 by Bristeau et al. in [43] (we do not give the details of the complete derivation
of the model). We denote by (ū, v̄, w̄)T the three-dimensional averaged velocity and p̄nh,
the non-hydrostatic pressure. The idea is to derive a free surface model which keeps the
vertical acceleration (1.25). In [43], the model is written in one dimension but its extension





























































− ū∂(H + 2zb)
∂x
− v̄ ∂(H + 2zb)
∂y
+ 2w̄ = 0. (1.38)
Furthermore, denoting the averaged energy by:
Ē =





















with ū = (ū, v̄)T . In Equations (1.35)-(1.36), we can decompose the total pressure of the
fluid into two parts: the averaged hydrostatic part p̄hyd = gH2 and the non-hydrostatic
part p̄nh which is an unknown of the problem. Thus, the total pressure can be written:
ptotal = p̄hyd + p̄nh. (1.41)
As in incompressible models, and in contrast to hydrostatic models, the difficulty of disper-
sive equations comes from the pressure, which is no longer given by an algebraic expression
as in the Shallow Water model (1.16)-(1.18). The pressure, and more precisely the non-
hydrostatic pressure has to be determined under the constraint (1.38), which comes from
the divergence-free constraint of the Euler system and is now considered as the incompress-
ibility relation. So the model we study has no high order derivative term, which is different
of the formulation (1.32). In contrast to the ShallowWater model (1.16)-(1.18), the velocity
w̄ is an unknown of the system and is governed by the advection equation (1.38).
Equation for the pressure The governing equation for p̄nh in the model (1.34)-(1.38)
can be obtained by applying the Shallow Water expression of the divergence-free opera-
tor (1.38) to the momentum equations (1.35)-(1.36). For the sake of simplicity, we give





































This is a Sturm-Liouville type equation, with second order differential operators, which is
complicated to study and solve, particularly numerically.
Derivation of the DAE model The derivation of the DAE (1.34)-(1.37) model given
in [43] differs from the classical methods mentioned above (asymptotic expansion, linear
theory, etc.) and for the sake of clarity, we give the main steps of the derivation in one
dimension. The depth-averaged model has been derived using a moment closure principle
introduced by Levermore [113] in the context of kinetic models. It involves closure relations
to minimize the energy. Starting from the Euler System (1.9)-(1.11) and performing the
average over the depth, we search for closure relations between the quantities appearing
























We obtain the following closure relations:∫ η
zb





























In addition, denoting pnh|b the non-hydrostatic pressure at the bottom, we find the fol-
lowing relation
pnh|b = 2pnh, (1.47)
to obtain the energy balance (1.40). We refer to [43] for details of the minimization.
A comparison of the DAE model and the Green-Naghdi model These two
models differ slightly in one coefficient of the non-hydrostatic pressure in the vertical mo-
mentum equation. Indeed, with a flat bottom, the GN model can be written exactly like
the DAE model (1.34)-(1.38), except for the advection equation in w̄ which is replaced in













For a flat topography, the method proposed in this PhD thesis is developed for
the DAE model but can be easily adapted for the GN model. Only the constant
term in the Sturm-Liouville equation (1.42) changes. A numerical comparison
is proposed in Chapter 3 using two analytical solitary waves of the DAE and
the GN models. However, for a variable bottom in space, it is much more complicated
to give a comparison of the two models and the method should be readapted to take into
consideration a non-flat bottom for the GN model.
The Madsen-Sorensen model
This dispersive model is widely used for coastal engineering ( [117]) and is typically used
for weakly dispersive water waves and small amplitude waves. Madsen-Sorensen’s model




















+ τ = ψ, (1.50)
15
CHAPTER 1. INTRODUCTION
where τ denotes the friction and













where β is a real empirical parameter chosen to approach the dispersion relation defined by
the linear wave theory [1], like in [48] for the Green Naghdi model. In addition, this model
is suitable for the coastal zone, since, due to its mathematical structure, the breaking
wave process can be easily applied. Although this model is widely used for applications,
it is only suitable for weakly dispersive waves and does not admit an energy. Nwogu’s
model (1993) is also used for coastal engineering (see [129]). These kinds of models can
be seen as an approximation of the non-hydrostatic model (1.34)-(1.38). If we
replace p̄nh given by Equation (1.37) in Equations (1.35)-(1.36), and using (1.34),
it leads to an equation with high order derivative terms in space and time in H,
Hū. If one part of the high order derivative terms is neglected, we can derive
Madsen-Sorenen’s or Nwogu’s models.
1.3.3 About multi-layer models
To begin with, it is worth mentioning that the multi-layer principle for hydrostatic Navier-
Stokes consists in discretizing the model along the vertical. It has been developed to
approach the hydrostatic Navier-Stokes equations with a free surface. The interest is to
propose numerical schemes using extensions of the numerical method developed for the
Shallow Water system (1.16)-(1.18) and which does not require moving meshes. For the
hydrostatic case, it has been studied, by among others, Fernandez-Nieto [76] and Sainte-
Marie [13]. For the non-hydrostatic case, recent models have been developed to extend the
DAE system to a non-hydrostatic multilayer model [74].
1.3.4 Hydro vs non-hydro
In the previous section, we have introduced the different kinds of free surface models
and have distinguished two families : hydrostatic models and non-hydrostatic models. In
this section, we give an illustration of the dispersive effect on a numerical simulation. We
consider a flow in channel with a bump. In Figure 1.3a, we have reproduced the hydrostatic
hydraulic jump, which is an analytical solution of the Saint-Venant system (1.16)-(1.18),
and we compare the solution obtained for the same geometry, initial water depth, inflow
and outflow with the non-hydrostatic model (1.34)-(1.36) in Figure 1.3b. The dispersive
effects are clearly identifiable in Figure 1.3b by the oscillations occurring after the bump,
while we can observe the shock of the hydrostatic solution in Figure 1.3a. This specific

















(b) Simulation with a non-hydrostatic model (a
depth-averaged model)
Figure 1.3: Comparison of a hydrostatic and non-hydrostatic model on a hydraulic jump.
1.4 Numerical methods
Just as we have made a clear distinction between hydrostatic models like the Saint-Venant
system (1.16)-(1.18) and non-hydrostatic models, the numerical methods must also be
distinguished. The Shallow Water model (1.16)-(1.18) is hyperbolic and has been widely
studied both in one and two dimensions. Robust and stable numerical schemes are now
available to approach these kinds of models accurately (see [82, 34, 110]). A dispersive
model of the form (1.32) can be viewed as a hydrostatic model with a complementary
contribution, leading to a system which is no longer hyperbolic. Among the methods
proposed for dispersive models (for which we give a state of the art in the next section),
some of them still require solving a hyperbolic system, so in this section we present the
main ways to solve the hyperbolic part and we detail the kinetic scheme applied in our
work. Then, we set out the main existing numerical methods for non-hydrostatic models.
1.4.1 Numerical methods for hyperbolic systems
The Saint-Venant system (1.16)-(1.18) is a hyperbolic system of conservation laws with
source terms. It is classical to discretize the conservative part using a finite volume
framework. Many well-known numerical fluxes are available such as, for instance HLL
(Harten, Lax, Van Leer), Roe and Rusanov, see also the Godunov-type schemes consist-
ing in solving a Riemann solver at each interface in the discretization of the conservative
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part [110, 83, 140, 32]. The difficulty of the Saint-Venant model arises in the treatment of
the source term containing the topography term H∇zb in Equations (1.17)-(1.18) in a non
conservative form. This leads to difficulty in preserving non-trivial equilibria of the system.
Nevertheless, this issue has been extensively studied [32, 140] to obtain a robust numerical
scheme with good properties. The numerical approximation of conservation with source
terms is often performed using finite volumes techniques. But when considering more com-
plex systems with a coupling between advection and e.g. diffusion terms, the finite volumes
have to be coupled with finite elements type approximations. Such a coupling raises in
general important issues [73]. We refer to [10] for the discretization of the two-dimensional
Shallow Water system (1.16)-(1.18) on unstructured meshes. In this part, we describe the
finite volume framework together with the kinetic scheme which we have used in this PhD
thesis.
Kinetic interpretation
The kinetic approach applied to the Shallow Water system with a source term (1.16)-(1.18),
detailed in [132, 133] and [14] consists in using a description of the microscopic behavior
of the system. In this method, fictitious particles are introduced and the equations are
considered at the microscopic scale, where no discontinuity occur. The kinetic interpreta-
tion of the system allows its transformation into a linear transport equation, to which an
upwinding discretization is naturally applicable. We introduce a real function χ defined
on R, compactly supported and having the following properties{
χ(−ω) = χ(ω) ≥ 0∫
R χ(ω) dω =
∫
Rw
2χ(ω) dω = 1.
(1.51)
Let us construct the density of particles M(x, t, ξ) defined by a Gibbs equilibrium: the
microscopic density of particles present at time t, at the abscissa x and with velocity ξ
given by












2 . Then we have the following theorem
Theorem 1.4.1. The functions (H,u) are strong solutions of the Saint-Venant system











= Q(x, t, ξ), (1.53)
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ξQ dξ = 0. (1.54)
Proof of theorem 1.4.1. From the definitions (1.51) and (1.54), the proof is obvious by






and using (1.54). We notice that:∫
R
Mdξ = H ,
∫
R
ξMdξ = Hu ,
∫
R











dξ = H. (1.56)
This theorem produces a very useful consequence. The non-linear shallow water system
can be treated as a single linear equation on a non-linear quantity M , for which it is easier
to find simple numerical schemes with good theoretical properties.
Finite volume method
We apply a one-dimensional finite volume method on the Boltzmann equation which is a
transport equation where ξ is a velocity. We consider the domain R sub-divided into N
control cells Ci = [xi−1/2, xi+1/2] centered in xi, i = 1, N . We denote ∆xi the length of Ci
and tn+1 = tn+∆tn , k > 0 where t0 is the initial time and ∆tn is the time step depending
on the stability property (CFL).
















Using the hydrostatic reconstruction technique [7], we define the reconstructed water depth
Hi+1/2+ and Hi+1/2− for each interface xi+1/2 by:
Hi+1/2+ = max(0, Hi+1 + (zbi+1 − zbi+1/2)) Hi+1/2− = max(0, Hi + (zbi − zbi+1/2))(1.59)
with the reconstructed topography:
zbi+1/2 = max(zbi, zbi+1). (1.60)














We apply an upwind scheme for the transport part, setting the following definition of
Mi+1/2 at the interface:
Mi+1/2(ξ) =
Mi+1/2+(ξ) if ξ ≤ 0Mi+1/2−(ξ) if ξ ≥ 0 (1.62)








+ (ξ − ui)(Mi −Mi+1/2−)− (ξ − ui)(Mi −Mi−1/2+)
)
. (1.63)
Thanks to the property of χ, the scheme satisfies :∫
R
(ξ − ui)(Mi −Mi+1/2−)− (ξ − ui)(Mi −Mi−1/2+)dξ = 0, (1.64)
and ∫
R













where Hi is the average value of H on the cell Ci defined as (1.57). Therefore using the
















We have given the standard kinetic scheme for the Shallow Water system, however the
kinetic scheme has been adapted for the two-dimensional model in [14]. In this PhD
thesis, we have used the above kinetic scheme for the hydrostatic part for the one- and the
two-dimensional problems, see Chapters 2, 3, and 4. These schemes admit a fully discrete
entropy inequality and one can prove its convergence [114].
1.4.2 State of the art of numerical methods for dispersive models
Including dispersive effects in a model adds significant difficulties to derive a robust al-
gorithm. Indeed, these additional terms change the class of equation, and new numeri-
cal approaches need to be developed. The dispersive models (1.30)-(1.31), (1.34)-(1.38),




+ divF (X) +D = S(X), (1.68)








F is the associated flux, and S is the topography source term. We denote by D the addi-
tional dispersive terms which may contain differential operators depending on the model.
Thus for D = 0 we come back to the Shallow Water equations, which can be solved with
the method previously presented in Section 1.4.1. For D 6= 0, the difficulties arise in
two dimensions, and more specifically for unstructured grids. Many strategies have been
investigated in one or two dimensions, and we give here a brief review of existing techniques.
Determining D depends on the formulation of the model, and usually D contains derivative
terms up to third order, it is then necessary to apply a high order scheme to discretize
D. Several techniques have been proposed to solve this problem, some techniques use a
change of variables to include the term D in the whole scheme designed for the model [108].
Some other techniques decouple the two parts of (1.68) and use a different scheme for each
part, namely one method to discretize the flux F together with the source term S and one
method to discretize the dispersive terms present in D. In [48], F. Chazel et al. (2010)
use a high-order finite volume scheme (WENO [151]) and a finite difference scheme for
the one-dimensional Green-Naghdi model (1.30)-(1.31). Similarly, in [108] O. Le Métayer,
S. Gavrilyuk and S. Hankuses (2010) use a HLL scheme for the hyperbolic part for a flat
bottom (without source terms) and discretize the high order derivative terms present in
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D by finite difference approximation. The finite difference scheme has been performed
for many dispersive models [30]. These approaches are also used on models of Madsen-
Sorensen (1.49)-(1.50) and Nwogu types (see Section 1.3.2) in [72, 116]. Mitsotakis et al.
performed a Galerkin Finite-Element Method for the one-dimensional GN model [52, 65].
The method described above can be written as a generalization of a splitting scheme to
solve the dispersive part. Writing the model in the form (1.68), we describe the principle of
the splitting scheme which consists in computing the dispersive part D of (1.68) separately
from the hyperbolic part at the discrete level. This method can be summarized by the
semi-discretization in time of Equation (1.68):
Xn+1/2 = Xn −∆tn (divF (Xn)− S(Xn)) , (1.70)
Xn+1 = Xn+1/2 −∆tnDk, (1.71)
where k = n or k = n + 1 (depending on the method) and where step (1.71) consists in
correcting the state Xn+1/2 with the dispersive part D, which depends on the derivatives
of X. For these kinds of methods, it is classical to apply a different numerical scheme for
the two parts (1.70) and (1.71).
Recently (2014), a discontinuous-Galerkin discretization was proposed by A. Duran and
F. Marche in [62] for the Green-Naghdi model. The idea is to determine first the equation
governed by D defined by (1.68), this step is done at the continuous level and provides
a high order differential equation. Then, after giving a weak formulation of the problem
written under the form (1.68), a discontinuous Galerkin scheme is applied, with a high
order of space derivatives. This approach is also performed for the system on a flat bot-
tom in [124] with the one-dimensional Boussinesq equations. The discontinuous Galerkin
approach has bee also used by M. Dumbser and M. Facchini on Boussinesq type models
[61]. More recently (2016), A. Duran and F. Marche performed an hybrid method [63] for
the two-dimensional GN model.
Another algorithm has been investigated in [23] by S. Bellec et al. (2016) based on the
derivation of discrete asymptotic equations. The idea is to start with a discretization of
the incompressible Euler equations, and using asymptotic expensions (like in [4]), it gives
a numerical method describing the free surface. This has been tested for the Peregrine
equations in [23] using a Galerkin method on the two-dimensional Euler system.
Notice that one of the issues of the dispersive models presented in paragraph 1.3.2 and their
numerical approaches described above, concerns the capability to manage the transition
between wet and dry domains. Few available methods in the literature are able to treat




The method proposed in this PhD thesis is a splitting approach of the Chorin-
Temam type (1969) combining two numerical methods: the finite volume
method for the hyperbolic part with a source term, and the finite element
method for the dispersive part. This method is detailed in Section 1.5.1..
1.5 Outline of the main contributions of this PhD thesis
The main purpose of our work is to design with a judicious numerical method for a non-
hydrostatic model (1.34)-(1.36) in order to capture the dispersive effect mentioned in the
previous section. This PhD thesis is organized in five chapters and one appendix. Chapters
2, 3 and 4 are composed of the three following papers:
• A robust and stable numerical scheme for a depth-averaged Euler system. Submit-
ted, 2016.
• A combined finite volume - finite element scheme for a dispersive shallow water
system. Networks and Heterogeneous Media, 11(1):1– 27, 2016.
• A two-dimensional method for a dispersive shallow water model on unstructured
meshes. Submitted, 2016.
The fifth chapter presents several additional results concerning the model. Finally, the
appendix presents the result of collaborative work carried out at the Cemracs 2015 and
published in the proceedings:
• A coupled model for unsteady Stokes/Exner equations and numerical results with
feel++ library. Submitted, CEMRACS 2015, 2015, Marseille, France.
In the following part, we propose a summary of the PhD thesis pointing out the main
contributions. We gather Chapters 2, 3 and 4 in the following section to explain our
numerical method in a general way.
1.5.1 Overview of Chapters 2, 3 and 4
Chapters 2, 3 and 4 deal with the numerical method of the DAE model (1.34)-(1.38). The
objective is to give a global framework that could also be applied to dispersive models of
the GN, Boussinesq types etc. We emphasize the fact that the method has been developed
for the DAE model (1.34)-(1.38) but could be adapted for the Green-Naghdi model by
choosing appropriate dual operators (detailed in the following). In order to achieve this
goal, this work is organized in three parts with increasing difficulty. In the second chapter,
we propose a finite difference scheme with good properties and give numerical validations
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of the method. Having in mind to extend the method to the two-dimensional model
on unstructured meshes, so the third chapter proposes a variational formulation of the
one-dimensional model with a finite element approximation scheme. The fourth chapter
extends the method to two dimensions with additional properties related to the finite
element framework (inf-sup condition, etc.).
In this part, we highlight the main contributions that lead to obtaining a robust numerical
method for the DAE model and we present the results in a more general case.
Splitting method In one or two dimensions, the starting point of the scheme is to use
the Chorin-Temam splitting scheme [50], also called the prediction-projection method, to
treat the hyperbolic part and the dispersive part independently, using the incompressibility
condition as for the Navier-Stokes Equations [138]. Using the notations of the condensed
system (1.68), we can summarize the model by the following:
∂X
∂t
+ divF (X) +D(p) = S(X), (1.72)
B(ū) = 0, (1.73)
where ū = (ū, v̄, w̄)T is the velocity and X is defined by (1.69), the dispersive part D
is an operator depending on the non-hydrostatic pressure p. The operators B and D






D(q) · vdx +BC (1.74)
with BC containing the boundary terms, and v = (v1, v2, v3)T , q are taken in appropriate
spaces. We do not give details on the spaces and the boundary terms here and we refer to
Chapter 2 where we show that this relation is satisfied for the shallow water version of the
operators B and D. Notice that with this formulation, the pressure p is an unknown of the
system, while in the condensed formulation (1.68), the "shallow water incompressibility
constraint" has been taken into consideration in the dispersive part, hence high order
derivative terms depending on H, u appear in (1.68) and it leads to the numerical schemes
mentioned in Section 1.4.2.
In contrast to the Navier-Stokes equations where the primitive variables of the system
are the velocity and the pressure, the DAE system (1.34)-(1.37) is written in terms of
the variables (Hū,Hv̄,Hw̄) and p, while the shallow water version of the incompressibility
constraint (1.38) is applied to the velocity ū (we will specify the expression of the operators
in the next part). Writing the incompressibility constraint according to the velocity ū
instead of the discharge Hū is necessary to have the duality between the operators B
and D, and the numerical method is based on this duality. This implies that we need an
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operator to obtain the velocity from the discharge u = 1H (Hū). The splitting scheme can
be written as:
Xn+1/2 = Xn −∆tn (divF (Xn)− S(Xn)) , (1.75)










where the predicted state Xn+1/2 is obtained by applying the finite volume scheme (based
on the kinetic scheme [14] and detailed in Section 1.4.1). The predicted velocity is computed
by ūn+1/2 = 1
Hn+1/2
(Hu)n+1/2 and does not satisfy the divergence-free condition (1.38).
This is the purpose of the correction step (1.76). To obtain the contribution of the dis-
persive part D(pn+1) such that the final corrected step Xn+1 satisfies the divergence-free
condition (1.77), we have to solve an elliptic equation in p.
After writing Equation (1.76) in terms of ūn+1:







We derive the elliptic equation governing the non-hydrostatic pressure by applying the

















This last equation ensures that we obtain a pressure pn+1 that allows the divergence-free
condition to be satisfied by the velocity ūn+1.
One of the interests of the technique is to keep the numerical method developed for the
hyperbolic part, which has good stability properties, such as the preservation of:
• The positivity of H
• The Well-balanced property
• The entropy inequalities at the discrete level
The operators D and B corresponding to the non-hydrostatic model (1.34)-(1.38) are de-



























and the DAE model can be written in a more condensed form:
∂H
∂t
+∇0 · (Hū) = 0, (1.82)
∂Hū
∂t
+∇0 · (Hū⊗ ū) +∇0(
g
2
H2) +∇sw (p) = −gH∇0(zb), (1.83)









 , div0 = ∇0· (1.85)
Mixed problem in velocity-pressure and boundary conditions As we have high-
lighted above, by using the splitting scheme we obtain a correction step (1.76) with a
shallow water divergence-free condition (1.77) and this naturally leads us to consider this
problem as a mixed problem in velocity-pressure. In addition, one of the difficulties of
taking a fully non-linear dispersive model with a non-hydrostatic pressure comes from the
treatment of the boundary conditions on the pressure. It is a general problem when using
prediction-correction scheme since p defined by (1.79) does not satisfy the natural bound-
ary conditions. The mixed problem considered allows us to impose compatible boundary
conditions for the pressure and the velocity in accordance with the hyperbolic part. The
interest of the mixed problem for the boundary conditions is to impose the velocity instead
of the pressure. Nevertheless, the associated boundary conditions for the pressure are stud-
ied. This is presented in Chapter 3 for the one-dimensional case, and is then used for the
method extended to the two-dimensional case. We give here the boundary conditions of
the two-dimensional problem presented in Chapter 4. We denote by Ω the bounded model
domain (see Figure 1.4) and Γ = Γin ∪ Γs ∪ Γout its boundaries (for the inlet, the wall
and the outlet), and n the outward normal vector of Γ. We complete the mixed problem
composed of (1.76) and (1.77) with the following compatibility conditions:
• If we impose a discharge at the hyperbolic system on the boundary Γin, then we
impose the normal component of the velocity in the mixed problem:
ūn+1 · n = ūn+1/2 · n on Γin. (1.86)
• If we impose slip boundary conditions at Γs, then we conserve this condition for the
mixed problem








(a) View from above.
z
n







(b) Vertical cross section.
Figure 1.4: Model domain and notations.
• If we consider Γout the outlet of the domain and if we have imposed a water depth
in the Shallow Water system, then we impose a homogeneous Dirichlet condition for
the pressure:
p = 0 on Γout. (1.88)
The two-dimensional case is general and can be specified for the one-dimensional model.
The procedure has been studied by J.-L. Guermond in [90] for the Chorin-Temam scheme
applied on the Navier-Stokes problem.
In order to perform a Finite element method, we give the variational formulation of the
mixed problem (1.76)-(1.77), completed with the boundary conditions (1.86),(1.87),(1.88).
It reads:
• Find p ∈ Q0, u ∈ V such that,
a(ūn+1,v) + ∆t b(v, pn+1) = a(ūn+1/2,v), ∀v ∈ V0, (1.89)
b(ūn+1, q) = < Hūn+1/2, q >Γin , ∀q ∈ Q0, (1.90)








∇sw (q) · v dx, ∀v ∈ V, ∀q ∈ 0, (1.92)
and
V = {v ∈ L2(Ω)3, }, (1.93)
Q = {q ∈ L2(Ω), ,∇sw (q) ∈ (L2(Ω))3}, (1.94)
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Q0 = {q ∈ Q , q|Γout = 0}. (1.95)
The operators ∇sw and divsw are defined by (1.80) and (1.81). Several variational formu-
lations are proposed in Chapter 2, 3 and 4 depending on the dimension of the problem
and on the boundary conditions. In addition, we give the equivalent formulation of the
problem using the equation in pressure corresponding to (1.79).
Finite difference scheme and finite element for the dispersive part First we study
the one-dimensional model and we develop a coupled method using the splitting scheme
in time. The hyperbolic part is solved with a finite volume scheme and the dispersive part
is solved with a finite difference scheme. This approach is suitable in one dimension and
allows us to choose a good approximation for the non-hydrostatic contribution such that the
properties at the hyperbolic level are still valid (discrete positivity, entropy inequality, lake
at rest, etc). This is the subject of the Chapter 2. However, this method is not adapted to
simulation on unstructured meshes. Thus, in Chapter 3 we consider the correction step as a
mixed problem in velocity-pressure and we give the corresponding variational formulation.
This allows us to apply a finite element method that satisfies the same properties as the
finite difference scheme. The purpose is to establish a framework to extend the method to
two dimensions. This is the subject of Chapter 4 where the finite element method is applied
to the two-dimensional DAE model on an unstructured grid with two possible choices of
approximation spaces. We summarize the implemented methods by the following:
• In one dimension : finite difference method on a staggered grid of the shallow water
version of the Sturm-Liouville equation (1.42), see Chapter 2.
• In one dimension : finite element method with P1/P0 and P1-iso-P2/P1 approxima-
tions, see Chapter 3.
• In two dimensions: finite element method with P1/P1 and P1-isoP2/P1 approxima-
tions satisfying the discrete inf-sup condition, see Chapter 4.
• Numerical treatment for the wet/dry interfaces for each method, see Chapters 2, 3,
and 4.
The one-dimensional implementation has been performed in Fortran, and the two-dimensional
method has been implemented in the software Freshkiss3d 1 developed in the Ange team.
Entropy inequality As mentioned in the previous section, one of the interests of the
kinetic scheme involves the stability properties of the scheme. In the context of conservation
1FRESHKISS is a code developed in C++ and stands for FREe Surface Hydrodynamics us-




law, the energy of the system is an entropy function and satisfies an energy balance.
The kinetic scheme guarantees this property at the discrete level for the Shallow Water
system. Moreover, using a splitting scheme for the dispersive part with the duality of
the operators ∇sw and divsw allows us to preserve this property and we can establish an
entropy inequality for the semi-discrete scheme in time and for the fully discrete scheme
in space with an estimation of the error.
• A proposition (see Chapter 2, Section 2.5), states that the finite difference approx-
imation of the operators ∇sw and divsw leads to conserving the energy balance
consistency at the discrete level in time, that is to say a discretization in time of
Equation (1.40):













||F ′(X) + S(X)||22
)
, (1.96)
where Ēn is the discretization in time of the energy (1.39), X is defined by (1.69),
F is the flux of the hyperbolic part in one dimension of the system (1.34)-(1.37) and
S is the topography source term.
• The second property (see Chapter 2, section 2.5) states that an in-cell entropy in-
equality can be established with an error term depending on the space step of the
finite difference scheme.
• We deduce a global entropy inequality in space over the spacial domain (see Chap-
ter 2).
This property has been studied in one dimension (see Chapter 2) and can be extended to
two dimensions, which is the object of future work.
Wet / dry interface An important issue in the numerical method of a fully non-linear
shallow water model of type (1.34)-(1.37) is its capability to treat the wet/dry front,
that is to say when H tends to zero, which is a crucial issue in coastal engineering. In
the finite volume method applied to the Shallow Water system (1.16)-(1.18), we have a
natural numerical treatment for the dry zones thanks to the hydrostatic reconstruction [7].
However, for the non-hydrostatic model (1.34)-(1.37), a special treatment is required to
treat the transition between wet and dry zones. From the continuous point of view, the
non-hydrostatic model is defined for a positive water depth. Regarding the mixed problem,
we recall that the incompressibility constraint is computed in the velocity variable u, while
the momentum equations (1.35)-(1.36) are computed in Hu and this leads to dividing by
H in Equation (1.79) of p. In the method proposed for the one-dimensional case and for
the two-dimensional case as well, we propose to set the pressure to zero in the dry zone.
29
CHAPTER 1. INTRODUCTION
Since we use an iterative solver for the mixed problem and since the wet/dry interface
varies, we opt to solve the problem on the whole domain setting p to zero in the dry area.
This technique has been approved by the validation of the method and the validation of
the model (see paragraphs 1.5.1 and 1.5.1).
Inf-sup condition Regarding the mixed problem in velocity-pressure, the inf-sup sta-
bility property has to be verified. This property, added to the ellipticity and the coercivity
of the bilinear forms a and b defined by (1.91)-(1.92) of the mixed problem, guarantees the
well-posedness of the continuous problem and the stability of the scheme.
Notice that the inf-sup condition is satisfied for H ≥ H0 > 0, but when the water depth
tends to zero, this property still needs to be proved.
Validation of the numerical method
Before applying the method to any real cases, it is necessary to ensure that the numerical
method behaves well on some analytical solutions of the model (1.34)-(1.36). Thus, a first
step is to evaluate the capability of the scheme to simulate some typical solutions of the
model. The tests are performed for several meshes to evaluate the convergence rate of the
method.
• Solitary wave First we propose a solitary wave for the one-dimensional model.
This solution can be used for the validation of the two-dimensional method, in which
the wave propagates only in the x direction. Notice that for the similar model of
Yamazaki [152], it is not possible to find a solitary wave as an analytical solution of
the model. This solution has been used in one dimension in Chapters 2 and 3, and
in two dimensions in Chapter 4.
• Parabolic bowl in one and two dimensionsWe propose a version of the parabolic
bowl for the one-dimensional model. This is an adaptation of Thacker’s parabolic
basin for the dispersive scheme. To have a plane surface for the non-hydrostatic
model, we add a source term to the advection equation of w. This solution is not
given explicitly and requires solving a simple ODE numerically. This test allows us
to validate the code in one dimension, see Chapter 2. We succeeded in extending this
analytical solution to the two-dimensional model. In this case, the solution is given
explicitly (without needing to solve an ODE). This extension has been computed
numerically in Chapter 4, allowing us to validate the finite element method. This is
considered crucial because it tests the wet-dry/ dry-wet interfaces.
Validation of the model
Numerical validation with analytical solutions does not ensure the validity of the model.
In order to test the ability of the model to represent some psysical phenomena, one can
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compare the numerical results with experimental data. A famous test case was proposed
by Dinguemans in 1994 (see [57]) and consists in generating small amplitude waves over a
specific geometry. The one-dimensional method is validated using this test in Chapter 3.
Another validation with observation data for the one-dimensional model is proposed in
Chapter 5. The experiment simulates a wave arriving at the coast line. To do so, a solitary
wave is generated in a channel where a slope represents the shore.
• Dinguemans experiment: comparison with the observed data and comparison
with the hydrostatic model (see Chapter 3).
• Experiment of a solitary wave: reaching land to test the wet/dry interface (see
Chapter 5).
• Dam break : We perform a simulation of a dam break with a comparison between
the Shallow Water and the depth-averaged model to illustrate the dispersive effects.
For this case, we compare the simulated results with results provided in literature
where a simulation with a Green-Naghdi model is performed and is compared with
the numerical result using the Euler system in [108] (see Chapter 3).
1.5.2 Overview of Chapter 5
In the fifth chapter, we propose some additional results to evaluate the proposed method
with regard to specific issues and applications.
Analytical stationary solution We give a validation of the numerical method in one
dimension for a stationary solution. To do so, we compare the numerical and the analytical
solution for a specific case. Then we simulate an hydraulic jump for hydrostatic and the
non-hydrostatic case in order observe the dispersion occurring in this case.
Breaking wave Non-hydrostatic models of the type (1.34)-(1.36) are no longer valid
when a breaking wave occurs, see [98] for the regularity of the solutions of models with
dispersion and viscosity. A classical solution consists in detecting the breaking wave and
switching to another model, like the Shallow Water model which is more suitable, or
adding an artificial viscosity after the detection. There are different ways to perform such
techniques. In this part, we apply one of the methods which consists in adding an artificial
viscosity for the one-dimensional model and we compare the numerical results with data
obtained from a laboratory experiment.
Dispersion relation We give the dispersion relation associated to the linearized DAE




1.5.3 Overview of the appendix
The appendix is devoted to the modeling of sediment transport in a fluid flow and presents
a work carried out at the CEMRACS 2015 summer school on Coupling Multi-Physics
Models involving Fluids. In this study, we model the fluid by a Stokes equation rather
than the usual Shallow Water equation. For the transport of sediment, the classical Exner
equation governs the topography behavior. To do so, the model is inspired by the fluid-
structure interaction (FSI) theory together with the numerical method developed for the
FSI equations. Hence, from the point of view of FSI theory, the topography plays the role
of a moving structure.
1.6 Outline of the conclusion
In this work, we provide a general framework to develop a robust and stable numerical
scheme for dispersive models written in the form (1.70)-(1.71). A validation with analytical
solutions is proposed for the one- and the two-dimensional models. Similarly, the numerical
method is validated using experimental data. The treatment of the wet/dry interfaces
allows the method to be applied to real geophysical problems, for instance in coastal
engineering. We propose an efficient method to solve the one-layer problem, and the work
presented in this PhD thesis represents an intermediate step towards solving multi-layer
models, i.e. an approximation of the three-dimensional Navier-Stokes system. Finally the
main contributions of this work can be summarized as:
• A judicious rewriting of the dispersive model which takes into account the non-
hydrostatic pressure instead of high order derivative terms
– Definition of dual operators which leads to solving the problem with classical
methods introduced first for the Euler or Navier-Stokes systems
– Treatment of the boundary conditions to maintain consistency with the
boundary conditions imposed in the hyperbolic part, and choose physical bound-
ary conditions
• Discrete entropy inequality property for the fully discrete scheme in space for the
one-dimensional method
• Treatment of the dry/wet interfaces
• Extension of the method to the two-dimensional model on unstructured meshes
• Validation of the numerical method with analytical solutions for the one- and
two -dimensional model





This work addresses various issues both at the continuous level and at the numerical level.
We point out some important aspects which can be improved on the method.
1.7.1 Optimization of the method
The method presented in this Phd thesis involves a significant computational cost to solve
a real problem. It can be optimized by constructing an efficient preconditioner for the
iterative method presented in Chapter 4. This requires studying the Sturm Liouville op-
erator and finding a way to approach the inverse of the elliptic operator at the discrete
level. In terms of accuracy, the interest of using a finite element method is that it allows
us to increase the order of the method by constructing new pairs of approximation spaces
for the mixed problem in velocity-pressure.
The method including a breaking wave criterion has been presented for the one-dimensional
case and can be easily extended to two-dimensional case, which will be done in a forth-
coming development.
1.7.2 Coupling models and methods
Another possible investigation consists in solving the elliptic problem only for a selected
period and domain. This implies coupling different models, a hydrostatic multilayer model
on one region and a dispersive model for another region. This is a tricky task and depends
on the case being simulated, however, it could be useful to simulate a real phenomenon
over a long period of time and a significant domain size.
1.7.3 Multi layer version
The multilayer model described in [74] has been derived by discretizing the Euler model in
the vertical direction. The resulting model presents good properties. It admits an energy
balance and involves a total pressure for each layer composed with a hydrostatic and a
non-hydrostatic part as for the one layer model (1.41). Therefore, the method presented in
this work for the DAE model (1.34)-(1.38) can be extended to solve the multi-layer model.
It implies solving the elliptic equation for each layer taking into consideration the exchange
terms at the interfaces of the layers. As stated in paragraph 1.2, dispersive models and
their numerical simulation can improve our knowledge of coastal oceanography modeling
and they can have applications in the development of sustainable energies. As we expect a
different behavior regarding the micro-algae if we use a multi-layer model with dispersion,
we plan to use a multi-layer dispersive model with an extended method to predict and
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CHAPTER 2. A ROBUST AND STABLE NUMERICAL SCHEME FOR A
DEPTH-AVERAGED EULER SYSTEM
2.1 Introduction
Non-linear shallow water equations model the dynamics of a shallow, rotating layer of ho-
mogeneous incompressible fluid and are typically used to describe vertically averaged flows
in two or three dimensional domains in terms of horizontal velocity and depth variations.
The classical Saint-Venant system [21] with viscosity and friction [77, 79, 121] is partic-
ularly well-suited for the study and numerical simulations of a large class of geophysical
phenomena such as rivers, lava flows, ice sheets, coastal domains, oceans or even run-off or
avalanches when being modified with adapted source terms [33, 35, 119]. But the Saint-
Venant system is built on the hydrostatic assumption consisting in neglecting the vertical
acceleration of the fluid. This assumption is valid for a large class of geophysical flows
but is restrictive in various situations where the dispersive effects cannot be neglected. As
an example, neglecting the vertical acceleration in granular flows or landslides leads to
significantly overestimate the initial flow velocity [120, 115], with strong implication for
hazard assessment.
The derivation of shallow water type models including the non-hydrostatic effects has
received an extensive coverage [86, 45, 26, 129, 131, 44, 43] and numerical techniques for
the approximation of these models have been recently proposed [106, 62, 42, 108]
In [43], some of the authors have presented an original derivation process of a non-
hydrostatic shallow water-type model approximating the incompressible Euler and Navier-
Stokes systems with free surface where the closure relations are obtained by a minimal
energy constraint instead of an asymptotic expansion. The model slightly differs from the
well-known Green-Naghdi model [86]. The purpose of this paper is to propose a robust
and efficient numerical scheme for the model described in [43] and related systems. The
numerical procedure, based on a projection-correction strategy [50], is endowed with prop-
erties such as consistency, positivity, well-balancing and satisfies a fully discrete entropy
inequality. The proof of this last property is technical – it is far from being obvious to
obtain this inequality for the classical Saint-Venant system – but it is a strong stability
property. Notice also that the proposed numerical scheme can be applied to other simi-
lar dispersive systems satisfying a “symmetry” relation between the gradient pressure and
divergence operators.
We emphasize that the scheme we introduce behaves well when the water depth tends
to zero and hence is able to treat wet/dry interfaces. As far as the authors know, few
numerical methods endowed with such stability properties have been proposed for such
dispersive models extending the shallow water equations.
The paper is organized as follows. In Section 2.2, we recall the non-hydrostatic model
proposed in [43] and we give a rewritting of the system. A kinetic description of the model
is given in Section 2.3 and it is used to derive the numerical procedure and to prove the
properties that are detailed in Sections 2.4 and 2.5. The numerical scheme consists in a
36
CHAPTER 2. A ROBUST AND STABLE NUMERICAL SCHEME FOR A
DEPTH-AVERAGED EULER SYSTEM
combined finite volume and finite difference strategy. In Section 2.4, we first study the
semi-discrete schemes (in space and in time) and then we establish some properties of the
fully discrete scheme. In Section 2.5, we prove the entropy inequality for the fully discrete
scheme. Stationary/transient analytical solutions of the model are proposed in Section 2.6
and finally the numerical scheme is confronted with analytical solutions.
2.2 A depth-averaged Euler system
Several strategies are possible for the derivation of shallow water type models extending
the Saint-Venant system. A usual process is to assume potential flows and an extensive
literature exists concerning these models [29, 48, 105, 4, 5, 66]. An asymptotic expansion,
going one step further than the classical Saint-Venant system is also possible [79, 44, 141]
but such an approach does not always lead to properly defined unique closure relations. In
this paper, we start from a non-hydrostatic model derived and studied in [43], where the
closure relations are obtained by a minimal energy constraint.
The non-hydrostatic model we intend to discretize in this paper has several interesting
properties
• the model formulation only involves first order partial derivatives and appears as a
depth-averaged version of the Euler system,
• the proposed model is similar to the well-known Green-Naghdi model [86] but keeps
a natural expression of the topography source term.
2.2.1 The model






























(Hwu) = 2pnh, (2.3)
∂(Hu)
∂x
− u∂(H + 2zb)
∂x
+ 2w = 0. (2.4)
We consider this system for
t > t0 and x ∈ [0, L],
u = (u,w)T denotes the velocity vector and pnh the non-hydrostatic part of the pressure.




H + pnh. (2.5)
37
CHAPTER 2. A ROBUST AND STABLE NUMERICAL SCHEME FOR A
DEPTH-AVERAGED EULER SYSTEM
The quantities (u,w, p) correspond to vertically averaged values of the variables (u,w, p)
arising in the incompressible Euler system.
Figure 2.1: Notations: water depth H(x, t), free surface H + zb(x, t) and bottom zb(x, t).







































, G̃ = G+ gHzbu, Ĝ = G̃+Hpnhu. (2.9)








η̃hyd = ηhyd + gHzb, (2.11)








which are functions of the unknowns. The entropic solutions of the system (2.1)-(2.4)
correspond to an inequality in the r.h.s. of Eqs. (2.6),(2.8).
The system (2.1)-(2.4) is completed with initial and boundary conditions that will be
precised later.



















and Eq. (2.4) could be replaced by (2.14). In this paper we use (2.4) which leads to keep
the analogy with the divergence operator in the Navier-Stokes equations as shown in the
following paragraph.
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2.2.2 A rewriting
The model we study is a depth-averaged approximation of the incompressible Euler system
and in fact we can rewrite it with shallow water type versions of the gradient and divergence









that is a shallow water version of the gradient operator. Likewise, we define a shallow




− u∂(H + 2zb)
∂x
+ 2w, (2.16)
where u = (u,w)T . In definitions (2.15) and (2.16), we assume the considered quantities
are smooth enough. The definition of the operators ∇sw and divsw implies that we have
the identity ∫
I
∇sw p.u dx = [Hup]∂I −
∫
I
pdivsw u dx, ∀ p, ∀u, (2.17)
where I is any interval of R. Notice that ∇sw and divsw are H and zb dependent operators
and when necessary we will use the notations ∇sw (.;H) and divsw (.;H).




















+∇sw pnh = −gH∇0zb, (2.19)









Then the system (2.18)-(2.20) appears as a 1d shallow water version of the 2d incompress-
ible Euler system.
2.2.3 Pressure equation









∇sw pnh = −g∇0zb, (2.21)
and applying (2.16) to Eq. (2.21) leads together with (2.20) to the relation
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Notice that Eq. (2.22) also reads
























Conversely, Eq. (2.21) with (2.23) gives the divergence free condition (2.20). The resolution
of Eq. (2.23) – requiring the inversion of a non local operator – gives the expression for
the non-hydrostatic pressure term pnh. A discrete approximation of ∆sw will be defined
in paragraph 2.4.3 and used for the numerical solution of (2.18)-(2.20).
Remark 2.2.2. In all the writings of the model, the pressure term pnh appears as the
Lagrange multiplier of the divergence free condition. As in the incompressible Euler system,
it is not possible to derive a priori bounds for the pressure terms. And hence, it is possible
to obtain nonpositive values for the total pressure p defined by (2.5).
Such a situation means the fluid is no longer in contact with the bottom and the for-
mulation of the proposed model is no longer valid since in that case the bottom of the fluid
has to be considered as a free surface.
Even if the proposed model can be modified to take into account these situations (nonpos-
itive presure), we do not consider them in this paper and we will propose in paragraph 2.4.6
a modification ensuring that the total pressure remains nonnegative.
2.2.4 A more general formulation
There exists a wide family of shallow water type dispersive models. One of the most
popular models for the description of long, dispersive water waves is the Green-Naghdi
model [86]. Several derivations of the Green-Naghdi model have been proposed in the
literature [86, 87, 146, 123]. For the mathematical justification of the model, the reader
can refer to [4, 118] and for its numerical approximation to [108, 29, 48, 42].












































w = 0. (2.27)
And hence it appears that the proposed model and the Green-Naghdi system share a




















+∇αsw pnh = −gH∇0zb, (2.29)














− u∂(H + 2zb)
∂x
+ αw. (2.31)
The value α = 2 in Eqs. (2.28)-(2.30) gives exactly the model (2.1)-(2.4) whereas for





























H2 + gHzb. (2.33)








holds for any interval I.
Remark 2.2.3. It is not in the scope of this paper to compare the Green-Naghdi model
and the proposed system. We only notice the range of validity of the two models differs, the
first being more appropriate for long wave propagation (Airy waves) and the second being
adapted for advection dominated flows, see [43, Section 5].
Remark 2.2.4. In the sequel, we propose a numerical approximation of the system (2.28)-
(2.30) for the value α = 2 but the numerical scheme remains valid for any value of α > 0.
2.3 Kinetic description
In this section, we propose a kinetic interpretation for the system (2.1)-(2.3) completed
with (2.6). The kinetic description will be used in Section 2.4 to derive a stable, accurate
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and robust numerical scheme.
The kinetic approach consists in using a description of the microscopic behavior of
the system [132]. In this method, a fictitious density of particles is introduced and the
equations are considered at the microscopic scale, where no discontinuity occurs. The
kinetic interpretation of a system allows its transformation into a family of linear transport
equations, to which an upwinding discretization is naturally applicable.
Following [132], we introduce a real function χ defined on R, compactly supported and
which has the following properties{
χ(−w) = χ(w) ≥ 0∫
R χ(w) dw =
∫
Rw
2χ(w) dw = 1.
(2.34)











with x+ ≡ max(0, x), allows to ensure important stability properties [133, 8]. In the
following, we keep this special choice for χ.
2.3.1 Kinetic interpretation of the Saint-Venant system
The classical Saint-Venant system [21, 79] corresponds to the hydrostatic part of the































with η̃hyd and G̃hyd defined by (2.11),(2.13).
Let us construct the density of particles M(x, t, ξ) playing the role of a Maxwellian:
the microscopic density of particles present at time t, at the abscissa x and with velocity




















2 , ξ ∈ R. The equilibrium defined by (2.39) corresponds to the classical
kinetic Maxwellian equilibrium, used in [133] for example. It satisfies the following moment
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The interest of the particular form (2.39) lies in its link with a kinetic entropy, see [8]
where the properties of HK(f, ξ, z) are studied, HK refers to the kinetic entropy used
in [8]. Consider the kinetic entropy,






f3 + gzf, (2.41)












M(H,u, ξ), ξ, zb
)





M(H,u, ξ), ξ, zb
)
dξ = G̃hyd. (2.44)
These definitions allow us to obtain a kinetic representation of the Saint-Venant sys-
tem [133].
Proposition 2.3.1. The pair of functions (H,Hu) is a strong solution of the Saint-Venant
















ξQ dξ = 0. (2.46)
Proof of prop. 2.3.1. Using (2.40), the proof relies on a very simple computation.
Remark 2.3.2. The proposition 2.3.1 remains valid if, instead of (2.35), the equilibrium
M is built with any function satisfying (2.34).
This proposition has a very useful consequence : the non-linear shallow water system
can be viewed as a family of linear equations for a scalar functionM depending nonlinearly
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on H and u, for which it is easier to find simple numerical schemes with good theoretical
properties.
2.3.2 Kinetic interpretation of the depth-averaged Euler system
Since we take into account the non-hydrostatic effects of the pressure, the microscopic
vertical velocity γ of the particles has to be considered and we now construct the new
density of particles M(x, t, ξ, γ) defined by a Gibbs equilibrium: the microscopic density
of particles present at time t, abscissa x and with microscopic horizontal velocity ξ and
microscopic vertical velocity γ is given by








δ (γ − w) , (2.47)
where δ is the Dirac distribution and c =
√
gH
2 . We will also use the notations M(H,u, ξ).
Then we have the following proposition.
Proposition 2.3.3. For a given pnh, the functions (H,u,w) satisfying the divergence free
condition (2.16), are strong solutions of the depth-averaged Euler system described in (2.1)-






































γQnhdξdγ = 0. (2.49)










Qnhdγdξ ≤ 0. (2.50)
Notice that in the case of the Saint-Venant system (2.36)-(2.37), the particular choice











with Q satisfying (2.46).
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Proof of prop. 2.3.3. From the definitions (2.34),(2.47) and (2.49), the proof results from




















Equation (2.4) is a kinematic constraint, it is not easy to describe it at the kinetic level.
2.4 Numerical scheme
In this section we propose a discretization for the system (2.18)-(2.20). In order to proceed
step by step, we first establish some properties for the semi-discrete schemes in time and
then in space. Then we study the fully discrete scheme.
For the sake of simplicity, the notations with ¯ are dropped. We write the system (2.18)-











 , F (X) =
 HuHu2 + g2H2
Huw











with ∇sw pnh defined by (2.15). The expression of pnh satisfies (2.23) and ensures the
divergence free condition (2.20) is satisfied.
2.4.1 Fractional step scheme
For the time discretization, we denote tn =
∑
k≤n ∆t
k where the time steps ∆tk will
be precised later though a CFL condition. Following [50], we use an operator splitting
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F (Xn) = S(Xn), (2.53)
Xn+1 −Xn+1/2
∆tn
+Rn+1nh = 0. (2.54)
The non-hydrostatic part of the pressure pn+1nh is defined by (2.23) and ensures, as already
said, that the divergence free constraint (2.20) is satisfied i.e.
divsw u
n+1 = 0. (2.55)
The discretization of Eq. (2.23) is given hereafter. The system (2.53)-(2.54) has to be com-
pleted with suitable boundary conditions that will be precised later, see paragraph 2.4.3.
The prediction step (2.53) consists in the resolution of Saint-Venant type equations and
a transport equation for (Hw)n+1/2 i.e.



















and the correction step (2.54) writes
Hn+1 = Hn+1/2, (2.59)
un+1 = un+1/2 − ∆t
n
Hn+1











More precisely, due to the expression of the operator ∇sw given in (2.15), the notations
∇sw pn+1nh means ∇sw (p
n+1
nh ;H
n+1) and the same remark holds for the operator divsw . Then




















that is a discrete version of (2.23). Notice also that in Eq. (2.60) we have used the fact
that Hn+1 = Hn+1/2. It appears that the right hand side of (2.61) can be evaluated by
the conservative variables (H,Hu,Hw)n+1/2 given by (2.56)-(2.58), the first step of the
time scheme.
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Proposition 2.4.1. The scheme (2.53)-(2.55) satisfies a semi-discrete (in time) entropy
inequality of the form





















defined by (2.9). Equation (2.62) appears as a discretization of (2.8).


















































(wn+1/2 − wn)2. (2.64)
Notice that the last terms appearing in Eq. (2.63) and in Eq. (2.64) are non negative. These
error terms are due to the explicit time scheme. The sum of the two previous equations
gives the inequality
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In Eqs. (2.66) and (2.67), the error terms due to the time discretization are non-positive.
Using the two previous equations and (2.55) gives the inequality






Finally Eq. (2.68) coupled with Eq. (2.65) gives the result.
2.4.2 The semi-discrete (in space) scheme
To approximate the solution X = (H,Hu,Hw)T of the system (2.51), we use a combined
finite volume/finite element framework. We assume that the computational domain is
discretized with I nodes xi, i = 1, . . . , I. We denote Ci the cell (xi−1/2, xi+1/2) of length







the approximate solution at time t on the cell Ci with qx,i = Hiui, qz,i = Hiwi. Likewise,







The non-hydrostatic part of the pressure is discretized on a staggered grid (in fact the dual







∆xi+1/2 = xi+1 − xi.
Now we propose and study the semi-discrete (in space) scheme approximating the








+Rnh,i = 0, (2.69)
divsw,i+1/2 ({uj}) = 0, (2.70)
where (2.70) is a discretized version of the divergence free condition (2.20) which we detail
below and with the numerical fluxes
Fi+1/2+ = F(Xi, Xi+1, zb,i, zb,i+1) + Si+1/2+
Fi+1/2− = F(Xi, Xi+1, zb,i, zb,i+1) + Si+1/2−.
F is a numerical flux for the conservative part of the system, S is a convenient discretization
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of the topography source term, see paragraph 2.4.3.






can be constructed using any numerical solver for the Saint-Venant system. More precisely
for FH,i+1/2,Fqx,i+1/2± we adopt numerical fluxes suitable for the Saint-Venant system with
topography. Notice that from the definition (2.52), since only the second component of
S(X) is non zero, only Fqx has two interface values under the form Fqx,i+1/2±. For the
definition of Fqz ,i+1/2, the formula (see [9])




wi if FH,i+1/2 ≥ 0
wi+1 if FH,i+1/2 < 0
(2.73)
can be used.
Combining the finite volume approach for the hyperbolic part with a finite difference







where the two components of ∇sw,i pnh are defined (see (2.15)) by




















And in (2.70), divsw,i+1/2 (u) is defined (see (2.16)) by









Notice that in the definitions (2.74)-(2.75) and in the sequel, the quantity pnh means
49
CHAPTER 2. A ROBUST AND STABLE NUMERICAL SCHEME FOR A
DEPTH-AVERAGED EULER SYSTEM
{pnh,j}. Likewise in Eq. (2.76) and in the sequel, u means {uj}.
In a first step, we assume we have for the resolution of the hyperbolic part i.e. the
calculus of Fi+1/2−,Fi−1/2+, a robust and efficient numerical scheme. Since this step mainly
consists in the resolution of the Saint-Venant equations there exist several solvers endowed
with such properties (HLL, Rusanov, relaxation, kinetic,. . . ), see [32].
We assume we have for the prediction step a numerical scheme which is
(i) consistent with the Saint-Venant system (2.36)-(2.37),
(ii) well-balanced i.e., at rest, ∂Xi∂t = 0 ∀i (see (2.69)),



















and G̃hyd,i+1/2 is the entropy flux associated with the chosen finite volume solver.
Then the following proposition holds.
Proposition 2.4.2. The numerical scheme (2.69),(2.70)
(i) is consistent with the model (2.1)-(2.4),
(ii) preserves the same steady state as the lake at rest,
(iii) satisfies an in-cell entropy inequality associated with the entropy η̃(t) analogous to








≤ di, in Ci, (2.77)
with




Ĝi+1/2 = G̃hyd,i+1/2 + FH,i+1/2w
2
i+1/2/2 + (Hu)i+1/2pnh,i+1/2,
and di is an error term satisfying di = O(∆x3),





∆xiη̃i ≤ 0. (2.78)
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The inequality (2.77) is obtained by multiplying (scalar product) the two momenta
equations of (2.69) by ui which corresponds to a piecewise constant discretization. For the
hyperbolic part it allows to derive a semi-discrete entropy, see [7, 8].
The error term di in the r.h.s. of (2.77) comes from the discretization of the non-
hydrostatic part corresponding to the incompressible part of the model. In order to elim-
inate di, a more accurate discretization of the velocity field – in accordance with the
approximation of the divergence free condition – would be necessary.
Proof of prop. 2.4.2. (i) Since we have assumed that the numerical scheme for the predic-
tion part is consistent, we have (with the same notations as in [32])
F(X,X, z, z) = F (X).
Likewise S is a consistent discretization of the topography source term. It is easy to prove
that the non-hydrostatic terms given by (2.74),(2.75) are a consistent discretization of Rnh
proving the result.
(ii) When uj = (0, 0)T for j = i−1, i, i+ 1, the hyperbolic part being discretized using
a well-balanced scheme we have
Fi+1/2− = Fi−1/2+ = 0,
and the scheme (2.69),(2.70) reduces to





ensuring the scheme is well-balanced.



















+ ui ∇sw,i pnh|1 ≤ 0. (2.79)
In Eq. (2.79), the three first terms are obtained as in [7]. The proof of theorem 2.1 in [7]





that is not considered in [7] since the model is hydrostatic. In order to obtain the contri-
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bution of the vertical kinetic energy in Eq. (2.79), we proceed as follows.









wi + ∆xi ∇sw,i pnh|2wi = 0.





















































































+ ∆xi ∇sw,i pnh|2wi ≤ 0, (2.82)
and the left hand side of the above equation is exactly the contribution of the vertical
kinetic energy over the energy balance (2.79).













.∇sw,i pnh ≤ 0, (2.83)
with G̃i+1/2− = G̃hyd,i+1/2− + FH,i+1/2
w2
i+1/2
2 and it remains to rewrite the last term in
Eq. (2.83). Using the definitions (2.74),(2.75), we have





∆xi ∇sw,i pnh|1 ui = Hi(pnh,i+1/2 − pnh,i−1/2)ui
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− ui + ui+1
2




(wi+1 + wi) = 0. (2.86)






























Assuming the variables are smooth enough, the quantity di = di+1/2 − di−1/2 satisfies











which together with (2.83) proves (iii).
(iv) With a suitable choice of the boundary conditions, typically pnh,i+1/2 = 0 for
i = 0 or i = N – when the inflow is prescribed – or a convenient definition of the vertical
velocities w0 or wN+1 – when the water depth is given – see paragraph 2.4.3, then the sum
for i = 1, . . . , N of (2.83) with (2.87)-(2.89) proves (iv).
2.4.3 The fully discrete scheme
Now we examine the fully discrete scheme that consists in the combination of the semi-
discrete schemes described in paragraphs 2.4.1 and 2.4.2.
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Prediction step






i − σni (Fni+1/2− − F
n
i−1/2+), (2.90)
where σni = ∆t
n/∆xi is the ratio between the space and time steps and Fi+1/2± are given
by a robust and efficient discretization of the hyperbolic part with the topography.
For the discretization of the topography source term in the Saint-Venant system, several
techniques are available. In this paper, we use the hydrostatic reconstruction (HR scheme




















































where (2.72) has been used and F = (FH ,Fqx)T is a numerical flux for the Saint-Venant



















i + zb,i − zb,i+1/2)+, Hni+1/2+ = (H
n
i+1 + zb,i+1 − zb,i+1/2)+, (2.93)
and
zb,i+1/2 = max(zb,i, zb,i+1). (2.94)
Correction step


























defined by Eqs. (2.74)-(2.76). Then, applying divsw,i+1/2 to (2.96) and using (2.97) gives
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The solution of (2.98) gives pn+1nh and allows to calculate (Hu)
n+1
i using (2.96).




























































































And it remains to prove that the previous relation is consistent with the left hand side of
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that is indeed a consistent discretization of the left hand side of Eq. (2.22).





















































Remark 2.4.3. The numerical scheme proposed in this paragraph for the correction step
is based on a finite difference strategy and hence cannot be extended to unstructured meshes
in higher dimension. But, based on a variational formulation of the correction step, the
authors have obtained a finite element version of the scheme (2.96)-(2.97) with piecewise
polynomial approximations of the velocities and the pressure satisfying the discrete inf−sup
condition. We will study this property in Chapter 3.
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Boundary conditions
It is difficult to define the boundary conditions for the whole system. Therefore, we first
impose boundary conditions for the hyperbolic part of the system and then we apply suit-
able boundary conditions for the elliptic equation governing the non-hydrostatic pressure
pnh.
Hyperbolic part The definition and the implementation of the boundary conditions
used for the hyperbolic part have been presented in various papers of some of the authors.
The reader can refer to [41].
Non-hydrostatic part For the non-hydrostatic part, we need to define boundary con-
ditions for Eq. (2.98) and we adopt the following strategy. Notice that other solutions can
be investigated since the coupling of the boundary conditions between a hyperbolic step
and a parabolic step is far from being obvious.
Given flux When – for the hyperbolic part – the inflow is prescribed, we impose for the
elliptic equation (2.98) a homogeneous Dirichlet type boundary condition. More precisely,
if for i = 0 or i = I, Hu|n+1/2i+1/2 = Q0 is given then we impose p
n+1
nh,i+1/2 = 0. This
choice is imposed by the relation (2.96) in order to ensure (Hu)n+1 = (Hu)n+1/2 on the
neighbouring cell.
Given water depth If the water depth is prescribed for the hyperbolic part i.e. for i = 0 or
i = I, H|n+1/2i+1/2 = H0 is given, then we impose for Eq. (2.98) a Neumann type boundary
condition under the form pnh,1/2 = pnh,3/2 or pnh,I−1/2 = pnh,I+1/2.
2.4.4 The discrete inf − sup condition
For the problems arising in incompressible fluid mechanics, the inf − sup condition [40]
(see also [3]) is a crucial point. The discretization we propose allows, in practice, the
numerical resolution of the considered problem but we do not study the behavior of the
solution when ∆xi → 0. Let us give some hint of how this condition is involved in our
approach.
Using a matrix notation for the shallow water gradient operator





where suitable boundary conditions are assumed. Therefore, defining
Λ = diag(H−1i ),
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where DH ,DHu refer to the numerical discretization of the hyperbolic part. The sys-
tem (2.99) admits a unique solution if the matrix BΛBT is invertible which is related to
the inf-sup condition. This property will be investigated in a forthcoming paper.
Remark 2.4.4. Instead of the scheme (2.99), a fully implicit version – including the
hyperbolic part – may be considered. But such a discretization would imply to have an
implicit treatment of the hyperbolic part of the proposed model corresponding to the Saint-
Venant system. And an efficient and robust implicit solver for the Saint-Venant system is
hardly accessible.
2.4.5 Stability of the scheme
For the numerical scheme detailed in paragraphs 2.4.3 and 2.4.3 we have the following
proposition.
Proposition 2.4.5. Assuming a suitable CFL condition associated with the chosen nu-
merical fluxes (2.71) for the hyperbolic part, the scheme (2.90),(2.95)-(2.97)
(i) preserves the nonnegativity of the water depth Hni ≥ 0, ∀i, ∀n,
(ii) preserves the steady state of the lake at rest,
(iii) is consistent with the model (2.1)-(2.4).
Proof of prop. 2.4.5. (i) The statement that F preserves the nonnegativity of the water
depth means exactly that
FH(Hi = 0, ui, Hi+1, ui+1)−FH(Hi−1, ui−1, Hi = 0, ui) ≤ 0,















whenever Hni = 0. And this property holds since from (2.93),(2.94) Hi = 0 implies
Hi+1/2− = Hi−1/2+ = 0.
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in (2.90) and hence Xn+1/2i = X
n




proving that the scheme is well-balanced.
(iii) The numerical flux F being consistent with the homogeneous Saint-Venant system,
the hydrostatic reconstruction associated with F gives a consistent discretization of the
Saint-Venant system with the topography source term. The discretizations (2.96),(2.97)
being obviously consistent with the remaining part, this proves the result.
2.4.6 Wet-dry interfaces
When H tends to 0, the correction step (2.96) is no longer valid and we propose a modified





















































with ε being a constant ε = cst > 0 and Hε = max(H, ε).











i+1 ) + p
n+1
nh,i+1/2 < 0 then p
n+1
nh,i+1/2 = 0,
to the solution of the elliptic equation (2.98). Notice that in all the numerical tests pre-
sented in this paper this constraint is not active meaning the total pressure remains non
negative.
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2.5 Fully discrete entropy inequality
We have precised in paragraph 2.4.3 a general scheme for the resolution of the non-
hydrostatic model. In this paragraph we study the properties of the proposed scheme
in the context of one particular solver for the hyperbolic part, namely the kinetic solver,
since it allows to ensure stability properties among which are entropy inequalities (semi-
discrete and fully discrete) [8]. The presentation in the sequel follows closely that of [8].
Looking for a kinetic interpretation of the HR scheme, we would like to write down
a kinetic scheme for Eq. (2.45) such that the associated macroscopic scheme is exactly
(2.90)-(2.91) with the definitions (2.92)-(2.94).
We drop the superscript n and keep superscripts n+1 and n+1/2. We denote Mi =





i (ξ) where M is defined by (2.39) and we consider the scheme
f
n+1/2−
i = Mi − σi
(
ξfrm[o]−−ξ<0Mi+1/2+ + ξ1ξ>0Mi+1/2− + δMi+1/2−




In this formula, δMi+1/2± are defined by
δMi+1/2− = (ξ − ui)(Mi −Mi+1/2−), δMi+1/2+ = (ξ − ui+1)(Mi+1 −Mi+1/2+),
and are assumed to satisfy the moment relations
∫
R
δMi+1/2− dξ = 0,
∫
R









δMi−1/2+ dξ = 0,
∫
R





















i (ξ) dξ, (2.103)
and using (2.72) we also define
(Hiwi)


















Finally, relations (2.100)-(2.104) give an explicit formula for the prediction step (2.90) and
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we have the following proposition that is proved in [8, Corollary 3.8] (the two constants
vm and Cβ are precised therein).
Proposition 2.5.1. For σi small enough, the numerical scheme (2.90) based on the kinetic






















ξH(Mi+1/2+, zb,i+1/2) dξ +
∫
ξ>0
ξH(Mi+1/2−, zb,i+1/2) dξ, (2.106)
where vm and Cβ are two constants as defined in [8, Corollary 3.7].
Remark 2.5.2. Let us notice that the quadratic error term in the right hand side of (2.105)
has the following key properties: it vanishes identically when z = cst (no topography) or
when σi → 0 (semi-discrete limit), and as soon as the topography is Lipschitz continuous,
it tends to zero strongly when the grid size tends to 0 (consistency with the continuous
entropy inequality (2.6)), even for non smooth solutions.
For the correction step, we have the following discrete energy balance.
Proposition 2.5.3. The numerical scheme (2.96),(2.97) satisfies the following inequality



























Corollary 2.5.4. The numerical scheme detailed in paragraphs 2.4.3 and 2.4.3 satisfies
the fully discrete entropy inequality
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with Ĝi+1/2 = G̃i+1/2 + (Hu)i+1/2pnh,i+1/2.
Proof of prop. 2.5.1. With ηhyd(X) defined by (2.10), we start from the inequality
η̃hyd(X
n+1/2











that is proved in [8, Corollary 3.8]. Equation (2.107) corresponds to a fully discrete entropy
inequality for the Saint-Venant system including the topography source term.

























































































































































































for some constants C1 and C2. The previous relation coupled with (2.107) gives the result.
Proof of prop. 2.5.3. We start from relation (2.96) multiplied by Hn+1i u
n+1



















∣∣∣un+1i − un+1/2i ∣∣∣2 .




































Assuming the variables are smooth enough, the quantities di+1/2,di−1/2 satisfy di+1/2−











that completes the proof.






∣∣∣un+1i − un+1/2i ∣∣∣2 + σi(di+1/2 − di−1/2) ≤ 0,
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holds, meaning the correction step ensures a decrease of the entropy.
Proof of corollary 2.5.4. The sum of the two inequalities obtained in props. 2.5.1 and 2.5.3
gives the result.
2.6 Analytical solutions
Stationary and time dependent analytical solutions are available for the model (2.18)-
(2.20), see [43] and references therein. In this section we only briefly recall some of them,
they will be very useful to evaluate the properties of the proposed numerical scheme, see
paragraph 2.7.
2.6.1 Time dependent analytical solution
Parabolic bowl
The functions defined by














u(x, t) = f(t)1H>0, (2.110)
w(x, t) = b2xf(t)1H>0, (2.111)













where H0 > 0, b1, b2 are constants and where the function f satisfies the ODE
df
dt




f(t1)dt1 = 0, f(t0) = f
0, t̃0 ∈ R, (2.115)






























(Hwu) = 2pnh +Hs, (2.118)
∂(Hu)
∂x
− u∂(H + 2zb)
∂x
+ 2w = 0, (2.119)
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that corresponds to (2.18)-(2.19) completed with a source term Hs defined by (2.114) in
the momentum equation (2.118).
Solitary wave solutions
The system (2.18)-(2.19) admits solitary waves having the form





























































and (d, l,H0) ∈ R3 are given constants with l > H0 > 0.
2.7 Numerical simulations
A complete validation of the proposed numerical technique is not in the scope of this
paper and will be investigated in a forthcoming paper. We focus on two typical situations,
described in paragraphs 2.6.1 and 2.6.1 where analytical solutions exist.
For the numerical test, we use a formal 2nd order extension of the space discretization
for the prediction step and this second order extension is built as in [10], the correction
step being kept unchanged. For the second order extension of the time scheme, we use a
Heun type scheme, see [31]. Even if, the second order improvement (space and time) is
only formal, we denote it “second order extension” in the following.
2.7.1 The parabolic bowl
At the discrete level, the analytical solution given in paragraph 2.6.1 (see also [43]) is
particularly difficult to capture. Indeed, it is a non stationary solution and the flow exhibits
wet/dry interfaces all along the simulation.
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With the parameter values H0 = 1, a = 1, b1 = 0, b2 = 1, t0 = 0 over the geometrical









we have calculated – with a simple Runge-Kutta scheme – the solution of the ODE (2.115).
The solution has been calculated with a very fine time discretization and thus can be
considered as a reference solution, very close to the analytical solution of Eq. (2.115). This
means we have at our disposal an analytical solution for the system (2.116)-(2.119).
Figure 2.2: Initial conditions for the simulation of the “parabolic bowl” (parabolic bottom,
water depth and null horizontal velocity).
To illustrate the behavior of the solution in such a situation, we give over Fig 2.3 the
variations along time of the water depth at x0 = 0.8 m for a mesh of 80 cells which is a
rather coarse mesh.
In order to evaluate the convergence rate of the simulated solution Hsim towards the
analytical one Hanal, we plot the error rate versus the space discretization. Over Fig 2.4,
we have plotted the variations along time of the quantity




at node x0 = 0.8 m. It appears that this quantity does not increase with time and remains
bounded. Figure 2.5 is similar to Fig 2.4, we compare the variations of t 7→ e0.8(t) for the
2nd order scheme (space and time) obtained with 80 and 160 cells.
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obtained with a mesh of 80 cells.
Figure 2.3: Parabolic bowl: variations of t 7→ H(0.8, t) - analytical solution and simulated
one with the first order (space and time) and second order extension (space and time)
schemes.
2.7.2 The solitary wave
As in the previous paragraph, we are able to examine the convergence rate of the simulated
solution towards the analytical one (given in paragraph 2.6.1).
We consider the analytical solution corresponding to the choices H0 = 1 m, l = 1.7 m,
d = 1 m. These choices lead to a = 0.5291 m and c0 = 3.873 m.s−1. We compare the
analytical solution and its simulated version at time t = 6 s.
We have plotted in Fig. 2.7 the log(L1 − error) over the water depth at time T = 6
seconds versus log(h0/hi) for the first and second-order scheme and they are compared to
the theoretical order. These errors have been computed on 7 meshes with 80, 120, 200,
400, 800, 1600 and 3200 cells.
For the curves obtained over Fig. 2.7, the soliton is – at the initial instant – in the
fluid domain meaning the numerical treatment of the boundary condition does not play a
crucial role. Figure 2.8 is similar to Fig. 2.7 except that the soliton is not within the fluid
domain at the initial instant but enters the channel by the left boundary. The convergence
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Figure 2.4: Parabolic bowl: variations along time of the error (2.124) at node x0 = 0.8 m
with 80 cells, 1st order scheme (space and time) and 2nd order scheme (space and time).
Figure 2.5: Parabolic bowl: variations along time of the error (2.124) at node x0 = 0.8 m
with 80 and 160 cells, 2nd order scheme (space and time).
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Figure 2.6: Parabolic bowl: variations along time of the quantity (2.125) at node x0 = 0.8
m, 1st and 2nd order schemes (space and time) obtained with 80 cells.
order of the scheme is examined at time T = 10 seconds and the soliton arrives within the
fluid domain after 4 seconds of simulation. Hence the soliton propagates during 6 seconds
within the domain corresponding to the same situation as Fig. 2.7. Following 2.4.3, we
have imposed a given flux at the entry of the domain. We notice that the convergence
orders obtained over Figs. 2.7 and 2.8 are similar.
Remark 2.7.1. This test case and the previous one concern non stationary solutions.
The errors due to the time and space schemes are combined so the convergence rate of the
simulated solution towards the analytical one is difficult to analyze. Indeed, for the second
order scheme (space and time) and fine meshes, the error due to the time scheme becomes
a significant part of the error so the convergence rate does not correspond to the theoretical
one, see Figs. 2.7 and 2.8.
2.8 Conclusion
In this paper we have proposed a robust and efficient numerical scheme for a non-hydrostatic
shallow water type model approximating the incompressible Euler system with free surface.
The correction step is the key point of the scheme and especially the discretization of
the shallow water type version of the gradient and divergence operators. A finite difference
strategy has been used to discretize this correction step. In order to be able to treat 2d flows
on unstructured meshes, a variational approximation of the correction step is required, it
is presented and its numerical performance is evaluated in [3].
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Figure 2.7: Soliton (interior of the domain): convergence rates to the reference solution,
1st order scheme (space and time) and 2nd order scheme (space and time), ’-.’ theoretical
order.
Figure 2.8: Soliton (entering the domain): convergence rates to the reference solution, 1st
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3.1 Introduction
Starting from the incompressible Euler or Navier-Stokes system, the hydrostatic assump-
tion consists in neglecting the vertical acceleration of the fluid. More precisely the momen-

















where p is the pressure, g is the gravitational constant, and u (resp. w) is the horizontal
(resp. vertical ) component of the fluid velocity.
Such an assumption produces important consequences over the structure and complex-
ity of the model. Indeed, Eq. (3.1) implies that the pressure p is no longer the Lagrange
multiplier of the incompressibility constraint and p can be expressed, for free surface flows,
as a function of the water depth of the fluid. Therefore, the hydrostatic assumption implies
that the resulting model, even though it describes an incompressible fluid, has common
features with models arising in compressible fluid mechanics.
In geophysical problems, the hydrostatic assumption coupled with a shallow water
type description of the flow is often used. Unfortunately, these models do not rep-
resent phenomena containing dispersive effects for which the non-hydrostatic contribu-
tion cannot be neglected. More complex models have to be considered to take into ac-
count this kind of phenomena, together with numerical methods able to discretize the
high order derivative terms coming from the dispersive effects. Many shallow water
type dispersive models have been proposed such as KdV, Boussinesq, Green-Naghdi,
see [86, 45, 26, 129, 131, 29, 48, 105, 4, 5, 44]. The modeling of the non-hydrostatic
effects for shallow water flows does not raise insuperable difficulties but their discretization
is more tricky. Numerical techniques for the approximation of these models have been
recently proposed [48, 42, 108].
The depth-averaged Euler model studied in the present paper has been derived and
studied in [43]. A numerical approximation based on a prediction-correction strategy [50]
is described in Chapter 2, where the discretization of the elliptic part arising from the
non-hydrostatic terms is carried out in a finite difference framework. It is worth noticing
that the numerical scheme given in Chapter 2 is endowed with robustness and stability
properties such as positivity, well-balancing, discrete entropy and wet/dry interfaces treat-
ment.
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Since the derivation in a 2d context of the model proposed in [43] does not raise dif-
ficulty, the objective is to have a numerical method that can be easily extended to the
two-dimensional problem. In Chapter 2, a finite volume method is used for the prediction
part, while a finite difference method is applied for the projection part, which is not easy
to apply on an unstructured grid in the 2d framework. The main contents of this paper
is the derivation and validation of the correction step in a variational framework allowing
a finite element approximation. The results depicted in this paper pave the way for a
discretization of the 2d model on an unstructured mesh.
Notice that the non-hydrostatic model we consider slightly differs from the well-known
Green-Naghdi model [86], see remarks 3.2.1, 3.5.1 and [43] for more details.
Let Ω ⊂ R, be a 1d domain (an interval) and Γ = Γin ∪ Γout its boundary (see Figure



























− ū∂(H + 2zb)
∂x
+ 2w̄ = 0, (3.5)
where H is the water depth, zb is the topography and pnh is the non-hydrostatic part of the
pressure. The variables denoted with a bar recall that this model is obtained performing
an average along the water depth of the incompressible Euler system with free surface.
The velocity field is denoted ū = (ū, w̄)t with ū (resp. w̄) the horizontal (resp. vertical)
component.








with n the unit outward normal vector at Γ (in 1d, n = ± 1), n represents the unit outward
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Figure 3.1: Notations and domain definition.
























gH (η + zb)
2
. (3.9)
Equation (3.5) represents a shallow water version of the divergence free constraint, for
which the non-hydrostatic pressure p̄nh plays the role of a Lagrange multiplier. The reader
can refer to [43] for more details. Notice that considering p̄nh = 0 and neglecting (3.4),
the system (3.2)-(3.3),(3.5) reduces to the classical Saint-Venant system.
The paper is organized as follows. First we give a rewriting of the model and we present
the prediction-correction method, the main part being the variational formulation of the
correction part. Then in Section 3.3, we detail the numerical approximation. Finally,
in Section 3.4.1 and 3.5, numerical simulations validating the proposed discretization
techniques are presented.
3.2 The projection scheme for the non-hydrostatic model
Projection methods have been introduced by A. Chorin and R. Temam [138] in order to
compute the pressure for incompressible Navier-Stokes equations. These methods, based on
a time splitting scheme, have been widely studied and applied to treat the incompressibility
constraint (see [92, 144, 143]). We develop below an analogue of this method for shallow
water flow. In order to describe the fractional time step method we use, we propose a
rewritting of the model (3.2)-(3.5).
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3.2.1 A rewritting
Let us introduce the two operators ∇sw and divsw defined by
∇sw f =
(













with v = (v1, v2)t. We assume for a while that f and v are smooth enough. The shallow
water form of the divergence operator divsw (resp. of the gradient operator ∇sw ) corre-
sponds to a depth-averaged version of the divergence (resp. gradient) appearing in the
incompressible Euler and Navier-Stokes equations. Notice that the two operators ∇sw ,
divsw defined by (3.10)-(3.11) are H and zb dependent and we assume that H and zb are
sufficiently smooth functions. One can check that these operators verify the fundamental
duality relation ∫
Ω
divsw (v)f dx = −
∫
Ω
∇sw f · v dx+ [Hv1 f ]Γ . (3.12)

















+∇sw p̄nh = −gH∇0zb, (3.14)
divsw (ū) = 0, (3.15)
with ∇0 defined by (3.7).
Remark 3.2.1. It has been established in [43] that, when zb = 0, the Green Naghdi model
can be written in the form (3.2)-(3.4) with a different coefficient in the right hand side of










So, if we try to write the Green-Naghdi model in the form (3.13)-(3.15), the duality relation
(3.12) is no longer satisfied. Therefore the energy balance will also differ by one coefficient
and the stability results established in Chapter 2 and based on the energy balance does not
apply to the Green-Naghdi model.






F (X) +Rnh = S(X), (3.17)
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 , F (X) =















Let be given time steps ∆tn and note tn =
∑
k≤n ∆t
k. As detailed in Chapter 2, the
projection scheme for system (3.17)-(3.18) consists in the following time splitting
Xn+1/2 = Xn −∆tn ∂
∂x
F (Xn) + ∆tn S(Xn), (3.21)
Xn+1 = Xn+1/2 −∆tnRn+1nh , (3.22)
divsw ū










The first two equations of (3.21) consist in the classical Saint-Venant system with to-
pography and the third equation is an advection equation for the quantity Hw̄. Equa-
tions (3.22)-(3.23) describe the correction step allowing to determine the non-hydrostatic
part of the pressure pn+1nh and hence giving the corrected state X
n+1. The numerical reso-
lution of (3.21) – especially the first two equations – has received an extensive coverage and
efficient and robust numerical techniques exist, mainly based on finite volume approach,
see [32, 8]. The derivation of a robust and efficient numerical technique for the resolution
of the correction step (3.22)-(3.23) is the key point. A strategy based on a finite differ-
ence approach has been proposed, studied and validated in Chapter 2. Unfortunately, the
finite difference framework does not allow to tackle situations with unstructured meshes
in 2 or 3 dimensions. It is the key point of this paper to propose a variational formula-
tion of the correction step coupled with a finite volume discretization of the prediction step.
3.2.2 The correction step
In this part, we consider we have at our disposal a space discretization of Eq. (3.21) solving
the hydrostatic part of the model and we focus on the correction step (3.22)-(3.23).
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Variational formulation
The correction step (3.22)-(3.23) writes,
Hn+1 = Hn+1/2, (3.24)
(Hu)n+1 + ∆tn∇sw pn+1nh = (Hu)
n+1/2, (3.25)
divsw (u
n+1) = 0. (3.26)
For the sake of clarity, in the following we will drop the notation with a bar and we denote
p instead of p̄nh. Likewise we drop the superscript n+1 for the corrected states. The system
of Equations (3.25)-(3.26) is a mixed problem in velocity/pressure, its approximation leads
to a variational mixed problem.
First of all, we assume zb ∈ C1(Ω̄), and H ∈ C1(Ω̄) is bounded below and above:
α1 < H < α2, α1, α2 > 0. (3.27)
We give two formulations of the problem depending on the boundary conditions, the first
one is written with the operator divsw (see (3.32)-(3.33) below) while the second one is
written with the operator ∇sw (see (3.38)-(3.39)).
Formulation with the operator divsw : In this section, we give the variational formu-
lation of the problem (3.25)-(3.26) using the shallow water divergence operator. We start
by completing Equations (3.25)-(3.26) with homogeneous Dirichlet boundary conditions for
the velocity at the inlet and Dirichlet boundary conditions for the pressure at the outlet:
u = 0 on Γin, (3.28)
p = 0 on Γout. (3.29)
Using the duality relation between the operators ∇sw and divsw given by (3.12), and




Hu · v dx, ∀u,v ∈ V0,
b(v, q) = −
∫
Ω
divsw (v)q dx, ∀v ∈ V0,∀ q ∈ L2(Ω),
with:
V = {v = (v1, v2) ∈ (L2(Ω))2|divsw(v) ∈ L2(Ω)}, (3.30)
V0 = {v ∈ V , v1|Γin = 0}, (3.31)
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The variational formulation of Equations (3.25)-(3.26) writes:
Find u ∈ V0 and p ∈ L2(Ω) such that
1
∆tn
a(u,v) + b(v, p) =
1
∆tn
a(un+1/2,v), ∀v ∈ V0, (3.32)
b(u, q) = 0, ∀q ∈ Q. (3.33)
Now, if we consider non homogeneous boundary conditions for the velocity and the pres-
sure:
u = u0 on Γin, (3.34)
p = p0 on Γout, (3.35)
where p0 ∈ H−1/2(Γout), and we assume there exists a given velocity ū0 ∈ V , such that
u0 = ū0|Γin ∈ H1/2(Γin) and
∫
Ω divsw (ū0)q = 0 dx, ∀q ∈ L
2(Ω). We set u = ũ + ū0 with
ũ ∈ V0, therefore, the problem writes:
Find ũ ∈ V0, p ∈ L2(Ω) such that, ∀v ∈ V0,∫
Ω
(Hũ · v −∆t divsw(v) p) dx =
∫
Ω
(Hu)n+1/2 · v dx−
∫
Ω





divsw(u) q dx = 0 ∀q ∈ L2(Ω). (3.37)
where < ·, · >Γout represents the duality product between H−1/2(Γout) and H1/2(Γout).
In one dimension, u0 ∈ R (imposed in Equation (3.34)), then we can take the lifting of
boundary conditions ū0 = (u0, u02
∂ζ
∂x)
T to satisfy the shallow water version of the the free
divergence condition (3.26). In Section (3.2.4), we will see that the problem with this
formulation is well posed.
Formulation with the operator ∇sw : We can also consider the problem using the
shallow water gradient operator with the Dirichlet boundary conditions (3.34)-(3.35) where
here, u0 ∈ H−1/2(Γin) and p0 ∈ H1/2(Γout) . Using the duality relation (3.12), we have
the following problem with homogeneous boundary conditions for the pressure:
Find u ∈ L2(Ω), p ∈ Q0 such that∫
Ω
(Hu · v + ∆t∇sw(p) · v) dx =
∫
Ω
(Hu)n+1/2 · v dx, ∀v ∈ (L2(Ω))2, (3.38)∫
Ω
∇sw(q) · u dx = < H u0 n, q >Γin , ∀q ∈ Q0. (3.39)
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with :
Q = {q ∈ L2(Ω), ∇sw(q) ∈ (L2(Ω))2}. (3.40)
Q0 = {q ∈ Q, q|Γout = 0}. (3.41)
To impose non homogeneous Dirichlet conditions for the pressure, we assume there exists
a given pressure p̄0 ∈ Q such that p0 = p̄0|Γout ∈ H1/2(Γout). We set p = p̃ + p̄0 with
p̃ ∈ Q0. Finally, the variational problem writes:
Find u ∈ (L2(Ω))2, p̃ ∈ Q0 such that, ∀v ∈ (L2(Ω))2,∫
Ω
(Hu · v + ∆t∇sw(p̃) · v) dx =
∫
Ω
(Hu)n+1/2 · v dx−∆t
∫
Ω
∇sw(p̄0) · v dx,∫
Ω
∇sw(q) · u dx = < H u0 n, q >Γin , ∀q ∈ Q0.
Finally, depending on the boundary conditions for the velocity or the pressure, we can
choose the first or the second formulation.
The pressure equation
Now, we are interested in deriving an equation for the pressure. Instead of considering
the problem in velocity/pressure under the coupled form, we consider an elliptic problem
leading to an uncoupled equation for the pressure. This is in analogy with the Poisson
equation derived from the Navier-Stokes equations by the projection scheme of Chorin-
Temam [138, 50]. We start from the variational problem (3.38)-(3.39) using the shallow
water gradient operator with homogenous boundary condition for the velocity and the
pressure, i.e. u0 = 0, p0 = 0 in Equations (3.35)-(3.34)), which leads to search u ∈ V0,
and p ∈ Q0. In order to obtain the pressure equation, we take a specific value for v.
Formally, let us take v of the form v = ∇sw qH with q ∈ Q0 defined by (3.41).
Equation (3.38) gives, ∀q ∈ Q0,∫
Ω











Hun+1/2 · ∇sw (q)
H
dx, (3.42)








Hun+1/2 · ∇sw (q)
H














∀q ∈ Q0. (3.44)
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Let us introduce the shallow water version of the Laplacian operator ∆sw defined by













Using (3.12) and (3.45), we get







, ∀q ∈ Q0,sw. (3.46)






p|Γ=0 = 0. (3.48)
The resolution of the equations (3.47)-(3.48) allows to compute p and then to update the
velocity at the correction step (3.25). To obtain equation (3.47), which is independent of
u, it is equivalent to apply the operator divsw to the equation (3.22) divided by H, and to
use the shallow water free divergence condition (3.23) to eliminate u.
Remark 3.2.2. Notice that divsw (u) = ∇0 · (Hu) + u · (ns + nb) and ∇sw p = H∇0(p)−
p(ns + nb) with ∇0 defined by (3.7) and ns (resp. nb) the (non-unit) normal vector at the












With that notation, the relation (3.12) rewrites∫
Ω






u · (ns + nb) dx.





u · (ns + nb) dx.
3.2.3 Boundary conditions
In this section, we still consider that the hydrostatic part is provided and we study the
compatibility of the boundary conditions between the hydrostatic part and the projection
part. Therefore, the compatibility between the pressure and velocity at boundary needs
to be studied. To this aim, we first provide the conditions required to impose a Dirichlet
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or a Neumann boundary condition for the pressure at the boundary on the variational
formulation, and then, we couple these conditions with the hydrostatic part. Concerning
the bathymetry, it is usual to impose a Neumann boundary condition for the bottom zb at
the hydrostatic level.
Neumann boundary condition for the pressure
The Neumann boundary condition for the projection scheme is not natural and to enforce
such a condition, the elliptic problem (3.44)-(3.46) can be considered. Many studies have
been done to choose an appropriate variational formulation for this problem. In [90] J-L.
Guermond explores the different variational formulations in order to enforce a Neumann
pressure boundary condition, in [96] some equivalent formulations are given to switch
between Neumann and Dirichlet boundary conditions. As for the hyperbolic part, we still
consider that we have imposed a Neumann boundary condition for the topography ∂zb∂x |Γi =
0, ∀i = in, out. Taking the normal component at the boundary Γi of the momentum











where the left hand side would correspond to the boundary terms of the elliptic problem
(3.46) if we choose non homogeneous boundary condition for the pressure.
We denote ∂H∂n |Γi = βi, i = in, out.
• In case βi = 0, a Neumann boundary condition for the pressure is deduced from a






(u|n+1/2Γi − u|Γi). (3.49)
• In the other cases, it gives a mixed boundary condition
∂p
∂n
|Γi + βip|Γi =
1
∆tn
(u|n+1/2Γi − u|Γi). (3.50)
Then, in the two cases, we have imposed a Dirichlet velocity condition, that leads to solve
the variational problem (3.36)-(3.37) with the shallow water divergence operator where we
search v ∈ Vi and q ∈ L2(Ω), with i = in for the inflow or i = out for the outflow defined
by:
Vi = {v = (v1, v2) ∈ (L2(Ω))2|divsw (v) ∈ L2(Ω), v1|Γi = 0}. (3.51)
Let us now give the coupling boundary conditions between the prediction step and the
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correction step. Indeed, in the projection part, boundary conditions need to be set in
order to be consistent with the hydrostatic part.
Concerning the prediction step, we consider the well known Saint-Venant system and we
assume that the Riemann invariant remains constant along the associated characteristic.
This approach has been introduced in [41] and distinguishes fluvial and torrential bound-
aries depending on the Froude number Fr = |u|c . Usual boundary conditions consist in
imposing a flux q0 at the inflow boundary and a water depth at the outflow boundary. It
is also classical to let a free outflow boundary, setting a Neumann boundary condition for
the water depth and for the velocity. For both cases, we now give the boundary conditions
that have to be set in the correction step.
We consider the first situation in which we set a flux at the inflow Γin and a given depth at
the outflow Γout. Assuming a fluvial flow, this case consists in solving a Riemann problem at
the interface Γin where the global flux is given by q0 = (q01, q02)t = (Hun+1/2, Hwn+1/2)t.
That gives the boundary values H0 = H
n+1/2










hyperbolic part. This leads to obtain a Dirichlet condition for the pressure at the left
boundary of the correction part.
Moreover, if H is given for the outflow, we preconize to give a mixed condition for the












that leads to the problem (3.36)-(3.37) and take u ∈ V0, with the definition (3.31) and
p ∈ L2(Ω).
We now consider the second situation in which we still impose a flux q0 at the inflow and
we set a free outflow boundary. In this case, we assume the two Riemann invariants are
constant along the outgoing characteristics of the hyperbolic part (see [41]), therefore, we











Preserving these conditions at the correction step, it gives a Neumann boundary condition






For an inflow given and using the formulation with the shallow water divergence operator,
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the functional spaces will be defined by
u ∈ Vout = {v ∈ V, v1|Γout = 0}, p ∈ L2(Ω).
Notice that we can also impose the same conditions using the formulation with the shallow
water gradient operator (3.42)-(3.42) and using a lifting of the boundary conditions for the
pressure.
3.2.4 The inf-sup condition
We want to establish the inf-sup condition at the continuous level to ensure we have a
well-posed problem. The so-called inf-sup condition was introduced by Ladyzhenskaya,
Babuska and Brezzi in [18, 40, 103] to ensure the well-posedness of mixed problems for
incompressible flows and has been studied for the finite element method for instance in
[71]. We consider the variational formulation with the shallow water divergence operator
divsw given by Equations (3.42)-(3.42) with homogeneous Dirichlet boundary conditions
for the velocity and Dirichlet boundary conditions for the pressure. The Hilbert space V0 is
equipped with inner product (., .)V0 and induced norm ||.||V0 = ||.||L2(Ω) + ||divsw (.)||L2(Ω).
The problem reads:
Find u ∈ V0, p ∈ L2(Ω) such that
a(u,v)−∆t b(v, p) = a(un+1/2,v)− < Hv · n , p0 >Γout , ∀v ∈ V0, (3.52)
b(u, q) = 0, ∀q ∈ L2(Ω). (3.53)
where < ·, · >Γout represents again the duality between H−1/2(Γout) and H1/2(Γout).
For all v ∈W0 = {v ∈ V0 , divsw (v) = 0}, the problem becomes:
Find u ∈W0 such that
a(u,v) = a(un+1/2,v)− < Hv · n , p0 >Γout , ∀v ∈W0. (3.54)
Under the assumption (3.27), it is obvious that the bilinear form a is coercive, i.e. for all
v ∈W0 :
a(v,v) ≥ α1||v||2L2(Ω), α1 > 0. (3.55)
In addition, b is bilinear. With the assumption (3.27), and given q ∈ L2(Ω), if we choose
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This implies the existence and uniqueness of the solution of (3.52)-(3.53).
For the formulation with the operator ∇sw , we can use a similar argument and take
v = ∇sw (q).
3.3 Numerical approximation
3.3.1 Discretization
This section is devoted to the numerical approximation and gives mainly details about the
correction step. Let us be given a subdivision of Ω with N vertices x1 < x2 < ... < xN





For the prediction step (3.21) i.e the hydrostatic part of the model, we use a finite volume
scheme. We introduce the finite volume cells Ci centered at vertices xi such that Ω =




















and F (resp. S) is a robust and efficient discretization of the conservative
flux F (X) (resp. the source term S(X)). The time step is determined through a classical
CFL condition. Many numerical fluxes and discretizations are available in the literature [32,
83, 110], we choose a kinetic based solver [8] coupled with the hydrostatic reconstruction
technique [7].
Correction part
Concerning the correction step (3.22)-(3.23), we consider the discrete problem correspond-
ing to the mixed problem using the shallow water divergence operator divsw described
by Equations (3.32)-(3.33). We approach (V0, L2(Ω)) by the finite dimensional spaces
(V0h, Qh) and we note
N = dim(V0h), M = dim(Qh).
We also denote by (ϕi)i=1,N and (φl)l=1,M the basis functions of V0h and Qh respec-
tively. The finite dimensional spaces will be specified later on. We approximate (u, p) ∈
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(V0, L












Therefore, we consider the discrete problem corresponding to (3.32)-(3.33).
Find uh ∈ V0h, ph ∈ Qh such that
1
∆tn





h ,vh), ∀vh ∈ V0h, (3.57)
b(uh, qh) = 0, ∀qh ∈ Qh. (3.58)






1 ≤ i, j ≤ N
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that is a discretization of the elliptic equation (3.47) of Sturm-Liouville type governing the
pressure p. If one want to take the Dirichlet boundary condition for the pressure at the












contains the boundary terms.
This approach is suitable for the finite element approximation that is given in the next
section. However, it implies to invert a mass matrix MH that is not diagonal and depends
on the water depth H. In practice, we use the mass lumping technique introduced by
Gresho ([89]) to avoid inverting the mass matrix in projection methods for Navier-Stokes
incompressible system.
3.3.2 Finite element P1/P0
It has been seen in Chapter 2 that the discrete entropy is satisfied if we use a finite difference
scheme on a staggered grid, then we choose the specific pair P1/P0 in order to satisfy the
entropy properties.
The problem is solved by the mixed finite element approximation P1/P0 (see [134]) on
the domain Ω = ∪Ml=1Kl ( M = N − 1 with N the number of nodes), where the velocity
is approximated by a continuous linear function and the pressure is approximated by a
discontinuous piecewise constant function over each element
uh ∈ Vh = {vh ∈ (C0(Ω))2 | vh|Kl ∈ P
2
1, ∀l = 1, . . . , N − 1},
and
ph ∈ Qh = {qh | qh|Kl ∈ P0 , ∀l = 1, . . . ,M − 1}.
Using the discretization given in 3.3.1, we denote byKi+1/2 the finite element cell [xi, xi+1],
then the pressure is constant on the finite element Ki+1/2.




1≤j≤M be the basis functions for












We note ζ = H + 2zb and assume ζ is approximated by a piecewise linear function ζh,
namely ζh(x) =
∑N









gradient of ζh on the element Ki+1/2.
Remark 3.3.1. In the context of the discontinuous Galerkin method, using ∂xφj+1/2(x) =
δj(x) − δj+1(x) in the sense of distribution, it gives a distributional derivative for the
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We denote ϕ = (ϕ,ϕ)t, then the shallow water gradient operator is written
∫
Ω
∇sw(ph) · ϕi dx =
(








Similarly, after integrating by part, the shallow water divergence operator writes∫
Ω





In one dimension, this approach corresponds to a staggered-grid finite-difference method
where the velocity is computed at the nodes and the pressure is computed at the middle
nodes. The discretization we obtain corresponds exactly to the finite difference scheme
given in Chapter 2, and then, the properties established in Chapter 2are conserved.
3.3.3 Finite element P1-iso-P2/P1
In this part, we propose to give an approximation P1-iso-P2 for the velocity and P1 for the
pressure. To satisfy the discrete entropy, as explained in Chapter 2, it is necessary to have
a staggered grid, then, this pair has been chosen in order to prepare the two-dimensional
method. We give here an analogy for the one-dimensional problem.
For the one-dimensional P1-iso-P2/P1, we consider two meshes Kh (the same as before)
and K2h with Kh,i+1/2 = [xi, xi+1] and K2h,j = [x2j−1, x2j+1] the finite elements defined
on the respective meshes Kh and K2h such that Kh = ∪N−1i=1 Kh,i+1/2 and K2h = ∪
M−1
j=1 K2h,j
with N the total number of vertices of Kh and M = (N − 1)/2 (assuming N odd), the
number of vertices of K2h. Therefore, the approximation spaces Vh and Qh are defined by
Vh =
{
vh ∈ C0(Ω)2| vh|Kh,i ∈ P
2





qh ∈ C0(Ω)| qh|K2h,j ∈ P1, ∀j = 1, ...,M − 1
}
.












where (φj)1≤j≤M are the basis functions for the pressure ph, and (ϕi)1≤i≤N the basis
functions for the velocity uh.
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Figure 3.2: Representation of the basis functions.
• ◦ • ◦ • ◦ • ◦ •





Figure 3.3: Representation of the discretization of the function (Hu) and representation
of the finite volume cell Ci = [xi−1/2, xi+1/2].
In figure 3.2, the dashed lines are the usual elementary basis functions of P1 on the mesh
Kh, while the continuous lines are the basis functions on the mesh K2h. The divergence








We use a linear interpolation for Hϕj in the computation of
∫
Kh,i+1/2
Hϕi dx, and we
consider that ∆xi = ∆x ∀i = 1, . . . , N for the sake of simplicity. We still approximate ζ
by ζh defined before.
The discrete shallow water divergence operator is computed for all nodes xj of the mesh
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Similarly, the shallow water gradient operator is obtained for all the nodes xi of the
mesh Kh. However, we distinguish the gradient at the nodes of the elements K2h from the
ones at the interior. In other words, for all the nodes xi of the mesh K2h, the gradient
operator is defined by∫
Ω

























∇sw ph · ϕ(i=2j−1) dx
∣∣∣∣
2





On the other hand, for all the nodes xi such that i is even∫
Ω














































With the discretization of the shallow water operators given above, we are able to
validate the scheme for the first order method and the second order method.
3.3.4 Towards a second order approximation
In this section, we give some modifications of the previous scheme to improve the accuracy.
Second order approximation in space
A formally second order scheme in space has been developed for the hydrostatic shallow
water system in [7], using a limited reconstruction of the variables. We use this reconstruc-
tion in the finite volume scheme applied to the hyperbolic part. For the correction part,
we use the scheme presented in the previous section but a higher order accuracy could be
used like a P2 − P1 approximation for instance.
Second order approximation in time
For hyperbolic conservation laws, the second-order accuracy in time is usually recovered by
the Heun method [31, 32] which is a slight modification of the second order Runge-Kutta
method. The second order scheme presented here is an adaptation of the Heun scheme
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which takes into account the CFL constraint for each time step. More precisely, for a





ỹn+1 = yn + ∆tn1f(y
n), (3.62)
ỹn+2 = ỹn+1 + ∆tn2f(ỹ
n+1), (3.63)
yn+1 = αyn + βỹn+2, (3.64)
where ∆tn1 and ∆tn2 respectively satisfy the CFL conditions associated with yn and ỹn+1.
Using a Taylor expansion, it can be verified that this is a second order scheme in time if















α = 1− β. (3.67)
Since, α, β ≥ 0, ỹn+1 is a convex combination of yn and ỹn+2 so the scheme preserves
the positivity.
By analogy, the idea is to apply this method to the prediction-correction scheme. To




divsw (ũ) = 0 (3.69)
where Rnh is defined by (3.20) and f(x) = −∂F (X)∂x + S(X) with F and S defined by
(3.19) and (3.20). We replace each step (3.62)-(3.63) by the prediction-correction step
(3.21)-(3.22)
X̃n+1− = Xn + ∆tn1f(X
n), (3.70)
X̃n+1 = X̃n+1− −∆tn1 R̃n+1n , (3.71)
divsw (ũ
n+1) = 0, (3.72)
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X̃n+2− = X̃n+1 + ∆tn2f(X̃
n+1), (3.73)
X̃n+2 = X̃n+2− −∆tn2 R̃n+2nh , (3.74)
divsw (ũ
n+2) = 0, (3.75)
and then (3.64) becomes
Xn+1 = αXn + βX̃n+2. (3.76)
Notice that the divergence free condition is not satisfied by Xn+1 but it is satisfied for
each intermediate steps (3.71) and (3.74).
With these modifications, we improve the accuracy of the global scheme, some parts of
which are formally "second order". But the proof of the convergence orders is a difficult
problem that we do not address here. These difficulties have been encountered and have
been studied for the Navier-Stokes problem by J-L.Guermond and J.Shen in [92] (see also
[67, 70]).
The convergence order has been computed for the elevation and the pressure in the
figures 3.6, 3.7 and 3.8 (see section 3.4.1).
3.4 Analytical solutions
3.4.1 Validation with an analytical solution
In Chapter 2, (see also [43]) some analytical solutions of the model (3.2)-(3.5) have been
presented and they allow to validate the numerical method. We consider the propagation
of a solitary wave on a flat bottom (zb = cte). This solution has the form



















































with d, a,H0 ∈ R, H0 > 0, a > 0 and
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The solitary wave is a particular case where dispersive contributions are counterbal-
anced by non linear effects so that the shape of the wave remains unchanged during the
propagation. The propagation of the solitary wave has been simulated for the parameters
a = 0.4m,H0 = 1m, and d = 1m over a domain of 45m with 9000 nodes. At time t = 0,
the solitary wave is positioned inside the domain. The results presented in figure 3.4 show
the different fields, namely the elevation, the components of velocity and the total pressure
at different times, and the comparison with the analytical solution at the last time.

























































































Figure 3.4: Propagation of the solitary wave at times 1.00008 s, 1.9009 s, 3.9017 s and
5.9025 s. Comparison with analytical solution at time t = 5.9025 s.
In the projection step, the greatest difficulty is to compute the pressure corresponding
to the boundary conditions of the hyperbolic part (as seen in 3.2.3). The solution near the
boundary has been confronted to the analytical solution. In the following result, we set a
Neumann boundary condition on the non-hydrostatic pressure with the parameters given
below. As shown in Figure 3.5, the pressure is well estimated at the outflow boundary and
allows the wave to leave the domain with a good behavior. The inflow boundary condition
has been tested with this same test case and gives similar results. We are able to let the
solitary wave enter in the domain with a good approximation of the elevation.
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Figure 3.5: non-hydrostatic pressure profile at right boundary (x = 45m) (a): t = 9.4044 s
(b): t = 9.8046 s (c): t = 10.1048 s.
The numerical simulations for the first and the second order method are compared with
the analytical solution and the L2- error has been evaluated over different meshes of sizes
from 395 nodes to 695 nodes (see Figures 3.6, 3.7 and 3.8).
With the parameters given above, for the first order method it gives a convergence rate
for H close to 1 for the two computations, i.e P1/P0 and P1-iso-P2/P1. For the second
order scheme, it gives a convergence order close to two (see Fig.3.6). Same results have
been also obtained for the velocity (see Fig.3.7).
In Figure 3.8, the convergence rate has been computed for the pressure and we can
observe that, for the first order method, the convergence rate of the pressure error is close
to the first order, while the second order scheme gives a first order convergence rate for
the pressure error.
Notice that the parameters set to validate the method lead to have a significant non-
hydrostatic pressure (see the Figure 3.5) and then, the results show the ability of the
method to preserve the solitary wave over the time.
The numerical results have also been obtained for the Thacker’s test presented in
Chapter 2, with the same convergence rate as the P1/P0 method.
3.4.2 Partial comparison with the Green-Naghdi model
In this part, we propose to compare the two models using an analytical solution of the
Green-Naghdi model. As mentioned in Remark 3.2.1, the solution method presented in
this paper does not apply immediately to the Green-Naghdi model. So, we just propose
here a comparison with an analytical solution of the Green-Naghdi equations. In [43], it
has been adduced that the analytical solitary wave of the Green-Naghdi model can be
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Figure 3.6: Convergence rate - Computation of the L2-error of the solution H at time
t = 5s for the first and the second order scheme and comparison for P1/P0 and P1-iso-
P2/P1 scheme.
























Figure 3.7: Convergence rate - Computation of the L2-error of the solution u at time t = 5s
for the first and the second order scheme.



























Figure 3.8: Convergence rate - Computation of the L2-error of the solution p at time t = 5s
for the first and the second order scheme.
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The idea is to initialize the simulation using the depth-averaged Euler model with the
solitary wave of the Green-Naghdi model. Then, the aim is to compare after a long time
lapse the analytical solution of the Green-Naghdi model and the simulated solution with
the depth-averaged Euler model to see how the two models differ after a long time. We
prescribe the amplitude a = 0.2m, the elevationH0 = 1.0m and the velocity c0 = 3.43m/s
and, from (3.82), we deduce the values of l and d for the Green-Naghdi model.
Remark 3.4.1. The parameters c0 and a have been chosen such that, if we compute the
solitary solution of the depth-averaged Euler model (3.77)-(3.80) with the parameters (3.81),
the two waves only slightly differ, as one can see in Figure 3.9.























Figure 3.9: The solitary wave - Comparison of the two analytical solutions for the depth-
averaged Euler system (DAE) and the Green-Naghdi model (GN) at time t = 0, for the
same amplitude a = 0.2m and the same velocity c0 = 3.43m/s.
In Figure 3.10, the simulation in a long channel of 80m has been initialized with the
solitary wave of the Green-Naghdi model. The elevation of the simulated wave is compared
with the analytical solutions of the Green-Naghdi model at different times. There is a
significant gap between the two curves after a long time lapse, showing the discrepancy
between the solution of the two models.
Remark 3.4.2. Another unsteady solution has been presented in [43] and generalizes the
solution obtained by Thacker [148] for the shallow water equation. Although it is not studied
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in this paper, in the same way as the solitary wave, notice that the solution can be adapted
for the Green-Naghdi model.























































Figure 3.10: The solitary wave - Comparison of a DAE simulation with an analytical
solution of the Green-Naghdi model at times : t = 0 s , t = 3.003 s, t = 18.0008 s.
3.5 Numerical results
3.5.1 Dam break problem
We next study the dispersive effect on the classical dam break problem, which is usually
modeled by a Riemann problem providing a left state (HL, uL) and a right state (HR, uR)
on each side of the discontinuity xd ([83]). However, our numerical dispersive model does
not allow discontinuous solutions due to the functional spaces required for H (see also
[43]), thus we provide an initial data numerically close to the analytical one






a = HR −HL.
To evaluate the non-hydrostatic effect, the different fields have been compared with the
shallow water solution with the initial data: HL = 1.8m, HR = 1m, uR = uL = 0m.s−1,
ε = 10−4m, xd = 300m over a domain of length 600m with 30000 nodes. In Figure 3.11,
the evolution of the state is shown at time t = 10 s and t = 45 s. The oscillations are
due to the dispersive effects but the mean velocity does not change. These results are in
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adequation with the analysis proposed by Gavrilyuk in [108] for the Green-Naghdi model
with the same configuration.





























































































Figure 3.11: The dam break problem, elevation H and velocity u at times t = 10 s and
t = 45 s.
3.5.2 Wet-dry interfaces
The ability to treat the wet/dry interfaces is crucial in geophysical problems, since geo-
physicists are interested in studying the behavior of the water depth near the shorelines.
This implies a water depth tending to zero at such boundaries. To treat the problem, we
use the method introduced in Chapter 2, considering a minimum elevation Hε.
Therefore, we confront the method with a coastal bottom at the right boundary over
a domain of 35m with 3000 nodes. A wave is generated at the left boundary with an
amplitude of 0.2m and an initial water depth H0 = 1m. In Figure 3.12, the arrival of the
wave at the coast is shown for times t = 7.91 s, 9.92 s and 10.42 s.
3.5.3 Comparison with experimental results
In this part, we confront the model with Dingemans experiments (detailed in [56, 57])
that consist in generating a small amplitude wave at the left boundary of a channel with
topography as described in Figure 3.13.
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Figure 3.12: Propagation of a wave at a wet/dry interface.
Figure 3.13: Configuration of Dingemans’s test.
At the left boundary, a wave is generated with a period T = 2.02 s and an amplitude
of 0.02m. A free outflow condition is set at the right boundary. The initial free surface is
set to be η0 = 0.4m, and the measurement readings are saved at the following positions
10.5m, 12.5m, 13.5m, 14.5m ,15, 7m and 17.3m, placed at sensors 1 to 6 (Fig.3.13 ). In
such a situation, the non-hydrostatic effects have a significant impact on the water depth
that cannot be represented by a hydrostatic model. These effects result mainly from the
slope of the bathymetry, 10% in this case. In Figure 3.14, the simulation has been run with
the hydrostatic model and the elevation has been compared with measures at the sensor 5.
As one can see, the non-hydrostatic pressure has to be taken in consideration to estimate
the real water depth variation.
The numerical simulation with the non-hydrostatic model has been run with 15000
nodes on a domain of 49m over 25 s and the comparisons are illustrated for each sensor
(fig. 3.15). The goal of this last result is also to highlight the ability of the model to
capture dispersive effects for a geophysical flow with a non negligible pressure.
Remark 3.5.1. The reader can refer to [48, 62] to see the numerical results of the Green-
Naghdi model on the Dingemans test. As expected, for the two models, the numerical
results are close to the experimental data. Notice that the measured quantities contain
experimental errors and uncertainties. Therefore, since the two models are very close and
the generated perturbation during the experiment is small, it is complicated to evaluate if
the differences are due to the uncertainty of the measures or the accuracy of the models.
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Figure 3.14: Comparison with hydrostatic model on sensor 5.
Nevertheless, it is expected that the difference between the models would be observable after
a long time. Although this is not the scope of this paper, it would be interesting in a future
study to compare the two models on the same experimental data.
3.5.4 Remark on iterative method
We recall that this formulation should allow to extend the method on two-dimensional
unstructured grids. However, it requires to invert a system at each time iteration, which
will become too costly in two dimensions. To anticipate the two-dimensional problem,
this method has been tested using different iterative methods like conjugate gradient and
Uzawa methods. In Figure 3.16, we show a comparison of the computing time for the
implementation of the direct method and Uzawa method for P1-iso-P2/P1 approximation.
In one dimension, it is not relevant to use one of these methods, while it will be necessary
for the two dimension model.
3.6 Conclusion
In this paper, a variational formulation has been established for the one-dimensional dis-
persive model introduced in [43]. The main idea is to give a new framework in which
it will be possible to extend the scheme to the two-dimensional model. To this aim, the
finite-element method has been presented with two approximation spaces. First, the P1/P0
approximation has been done and we recover, as expected, the finite difference scheme, to-
gether with the good results proved in Chapter 2. Then, the P1-iso-P2/P1approximation
has been studied to prepare the two-dimensional problem. We have validated the method
using several numerical tests and studying the dispersive effect on geophysical situations.
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Figure 3.15: Comparison between measured and computed elevations on Dingemans test
for the six first sensors.
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Figure 3.16: Comparison of the computing time (CPU) for the direct method and Uzawa
method with P1-iso-P2/P1 approximation.
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Chapter 4
A numerical method for a
two-dimensional dispersive shallow
water system on unstructured grids
This work has been done in collaboration with Marie-Odile Bristeau, Edwige Godlewski,
Anne Mangeney, Carlos Parés and Jacques Sainte-Marie. To be submitted
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4.1 Introduction
Mathematical models for free surface flows are widely studied, however one still needs to
improve the existing models as well as develop robust numerical methods. The most com-
mon way to represent the physical behavior of the free surface is to compute the solutions
of the Shallow Water equations. These equations are based on a shallowness assumption
and lead to assuming the pressure is hydrostatic. Therefore, they are used for many geo-
physical flows on rivers, lakes, oceans where the characteristic horizontal length is much
greater than the depth. This is the case when we want to simulate the propagation of
tsunamis.
However, depending on the regime of the flow, this model can be inappropriate, in partic-
ular, when the hydrostatic assumption is no longer valid, what we call dispersive effects
appear and then more complex models have to be used to represent these effects. Many
free surface models are available to take into consideration this dispersive effect, see [86]
for the classical Green-Naghdi (GN) model and [29, 48, 62, 43] for other kinds of non
hydrostatic models with bathymetry. One of the difficulties of these models arises in the
development of robust numerical methods. In this paper, we propose a new numerical
scheme for a depth-averaged model derived in [43] and which is based on the minimization
of the energy (see [112], this property provides a consistency with the Euler system [43] in
terms of energy.
The non linear Shallow Water model with topograpphy is a hyperbolic system with source
term, which has been studied extensively and the literature provides efficient algorithms
for this model, see [83, 32] for the theory of hyperbolic systems with source term and
[7, 12, 11, 9, 14] for numerical methods for the Shallow Water system with topogra-
phy. Since non hydrostatic models are no longer hyperbolic, it is necessary to propose
new numerical algorithms. Several approaches have been proposed to solve these kinds
of models, especially in one dimension or in two dimensions with a structured grid (see
[51, 29, 48, 72, 108]). A discretization with a Galerkin method has been proposed in [62] to
treat the high order terms of the dispersive part, and more recently (2016), A. Duran and
F. Marche performed an hybrid method [63] for the two-dimensional GN model. Indeed,
there is a real need of methods to capture dispersion with a good accuracy and for real
cases.
In this paper, we propose a new approach dealing with a formuation without high or-
der terms, we treat the depth-averaged Euler system developed in [43] where the non-
hydrostatic pressure is an unknown of the system. The aim is to provide a robust numer-
ical method for the two-dimensional model on an unstructured grid. The objective is to
have a stable method to simulate real cases where the topography can be complex and
needs an irregular mesh. Moreover, it gives the possibility to perform adaptative meshes
if one wants to refine the mesh in the areas where the dispersive effects are expected. For
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(a) View from above.
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(b) Vertical cross section.
Figure 4.1: Model domain and notations.
instance, the dispersive contribution can have a significant impact in the water depth for
the propagation of tsunamis [81],[22]. We start with the formulation proposed in Chapter
3, where the authors have combined a finite-volume scheme with a finite element scheme
for the one dimensional non-hydrostatic model using a Chorin-Temam splitting method
(initially described in [138]).
The paper is organized as follows. In the next section, we recall the depth-averaged Euler
system completed with standard boundary conditions. The Section 4.2 is devoted to the
Chorin-Temam approach (prediction-correction scheme) applied for the model problem,
while in Section 4.4, we focus on the mixed problem which corresponds in this case to the
correction part of the prediction-correction scheme. In Section 4.5, we propose two ap-
proximation spaces (P1/P1 and P1-isoP2/P1) for the finite element scheme applied to the
mixed problem. Finally we validate the implementations using comparisons with analytical
solutions, and then we give a geophysical application.
4.2 The model
4.2.1 The averaged Euler system
We consider a two-dimensional domain Ω ⊂ R2 delimited by the boundary Γ = Γin ∪
Γout ∪ Γs as described in Figure 4.1a. We denote by H(x, y, t) the water depth, zb(x, y)
the topography, u(x, y, t) the averaged velocity of the fluid u = (u, v, w)t and p the non
hydrostatic pressure (see Figure 4.1b).
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− u∂(H + 2zb)
∂x
− v∂(H + 2zb)
∂y
+ 2w = 0. (4.5)
Equation (4.5) is obtained by an average of the free divergence condition of the Euler
system.
The model (4.1)-(4.5) can be written in a more condensed form:
∂H
∂t
+∇0 · (Hu) = 0, (4.6)
∂Hu
∂t
+∇0 · (Hu⊗ u) +∇0(
g
2
H2) +∇sw (p) = −gH∇0(zb), (4.7)
divsw (u) = 0, (4.8)








 , div0v = ∇0 · v. (4.9)
Also, we give an interpretation of the non-hydrostatic contribution by defining a shallow
water version of the pressure gradient ∇sw and the divergence operator divsw . Assuming

























where we use the notation
ζ = H + 2zb. (4.12)
Notice that we consider the non-hydrostatic pressure p as an unknown of the model, but
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where we take into account the hydrostatic pressure gH2 . An important property is that
the operators divsw and ∇sw satisfy the duality relation∫
Ω






Hfv · n, (4.14)
where n is the outward unit normal vector to the boundary Γ. This property is crucial
for the algorithm presented in the following since we will consider a mixed problem in
velocity/pressure (see Section 4.4), which will lead, at the numerical level, to having an
operator for the pressure and its transpose for the velocity.
4.2.2 The boundary conditions
The model problem (4.6)-(4.8) is completed with the following boundary conditions. Since
we are considering a channel as the model domain with an inlet Γin and an outlet Γout,
we impose specific conditions on each boundary. The inflow is set by imposing a given
discharge qg(x, t) on Γin, and a water depth hg(x, t) is imposed on Γout. Finally, we
prescribe slip boundary conditions for the velocity at the walls of the channel Γs:
Hu(x, t) = qg(x, t) on Γin, (4.15)
H(x, t) = hg(x, t) on Γout, (4.16)
u(x, t) · n = 0 on Γs. (4.17)
In most cases, we keep these boundary conditions in the numerical experiment, but we can
also change the outflow boundary condition to have a free outflow by imposing a Neumann
boundary condition for the elevation:
∇H · n = 0 on Γout. (4.18)
4.3 Time and space discretizations
As for the one dimensional system (see Chapter 3), the problem (4.6)-(4.8) is solved using
a Chorin-Temam splitting scheme (see [50, 138, 90, 92]). Let us recall here the general idea
of the splitting scheme.
4.3.1 Prediction - Correction scheme
The prediction-correction method is widely used to approximate the Navier-Stokes equa-
tions and is based on a time-splitting scheme. For each time step, the problem is solved
in two steps, in the first one, we use a finite-volume method to solve the hyperbolic part
which is a Shallow Water system with topography (where the non hydrostatic pressure p
is not evaluated). This allows us to get a first predicted state which is not divergence free.
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In the second step, we update the predicted state with the shallow water version of the
gradient pressure evaluated in such a way that the velocity satisfies the divergence free
condition (4.5).































Then, the system (4.6)-(4.8) can be written
∂X
∂t
+ div0F (X) +Rnh = S(X), (4.21)
divsw (u) = 0. (4.22)
We set t0 the initial time and tn+1 = tn + ∆tn where ∆tn satisfies a stability condition
(CFL) and the state Xn will denote an approximation of X(tn). For each time step, we
consider an intermediate state which will be denoted with the superscript n+1/2. So the
first step leads to solving the hyperbolic system with source terms in order to get the state
Xn+1/2 = (Hn+1/2, (Hu)n+1/2, (Hv)n+1/2, (Hw)n+1/2)T . Finally, the semi discretization
in time can be summarized in the following steps:
Xn+1/2 = Xn −∆tndiv0F (Xn) + ∆tS(Xn), (4.23)
Xn+1 = Xn+1/2 −∆tnRn+1nh , (4.24)
divsw u
n+1 = 0. (4.25)
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Equation (4.24) allows us to correct the predicted value Xn+1/2 in order to obtain a state
which satisfies the divergence free condition (4.25). The equation satisfied by the pressure
is then an elliptic equation which is obtained by applying the shallow water divergence















Once the pressure has been determined by an elliptic equation (4.26), the correction step
(4.24) gives the final step Xn+1.
In this paper, we will focus on the second step of the scheme, namely Equations (4.23)-
(4.25), which we discretize by a finite element method. Therefore, we will consider the state





a shallow water version of the Laplacian operator and is denoted by Msw, it is written


























with ζ given by (4.12). The operator (4.27) can be written in the form of a Sturm-Liouville
operator, but it is still a tricky task to study the equation (4.26) since it requires studying














Concerning the space discretization, each step, prediction step and correction step, is
solved with its own scheme. The method relies on a combination between a finite volume
scheme for the hyperbolic part (4.23) and a finite element scheme for the elliptic part (see
the correction step in Section 4.3.1). The idea is to start with a primal mesh which is
triangular, then a dual mesh is built by the finite volume cells centered on the vertices.
Let us consider Ω the computational domain with boundary Γ, which is assumed to be
polygonal. Let T be a triangulation of Ω. We denote by Sh the set of the vertices of the
mesh:
Sh = {si = (xi, yi) ∈ T }. (4.28)
We recall here the general formalism of finite volumes on unstructured meshes, and the
finite element method we use for the correction part will be detailed in Section 4.5.
Let us define the finite volume cell Ci associated to the vertex si. The cells Ci are built
by joining the centers of mass of the triangles surrounding each vertex si. We use the
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Figure 4.2: Representation of the dual mesh
following notations (see Figure 4.2):
• |Ci|, area of Ci,
• Γij , boundary edge between the cells Ci and Cj ,
• Lij , length of Γij ,
• nij , unit normal to Γij , outward to Ci (nji = −nij),
• Ki the set of nodes connected to the node si.
Remark 4.3.1. The variables H,Hu are estimated first as constant mean values on the
cells Ci by the finite volume scheme, which gives the intermediate state Xn+1/2. For the
finite element scheme, the state Xn+1 is approximated at the vertices of the triangles, and
for the required value of Xn+1/2 at the node si, we use the constant mean value computed
on the cell Ci. Similarly, for the next finite volume step, the required value Xn+1 at cell
Ci is given by the value at node si. Therefore, combining the finite volume and the finite
element approximations, we will denote by Xi both the constant mean value on cell Ci and
the value at node si.
4.3.3 Finite volume scheme for the prediction part
We denote by Xni the approximation of X(t
n) on a finite volume cell Ci, the state Xni is















σijFH(Hni , Hnj )− σiFH(Hni , Hne,i), (4.30)
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σijF(Hu)((Hu)ni , (Hu)nj )
−σiF(Hu)((Hu)ni , (Hu)ne,i), (4.31)
where σij depends on mes(Ci), ∆tn and the length of the edges of cells and ensures the
stability of the scheme. Similarly, σi = σii is computed for the boundary cells of the
domain and Xne,i is a fictive state associated to a cell Ci at the boundary of the domain
(see [41]). The numerical fluxes FH (resp. F(Hu)) are the numerical fluxes corresponding to
H (resp. Hu). We do not give details on the flux F . For the numerical results presented
in this paper, the numerical fluxes are computed by a kinetic solver with a hydrostatic
reconstruction for the water depth (see [10]) but it is not the only possible choice. This
ensures the well balanced property of the scheme (see [10]). In this part, the boundary
conditions (4.15)-(4.17) are treated as a Riemann problem at the interface (see [41] for more
details about the treatment of the boundary conditions for the Shallow Water system).
4.4 The mixed problem
In this section, Xn+1/2 is given following the Chorin-Temam approach, by (4.23) as ex-
plained in Section 4.3.1. We now study the mixed problem corresponding to the correction
step, that is to say the system (4.24)-(4.25), and we give a variational formulation of the
problem together with an appropriate treatment of the boundary conditions at the contin-
uous level in order to be compatible with the hyperbolic part. This will make it possible
to construct the finite element scheme for this problem. To do so, we consider the model
domain Ω of Figure 4.1 with classical boundary conditions (4.15). The correction step
consists in computing the shallow water pressure in order to satisfy the shallow water di-
vergence free condition (4.8). Notice that the water elevation is not corrected and is given
by the hyperbolic part, then the equation (4.24) reads





















(Hw)n+1 − 2∆tn pn+1 = (Hw)n+1/2, (4.35)
completed with the divergence free condition (4.25) and the boundary conditions (4.15)-
(4.17). From now on, we drop the superscript n+1 and note ∆t for ∆tn, thus the system
(4.33)-(4.35) and (4.25) is written:
Hu + ∆t∇sw p = Hun+1/2, (4.36)
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divsw (u) = 0, (4.37)
where H denotes the unique value Hn+1 = Hn+1/2. This mixed problem in veloc-
ity/pressure leads to solving the pressure equation (4.26), and then to updating the velocity
with the equation (4.36). Equations (4.36)-(4.37) are the "grad-div" formulation of the
problem. The boundary conditions need to be detailed since they have to be consistent
with the prediction part. This is the object of the next section.
4.4.1 Compatible boundary conditions
In geophysical models such as the Shallow Water model, it is usual to impose an inflow
condition on the inlet Γin, namely Hu, and the water depth at the outflow or a free
outflow, as defined by (4.15) and (4.16). At the hyperbolic level, this choice depends on
the Froude number Fr = |u|√
gH
which characterizes the flow (fluvial or torrential). In this
part, we apply compatible boundary conditions on the mixed system depending on the
regime chosen for the Saint-Venant problem at the prediction step. The mixed formulation
will allow us to impose boundary conditions on the velocity or the pressure.
Inflow /outflow





t which is imposed at
the hyperbolic part; the vertical velocity w0 will be treated independently. Many strategies
can be applied to satisfy compatible boundary conditions. As can be seen in the equations
(4.33)-(4.34), a natural choice is to keep Q0 the same as in the hyperbolic part, then we
will impose a condition on the inlet velocity u ·n = (u0, v0)T ·n, with n = (nx, ny, 0)T . on
Γin.
Considering the pressure equation (4.26) and following the same procedure detailed in
Chapter 3, we can deduce that this corresponds to apply a shallow water version of a
Neumann boundary condition for the pressure:
∇sw p · n = 0 on Γin. (4.38)
In contrast, for the outflow, we impose the water depth in the hyperbolic step and rec-
ommend a homogeneous Dirichlet boundary condition for the pressure in order to let the
discharge free at the outlet, namely p|Γout = 0.
Slip boundary conditions
For the wall of the channel represented by Γs in Figure 4.1a , we assume a slip condition for
the hyperbolic part un+1/2 ·n|Γs = 0 with a Neumann boundary condition for H (see [41])
and we maintain this condition in the dispersive part, namely u · n|Γs = 0. Still from the
pressure equation (4.26) and in the same spirit as in Chapter 3, we deduce that this leads
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to having ∇sw (p) · n|Γs = 0. Since ∂H∂x |Γs = 0, it gives a Neumann boundary condition for
the pressure ∂p∂n = 0 on Γs.
4.4.2 The variational formulation
In this section, we distinguish two variational formulations using the shallow water diver-
gence or gradient operator and we explain how to chose the most judicious one in practice.
Formulation with the shallow water divergence operator
First of all, we assume ∇ζ ∈ (L∞(Ω))2, p0 ∈ H−1/2(Γ) and H ∈ L∞(Ω) is bounded below
and above:
α1 < H < α2, α1, α2 > 0, (4.39)
We consider the variational problem with Dirichlet boundary conditions for the pressure.
We introduce the spaces:
V = {v ∈ L2(Ω)3, divsw (u) ∈ L2(Ω)} (4.40)
W = {w ∈ V, w · n = 0 on Γin ∪ Γs}. (4.41)
The Hilbert space W is equipped with inner product (., .)W and induced norm ||.||W =
||.||L(Ω)2 + ||divsw (.)||L2(Ω). Then the problem reads:





divsw (v) p dx =
∫
Ω
Hun+1/2 · v dx−
∫
Γout
Hv · n p0ds,(4.42)∫
Ω
divsw (u)q dx = 0, ∀q ∈ L2(Ω), (4.43)
where we assume un+1/2 ∈W. We introduce the bilinear forms
a(u,v) = < Hu,v >, (4.44)
b(v, q) = −
∫
Ω
divsw (v) q dx, ∀v ∈W , ∀q ∈ L2(Ω), (4.45)
where < ·, · >Ω= (·, ·)L2(Ω).
The problem reads:
Find u ∈W, p ∈ L2(Ω) such that
a(u,v)−∆t b(v, p) = < Hun+1/2,v >Ω − < Hv · n , p0 >Γout , ∀v ∈W, (4.46)
b(u, q) = 0, ∀q ∈ L2(Ω). (4.47)
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where < ·, · >Γout represents the duality between H−1/2(Γout) and H1/2(Γout). For all
v ∈W0 = {v ∈W , divsw (v) = 0}, the problem becomes:
Find u ∈W0 such that
a(u,v) =< Hun+1/2,v >Ω − < Hv · n , p0 >Γout , ∀v ∈W0. (4.48)
To impose a slip boundary condition on Γs for the velocity u, we choose u− ū0 ∈W where
ū0 is defined on Ω̄ such that ū0|Γs = ūn+1/2|Γs . In practice, this formulation requires to
choose basis functions satisfying the slip condition in (4.41). Therefore, if we want to have
a domain with a specific boundary, we will prefer the formulation using the shallow water
gradient operator, which is described in the following.
Formulation using the shallow water gradient operator
In this section we give the variational formulation of the mixed problem (4.36)-(4.37) using
the shallow water gradient operator, and completed with appropriate boundary conditions:
u · n = un+1/2 · n on Γin,
u · n = 0 on Γs,
p = p0 on Γout.
(4.49)
In (4.49), to give a general formulation, we have considered a non-homogeneous Dirichlet
boundary condition for the pressure. We assume there exists p̄0 ∈ Q a given pressure such
that p0 = p̄0|Γout ∈ H1/2(Γout) . We define the spaces:
Q = {q ∈ L2(Ω),∇sw (q) ∈ L2(Ω)3}, (4.50)
Q0 = {q ∈ Q , q|Γout = 0}. (4.51)
Using the duality relation (4.14), we have:∫
Ω
∇sw (q) · u dx−
∫
Γ
qHu · n ds = 0 ∀q ∈ Q,
then writing∫
Γ
qHu · n ds =
∫
Γin
qHu · n ds+
∫
Γs
qHu · n ds+
∫
Γout
qHu · n ds, (4.52)
and, using the boundary conditions (4.49), we have∫
Γ
qHu · n ds =
∫
Γin
qHun+1/2 · n ds, (4.53)
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where the slip boundary condition is imposed in the weak form
∫
Γs
qHu ·n = 0. We apply
the procedure proposed for the Navier-Stokes equations in [94]. Therefore, the problem
(4.36)-(4.37) completed with (4.49) reads:
Find p̃ = p− p̄0 ∈ Q0, p ∈ Q , u ∈ (L2(Ω))3 such that,∫
Ω
(Hu + ∆t∇swp̃) · v dx =
∫
Ω
Hun+1/2 · v dx ∀v ∈ (L2(Ω))3, (4.54)∫
Ω
∇sw (q) u dx =
∫
Γin
qHun+1/2 · n ds ∀q ∈ Q0. (4.55)
Finally, we consider the following problem:
Find u ∈ (L2(Ω))3, with p ∈ Q such that, ∀v ∈ (L2(Ω))3,∫
Ω
(Hu + ∆t∇swp) · v dx =
∫
Ω
Hun+1/2 · v dx−∆t
∫
Ω
∇swp̄0 · v dx , (4.56)∫
Ω
∇sw (q) u dx =
∫
Γin
qHun+1/2 · n ds ∀q ∈ Q0. (4.57)
Notice that we use the formulation with the shallow water gradient operator instead of
divergence in order to avoid choosing basis functions satisfying the slip boundary condition.
This last formulation allows the problem to be solved using a finite element method (see
Section 4.5) with the appropriate boundary conditions (4.49) and is equivalent to solving
the elliptic problem (4.26).
The inf-sup condition For the two formulations "divsw " (i.e Equations (4.42)-(4.43) )
and "∇sw " (i.e Equations (4.54)-(4.55)), we can prove the inf-sup condition to ensure the
problems are well posed. This is detailed in 3.
The pressure equation Following the procedure of the one-dimensional problem in
Chapter 3, we set v = ∇sw (q)H and take homogeneous boundary conditions for the pressure
on Γ, it leads to a variational formulation of the problem in the form:









, ∀q ∈ Q0,sw, (4.58)
where






Qsw = {q ∈ Q, q|Γ = 0}.
The operator ∆sw is the Laplacian operator defined by (4.26).
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4.5 Finite element approximations for the mixed problem
In this part, we apply the finite element method for the correction part (4.36)-(4.37),
using the formulation with the shallow water gradient operator (4.56)-(4.57). We need two
discrete spaces, one for the velocity and one for the approximation of the pressure. We
propose two implementations, the first one is the P1/P1 and the second one is the P1-
isoP2/P1 spaces. For both, we give the discrete formulation and we provide a comparison
of the numerical results (see Section 4.7.1) in order to choose the most accurate solution.
As usual, Pk denotes the space of polynomials of two variables of degree ≤ k, and Pj/Pi
denotes the pair of approximation spaces where Pj is related to the velocity and Pi is
related to the pressure.
4.5.1 A P1/P1 approximation
For this first implementation, we choose a P1/P1 finite element approximation (see [134,
71]) on the primal mesh T introduced in 4.3.3, on which we approximate the variables
at the nodes of the triangles (see Figure 4.2). Let us introduce the discrete spaces of
approximation:
Vh = {vh ∈ C0(Ωh), vh|T ∈ P1 ∀ T ∈ T },
Qh = {qh ∈ C0(Ωh), qh|T ∈ P1 ∀ T ∈ T , qh|Γout = 0},
with the dimensions dim(Qh) = M , dim(Vh) = N . For the sake of clarity, we denote the
vectors in bold characters and Vh = (Vh)3. We take uh ∈ Vh, ph ∈ Qh the piecewise linear
















where IN (resp. JM ) is the set of indices of the space Vh (resp. Qh) and {ϕj}j∈JM (resp.
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We use the definitions (4.62) in accordance with the finite volume approximation (4.30)-
(4.31) (see Remark 4.3.1); we will use mass lumping in the integrals to be consistent with
these definitions.
The discrete formulation of problem (4.42)-(4.43) reads:
Find uh ∈ Vh, ph ∈ Qh such that:∫
Ω
Hhuh · vh dx + ∆t
∫
Ω









∇swp0 · vh dx, ∀vh ∈ Vh, (4.63)∫
Ω





h · n ds, ∀qh ∈ Qh. (4.64)
In order to describe the method, we introduce the following notations:
• Sh = {si = (xi, yi) ∈ T }: the vertices of the triangular mesh (see (4.28)),
• Kh,i = {T ∈ T |si ∈ T}: the triangles connected to a vertex si.























i ϕi(x) · vh(x) dx
)
, ∀vh ∈ Vh, (4.65)
















i ϕi · n, ∀qh ∈ Qh. (4.66)





with U1 = (ui)1≤i≤N , U2 = (vi)1≤i≤N , and U3 = (wi)1≤i≤N . Then the problem (4.65)-
(4.66) can be written as:
AHU + ∆tB̃P = AHU
n+1/2, (4.67)
B̃tU − CUn+1/2 = 0, (4.68)
with the classical notations (see [134]) for the mass matrix AH , the divergence operator
matrix B̃t, and the matrix of the boundary conditions C. The matrix AH depends on the
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water depth H and is composed of the three diagonal matrices MH :
AH =
 MH 0 00 MH 0
0 0 MH
 ,





























































And, the matrix C contains the discretization of the boundary terms:∫
Γin
qHun+1/2 · n ds, (4.70)









C3,ji = 0, (4.73)
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with n = (n1, n2, 0) the outward normal vector of the boundary Γin. Finally, the algebraic
system (4.67)-(4.68) reads:
1
∆tMH 0 0 B̃1
0 1∆tMH 0 B̃2
































By analogy with the continuous problem, applying the matrix B̃t to the equation (4.67),
we obtain the discrete elliptic equation of the pressure:
B̃tA−1H B̃P = (B̃
t − C)Un+1/2, (4.75)
which is the discretization of the pressure equation (4.58). We now give some numerical














































In the first terms of B̃t1 ji and B̃
t
2 ji, we use definition (4.59) of Hh with mass lumping, and






















∇sw ϕj(x) ·ϕi(x) dx ui ∀ϕi ∈ Vh, ϕj ∈ Qh,
where Supp(ϕj) is the area of the support of the function ϕj and is computed by: Supp(ϕj) =∑
T∈Kh,j mes(T ).
Remark 4.5.1. Notice that mass lumping is chosen for the approximation of MH in order
to be consistent at the update step:
AHU + ∆tBP = AHU
n+1/2,
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Figure 4.3: Representation of the triangulation. The velocity is evaluated on the black
nodes, while the pressure is evaluated on the circles.
since Un+1/2 is not written in the same approximation space in the finite volume part, it
is more convenient to have a diagonal matrix in practice.
4.5.2 A P1-isoP2/P1 approximation
In this part, we propose another approximation by finite elements, using this time the
spaces P1-iso-P2/ P2 (see [134]) in which we define a coarse triangular mesh T2h and a
fine mesh Th. The fine mesh corresponds to the primal mesh introduced for the finite
volume method 4.3.3. Unlike the previous approximation, the velocity and the pressure
are defined in two different spaces. Let us introduce the discrete spaces of approximation:
Vh = {vh ∈ C0(Ωh), vh|τ ∈ P1, ∀ τ ∈ Th},
Qh = {qh ∈ C0(Ωh), qh|T ∈ P1, ∀ T ∈ T2h , qh|Γout = 0},
with the dimensions dim(Vh) = N and dim(Qh) = M. In addition, we assume Hh ∈ Vh.
In practice, the triangulation Th is obtained by subdividing each triangle T ∈ T2h into
four triangles τ by joining the middle of the edges, as shown in Figure 4.3. In these spaces
of approximation, the velocity on the coarse mesh is evaluated with the same degree of
freedom as the P2 space. Then we expect a better approximation using P1-isoP2/P1 rather
than P1/P1 on the coarse mesh.
In order to describe the method, we introduce the following notations:
• Sh = {si = (xi, yi) ∈ Th}: the vertices of the fine mesh,
• S2h = {sj = (xj , yj) ∈ T2h}: the vertices of the coarse mesh,
• Kh,i = {τ ∈ Th|si ∈ τ}: the triangles of the fine mesh connected to node si,
• K2h,j = {T ∈ T2h|sj ∈ T}: the triangles of the coarse mesh connected to node sj .




piφj(x) , Hh =
∑
i∈IN
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where s̄(τ) = {x = vi+vj2 ,∀vi, vj ∈ s(τ)} are the vertices corresponding to the middle of
the edges of τ . Finally, the discrete version of the shallow water divergence operator is








∇sw φj · ϕi dx ui. (4.77)
This definition is used numerically and can be seen as a diagonal preconditioner to solve
Equation (4.75).
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4.6 Numerical algorithm
In this section, we give details on the algorithm we use to combine the finite volume
method and the finite element method in practice. For the sake of clarity, we just give an
overview of the steps of the algorithm. Assuming we know Hn, Hun, the combined finite
volume/finite element method (4.23)-(4.25) can be summarized by the following steps:
• Solve the hyperbolic part (4.23) with the finite volume scheme (4.30)-(4.31) and get
(Hn+1/2, Hun+1/2). Because of equation (4.32), we obtain Hn+1 as well.
• Solve the elliptic problem (4.75) to obtain pn+1. We use the iterative method de-
scribed below.
• Update the velocity un+1 in the correction step (4.67) using ∇sw pn+1.
4.6.1 Iterative methods
Whenever possible, the linear problem (4.67)-(4.68) leading to (4.75), is solved in practice
with iterative methods. Several algorithms allow us to solve the classical mixed problem
(4.36)-(4.37) in the grad-div form. This is usually applied to the finite element method
for the Navier-Stokes equations, see [134, 94]. We describe here the Conjugate Gradient
method and the Uzawa algorithm (see [107, 134]) which uses the duality between the
operators. In practice, to take the boundary conditions into account, the matrix is built in
two blocks in which one part contains the elements of B̃tA−1H B̃ for all the nodes that have
to be solved and another diagonal part which is the Identity and corresponds to impose
Dirichlet conditions for the pressure. Then the contribution of matrix B̃ associated with











where A is the matrix extracted from B̃tA−1H B̃ corresponding to the fact that we restrict
to the nodes of unknowns, AG to the nodes of the given pressure PG respectively. The
matrix D is the shallow water divergence vector of the unknown nodes at the prediction
part. This reduces the size of the problem and allows us to apply the Conjugate Gradient
algorithm. The initialization is done with the state (Hu,Hv,Hw)n+1/2 computed at the
hyperbolic step. For the sake of clarity, we drop the superscripts n+1/2 and we denote with
the superscript (k) the index iteration of the iterative method. In addition, we use the
notation: f = 1∆tD −AGPG. Then the CG algorithm can be summarized as:
Initialization:
r(0) = f −AP (0),
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d(0) = −r(0).





P (k+1) = P (k) + ρd[k),





d(k+1) = −r(k) + γ(k)d(k).
Then, the correction is applied to the velocity.
For the description of the Uzawa problem, let us now use the duality between the operators
(4.26) and (4.11), keeping the notations




P (k+1) = P (k) + αB̃tU (k),




algorithm adapted for problem (4.67)-(4.68) in the form of the Uzawa algorithm reads:
Initialization:
U0 = Un+1/2,
d(0) = −r(0) = B̃tU (0),






P (k+1) = P (k) + αkd(k),
Z = AHU
(k) −∆tB̃P (k+1).
Solve the system AHU (k+1) = Z (We recall that the matrix AH is diagonal since we have
used mass lumping).
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Compute B̃tU :





d(k+1) = r(k) + γ(k)d(k).
In accordance with Equation (4.77) and Equation (4.77), the norm ||.|| used in the iterative
algorithms above take into account the normalization of the operators.
4.6.2 Wet-dry interface
As one can see, the method presented above only applies for non-negative water depth.
The main problem comes from the shallow water equation of the pressure (4.26), which
requires dividing the shallow water gradient by H. At the discrete level, this difficulty
arises in the mass matrix (4.69). Yet, in the geophysical context, it is necessary to allow
a dry/wet transition to model, for instance, a propagation over obstacles like islands or a
wave reaching a coast line. In practice, we set the pressure p to zero when H tends to zero.
This can be viewed as a Dirichlet condition on the dry zone of the domain, such that the
pressure equation is solved only on the wet domain. In the iterative solver, this leads to
testing the value of the water depth for each node sj of the mesh (or for the coarse mesh
if the P1-isoP2/P1 approximation is used). However, in order to avoid selecting a list of
dry nodes at each time step, which would require significant computation time, we solve
the whole problem and we introduce a threshold
ε << 1, (4.79)
under which the water depth is redefined by ε, namely Hε = max(H, ε). Since the mass
matrix MH is weighted with H and needs to be inverted in the correction step, to avoid















∇sw (ϕj) ·ϕidx pj1Hi>Hε , (4.80)
so the velocity is not updated at these nodes by step (4.24). In equation (4.80), the
function ϕj is replaced by φj if we use P1-isoP2 /P1 space approximation. Notice that
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introducing Hε does not change the result since it appears only in the terms of degree zero
for the derivative of the pressure. It only prevents us from redefining wet/dry zones at
each iteration. With these definitions, the Laplacian operator written in (4.27) becomes:



































4.6.3 An improved method
The numerical methods presented in the previous sections can be improved if we apply a
Heun scheme, which is based on a Runge-Kutta method, to the Saint-Venant model and
the correction part. This improvement has been detailed for the one-dimenional problem
in Chapter 3 and can be straightforwardly applied to the two-dimensional case. The
Heun scheme is slightly modified so that the stability (CFL) condition remains valid. For
this system, our scheme is second order accurate in time and, if we use a reconstruction
algorithm (see [10]) in the hyperbolic step, it is formally second order accurate in space
(see [10]). However, with the correction step, the resulting scheme is no longer of order
two, but introducing the Heun scheme and the reconstruction in the hyperbolic step can
improve the global accuracy of the scheme. This will be illustrated in the next section.
4.7 Validation with analytical solutions
In this part, we propose a validation of the method using a comparison of the numerical
results for two non-stationary analytical solutions.
4.7.1 A solitary wave
The solitary wave is a one-dimensional non-stationary analytical solution of the model.
This solution has been proposed to validate the one-dimensional model in Chapter 3 and
has the form:
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(a) Computed water depth. (b) non hydrostatic pressure: An-
alytical field at the top, numerical
field at the bottom.



































This analytical solution is extended to two dimensions in a rectangular channel and we
add v = 0 in the equations.
We consider a channel of dimension 30 m ×1 m, the water elevation H0 is set to 1 m
with significant wave amplitude a = 0.35m and d = 1m. On the model domain in Figure
4.1a, we set a slip boundary condition for Γs, a given discharge for the inlet (4.15) and
a water elevation at the outlet (4.16) with a homogeneous Dirichlet boundary condition
for the pressure at the correction step. The test case is initialized with the analytical
solution in the domain and we observe the propagation of the wave over time. In Figure
4.4, we show the computed water depth (4.4a) and the computed and analytical pressures
(4.4b). This has been obtained with the P1-isoP2/P1 approximation and the wave covered
approximately one wavelength.
Comparison of the approximation spaces
A numerical comparison of the P1/P1 and P1-isoP2/P1 approximations is proposed in
order to choose the most accurate one for practical applications. In Figure 4.5, we com-
pare the numerical solutions, computing the P1/P1 solution on the fine mesh of the P1-
isoP2/P1, here an unstructured mesh of 7277 nodes. After a short time, the P1/P1 method
provides a less accurate solution than the P1-isoP2/P1 approximation, since we observe
the amplitude of the wave obtained by the P-isoP21/P1 method is closer to the analytical
solution than the P1/P1 approximation.
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(a) H at time t=0.444213 s
0 5 10 15















(b) H at time t=0.665963 s
0 5 10 15



















(c) H at time t=0.888782 s
Figure 4.5: Comparision between the P1isoP2/1 and the P1P1 approximation on the
solitary wave propagation
Validation with P1-isoP2/P1
As the comparison gives better results with the P1-isoP2 / P1 spaces, we opt for this
approximation to validate the method. We apply the "improved" method presented in
4.6.3 and obtain a good approximation of the soliton all over the propagation (see Figure
4.6). In Figure 4.6, we observe that the solitary wave conserves its amplitude over the
time. The simulation shown in Figure 4.6 was computed with 251330 nodes for the fine
mesh. We study the convergence rate of the computed solutions, computing the L2 error
at time t = 1.99s for different meshes of triangle’s mean edges of h0 = 0.0493528m,
h1 = 0.0250468m and h2 = 0.016781m. Figure 4.7 shows the logarithm of the error L2






h = hi, i = 0, 1, 2. We observe a convergence rate close to 1 for the first order method,
while with the improved scheme we still obtain approximately a first order convergence
rate, although the error computed is smaller.
4.7.2 A periodic solution with a wet-dry interface
In this section the objective is to validate the method with a non stationary analytical
solution where the free surface oscillates over the time. Such solutions have been introduced
by Thacker in [148] for the Shallow Water equations and can be obtained over a paraboloid
topography with a velocity (u, v) varying with respect to time. To obtain this kind of
solution for the non hydrostatic model (4.6)-(4.8), we slightly modify this model by adding









− 2p = Hs.
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Figure 4.6: Cross section at the center of the channel y = 0.5 m; water depth of the
analytical solution at initial time H0 = Han and computed solution for Hi, i = 1, ..., 4 with
t0 = 0, t1 = 0.499805 s, t2 = 0.999871 s, t3 = 1.49983 s, t4 = 1.99993 s for the P1-isoP2/P1
approximation for the improved method (Heun scheme).

























Err L2 (H) order 1
Err L2 (H) improved scheme
Err L2 (Hu) order1
Err L2 (Hu) improved scheme
slope order 1
Figure 4.7: Convergence rate for the P1-isoP2/P1 approximation for the classical scheme
(order 1 in time and space) and the improved method (Heun scheme and reconstruction
in the prediction step). The L2 is computed at time t = 1.99s
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Then an analytical solution of this modified system can be written under the form




















































We run this test on a disc domain centered in (x, y) = (0, 0) with a radius of 5m, with
α = 0.3m−1, a = 1.6m and H0 = 1.0m as shown in Figure 4.8. This case is simulated
with 440746 nodes for the fine mesh (and 110588 for the coarse mesh). We use the strategy
proposed in Section 4.6.2 to treat the wet-dry front with ε defined by (4.79) set to 10−5
and impose a discharge equal to zero at the boundary conditions (4.15) and a Dirichlet
boundary condition for the pressure on Γ. In Figure 4.8, the representation of the free
surface oscillating in the bowl is shown for different time steps. The Figure 4.9 presents
the profile of the elevation for y = 0 at different time steps compared with the analytical
solution. This is a crucial test case for the validation of the method since we test the
dry/wet - wet/dry transitions and strong variation of the free surface. We also compute
the convergence rate with the same formula described for the solitary case 4.7.1 for different
meshes where h0 = 0.0551138m, h1 = 0.0412458m, h2 = 0330043m, h3 = 0.0274674m,
with h,i = 0, ..., 3 are the mean edges of the meshes. In Figure 4.10 and 4.11 we observe
the convergence rate is close to one for the water depth, the velocity hw and the non-
hydrostatic pressure p. These simulated results are computed with the improved method
described in (4.6.3) and as expected, we obtain a similar slope for Hw and p and a better
convergence for H which is not corrected in the second step of the scheme 4.24.
4.8 Numerical results
In this section we test the depth-averaged model (4.6)-(4.8) on a numerical application.
We generate small amplitude waves at the inlet of a domain of dimensions [0, 10] × [0, 6]
and we observe the propagation of the waves over an obstacle. The channel is also ended
by a slope of 40%. This simulation allows us to confront our method to a test case where
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Figure 4.8: Simulation of the free surface oscillations in a paraboloid at different time
steps.
































Figure 4.9: Cross section of the solution at y = 0 of the free surface H + zb compared
with the analytical solution at different times: t0 = 0.277222 s, t1 = 0.431123 s, t2 =
0.739382 s, t3 = 0.893419 s, t4 = 1.20134 s
130
CHAPTER 4. A NUMERICAL METHOD FOR A TWO-DIMENSIONAL
DISPERSIVE SHALLOW WATER SYSTEM ON UNSTRUCTURED GRIDS


























Err L2 (H) order 1
Err L2 (H) improved
slope order 1
Figure 4.10: Convergence rate of the water depth, and the pressure



























Err L2 (Hw) order 1
Err L2 (Hw) improved
Err L2 (P) order 1
Err L2 (P) improved
slope order 1
Figure 4.11: Convergence rate of the velocity
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Figure 4.12: Dimension of the test case
we have a variable bottom with strong variations of the elevation and wet/dry interfaces.








where we set zm = 0.5m, A = 2m, a = 3.3m, b = 1.51m and x0 = 3m, y0 = 3m. We set
an initial free surface η0 = 0.6m and a sinusoidal wave given at the inlet with an amplitude
of 0.02m. The test is performed over an unstructured mesh of 45506 nodes for the fine
mesh. The numerical solution is computed with the P1-iso-P2/P1 approximation and we
use the improved scheme described in Section 4.6.3. We compare the solutions obtained
using the Shallow Water model and using the DAE model (4.6)-(4.8) to observe the effects
on the dispersion on the propagation and the wave interactions. Figure 4.13 shows the
simulations at different instants t1 = 4.54531 s (4.13a and 4.13b ), t2 = 7.07028 s (4.13c
and 4.13d ), t3 = 9.59589 s (4.13e and 4.13f) for the Shallow Water model (left) and the
dispersive model (right). The figures represent the free surface η. We clearly observe the
impact of the dispersive effects around the obstacle and on the forms of the waves. In
Figure 4.14 we show the free surface over the time at different points around the obstacle
and compare the solution obtained for the Shallow Water model and the depth averaged
model.
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(a) Hydrostatic simulation at time
t=4.54531 s
(b) Non-hydrostatic simulation at time
t=4.54531 s
(c) Hydrostatic simulation at time
t=7.07028 s
(d) Non-hydrostatic simulation at time
t=7.07028 s
(e) Hydrostatic simulation at time
t=9.59589 s
(f) Non-hydrostatic simulation at time
t=9.59589 s
Figure 4.13: Free surface obtained with a hydrostatic simulation and a non-hydrostatic
simulation
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Figure 4.14: Comparison of the free surface over the time for the selected points between
solutions computed with a hydrostatic model (· · · ) and the depth-averaged model (—).
4.9 Conclusion
In this paper, we have presented a new method for the two-dimensional dispersive shallow
water system on unstructured meshes using a combined finite volume / finite element
method. We have provided a numerical validation with two analytical solutions. The
algorithm uses an iterative method of Uzawa type to solve the elliptic problem.
In a future work, we intend to optimize the computational cost in order to make the
numerical method applicable to larger real domains, by focusing on the preconditioning of
the iterative solver. Concerning the method, we would like to extend it to other dispersive





CHAPTER 5. SUPPLEMENTARY RESULTS
5.1 Introduction
This Chapter is devoted to a supplementary study of the depth-averaged Euler (DAE)
problem (3.2)-(3.4) concerning some modeling and numerical aspects.
We want to study the stationary solutions of the DAE model, and to compare these solu-
tions with the Shallow Water model. We search for analytical solutions for the DAE model
[43] and we give a comparison between an analytical and a computed solution. This allows
us to provide a validation of the method we use.
Then, we are interested in the hydraulic jump. This phenomenon has been widely studied
by physicists and mathematicians for the Shallow Water model [54]. We give a comparison
between the two models for the hydraulic jump to show up the dispersive effects in this case.
It is classical to study the dispersion relation of dispersive models to evaluate its validity
with respect to the linearized Euler system. We provide the dispersion relation of the
linearized DAE model (1.34)-(1.34) and give a comparison with the Airy theory [1].
In contrast to the Shallow Water system, dispersive models as the DAE system do not
give a good approximation of the wave propagation after the breaking point. Many strate-
gies have been investigated in the literature and we can distinguish two main techniques.
The first one consists in switching from a dispersive model to a hydrostatic model, while
the second method consists in adding an artificial viscosity after the breaking [99, 139, 29].
In the two methods, a breaking criteria is needed to detect the breaking point and there
is again a large choice of criteria proposed by the literature [30, 19]. In this Chapter, we
apply one of the method performed in [99] and confront the results with experimental data.
We also compare the solution obtained without any treatment for the breaking.
This Chapter is organized as follow. In Section 5.2, we study the steady states of the
DAE system and give a validation of the numerical method implemented in this case. We
propose a comparison of the numerical solution of a non-hydrostatic hydraulic jump with
the hydrostatic one. Then, we provide a common analytical solution with the Euler system.
In the third section , we give the dispersion relation of the linearized DAE equations and
look for analytical solution of the Euler equations and the DAE system. Finaly, in Section
5.5 we modify the scheme to detect the breaking waves and we propose a comparison of a
computed solution with data from laboratory experiment. The additional results presented
in this Chapter are still an on-going work, which will be the object of a forthcoming paper.
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5.2 Stationary solutions for the one-dimensional problem
In this section, we wish to study the steady states of the dispersive system (3.2)-(3.4). We
search the solutions H,Hu, p of the DAE system satisfying ∂H∂t = 0 and
∂Hu
∂t = 0 and we
denote Q0 = Hū. In this case, it is also interesting to compare the computed solution with
an analytical solution. There are many possible strategies to find a "pseudo" analytical
solution of this problem, that is to say a solution which is not given explicitly and requires
solving numerically an ODE equation. The more suitable way to proceed is to set the
velocity w because it involves an ODE that we can solve numerically with a simple Runge




























Setting a velocity w̄(x) of the form:
w = 2c(x− a)e−b(x−a)2 , (5.6)
in (5.2)-(5.4), and using these equations, Equation (5.1) becomes an ODE in term of the
variable H. We set Q0 = 0.5m.s−1 , a = 5.0m, b = 5.0m, c = 1m and an initial free
surface η = 1.0m on a channel with a length of 10 m. We show the solution with these
parameters in Figure 5.1. We compute the numerical solution by imposing a discharge Q0
at the inlet and a free outflow. The solution converges to the steady state after about 200
s and we show the comparison between the analytical and the numerical solution in Figure
5.2. We compute the convergence rate for the finite difference method as explained in
Chapter 2 and the finite element method with a P1-isoP2/P1 approximation as in Chapter
3. To do so, we compute the error L2 between the analytical solution and the numerical
solution for the water depth H and we obtain, a convergence rate close to 1, as shown in
Figure 5.3.
It is clear that in practice it is more convenient to set a topography and compute a






with A = 0.5m, B = 15.0m, C = 5.0m and we choose an initial elevation η = H+zb = 1m
and a discharge Q0 = 1.3m.s−1. These choices provide a solution where the regime switches
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Figure 5.1: Analytical non-stationary solution













































































Figure 5.2: Comparison of the analytical solution and the computed solution for H,ū, w̄, p
on a domain of 10 m and with a mesh of 3000 nodes.
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Figure 5.3: Error L2 : comparison between the analytical solution and the computed
solution for the finite difference (FD) method and the finite element method P1-isoP2/P1.
from a fluvial regime (Fr < 1) to a torrential regime (Fr > 1) on the top of the bump. In
Figure 5.4 we compare the computed solution using the dispersive model (3.2)-(3.4) and the
solution of the Saint-Venant system. This simulates a hydraulic jump. This phenomenon
has been widely studied and experimented in laboratory. In Figure 5.5 is illustrated an
experiment where a discharge has been injected in a channel over an obstacle. The reality
is much more complicated than a shock at the interface since it involves turbulence for
instance. Any way, it is interesting to observe the result computed with a non-hydrostatic
system, where the dispersive effects appear here instead of the shock.
Remark 5.2.1. Notice that it is also possible to find a "pseudo" analytical solution if we
impose a topography zb. However, it implies that a non linear boundaries value problem





























This problem can be solved numerically with an iterative method (gradient, newton etc..),
we do not develop an algorithm here for this problem but we highlight the difficulty to obtain
an analytical solution, if we provide the topography.
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Figure 5.4: Hydraulic jump: comparison between the hydrostatic simulation (· · · ) and
non-hydrostatic simulation (—).
Figure 5.5: Hydraulic jump experiment
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5.3 Another analytical solution
For some particular cases, analytical solutions of the Euler system are also solutions of the































and it is completed with the one-dimensional kinematic boundary conditions (as (1.13)-
(1.14) for the two-dimensional model). The dynamic boundary condition at the free surface
reduces to
ps = p(x, η, t) = p
a(x, t). (5.14)
where pa is the atmospheric pressure. This is the case for the adapted version of the
Thacker’s solution (see parabolic bowl explained in Section 1.5.1). This is also the case of
the following solution:









w(x, z, t) = − z
t− t0
, (5.17)




with a flat bottom zb = zb,0. Then u,w,H, p satisfy the two-dimensional Euler system
(5.11)-(5.13) completed with the free surface boundary conditions (1.13)-(1.14) and are
also solution of the one-dimensional DAE system (3.2)-(3.4).
This analytical solution can be easily extended to three dimensions. With obvious nota-
tions, the functions u, v, w,H, p defined by
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with θ ∈ [0, 2π], are solutions of the three-dimensional incompressible free surface Euler
system (5.19)-(5.19), completed with the boundary conditions (1.13)-(1.14) and are also so-
lution of the DAE system (1.34)-(1.37). These solutions can be used for a future validation
of the model in one and two dimensions.
5.4 Dispersion relation
We consider the two-dimensional Euler system (5.11)-(5.13). Assuming the velocities u




















completed with the boundary conditions (as in two dimensions for the surface and the
bottom (1.13)-(1.14)), and (5.14). Now we consider a flat bottom i.e. zb(x) = zb,0 = 0 and
a water depth having the form
H = H0 + εf(x, t), (5.22)
with ε H0 and f(x, t) represents the variations of the water depth around the equilibrium








u dz = 0, (5.23)

















which is an approximation in O(ε2) of the Euler system (5.11)-(5.13), completed with
the kinematic boundary condition and (5.14). Equation (5.23) results from a vertical
integration of Eq. (5.19) coupled with the boundary conditions at the surface and at the
bottom (as in (1.13)-(1.14)). Using the boundary condition (5.14) and the assumption
ε H0 in (5.22), the vertical integration of (5.21) gives (5.26). Notice that, as in the Airy
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theory, the fluid pressure at the free surface does not vanish. Indeed, from Eq. (5.26) we







dz = pa(x, t) +O(ε2).
The linearized model (5.23)-(5.26) is widely used in the literature especially for the study
of water waves problems [104, 150] and the dispersion relation associated corresponds to








Dispersion relation of the depth-averaged Euler model
Considering a flat bottom zb(x) = zb,0 and assuming
◦ the velocities u and w are such that u,w = O(ε),
◦ a water depth having the form
H = H0 + εe
i(kx−ωt), (5.28)

























+ 2w = 0. (5.32)











The formula (5.33) has to be compared with the dispersion relation (5.27) coming from
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Over Fig. 5.6, we compare the two previous dispersion relations with the dispersion relation
(5.27). We observe that under the hypothesis of the linearized model, the Green-Naghdi
model give a better approximation of the dispersion relation from Airy that the DAE
model (1.34)-(1.37). However, we expect that non-linearities play an important role in the
phenomena studied. Depending on the regime, the validity of the model is still an open
question.






















Figure 5.6: The linear dispersion relation for the Airy wave model, the Green-Naghdi
system and the DAE model.
5.5 Breaking wave
This work was done in collaboration with Manuel Castro, Tomas Morales and Cipriano
Escalante, carried out during a scientific stay financed by Fondation Ledoux in the team
headed by Professor Carlos Parés of the University of Malaga.
The non-hydrostatic models and the numerical methods developed to approach the equa-
tions are not devoted to represent the breaking wave, which can occur when the wave
reaches the coast. Despite the treatment we do for the wet/dry interface, many exper-
iments in laboratory confirm us that we can not recover the behavior of the surface at
the coast. To have an accurate result at the coast, it is necessary to propose a breaking
detection and modify the numerical method. In this part, we apply the approach proposed
in [99] and also applied in [72] for Yamazaki’s model, the principle is to add an artificial
viscosity when a breaking is detected, to enforce the dissipation of energy.
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5.5.1 Modified model
We start with the one-dimensional model (3.2)-(3.4) and add a viscosity term to the mo-
mentum equation depending on the breaking criteria. For the sake of clarity, we denote


















∂x | ≥ u2,
0 else,
with u1, u2 two characteristic wave speeds set empirically by
u1 = B1
√
gH, u2 = B2
√
gH, B1, B2 ∈ R. (5.35)
The parameters B1, B2 are chosen empirically and strongly depend of the model and

































− 2p = 0, (5.38)
divsw (u) = 0, (5.39)




























This allows us to write the system depending on a new non-hydrostatic pressure. To do
so, we introduce a new pressure p̃ = p+ µ∂u∂x , which takes into consideration the viscosity.































































+∇sw p̃ = −gH∇0zb + R̃, (5.41)
divsw (u) = 0. (5.42)
5.5.2 Discretization
In this section, we focus on the discretization in time using the numerical method described
in Chapter 3. We use the combined finite volume / finite element method to solve the
problem (5.40)-(5.42) and add the artificial viscosity by adding R̃ (defined by (5.5.1)) in
both the prediction and the projection step. First, in the hydrostatic part and then in
the correction part where the right hand side of the elliptic equation contains the viscosity
term. The term 2µ∂u∂x
∂zb
∂x in Equation (5.41) is discretized in the finite volume part as a
source term (we use a centered scheme for the disretization of this term). We focus here
on the correction part detailed in Equations (3.24) (3.26) for the DAE problem (3.2)-(3.2).
Applying the same procedure to Equations (5.40)-(5.42), we obtain:
Hn+1 = Hn+1/2,
Hun+1 = Hun+1/2 −∆t∇sw (p̃n+1)|1,




completed with the free divergence condition:
divsw (u
n+1) = 0. (5.43)
Applying the shallow water version of the divergence operator (5.43) to Equations (5.43)-
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Figure 5.7: Topography of the experiment domain of length 70m and a slope of 1/20.










with sw (p̃) is a shallow water version of the Laplacien operator and is defined by:





















and p̃ = p+µ(∂u∂x +
∂v
∂y ). The approach can be extended and only the discretization in space
differs from the one-dimensional part.
5.5.3 Numerical Results
In this section, we propose a numerical test where we reproduce the experiment described
in [147]. It consists in propagating a solitary wave in a long channel ending by a slope
with the dimensions depicted in Figure 5.7. We initialize the numerical test with a solitary
wave of the form (3.77)-(3.80) where we set the intial depth H0 = 1m and an amplitude
a = 0.3m. For this case, the parameters B1, B2 introduced by (5.35) have been chosen
as B1 = 0.5 and B2 = 0.2. The solitary wave is positioned over the flat bottom at the
initialization. Data have been observed at different positions over the slope and every five
seconds. In Figure 5.8, we compare the data with the numerical solution obtained using
the DAE model for both with a breaking criteria and without. We can observe that we
recover the amplitude of the wave when it reaches the slope only with the breaking criteria
technique. In Figure 5.8a, we observe the detetion of the the breaking just started, while
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Figure 5.8: Comparison with data on a domain of length 70m and a slope of 1/20. Simu-
lation run with 8000 nodes.
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in Figure 5.8b, we observe a more significant differences between the classical method and
the modified method. In Figure 5.8c and 5.8d, we observe a different behavior of the two
methods and for both, we use the same treatment of the wet/dry interface given in 2.4.6
and 3.5.2. Notice that the amplitude obtained with the DAE model without a breaking
detection can be obtained only with a very fine mesh, indeed, due to the complexity of the
non-hydrostatic pressure, it is necessary to run simulations with a significant size of mesh.
5.6 Conclusion
In this Chapter, we studied the one-dimensional problem regarding some new numerical
aspects. We give an other validation of the numerical method using a stationary analytical
solution. We compared the linearized DAE model with the linearized Euler system in order
to compare the dispersion relation. Finally, we apply a standard breaking wave detection
in order to simulate a wave reaching the coast and to confront the numerical results with
experimental data. This last approach gives relevant results and we plan to apply this
method for the two-dimensional model.
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Appendix A
A coupled Exner/ Stokes model for
the sediment transport
This work has been done in collaboration with Tarik Amtout, Matthieu Brachet, Emmanuel
Frenod, Romain Hild, Christophe Prud’homme, Antoine Rousseau and Stephanie Salmon
and will be published in the proceedings of CEMRACS 2015.
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A.1 Introduction
Many hydrodynamic studies have been done to understand and predict the dynamics of
sediments at the bottom of flows which is a significant and complex process for many geo-
physical situations. Morphodynamics modelling is a broad subject whose principles can be
found in several references [126],[127]. We can distinguish two types of sediment transport,
the suspended load and the bedload. In this proceeding, we focus on the bedload transport
and its impact on the hydrodynamics. The difficulty remains in the necessity to couple the
sediment transport models with the hydrodynamic models, and then to develop a robust
and stable numerical method.
On the one hand, the sediment transport is usually modeled by the classical Exner equation
[130] and several laws of transport have been proposed (see [75] to have delails on some
classical laws) by physical arguments or closure relations. On the other hand, models as
shallow water equations are used to model the hydrodynamics, and recently in [46, 75] a
model derived from the Navier-Stokes equations that has an energy balance.
Concerning the numerical methods that have been established for these models, the main
numerical schemes are developed for the hyperbolic systems with source terms for the
hydrodynamic flow (see [32], [83]). Therefore, finite volume schemes are applied for the
shallow water system [7, 133, 79, 6]. The problem lies in the coupling of the numerical
schemes. Indeed, in the shallow water models, the topography is a source term and the
Exner equation gives the evolution of the bottom in terms of the fluid velocity. Then, two
strategies are distinguished, the splitting one and the non-splitting one (see [16]). The
splitting methods are easier to implement but generate instabilities in specific situations
(see [53]). On the contrary, more complicated models, for instance involving relaxation,
have to be used to take into consideration the fully coupled model [93, 15].
Notice that the shallow water model is based on a hydrostatic assumption. It is deduced
from the Navier Stokes equations, neglecting the vertical acceleration (see [79]). Many
other free surface models have been developed to take into account non-hydrostatic effects
with vertically averaged models: see [30, 42, 106, 43, 62]. Contrariwise, for this study
we choose to conserve the z coordinate in our model, which raises the question of time-
depending domain when the bathymetry changes with time: this coupling between fluid
motion (including vertical effects) and domain evolution is at the core of this paper.
This objective being stated, we start with the simplest possible model, a 2D (x − z)
Stokes equation. We couple this equation for the fluid with the Exner model since our
computational domain moves as times goes by. We choose to use the Grass law for the
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bedload formula (see Equation (A.10)) which is one possible law among others. As for the
time coupling between hydrodynamical and morphological processes, we choose to use a
monolithic scheme rather than a splitting method: such refinements (that can prove to be
very important, see [53]) are beyond the scope of our work.
Let us now focus on the main feature of this work: the use of fluid-structure interaction
techniques (see [84, 47]) for the coupling between Stokes and Exner equations. From the
numerical viewpoint, we decided to use finite elements and the open software Feel++
[136, 137] that are well adapted to fluid-structure interaction (ALE implementation, see
[84]) and parallelization for large 3D computations. The article is organized as follows, the
first part is devoted to the description of the fluid model and the sediment model at the
bottom. In a second part, it is explained why a method like the ALE is necessary to couple
the models. The third part establishes a complete ALE formulation of the Stokes-Exner
model. Then, a variational formulation is given with the different boundary conditions
that we explore. Finally, some numerical results are presented to evaluate the model and
the method used to solve the problem.
A.2 The model
In this part, we introduce various equations for our coupled system. Section 1.1 is devoted
to the unsteady Stokes equations (dimension 2, x−z) that we supplement with appropriate
boundary conditions. Section 1.2 is dedicated to the bottom boundary condition, located
at the (moving) boundary where the fluid model is coupled with the Exner equation for
bedload. Before recalling the complete coupled system in section 1.4, we present in Section
1.3 the ALE implementation of our model.
We start with a model domain Ω(t) and a specific boundary to represent the topogra-
phy. We consider the domain as a moving domain depending on the bottom. Let us
introduce the domain with the following definitions:
Ω(t) = {(x, z) ∈ R2 | 0 ≤ x ≤ l, bz(x, t) ≤ z ≤ 1} (A.1)
where l > 0 is the cavity length and bz(x, t) is the bottom topography in x at time t. We
also denote by Γ(t) = Γin(t) ∪ Γout(t) ∪ Γs ∪ Γb(t) the boundaries (see Figure A.1):
• Γin(t) = {0} × [bz(0, t), 1]
• Γout(t) = {l} × [bz(l, t), 1]
• Γs = [0, l]× {1}
• Γb(t) = {(x, z) ∈ R2 s.t. z = bz(x, t), x ∈ [0, l]}
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z
n







Figure A.1: Definition of the domain
The coupled model leads to solving the non-steady Stokes problem in the fluid domain
Ω(t) and the Exner equation to give the boundary Γb(t). The issue is to model the fluid
process in interaction with the sediment transport at the bottom. To do so, we describe
in the following sections the equations chosen for the fluid in the domain Ω(t) with usual
boundary conditions for the boundary Γ. Then we propose to use Exner equation to make
the boundary Γb move.
A.2.1 Hydrodynamical Model




− µ4u +∇p = 0 on Ω(t), (A.2)
div (u) = 0 on Ω(t), (A.3)
where u = (u,w)T is the velocity of the fluid, p is the pressure, µ > 0 is the dynamic
viscosity and ρ is the density. From now on, we will use ρ = 1. This problem is completed
by the conditions detailed hereafter.
A crucial issue is to have judicious boundary conditions at the interface between the
fluid and the topography. The physical behavior of the sediment transport studied here
implies an impermeability boundary condition, then a constraint on the normal component
of the velocity has to be done. Concerning the other boundaries, one can consider a model
test case on which one wants to simulate a flow on the pseudo free surface (Γs in our case),
we impose the velocity on the surface boundary by a Dirichlet condition and free boundary
conditions, using Neumann conditions, at the inlet and outlet.




− pn = g2 on Γin(t) ∪ Γout(t) (A.5)
u · n = 0 on Γb(t) (A.6)
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σn · τ = µ∂u
∂n
· τ = g3 on Γb(t) (A.7)
where σ is the stress tensor defined by:
σ = (µ∇u− pId). (A.8)
The condition (A.4) imposes the force by using Dirichlet condition.
The condition (A.5) lets free the velocity at the inlet and at the outlet.
The condition (A.6) imposes the normal component of the velocity to be null at the bottom.
It is the condition of impermeability of the domain.
The condition (A.7) lets free the tangential component of the velocity at the bottom. It is
needed to have a displacement of the bottom.
A.2.2 Morphodynamics model
The sediment dynamics is based on the formulation of a sediment continuity equation
stating that the time variation of the sediment layer in a certain volume is due to the net
variation of the solid transport through the boundaries of the volume. The mathematical






= 0 ∀x ∈ [0, l],∀t ∈ [0, T ] (A.9)
where bz(x, t) is the bed elevation, ξ is defined by (1−p)−1 where p is the material porosity
and Q denotes the solid transport discharge along the x coordinate influenced by the
velocity u. The formulation of the bedload discharge Q can be based on deterministic laws
([17],[68],[145]) or in probabilistic methods ([69],[97]), often supported by experimentation.
Grass [85] discussed one of the most basic sediment transport laws that can be written in
one dimension as:
Q = a|u|3/2 (A.10)
where 0 < a < 1 is an empirical parameter depending of the type of the sediments, it takes
into account the effects due to the grain size and the kinematic viscosity . For the problem
studied in this work, the velocity taken into consideration in the Grass formula is reduced
to the tangential part uτ since we impose an impermeability condition on the interface,
see the boundary condition (A.6).






= 0 ∀x ∈ [0, l],∀t ∈ [0, T ] (A.11)
where Q = α|uτ |3/2 and α = ξa.
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A.2.3 Arbitrary Lagrangian Eulerian (ALE) Method
We now want to couple the two models previously described. The issue is to solve the
unsteady Stokes equations with a moving boundary Γb. In fluid mechanics, one can enu-
merate two ways to represent a problem: Lagrangian and Eulerian formulation. On the
one hand, Lagrangian formulation is similar to keep track of the location of each fluid
particles. The velocity u and the density ρ depend only on x0 the initial position of the




On the other hand, the main idea of the Eulerian method is to fix a system of coordinates
and follow the flux of particles. In this case, the velocity u and the density ρ depend on x
the position in a global system of coordinates and t the time. Now, for a function F , the
time derivative is given by :
∂F
∂t
+ u · ∇F






+ u · ∇ (A.12)
Then, the idea of the ALE method is to combine the Eulerian and the Lagrangian method
in order to take into consideration the boundary displacement at each iteration, which
represents the bottom in our case. The goal is to avoid remeshing the domain at each time
iteration. This method was first developped for finite difference in [128, 78] and scope to
finite element methods in [59, 60] and [24]. In 2004, [47] built a method for great order
elements. This has been widely used in Fluid Structure Interaction (FSI) on which it is
usual to have a fluid equation like unsteady Stokes or Navier Stokes in the fluid domain
and an elasticity equation for the structure. This is used in the simulation of blood flow in
arteries for instance (see [47], [84]). In the context of the sediment transport, the bottom
plays the role of the structure in the classical methods. Then the idea is to use the analogy
of these methods for the coupled Stokes Exner model.
As the goal is to avoid remeshing the domain, the clue is to use a Lagrangian description
to describe the bottom displacement and a Eulerian description for the fluid model. First,
we define a reference domain on which the topography is described by a Lagrangian de-
scription. Secondly, we consider the moving mesh Ω(t) on which the equations of the fluid
evoluates. Then, it is necessary to define an application able to make the link between the
two domains. In the following, we write ·̂ all quantities concerning the reference domain.
For the sake of clarity, we choose Ω̂ the rectangular domain [0, l]× [0, 1] and the following
boundaries :
• Γ̂in = {0} × [0, 1],
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• Γ̂s = [0, l]× {1},
• Γ̂out = {l} × [0, 1],
• Γ̂b = [0, l]× {0} = γ̂b × {0} where γ̂b = [0, l] .
The relation between the reference domain Ω̂ and the physical domain Ω(t), is made by an










Figure A.2: The ALE map
Therefore the point x(t) ∈ Ω(t) is obtained by:
x(t) = At(x̂) = x̂ + d̂δ(x̂, t) (A.14)
where d̂δ(x̂, t) is the displacement of x̂ between Ω̂ and Ω(t). Notice that x(t) is time








where ŵ(x̂, t) ∈ Rd is defined for x̂ ∈ Ω̂×R+. To take into consideration the velocity of the
mesh into the fluid equation, it is necessary to define it in the fluid domain Ω(t), namely:
w : (x, t) ∈ Ω(t)× R+ → Rd (A.16)





This definition will allow us to rewrite the fluid equation with a Eulerian description,
taking into account the displacement of the mesh. The last step of the method leads to
determine the equation of the displacement d̂δ in Ω̂. In practice, dδ is the solution of
a PDE like harmonic or Wislow equation. For the sake of simplicity, we will work with
harmonic extension that allows to have a smooth mesh. We often need to transport an
equation from Ω̂ to Ω(t) and mutually. Let u : Ω(t)× R+ −→ Rd, then the corresponding
map in Ω̂ is û = u ◦ At.
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+ w · ∇u (A.18)
• Notice that if w = u, the mesh is moving with the particles so the description is
Lagrangian.
• If w = 0, the mesh does not move and the description is Eulerian.
A.2.4 Coupled model
In this part, we focus on the coupled model. We denote by x̂ a point in the reference
domain Ω̂ and by Ω(t) the deformed domain after the transformation. The deformation
of the mesh leads to consider the derivative D defined by (A.18) which is also called the
ALE derivative where the velocity w is defined as: ŵ = ∂d̂δ∂t
∣∣∣
x̂
and represents the velocity
of the displacement of the mesh, that is to say the velocity of the particle in the referential
domain. This allows to write the fluid model with a moving mesh on Ω(t). Concerning the
boundary conditions, we still consider a slip boundary condition at the interface between
the topography and the fluid. The complete model is composed of the equation of the fluid
in two dimensional domain, the equation of the topography in one dimensional domain and
the ALE equation in two dimensional domain. According to (A.18), the coupled model is
written as follows :
Fluid equation
The fluid equation is given by :
Du
Dt
− (w · ∇)u− µ M u +∇p = F on Ω(t) (A.19)
div(u) = 0 on Ω(t) (A.20)
+BC (A.21)
where the boundary conditions are those of section A.2.1. In particular, condition (A.7)
depends on the bottom topography.
Bottom equation
We consider the one dimensional domain γ̂b = [0, l], on which the bottom topography at






= 0 ∀x̂ ∈ γ̂b, t > 0 (A.22)
b̂z(x̂, 0) = b̂z,0(x̂) (A.23)
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Using (A.10), the sediment law Q̂ depends on the fluid velocity and can be written in
the reference domain by:











This displacement needs to be extended in the fluid domain to associate a new ALE map
over the mesh. In order to do this, we use a classical harmonic extension (see [47] for more
details).
− M d̂δ = 0 on Ω̂ (A.26)
d̂δ = 0 on Γ̂s (A.27)
∂d̂δ
∂n
= 0 on Γ̂in ∪ Γ̂out (A.28)
d̂δ = (0, b̂z(x̂, t))
T on Γ̂b (A.29)
This allows us to have a given displacement defined on Γ̂b, to let free the boundaries Γ̂in
and Γ̂out, and to fix the boundary Γ̂s. The harmonic problem spreads the displacement d̂δ
on all the domain.
Equation for w





Then, using the ALE transformation, we can compute the velocity w in the domain Ω(t):






This part is devoted to the variational formulation of the problem taking the ALE descrip-
tion into account.
A.3.1 Variational formulation of the Exner equation
By multiplying the Exner equation and integrating over γ̂b, we have the following vari-
ational formulation for equations (A.22)-(A.23): Taking a test function φ ∈ H1(γ̂b), we
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= 0 ∀φ ∈ H1(γb) (A.33)














A.3.2 Variational formulation of unsteady Stokes Equation
The problem leads to find u ∈ V and p ∈ Q such that the fluid equation (A.19) is satisfied.
Let X be the functional set of test functions. Notice that the sets V, X and W will be
defined later. In practice, the sets V and X can be different, they depend on the boundary
conditions. Multiplying (A.19) with a test function v ∈ X and (A.20) with a test function







[(w · ∇)u] · v + µ
∫
Ω

















div(u) q = 0
(A.36)





u · v −
∫
Ω
(∇ ·w)u · v −
∫
Ω























div(u) q = 0 (A.38)




µ∇u : ∇v dx ∀u ∈ V,v ∈ X (A.39)
a2 (u,v) = −
∫
Ω
(∇ ·w)u · v −
∫
Ω
[(w · ∇)u] · v dx ∀u ∈ V,v ∈ X (A.40)
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a (u,v) = a1 (u,v) + a2 (u,v) (A.41)
b (u, q) =
∫
Ω(t)




F (t) · v dx ∀v ∈ X (A.43)
We now need to treat the boundary conditions.




− pn = g2 on Γin(t) ∪ Γout(t) (A.45)
u · n = 0 on Γb(t) (A.46)
σn · τ = µ∂u
∂n
· τ = g3 on Γb(t) (A.47)
Dirichlet and Neumann boundary conditions
We impose the Dirichlet condition in a strong way, the condition is embedded directly into
the space in which we search the solution. We introduce the spaces:
V = {u ∈ (H1(Ω(t)))2, u = g1 on Γs}
X = {v ∈ (H1(Ω(t)))2, v = 0 on Γs}
Q = L20(Ω(t)) = {q ∈ L2(Ω(t)),
∫
Ω(t)
q dx = 0}
The Neumann condition on Γin ∪ Γout comes naturally into the formulation. Indeed, the



























Then, the problem writes:





u · v −
∫
Ω
[(w · ∇)u] · v −
∫
Ω
(∇ ·w)u · v + µ
∫
Ω







F · v +
∫
Γin∪Γout
g2 · v +
∫
Γb
σn · v ∀v ∈X (A.49)∫
Ω
div(u) q = 0 ∀q ∈ Q (A.50)
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With the notations (A.39)- (A.42), the problem writes :





u · v + a(u,v) + b (v, q) = L (v) ∀v ∈ X (A.51)
b(u, q) = 0 ∀q ∈ Q (A.52)




F · v +
∫
Γin∪Γout
g2 · v +
∫
Γb
σn · v (A.53)
Slip boundary conditions
In this section, we are interested in the interface between the fluid and the topography and
we preconise to have a slip boundary condition on Γb, which is physically consistent with
the sediment transport model chosen in this study, namely the bedload transport. Then,
we give the variational formulation with slip boundary condition u · n = 0 on Γb. It is not
natural to impose a slip boundary condition in the Stokes problem, and this problem has
been widely studied:
• First variational strategy
A first strategy, studied in [58], consists in giving a condition on the stress tensor
σn · τ = g3. We rewrite the test function v = (v · n) n + (v · τ ) τ where n is the
normal component and τ is the tangential component on Γb. Taking g3 = 0 and
u ∈W = {v ∈ V, v = 0 on Γs, v · n|Γb = 0}, (A.54)
Y = {v ∈ X, v = 0 on Γs, v · n|Γb = 0} (A.55)





u · v −
∫
Ω
(∇ ·w)u · v −
∫
Ω










F · v +
∫
Γin∪Γout
g2 · v ∀v ∈ Y∫
Ω
div(u) q = 0 ∀q ∈ Q. (A.57)
• Second variational strategy
A second strategy consists in giving a condition on the velocity at the boundary, see
[91], as follows µ
∂u
∂n
· τ + α(u · τ ) = g with α > 0. To this aim, we notice that
∫
Γb
σn · v =
∫
Γb
(σn · n)(v · n) + (σn · τ )(v · τ ) (A.58)
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and we rewrite the test function v in terms of the normal component and the tan-
gential component, as for the previous case. Taking
u ∈W = {v ∈ V, v = 0 on Γs, v · n|Γb = 0},





u · v −
∫
Ω
(∇ ·w)u · v −
∫
Ω










α(u · τ )(v · τ ) =
∫
Ω
F · v +
∫
Γb




g2 · v ∀v ∈ Y∫
Ω
div(u) q = 0 ∀q ∈ Q. (A.60)
• Third variational strategy
An other alternative leads to using a penalty method. As in a previous case, we take
X = {v ∈ (H1(Ω(t)))2, v = 0 on Γs}. In order to impose the condition u · n = 0
for the velocity which is not natural in the variational formulation, we consider the





where ε 1 . The variational formulation becomes:





u · v + ã(u,v) + b(v, p) = L(v) ∀v ∈ X (A.61)
b(u, q) = 0 ∀q ∈ Q (A.62)
with the bilinear form b defined by (A.42), L and ã defined by









F · v +
∫
Γin∪Γout
g2 · v (A.64)
It is proved by Dione in [58] that this problem converges to the problem with slip
boundary conditions when ε tends to zero.
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A.4 Numerical tests
A.4.1 Validation with analytical solutions of the Stokes equations
In order to validate the numerical method proposed and implemented with Feel++, we
compare the numerical results with analytical solutions of the Stokes problem.
Solution of Bercovier-Engelman
First of all, in order to validate the implementation of the Stokes problem only, we use
the solution of Bercovier-Engelman [25], which consists in finding a velocity that satisfies
the free divergence condition and is null on the whole boundary. From this velocity and a
source term f , we deduce gradient pressure, and then a pressure.
v =
(
−256z(z − 1)(2z − 1)x2(x− 1)2
256x(x− 1)(2x− 1)z2(z − 1)2
)
p = (x− 0.5)(z − 0.5)
f =
(
256(x2(x− 1)2(12z − 6) + z(z − 1)(2z − 1)(12x2 − 12x+ 2)) + (z − 0.5)
−256(z2(z − 1)2(12x− 6) + x(x− 1)(2x− 1)(12z2 − 12z + 2)) + (x− 0.5)
)
We can compare the exact solution and the approximation in Fig A.3.
(a) Exact solution (b) Error
Figure A.3: Velocity field of the exact solution and error with the numerical solution.
In Figure A.4, we compute the errors between the exact and the computed solution
and plot these errors versus the mesh size (in log-log scale). We can then verify that the
method converges and that the convergence orders are 3 for the L2-norm of the velocity
and 2 for the pressure, which are those expected by the theory with the finite elements
chosen here.
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L2 errors on the pressure
P1 : 2.4
Figure A.4: Convergence rates for the Bercovier-Engelman solution.
Driven cavity
The second test case, the driven cavity, is a very classical test case in fluid dynamics.
We verify again that the Stokes problem is well solved but with more physical boundary
conditions that will be useful in the sequel. Indeed, to obtain this solution, we impose
v|Γin∪Γout∪Γb = 0 and v|Γs = (1, 0)T . The numerical results are shown in Figure A.5.
(a) Magnitude field (b) Velocity field
Figure A.5: Driven cavity.
Notice that the discontinuity of the velocity of the corners of the cavity is due to the
discontinuity of the velocity imposed by the Dirichlet condition. It does not infer on the
training, but to avoid this result, a polynomial function can be set instead of the constant.
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A.4.2 Fluvial dune test case
To validate our complete coupled model with the Exner equation, we take an initial dune
given by the equation :
bz(x, 0) = 0.2× e
−
(x− 2.5)2
0.2 ,∀x ∈ [0, l] (A.65)
with l = 5.
For the unsteady Stokes equation, we use the slip boundary condition (A.4)-(A.7) and
let free the velocity at the inlet and outlet with a Neumann boundary condition (A.5) with
g2 = 0. On the top, we impose the same Dirichlet condition than in the driven cavity
u = (1, 0)T , driven the fluid to the right.
For the Exner model, we use the Grass formula (A.10) and the initial data given by
(A.65).
We use the numerical method presented above : finite element method for spacial
discretization and Implicit Euler method for time discretization for all the parts equations.
As the cavity is driven with a moving bottom, we add the ALE formulation and obtain
the results showed in Figure A.6. We use the penalty method for bottom condition.
The result is given in figure A.6 and is similar to that of E. J. Kubatko and J. J. West-
erink [102] (Fig. 2 of their paper). The same test case has been tested with multiple dunes
and a similar result (distortion to the right) was obtained. This kind of solution can be
difficult to represent with a numerical scheme because the solution becomes discontinuous
but the algorithm stays stable during the simulation. This test case allows us to evaluate
the relevance of our method but a comparison with an analytical solution is necessary to
validate the method.
A.5 Conclusion
In this note, we consider a coupling between the Exner equation and the Stokes equations
to model the transport sediments in flow phenomena. We focus on a model without
free surface and use some numerical tests to evaluate the relevance of the method. The
fluid structure interaction theory and method have been applied and the objective is to
te st the proposed method which can be extend to a free surface model. The library
Feel++ and the high computing performance embedded have been used to test the solution
method. Therefore, the final goal of this project is to understand the impact of the sediment
transport on the flow using Navier-Stokes with a free surface system coupled with the
standard Exner equation.
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(a) t = 0s
(b) t = 8s
(c) t = 16s
Figure A.6: Bottom topography at different times
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