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Abstract—
Purpose: To develop a general framework for Parallel Imaging
(PI) with the use of Maxwell regularization for the estimation of
the sensitivity maps (SMs) and constrained optimization for the
parameter-free image reconstruction.
Theory and Methods: Certain characteristics of both the SMs and
the images are routinely used to regularize the otherwise ill-posed
optimization-based joint reconstruction from highly accelerated
PI data. In this paper we rely on a fundamental property of
SMs–they are solutions of Maxwell equations– we construct the
subspace of all possible SM distributions supported in a given
field-of-view, and we promote solutions of SMs that belong in
this subspace. In addition, we propose a constrained optimization
scheme for the image reconstruction, as a second step, once an
accurate estimation of the SMs is available. The resulting method,
dubbed Maxwell Parallel Imaging (MPI), works seamlessly for
arbitrary sequences (both 2D and 3D) with any trajectory and
minimal calibration signals.
Results: The effectiveness of MPI is illustrated for a wide range of
datasets with various undersampling schemes, including radial,
variable-density Poisson-disc, and Cartesian, and is compared
against the state-of-the-art PI methods. Finally, we include some
numerical experiments that demonstrate the memory footprint
reduction of the constructed Maxwell basis with the help of tensor
decomposition, thus allowing the use of MPI for full 3D image
reconstructions.
Conclusions: The MPI framework provides a physics-inspired
optimization method for the accurate and efficient image recon-
struction from arbitrary accelerated scans.
Index Terms—constrained optimization, electromagnetic basis,
Maxwell regularization, parallel imaging, tensor decomposition.
I. INTRODUCTION
Parallel Imaging (PI) is admittedly one of the most dis-
ruptive technologies in modern magnetic resonance imaging
(MRI) and probably the best example of a successful tran-
sition from academic research to widespread usage in clinic.
Essentially, PI exploits the multi-physic nature of MRI and the
ubiquitous use of sophisticated spatially-distributed receiving
coils in order to significantly reduce the scan time. Indeed,
the interplay of electrodynamics and spin-dynamics in the
spatiotemporal encoding, as evinced by the bilinear form of
the MR signal equation, suggests that the spatial selectivity of
the receivers could be harnessed in order to reduce the time-
consuming gradient encoding.
There is a plethora of PI reconstruction methods that could
be roughly categorized into two main approaches: the image-
space (or spatial-domain) and the k-space (or spectral-domain).
As main representatives of the former approach, which calls
for the a-priori knowledge of the associated sensitivity maps
(SMs), one can mention the pioneering works of SMASH [1]
and SENSE [2]. The k-space methods followed a few years
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later aiming exactly at breaking the dependence of separate
pre-calibration scans, which increase the overall acquisition
time and are more susceptible to motion artifacts. The be-
ginning of those so-called auto-calibrating methods can be
identified with the emergence of GRAPPA [3], which makes
use of some extra auto-calibration signals (ACS) in order to
fit the kernels for approximating the missing k-space lines. A
more detailed description of all the methods developed in the
early days of PI can be found in the review paper [4].
The first PI techniques, both image-space and k-space,
were geared to fast reconstruction times, allowing certain
simplifications at the expense of extra pre-calibration scans or
ACSs in order to transform the inherently non-linear problem
into a linear one. Naturally, more sophisticated PI methods
followed that consider the original bilinear form of the inverse
problem at hand, incorporating the estimation of the coil SMs.
The common point of the most notable among them (JSENSE
[5] and NLINV [6]) is the use of appropriate regularization,
necessary for the otherwise ill-posed inverse problem. More
specifically, in both methods the authors exploit the smooth-
ness of the SMs by making use of a polynomial expansion
for constraining the subspace of the possible solutions of the
SMs in the former while applying a smoothness-enforcing
regularization term in the latter. Recently, NLINV was further
generalised to a method dubbed ENLIVE with the addition of
extra bilinear forms in order to account for the violation of
the standard model in case of limited field-of-view (FOV) [7].
Another aspect of the smoothness and the spatial selectivity
of the SMs is that they also favor purely algebraic techniques
based on modern numerical linear algebra algorithms that
promote low-rank and subspace-specific solutions [8]–[11].
As the above-mentioned iterative PI reconstruction ap-
proaches started gaining more traction, the interest shifted
towards the use of more expressive regularizers, ranging
from ones readily available in the mathematical optimization
literature [12]–[14] to more modern data-driven variational
models [15]. Again, it became clear that although the joint
reconstruction of both the SMs and the images was offering
certain advantages, there was a strong argument for consider-
ing the SMs estimation first and then using those SMs in the
solution of the linear image reconstruction. This justifies the
further proliferation of numerical methods that are tailored to
the accurate estimation of the SMs [16]–[20]; among them
ESPIRiT [19] deserves a special mention as it appears to
be a true workhorse and the method of choice for most of
the recent studies, including the benchmark challenge for
the deep-learning PI reconstruction techniques [21]. More
specifically, ESPIRiT is based on an eigenvalue decomposition
of an image-domain operator, and essentially exploits the
smoothness of the SMs and the rank-deficient properties of
the calibration matrix.
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Evidently, the modern PI reconstruction techniques have
gone a long way from the first days of accelerated MR scans
and today it is quite common to use more sophisticated meth-
ods of linear and bilinear numerical optimization as well as
deep-learning for reconstructing both the SMs and the images.
Nevertheless, even the most effective PI methods available
today are based on regularizers that are oversimplified and/or
require case-dependent fine tuning of the penalty parameters.
In this work, we develop a general PI framework that relies on
physics-inspired regularization for the estimation of the SMs
and parameter-free constrained optimization for the image
reconstruction. More specifically, we note that smoothness is
only one of the characteristics of SMs that depends, among
other, on the scanner’s main field strength. Foremost, SMs
are solutions of Maxwell equations; they correspond to the
magnetic fields collected by the receiving coils in the presence
of the patient. Hence we choose to generate the subspace
of the associated SMs (i.e. a complete numerical basis of
magnetic fields in the FOV) in a patient-agnostic fashion and
we proceed to the solution of the regularized bilinear opti-
mization problem, where the SMs are expressed as arbitrary
linear combinations of the elements of the Maxwell basis. In
addition, we make use of a tensor compression scheme for
reducing the memory footprint of the Maxwell basis in the
case of 3D reconstruction. Finally, we appreciate the need
for more expressive regularizers and we propose a parameter-
free, constrained optimization scheme for improving the image
quality when SMs are available. The effectiveness of the
proposed general PI framework, dubbed Maxwell Parallel
Imaging (MPI), is demonstrated for a wide range of typical
sequences (both 2D and 3D) with various reduction factors
(R) and ACSs.
II. THEORY AND METHODS
A. Problem Formulation
We consider the discretized form of the PI problem, which
can be described by the forward model
y = FSp + n, (1)
where p is an N -dimensional vector that contains in rasterized
form the samples of the unknown density to be reconstructed
(e.g., a 2-D MRI slice, a 3-D MRI volume, or a 4-D MRI
multi-contrast tensor), and y,n ∈ CKC are column vectors
corresponding to the k-space samples obtained from the C re-
ceiver coils and i.i.d Gaussian noise, respectively. Furthermore,
S ∈ CNC×N is a matrix composed as S = [SH1 . . .SHC]H,
where Sk ∈ CN×N is a diagonal matrix constructed by the
SM sk ∈ CN of the kth coil, k = 1, . . . , C, (·)H denotes the
Hermittian transpose, and F ∈ CKC×NC is a block diagonal
matrix obtained as IC⊗Fs, where IC ∈ RC×C is the identity
matrix, ⊗ denotes the Kronecker product, and Fs ∈ CK×N
is the undersampled operator that provides a mapping from
image space to k-space, with K ≤ N . The nominal R is
defined as N/K and corresponds to the undersampling rate of
the k-space.
The recovery of the underlying density p from the acquired
k-space data y belongs to the category of inverse problems.
Due to the presence of noise n, whose exact realization is
unknown, and since the operator F is singular, it is an ill-
posed problem [22]. This implies that in order to obtain a
statistically or physically meaningful solution, we need to
exploit any prior knowledge we might have about the solution.
Another complicating factor that makes the recovery of p
even more challenging, is that the SMs embedded in S are
typically unknown and need to be also recovered. This results
in an observation model that is not anymore linear w.r.t. the
unknown quantities, but instead has the following bilinear
form:
y = G (p, s1, . . . , sC) + n, (2)
where
G
(
x ≡ [pH, sH1 , . . . , sHC]H) =
Fs (s1  p)...
Fs (sC  p)
 (3)
and  indicates element-wise multiplication of vectors.
B. Regularized Nonlinear Inversion
One popular way to tackle the joint recovery problem of p
and {sk}Ck=1 is to employ the Iteratively Regularized Gauss-
Newton (IRGN) method that was introduced in [23] and was
later used for PI reconstruction in [6]. The underlying idea of
this approach consists of (a) considering the linearized approx-
imation of the nonlinear operator G (x) around some current
estimate of the solution, G (xn + ∆x) ≈ G (xn)+JG (xn) ∆x,
where JG (xn) is the Jacobian of G evaluated at xn, (b)
minimizing an objective function of the form:
∆x∗ = arg min
∆x
1
2
‖(y − G (xn))− JG (xn) ∆x‖22 +
R (xn + ∆x) , (4)
where R (·) is a regularization functional and (c) updating
the current estimate as xn+1 = xn + γ∆x∗, where γ can be
computed using a line-search strategy.
Initially, in [6] the authors considered using the regularizer
R (xn) = αn ‖pn‖22 + βn
C∑
k=1
∥∥∥WF˜snk∥∥∥2
2
, where F˜ ∈ CN×N
is the DFT matrix, W ∈ RN×N is a weighting diagonal matrix
and αn, βn ≥ 0. Note that, given that the SMs are expected to
be smooth, the second term of this regularizer penalizes their
high-frequency content. Later, in [14] the authors replaced
the Tikhonov regularizer on the density, ‖pn‖22, with non-
quadratic regularizers that can better model certain properties
of the underlying density, at the cost of a more involved
minimization strategy; the minimizer of Eq. (4) cannot be
derived anymore as the solution of a system of linear equations
and more advanced convex optimization techniques must be
employed.
In this work, we also rely on the IRGN method as an initial
step that provides an estimate of the unknown SMs. Then in
a second step, as we describe later, we use the estimated SMs
in order to recover a high-quality estimate of the underlying
density by solving the linear inverse problem of Eq. (1).
We note that such a two-step strategy has been regularly
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followed in other image processing applications, such as blind
deconvolution [24], where apart from the underlying image
the degradation operator is also unknown. Unlike Refs. [6],
[14], we consider a modified version of the objective function
in (4), where instead of regularizing directly the kth SM sk,
we penalize its expansion coefficients αk on a predefined
subset of basis vectors U ∈ CN×q . Details on the construction
of an appropriate physics-inspired basis are provided in the
following Sections. In particular, we express each SM as
sk ≈ Uαk and thus, our observation model takes the form:
y = G (p,α1, . . . ,αC) + n, (5)
where G
(
xˆ ≡ [pH,αH1 , . . . ,αHC]H) =
[
Fs (Uα1  p)...
Fs (UαC  p)
]
.
Then, we seek for the solution of the following minimization
problem:
∆xˆ∗ = arg min
∆p,∆α1,...,∆αC
1
2
‖(y − G (xˆn))− JG (xˆn) ∆xˆ‖22 +
αn ‖pn + ∆p‖22 +
βn
C∑
k=1
‖αnk + ∆αk‖22 , (6)
where we impose an `2-squared penalty both on the density
and the expansion coefficients of the SMs. It is worth noticing
that by estimating the expansion coefficients α instead of
the SMs themselves and since the coils are represented in
a reduced order model, i.e. N >> q, the solution of Eq. (6)
corresponds to that of an over-determined problem. Due to the
quadratic form of the objective function to be minimized in
Eq. (6), the solution can be derived by solving the relevant
normal equations using the conjugate gradient method [25].
This requires the ability to compute the matrix-vector products
of the Jacobian of G and its adjoint, with a vector. These
products are computed as follows:
JG (xˆ)
 ∆p∆α1...
∆αC
 = G ([∆pH,αH1 , . . . ,αHC]H)+
G
([
pH,∆αH1 , . . . ,∆α
H
C
]H)
=
[
Fs (Uα1 ∆p + pU∆α1)...
Fs (UαC ∆p + pU∆αC)
]
(7)
and
JHG (xˆ)
y1...
yC
 =

C∑
k=1
(Uαk)
H  FHs yk
UH
(
pH  FHs y1
)
...
UH
(
pH  FHs yC
)
 .
Finally, it’s worth noting that the same procedure can be
followed in the case of dynamic or multi-contrast PI data,
expecting that the associated artifacts will be captured by the
density while the estimation of the (constrained) SMs will
remain unaffected, especially when using some average of the
k-space data.
C. Regularized Density Reconstruction via Constrained Opti-
mization
While the regularization applied on p in Eq. (6) is rather
plain and thus, not capable of modeling complex properties
of the underlying density, it allows us to perform a joint
reconstruction of the sensitivities and the density without
having to rely upon a computationally heavy and time con-
suming minimization scheme. Furthermore, due to the implicit
regularization of the SMs, by expressing them in terms of a
proper basis expansion, and the explicit Tikhonov regulariza-
tion of the corresponding expansion coefficients, we expect
that most of the reconstruction errors will be accumulated in
the recovered density, while the unknown SMs will be more
accurately restored.
Having this in mind, we use the estimated SMs, discard
the estimated density and solve the linear inverse problem de-
scribed in Eq. (1). Hence, we obtain the final density estimate
as the minimizer of the following constrained optimization
problem:
p∗ = arg min
p∈CN
‖yk−FsSkp‖2≤εk,∀k
R (p) , (8)
where εk is a scalar that is proportional to the standard
deviation of the complex Gaussian noise realization that
degrades the k-space measurements acquired from the kth
coil. While for the experiments that we report in this work,
we have considered Total Variation [26] as the regularization
functional R (p) of choice, the minimization strategy that we
outline next can be also used without modifications when
different and more expressive regularizers are considered,
such as the Structure Tensor Total Variation (STV) [27] and
it’s non-local extension [28] or the Hessian-Schatten norm
regularizers of [29]. We also note that one particular advantage
of the above constrained problem formulation, compared to the
unconstrained minimization approach that is typically pursued
in PI reconstruction, is that in this case there is no need of fine-
tuning any regularization penalty parameter, which in practice
is not a straightforward task and requires a certain level of
experience from the user. The only parameters involved in the
above formulation, are the scalars εk which can be directly
estimated from the k-space measurements.
Now, let us first note that the constrained formulation of
Eq. (8) can be equivalently expressed in the unconstrained
form
p∗ = arg min
p∈CN
R (p) +
C∑
k=1
ιC(yk,εk) (FsSkp) , (9)
where
ιC(yk,εk) (z) =
{
0, if ‖yk − z‖2 ≤ εk
∞, otherwise
is an indicator function which ensures that the imposed con-
straints are satisfied by the solution. Next, since the trans-
formed problem is still hard to solve directly, we rely on the
Alternating Direction Method of Multipliers (ADMM) [30],
[31]. The strategy of ADMM is to split the original problem
in smaller and easier ones to solve, by decoupling the different
MANUSCRIPT SUBMITTED TO MAGNETIC RESONANCE IN MEDICINE 4
terms of the objective function. Based on this idea and
following a similar splitting strategy as in [32], we instead
consider the problem
min
Ap+Bz=0
R (z0) +
C∑
k=1
ιC(yk,εk) (zk) , (10)
where A =
[
IN , (FsS1)
H
, . . . , (FsSC)
H
]H
, B = −I(N+KC)
and z =
[
zH0 . . . z
H
C
]H ∈ CN+KC . Then, using the scaled form
of ADMM [31] we obtain the solution to our original problem
of Eq. (9) in an iterative way, where each iteration involves
the following update steps:
zn+10 = prox1/ρ·R (z
n
0 − (pn + un0 )) ,
zn+1k = ΠC(yk,εk) (FsSkp
n + unk ) ,∀k = 1, . . . , C,
pn+1 =
(
IN +
C∑
k=1
SHkF
H
sFsSk
)−1
(
zn+10 − un0 +
C∑
k=1
SHkF
H
s
(
zn+1k − unk
))
,
un+1 = un + Ap− z. (11)
In Eq. (11) we have that ΠC(y,ε) (z) = y +
ε(z−y)
max(‖z−y‖2,ε)
,
prox1/ρR (z) = arg minx ρ/2 ‖x− z‖22 + R (x) is the
proximal operator [33] of the regularizer R (·) /ρ, u =[
uH0 . . .u
H
C
]H ∈ CN+KC are the dual variables, and ρ is
the ADMM penalty parameter. In order to avoid fine-tuning
the ADMM penalty parameter ρ, whose value can affect the
convergence rate of the minimization algorithm, we adaptively
choose its value in each iteration so as to balance the primal
and dual residuals (see [31] for their definitions), as proposed
in [34].
The linear reconstruction algorithm that we proposed above
is general enough to accommodate for different MRI acquisi-
tion modalities. In particular, the steps described in Eq. (11)
can also be applied when multicontrast or dynamic MRI are
considered. The main difference is that for multicontrast MRI,
the regularizer R (·) instead of being applied only on the
spatial dimensions of the underlying density, it should also act
on the different contrast channels so that it accounts for the de-
pendencies that exist among them. A possible regularizer that
can be used for this task is the Vectorial Total Variation [35].
As far as it concerns the dynamic MRI case, the solution can
be expressed as the minimization of a constrained problem
very similar to the one in Eq. (8),
p∗ = arg min
p∈CN×T
‖yk,t−FtsSkpt‖2≤εk,t,∀k,t
R (p) , (12)
where p = [p1 . . .pT ], yk,t, εk,t correspond to the k-space
measurements and a scalar proportional to the standard devi-
ation of the noise from the kth coil and the tth time instance,
respectively, Ftk is the undersampled mapping operator used
at time instance t = 1, . . . , T and R (p) is a spatiotemporal
regularizer. Then, one can follow the strategy described above
to obtain a slightly modified version of the algorithmic steps
provided in Eq. (11).
D. Maxwell Regularization
A key ingredient of the proposed non linear inversion
scheme is the physics inspired regularization of the coil model.
Because SMs sk are solutions to Maxwell equations, we
propose to constrain the solution space of the imaging problem
to a subspace where SMs are indeed solutions to Maxwell
equations, and conjecture that it is possible to express each SM
as sk ≈ Uhαk, where αk ∈ Cq is a column vector collecting
the expansion coefficients of the kth coil, and Uh ∈ CN×q is
a proper change of basis matrix, referred to as Maxwell basis
in the following. The dimension q of the basis will play an
important role in controlling the accuracy of the representation
and the regularization properties.
Because the basis Uh collects solutions of Maxwell equa-
tions, a scheme for solving Maxwell equations within the
FOV is a prerequisite. One approach is based on Love’s
form of the field equivalence theorem [36], [37]: fields inside
a source-free volume are fully determined if the tangential
electromagnetic (EM) fields on the boundary of the volume are
known. Following this idea, the problem of finding volumetric
fields inside the source-free FOV is conveniently addressed
as a two-step procedure: first, solve for equivalent electric (j)
and magnetic (m) currents on the boundary. Subsequently, EM
fields e and h inside the FOV are expanded as[
e
h
]
=
[Kej Kem
Khj Khm
][
j
m
]
, (13)
where Kαβ is a linear integro-differential operator defined as
Kαβ f =
ˆ
R3
Gαβ (r, r′) · f (r′) dr′, (14)
and Gαβ is the dyadic Green function, mapping β-kind cur-
rents to α-kind fields.
Note that j and m are only proxies for computing h: we are
interested in finding a basis to represent a basis for all possible
realizations of h. This reflects into the need of spanning the
range of the integral operators Khj and Khm, and not in a
particular solution of Eq. (13).
One way to obtain an orthonormal basis Uh is to compute
the left singular vectors of
K =
[
Khj Khm
]
, (15)
where Khj and Khm are the discrete representations of
operators Khj and Khm, respectively. Then, if K = UΣVH
is a Singular Value Decomposition (SVD) of K, U is an
orthonormal basis for the range of K. A significant advantage
of obtaining the basis via SVD is that it also provides the
optimal low-rank approximation of K. If K ∈ Cm×n, among
all matrices B ∈ Cm×n with rank k, the one obtained by
truncated SVD is the one with minimum error w.r.t. the
spectral norm,∥∥K−UkΣkVHk∥∥2 = σk+1 ‖K‖2 , (16)
where only the k column vectors of U and V corresponding
to the k largest singular values are kept, and σk+1 is the (k+
1)-th singular value of K. In other terms, Kk ≡ UkΣkVHk
approximates K with error σk+1. In turn, by defining Uh ≡
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q=1 q=2 q=10 q=20 q=100 q=200
Fig. 1: Elements of the basis: pictorial representation of a selection of elements of the magnetic field basis Uh adopted
to represent coil SMs. The Maxwell basis Uh is computed for a 2D FOV and matrix of size 220x220mm and 320x320,
respectively. The number of random excitations to sample the range of the integral operator via randomized SVD is 500. The
basis is computed over a support covering the full FOV (top two rows), and with a circular support with a diameter of 220mm
(bottom two rows). For the two scenarios, the magnitude (rows 1 and 3, arbitrary units) and phase (rows 2 and 4, represented
on a cyclical HSV color scale to suppress 2pi phase jumps) are plotted for the basis vectors uq , with q ∈ [1, 2, 10, 20, 100, 200].
Because of the SVD-based scheme, Uh is a spectral basis: vectors are ordered according to their spatial frequency content,
higher index vectors modelling faster variations (from left to right). As a consequence, increasing the dimension of the basis
increases the high-frequency components of the SM that can be captured by Uh.
Uk we have an orthonormal basis to approximate the range
of K with error σk+1.
Unfortunately, evaluation of the dyadic Green functions in
Eq. (13) requires knowledge of the object to be imaged: this
implies that Uh is acquisition dependent, which would clearly
be a major limitation. However, in view of the investigations
documented in [38] and references therein, at MRI frequencies
the magnetic field is only slightly perturbed by the biological
tissue, due to its weakly magnetic properties and the relatively
small (in terms of electric length) FOV. We then conjecture
that, in the absence of fast spatial variations in the mag-
netic field, the problem can be simplified by a homogeneous
medium problem, and one can rewrite the field equation for
h in Eq. (13) in terms of the free-space scalar Green function
g (r, r′) =
e−jk|r−r′|
4pi |r− r′| , with k = ω
√
0µ0 the wavenumber in
vacuum:
Ghj (r, r′) = ∇g (r, r′)× I, (17)
Ghm (r, r′) = 1
jωµ
(∇∇+ k2) g (r, r′) . (18)
This is crucial for the practical applicability of the method:
because the basis is computed in the absence of the biological
tissue, it is universally applicable to all imaging problems
sharing the same FOV. In other words, the basis is pre-
computed offline for a few FOVs of interest, given only the
dimensions of the FOV and the target resolution. In practice,
this is achieved via a numerical discretization of Eq. (13).
More specifically, in this work we obtain the discretized linear
operator in matrix form with the help of the open-source
package MARIE [39], based on the methods presented in [40],
[41].
Finally, we observe that computing the SVD of K is not
feasible for practical problems, due to the extremely large size
of K. As a matter of fact, K is only known via its sparse
factorization. A remedy to this is to resort to the so-called
randomized matrix decompositions [42], [43], numerical tech-
niques that have attracted growing interest recently thanks to
their effectiveness in computing low-rank approximations of
very large matrices. Because the range of a linear operator can
be sampled with arbitrary precision if the images of indepen-
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dent and random source distributions are known, by exciting
dipoles located on the boundary with random amplitudes and
phases it is possible to sample the left subspace of K without
actually building it. Finally, because the detected MRI signal
is a circular polarization of the magnetic field h, the subspace
is further restricted to span only circularly polarized fields.
Figure 1 exemplifies the elements of a typical Maxwell
basis over square and circular supports. The randomized SVD
based approach guarantees that the basis vectors possess a
spatial frequency content growing with the index of the basis
vector: increasing the dimension of the basis increases the
high-frequency components of the SM that can be captured
by Uh. Consequently, the low-pass filtering properties behave
as a regularizer for the inverse problem. The representation
properties of the basis are demonstrated in Figure 2, where the
capability to expand known synthetic 2D SMs via the basis
is analyzed. The convergence of the error of the expansion of
a known SM is shown as a function of the basis dimension
q, proving that by increasing the dimension of the basis it is
possible to control the accuracy of the representation.
0 100 200 300 400 500
Number of basis vectors
10−6
10−5
10−4
10−3
10−2
10−1
100
ℓ2
-n
or
m
 e
rro
r
Fig. 2: A set of 8 synthetic SMs, each of size 256x256
pixels, is generated via an open-source Python package [44].
The magnetic field basis is then used to represent the same
set of SMs, with dimension of the basis (number of basis
vectors) ranging from 20 to 500. If Uh is the matrix storing
the basis, and si is the SM of the ith coil unrolled as a
column vector, we denote the projection onto the basis as
s˜i ≈ Uh
(
UHh Uh
)−1
UHh si. For each coil i and each size q of
the basis, the projection error is computed as eq,i =
‖c˜i−ci‖2
‖ci‖2 ,
and the largest error among all coils max
i
(eq,i) is displayed
as a function of q. Inset: the SM magnitude of one of the coils
is shown.
E. A Compression Scheme for Maxwell Basis
The proposed method is valid for fully 3D problems, i.e. for
3D acquisitions over volumetric FOVs, or can be restricted to
2D problems. In the latter case, the range of K, and thus
the support of the basis, is restricted to a single slice. On the
other hand, when the problem is fully 3D, storage requirements
for the basis itself can be a limitation. Because the adopted
discretization is a finite-element basis, each entry of one basis
vector is proportional to the field intensity sampled at the
centroid of a voxel: each column of Uh can be reshaped as
a three-dimensional tensor representing a three-dimensional
field distribution Ui = r (ui), with
r : CN −→ Cn1×n2×n3 , N = n1n2n3
being a reshape operator reordering entries of a column vector
onto a Cartesian grid.
Here we follow the idea pioneered by Tucker in [45], which
introduces a high-order singular value decomposition known
as Tucker decomposition. More specifically, Tucker decompo-
sition is used to decompose a tensor T ∈ Cn1×n2...×nM to a
core tensor G ∈ Cn1×n2...×nM multiplied by a unitary matrix
Uk ∈ Cnk×nk along each mode k. In three dimensions:
T = G ×1 U1 ×2 U2 ×3 U3. (19)
A×k B denotes the k-mode product between a tensor A and
a matrix B obtained as a convolution along the kth axis. For
instance, the 1-mode product is defined as:
C = A×1 B, Cijk =
n1∑
p=1
ApjkBip
For an intuition of the decomposition, we find it useful to
pictorially visualize the 3D version as in Figure 3. If we accept
an approximation of T , the size of G (the multilinear ranks of
the decomposition) can be much smaller than the size of T ,
hence the compression. Similarly to the truncated SVD, we can
truncate the expansion in Eq. (19) with a reduced core tensor
G˜ ∈ Cr1×r2×r3 and reduced unitary matrices U˜k ∈ Crk×nk ,
with rk ≤ nk:
T ≈ G˜ ×1 U˜1 ×2 U˜2 ×3 U˜3. (20)
A key feature of the expansion in Eq. (20) is that it can
be obtained with controlled accuracy, i.e. given ε > 0 it is
possible to find a Tucker expansion of T such that∥∥∥T − G˜ ×1 U˜1 ×2 U˜2 ×3 U˜3∥∥∥
2
< ε ‖T ‖2 (21)
For an overview of the algorithms to obtain a compressed
Tucker representation, the interested reader is referred to [45]–
[47] and references therein.
III. RESULTS
In all the examples, densities and SMs obtained via Reg-
ularized Nonlinear Inversion will be labelled as ”MPI-BL”
(MPI BiLinear), while densities obtained via Regularized Den-
sity Reconstruction via Constrained Optimization as ”MPI-L”
(MPI Linear).
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Fig. 3: Pictorial representation of the Tucker decomposition of
a 3D tensor T = G ×1 U1 ×2 U2 ×3 U3. For a better under-
standing of the k−mode product ×k, it is useful to realize that
it amounts to multiplying each mode-k fiber of the core tensor
G by the matrix Uk, i.e. it is a convolution along the kth axis
of G. If the tensor T is rank deficient, we have that rk < nk
and the decomposition results in a compression. When T is
full rank we can introduce an approximated decomposition of
T up to an arbitrary accuracy ε, by truncating the ranks rk
such that
∥∥∥T − G˜ ×1 U˜1 ×2 U˜2 ×3 U˜3∥∥∥
2
< ε ‖T ‖2.
A. 2D Cartesian sequences
Figures 4 and 5 depict the extracted SMs and density of an
MPI reconstructed axial slice from a Cartesian acquisition of
a human brain obtained from the fastMRI database [21], [48].
The data is a fully sampled Flash acquisition (TR/TE=250/3.4
ms, FA=70◦, matrix size: 320x320, slice thickness: 5mm)
with a FOV of 220x220 mm2, acquired at 3T using a 16-
channel head coil. The data is retrospectively downsampled,
according to different Cartesian undersampling patterns and
ACS regions. The stability of the recovered SMs for different
combination of R and ACS regions proves the effectiveness
of the physics-based regularization scheme. Aliasing artifacts
are visible in the final reconstructed image for acceleration
factors R ≥ 4, and substantial stability of the image is
observed for ACS lines ≥ 4. Computation time on an Intel
Xeon CPU E5-2650 with NVIDIA Tesla K80 GPU is 346s
and 36s for SMs and image reconstruction (R=2, ACS=16),
respectively. Figure 6 investigates the performances of MPI
for simultaneous Cartesian accelerations along phase and slice
directions. The dataset is a fully sampled BRAVO acquisition
(TR/TE=9.972/3.92 ms, FA=10◦, matrix size: 192x192x170)
with a FOV of 240x240x204 mm3, acquired with a 1.5T
GE using a 12-channel head coil. The frequency encoding is
resolved and one single axial slice is reconstructed: different
Cartesian downsampling schemes are retrospectively applied,
with fixed number of ACS lines (16) and Maxwell basis with
q = 50. The reconstructed image is free from artifacts for
combined R ≤ 6.
B. 2D synthetic radial sequences
Figure 7 shows the capability of MPI to address non-
Cartesian acquisitions. Provided that the operator F of Eq. (1)
is available, the described formulation is directly applicable.
A synthetic 8 channels acquisition with golden angle radial
sampling is generated from a Shepp-Logan model of size
R=
2
ACS=32 ACS=16 ACS=8 ACS=4 ACS=2
R=
3
R=
4
R=
5
Fig. 4: A 3T fully sampled Cartesian acquisition of a human
head is retrospectively downsampled, with different Cartesian
undersampling factors R and ACS regions. MPI-BL SMs
extraction is carried out with a fixed basis dimension q = 100:
the magnitude of the extracted SM of one coil is shown for
increasing acceleration (top to bottom) and decreasing ACSs
(left to right).
R=
2
ACS=32 ACS=16 ACS=8 ACS=4 ACS=2
R=
3
R=
4
R=
5
Fig. 5: The same dataset and undersampling strategy as in
Fig. 4 and the corresponding extracted SMs are used to
reconstruct the image with MPI-L for increasing Cartesian
downsampling R (top to bottom) and decreasing number of
ACSs (left to right).
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Rp
=1
Rs=1 Rs=2 Rs=3 Rs=4
Rp
=2
Rp
=3
Rp
=4
Fig. 6: A 1.5T fully sampled Cartesian acquisition of a human
head is retrospectively downsampled, with different Cartesian
undersampling factors along the phase encoding (Rp) and slice
encoding (Rs) dimensions, and a fixed number of 16 ACSs.
The frequency encoding is resolved and one single axial slice
is reconstructed as a 2D problem. The reconstructed MPI-L
density is shown, with SMs extracted via MPI-BL and basis
dimension q = 50.
256x256, in the presence of additive white Gaussian noise
independent for each coil.
C. Comparison with previous studies
Figure 8 explores variable-density Poisson-disc undersam-
pled reconstructions of a knee, comparing MPI with ENLIVE
and SAKE. All methods provide artifact-free reconstructions
up to acceleration R=3, with the denoising step performed
by MPI-L providing a generally cleaner image. For higher
accelerations (R=5) SAKE misses signal from the center of
the image, ENLIVE and MPI-BL both provide a rather noisy
image, while the MPI-L reconstructed image has significant
better quality. Figure 9 shows Cartesian reconstructions with
CAIPIRINHA patterns with different acceleration factors and
24 ACS lines, with comparisons to ESPIRiT and ENLIVE.
All images appear free from artifacts even at R=16.
D. 3D sequence
Figure 10 shows the results of a full 3D reconstruction of
the same dataset of Figure 6, undersampled with a combined
acceleration factor 4 and 16 ACS lines, and reconstructed
with MPI-BL with a variable dimension of the Maxwell
basis. The results show the flexibility of the formulation in
seamlessly addressing 3D k-spaces with the same formulation.
R=
2
SNR=∞ SNR=25dB SNR=20dB SNR=15dB
R=
4
R=
8
R=
16
Fig. 7: A 256x256 pixels Shepp-Logan phantom and a set of
8 synthetic SMs with the same size are used to simulate a
synthetic golden angle acquisition with readout length 256.
Independent white Gaussian noise is then added to the sim-
ulated k-space signal of each coil, yielding decreasing SNR
values [∞, 25dB, 20dB, 15dB] (left to right). The solution of
MPI-L is shown for different numbers of acquired spokes
N ∈ [200, 100, 50, 25], corresponding to acceleration factors
R ∈ [2, 4, 8, 16] (top to bottom). The basis dimension is set to
q = 100 for all cases.
At q = 50 aliasing artifacts are visible, as highlighted by the
yellow arrow. When the basis is enlarged to capture these
artifacts, MPI-BL yields artifact-free images. Additionally,
Tucker compression reduces the memory footprint of the
Maxwell basis from 19.1GB to 31MB when q = 200, in
turn enabling accelerated computations on GPU (see also
Supporting Information Table S1). Computation time on an
Intel Xeon E5-2686 CPU with NVIDIA Tesla V100 GPU is
73 minutes for 9 iterations of MPI-BL and q = 200.
IV. DISCUSSION
A. Forward Model Extensions
There are cases where the bilinear form of the MR signal
fails to capture accurately the underlying physics. More specif-
ically, it is well documented that the image-domain methods,
with the exception of ENLIVE [7], produce erroneous results
when the chosen FOV does not include entirely the object
under study. As mentioned above, the SMs are essentially the
circularly polarized magnetic fields received by the coils, and
due to the nature of Maxwell equations their values depend
strongly on the EM properties of the entire object, not only
the portion inside the FOV. Hence the estimation of the actual
SMs for small FOVs is an ill-posed problem. Fortunately, MPI
allows the extension of the original signal equation, much like
ENLIVE, with the addition of extra bilinear terms, resulting
in a fairly accurate approximation of the governing physics,
MANUSCRIPT SUBMITTED TO MAGNETIC RESONANCE IN MEDICINE 9
R=
2.
0
SAKE ENLIVE MPI-BL MPI-L
R=
3.
0
R=
5.
0
Fig. 8: Variable-density Poisson-disc undersampled data of
a human knee with varying undersampling factors recon-
structed with SAKE [9], ENLIVE [7], MPI-BL, and MPI-
L. All methods generate images free from artifacts up to
acceleration R=3, with MPI-L providing better SNRs. For
highly accelerated sequences (R=5), ENLIVE and MPI-BL
provide similar images with high noise, while SAKE misses
signal in the center of the image. MPI-L can provide a cleaner
image even at R=5.
R=
4
ESPIRiT ENLIVE MPI-BL MPI-L
R=
9
R=
16
Fig. 9: Comparison of MPI (MPI-BL and MPI-L) with ES-
PIRiT [19] reconstruction using 2 maps and ENLIVE [7]
reconstruction using 2 maps of a single slice of a human
head, undersampled with Cartesian CAIPIRINHA patterns
with differing undersampling factors R and fixed size of the
ACS region (24). The MPI-BL joint density (third column)
and SMs reconstruction is obtained with a basis of dimension
q = 200; the reconstructed SMs are subsequently used as an
input for the MPI-L density reconstruction (last column).
q=50 q=100 q=200 q=300
Fig. 10: Full 3D reconstruction with MPI-BL of the same
dataset of Figure 6, with cartesian undersampling factor 2
along the phase encoding and 2 along the slice encoding
dimensions, corresponding to a combined acceleration 4, and
16 ACSs, for different dimensions q of the basis along the
columns. The full 3D density is reconstructed at once using
MPI-BL with Tucker compression of the Maxwell basis: slices
of the solution along the axial (top row), coronal (middle row)
and sagittal (bottom row) are shown.
though in this case the estimated SMs do not correspond
anymore to the true magnetic field distributions and should
be considered as merely dummy variables. Nevertheless, the
image reconstruction is devoid of artifacts, as evinced by the
Supporting Information Figure S2, where MPI with 2 sets of
maps is applied on a dataset from Ref. [7].
B. Maxwell-Constrained Deep CNNs
In recent years we have witnessed some dramatic devel-
opments in the field of machine and deep learning, where
Deep Convolutional Neural Networks (DCNNs) have shown
superior performance over more traditional methods in various
image reconstruction tasks, such as denoising [49], [50],
demosaicking [51], super-resolution [52], etc. Consequently,
this has also lead to an increased interest in the development of
deep learning methods that could efficiently tackle the problem
of MRI reconstruction [15], [53]. While in this work we have
intentionally focused on an optimization-based reconstruction
approach, we are convinced that a very promising future
research direction, which could lead to further improvements
in the reconstruction quality and offer additional robustness,
is the design of physics-constrained deep reconstruction net-
works. The main idea here is that by constraining the solution
space of a neural network, we can gain more control on
the reconstruction outcome and reduce the risk of introduc-
ing erroneous reconstruction artefacts, which are completely
undesirable in medical applications. In this direction, and
following the discussion on the construction of the Maxwell
basis, one possible way to enforce such kind of physics-based
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constraints is to combine the implicit Maxwell regularization
approach with a variational-inspired deep network such as
those introduced in [51], [54]. This way, we can learn more
meaningful and accurate representations for the SMs, which
in turn can lead to better and more robust reconstruction
results. At the same time, it is expected that by providing
more information to the network about the space of solutions,
we can avoid its overfitting during training and further require
less training data.
V. CONCLUSIONS
In this work, we described a general framework for the joint
reconstruction of PI data. The proposed framework introduces
an expressive, physics-based regularizer for the estimation of
the SMs and a constrained optimization scheme for the sub-
sequent parameter-free density reconstruction, for improved
image quality. In addition, the use of a Maxwell basis for the
expansion of the SMs reduces dramatically the overall number
of the unknowns in the inverse problem and accelerates
the convergence of the iterative reconstruction. Finally, we
utilized some relatively modern tensor decomposition methods
in order to reduce the memory footprint of the Maxwell basis,
which can become prohibitively large for high-resolution 3D
scans. We expect this framework to allow MRI scientists and
practitioners to obtain images of higher quality from datasets
with even more aggressive acceleration, while its extensions in
combination with deep learning-based reconstructions to offer
a paradigm shift in next-generation data-driven PI approaches.
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Fig. 11: MPI reconstruction of the same dataset of Figure
9, undersampled with Cartesian CAIPIRINHA pattern with
undersampling factor R=9 and and variable number of ACS
lines. The results of MPI-BL (with basis dimension q = 200)
and with MPI-L demonstrate the flexibility of MPI, which
does not explicitly depend on the sampling pattern, allowing
to reduce the size of the low-frequency portion of k-space
without abruptly breaking up.
1 map 2 maps
Fig. 12: MPI reconstruction of the dataset from [19], corre-
sponding to a truncated FOV acquisition of a factor 2 under-
sampled 2D spin-echo dataset acquired at 1.5T. 19 iterations
of the MPI-BL solver with basis dimension q = 50 are used
to generate solutions with 1 and 2 maps: the solution allowing
2 maps (right) is free from artifacts, which are clearly visible
in the center of the single map solution (left).
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Dense Tucker
q RAM CPU MVP GPU MVP RAM CPU MVP GPU MVP
[MB] [sec] [sec](*) [MB] [sec] [sec](*)
75 7,172 0.18 0.1 11 18.9 0.6
200 19,125 0.35 – 31 50.4 1.1
500 47,812 0.8 – 129 127.1 2.9
TABLE I: Time and memory requirements for the basis stored as a dense matrix and in compressed form with accuracy
t = 10
−4. The FOV has size 192x192x170 voxels, with corresponding matrix size N×q, N = 6266880.
MVP: Matrix Vector Multiplication time
(*): computed on CUDA-enabled pyTorch code (CUDA Version: 10.1, GPU NVIDIA Tesla V100).
–: the data does not fit on GPU
