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Apresentação
Anualmente, ocorre a Mostra de Estagiários e Bolsistas da Embrapa 
Informática Agropecuária, evento científico que já se encontra na sua nona 
edição. É com muita satisfação que apresentamos os resumos expandidos 
desta última edição, ocorrido em novembro de 2013.
No ano de 2013, a Embrapa Informática Agropecuária coordenou aproxi-
madamente 38 projetos de pesquisa de caráter multidisciplinar envolvendo 
áreas de computação científica, engenharias e ciências exatas, agronomia, 
veterinária, biologia e economia. Estes projetos, visando atender às deman-
das da agricultura brasileira, geraram tecnologias, produtos e serviços (TPS) 
tais como softwares, metodologias, bases de dados organizadas, monitora-
mentos, zoneamentos e anaĺises de dados espaço-temporais, genômicos e 
proteômicos.
Para execução de sua programação de pesquisa, a Unidade está organi-
zada sob uma estrutura composta por nove grupos temáticos de pesquisa, 
a saber: Bioinformática Aplicada, Biologia Computacional, Inteligência 
Computacional, Matemática Computacional, Modelagem Agroambiental, 
Geotecnologias, Organização da Informação, Software Livre e Novas 
Tecnologias. Estes grupos de pesquisa interagem de forma estratégica, 
tática e operacional para desenvolvimento dos projetos de pesquisa vincu-
lados às figuras programáticas da Embrapa tais como projetos, portfólios e 
arranjos. Além disso, transversalmente à atuação no âmbito estritamente 
técnico, a Unidade executa outras ações fundamentais para desenvolvimen-
to institucional.
Tanto na execução de sua programação de pesquisa quanto nas ações 
institucionais para aprimoramento do seu modelo de gestão organizacional, 
a Embrapa Informática Agropecuária conta com um corpo de colaboradores 
que além dos empregados da Embrapa incluem os bolsistas e estagiários 
que participam do Programa de Estágio de Complementação Educacional 
da Embrapa.
Sílvia Maria Fonseca Silveira Massruhá
Chefe Adjunto de Pesquisa e Desenvolvimento
Embrapa Informática Agropecuária
A Mostra de Estagiários da Embrapa Informática Agropecuária busca prepa-
rar estes estagiários e bolsistas para melhor desempenho na elaboração de 
trabalhos científicos, além de contribuir para maior integração no ambiente 
de pesquisa e de apoio da Unidade. 
O evento tem buscado propiciar aos participantes que vivenciem a dinâmica 
de um congresso, submetendo seus trabalhos para avaliação por um comitê 
científico e premiação para os melhores trabalhos. Para tanto, os estagiá-
rios contam com o apoio de seus orientadores e do Comitê de Publicações 
da Embrapa Informática Agropecuária. A IX Mostra também contou com a 
participação de bolsistas e orientadores de Instituições parceiras como do 
Centro de Pesquisas Meteorológicas e Climáticas Aplicadas à Agricultura 
(Cepagri/Unicamp). 
Nesta última edição, houve 50 trabalhos inscritos em três categorias: 
Pesquisa, Pós-graduação e Suporte à Pesquisa, onde 16 trabalhos foram 
selecionados para apresentação oral e 34 trabalhos para apresentação na 
seção de pôsteres. 
A Embrapa Informática Agropecuária parabeniza e agradece a dedicação 
e empenho de todos os estudantes e seus orientadores, a colaboração do 
Comitê Local de Publicações bem como o apoio da área administrativa, 
especialmente o Setor de Gestão de Pessoas, do Núcleo de Comunicação 
Organizacional e de todos aqueles que contribuíram para o sucesso da IX 
Mostra de Estagiários e Bolsistas.
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Organização e representação do 
conhecimento agropecuário: alinhando o 
PLN e a cognição humana em itinerários 
metodológicos semiautomatizados
Monique Amaral de Freitas1
Maiara Bossa Rosa1
Mariana Nastri Perestrelo Franca1
Ivo Pierozzi Junior2
Leandro Henrique Mendonça de Oliveira2
¹ Grupo de Estudos em Terminologia (GETerm), UFSCar
2 Embrapa Informática Agropecuária - {ivo.pierozzi; leandro.oliveira}@embrapa.br
Aplicações de Inteligência Artificial (IA) podem se beneficiar do Processamento 
de Linguagem Natural (PLN) para agregar valor na organização e represen-
tação de domínios de conhecimento, uma vez que, na base das soluções 
que incluem a língua natural, está o emprego de heurísticas que considerem 
os níveis morfológico, sintático e/ou semântico. Do ponto de vista cognitivo, 
a linguagem natural, falada e escrita é a maneira preponderante que os 
seres humanos usam para desenvolverem e transmitirem seus conheci-
mentos a outrem. Nesse processo, utiliza-se termos, ou seja, rótulos lexicais 
para designar os conceitos que se deseja representar. Genericamente, a 
Terminologia é a parte da Linguística que reúne o conjunto de princípios 
e métodos adotados no processo de gestão e criação de produtos termi-
nológicos, tais como glossários, vocabulários especializados, tesauros, 
para citar alguns entre os mais comuns (OLIVEIRA, 2009). A Terminologia 
Computacional representa a simbiose da Terminologia com os processos 
do PLN e envolve a sistematização de métodos a partir da aplicação de 
ferramentas computacionais específicas e compatíveis com as tarefas ter-
minológicas, contribuindo para o desenvolvimento e a aplicação de produtos 
para gestão do conhecimento. Os sistemas de organização e representação 
do conhecimento (SOCs) abrangem todos os tipos de esquemas que organi-
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zam e representam o conhecimento, incluindo desde esquemas conceituais 
unidimensionais, como as listas de termos e glossários, até os mais evolu-
ídos em estrutura e função, como tesauros e ontologias. Esses últimos são 
passíveis de transcrição para linguagens artificiais, lidas e compreendidas 
pelos computadores (CARLAN; MEDEIROS, 2011; ZENG, 2008).
Este trabalho apresenta resultados já obtidos na automatização de algumas 
etapas do processo de concepção e elaboração de SOCs para o domínio 
agropecuário, desenvolvidos no Laboratório de Organização e Tratamento 
da Informação Eletrônica da Embrapa Informática Agropecuária. A partir 
de um método de referência (DI FELIPPO et al., 2008), os SOCs têm sido 
construídos por meio do alinhamento de três itinerários metodológicos, 
percorridos isoladamente ou em qualquer combinação entre eles: a) a partir 
de corpora textuais; b) a partir de mapas conceituais; c) a partir de termi-
nologias, agregados em uma pesquisa que realiza provas de conceito em 
relação aos processos de concepção e construção de SOCs.
A Figura 1 apresenta o fluxo lógico (A) e operacional (B) desse trabalho. 
No processo de organização do conhecimento, são tomadas as decisões 
que delimitam o domínio que será organizado e representado, além das 
decisões relacionadas aos itinerários metodológicos a serem seguidos, lem-
brando que eles não são excludentes entre si. No processo de engenharia 
do conhecimento, são executadas as atividades operacionais pertinentes a 
cada um dos três itinerários, incluindo os programas utilizados para auto-
matizar as atividades. Na ausência de um único programa que integre, em 
uma única interface, todas as funcionalidades que já estão informatizadas, 
tem sido necessário o alinhamento de aplicações disponíveis em quatro 
programas diferentes, para a execução de um conjunto de atividades ou de 
apenas algumas delas isoladamente: e-Termos; Cmap; yWorks; NodeXL e 
ETECAM. O e-Termos é um ambiente computacional colaborativo web de 
acesso livre e gratuito dedicado à gestão terminológica. O Cmap, yWorks e 
o NodeXL são programas gratuitos utilizados na concepção, edição, visuali-
zação e gestão de mapas conceituais. O ETECAM é uma solução mais es-
pecífica, desenvolvida para comparar e reusar mapas conceituais de SOCs 
já disponíveis, como os tesauros. A interoperabilidade entre esses recursos 
tem sido feita por meio de arquivos *.CSV, *.TXT e arquivos gráficos ou da 
linguagem RDF/XML. Os autores deste trabalho estão validando os softwa-
res escolhidos para automatizar as várias atividades que compõem ambos 
os processos assim como a sequência lógica das atividades.
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Figura 1. Etapas conceituais (A) e metodológicas (B) para concepção e constru-
ção de SOCs agropecuários. Setas pontilhadas indicam a execução isolada ou em 
combinação.
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A automatização das etapas de concepção e construção de SOCs tem evo-
luído progressivamente. O trabalho integrado envolvendo especialistas do 
domínio agropecuário e de organização do conhecimento, linguística e PLN 
é o diferencial que tem permitido o alinhamento, a validação e o refinamento 
das aplicações computacionais implementadas.
17Resumos: IX Mostra de Estagiários e Bolsistas ...
Desenvolvimento de pacotes estatísticos 
em linguagem R para análise de 
associação genômica ampla baseada em 
conjuntos de genes
Aline Taise Guerreiro¹
Roberto Hiroshi Higa²
¹ Universidade Estadual de Campinas - aline.guerreiro@colaborador.embrapa.br
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Variações genéticas presentes em uma população podem estar associa-
das a muitas características como suceptibilidade a doenças em humanos 
(ex: diabetes, câncer, e doenças psiquiátricas). Atualmente, tecnologias 
de genotipagem de baixo custo, baseadas em marcadores moleculares do 
tipo polimorfismo de base única (SNP, na sigla em inglês Single Nucleotide 
Polymorphism) são utilizados para identificar variações desse tipo associa-
das com doenças. Tais estudos, são denominados, estudos de associação 
genômica amplo (GWAS, na sigla em inglês Genome Wide Association 
Studies). No caso de espécies de interesse agropecuário, essas variações 
genéticas estão relacionadas a características que podem impactar ganhos 
de qualidade e produção. Portanto, é de extrema importância a utilização 
de novos métodos computacionais para identificação desses marcadores, 
já que isto pode contribuir para a seleção de indivíduos superiores, consi-
derando os traços fenotípicos de interesse em espécies animais utilizadas 
em programas de melhoramento coordenados pela Empresa Brasileira de 
Pesquisa Agropecuária (Embrapa). 
Uma das estratégias para GWAS, que ainda não foi explorada pela 
Embrapa, é a análise de enriquecimento de conjuntos de genes com função 
biológica simlar (CURTIS et al., 2005). Originalmente, proposto no contexto 
de análise de expressão gênica, a análise de enriquecimento de um con-
juntos de genes (GSEA), é um método que analisa conjuntos de genes que 
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compartilham a mesma função biológica, localização cromossômica ou via 
regulatória (SUBRAMANIAN et al., 2005), procurando identificar conjuntos 
de genes que apresentam diferenças de expressão entre as situações ana-
lisadas, apesar de os genes individualmente não apresentarem diferenças 
de expressão altamente significativas. O método GSEA-SNP (HOLDEN et 
al., 2008) é uma adaptação  do método GSEA para o contexto de GWAS, 
onde o pressuposto é que um fenótipo que indica estado de doença está 
associado a variações em genes que compartilham a mesma função bioló-
gica, via de regulação ou localização cromossômica. Da mesma forma, a 
ideia é identificar vias (conjuntos de SNPs) associados com o fenótipo de 
interesse, apesar do nível de significância ao se analisar a associação de 
cada SNP individualmente não ser tão alto. Também existem outras propo-
sições para realização deste tipo de análise, tais como o teste da razão de 
SNPs (SRT, na sigla em inglês SNP Ratio Test) (O’DUSHLAINE et al., 2009) 
que compara a proporção de SNP’s considerados significativos com o total 
de SNP’s nos genes pertencentes a uma determinada via de regulação, 
cromossomo ou função biológica. Calcula-se, então, um p-valor empírico 
que testará a hipótese de que vias altamente associados com o fenótipo 
são enriquecidos em SNPs significativos. Há ainda, outras metodologias 
como a análise discriminante que utiliza Florestas Aleatórias (RF, na sigla 
em inglês Random Forest) (CHANG et al., 2008), onde na análise de cada 
conjunto de genes, os SNP’s são utilizados como uma variável preditora e 
o estado de doença como uma variável resposta. Já em modelos lineares 
mistos (MLM, na sigla em inglês Mixed Linear Model) (WANG et al., 2011), 
a associação de um conjunto de genes com mesma função biológica, via de 
regulação ou localização cromossômica é modelada como um efeito fixo no 
modelo linear. O teste de associação para um conjunto de genes consiste 
em testar se este efeito fixo é diferente de zero.
O objetivo deste trabalho é a criação de um pacote R (R CORE TEAM, 
2013) que implemente cada um dos métodos mencionados, considerando 
adaptações para aplicação em espécies animais de interesse para a agri-
cultura. O processo de criação de pacotes R segue um protocolo descrito 
no manual do próprio software R, denominado “Writing R Extension”, e é 
apoiado por funções implementadas no próprio R. Por isso, a metodologia 
de desenvolvimento deste trabalho consiste em primeiro estudar e entender 
os métodos estatísticos mencionados acima; estudar o protoloco de produ-
ção de pacotes do R e as funções de apoio existentes; e, então, implemen-
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tar os métodos estatísticos com base no protocolo de produção de pacotes 
R, ambos estudados nas etapas anteriores.
Atualmente, o trabalho encontra-se em fase inicial de estudos para enten-
dimento dos métodos estatísticos e planejamento do pacote a ser imple-
mentado.
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O objetivo dos estudos de análise de associação genômica ampla, Genome-
Wide Association Study (GWAS) é identificar marcadores moleculares do 
tipo Single Nucleotide Polymorphisms (SNP) associados com o fenótipo 
de interesse (ZIEGLER et al., 2008). Enquanto em estudos com humanos, 
o fenótipo considerado é a manifestação de doenças ou distúrbios com 
causa genética; no melhoramento animal, os fenótipos são características 
de interesse econômico como resistência a endo e ectoparasitas, maciez 
da carne, ausência/presença de chifre, etc. Esse tipo de análise envolve a 
utilização de métodos estatísticos e computacionais que manipulam uma 
grande quantidade de dados para encontrar um conjunto de SNPs que 
expliquem a variação observada. 
Após a identificação de um conjunto de SNPs associados com o fenótipo 
estudado, a análise que se segue consiste em mapear esses SNPs no 
genoma de referência do organismo, identificar os genes presentes nas 
respectivas vizinhanças e procurar por informações sobre funções e vias 
biológicas relacionadas a eles, em bancos de dados público. Em geral, essa 
análise é feita de forma manual, acessando diferentes sítios na Internet, 
sendo os de principal interesse em genética animal o Kyoto Encyclopedia 
of Genes and Genomes (KEGG) (KYOTO ENCYCLOPEDIA OF GENES 
AND GENOMES, 2013), o National Center for Biotechnology Information 
(NCBI) (NATIONAL CENTER FOR BIOTECHNOLOGY INFORMATION, 
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2013), o Gene Ontology (GO) (GENE ONTOLOGY, 2013) e o animal QTLdb 
(ANIMAL QUANTITATIVE TRAIT LOCI DATABASE, 2013). Neste trabalho, 
os bancos de dados disponíveis nestes sítios são utilizados para implemen-
tar um processo automático de mapeamento dos SNPs no genoma de refe-
rência, identificação de genes em sua vizinhança e busca por informações 
sobre funções e vias biológicas relacionadas a eles.
O processo implementado baseou-se na linguagem de programação Python 
(PYTHON, 2013) e banco de dados postgresql (POSTGRESQL, 2013). Ele 
possui uma etapa offline em que os dados de interesse são trazidos dos 
bancos de dados públicos e os organiza em um banco de dados local que 
relaciona informações de SNPs, genes, vias biológicas e anotação funcio-
nal. Esse banco de dados fica, então, disponível para consulta utilizando 
como query a lista de SNPs que resulta da análise de GWAS. O resultado 
da query é um arquivo HTML contendo uma tabela que relaciona os SNPs 
com genes próximos, suas respectivas anotações, incluindo links para os 
sítios originais para visualização de informações detalhadas.
Desta forma, espera-se contribuir para os pipelines de GWAS em genética 
animal, mantendo o foco do pesquisador que analisa os dados na interpre-
tação das informações biológicas relacionadas ao estudo. 
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A computação tem se tornado uma ferramenta essencial no campo de 
pesquisa científica. A plataforma Galaxy é uma dessas ferramentas, que 
permite integração de dados biológicos e meios para realizar análises com-
putacionais dos mesmos (GOECKS et al., 2010). O Galaxy é um software 
aberto implementado em linguagem Python, e em sua comunidade estão 
inclusos desenvolvedores da ferramenta, usuários, e organizações que dis-
põem seus próprios programas e exemplos. Os usuários podem submeter 
programas de diversas linguagens computacionais como o R, por exemplo, 
que é o programa utilizado neste trabalho.
Uma das características mais importantes do Galaxy é que seus usuários 
não precisam saber programar e nem aprender detalhes da implementação 
dos programas disponíveis, o que torna a biologia computacional mais aces-
sível e auxilia pesquisadores que não têm experiência com programação. 
O que facilita seu uso é o fato de ser um sistema workflow em que devem 
ser construídas análises computacionais com múltiplos passos, como se 
fosse uma receita, em que é disponibilizada uma página explicando como 
manipular os dados e que passos realizar ordenadamente. Na Embrapa 
Informática Agropecuária, o Laboratório Multiusuário de Bioinformática da 
Embrapa (LMB) (EMBRAPA, 2013a) utiliza o Galaxy para prover a seus 
usuários acesso a diferentes ferramentas de análise de dados genômicos.
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O Galaxy também permite que novos procedimentos de análise de dados, 
implementados em diferentes linguagens, sejam incorporados e disponibili-
zados para seus usuários como uma nova ferramenta passível de ser utili-
zada na construção de workflows. O objetivo desse trabalho é explorar essa 
característica do Galaxy para tornar disponíveis duas análises, escritas em 
linguagem R, desenvolvidas em projetos financiados pela Embrapa. Um 
deles é um conjunto de procedimentos utilizados na análise de controle de 
qualidade em estudos de associação genômica ampla – GWAS (ZIEGLER 
et al., 2008) e o outro um procedimento para seleção de SNPs para teste 
de exclusão de paternidade. Esse trabalho será realizado em duas etapas, 
primeiro organizando-os em pacotes R e, então, construindo os arquivos 
XML que descrevem os procedimentos da análise passo a passo, conforme 
exigido pelo Galaxy. Esse procedimento ficará disponível na implementa-
ção Galaxy do LMB (EMBRAPA, 2013b).
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Um mecanismo de busca envolve análises de texto tanto na fase em que 
se processam os documentos para indexar seus termos quanto na fase de 
busca, que ocorre após o usuário entrar com uma consulta. O tratamento 
adequado de termos compostos é fundamental em sistemas mais avança-
dos, uma vez que é muito comum a necessidade de indexar não somente 
palavras isoladas, mas também combinações delas que tenham um signifi-
cado particular. Inúmeras localizações geográficas, por exemplo, são iden-
tificadas por termos compostos. A tecnologia Apache Solr, amplamente utili-
zada na construção de mecanismos de busca, disponibiliza um componente 
de software, ShingleFilterFactory, que forma termos compostos a partir de 
palavras em sequência, mas não é muito eficiente. Neste trabalho, desen-
volvemos um componente de software, CompoundTermsFilterFactory, que 
faz o tratamento de termos compostos de maneira mais eficiente usando 
uma lista de termos compostos considerados relevantes, como aqueles que 
indicam uma localização geográfica ou que apresentam sinônimos.
A análise de texto na tecnologia Apache Solr é feita a partir de um anali-
sador formado por um tokenizer, que divide um fluxo de texto em tokens, 
e zero ou mais filtros, que alteram esses tokens. A Figura 1 mostra, para 
a entrada ‘Ciência agrária São Paulo’, o funcionamento de dois analisa-
dores similares. Tanto o analisador da Figura 1a quanto o da Figura 1b 
utilizam o tokenizer UAX29URLEmailTokenizerFactory, que separa o texto 
em tokens, reconhecendo e classificando URLs e endereços de e-mails 
e de IP. Ambos também utilizam os filtros ASCIIFoldingFilterFactory, que 
remove acentos das palavras, LowerCaseFilterFactory, que substitui as 
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letras maiúsculas por minúsculas, e SynonymFilterFactory, que acrescenta 
termos sinônimos. Porém, para o tratamento de termos compostos, usam 
filtros diferentes: o ShingleFilterFactory, já disponível na tecnologia Solr, e 
o CompoundTermsFilterFactory, desenvolvido neste trabalho. Marinho et al. 
(2012) explicam detalhadamente analisadores parecidos com esses.
O filtro ShingleFilterFactory, conforme pode ser observado na Figura 1a, 
forma todos os termos compostos possíveis para a sequência de texto de 
entrada, limitado apenas pela quantidade máxima de palavras, preestabe-
lecida por parâmetro. Então, se este parâmetro fosse estabelecido em três, 
por exemplo, ‘ciencia agraria sao paulo’, não seria adicionado na análise 
por conter quatro palavras. Já o CompoundTermsFilterFactory forma ter-
mos compostos a partir de palavras em sequência somente se o candidato 
a termo constar na lista de termos compostos relevantes. No exemplo 
exposto, ‘ciencia agraria’ e ‘sao paulo’ fazem parte dessa lista. Sem filtros 
como esses, não seria possível, por exemplo, tratar sinônimos adequada-
mente, uma vez que ‘agricultura’ e ‘ciencia agraria’ não seriam identificados 
como equivalentes pelo fato de ‘ciencia’ e ‘agraria’ serem manipulados 
estritamente como termos isolados. De maneira análoga, ‘sao paulo’ só é 
reconhecido como um termo único devido aos filtros em questão. Isso pos-
sibilita, por exemplo, a exibição de um mapa quando se trata de localização 
geográfica. 
UAX29URLEmailTokenizerFactory UAX29URLEmailTokenizerFactory
Ciência agrária São Paulo Ciência agrária São Paulo
Paulo Paulo
agraria agraria
CompoundTermsFilterFactory 
paulo agraria paulo
paulo agraria paulo
                          (a)                        “Ciência agrária São Paulo”                      (b)
ASCIIFoldingFilterFactory ASCIIFoldingFilterFactory
Ciencia agraria Sao Ciencia agraria Sao
LowerCaseFilterFactory LowerCaseFilterFactory
ciencia sao paulo ciencia sao paulo
ShingleFilterFactory 
ciencia 
ciencia agraria 
ciencia agraria sao
ciencia agraria sao paulo
agraria 
agraria sao
agraria sao paulo
sao 
sao paulo
ciencia 
ciencia agraria 
sao 
sao paulo 
SynonymFilterFactory SynonymFilterFactory
ciencia 
agricultura
ciencia agraria 
ciencia agraria sao 
ciencia agraria sao paulo
agraria 
agraria sao  
agraria sao paulo
sao 
sao paulo 
ciencia 
agricultura
ciencia agraria 
sao 
sao paulo 
Figura 1. Analisadores utilizando os filtros (a)ShingleFilterFactory e (b)Compoun-
dTermsFilterFactory.
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Embora ambos os filtros possibilitem a identificação de termos compostos, 
o CompoundTermsFilterFactory representa um grande avanço em relação 
ao ShingleFilterFactory, pois forma apenas termos compostos considerados 
relevantes, ou seja, aqueles que estão presentes em uma lista predeter-
minada. Com isso, utiliza muito menos espaço em memória e tempo de 
processamento.
Para efeito de comparação entre os filtros, utilizamos os dois analisado-
res representados na Figura 1 para indexar a base de dados do Ainfo 
(EMBRAPA INFORMÁTICA AGROPECUÁRIA, 2013), que conta com 
cerca de 900 mil registros dos acervos impressos e digitais da Embrapa. 
O ShingleFilterFactory foi configurado para formar termos com até cinco 
palavras, enquanto o CompoundTermsFilterFactory considerou termos 
compostos relevantes todos aqueles descritores que constam no Thesagro, 
thesaurus brasileiro especializado em literatura agrícola (BRASIL, 1999). 
Quando utilizamos o CompoundTermsFilterFactory, menos de nove minutos 
foram suficientes para construir os índices, que ocuparam cerca de 1.1 GB 
de espaço em disco. No caso do ShingleFilterFactory, mais de 40 minutos e 
cerca de 8.1 GB foram necessários para construir os índices.
Portanto, a utilização do filtro CompoundTermsFilterFactory, desenvolvido 
neste trabalho, possibilita um tratamento muito mais eficiente de termos 
compostos nos mecanismos de busca do que o ShingleFilterFactory, tanto 
no que se refere a espaço em disco quanto em tempo de processamento 
para indexação.
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A Agropedia brasilis é um ambiente tecnológico que possibilita o tra-
balho colaborativo virtual na Embrapa (EMBRAPA INFORMÁTICA 
AGROPECUÁRIA, 2013). Devido às suas inúmeras possibilidades de uso, 
foi necessário disponibilizar, no próprio ambiente, manuais que auxiliassem 
os usuários de diferentes perfis a utilizarem as ferramentas que ela oferece. 
O objetivo desse artigo é mostrar que a ferramenta Wiki é uma boa alterna-
tiva para se criar esses manuais.
A Agropedia brasilis foi construída na plataforma Liferay Portal (LIFERAY, 
2013), que já disponibiliza Wikis. Estas ferramentas permitem, a qualquer 
pessoa habilitada, adicionar, remover ou modificar documentos de forma 
colaborativa (SEZOV JUNIOR; KOSTAS, 2010). A Figura 1 ilustra a interface 
da Wiki que foi utilizada na Agropedia brasilis para oferecer os manuais aos 
usuários do ambiente.
As Wikis apresentam inúmeras características que as tornam interessantes 
para a construção de manuais, dentre as quais podem-se destacar:
 Estruturação do conteúdo de maneira hierárquica. Na Agropedia brasilis, 
os manuais foram categorizados inicialmente em três tópicos: Manual de 
Administração, Manual de Edição de Conteúdo Web e Manual de Uso. 
No entanto, novos tópicos podem ser adicionados por meio da função 
“Adicionar página-filha”, exibida no canto inferior esquerdo da Figura 1. 
Além disso, subtópicos, ou subpáginas, podem ser criados de maneira a 
se aprofundar esta hierarquia. Dessa forma, uma organização como esta 
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auxilia o usuário a encontrar mais facilmente as respostas para suas dúvi-
das.
 Interação do usuário com o conteúdo de diversas formas. Além de poder 
editar ou adicionar conteúdo a qualquer momento, o usuário habilitado 
também pode comentar todas as páginas da Wiki. Isso permite que haja 
uma discussão sobre o tema que estiver em questão, ação que contribui 
para a construção de um documento mais completo. A porção inferior da 
Figura 1 exibe um espaço para comentários na Wiki.
 Disponibilização de buscas por textos presentes na Wiki. A Figura 1 exibe 
um campo para consulta e um botão ‘Pesquisar’ associado.
 Edição de conteúdo em diferentes linguagens. Quando o usuário está adi-
cionando conteúdo na página, ele pode escolher três estilos de formata-
ção de texto: Creole, Media Wiki ou HTML. Os dois primeiros têm sintaxes 
mais simples, especialmente o Creole, enquanto o HTML necessita que o 
usuário tenha maior conhecimento da linguagem. No entanto, este garante 
ao usuário total liberdade na formatação do texto. Assim, por apresentar 
essa versatilidade, a ferramenta consegue atender e agradar a diferentes 
perfis de usuário.
 Possibilidade de relacionar, ao conteúdo editado, outros conteúdos exis-
tentes, categorias preestabelecidas ou rótulos livres (tags).
Figura 1. Interface da ferramenta Wiki utilizada na Agropedia brasilis.
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 Mecanismo de envio de e-mails aos usuários que habilitam este recurso 
nas situações em que ocorrem adição de página, atualização de conteúdo 
ou inclusão de comentários. 
 Recursos diversos. As Wikis apresentam inúmeros outros recursos, como 
por exemplo, anexação de arquivos, impressão formatada das páginas, 
acompanhamento do histórico de versões das páginas, exibição da quan-
tidade de visualizações de cada página e listagem de todas as páginas de 
uma Wiki.
Devido a todas essas vantagens, os manuais de edição de conteúdo web 
e de administração e de uso dos ambientes virtuais da Agropedia brasilis 
começaram a ser construídos com Wiki no site direcionado estritamente a 
seus membros. Outros manuais podem ser criados da mesma maneira na 
plataforma.
Assim, a ferramenta Wiki, já disponibilizada pela tecnologia Liferay Portal, 
oferece inúmeros recursos que são interessantes para se construir manuais 
de forma colaborativa na Agropedia brasilis.
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O projeto Compilação e Recuperação de Informações Técnico-científicas e 
Indução ao Conhecimento de forma Ágil na Rede AgroHidro (CRÍTiC@) se 
propõe a concentrar as ações de análise e organização sistematizada da in-
formação utilizada e produzida pelo projeto “Impactos do uso agrícola e das 
mudanças climáticas sobre os recursos hídricos em diferentes ecorregiões 
brasileiras: diagnose e estratégias mitigadoras”. Seu objetivo é organizar e 
analisar a informação técnico-científica disponível na rede AgroHidro para 
apoio à gestão do conhecimento e da inovação. Baseado na proposta do 
projeto CRÍTiC@ e em seus objetivos, neste trabalho procura-se contribuir 
para que sejam cumpridas metas específicas, como viabilizar a extração 
semiautomática de palavras-chaves e tópicos em textos do domínio de 
recursos hídricos, bem como observar sua distribuição e relações, espe-
cialmente as hierárquicas – tópicos e sub-tópicos. Espera-se, por meio dos 
tópicos obtidos, encontrar semelhanças entre os arquivos da base de dados 
e identificar tendências.
Inicialmente foram realizados estudos de ferramentas para mineração de 
textos, bem como seus respectivos métodos estatísticos de extração de 
informação e padrões, estatísticas descritivas dos tópicos encontrados e 
suas visualizações em hierarquias e gráficos. Além disso, durante a realiza-
ção dos experimentos, foi possível avaliar a inclusão de termos a arquivos 
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de vocabulário controlado gerando assim uma primeira versão de lista de 
termos do domínio.
Para a realização dos primeiros experimentos foram utilizados textos de 
pagamentos por serviços ambientais hídricos, em inglês e português. No 
total, foram selecionados 150 textos, sendo 117 em inglês e 33 em portu-
guês. Esse problema foi identificado no projeto “Fortalecimento do conheci-
mento, organização da informação e elaboração de instrumentos de apoio 
aos Programas de Pagamentos por Serviços Ambientais Hídricos no meio 
rural” (do Macroprograma 5, sob a Rede AgroHidro), em sua atividade de 
“Organização e análise de informações textuais secundárias para subsídio 
a instrumentos de apoio aos programas de PSA Hídrico”, no plano de ação 
de “Organização de dados e informações para suporte a programas de 
Pagamento por Serviços Ambientais hídricos”. A partir dessa base de dados, 
embora pequena, foram realizados testes para textos em inglês e português 
separadamente. A vantagem da base de dados ser pequena é que os resul-
tados podem ser subjetivamente avaliados.
A primeira ferramenta utilizada neste trabalho para análise textual foi a 
TaxEdit (MOURA et al., 2012). Para que os objetivos do processo sejam 
cumpridos, ou seja, a extração e organização de conhecimento, a metodo-
logia de mineração de textos ocorre em um conjunto de passos. A primeira 
etapa consiste em estruturar os textos em um formato adequado para extra-
ção de conhecimento e é chamada de pré-processamento. Nesta etapa os 
textos são convertidos em uma forma plana e sem formatação. Além disso, 
ocorre a seleção de termos, ou seja, a extração de um conjunto de termos 
significativos. Neste passo as stopwords (palavras que, estatisticamente, 
podem ser consideradas como não influentes na análise da coleção de 
textos) são removidas e as restantes tem seus sufixos removidos (processo 
de stemming), dessa forma, casos de multiplicidade de palavras (com a 
mesma forma pós remoção dos sufixos) são tratados como um único termo. 
A seleção dos termos pode ser feita estatisticamente, por meio da distribui-
ção de suas frequências no conjunto de textos. A seguir, o software trabalha 
para organizar os textos de acordo com a proximidade de seus termos, por 
exemplo, e procura apresentar essa organização por meio de métodos de 
agrupamento, como o agrupamento hierárquico aglomerativo. Essas etapas 
podem ser realizadas várias vezes, de acordo com o interesse de quem exe-
cuta o processo. A cada iteração a lista de stopwords pode ser aprimorada 
e, consequentemente, o agrupamento é alterado. Finalmente, pode-se usar 
ferramentas gráficas para apresentar os resultados obtidos.
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Na Figura 1 são mostrados alguns resultados obtidos no processo de 
mineração de textos sobre pagamentos por serviços ambientais hídricos. 
Na Figura 1, ao fundo, podem-se observar alguns tópicos encontrados 
na coleção de artigos em inglês pela ferramenta TaxEdit. Ao se clicar em 
um nó, pode-se observar a frequência de uma palavra-chave do tópico no 
grupo de documentos indicados. A frequência para a coleção toda pode ser 
observada no gráfico apresentado em destaque na Figura 1. Nesse caso, 
praticamente todos os artigos que contém o termo “carbono” estão sob o tó-
pico (grupo) indicado, que por sua vez trata-se de um sub-tópico de controle 
de diversidade, que está sob oportunidades de negócios, sob modelos de 
práticas protecionistas – conforme hierarquia de tópicos mostrada.
Futuramente, será realizada uma série de análises textuais com a mesma 
base de dados (textos de pagamentos por serviços ambientais hídricos) 
utilizando, porém, os sistemas de software Torch (MARCACINI; REZENDE, 
2010) e Mallet (MCCALLUM, 2002). Espera-se, inclusive, poder avaliar o de-
Figura 1. Exemplo de hierarquia de tópicos e gráfico de frequência.
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sempenho das ferramentas através de comparações dos resultados obtidos 
nas análises. E, principalmente, poder observar as tendências dos tópicos 
encontrados no tempo e em regiões geográficas específicas, para auxiliar 
processos de tomada de decisão em priorização de áreas para estabeleci-
mento de programas de pagamento por serviços ambientais. 
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Este trabalho tem como objetivo modelar e desenvolver um softwa-
re para a geoespacialização dos documentos relacionados ao projeto 
Compilação e Recuperação de Informações Técnico-científicas e Indução 
ao Conhecimento de forma Ágil na Rede Agrohidro (CRITIC@), agregando-
-lhes metadados geoespaciais. Desta forma será possível a realização de 
análises, tais como observar as relações entre as tecnologias utilizadas e a 
disponibilidade hídrica em uma dada região.
Para identificar e desambiguar topônimos nos textos dos documentos, 
foi adaptado o método Spatial Coverage Identification Methodology 
(SpatialCIM) (VARGAS et al., 2012). Apesar dos bons resultados obtidos 
com as implementações da SpatialCIM a adaptação foi criada, afim de suprir 
algumas limitações existentes no método. Nele a identificação de candida-
tos a topônimos nos textos estava restrita a uma ferramenta que trabalha 
com a língua portuguesa, a Rembrandt (CARDOSO, 2008), ainda, o desam-
biguador de topônimos implementado para a SpatialCIM utiliza-se de um 
único ponto (longitude/latitude) para geolocalização do topônimo e de um 
gazetteer restrito aos nomes geográficos das divisão político administrativa 
do Brasil utilizado pelo Instituto Brasileiro de Geografia e Estatística (IBGE). 
Essa adaptação prevê a expansão para a língua inglesa, a utilização 
de nomes geográficos relacionados à hidrografia do Brasil e a exten-
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são do tratamento de pontos para polígonos delimitadores (geometrias). 
Para identificação dos topônimos, foram testados os seguintes reconhe-
cedores de entidades nomeadas para o inglês: OpenCalais (THOMPSON 
REUTERS, 2008), NLTK (DAN GARRETE et al., 2005) e Stanford NER 
(JENNY FINKEL et al., 2005).
A Figura 1 apresenta a metodologia empregada. Para cada documento, foi 
extraído o conjunto das entidades nomeadas citadas no texto, relacionadas 
Figura 1. Esquema de 
funcionamento.
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às feições naturais, estados e municípios. As possíveis extensões geográ-
ficas associadas a cada entidade são extraídas de arquivos de mapas no 
formato shapefile, isto é, o mapa da hidrografia de todos os rios brasileiros 
(AGÊNCIA NACIONAL DE ÁGUAS, 2005) e o mapa da malha municipal bra-
sileira (IBGE, 2007). Dizemos que existe ambiguidade quando existe mais 
de uma extensão geográfica associada a um mesmo topônimo, por exemplo, 
no Brasil existem 4 cidades com o nome “Bonito”. O processo de desambi-
guação consiste em avaliar a somatória das distâncias entre as extensões.
Sejam E = {ei}, i =[1,n] o conjunto das entidades nomeadas de um documen-
to D e dist(g1,g2) = x,x ∈ ℜ a menor distância entre os pontos, tomados dois a 
dois, de duas geometrias.
∀ ei ∃ G(ei) = {gji}, G(ei) ≠ ø, ji = [1,mi], onde G(ei) é denominado Conjunto de 
Geometrias Ambíguas de ei.
Definimos G como Conjunto de Geometrias Desambiguado, onde:
G = {(g1, ..., gn)} | g1 ∈ G(e1), ..., gn ∈ G(en)
(g1, ..., gn) ∈ G ⇔ ∑ dist(gi,gk) = min ∑ dist(gji,gk) , k = [1,n]
Futuramente pretende-se estender a metodologia de modo a criar um po-
lígono que envolva as geometrias não-ambíguas com cada uma das geome-
trias ambíguas, retornando o polígono envolvente de menor área, associado 
às geometrias, definindo assim o Conjunto de Geometrias Desambiguado.
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A Agropedia brasilis é um ambiente tecnológico voltado para o trabalho 
colaborativo virtual dos membros de grupos de Pesquisa, Desenvolvimento 
e Inovação (PD&I) da Embrapa Informática Agropecuária (EMBRAPA 
INFORMÁTICA AGROPECUÁRIA, 2013). Assim, reúne grande quantidade 
de informações, que pode não ser aproveitada se não for organizada de ma-
neira adequada. O presente trabalho mostra como os recursos de marcação 
podem auxiliar na organização dessas informações e contribuir para melhor 
administração dos conteúdos da Agropedia brasilis.
O ambiente em questão é implementado em Liferay Portal, que envolve uma 
plataforma de desenvolvimento, um eficiente sistema de gerenciamento 
de conteúdo e recursos para trabalho colaborativo (LIFERAY, 2013). Esta 
tecnologia possui duas importantes formas de marcação, tags e categorias. 
Ambas permitem o uso de palavras ou expressões para rotular o conteúdo 
do site, mas apresentam algumas diferenças. Enquanto as tags correspon-
dem a termos livres que podem ser associados a determinado conteúdo, 
as categorias também permitem essa associação, mas por meio de termos 
previamente estabelecidos em uma estrutura hierárquica de classificação. 
As categorias podem ser divididas em subcategorias e agrupadas em vo-
cabulários.
A Figura 1 ilustra esses recursos de marcação na Agropedia brasilis, co-
mum a diversos aplicativos disponibilizados no ambiente. Para associar 
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tags a um conteúdo, basta digitá-las no campo de texto disponível na se-
ção “Categorização” do painel de edição e adicioná-las; ou selecioná-las 
a partir de uma lista construída com tags previamente inseridas. No caso 
das categorias, tem-se apenas a opção de selecioná-las dentre as já pre-
estabelecidas. Na Figura 1 temos dois vocabulários, Produção e Temas, 
os quais possuem categorias e subcategorias próprias. Ao clicar no botão 
“Selecionar” associado a um determinado vocabulário ou ao campo de tags, 
abre-se a janela referente à lista de termos correspondente. Além disso, é 
possível observar as tags e categorias selecionadas e também a inserção 
da tag “sustentabilidade”.
É importante ressaltar que para se utilizar adequadamente as tags e catego-
rias, são necessários pelo menos três papéis com diferentes níveis de per-
missão: administradores do site, editores de conteúdo e usuários comuns. 
Os primeiros assumem total controle do site e são os únicos que podem 
definir vocabulários, categorias e subcategorias. São eles também que defi-
nem os usuários que assumem o papel de editores de conteúdo. Estes, por 
Figura 1. Categorização de conteúdo no site.
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sua vez, no momento em que editam um material, podem associá-lo a tags, 
de maneira livre, e a categorias pré-determinadas. Finalmente, os usuários 
comuns beneficiam-se destas marcações por meio de aplicativos disponi-
bilizados nos ambientes virtuais, como por exemplo, busca de conteúdos, 
nuvem de tags e navegação de categorias e de tags, ilustrados na Figura 2 
e explicados a seguir.
Buscas por conteúdos em ambientes virtuais são recursos muito comuns, 
uma vez que permitem ao usuário encontrar, de maneira mais eficiente, 
informações que estão dispersas. As marcações permitem que um conteú-
do seja associado a palavras-chave que podem ser utilizadas nas buscas. 
A nuvem de tags é um aplicativo que exibe as tags mais utilizadas em um 
determinado contexto e destaca, por meio do tamanho da fonte, aquelas 
que são mais frequentes, além de viabilizar acesso rápido a conteúdos re-
Figura 2. Aplicativos que utilizam as marcações.
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lacionados aos termos presentes na nuvem. Já a navegação de tags indica 
a quantidade de vezes que os termos foram usados. A navegação de cate-
gorias, por sua vez, mostra todas as categorias e subcategorias que o vo-
cabulário possui, proporcionando a visão geral da estrutura de organização 
do conteúdo do site. Além destes, novos aplicativos podem ser construídos 
para explorar as marcações.
Para que haja real aproveitamento das marcações em conteúdos, é muito 
importante que administradores de sites e editores de conteúdo tenham 
pleno conhecimento de sua função. Os administradores de site devem es-
tabelecer vocabulários e categorias que de fato auxiliem na organização e 
associá-los adequadamente aos diferentes tipos de conteúdo do ambiente 
virtual, que podem ser: publicações no blog, páginas Wiki, imagens, do-
cumentos diversos, eventos do calendário, postagens de fórum, favoritos 
(bookmarks) e outros. Já aos editores de conteúdo, cabe a tarefa de rotular 
conteúdo de maneira adequada. Por exemplo, antes de criar uma nova tag, 
é importante consultar a lista das já disponíveis para evitar a identificação de 
um mesmo assunto por diferentes termos.
Assim, em qualquer ambiente virtual, as marcações têm um potencial 
enorme no auxílio da organização da informação. A Figura 3 apresenta as 
Figura 3. Fluxo para uso adequado de marcações.
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relações existentes entre marcações, conteúdos, aplicativos e papéis de 
usuário, e sintetiza um fluxo de ações necessárias para o uso adequado 
das marcações.
Portanto, para melhor organização dos conteúdos, recomenda-se aos usu-
ários da Agropedia brasilis o uso dos recursos de marcação disponíveis no 
ambiente, conforme mostrado neste trabalho.
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A quantidade de dados no mundo cresce imensamente a cada dia. A 
análise de grandes conjuntos de dados, também conhecida por Big Data, 
consiste em uma base fundamental para o aumento de produtividade e 
inovação (MANYIKA et al., 2011). Particularmente, a análise de dados tex-
tuais corresponde à mineração de textos, que tem por objetivo encontrar 
tendências, padrões e conhecimento em documentos textuais escritos em 
linguagem natural (EBECKEN et al., 2003). As etapas de um processo ge-
nérico de mineração de textos se dividem em: a) identificação do problema; 
b) pré-processamento; c) extração de padrões; d) pós-processamento; e) 
utilização do conhecimento.
Neste trabalho, o foco está na extração de padrões e avaliação objetiva 
(pós-processamento), no projeto “Tecnologias para computação distribuí-
da, armazenamento de grandes volumes de dados e workflow científico, 
em suporte à pesquisa agropecuária”, do Macroprograma 5 da Empresa 
Brasileira de Pesquisa Agropecuária (Embrapa), no seu plano de ação de 
“Ferramentas de mineração de dados aplicadas às áreas de bioinformática 
e mudanças climáticas” e atividade “Avaliação de ferramentas de mine-
ração de textos para a arquitetura Hadoop/MapReduce”. Dessa forma, o 
principal foco deste trabalho é a identificação, avaliação e configuração 
de um conjunto de ferramentas adequadas aos processos de mineração 
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de textos em ambientes distribuídos para os domínios de bioinformática e 
mudanças climáticas.  
O primeiro experimento conduzido para teste do uso do ambiente distribuí-
do consiste em utilizar algoritmos de agrupamento para identificar grupos e 
subgrupos de genes. Considerando determinadas desordens relacionadas 
aos genes como classes, a avaliação do agrupamento hierárquico será 
capaz de identificar se as informações textuais são suficientes para iden-
tificar grupos de genes relacionados a uma desordem. Na identificação do 
problema, etapa na qual são definidos objetivos, métodos, base de dados 
e algoritmos a serem utilizados, também foi identificado outro problema, o 
tamanho da base de dados.  
De acordo com o estudo realizado por Zhao e Karypis (2002) acerca da 
complexidade computacional dos algoritmos de agrupamento hierárquico, 
constatou-se que estes têm sua aplicação limitada pela quantidade de 
dados. Considerando que a grande maioria dos algoritmos estudados, tais 
como o Bissecting-Kmeans (divisivo) e o Average-Linkage (aglomerativo), 
possuem complexidade igual ou superior a O (n log n), torna-se inviável 
aplicar tais algoritmos de forma centralizada ao problema apresentado. 
Este problema motivou o estudo e aplicação do Framework de sistemas 
distribuídos denominado Hadoop e um projeto associado denominado 
Mahout, o qual consiste em uma biblioteca com diversas implementações 
de algoritmos de aprendizado de máquina utilizando-se um modelo de 
programação distribuída fornecido pelo Hadoop/MapReduce (YANG et al., 
2007).
Considerando que o Mahout utiliza o Hadoop, o primeiro passo consiste 
em criar e configurar um cluster, para o processamento multi-node. Além 
do processamento ser paralelizado, os dados também devem estar arma-
zenados em diferentes nós do cluster, utilizando o Hadoop Distributed File 
System (HDFS), o sistema de arquivos do Hadoop. Feita a configuração, 
deverão ser executados e avaliados os algoritmos de agrupamento im-
plementados no Mahout. Para cada algoritmo deverão ser exploradas as 
diferentes configurações e observados os tempos de execução. Também 
será analisada a escalabilidade do processamento paralelo para diferentes 
números de máquinas, dado que esta característica foi a principal moti-
vadora pela escolha desta metodologia. A Figura 1 ilustra a configuração 
multi-node, na qual existe um nó master para administrar o processamento 
e os dados armazenados em N nós slaves.
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Para avaliar os agrupamentos gerados será utilizada a medida de avalia-
ção F-Score, a qual utiliza o conceito de recuperação em agrupamentos 
hierárquicos de documentos através dos cálculos de precisão e revocação 
(ZHAO; KARYPIS, 2002).
Espera-se como resultados deste trabalho:  um tutorial de instalação da ar-
quitetura e ferramental, bem como configurações dos algoritmos de apren-
dizado de máquina de interesse do projeto; e, a avaliação do agrupamento 
hierárquico de textos para identificar grupos de genes relacionados a uma 
desordem.
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O avanço das tecnologias para aquisição e armazenamento de dados tem 
permitido que o volume de informação gerado em formato digital aumente 
de forma significativa nas organizações. Cerca de 80% desses dados estão 
em formato não estruturado, no qual uma parte significativa são textos. A or-
ganização inteligente dessas coleções textuais é de grande interesse para 
a maioria das instituições, pois agiliza processos de busca, recuperação 
e análise da informação. Nesse contexto, a Mineração de Textos permite 
a transformação desse grande volume de dados textuais não estrutura-
dos em conhecimento útil, muitas vezes inovador para as organizações 
(REZENDE et al., 2011).
A análise exploratória de informações publicadas na web é uma tarefa re-
levante para diversas aplicações. Em especial, o monitoramento de tópicos 
emergentes a partir de textos tem recebido grande atenção na literatura, 
como a análise de tendências de tópicos extraídos de notícias, artigos 
científicos e redes sociais. Um exemplo desse tipo de análise pode ser 
visto na Figura 1, com o uso da ferramenta Torch-ETS (PANNAGIO et al., 
2011). Neste figura, é ilustrado um agrupamento hierárquico (Figura 1A), os 
tópicos existentes na coleção de texto (Figura 1B), a evolução temporal de 
um tópico selecionado pelo usuário (Figura 1C) e, por fim, os documentos 
relacionados ao tópico (Figura 1D).
O foco desse trabalho está no desenvolvimento de uma Application 
Programming Interface (API), para lidar com a leitura dos resultados 
em diversos padrões dos resultados que existem atualmente no projeto 
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CRITIC@. Nesse projeto, várias ferramentas utilizadas em seus processos 
de Mineração de Textos geram diferentes formatos de resultados, todos 
especificados em algum padrão XML. Esses resultados correspondem a 
agrupamentos de textos, com tópicos descritos ou não, informação temporal 
sobre os tópicos, palavras-chaves, etc. Assim, todos os resultados precisam 
ser lidos e reutilizados em alguma parte do processo; tarefa que será viabi-
lizada pela API em desenvolvimento.  
Para a primeira versão da API, está-se trabalhando sobre o resultado do 
agrupamento gerado pela ferramenta Torch.
No entanto, a API será facilmente adaptada para ler os mais diversos pa-
drões gerados. Com ela é possível recuperar, de forma transparente ao 
usuário, todas as informações disponíveis no arquivo XML que representa 
a hierarquia de tópicos, como descritores, série temporal, o tópico ‘pai’ e os 
tópicos ‘filhos’. Para seu desenvolvimento, está sendo usada a linguagem 
de programação Java, com o Simple API for XML (SAX).
Por exemplo, na Figura 2 é mostrada uma base de dados já organizada em 
forma de hierarquia de tópicos, utilizando a API desenvolvida nesse trabalho.
A API atualmente se encontra em fase de desenvolvimento final e testes. 
Para uma próxima versão pretende-se estender as funcionalidades para 
grande coleções de texto.
Figura 1. Resultado de uma análise temporal pela ferramenta Torch-ETS.
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A Agropedia brasilis é um ambiente tecnológico para trabalho colabora-
tivo virtual e gestão do conhecimento para Pesquisa, Desenvolvimento 
e Inovação (PD&I) na Empresa Brasileira de Pesquisa Agropecuária 
(Embrapa) (EMBRAPA INFORMÁTICA AGROPECUÁRIA, 2013). Esse am-
biente oferece a possibilidade de disponibilizar sites públicos, para qualquer 
usuário que tenha acesso à internet, e sites privados, que facilitam o traba-
lho colaborativo dos grupos de PD&I. Além de contemplar sites específicos 
para os grupos, há também um site público e um privado para a própria 
Agropedia brasilis, o primeiro para informações gerais sobre o ambiente e o 
segundo para uso restrito dos usuários cadastrados. Para estes sites, foi de-
senvolvida uma nova arquitetura de informação a fim de atender melhor às 
demandas de seus usuários, tanto os que têm acesso a suas áreas privadas 
quanto os que não fazem parte de grupos presentes no ambiente.
A Agropedia brasilis pode ser compreendida sob três diferentes pontos de 
vista:
 Conceito: Produção, gestão e proteção do conhecimento constituem gran-
des desafios organizacionais da atualidade. Na Embrapa, esses proces-
sos são tomados como essenciais e representam sempre motivação de 
ações estratégicas para que sejam corporativamente implantados. Nesse 
contexto, a Agropedia brasilis é mais um dos esforços empreendidos na 
empresa para compatibilizar suas necessidades com as possibilidades 
oferecidas pelas tecnologias de informação e comunicação. 
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 Projeto: O projeto de pesquisa e desenvolvimento “Agropedia brasilis: 
interatividade, interoperabilidade e gestão do conhecimento para PD&I 
da Embrapa”, já em execução, visa conceber e oferecer à Embrapa e a 
seus grupos de PD&I a base tecnológica computacional e a decorrente 
metodologia de sua utilização para a melhoria e o empoderamento dos 
processos de gestão da informação e do conhecimento na empresa. Um 
dos resultados desse projeto é a estruturação e a disponibilização da pla-
taforma Agropedia brasilis como um serviço permanente oferecido para a 
empresa.
 Serviço: Sistema computacional disponível para acesso via Web, voltado 
aos pesquisadores e técnicos membros de grupos de PD&I da Embrapa 
e seus parceiros, com suporte continuado da Embrapa Informática 
Agropecuária e outras Unidades parceiras para uso, manutenção e orien-
tações corporativas.
Atualmente em fase de desenvolvimento, o serviço Agropedia brasilis deve-
rá estar pronto para uso pleno até a finalização do correspondente projeto de 
pesquisa e desenvolvimento. No entanto, uma versão já está em produção 
para uso dos grupos de PD&I. Assim, tornou-se necessária a definição de 
uma arquitetura de informação para os sites do ambiente.
O desenvolvimento dessa arquitetura foi realizado a partir de levantamen-
tos quanto à necessidade e às dúvidas que os usuários apresentaram em 
relação à versão atual da Agropedia brasilis e também em relação ao que 
já existe em sites institucionais da Embrapa e na própria Agropedia brasilis. 
Desta maneira, pôde-se identificar elementos comuns a eles que são dese-
jados pelos usuários de um ambiente como este. A partir desses levanta-
mentos, foram realizadas reuniões com os membros da equipe do projeto 
para criar uma estrutura que responda a essas demandas. As Figuras 1 e 2 
ilustram a arquitetura de informação para, respectivamente, os sites público 
e privado da Agropedia brasilis. Os itens que aparecem no mais alto nível 
correspondem a páginas acessíveis pelo menu principal do site, enquanto 
aqueles que aparecem em níveis inferiores representam páginas filhas, 
acessíveis por submenu ativado a partir da página pai.
O site público é o espaço a que qualquer pessoa pode ter acesso. Além 
de relacionar os membros da equipe responsável pelo desenvolvimento 
do ambiente, as páginas filhas da página inicial, ‘A Agropedia brasilis’, 
apresentam-na  sob as três diferentes perspectivas descritas anteriormente: 
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conceito, projeto e serviço. Há uma página que mostra os grupos de PD&I 
existentes na Agropedia brasilis e permite acesso rápido a seus sites. Há 
também um conjunto de páginas dedicado a informações a respeito do 
serviço, como instruções para abertura de um ambiente virtual e os termos 
de uso, descrevendo deveres, possibilidades e restrições dos usuários. 
Finalmente, há uma seção para que os usuários esclareçam suas dúvidas, 
com a disponibilização de formulários para contato e de página relacionando 
as perguntas que são feitas frequentemente.
O site privado da Agropedia brasilis, que exige login e senha para ser aces-
sado, oferece informações apenas a membros do ambiente. Portanto, mais 
do que informações gerais, a ideia desta área é oferecer possibilidades de 
colaboração entre as pessoas e informações mais detalhadas relacionadas 
ao ambiente. Além de procurar seguir tendências identificadas em sites 
internos da Embrapa e de ambientes já cadastrados na Agropedia brasilis, 
procurou-se manter a estrutura de informação desta área com certa simetria 
em relação à área pública, de maneira que vários elementos possam ser 
observados em ambas as situações. ‘Grupos de PD&I’, ‘Serviços’ e ‘Fale 
Conosco’, por exemplo, reúnem informações semelhantes nos dois sites, 
porém adaptados para seu público-alvo. Por exemplo, a página de ‘Grupos 
de PD&I’, neste caso, exibe os grupos dos quais o usuário em questão faz 
parte e não todos os existentes, como no site público. As demais páginas 
Figura 1. Arquitetura da informação para o site público da Agropedia brasilis
Figura 2. Arquitetura da informação para o site privado da Agropedia brasilis.
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também oferecem recursos e informações voltados aos membros cadas-
trados, inclusive uma área para disponibilizar manuais e um espaço para 
exibição de links para sites que possam ser úteis.
Uma vez concebida a arquitetura de informação tanto para a área privada 
quanto para a pública da Agropedia brasilis, é necessário editar o conteúdo 
e inserir os aplicativos desejados nas páginas. É importante observar que, à 
medida que o ambiente evolui, a arquitetura de informação pode se alterar. 
Por exemplo, pode haver a necessidade futuramente de um blog ou fórum 
para contato mais aberto e próximo dos usuários. O que se buscou neste 
trabalho foram os elementos necessários para uma estrutura inicial que 
atendesse aos interesses mais imediatos dos usuários.
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O Banco de Dados de Genótipos (BDG) é um banco cumulativo (só é 
permitido incluir e acessar dados, eles nunca são removidos) que compre-
ende o armazenamento organizado e padronizado de conjuntos de dados 
resultantes de procedimentos de genotipagem em larga escala, além de 
alguns resultados de análises básicas cujo resultado é utilizado por diver-
sas análises subsequentes. Genericamente, seu objetivo é prover suporte 
para sistemas computacionais que implementem a (semi-) automação de 
processos de análises, vinculados a programas de melhoramento animal 
que utilizem dados de genotipagem.
Os dois processos encarregados de garantir a interface com o BDG têm 
por objetivo disciplinar a forma como esses acessos são realizados. No 
caso do processo “Padronizar e armazenar”, seu objetivo é garantir que, 
juntamente com os conjuntos de dados, sejam incluídos no BDG meta-
dados que permitam a posterior recuperação destes conjuntos de dados. 
Já o processo “Recuperar e padronizar” tem por objetivo garantir que os 
conjuntos de dados recuperados do BDG sejam formatados em um formato 
padrão conhecido, facilitando assim sua utilização em procedimentos de 
análise subsequentes.
Tendo em vista a granularidade considerada nas manipulações de dados 
comumente utilizadas ao realizar essas análises, optou-se por manipular de 
forma agregada as informações de genótipo de um indivíduo e o painel de 
marcadores utilizados para genotipagem de um conjunto de amostras. Para 
isso, utiliza-se o conceito de campos do tipo Binary Large Object (BLOB) 
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de sistemas de bancos de dados relacionais. Com este tipo de modelagem 
evita-se uma granularidade excessiva dos dados e uma consequente su-
perpopulação de registros em algumas tabelas, o que dificulta a realização 
de consulta sobre esses dados. A desvantagem é o armazenamento de 
dados redundantes, ficando as aplicações que acessam esses dados, res-
ponsáveis manipulá-los de forma consistente.
Para analisar a viabilidade desta abordagem para as dimensões espera-
das dos conjuntos de dados a serem armazenados no BDG, estão sendo 
realizados testes para analisar a viabilidade do modelo. Utilizando o banco 
Postgresql (POSTGRESQL, 2013) foi criada uma tabela de genótipos com 
campos numéricos (como id do genótipo), texto (descrição) e um campo do 
tipo BLOB, que armazena um arquivo compactado contendo as informa-
ções de genótipo. Cada arquivo possui 5 colunas e 700000 linhas de dados 
gerados aleatoriamente, apenas para testes de tempo.
Foram feitos scripts na linguagem Python para manipulação do banco de 
dados utilizando a bibilioteca psycopg2 (PSYCOG, 2013), e mediu-se o 
tempo de inserção e seleção de dados no banco. O tempo para inserir inclui 
a compactação do arquivo texto de 700000 linhas e a carga no banco e o 
tempo de consulta consiste em fazer a busca de todas as tuplas presentes 
e descompactar o binário presente no campo BLOB da Tabela 1.
É possível observar que o tempo de inserção e seleção crescem de manei-
ra linear com o tamanho da entrada. Entretanto, no momento, mais testes 
estão sendo realizados com o intuito de verificar o comportamento do banco 
para maiores volumes de dados e confirmar a tendência observada.
Tabela 1. Tempo de inserção e seleção de dados no banco. 
Inserção  Seleção 
Itens inseridos Tempo  Itens selecionados Tempo 
 10  20s   1000  4m27s 
 1000  34m50s   5000  29m32s 
 5000  168m00s   15000  83m20s 
 10000  333m00s    
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Este trabalho descreve o resultado do monitoramento das visitas e dos 
acessos ao website do Sistema de Monitoramento Agrometeorológico 
(AGRITEMPO, 2013), sistema que fornece informações agrometeorológicas 
com cobertura para todo o território brasileiro gratuitamente via internet. O 
objetivo deste trabalho foi quantificar e qualificar as categorias de informa-
ção mais procuradas pelos usuários do sistema em períodos com anomalias 
climáticas em comparação com épocas em que não se observou nenhum 
fenômeno meteorológico específico.
O software livre Webalizer (2013) foi utilizado para promover a análise esta-
tística dos registros de logs de acesso ao website do Agritempo armazena-
dos no servidor do sistema entre os anos de 2007 e 2012. 
Durante a pesquisa foram realizadas análises quantitativas dos diferentes 
anos, a fim de se identificar padrões de visitas e alterações ao longo dos 
meses. Adicionalmente, foram estudados os eventos climáticos ocorridos 
nos referidos períodos visando identificar algum tipo de associação entre va-
riações de clima e tempo e variações na quantidade de acessos ao sistema 
e no tipo de informação agrometeorológica procurada. A Figura1 evidencia 
as quantidades de visitas mensais no período.
Os resultados deste trabalho evidenciam uma tendência positiva de aumento 
da busca de informações agrometeorológicas (representada pelo aumento 
de visitas ao website do Agritempo) em períodos de ocorrência de anomalias 
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climáticas. Considera-se que a manifestação do fenômeno Oscilação Sul-El 
Niño (ENSO) no território brasileiro, entre os meses de abril de 2007 e maio 
de 2008, pode ter sido um fator importante para o aumento do volume de 
visitas ao website do sistema Agritempo. Na comparação dos acessos dos 
meses em que o fenômeno se manifestou, com os mesmos meses dos anos 
seguintes - quando não houve a manifestação deste fenômeno (a saber o 
período entre junho de 2008 a junho de 2009), verificou-se que as visitas 
dos meses de manifestação do fenômeno ENSO ao Agritempo foram até 
139,18% superiores entre os períodos analisados.
As manifestações meteorológica deste período, segundo os boletins meteo-
rológicos gerados pelo Centro de Previsão de Tempo e Estudos Climáticos 
do Instituto Nacional de Pesquisas Espaciais (CLIMANÁLISE BOLETIM, 
2007, 2008a, 2008b, 2009; PROGCLIMA, 2007, 2008), indicam que, em 
julho de 2007, houve a incursão de dois sistemas frontais em território bra-
sileiro que provocaram anomalias de temperatura e precipitação recordes, 
especialmente no Estado de São Paulo. Neste mês, em consequência do 
ENSO, as precipitações pluviométricas diárias ultrapassaram o dobro do to-
Figura 1. Número de visitas mensais ao website do Agritempo entre os anos de 
2007 e 2012.
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tal esperado para o mês. Na comparação dos acessos ao sistema Agritempo 
efetuados de julho de 2007 com o mês de julho do ano seguinte (2008), ve-
rificou-se que em 2007 houve uma maior procura por algumas informações 
agrometeorológicas como: boletins agrometeorológicos da região Sudeste 
(47,8%), zoneamento da região Sudeste (57,3%) e mapas de previsão do 
tempo para o estado de São Paulo (134,1%)
Da mesma forma na comparação do mês de maio de 2008, sob efeito do 
ENSO, com o mesmo mês de 2009, observou-se, em 2008, uma elevada 
busca das seguintes informações: boletins agrometeorológicos da região 
Sudeste (331,19%) e da região Sul (278,60%), mapas de previsão para 
o Estado de São Paulo (225,29%) e mapas de previsão para o Estado do 
Paraná (214,97%). De maneira geral, pode-se observar que as informações 
mais acessadas por usuários via web, entre julho de 2007 e maio de 2008, 
se referem à região sudeste e sul, regiões nos quais estava sob influência 
direta do fenômeno ENSO, o que pode evidenciar uma motivação de busca 
por informações agrometeorológicas em momentos de eventos atípicos e 
instáveis. Verificou-se o intenso uso das funcionalidades boletins agromete-
orológicos regionais e mapas de previsão do tempo bem como tabelas de 
zoneamento relativas às regiões afetadas por instabilidades climáticas.
Desta forma, considera-se que uma análise mais aprofundada dos registros 
de visitas ao website do sistema Agritempo, especialmente utilizando-se de 
dados de acesso geolocalizados, pode contribuir para o refinamento dos 
conteúdos e informações agrometeorológicas a serem oferecidos na nova 
versão do sistema Agritempo, atualmente em fase de desenvolvimento. 
Adicionalmente, podem ser efetuados estudos mais aprofundados relativos 
aos os requisitos dos públicos pretendidos para o novo sistema - como 
agentes da extensão rural, cooperativas, agrônomos e técnicos agrícolas - 
de forma a identificar e atender a necessidades específicas de informação 
agrometeorológica por parte de cada um deles.
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Um dos maiores desafios enfrentados por Instituições Públicas de Pesquisa 
(IPPs) no processo de transferência de tecnologias por elas geradas, é a 
análise de mercados potenciais e a definição de estratégias contratuais, 
especialmente no caso de campos de pesquisa emergentes. A equipe de 
transferência de tecnologia das IPPs necessita primeiramente conhecer a 
tecnologia e os produtos que poderiam ser gerados a partir delas, a fim de 
embasar eventuais modelos de negócios e estratégias de licenciamento. 
No caso da Empresa Brasileira de Pesquisa Agropecuária (Embrapa), 
os produtos, tecnologias e serviços gerados são analisados e caracteri-
zados por intermédio de uma metodologia chamada de “Qualificação de 
Tecnologias”. A metodologia é implementada por meio de um formulário 
desenvolvido pela Assessoria de Inovação Tecnológica (AIT) da Embrapa, 
em 2008, com base em estudos do Instituto de Inovação, da Universidade 
de Brasília (UnB) e das Universidades Federais de Minas Gerais (UFMG) e 
do Paraná (UFPR). Este formulário foi internalizado nas unidades de pes-
quisa da Embrapa a partir de 2009 (ROCHA et al., 2009). De acordo com 
os autores, a Embrapa buscou implementar um método que fosse fácil de 
ser aplicado e disseminado nas unidades da empresa e aplicável a diver-
sas categorias de tecnologias, a fim de prover uma análise criteriosa sobre 
proteção da propriedade intelectual, potencial de mercado e estratégias de 
transferência da tecnologia aos públicos de interesse. 
O objetivo deste trabalho é descrever o processo de qualificação de tecno-
logias desenvolvido no âmbito das atividades de transferência de tecnologia 
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da Embrapa Informática Agropecuária. Segundo Rocha et al. (2009), esta 
metodologia pode ser utilizada para todos os produtos gerados na Embrapa, 
pois dispõe de perguntas gerais que podem ser adequadas de acordo com 
as características específicas de cada tecnologia. Vale ressaltar que o 
formulário de Qualificação de Tecnologias é preenchido pelos analistas da 
área de transferência de tecnologia das Unidades de Pesquisa da Embrapa, 
considerando três grandes grupos de informações, relativas a:
 propriedade intelectual: estágio de proteção; tratamento como segredo; 
parcerias estabelecidas para o desenvolvimento da tecnologia;
 produto: descrição detalhada; área de aplicação; diferencial, pontos 
fortes e fracos com relação a outros produtos, processos ou tecnologias 
existentes; e estágio de desenvolvimento; 
 mercado: potencial mercado consumidor; alternativas tecnológicas e 
concorrentes; possíveis empresas interessadas; barreiras à colocação no 
mercado.
A identificação e o mapeamento do potencial de mercado e novas tecno-
logias é uma tarefa complexa que demanda a coleta, a validação e a con-
solidação de vários tipos de informação obtidos de diferentes fontes como: 
bancos de dados de patentes, bases estatísticas públicas, associações de 
setores industriais bem como por intermédio de entrevistas com inventores, 
pesquisadores e indivíduos atuando em um dado mercado. 
Algumas questões que são colocadas na fase de coleta de informações 
sobre a tecnologia e seu mercado potencial são:
 Quais são as origens e antecedentes da tecnologia?
 Quem são os inventores/criadores?
 Qual foi o projeto de pesquisa desenvolvido para criar a tecnologia?
 Qual foi a demanda que gerou este projeto?
 Houve parceiros externos?
 Qual foi o tipo de financiamento desta pesquisa?
 A tecnologia já foi protegida em termos de propriedade intelectual?
 Que problema a tecnologia efetivamente resolve?
 Como este problema era resolvido antes desta invenção?
 Qual foi a solução tecnológica proposta?
 A tecnologia resolve outras questões, não previstas inicialmente?
 Qual é o estágio de desenvolvimento da tecnologia?
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De modo geral, a metodologia de Qualificação de Tecnologias visa: avaliar, 
analisar e determinar os pontos importantes para introdução de um produto 
no mercado; identificar pontos fortes e pontos fracos do produto qualificado; 
mostrar claramente o diferencial do produto, destacando o respectivo valor 
para o cliente; definir os mercados potenciais, a necessidade de investimen-
to para acabamento/desenvolvimento final e/ou validação/certificação, ou 
para comercialização
do produto; identificar barreiras, dificuldades e oportunidades para negocia-
ção; determinar o possível retorno esperado da comercialização.
Nos últimos meses foram qualificadas as seguintes tecnologias: Ainfo, 
Natdata, Invernada e Agropedia Brasilis. No caso desta última tecnologia 
- Agropedia Brasilis - a partir da análise e elaboração do formulário, foi iden-
tificada a necessidade de proteção da marca e de um estudo para solicitar 
a proteção defensiva de domínios similares na internet. A tecnologia tem 
grande potencial de aplicabilidade na Embrapa e de grande visibilidade na 
internet, o que justificou tais ações. No que tange à transferência desta tec-
nologia, os próximos passos se referem à análise da sua forma de disponi-
bilização a grupos de pesquisa e desenvolvimento da Embrapa utilizando-se 
da metodologia de Business Model Generation (BAMBINI; SANTOS, 2013; 
OSTERWALDER; PIGNEUR, 2010) e estratégias de comunicação merca-
dológicas relacionadas.
Assim, pode-se dizer que a adoção da metodologia de Qualificação de 
Tecnologias permite identificar o diferencial do produto, destacando seu 
valor para o público de interesse e permitindo à Embrapa traçar a melhor 
estratégia de ação para transferência de tecnologia. Os resultados deste 
trabalho evidenciam a relevância da abordagem de qualificação que gera 
importantes insumos para os vários processos desenvolvidos na Embrapa, 
na área de proteção da propriedade intelectual e para a elaboração de 
modelos de transferência e minutas contratuais relacionadas. As análises 
efetuadas durante o processo de qualificação são essenciais para identificar 
o público-alvo das tecnologias; quantificar o potencial de mercado; analisar 
limitações tecnológicas a fim de estabelecer as estratégias mais adequadas 
para disponibilizá-las para o mercado, considerando seu potencial para pro-
mover o desenvolvimento regional, gerar benefícios econômicos e sociais, 
e eventualmente auferir ganhos financeiros que possam remunerar também 
à Embrapa.
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O Laboratório de Matemática Computacional (LabMaC) da Embrapa 
Informática Agropecuária vem desenvolvendo um framework para simula-
ção orientada a objetos, implementado na linguagem C++. O framework 
será utilizado, inicialmente, para a implementação de modelos de dinâmica 
de sistemas, baseados em equações diferenciais de primeira ordem utilizan-
do a abordagem de “System Dynamics” (em fase de elaboração). 
Existe grande número de ferramentas para implementação de “System 
Dynamics” no mercado, como o Vensim® e o Stella®. Entretanto, há vanta-
gens no uso de frameworks de simulação orientados a objetos para sistemas 
de maior porte e para os casos nos quais o simulador precise ser incorpo-
rado a um aplicativo para o usuário final (MANCINI et al., 2013). Entretanto, 
como desvantagens da implementação com esse tipo de ferramenta, IBA et 
al. (2004) identificam a falta de expressividade matemática e comunicação 
a partir da implementação em código com equipes multidisciplinares de es-
pecialistas de domínio. Dessa forma, existe a necessidade de especificação 
do modelo em documentos externos ao código.
Experiências relacionadas aos projetos de pesquisa desenvolvidos no 
LabMaC demonstram que especificação de modelos por especialistas de 
domínio pode ser morosa e propensa a erro, caso o modelo não possa ser 
facilmente testado por eles. Acrescenta-se o fato de que há necessidade de 
documentação adicional às publicações que descrevem o modelo. Sendo 
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assim, o grupo do LabMaC decidiu pelo uso de ferramentas de prototipação 
dos modelos, as quais permitam especificar e testar modelos componentes, 
antes que sejam implementados no framework e acoplados a um sistema 
maior. 
Planilhas eletrônicas são ferramentas com as quais a maioria dos especialis-
tas de domínio possuem grande familiaridade. Sendo assim, decidiu-se por 
criar uma planilha que padroniza a especificação, permitindo o salvamento 
dessa especificação em arquivos texto, além de permitir a execução do mo-
delo. Nesse trabalho, acrescentou-se a funcionalidade de automatização da 
geração de código fonte para o Framework de Modelagem, MacSim, a partir 
do modelo especificado em planilha.
Nesse método utilizamos uma planilha onde o modelo matemático é propos-
to o dividindo em partes comuns na maioria dos modelos, como parâmetros, 
constantes, inputs e outputs, equações diferenciais (com suas respectivas 
variáveis de estado) e equações auxiliares. Dispomos esse template de pla-
nilha, Figura 1, aos pesquisadores que especificam seus modelos em rela-
ção a esses componentes. O modelo especificado na planilha é interpretado 
por meio de rotinas escritas em Visual Basic para Aplicativos, acionadas 
por meio de botões incluídos na interface da planilha (Figura 1). Obtém-se, 
então, arquivos com texto descrevendo o modelo em várias partes para fá-
cil compreensão e armazenamento para o futuro, e arquivos de cabeçalho 
(*.h) e implementação (*.cpp) em código C++, compatível com o Framework 
MacSim. As funções de planilha utilizadas na especificação são convertidas 
à função equivalente em C++, com suporte para as versões portuguesas e 
Figura 1. Exemplo de especificação do modelo em planilha.
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(a)
(b)
inglesas do Microsoft Excel. São suportadas funções matemáticas comuns 
como funções trigonométricas, logs, exponenciais, potências e raízes. 
Uma visão geral da especificação textual e do código-fonte C++ especificado 
em planilha são apresentados na Figura 2a e 2b, respectivamente.
Figura 2. Especificação textual (a); Código-fonte em C++ (b).
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Uma limitação é a de que a conversão das funções da planilha para C++ 
ainda não é totalmente automática. Quando o interpretador não é capaz 
de converter a função de planilha menos usual ou a operação matemática 
especificada, a função é comentada no código gerado e há necessidade de 
intervenção de um programador. Entretanto, as intervenções são, em geral, 
muito pequenas e compensam sobremaneira o tempo e a propensão a erro 
gerada pelo processo sem o uso das planilhas. 
Assim, com a planilha de prototipação e geração de código-fonte é possível 
agilizar a experimentação dos variados modelos desenvolvidos pelos pes-
quisadores, e em uma ferramenta simples e de comum conhecimento de to-
dos. Com isso diminuímos o tempo gasto a se especificar tanto por partes de 
pesquisadores como das pessoas que o adequam ao Framework MacSim.
Para próximos projetos pretendemos ampliar a automatização do código.
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O objetivo a ser alcançado com o desenvolvimento do presente trabalho 
é apresentar o programa STING QUINDs que possibilita a extração das 
características das proteínas, descritas pelos seus atributos/ proprieda-
des/ parâmetros que estão armazenados no Sting Relacional Data Base. 
Consequentemente, com isso, estabelecer relações logísticas entre os 
descritores, resultando em facilidade de acesso a essas informações sem 
a necessidade de conhecimento prévio de métodos computacionais por 
parte do usuário. Para o desenvolvimento deste programa utilizou-se a 
Linguagem de Programação JAVA, devido sua flexibilidade e predominância 
na plataforma Sting. Entre as possíveis aplicações que seriam beneficiadas 
pelo uso deste novo módulo, atuando como intermediário entre o usuário e 
o Banco de Dados por meio de uma interface gráfica, onde permitirá selecio-
nar e devidamente agrupar os descritores (atributos) do STING_RDB. Caso 
o usuário deseje trabalhar com modelos preditivos de interações proteicas, 
por exemplo, com dados disponíveis na Plataforma BlueStar STING, será 
possível pelo programa selecionar atributos / descritores que serão dispos-
tos em um formulário para serem escolhido pelo usuário. Esta geração de 
entrada de dados para os processos de modelagem far-se-á por meio da 
concatenação dos descritores das diversas tabelas do STING_RDB. Após a 
seleção, será mostrado o resultado da junção de tabelas, pela intersecção 
dos campos chaves: nome PDB, cadeia e resíduo, para que possa ser dada 
a entrada no modelo preditivo, e assim analisar a integração estas. Portanto, 
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Figura 1. Exemplo de utilização do programa STING QUINSd e exibição de resul-
tados
o programa irá proporcionar economia de tempo no processo de coleta de 
dados para pesquisa, pois para sua utilização não há necessidade de pré-re-
quisitos em conhecimento de métodos computacionais, ou Linguagem SQL, 
especificamente eliminando os erros que frequentemente são introduzidos 
pelo usuário quando compondo uma longa lista de descritores, além disso, 
sobretudo em verificações de integridade, de forma transparente ao usuário.
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No contexto da agropecuária brasileira, o Projeto SustenAgro (Avaliação 
da Sustentabilidade de Sistemas de Produção da Cana-de-Açúcar e Soja 
na Região Centro-Sul do Brasil: Uma proposta metodológica e de mode-
lo conceitual), desenvolvido pela Embrapa Meio Ambiente com parceria 
da Embrapa Informática Agropecuária, trata de questões referentes ao 
processo de avaliação da sustentabilidade dos sistemas de produção de 
cana-de-açúcar e soja e suas relações com territorialidade, sustentabilidade 
e competitividade. Este trabalho tem como objetivo apresentar a tarefa de 
modelagem do banco de dados utilizado no Projeto SustenAgro e o modelo 
de dados resultante até a fase atual (versão 2) e apresentado na Figura 1. 
A proposta metodológica empregada neste trabalho ocorreu da forma tra-
dicional, a partir da elaboração dos modelos de Entidade-Relacionamento 
(ER) e percorreu quatro fases. A primeira fase compôs as seguintes etapas: 
(1) o levantamento do tipo e a natureza dos dados e (2) a identificação 
dos requisitos do banco de dados a partir da consulta aos especialistas do 
domínio do projeto e suas áreas correlatadas, por meio de entrevistas, ro-
dadas de consultas, reuniões técnicas e workshops. A partir dos resultados 
da primeira fase, da leitura de literatura especializada e de outros bancos 
de dados existentes, a segunda fase foi responsável pela identificação e 
seleção de parâmetros que permeavam a natureza do domínio e o objetivo 
do banco de dados ora proposto, e mapeou os indicadores da sustentabili-
dade dentro das dimensões ambiental, social e econômica. A terceira fase 
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correspondeu à criação do modelo de entidade-relacionamento em si, per-
fazendo os modelos físicos Data Definition Language (DL/SQL) e lógicos, 
que por sua vez, eram apresentados aos membros da equipe para efetiva 
avaliação e validação, fechando a quarta fase dessa metodologia. A ferra-
menta utilizada para a criação e o desenvolvimento do modelo de dados foi 
o Power Architect, versão 1.0.6. Conforme avaliação da quarta fase deste 
trabalho, os resultados permitiram a identificação de aspectos importantes 
do domínio da sustentabilidade, fundamentais para criação de um sistema 
de consulta e previsão de cenários agrícolas, que corresponde a um dos 
objetivos do Projeto SustenAgro. Parâmetros como dimensão (social, am-
biental e econômica), critérios, atributos e indicadores de sustentabilidade, 
bem como limiares e variáveis que influenciam este domínio foram assisti-
dos pelo modelo de dados e permitem uma interessante simbiose entre elas, 
mapeando o referido domínio de forma bastante realista. Esta combinação 
de parâmetros pode ser vista na Figura 1, e representa o status atual de 
desenvolvimento do modelo de dados. Baseado nos resultados atuais e nas 
versões dos modelos de dados criados até o momento, acreditamos que o 
objetivo deste trabalho está de acordo com o previsto no Projeto SustenAgro 
e atende todas as expectativas esperadas, já que está sendo desenvolvido 
um modelo de dados que organiza e relaciona as informações que permi-
tirão a implementação do software almejado. Além do desenvolvimento de 
novas versões deste modelo, a partir das necessidades identificadas no 
Projeto SustenAgro, os trabalhos futuros recaem sobre a necessidade de 
agregar informações georreferenciadas e dados de produção agrícola para 
incrementar as possibilidades de mapeamento da produção sustentável das 
culturas envolvidas.
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Figura 1. Versão 2 (atual) do Modelo de Dados do Projeto SustenAgro.
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3 Application Programming Interface (ou Interface de Programação de Aplicativos).
O projeto Plataforma de Integração de Dados dos Recursos Naturais 
(Natdata) (MACÁRIO et al., 2011), tem como objetivo integrar e disseminar 
dados e informações dos recursos naturais dos biomas brasileiros, como 
dados climáticos, de solos, de recursos hídricos e de biodiversidade, visan-
do à sustentabilidade e à competitividade da agricultura.
O objetivo deste trabalho é criar uma ferramenta web que permita a criação 
de filtros espaciais que possam ser utilizados nas consultas ao Natdata. 
Para a criação dos filtros, é possível, visualmente, combinar polígonos de 
diferentes temas como: divisões políticas, bacias hidrográficas, biomas e/
ou polígonos desenhados pelo próprio usuário.
A principal tecnologia utilizada no desenvolvimento da ferramenta é a biblio-
teca Openlayers (OPENLAYERS, 2013), API3 utilizada para a construção 
de páginas web contendo informação geoespecial dinâmica e independen-
te de servidor. A Openlayers implementa métodos padronizados de acesso 
a dados geográficos, como protocolos Web Map Service (WMS) e Web 
Feature Service (WFS), que são implementados por servidores de mapas 
bastante utilizados, como Geoserver e Mapserver.
Os polígonos temáticos são armazenados em um banco de dados Postgis, 
uma extensão espacial para o PostgreSQL, que permite o uso de obje-
tos geoespaciais. Essa extensão provê funções espaciais que permitem 
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Figura 1. (a) Menu de camadas e seleção de estado; (b) Seleção de um bioma; 
(c) Seleção de polígono livre; (d) Polígono resultante da interseção; (e) Polígono 
resultante da união.
(a) (b)
(c) (d) (e)
operações como cálculos de distância e de área e união e interseção 
de objetos espaciais (POSTGIS, 2013). Utilizou-se o servidor de mapas 
Geoserver para publicar os polígonos temáticos via protocolos WMS e WFS 
(GEOSERVER, 2013).
Os polígonos selecionados e/ou desenhados pelos usuários no navegador 
web são enviados para o servidor por meio de JSF (JavaServer Faces), um 
framework MVC baseado em Java para a construção de interfaces de usu-
ário baseadas em componentes (JAVA SERVER FACES TECHNOLOGY, 
2013). No servidor, os polígonos são combinados (via interseção ou união) 
por meio de funções do Postgis e os resultados também são armazenados 
no banco de dados. A interface de pesquisa da plataforma Natdata permitirá 
que os usuários selecionem os polígonos armazenados para filtrar os da-
dos. Outra tecnologia utilizada foi a biblioteca GeoExt, uma API Javascript 
para criação de interfaces ricas para aplicações SIG web (GEOEXT, 2013).
A Figura 1 ilustra a utilização da ferramenta. A figura apresenta a criação 
de polígonos pela combinação de uma unidade federativa (UF), um bio-
ma e um polígono arbitrário. A Figura 1(a) mostra o painel de seleção de 
camadas temáticas e a seleção de uma UF, o estado do Mato Grosso. A 
Figura 1(b) apresenta a seleção do bioma Cerrado. A Figura 1(c) mostra 
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um polígono desenhado pelo usuário. Finalmente, as Figuras 1(d) e 1(e) 
apresentam os polígonos resultadas das operações de interseção e união, 
respectivamente.
O próximo passo do trabalho será integrá-la à plataforma Natdata, per-
mitindo que os usuários possam criar seus filtros espaciais diretamente 
do sistema e utilizar os filtros em suas consultas. Após esta integração, a 
ferramenta será validada com a ajuda de especialistas, de diferentes áreas, 
envolvidos no projeto.
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o monitoramento da dinâmica da emissão de gases de efeito estufa e dos estoques 
de carbono nas culturas de grãos e nas florestas brasileiras, naturais e plantadas, 
respectivamente.
O objetivo deste trabalho3 é estudar e desenvolver soluções para armazenar 
os dados pertinentes aos projetos citados. Uma vez que esses dados serão 
coletados em projetos de pesquisa em rede, envolvendo diversos grupos, 
poderão ocorrer mudanças nas necessidades referentes ao processo de 
experimentação que, no curso do experimento, naturalmente necessitam 
de ajustes. Isto pode trazer impactos ao sistema de informação que as 
suportam, o que inviabiliza o uso de um esquema fixo, como os existentes 
em banco de dados relacionais. Diante deste cenário, é altamente desejável 
que a solução computacional em desenvolvimento possua características 
adaptativas que permitam o atendimento ágil à evolução das necessidades 
e requisitos, como é o caso dos bancos de dados NoSQL (Bancos de Dados 
Não Relacionais) livres de esquema.
Os bancos de dados NoSQL (REDMOND; WILSON, 2012) foram criados 
para suprir carências que surgiram com o aumento da quantidade e diversi-
dade de dados das aplicações atuais que não são completamente atendidas 
pelos bancos de dados relacionais, uma vez que exigem cada vez mais 
espaço de armazenamento. Segundo Brito (2010), os principais benefícios 
da abordagem NoSQL são: alta disponibilidade, menor tempo de resposta, 
paralelismo, flexibilidade de esquema e escalonamento horizontal. Grandes 
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empresas como Google, Facebook e Youtube utilizam bancos de dados 
NoSQL para atender suas complexas necessidades de armazenamento de 
informação. Entretanto, a adoção deste tipo de tecnologia não é adequada 
para todos os casos. Nestes bancos, as operações de junção são bastante 
custosas e os mecanismos para consistência dos dados são limitados. Além 
disso, as diferenças de interfaces e formatos de dados dos diferentes ge-
renciadores NoSQL podem causar aprisionamento tecnológico (DE DIANA; 
GEROSA, 2010). 
A primeira etapa do trabalho foi uma pesquisa sobre os diferentes tipos 
de bancos de dados NoSQL. As principais categorias existentes, segundo 
Toth (2011) são: (i) Chave/Valor, que armazenam os dados como chaves 
e valores (ex. Riak, Redis e DynamoDB); Documentos, que armazenam 
documentos (ex. CouchDB e MongoDB); Grafos, que permitem armazenar 
relacionamentos entre os dados (ex. Neo4J e BigData); e Família de colu-
nas, que armazenam os dados como triplas contendo linha, coluna e rótulo 
de tempo (ex. Cassandra, HBase e Amazon SimpleDB).
O banco de dados NoSQL escolhido para esse projeto foi o MongoDB, um 
gerenciador de banco de dados voltado a documentos, que busca combinar 
as vantagens do armazenamento chave-valor (rápidos e escaláveis) com 
suporte a consultas complexas, típicas de BD relacionais (MONGODB, 
2013). Um fator decisivo para essa escolha foi o fato de esse banco ser 
ideal para trabalhar com tabelas esparsas, onde muitos campos não são 
preenchidos. Esta característica é muito importante no contexto dos proje-
tos Fluxus e Saltus, nos quais as definições sobre o que será armazenado 
poderá variar ao longo dos projetos.
No MongoDB o termo Coleção é usado para especificar um conjunto de 
dados, de forma análoga às tabelas do bancos de dados relacionais; um 
Documento, por sua vez, é a estrutura que contém os dados armazena-
dos, como os registros do banco de dados relacional. Para exemplificar, 
uma coleção chamada Biomassa Vegetal, pode possuir documentos com 
campos como Código, Data da Coleta, Responsável, Massa Verde Total 
e Quantidade de Carbono. Entretanto, nem todos esses campos precisam 
estar preenchidos em todos os documentos. Além disso, no futuro pode ser 
necessário incluir outros campos em novos documentos.
O MongoDB possui bibliotecas de manipulação para várias linguagens de 
programação (Java, C++, Lua, .NET, entre outros). Esse banco é indicado 
para blogs, aplicações com muito conteúdo e informações estatísticas, pois 
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possui vários métodos que facilitam a replicação da informação e o armaze-
namento de grandes dados. 
A segunda etapa do trabalho, que ainda está em andamento, é o desen-
volvimento de uma API4 Java para facilitar o desenvolvimento do sistema 
de informação para os projetos Saltus e Fluxus. A API em desenvolvimento 
permite realizar as quatro principais operações de um banco de dados: 
Inserir, Alterar, Remover e Consultar. Ela adiciona à API nativa do MongoDB 
funcionalidades como a inserção de documentos diretamente de arquivos e 
facilidades para construção de consultas complexas com combinações de 
restrições, semelhantes as consultas com a cláusula WHERE do SQL (ex. 
Atributo1 = 100 e Atributo2 > 10). A Tabela 1 mostra a sintaxe das principais 
funcionalidades da API.
4 API, de Application Programming Interface (ou Interface de Programação de Aplicativos), 
é um conjunto de rotinas estabelecidos por um software para a utilização das suas 
funcionalidades usando apenas seus serviços.
Tabela 1. Principais Métodos da API desenvolvida. 
Método Descrição Parâmentros 
static void remover_id( 
String nome_banco, 
String colecao, String 
id) 
Exclui um documento a 
partir de seu identificador 
nome_banco - a base a 
ser usada; colecao *– 
nome da tabela a ser 
usada; id - o valor do 
identificador unico do que 
deseja excluir 
void 
insere_deArquivo(String 
nome_banco, String 
colecao, 
ArrayList<String> doc) 
Insere todos os 
documentos lidos em um 
arquivo 
doc - É um conjunto 
documentos** a ser 
inserido lidos a partir de 
um arquivo de texto 
static ArrayList 
recuperar_lista (String 
nome_banco, String 
colecao, ArrayList 
<Query_parameters> 
pars) 
Retorna todos os 
documentos que atendem 
parametros passados 
pars - Uma lista contendo 
as condições para a 
busca 
  Continua... 
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Tabela 1. Continuação. 
Método Descrição Parâmentros 
static void 
atualiza_dados(String 
nome_banco, String 
colecao, String id, 
String campo, String 
novo_valor) 
Atualiza o valor de um 
campo do documento; 
Id - O identificador único 
do documento a ser 
alterado; campo - Nome 
do campo que será 
atualizado; novo_valor - 
Valor atualizado 
 
Espera-se que o desenvolvimento desta API facilite o uso do banco de dados 
por parte dos pesquisadores dos projetos, que poderão utilizar uma interface 
mais intuitiva do que a da API padrão.
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A organização e análise da informação, neste trabalho, consistem em gerar 
uma metodologia e seu ferramental de software para analisar tendências 
em dados textuais que sejam mundialmente disponibilizados para acesso 
aberto, por meio de processos de mineração de textos. O uso de repositó-
rios de acesso aberto é uma diretiva da Embrapa, que tem sido aplicada a 
seus próprios repositórios textuais. Essa iniciativa é bem representada pelo 
desenvolvimento e disponibilização do provedor de serviços Sistema Aberto 
e Integrado de Informação em Agricultura (SABIIA), que é o sistema respon-
sável pela integração dos dados provenientes de repositórios institucionais, 
periódicos científicos, bibliotecas digitais e outros, tanto internos quanto 
externos, de interesse da Embrapa (VACARI et al., 2011). E, neste trabalho, 
os repositórios textuais de padrão de dados abertos são buscados de acordo 
com os temas de interesse de cada projeto de P&D, priorizando-se os que 
possuem citações sobre os temas de interesse. 
Desta forma, o experimento aqui conduzido contribui com os objetivos do 
Projeto Componente de Tendências Tecnológicas da Rede AgroHIDRO - 
PC5. No PC5, pretende-se analisar as tendências tecnológicas, que contri-
buam para a preservação da qualidade da água, para seu uso eficiente, e 
para o aumento da produtividade da água na agricultura em bacias hidrográ-
ficas. Assim, os temas de interesse foram identificados pelos pesquisadores 
do PC5 e, a seguir, os repositórios foram selecionados de acordo com estes. 
Em termos de metodologias de mineração de textos, no experimento estão 
sendo avaliadas e integradas algumas ferramentas de mineração de textos 
e de busca, bem como de visualização de dados. A fim de realizar essa ava-
83Resumos: IX Mostra de Estagiários e Bolsistas ...
Figura 1. Fluxograma do processo. 
liação, na Figura 1, há uma representação esquemática de como ocorreram 
as buscas nos repositórios, e como as análises estão sendo processadas: 
Figura 1. Fluxograma do processo. 
 Etapa 1 - Busca: Foram realizadas buscas nos repositórios disponíveis 
pelo Sabiia, no site IWMI (http://www.iwmi.cgiar.org/publications/library-
-catalog/) e na WEB, de acordo com termos pré-definidos como rele-
vantes pelos pesquisadores do PC5, por exemplo: balanço de energia, 
evapotranspiração, produção de biomassa, produtividade da água, sen-
soriamento remoto e geociências, em português, e energy balance, eva-
potranspiration, biomass production, water productivity, remote sensing e 
geosciences, em inglês. As buscas foram compiladas no WebEndNote e 
exportadas em formato que pudesse ser utilizado pelas ferramentas de mi-
neração de textos. Ter utilizado o WebEndNote, possibilitou que a equipe 
do projeto pudesse acessar, validar e alterar os resultados das buscas. A 
partir das buscas realizadas também foi obtido um histograma de frequên-
cias, o qual indica os repositórios que apresentaram bons resultados. 
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 Etapa 2 - Foi construída uma lista de termos de domínio a partir de quatro 
glossários (JAMES, 1996; NATIONAL OCEANIC AND ATMOSPHERIC 
ADMINISTRATION, 2013; QUIZLET, 2013; UNESCO, 2013), os quais 
tiveram seus termos organizados em forma de planilha, alfabeticamente 
classificados e suas repetições eliminadas. Esta planilha será utilizada 
como vocabulário controlado para a realização do processo de mineração 
dos textos.
 Etapa 3 - Com o uso da planilha construída na Etapa 2 e dos textos da 
Etapa 1 foi iniciado o processo de extração e identificação de padrões, es-
pecialmente tópicos, por meio das ferramentas TORCH, TaxEdit e Mallet. 
Neste caso, os tópicos podem corresponder às tecnologias de interesse 
ou composições dessas com outras. Os tópicos resultantes do processo 
são também estudados de acordo com sua distribuição temporal e espa-
cial.
Espera-se como resultado deste trabalho, delimitar uma metodologia, e fer-
ramentas automatizadas, para identificar os tópicos encontrados nos textos, 
que correspondam às tendências de uso de tecnologias agrícolas, distribuí-
das no tempo e no espaço geográfico. E, com essa informação, complemen-
tar as informações obtidas no PC5 da Rede AgroHIDRO, de modo a auxiliar 
a análise de tendências tecnológicas que contribuam para a preservação da 
qualidade da água, seu uso eficiente e o aumento da produtividade da água 
na agricultura em bacias hidrográficas.
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Estudos com genotipagem permitem analisar regiões específicas do ge-
noma, associando-as com o fenótipo do animal, por isso são de grande 
utilidade na produção animal. A genotipagem com chips de alta densidade 
baseia-se em marcadores genéticos de alta densidade, dentre os quais es-
tão, atualmente, os polimorfismos de único nucleotídeo, Single Nucleotide 
Polymorphism (SNP), que são mudanças de um único par de bases do DNA 
e que permitem a identificação, em cada animal, de grande número de mar-
cadores moleculares. Além de permitir analisar regiões do genoma associa-
das a uma característica (estudos de associação), estudar marcadores SNP 
também permite identificar regiões que estão sendo mantidas de geração 
para geração devido à seleção. Tais regiões são denominadas assinaturas 
de seleção, e são detectáveis por diferentes tipos de metodologias, utilizan-
do dados de animais genotipados.
A identificação de regiões de assinaturas de seleção em um rebanho de 
bovinos de corte, que apresenta grande adaptabilidade ao clima brasileiro 
como o Canchim, permite que se estude os genes presentes nessas regi-
ões e sua relação com os fenótipos utilizados na seleção da população. Isto 
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permite uma melhor compreensão dos processos biológicos envolvidos nas 
manifestações fenotípicas e pode fornecer subsídios para estudos futuros 
de seleção genômica ampla. Por isso, o estudo de regiões de assinaturas 
de seleção é de grande importância para o melhoramento animal e, em par-
ticular, para a raça Canchim.
A genotipagem está sujeita a erros, e devido à alta densidade de dados 
(> 700.000 SNP), estes erros podem alterar de forma significativa os re-
sultados, criando vieses. Portanto, para se realizar um estudo com dados 
genotipados de alta densidade, inicialmente é preciso realizar um controle 
de qualidade nestes dados, tanto com critérios para os SNP quanto para os 
animais (amostras). Este trabalho tem por objetivo analisar um banco de 
dados de bovinos de corte da raça Canchim genotipados com painéis de 
alta densidade, representantes de animais sob seleção, para posteriores 
escaneamentos em busca de assinaturas de seleção.
Foram utilizados registros de 400 animais genotipados com o painel Illumina 
BovineHD BeadChip (777.692 SNP), provenientes da base de dados genô-
micos da Embrapa Pecuária Sudeste, São Carlos, SP. O conjunto de dados 
é constituído por 205 fêmeas e 195 machos, em que 192 animais são oriun-
dos da fazenda da Embrapa Pecuária Sudeste com origem em 17 touros, 
sendo 184 animais Canchim e 8 animais pertencentes ao grupo genético MA 
(filhos de touros Charolês e vacas 1⁄2 Canchim X 1⁄2 Zebu). O restante das 
amostras pertence a fazendas do Estado de São Paulo (38 animais Canchim 
e 9 animais MA) e de Goiás (60 animais Canchim e 95 animais MA), e 6 
touros (5 Canchim e 1 Charolês) que são pais de alguns dos indivíduos ge-
notipados. O critério para escolha dos animais genotipados foi baseado em 
animais (machos e fêmeas) com valores genéticos extremos (altos e baixos) 
para a característica área de olho de lombo. 
O controle de qualidade dos SNP pode ser verificado por meio da frequência 
mínima de alelos (MAF), das porcentagens de SNP válidos por animal e de 
cada SNP em toda a população (call rate) e pelo escore de qualidade de 
genotipagem de cada SNP (GC score). Os valores mínimos para estes crité-
rios foram estabelecidos pela avaliação do banco de dados e baseados em 
revisão de literatura. Para realizar estas análises de controle de qualidade 
foi utilizado o pacote “snpStats” (CLAYTON, 2012) do software estatístico R 
(R CORE TEAM, 2012). Na revisão de literatura, em trabalhos para fins de 
busca de assinaturas de seleção, foi possível encontrar alguns valores de 
referência para início das análises até o presente momento (Tabela 1). Os 
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resultados após o controle de qualidade com os parâmetros citados estão 
na Tabela 2.
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Os parâmetros foram similares quanto ao número de SNP excluído, ficando 
à critério do pesquisador qual será utilizado em futuros estudos, buscando 
assinaturas de seleção.
Tabela 2. Resultados preliminares para CQ utilizando os parâmetros 
encontrados (CQ 1 e CQ 2). 
Valores-referência Nº SNP antes CQ Nº SNP após CQ 
CQ 1 742.851 597.629 
CQ 2 742.851 591.465 
 
Tabela 1. Valores referência para parâmetros de controle de qualidade para os 
dados disponíveis e objetivos propostos. 
Valores-referência MAF Call rate SNP Call rate amostra 
Utsunomiya et al. (20130 (CQ 1) 0,03 90 % 90 % 
Somavilla (2012) (CQ 2) 0,01 95 % 90 % 
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Os modelos de calibração que representam curvas de crescimento e ren-
dimento têm sido cada vez mais utilizados pelo setor sucroenergético para 
predizer de forma eficaz a produtividade das variedades da cana-de-açúcar 
em função de fatores climáticos locais. Nesse trabalho, o modelo computa-
cional CropSyst é utilizado como ferramenta para a construção de curvas 
de calibração, a fim de permitir a definição de alguns parâmetros ligados 
ao acúmulo de biomassa e a evolução de índice de área foliar no decorrer 
do ciclo da cultura. 
Material e métodos
Para efeito desse trabalho, foi utilizada a ferramenta CropSyst, versão 
4.15.07, que permitiu, por meio da obtenção dos dados referentes ao ciclo 
reprodutivo da cana-de-açúcar CB 41-76 (safra 2010/2011), plotar a curva 
de biomassa e índice de área foliar (IAF), e assim fazer a comparação com 
as curvas de calibração geradas pelo programa. Os parâmetros climáticas 
da cultura no período estudado foram obtidas na estação meteorológica 
da Escola Superior de Agricultura Luiz de Queiroz (Esalq), em Piracicaba. 
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Resultados e discussão
Os parâmetros gerados pelo ajuste do programa para a área específica foi 
de 15,11 m2.kg-1 e coeficiente de particionamento de 3,06. Os resultados 
encontrados se aproximam dos obtidos por (PINTO et al., 2006) que encon-
trou 13, 48 para a área específica.
A partir das informações obtidas pela cultura durante seu ciclo reproduti-
vo, foi possível obter a construção das curvas de calibração geradas pelo 
Cropsyst. A reprodução das curvas calibradas do índice de área foliar (IAF) 
e da biomassa podem ser observadas na Figura 1.
A temperatura base para desenvolvimento da cultura foi estabelecida 
em 180C, sendo a mesma mencionada em trabalhos desenvolvidos por 
(BARBIERI et al., 2010), e a temperatura limite foi fixada em 34 °C, como 
também prevista em trabalhos desenvolvidos por (TATSCH et al., 2009).
Figura 1. Curvas de calibração de biomassa e índice de área foliar para a cana-de-
-açúcar, safra de 2010/2011.
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Conclusão
A utilização do modelo computacional Cropsyst apresentou-se adequada 
para simulação do índice de área foliar e biomassa da cana-de-açúcar. Os 
resultados encontrados por meio da calibração estão coerentes com os 
dados experimentais.
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A Embrapa Informática Agropecuária em parceria com a Embrapa 
Recursos Genéticos e Biotecnologia, no âmbito do projeto de pesquisa 
“Documentação e Informatização dos Recursos Genéticos da Embrapa” 
(COSTA, 2009), está desenvolvendo, em plataforma web, o sistema Alelo 
para gestão integrada dos recursos genéticos da Empresa. O desenvol-
vimento de tal sistema encontra-se na fase “Teste de Sistema” para os 
processos de Intercâmbio e de Análise Quarentenária de Germoplasma 
Vegetal Semente. Nesta fase, também chamada na Empresa de “Fase de 
Homologação”, verifica-se se todos os elementos do sistema combinam-
-se adequadamente e se a função/desempenho global do sistema é 
conseguida (PRESSMAN, 1995). Em decorrência dessa fase, houve o 
relato de problemas no funcionamento da interface de usuário do software 
(máquina Cliente) ao utilizar diferentes versões do sistema operacional 
MS – Windows XP e 7, conjuntamente, com os navegadores web Google 
Chrome, Mozilla Firefox e Internet Explorer, no ambiente de homologação. 
Identificou-se, então, a necessidade da realização de testes sistemáticos, 
na versão 0.46 do sistema, para identificar “quais eram”, “em que situações” 
e “em quais funcionalidades” esses problemas ocorriam. Este trabalho re-
lata a experiência na realização desses testes, com o objetivo de mapear 
os problemas nos diferentes ambientes operacionais. Para tal, definiu-se 
as estratégias de testes: (a) utilizar o ambiente de homologação instalado 
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na unidade de pesquisa parceira; (b) repetir os testes no ambiente de pré-
-homologação – ambiente utilizado no processo de desenvolvimento do 
sistema para validar requisitos (PRESSMAN, 1995) e instalado na Embrapa 
Informática Agropecuária - somente para o navegador web Mozilla Firefox, 
requisito de arquitetura especificado para o sistema. Elaborou-se um Plano 
de Teste para cada sistema operacional, estruturado em planilha eletrôni-
ca, contendo a descrição dos casos de testes (MYERS, 2004) para cada 
função do sistema que requer interface com o usuário. O projeto dos ca-
sos de teste adotou a técnica de teste “Caixa Preta” (1995) para validar a 
apresentação e comportamento dos componentes de interface de usuário. 
A estrutura do Relatório de Teste consiste no acréscimo de uma coluna 
“Observação” para cada navegador web e de uma coluna “Observações 
Gerais” na planilha do Plano de Teste com o objetivo de registrar os resul-
tados da execução dos casos de teste projetados. A descrição do resultado 
deve detalhar os problemas de software e de desempenho identificados, 
e ilustrá-los com imagens das telas resultantes da execução dos casos de 
teste. Cada coluna “Observação” é preenchida com o status do resultado 
(“OK”, nenhum problema identificado; “Não OK”, algum problema identifica-
do) e, quando há problema, a coluna é preenchida com uma referência para 
o item da descrição detalhada correspondente registrada em um arquivo 
texto. Esse arquivo texto organiza a descrição detalhada dos resultados 
por sistema operacional, função, navegador web e problema ocorrido. A co-
luna “Observações Gerais” também pode ser preenchida com a referência 
para a descrição contida naquele arquivo texto. Os testes no ambiente de 
homologação foram realizados a partir de dois microcomputadores clientes 
com as seguintes configurações: a) sistema operacional MS - Windows XP, 
com processador AMD Athlon™ 64x2 Dual e Memória RAM de 2,00 GB; 
b) sistema operacional MS - Windows 7, com processador Intel® Atom™ 
CPU N450 @1.66Ghz 1.67Ghz e memória RAM de 2,00 GB. Em ambos os 
microcomputadores, foram usados os navegadores web Google Chrome na 
versão 28.0.1500.72 m, Mozilla Firefox na versão 22.0 e Internet Explorer 
na versão 8 (para o primeiro ambiente) e 10.0.9200.16635 (para o segundo 
ambiente). Os problemas identificados, na execução dessa estratégia, fo-
ram contabilizadas e estão ilustrados na Tabela 1. Constataram-se proble-
mas em todos os navegadores web e, no Internet Explorer, independente 
do sistema operacional, ocorreram em maior número. No sistema operacio-
nal  MS-Windows XP, para o Internet Explorer, os problemas ocorrem 42% 
mais que no Mozilla Firefox e 67% mais que no Google Crome. No sistema 
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operacional MS-Windows 7, para o Internet Explorer, os problemas ocor-
rem 27% mais que no Mozilla Firefox e 14% mais que no Google Crome. 
Realizaram-se os testes no ambiente de pré-homologação, utilizando-se os 
mesmos microcomputadores da estratégia anterior e somente o navegador 
Mozilla Firefox, mesma versão. Constataram-se os mesmos problemas 
identificados para esse navegador no ambiente de homologação, exceto os 
problemas referentes ao desempenho do sistema (lentidão de acesso); Os 
Relatórios de Teste são mapas de localização dos problemas (função, siste-
ma operacional, navegador web) com nível de detalhamento que facilitam a 
sua reprodução pelos desenvolvedores e possibilitam o rastreamento delas 
em busca das causas. Além disso, o uso de referência, para a descrição de-
talhada em um arquivo texto, permite uma visão comparativa do resultado 
do caso de teste para os três navegadores. 
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Tabela 1. Quantidade de problemas identificados. 
Sistema 
Operacional 
Google  
Chrome 
Mozilla  
Firefox 
Internet  
Explorer 
MS – Windows XP  8 14 24 
MS – Windows 7  13 11 15 
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O uso de dispositivos móveis vem crescendo nos últimos anos e faz parte 
do cotidiano de diferentes classes de usuários, seja para facilitar as tarefas 
diárias ou como ferramenta de trabalho (COSTA, 2013). Dentre os diversos 
aplicativos disponíveis para dispositivos móveis, existe uma carência de 
aplicações para a área agrícola, especialmente no Brasil. No agronegócio, 
o acesso à informação em tempo real é importante para auxiliar o agricul-
tor na tomada de decisão. A facilidade de acesso às informações de forma 
remota e portátil, na propriedade ou fora dela, permite ao produtor analisar 
as condições climáticas para o melhor período de plantio de suas culturas, 
por exemplo.
A crescente demanda pelo desenvolvimento de aplicações voltadas para o 
produtor rural, com acesso remoto facilitado, motivou a proposição de um 
aplicativo móvel na área da agricultura, mais especificamente com infor-
mações agrometeorológicas. Neste contexto, o objetivo desse trabalho é 
apresentar o processo utilizado no design da interface deste aplicativo para 
dispositivo móvel em agrometeorologia, denominado Agritempo-mobile. 
Inicialmente, foi realizado um estudo sobre os links mais acessados no site 
do Agritempo (AGRITEMPO, 2013), para identificar quais são as principais 
funcionalidades usadas pelo público-alvo do sistema. Por meio de reuniões 
com pesquisadores envolvidos no desenvolvimento do sistema, novos re-
quisitos foram coletados. Além disso, foi realizada pesquisa de tendências 
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de interfaces para dispositivos móveis, bem como a melhor forma de ade-
quação à linguagem do agricultor (fase 1 e 2 da Figura 1). 
Figura 1. Etapas do processo de criação de interfaces para o aplicativo móvel.
O design de interfaces para quaisquer dispositivos, especialmente os mó-
veis, devem ser simples, de fácil navegação e com tarefas realizadas em 
poucos passos (ALVES, 2011). Os ícones que dão acesso às funcionali-
dades do aplicativo devem ser intuitivos e estar concentrados numa única 
tela para facilitar a manipulação. A usabilidade é um conceito que se aplica 
a qualquer tipo de aplicação seja ela para desktops, celulares ou tablets e 
foi considerada no desenvolvimento da proposta de interface da aplicação. 
Neste trabalho, tomando por base as recomendações do design centrado no 
usuário (KANGAS; KINNUNEN, 2005), designers, publicitários, especialis-
tas em Interação Humano-Computador (IHC) e desenvolvedores de softwa-
re trabalharam juntos para propor melhores soluções de design juntamente 
com agrônomos e estudantes de agronomia e engenharia agrícola.
Como mostrado na Figura 1, a partir dos levantamentos realizados foram 
desenvolvidos diferentes rough (esboço inicial) apresentados para a equipe 
do projeto (fase 3 e 4). A partir do esboço escolhido (fase 5), foi desenvol-
vido um protótipo de telas do aplicativo (fase 6) que também foi avaliado 
pela equipe do projeto (fase 7). Após alguns ajustes, as imagens, ícones, e 
o próprio design das telas foram utilizados no desenvolvimento do aplicativo 
em sistema Android (fase 8). Esse aplicativo permite o acesso aos mapas 
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de previsão e de monitoramento, de seca e das séries históricas, além do 
zoneamento agrícola e dos gráficos do sistema Web Agritempo. 
Uma das funcionalidades projetadas e implementadas é a visualização de 
mapas por região. A visualização destes mapas em smartphones e tablets 
exige diversos cuidados com relação ao tamanho da tela, resolução, zoom 
e também à manipulação (touch screen) dos botões e itens (SINGHAL et al., 
2011). Dessa forma, há a necessidade de definir o contexto onde a aplica-
ção será inserida e adequar os conceitos de design das interfaces Web do 
Agritempo atual para o dispositivo móvel.
Para utilizar o aplicativo Agritempo-mobile, o usuário seleciona o ícone A 
como na primeira tela da Figura 2. O aplicativo é aberto e apresenta seis 
funcionalidades na tela principal: mapas de monitoramento, de previsão, de 
séries históricas e de seca, além do acesso ao zoneamento e aos gráficos. 
Para definir a região, utiliza-se um botão de ferramentas onde é possível 
selecionar por estado ou por localização Global Positioning System (GPS). 
A funcionalidade de visualização de mapas permite o zoom e a rolagem com 
touch para visualizar outros mapas.
Figura 2. Telas do aplicativo Agritempo-mobile.
De acordo com o retorno dado pelos especialistas, a interface é intuitiva 
e fácil de usar. Com esta aplicação, o usuário será capaz de visualizar os 
mapas climáticos a partir de qualquer localização geográfica, o que ajuda 
os agricultores e demais usuários a realizar seus trabalhos de forma mais 
rápida e prática. Outra importante contribuição deste trabalho é a propo-
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sição e utilização de um processo de design de interface de usuário para 
dispositivo móvel focado no usuário, mas considerando também a opinião 
de especialistas em design e na aplicação. Desta forma, neste trabalho 
houve o envolvimento de designers, de especialistas em IHC, da equipe de 
desenvolvimento, de pesquisadores, de agrônomos e de potenciais usuários 
do sistema.
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O desenvolvimento tecnológico tem melhorado as condições da agricultura 
em todo o mundo. As atividades agrícolas representam cerca de 27% do 
Produto Interno Bruto(PIB) e uma parcela significativa de todas as expor-
tações brasileiras. O conhecimento prévio sobre as condições climáticas 
permite uma decisão mais acertada sobre a produção agrícola. Sem dúvida 
os avanços tanto nas previsões de tempo como na tecnologia computacio-
nal têm auxiliado os agricultores nessas decisões relativas à preparação e 
ajuste nas operações agrícolas em resposta às variações climáticas.
O sistema Agritempo (AGRITEMPO, 2013), publicado na internet em 2002, 
oferece acesso gratuito a dados e informações agrometeorológicas que 
podem ser usadas no gerenciamento da propriedade rural a fim de minimi-
zar perdas. O acesso ao sistema vem crescendo desde sua implantação, 
atingindo, no último ano, o total de 4 mil acessos/dia,100 mil acessos/ mês.
De acordo com análises realizadas em seus logs de acesso e em entrevis-
tas realizadas com os principais usuários, observou-se que a não moder-
nização do sistema com poucos recursos interativos e característicos da 
web 2.0 levaram a uma estabilização no número de acessos anteriormente 
crescente. Tendo em vista que esta tecnologia foi desenvolvida há mais de 
nove anos, torna-se primordial atualizar sua plataforma e oferecer novas 
funcionalidades para o seu público alvo (BAMBINI, 2011).
Devido a essa necessidade de atualização, uma nova versão do sistema 
está em desenvolvimento. Dentro desse escopo, este trabalho apresenta 
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Figura 1. Etapas do processo de produção do vídeo de divulgação.
o processo de desenvolvimento de um vídeo promocional do novo siste-
ma Agritempo. Esse vídeo tem por objetivo suprir a ausência de ampla 
comunicação/divulgação do sistema para o público alvo, por meio de uma 
linguagem de fácil compreensão, demonstrando interatividade, além de 
apresentar as novidades do novo Agritempo.
Para a produção do vídeo foram feitas reuniões com a equipe de desen-
volvimento do sistema com o intuito de identificar as necessidades e os 
requisitos para a campanha. Foram produzidas, então, imagens e telas do 
sistema vetorizadas e tratadas por meio das ferramentas Photoshop CS6, 
Illustrator CS6 e Adobe Premiere CS6. Os equipamentos utilizados na 
composição do vídeo foram uma câmera EOS Rebel T3, tripé, iluminação 
e microfones.
A Figura 1 apresenta as etapas do processo de produção do vídeo, a partir 
da ideia inicial dos estudos e pesquisas realizados para avaliar as alter-
nativas mais viáveis, além de reuniões e testes que foram feitos inúmeras 
vezes. A produção do vídeo ocorreu durante o desenvolvimento do website 
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e do desenvolvimento da versão do sistema para dispositivos móveis. O uso 
de ferramentas profissionais, além da utilização de uma sala especial para 
gravação do áudio também foram necessárias.
O vídeo é composto de fotos e filmagens das telas impressas em um papel 
especial, de gramatura específica (180 g/m²). Elementos de stop motion e 
storyboard foram utilizados na narrativa. As gravações foram realizadas em 
uma sala com boa iluminação e isolamento acústico. O trabalho realizado 
contou com a colaboração de integrantes da equipe do projeto Agritempo 
que trabalharam concomitantemente na produção, gravação e finalização 
do vídeo.
O trabalho de pré-produção e produção ocorreu durante quatro dias, sendo 
que mais de cem fotografias foram realizadas. O áudio foi gravado com mais 
de um narrador para que fosse possível escolher a melhor voz e entonação. 
Além disso, foi escolhida uma trilha sonora para compor a obra. No fim da 
edição, o vídeo ficou com um tempo estimado de 1 minuto e 40 segundos 
(1’40”) no formato HD720p.
O resultado deste trabalho pretende aproximar o produtor rural do sistema 
Agritempo, utilizando comunicação clara e simples, com a qual o público 
final se identifique. A interface do novo sistema está mais leve, moderna e 
flexível. Esta modernidade e novas facilidades do sistema em desenvolvi-
mento são os aspectos que o Projeto Piloto explora. O vídeo deverá ficar 
disponível através do canal da instituição no Youtube (Agro Sustentável) e 
no site do Agritempo.
A principal contribuição desse trabalho foi o desenvolvimento de uma nova 
linguagem que traga uma comunicação entre a pesquisa e dados coleta-
dos até o produtor rural, o usuário como principal elemento da campanha, 
apresentando as mudanças de forma rápida e interativa, introduzindo a 
plataforma móvel e o site do Agritempo no dia-a-dia desse público. Busca-
se transmitir aos produtores o amplo conjunto de funcionalidades do sis-
tema e os benefícios do uso dessas informações para o monitoramento 
agrícola.
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Metodologia para o monitoramento da atividade agrícola brasileira (Mapagri) 
(COUTINHO et al., 2013), é um projeto que pretende o desenvolvimento de 
uma metodologia para monitoramento das atividades agrícolas brasileiras, 
com base na análise e compreensão do comportamento das principais 
commodities no cenário nacional, como soja e milho. Pretende maximizar 
o potencial das culturas agrícolas consideradas, por meio de, por exemplo, 
previsão de má colheita futura a partir da análise de séries temporais de ima-
gens de satélite. A equipe do projeto conta com pesquisadores da Embrapa 
e de fora dela, distribuídos em instituições localizadas no Brasil e no exterior, 
visando ampliar o alcance e qualidade da pesquisa realizada.
Cada membro da equipe do projeto gera resultados separadamente, ge-
ralmente agrupados por região geográfica, e considerando a adoção de 
diferentes metodologias. Esse cenário levou à necessidade de organização, 
administração e intercâmbio do conteúdo gerado. Naturalmente a web apa-
rece como primeira opção para viabilizar a disponibilização e troca da infor-
mação produzida. O objetivo deste trabalho é a construção de um ambiente 
que atenda esses requisitos estabelecidos de maneira fácil e simples. Além 
disso, deve seguir as recomendações que vêm sendo adotadas na empresa.
A Embrapa está adotando a ferramenta Liferay Portal (LIFERAY, 2013) para 
construção de vários de seus portais institucionais. Liferay Portal é um sis-
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tema de gestão de conteúdo que possibilita a publicação, edição e controle 
de informações por meio de uma interface gerencial, ferramentas de desen-
volvimento, menus de controle e aplicativos. Tais características facilitam 
a criação de grupos e de sites para estes grupos. A Embrapa Informática 
Agropecuária adotou a mesma ferramenta para desenvolvimento de um 
ambiente tecnológico para trabalho colaborativo virtual e gestão do conhe-
cimento para Pesquisa, Desenvolvimento e Inovação (PD&I) na Empresa 
Brasileira de Pesquisa Agropecuária (Embrapa). Esse ambiente denomina-
-se Agropedia Brasilis e pretende agrupar informações, apresentar projetos, 
distribuir resultados, colaborar com a organização e ajudar na comunicação 
entre pessoas.
A Agropedia Brasilis, ainda em fase de implantação, disponibiliza conteúdos 
de Grupos de PD&I da Embrapa e pode evoluir para um canal de relacio-
namento com públicos externos, permitindo que produtores, usuários e 
interagentes da informação agropecuária possam construir, disponibilizar, 
compartilhar e disseminar conhecimento, com suporte de recursos interati-
vos e interoperáveis e com facilidade de acesso. 
Os principais requisitos do portal do projeto são: 1) prover um ambiente que 
permita o acesso aos diferentes membros, sejam eles da Embrapa ou de 
outras instituições de pesquisa, para inclusão e consulta às informações pro-
duzidas; 2) disponibilizar informações e mídias digitais, facilitando o seu inter-
câmbio; 3) facilitar a incorporação de novas ferramentas e; 4) agilizar o desen-
volvimento e a padronização no formato das páginas. Assim, visando atender 
esses requisitos e agilizar o processo de construção do portal, decidiu-se 
adotar a tecnologia em uso, tornando-o parte do ambiente Agropedia Brasilis. 
O Liferay Portal é uma ferramenta que disponibiliza por meio dos aplicativos 
e de controles um grande leque de possibilidades para desenvolvimento de 
portais. Essa variedade de arquiteturas pré moldadas permite ao desen-
volvedor poupar trabalho e padronizar as divisões das páginas de maneira 
fácil e confiável. No entanto toda esta arquitetura faz que a ferramenta seja 
poderosa porém complexa. Assim, os grandes desafios do trabalho têm 
sido compreender a forma com a qual o projeto trabalha e poder suprir suas 
necessidades da melhor maneira possível, utilizando a ferramenta para dis-
ponibilizar o conteúdo web do projeto e adaptando-a para isto. 
Com os conhecimentos adquiridos sobre a ferramenta Liferay Portal e sobre 
outras tecnologias do ambiente web como Javascript e Cascading Style 
Sheet (CSS), está sendo possível implementar arquiteturas que facilitem 
106
o acesso dos usuários às informações do projeto, e permitam a criação de 
páginas padronizadas. A criação do painel de navegação na página inicial do 
portal, por exemplo, possibilita ao usuário a navegação rápida a informações 
de culturas por meio de um clique sobre a imagem da cultura desejada. 
A Figura 1a ilustra parte da página principal do portal Mapagri, com a ima-
gem para seleção de cultura. Ao selecionar a cultura pelo painel o usuário 
Figura 1. Portal Mapagri. Imagem de culturas - página inicial (a); Perfil espectral (b).
(a)
(b)
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deverá ser direcionado a um conjunto de páginas padronizadas, nas quais 
poderá encontrar informações daquela cultura, como sua relação com o 
projeto, seu perfil espectral (baseado em séries temporais de NDVI3), a 
produtividade média em determinada área em diferentes períodos previsões 
de colheita baseadas no perfil gerado e informações de zoneamento. A 
Figura 1b ilustra um perfil espectral. Também poderão estar disponíveis in-
formações sobre as metodologias usadas durante a coleta de informação, o 
andamento do plantio em cada região, dos processos agrícolas estudados e 
implementados pelos pesquisadores. Parte dessas características consiste 
em potencial de uso futuro dos resultados obtidos.
Atualmente os membros do projeto possuem à sua disposição um reposi-
tório de documentos disponível na página “Repositório” do portal, onde é 
possível acessar vários tipos de documentos, dentre eles, pdfs, arquivos de 
texto, apresentações, planilhas e variados tipos de imagens. Isso facilita o 
registro e o intercâmbio de documentos entre os diversos membros, bem 
como a disponibilização dos resultados na internet.
Espera-se que o portal do Mapagri seja uma ferramenta eficiente de divul-
gação do trabalho desenvolvido. Por outro lado, a adoção da ferramenta 
Liferay Portal e do ambiente Agropedia Brasilis para seu desenvolvimento 
vem mostrando ser facilitador na construção de um ambiente que atenda os 
requisitos estabelecidos de maneira fácil e simples, seguindo as recomen-
dações que vêm sendo adotadas na Embrapa.
3 NDVI (Normalized Difference Vegetation Index): índice que permite avaliar as condições 
da biomassa de uma cultura.
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O Banco de Produtos Modis é um repositório que disponibiliza os produtos 
de índices de vegetação gerados pelo Land Processes Distributed Active 
Center (LP-DAAC) (LAND PROCESSES DISTRIBUTED ACTIVE CENTER, 
2013), facilitando sua busca, divulgação e uso. As imagens disponíveis 
neste banco passaram por um reprocessamento digital, que envolveu sua 
reprojeção, mosaicagem e conversão de formato. Dessa forma, as imagens 
são disponibilizadas em 26 recortes espaciais representando as bases 
estaduais brasileiras, englobando os produtos NDVI, EVI e Pixel Reliability, 
em formato GeoTIFF. Em sua primeira versão (ESQUERDO et al., 2011), 
o Banco de Produtos Modis disponibilizava apenas a série histórica de 
imagens do produto MOD13Q1 (2000 a 2013), gerada pelo satélite Terra. 
No desenvolvimento desta segunda versão, foi inserida a série histórica do 
produto MYD13Q1 (2002 a 2013), gerada pelo satélite Aqua, além de outras 
melhorias.
A estrutura do Banco de Produtos Modis é baseada em uma aplicação 
opensource chamada Geonetwork (GEONETWORK OPENSOURCE, 
2013), que gerencia catálogos espacialmente referenciados, disponibili-
zando uma grande gama de funções de buscas e edição de metadados. 
Aderindo aos princípios do software livre, o Geonetwork provê uma ferra-
menta de uso simples, eficiente e aberto a qualquer tipo de customização.
Na versão anterior do Banco Modis, alguns filtros de busca não estavam 
implementados, e eram necessárias mudanças na interface para a inclusão 
dos dados do satélite Aqua. Dessa forma, foi conduzida uma atualização e 
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revisão de todo o site, incorporando novas ideias e melhorias para dar um 
novo visual para a ferramenta, facilitando sua utilização.
Com a mudança no módulo de busca para inclusão do satélite Aqua, novas 
opções foram criadas, assim como a exclusão de algumas ferramentas que 
até então não eram utilizadas, como o mapa interativo. Com um visual mais 
moderno e simples, o uso do sistema de buscas se tornou mais eficiente, 
atendendo às necessidades dos usuários de forma mais clara. A Figura 1 
mostra uma comparação entre a antiga e nova interfaces do sistema de 
busca do banco.
Além da inclusão e inovação do sistema de buscas, também houve modifica-
ções na posição do menu e alterações visuais e de textos, consolidando as 
informações do satélite e do funcionamento do novo sistema. Atualmente, o 
Banco de Produtos Modis encontra-se em fase de finalização, mas a nova 
versão já está em funcionamento, restando alguns ajustes técnicos e de 
desempenho. O sistema pode ser acessado no endereço www.modis.cnptia.
embrapa.br (Figura 2) e disponibiliza, atualmente, mais de 44 mil imagens 
para download gratuito.
Figura 1. Antiga versão do módulo de busca do 
Banco Modis (à esquerda) e a versão atualizada (à 
direita).
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Figura 2. Tela do Banco de Produtos Modis.
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De acordo com Moore et al. (2007), um software para simulação deve per-
mitir o reúso eficiente de modelos em diferentes contextos e escalas. Para 
Jones et al. (2001), modelos componentes devem poder ser adicionados, 
modificados e mantidos com pouco esforço. Entre as ferramentas de mode-
lagem e simulação existentes, há frameworks que permitem codificar e com-
pilar modelos com o uso de linguagens de programação genéricas. Estes 
têm a vantagem de permitir o uso de toda a capacidade de expressão da 
linguagem nativa. Além disto, o desempenho computacional é geralmente 
melhor do que sistemas que precisam ter seus códigos interpretados.
Sendo assim, este artigo descreve o núcleo de um framework de simulação 
orientado a objetos em fase de desenvolvimento, implementado em C++, 
com intuito de suportar o desenvolvimento de simulação de sistemas com 
hierarquias dinâmicas. 
Este framework surgiu da necessidade de uma ferramenta para facilitar e 
padronizar o desenvolvimento de processos baseados em simulação de 
modelos em projetos de pesquisa da Empresa Brasileira de Pesquisas 
Agropecuárias (Embrapa), e buscou propiciar modularidade e simplicida-
de de código para facilitar o desenvolvimento de modelos por equipes de 
pesquisa multidisciplinares e sua implementação por grupo de estudantes 
estagiários. 
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Ele também provê maior desempenho em comparação às típicas ferramen-
tas de modelagem interpretadas. Componentes do modelo, tipicamente 
desenvolvidos por equipes de pessoas com conhecimentos em processos 
específicos, podem ser desenvolvidos independentemente e depois conec-
tados, sequencialmente ou agregados de forma hierárquica. O framework 
possibilita a compilação do simulador como bibliotecas, e provê uma in-
terface genérica que permite que simulações sejam executadas por um 
aplicativo cliente (tal como uma interface gráfica de usuário, bancos de 
dado, pacotes matemáticos ou estatísticos) interagindo com a simulação. 
Em contraste com os outros frameworks existentes, este framework não 
armazena a trajetória das variáveis, mas permite que o aplicativo cliente 
obtenha os valores de saída durante a simulação por meio de uso de call-
backs e armazene-os da maneira mais conveniente para uma finalidade 
específica. O framework suporta simulação contínua, de eventos discretos, 
ou simulação híbrida.
Possíveis futuras alterações neste framework podem ser facilmente exe-
cutadas pelos estagiários, visto que seu código-fonte é bem estruturado e 
organizado, devido à utilização de normas para a sua padronização, bem 
como intensa utilização de teorias de sistemas e componentes. A Figura 1 
define as classes do simulador e as relações existente entre elas.
Figura 1. Diagrama de classe do framework.
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A comunicação entre uma aplicação cliente e um simulador implementado 
no framework, possivelmente encapsulado em uma biblioteca dinâmica, é 
feita por callbacks pré-definidas. A comunicação de eventos de controle, 
entre os componentes sequenciais ou contidos em uma hierarquia do si-
mulador, também é padronizada, reduzindo a introdução de erros durante o 
processo de implementação ou modificação do sistema pelos estagiários. A 
Figura 2 evidencia as callbacks existentes no sistema.
Figura 2. Diagrama de Sequencia simplificado do framework.
O desenvolvimento do framework descrito aqui é de grande importância 
em se tratar de apoio e padronização no desenvolvimento de modelos de 
simulação contínua em nossa equipe (o qual é o nosso atual objetivo). O 
framework forneceu autonomia à nossa equipe para um melhor desenvolvi-
mento e customização de funcionalidades específicas necessárias a proje-
tos de simulação, bem como fácil manipulação, atualização e aprendizado 
da parte dos estagiários envolvidos.
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Fortemente aderente ao projeto Pecus3 e Animal Change4, o documento 
apresenta uma proposta de modularizar aplicações utilizando biblioteca de 
vinculo dinâmico (DLL). É proposta uma maneira para que as aplicações de 
um modo geral possam ter as suas funcionalidades modularizadas em com-
ponentes separados usando-se DLLs. Como os módulos são separados, 
podem ser carregados para o programa principal em tempo de execução. 
Isto torna o tempo de carregamento do programa mais rápido porque um 
módulo é carregado somente quando sua funcionalidade é solicitada.
O desenvolvimento de atualizações é mais fácil e estas se aplicam a cada 
módulo sem afetar outras partes do programa. Por exemplo, o projeto Pecus 
visa avaliar efeitos de Gases de Efeito Estufa (GEE) de emissão pecuária, 
para isso é necessário o desenvolvimento de vários modelos de sistemas 
biofísicos. Cada processo biofísico é direcionado por uma equipe diferente 
de pesquisadores que avaliam, calibram e modificam a estrutura dos mode-
los dos componentes. É preciso integrar os componentes desses modelos 
fazendo a ligação das entradas e saídas de dados dos modelos que foram 
desenvolvidos de forma independente. Como os modelos podem ser im-
plementados em bibliotecas independentes de vínculo dinâmico, é possível 
aplicar uma atualização em um dado modelo sem a necessidade de criar ou 
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instalar o programa novamente. Assim, é possível utilizar código e dados 
que podem ser usados por mais de um programa ao mesmo tempo, promo-
vendo a reutilização de código e o uso eficiente de memória.
Dois tipos de funções, exportado e interno, podem ser usados na cria-
ção de uma biblioteca de vinculo dinâmico para a declaração de funções 
(MICROSOFT DEVELOPER NETWORK, 2013a). As funções exportadas 
destinam-se a serem chamadas por outros módulos, no programa principal 
ou em outras bibliotecas, bem como a partir do interior da DLL onde elas são 
definidas. As funções internas geralmente são destinadas a serem chama-
das apenas de dentro da DLL onde são definidas. Para exportar funções da 
DLL, pode-se adicionar uma palavra-chave para a DLL ou criar um arquivo 
de definição (.def) do módulo que lista as funções DLL exportadas.
Para usar a palavra-chave, deve-se declarar em cada função que se deseja 
exportar com a seguinte palavra-chave: __declspec(dllexport)
Exemplo: void __declspec(dllexport) CalcularEmissaoNitrog(void);
Para usar as funções DLL exportadas no aplicativo, deve-se declarar 
cada função que se deseja importar com a seguinte palavra-chave: __
declspec(dllimport)
Exemplo: void __declspec(dllimport) CalcularEmissaoNitrog(void);
O modelo crescimento e composição de bovinos da UCDavis (OLTJEN et 
al., 1986) foi implementado no framework MacSim (em fase de elaboração)5 
e compilado em uma DLL (MICROSOFT DEVELOPER NETWORK, 2013b). 
Também foi implementada uma interface gráfica em Qt, que carrega a bi-
blioteca dinâmica contendo o simulador e permite executá-lo. A interface tem 
as opções de construir o simulador, executar o simulador de forma corrida 
ou passo a passo, e mostrar os valores de entrada ou de saída. Dentre os 
principais resultados obtidos, observar-se a economia de memória, reduzin-
do de forma efetiva a troca de memória, visto que muitos processos podem 
usar uma única DLL simultaneamente, compartilhando uma única cópia da 
DLL na memória. Também poupa espaço em disco, pois muitos aplicativos 
podem compartilhar uma única cópia da DLL no disco. Atualizações para a 
5 MANCINI, A. L.; BARIONI, L. G.; LIMA, H. N.; SANTOS, J. W.; SILVA, R. D. R.; SANTOS, E. 
H.; DIAS, F. R.T. Arcabouço para desenvolvimento de simuladores de sistemas dinâmicos 
contínuos e hierárquicos. Em processo de edição pela Embrapa Informática Agropecuária, 
2014.
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DLL são mais fáceis porque, quando as funções em uma DLL são alteradas, 
os aplicativos que as utilizam não precisam ser recompilados ou vincularem 
novamente argumentos de função. Oferece suporte a programas multilín-
gues: programas escritos em diferentes linguagens de programação podem 
chamar a mesma função da DLL. 
Gostaria de agradecer à Embrapa por ter me proporcionado a oportunidade 
de desenvolver este trabalho. Agradeço, de forma particular, aos pesquisa-
dores Adauto Luiz Mancini e Luis Gustavo Barioni pelo apoio e orientação 
durante o desenvolvimento do projeto.
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O modelo crescimento e composição de bovinos da UCDavis (OLTJEN et 
al., 1986) foi passado para a linguagem C++ e  tem o objetivo de Simular o 
Crescimento e a Composição Corporal de Bovinos, em função do genótipo 
e da quantidade de energia consumida pelo animal. O framework de simu-
lação MacSim3, composto de uma biblioteca de classes C++ para a simula-
ção de sistemas dinâmicos contínuos, foi usado para a implementação do 
modelo.
Método
O modelo Oltjen estima a dinâmica do peso vivo de bovinos e sua compo-
sição corporal (i.e., a proporção de gordura corporal) por meio de equações 
diferenciais ordinárias de primeira ordem. 
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 Identificação Declaração Unidade Faixa Valida Tipo
Peso Inicial InC_LWInit Kg 150-600 Estático
Condição corporal InC_CCInit Adimensional 1-9 Estático
Peso Vazio à Maturidade InC_MatEBW Kg 300-1500 Estático
Ingestão de Energia Metabolizável In_MEI Mcal/dia >0-60 Dinâmico
Concentração energética da dieta In_MEC Mcal/dia >0-4 Dinâmico
O modelo possui três variáveis de estado: massa de proteína, massa de gor-
dura e massa de DNA. A massa de DNA não é de interesse como resultado, 
mas define o potencial de síntese de proteínas no animal ao longo do tempo. 
Os valores das variáveis de estado são estimados a partir de dados de peso 
vivo inicial do animal e sua condição corporal além do peso do animal na 
maturidade (que é basicamente uma função da raça e do sexo do animal). 
Quando a concentração de energia metabolizável da dieta é alterada, é 
gerado um evento no modelo para recalcular a eficiência de utilização de 
energia. 
A simulação é feita com passos de tempo de um dia e pode gerar resultados 
de até mil e quinhentos dias após a data inicial.
Variáveis de estado
Valores de entrada
 Identificação Declaração no modelo Unidade
 Massa de Gordura St_Fat Kg
 Massa de Proteína St_Prot Kg
 Massa de DNA St_DNA g
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Valores de saída
Cálculos
f_EBW = St_Fat + St_Prot /  0.2201
f_SBW = f_EBW/ 0.891
f_LW = f_SBW/0.96
f_FatPercInit = (0.333 + 0.0833 * InC_ CCInit) * (f_SBW - 54.6) / (8.26 + 0.01* f_SBW )
f_DME = 0.4380 – 0.2615 * f_EBW / InC_MatEBW
f_P = In_MEI / f_DME
f_NUT_Prot = 0.83 + 0.20 * f_P / (0.15 + f_P)
f_NUT_DNA = -0.7 + 1.7 * f_P
f_km = 1.37 – 0.138 In_MEC + 0.0105 In_MEC 2 -1.12/ In_MEC
f_Maint = (0.077 / f_km) * f_SBW0.75
f_RE = (In_MEI - f_Maint)* Aux_kg
f_kg = 1.42 – 0.174 In_MEC + 0.0122 In_MEC 2 -1.65/ In_MEC
Resultados
O exemplo abaixo demonstra os parâmetros iniciais e os resultados da 
simulação do modelo descrito. Em função de  não haver dados experimen-
tais, os resultados da simulação não podem ser comparados com dados 
reais. A concepção do z MacSim mostrou-se adequada para a implementa-
ção do modelo descrito, permitindo uma estruturação fácil dos parâmetros, 
 Identificação Declaração Unidade Tipo
 Peso vivo Out_LW kg Dinâmico
 Porcentagem de gordura Out_FatPerc % Dinâmico
 Condição corporal Out_BCS kg Dinâmico
 Grau de maturidade Out_Maturity - Dinâmico
 Ganho de peso total OutE_TLWG kg Estático
 Ganho de peso médio diário OutE_AvgLWG kg Estático
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 Nome Valor Unidade
 Peso inicial 300 kg
 Condição corporal 6 Adimensional
 Peso vazio à maturidade 750 kg
 Ingestão de energia metabolizável 9 Mcal/dia
 Concentração energética da dieta 2.5 Mcal/dia
 Nome Valor Unidade
 Peso Vivo 332 kg
 Porcentagem de Gordura 31,44 %
 Condição Corporal 55,59 kg
 Grau de Maturidade 270 -
 Ganho de Peso Total 32 kg
 Ganho de Peso Médio Diário 0,12 kg
Valores de entrada
Valores de saida
valores iniciais, fórmulas e fluxos que caracterizam o modelo descrito neste 
trabalho.
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Mudanças climáticas podem causar impactos em diversos segmentos so-
cioeconômicos do Brasil, como agricultura e pecuária, geração de energia, 
abastecimento de água e ocorrência de desastres naturais. Assim deriva a 
importância em estudar a causa e a dimensão destas mudanças para que 
ações possam ser tomadas, a fim de se evitar, ou ao menos minimizar, os 
impactos negativos. Uma alternativa para detectar mudanças climáticas é 
por meio de estudo de tendências de dados passados. Uma análise espacial 
de tendência permite concluir em quais regiões uma determinada variável 
está sofrendo mudanças significativas. 
Este estudo tem como objetivo calcular e regionalizar tendências temporais 
significativas em séries históricas entre os anos de 1961 e 2011 para as va-
riáveis meteorológicas: precipitação (mm), temperatura média (°C), umidade 
relativa (%), evapotranspiração potencial (mm/dia) e frequência de geadas 
(dias) no Brasil, utilizando o método Contextual Mann-Kendall (CMK).
Na falta de uma rede meteorológica com maior densidade de estações para 
todo Brasil, foram utilizados mapas interpolados pelo Climatic Research 
Unit (CRU) (UNIVERSITY OF EAST ANGLIA CLIMATIC RESEARCH UNIT, 
2012). Os mapas interpolados possuem frequência mensal e resolução 
espacial de 0.5° de longitude por 0.5° de latitude. Para a realização dos 
cálculos, a área continental do Brasil (contida entre os limites -73.5° e -35.0° 
de longitude e 5.50° e -33.5° de latitude) foi separada das demais. Para o 
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estudo, foi escolhido o período entre 1961 e 2011, resultando num total de 
612 meses de dados para cada variável. Para uma análise mais coerente e 
evitar a influência da sazonalidade nos resultados, cada mês de cada variá-
vel foi analisado separadamente.
Para uma análise de consistência dos dados, as séries históricas interpo-
ladas pelo CRU foram comparadas com séries históricas de dados obser-
vados (temperatura média e precipitação) de 290 estações do INMET. A 
correlação linear entre as séries foi alta, com uma correlação média de 0.815 
para precipitação e 0.889 para temperatura média. Para solidificar esta aná-
lise, atualmente outros índicies de estimativa do viés entre as séries estão 
sendo gerados. 
Para o cálculo das tendências foi utilizado o método CMK (NEETI; 
EASTMAN, 2011) que consiste numa regionalização do teste de Mann-
Kendall (KENDALL, 1975; MANN, 1945) para satisfazer um dos princípios 
fundamentais da Geografia de que regiões vizinhas tendem a possuir ca-
racterísticas semelhantes. O teste de Mann-Kendall é um método robusto, 
sequencial e não paramétrico, utilizado para determinar se determinada 
série de dados possui uma tendência temporal de alteração estatisticamente 
significativa. Por se tratar de um método não paramétrico, este método não 
requer que os dados apresentem distribuição normal (YUE et al., 2002). Por 
não exigir uma distribuição normal dos pontos, o método de Mann-Kendall 
é frequentemente utilizado para o cálculo de tendências em séries de va-
riáveis ambientais. O método baseia-se em rejeitar ou não a hipótese nula 
(H0), de que não exista tendência na série de dados, adotando-se um nível 
de significância (α). O nível de significância pode ser interpretado como a 
probabilidade de cometer-se o erro de rejeitar a H0 quando esta for verda-
deira. Para o presente estudo foram adotados níveis de significância de 1, 5 
e 10%, sendo levados em consideração os sinais dos resultados para saber 
se as tendências são positivas ou negativas. 
Os dados foram compilados e analisados utilizando-se o software de 
Sistema de Informação Geográfica (SIG) IDRISI Selva 17.02 (CLARK 
LABS, 2012). Pelo seu módulo Earth Trends Modeler (ETM) é possível ana-
lisar tendências em séries históricas espacialmente distribuídas. O CMK é 
um dos métodos de análise de tendências contidos no ETM/IDRISI, que 
permite aplicá-lo a séries históricas de mapas e imagens para cada um de 
seus pixels. Permite ainda classificar ou regionalizar o mapa resultante de 
níveis tendências.
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Assim como em estudos recentes de tendências meteorológicas globais 
(INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE, 2007), a tem-
peratura média apresentou uma grande área com tendência temporal 
significativa para o período estudado, com valores relativos à percentagem 
do território do Brasil, variando de 48,39% (setembro) a 82,79% (outubro). O 
oeste da Amazônia, oeste da região Centro-Oeste e norte da Caatinga não 
apresentaram tendências positivas significativas. 
As tendências positivas na temperatura média influenciaram na frequência 
de geadas, sendo detectadas tendências negativas (redução no número de 
dias com geadas) no sul de Minas Gerais (julho) e no Paraná (junho).
Para a variável precipitação, a maior parte do território do Brasil não apre-
sentou tendências significativas com valores de áreas sem tendência varian-
do de 74,22% (março) a 95,82% (novembro). Áreas espalhadas ao longo 
da Caatinga na região Nordeste apresentaram uma maior frequência de 
meses com tendência positiva significativa. O oeste da Amazônia apresen-
tou tendência positiva significativa no período mais chuvoso (janeiro a abril) 
e negativa no período mais seco (junho a setembro), indicando extremos 
mais acentuados.
A umidade relativa apresentou um equilíbrio entre as tendências. Uma 
região compreendida entre o sul do Ceará e os sertões de Pernambuco e 
Paraíba apresentou uma tendência positiva significativa em todos os meses. 
Os estados de Santa Catarina e Rio Grande do Sul também apresentaram 
uma predominância de tendências positivas. O Centro-Oeste e o leste do 
Pará apresentaram tendências predominantemente negativas. 
A evapotranspiração potencial apresentou uma relação diretamente pro-
porcional à temperatura média, predominando tendências positivas, princi-
palmente no Centro-Oeste e no leste da região amazônica. Em geral, a re-
gião a oeste do paralelo -55.00 ou não apresentaram tendência significativa 
ou apresentaram tendências negativas.
O IDRISI demonstrou-se bastante eficiente e ágil para trabalhar com séries 
históricas distribuídas espacialmente, bem como regionalizar suas tendên-
cias com facilidade, com ferramentas para compilar, visualizar e analisar as 
séries históricas. O método CMK mostrou-se mais adequado do que o Teste 
de Mann-Kendall em análises espaciais, pois evita a ocorrência de resultados 
espúrios e ruídos, mantendo a coerência e integração de regiões de tendên-
cias semelhantes e corrigindo efeitos da interpolação espacial dos dados.
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Foi desenvolvido um aplicativo para a contagem de objetos em imagens, e 
para o cálculo das áreas destes, cuja implementação original foi realizada 
no ambiente MATLAB. Ele agora está sendo convertido para C++, para 
então ser vinculado a uma aplicação web, de maneira que possa ser utiliza-
do por um amplo público alvo, independentemente do MATLAB, que é um 
ambiente proprietário. Uma aplicação web possui uma interface simplificada 
em comparação com o uso do MATLAB, além de ser utilizável de qualquer 
computador sem instalação prévia de qualquer software específico.
Para este fim, está sendo utilizada a biblioteca OpenCV para realizar as 
operações básicas sobre as imagens. O tipo Mat (matriz multidimensional) 
é utilizado, além de diversas funções disponíveis na biblioteca.
Segundo Zarrinkoub e Martin (2009), a principal diferença entre MATLAB e 
C++ no que diz respeito ao código é a facilidade existente em MATLAB para 
se realizar processamento em matrizes. Por exemplo, em C++ é necessário 
inicializar as matrizes manualmente, enquanto MATLAB possui funções para 
inicialização das matrizes com tipos comuns de matrizes, como a matriz 
identidade. Matrizes em MATLAB são um tipo elementar de dados, sendo 
que as operações mais simples sobre vetores, por vezes, têm de ser subs-
tituídas por construções mais complicadas.
Há muitas outras diferenças importantes, incluindo o fato de que, segundo 
Barberis e Semeria (2007), o MATLAB define os tipos de suas variáveis 
dinamicamente, isto é, não requer que o programador especifique o tipo 
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das variáveis em suas declarações e também permite o reúso destas com 
tipos diferentes ao longo do tempo, além de que suas muitas bibliotecas não 
estão sempre disponíveis em C++, restando ao programador utilizar alguma 
biblioteca como o OpenCV.
Ao converter MATLAB para C++, deve-se ter uma descrição dos parâmetros 
de entrada da função que se deseja converter, pois, por ser uma linguagem 
interpretada, MATLAB não requer declarações de tipos de variável. Um fator 
complicador é que em MATLAB pode haver um número variável de parâme-
tros e não há correspondência entre todos os tipos de dados disponíveis nas 
linguagens, diretamente.
A biblioteca utilizada, o OpenCV, é uma biblioteca de código aberto que 
inclui centenas de algoritmos de visão computacional, altamente úteis para 
o projeto aqui descrito, por se tratar de um aplicativo de processamento de 
imagens.
Ele possui uma estrutura modular, que significa que o pacote inclui diversas 
bibliotecas estáticas ou compartilhadas. Seus diversos módulos permitem, 
entre outras coisas, definir matrizes multidimensionais de maneira eficiente, 
aplicar diversos filtros e transformações geométricas às imagens.
Adicionalmente, o OpenCV lida automaticamente com o gerenciamento de 
memória (HUAMÁN, 2013). Todas as estruturas de dados utilizadas pelas 
funções e métodos da biblioteca têm destrutores que desalocam os buffers 
de memórias quando necessário, mas considerando possíveis compartilha-
mentos de dados, efetuados quando uma cópia de uma estrutura de dados 
é realizada, implementada sempre por referência, com um contador de nú-
mero de referências.
Atualmente, a conversão encontra-se em um estágio intermediário, na qual 
a parte automática do processamento relativa à contagem de imagens é 
realizada com sucesso, com essencialmente os mesmos resultados obtidos 
no processamento no MATLAB. 
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Os eventos extremos mais comuns que ocorrem no Brasil estão relacio-
nados com os eventos hidrológicos. Em particular, a intensificação destes 
eventos no estado da Bahia, como o aumento de secas severas e focos de 
enchentes, tem provocado inúmeras perdas à agricultura de sequeiro dessa 
região. Para abordar esse problema, o objetivo deste trabalho foi identificar 
e analisar a ocorrência de eventos extremos de precipitação em diferentes 
regiões pluviometricamente homogêneas da Bahia, para o período de 1981 
a 2010, associada aos episódios de El Niño Oscilação Sul (Enos). 
Foram utilizadas séries históricas de precipitação disponibilizadas pela 
Agência Nacional de Águas (ANA), pelo portal HidroWeb, referente a 92 
estações meteorológicas. A primeira etapa constou da aplicação de méto-
dos de agrupamento de dados (clusterização), para transformar as séries 
históricas de precipitação mensal em zonas pluviometricamente homogê-
neas, conforme a similaridade de comportamento das chuvas. Em particu-
lar, o algoritmo k-means (HAN; KAMBER, 2011) foi utilizado para a tarefa 
de segmentação das zonas homogêneas. Posteriormente, os dados foram 
transformados em séries anuais e por meio da Técnica dos Quantis, com as 
ordens quantílicas 85% e 15%, foram definidos os limiares superiores para 
e eventos extremos “muito chuvosos”, e inferiores para os “muito secos” 
(XAVIER et al., 2002). Foi utilizado o Índice de Sazonalidade para compa-
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rar os valores médios de cada ano com relação ao padrão da componente 
sazonal ao longo da série histórica (NEVES; CRUZ, 2007). Informações 
de ocorrência dos fenômenos El Niño de Oscilação Sul, disponibilizadas 
pela National Oceanic and Atmospheric Administration (NOAA) (NATIONAL 
OCEANIC AND ATMOSPHERIC ADMINISTRATION, 2012), foram utiliza-
das para explicar as flutuações climáticas ocorridas nesse período. 
A Figura 1a mostra o agrupamento de cinco zonas pluviométricas no estado. 
A disposição dos clusters evidencia a distribuição decrescente nos volumes 
de chuva, das extremidades leste e oeste para o interior (BARBOSA, 2000). 
A zona de menor volume pluvial anual está localizada ao norte do estado 
e é considerada uma região com risco de aridização, apresenta volumes 
de 438 mm. Em contraste, a zona localizada na faixa litorânea apresenta 
volume de 2033 mm, Figura 1b.
Figura 1. Regionalização pluviométrica do estado da Bahia (a); Mapa pluviométrico 
com médias anuais para o período de 1981 a 2010 (b).
(a) (b)
A Tabela 1 mostra a classificação dos anos com eventos extremos em todas 
as zonas, evidenciando a não similaridade dessas ocorrências no estado. 
Observa-se a predominância de anos muito secos na década de 90. Os 
anos desta década, 1990, 1993, 1996 e 1998, marcaram a história das 
secas ocorridas no Nordeste (BARBOSA, 2000). Os anos de 2001 e 2003 
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também classificados como muito secos integram os anos de grandes per-
das agrícolas na Bahia, a saber: de -7,3% em 1993, -6,7% em 1996, -9,4 em 
1998 e -6,2% em 2001, destacando perdas expressivas nas safras do feijão, 
mandioca, cana-de-açúcar e cacau (BAHIA EM NÚMEROS, 2010). No ano 
de 1993 foram registrados os menores volumes pluviais em quase todas 
as zonas (0, 1, 2 e 3, com 160 mm, 323 mm, 512 mm, 900 mm, respectiva-
mente), foi o ano mais seco, atingindo fortemente o setor agropecuário com 
perdas totais de safras e morte de inúmeros animais. Para os anos classi-
ficados como muito chuvosos ocorreram uma variação entre as décadas, 
prevalecendo a década de 80, com os anos 1985 e 1989.
Os resultados da análise do índice sazonal corroboraram com os resultados 
da classificação dos anos com ocorrência de extremos. Os anos classifica-
dos como muito secos apresentaram meses com volumes pluviais muito 
abaixo da sazonalidade da série temporal estudada, principalmente em 
meses correspondente a estação chuvosa, com impactos diretos à produção 
agrícola destas regiões. Da mesma forma, os anos com registros de eventos 
muito chuvosos apresentaram volumes pluviais muito acima da sazonalida-
de da série histórica. 
Na Bahia, os anos com eventos muito secos, Tabela 1, estão em quase sua 
totalidade associados à ocorrência do fenômeno El Niño, como por exemplo, 
os episódios nos anos de 1982, 1987, 1990, 1993, 1998 e 2003 (NATIONAL 
OCEANIC AND ATMOSPHERIC ADMINISTRATION, 2012). A década de 90, 
registrada como de maior ocorrência dos eventos secos, foi também a déca-
da com maior ocorrência de fenômeno El Niño, com intensidade forte, para o 
período analisado. Referente aos anos classificados como muito chuvosos, 
Tabela 1. Limites de classificação anual para identificação dos anos com eventos 
extremos. 
Evento extremo Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 
Limiares Q(15) ≤273 mm ≤478 mm ≤646 mm ≤1202 mm ≤820 mm 
Muito seco 
1982; 1990; 
1993; 1998; 
2001 
1990; 1993; 
1996; 2001; 
2003 
1982; 1990; 
1993; 1996; 
2003 
1987; 1993; 
1996; 1998; 
2003 
1984; 1990; 
1993; 1996; 
2007 
Limiares Q(85) ≥633 mm ≥834 mm ≥1075 mm ≥1542 mm ≥1250 mm 
Muito chuvoso 
1985; 1988; 
1989; 1995; 
2004 
1985; 1989; 
1992; 2000; 
2005 
1985; 1989; 
1992; 2004; 
2005 
1985; 1989; 
1992; 1999; 
2000 
1985; 1989; 
1992; 1999; 
2009 
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Tabela 1, nota-se que estes coincidem em quase sua totalidade com os anos 
de ocorrência de La Niña (1985; 1988, 1989, 1995, 1999, 2000 e 2001). Tais 
resultados são coerentes com a atuação do fenômeno para região Nordeste, 
que favorece a intensificação das chuvas na região.
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Os satélites da série National Oceanic and Atmospheric Administration 
(NOAA), inicialmente desenvolvidos para coleta de informações meteo-
rológicas, vêm sendo empregados, não somente no monitoramento da 
vegetação, mas também em monitoramento agrícola (NOAA SATELLITE 
INFORMATION SYSTEM, 2013). Devido à sua alta resolução temporal, 
garantia de cobertura global e gratuidade das imagens, é elevada a proba-
bilidade de obtenção de imagens em boas condições (isto é, pouca nebulo-
sidade e baixa inclinação da visada) ao longo do ciclo de desenvolvimento 
de uma área agrícola. (GONÇALVES; ZULLO JUNIOR, 2009).
Uma maneira de mensurar as imagens espectrais adquiridas pelo sensor 
é pelo cálculo de índices espectrais. Índice espectral é o resultado de 
operações matemáticas entre os valores números dos pixels da imagem 
relacionada à banda de radiação. Para monitoramento de áreas vegetadas, 
utilizam-se os índices de vegetação espectral. Um índice de vegetação es-
pectral é a razão, diferença ou outra transformação espectral de dados dos 
vegetais, para a representação das características da cobertura vegetal, 
tais como: índice de área foliar (HOLBEN et al., 1980; PRINCE, 1993), peso 
da vegetação úmida, peso da vegetação seca e porcentagem de cobertu-
ra vegetal (SENAY; ELLIOT, 2002), sendo que o Índice de Vegetação da 
Diferença Normalizada (NDVI) (ROUSE et al., 1973) é o índice de vegetação 
mais utilizado. 
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Considerando a influência do NVDI na produção agrícola, a estimativa dos 
valores de NVDI pode ser avaliada como uma importante ferramenta para 
estimar a produção agrícola. Portanto, visando à importância de estimar 
a aos valores do NDVI, esse trabalho tem como objetivo fazer uma aná-
lise comparativa de dois modelos de previsão desses valores a partir de 
dados coletados mensalmente, no período de nove anos, do município de 
Araçatuba - SP. 
Para esse estudo, valores de NDVI no período de abril de 2001 a dezem-
bro de 2009, provenientes do tratamento de imagens do município de 
Araçatuba, adquiridos pelo AVHRR/NOAA, foram utilizados para a geração 
dos modelos. 
Neste estudo, foram empregados dois métodos distintos para estimar os 
valores de NDVI: a regressão linear e modelo de Auto-Regressivo Integrado 
de Médias Móveis (Arima) que é uma generalização do modelo Auto-
Regressivo de Média Móvel (Arma).
Utilizamos o Software R (versão 3.0.1), um software estatístico, para de-
senvolver as análises estatísticas. O R é uma linguagem muito utilizada na 
estatística que permitem a manipulação, análise de dados, e produção de 
gráficos.
Na regressão linear simples foi ajustado o melhor modelo, com base nos 
erros, com os valores mensais de NDVI do ano de 2008 e 2009, para prever 
os valores de NDVI para os próximos anos. 
Inicialmente, foi gerado modelo de regressão linear simples com os valores 
mensais de NDVI do ano de 2008 e 2009. Já no modelo Arima, foi utilizado 
a série toda (2001 até 2008) para ajustar o melhor modelo. 
Com o modelo obtido pela regressão linear simples, foi possível prever os 
valores de NDVI de 2009, dado os valores de 2008, e em seguida comparar 
os valores estimados pelo modelo com os dados reais de 2009. Na Figura 1 
podemos visualizar esta comparação. 
Em seguida, foi gerado o modelo Arima utilizando os valores de NVDI de 
2001 a 2008. Na Figura 2 podemos comparar novamente os valores estima-
dos pelo modelo com os valores reais.
Pela Tabela 1 é possível analisar os erros e concluir que o método de análise 
por regressão linear simples é o mais adequado para esta análise.
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Figura 1. Comparativo 
dos valores de NDVI reais 
e estimados utilizando 
regressão linear.
Figura 2. Comparativo 
dos valores de NDVI reais 
e estimados utilizando 
modelo Arima.
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Tabela 1. Erros do modelo Arima e da regressão linear simples. 
 Erro (Arima) Erro (regressão) 
Março_2009 0,062 0,035 
maio_2009 0,047 0,052 
Junho_2009 0,087 0,066 
Julho_2009 0,13 0,12 
Agosto_2009 0,093 0,13 
Setembro_2009 0,088 0,11 
Outubro_2009 0,13 0,084 
Novembro_2009 0,05 0,096 
Dezembro_2009 0,038 0,03 
Janeiro_2010 0,022 0,03 
Fevereiro_2010 0,031 0,036 
Março_2010 0,043 0,032 
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Este trabalho tem como objetivo apresentar as etapas do desenvolvimento 
de um aplicativo  para dispositivos moveis, smartphones e tablets. Com a 
globalização tecnológica, é necessário adequar-se para se ter uma quali-
dade de produção elevada. O grande crescimento do uso de Smartphones 
e tablets mostra que cada vez mais pessoas estão se adaptando às novas 
tecnologias, gerando novas oportunidades nesse mercado de dispositivos 
móveis. Por serem equipamentos de fácil uso, para certas aplicações, muita 
gente já está substituindo os laptops por dispositivos móveis, tendo acessos 
mais rápido às informações de forma simples e objetiva. Neste cenário, foi 
proposto o desenvolvimento do aplicativo do sistema de monitoramento 
agrometeorológico Agritempo, para o sistema operacional móvel Android, 
com o objetivo de facilitar o acesso a algumas informações do site Agritempo 
(AGRITEMPO, 2013) tanto na cidade quanto no campo.
Para o desenvolvimento do projeto, está sendo utilizada a IDE Eclipse com 
Android Software development kit (SDK) Tools com a versão mínima de API 
11 (Android 3.0) e objetivando a versão mais nova do mercado, até então a 
18 (Android 4.3). Toda a programação back-end está sendo feita em lingua-
gem Java e para a interface do aplicativo, está sendo utilizada a linguagem 
XML, podendo ser trabalhado com as duas linguagens dentro da mesma 
IDE.
Os mapas agrometeorológicos mostrados no aplicativo são encontrados 
pela Uniform Resource Locator (URL) destes que estão disponíveis online 
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no site do Agritempo (AGRITEMPO, 2013), sem a necessidade de uma co-
nexão direta com um servidor. É possível a criação de uma lista de estados 
favoritos para facilitar o acesso aos mapas, essa lista será salva em banco 
de dados local SQLite com a função de manter um estado como padrão 
para a visualização dos mapas pesquisados. O aplicativo conta também 
com um recurso de obtenção da localização atual do usuário por emio de 
GPS e internet, o que possibilita o acesso aos mapas do estado atual sem a 
necessidade do acesso à lista de estados favoritos. Este parágrafo pode ser 
melhor observado no esquema da Figura 1.
Figura 1. Esquema do uso do aplicativo para dispositivo móvel.
A tela de Séries Históricas de Chuva deve conter uma série de regras 
para gerar a URL do mapa requisitado. No momento do uso da tarefa, o 
aplicativo é capaz de identificar o dispositivo como smartphone ou tablet, 
podendo assim criar a forma de visualização dos mapas mais adequada. No 
Smartphone, após as definições do usuário para a visualização do mapa de-
sejado, o mapa aparece em outra janela. No tablet, por ter um display maior, 
é possível visualizar o mapa na mesma janela de definição do usuário. Isso 
pode ser verificado na Figura 2.
O desenvolvimento das telas de zoneamento de risco climáticos permitirá 
verificar a possibilidade de plantio por períodos decendiais das culturas e 
localizações escolhidas pelo usuário.(AGRITEMPO, 2013).
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A base do projeto é a simplicidade de acesso aos recursos mais utilizados 
no site Agritempo. Com essa proposta, pretende-se facilitar a busca por 
informações de monitoramento agrometeorológico utilizando tecnologias 
atualmente muito utilizadas, que são os dispositivos móveis.
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Figura 2. Diferença de display para o tablet e smartphone.
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O artigo segundo do Acordo Ortográfico (AO90) – assinado em Lisboa, em 
16 de dezembro de 1990, por todos os países membros à época, e promul-
gado no Brasil em 29/9/2008 pelo Decreto nº 6.583 (no caso do Brasil, sua 
entrada em vigor está prevista para 1/1/2016, conforme o Decreto nº 7.875, 
de 27/12/2012) – determina que “os estados signatários tomarão, através 
das instituições e órgãos competentes, as providências necessárias com 
vista à elaboração, até 1 de janeiro de 1993, de um vocabulário ortográfico 
comum da língua portuguesa, tão completo quanto desejável e tão nor-
malizador quanto possível, no que se refere às terminologias científicas e 
técnicas” (grifo nosso).
Nesse sentido, no âmbito do Projeto Vocabulário Ortográfico Comum da 
Língua Portuguesa (VOC), coordenado pelo Instituto Internacional da Língua 
Portuguesa (IILP), foi prevista a inclusão das primeiras terminologias, quais 
sejam: Agricultura, Pesca, Meio Ambiente, Saúde, Educação e Legislação. 
Essa tarefa de sistematização terminológica foi iniciada pelo domínio da 
Agricultura por duas razões: primeiramente, já existe um vocabulário con-
trolado bastante robusto, denominado Agrovoc, que vem sendo organizado 
pela Food and Agriculture Organization of the United Nations (FAO), desde 
a década de 1980. Esse vocabulário contém mais de 30.000 conceitos 
organizados de forma hierárquica e associativa com equivalentes em 26 
línguas, dentre elas o português, variedade europeia. Em segundo lugar, o 
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GETerm/UFSCar tem um acordo de cooperação com a Empresa Brasileira 
de Pesquisa Agropecuária (Embrapa), empresa vinculada ao Ministério da 
Agricultura, Pecuária e Abastecimento (Mapa), criada em abril de 1973, 
que tem como missão “viabilizar soluções de pesquisa, desenvolvimento 
e inovação para a sustentabilidade da agricultura, em benefício da socie-
dade brasileira”3. Em razão de sua missão, a Embrapa detém ricas bases 
de conhecimento, vocabulários, corpora e, evidentemente, especialistas de 
domínios ligados à Agropecuária. 
Este trabalho apresenta a tarefa de aproveitar o trabalho já feito pela FAO 
no Agrovoc, uma vez que esse vocabulário já traz os equivalentes em portu-
guês europeu, e considerar as listas de termos obtidas de terminologias que 
estão sendo elaboradas atualmente pela Embrapa para alguns subdomí-
nios da Agropecuária, tais como Intensificação Agropecuária, Agroecologia, 
Recursos Hídricos, Mudanças Climáticas, Informação Geoespacial, entre 
outros, para incluir a variedade brasileira do português no Agrovoc.
Para a tarefa de sistematização da terminologia brasileira da Agricultura e 
sua harmonização com a variedade europeia, foram desenvolvidas pela 
Embrapa: Informática Agropecuária uma interface denominada Agrovoc 
Search4 e uma ferramenta denominada Etecam, que executa um matching 
de termos.
A interface foi configurada para recuperar termos em inglês (língua padrão 
do Agrovoc) e as respectivas variantes em determinadas línguas de origem 
latina (português europeu, espanhol, francês e italiano), permitindo que a 
comparação apoie a escolha das melhores opções em português brasileiro 
que podem ser incluídas no sistema. Conforme pode ser visto na Figura 
1, o Etecam permite a realização das seguintes tarefas: dada uma lista de 
termos como entrada, a ferramenta perscruta no Agrovoc se aqueles termos 
já existem. Se sim, os termos são extraídos com as suas relações hierárqui-
cas e associativas, bem como com os equivalentes em espanhol, francês, 
italiano e português europeu. Os termos que não existem no Agrovoc são 
enviados ao especialista de domínio que faz a seleção e, no caso de se 
tratar de um termo da Agricultura, o elege para a inclusão futura no Agrovoc, 
conforme mostra a Figura 2.
3 Disponível em: <http://www.embrapa.br/a_embrapa/missao>. Acesso em: 13 set. 2013.
4 Disponível em: <http://www.etermos.cnptia.embrapa.br/agrovocsearch/#>. Acesso em 
13 set. 2013.
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Figura 1. Esquema de funcionamento do Matching de termos Etecam.
Figura 2. Inclusão de termos no Agrovoc Search.
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Atualmente, os resultados advindos da aplicação desta metodologia aos 
subdomínios da Intensificação Agropecuária e Agroecologia têm-se mostra-
do bastante positivos; pois além das propostas dos mapas conceituais ex-
traídos automaticamente, foram identificados e incluídos 1213 novos termos 
e/ou conceitos no Agrovoc na variedade brasileira do português.
Tais resultados mostram que a evolução desse trabalho tem viabilizado a 
execução de etapas básicas de um processo mais amplo que visa atender 
as seguintes demandas em relação às terminologias agropecuárias: 1) o 
atendimento às exigências do AO90; 2) a harmonização terminológica em 
língua portuguesa no domínio da Agricultura (pareando as variedades eu-
ropeia e brasileira); e, principalmente, 3) a sistematização da terminologia 
brasileira para a Agricultura e domínios afins. Além disso, no nível mais ope-
racional, possibilita que as ferramentas de automatização de algumas ati-
vidades desse processo sejam utilizadas em outras tarefas terminológicas.
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Os Sistemas de Informações Geográficas (SIG) permitem a realização de 
análises complexas ao integrar dados de diversas fontes e ao criar banco de 
dados georreferenciados (ASSAD; SANO, 1998).
A distribuição no espaço geográfico e a estimativa da produção agrícola 
são fundamentais para o planejamento estratégico do estado e auxiliam 
na formulação de políticas públicas, para a organização da logística de 
distribuição e para segurança alimentar, além de atuar como importante 
fator na formação de preços nos mercados externos e internos (ASSAD et 
al., 2009).
O presente trabalho tem como objetivo demonstrar a importância da espa-
cialização de dados e do estudo da produtividade no Brasil para tomada de 
decisões.
Os dados brutos para a elaboração da espacialização da produtividade 
foram obtidos em IBGE (2011). As variáveis utilizadas foram a quantidade 
produzida (Q) e a área plantada (AP) de milho e feijão em âmbito municipal. 
A partir destes dados, foi calculada a produtividade (P = Q/AP (kg/ha)), 
sendo posteriormente separadas em faixas de produtividade, confor-
me WebAgritec (Sistema de Orientação Tecnológica para o produtor da 
Empresa Brasileira de Pesquisa Agropecuária (Embrapa).
Em seguida, os dados foram organizados no formato de planilha do Excel e 
lançados no software ArcGis.9.3. Como resultado tem-se a espacialização 
geográfica da produtividade de milho e feijão no Brasil (Figura 1). Com a 
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planilha foi possível à obtenção de uma tabela demonstrando as faixas de 
produtividade e a quantidade de municípios que estão enquadrados nestas 
faixas (Tabela 1 e 2).
Figura1. Mapa da produtividade de feijão e mapa da produtividade de milho no 
Brasil.
Tabela 1. Produção e municípios produtores de milho de 2011. 
Faixa de 
produtividade 
(kg/ha) 
Produção 
(milhões de 
toneladas) 
Municípios 
# 
Produção 
(%) 
Municípios 
(%) 
0 - 2000 2,71  2234 4,86 42,3 
2001 - 4000 12,77  1401 22,95 26,53 
4001 - 6000 20,4  1089 36,66 20,62 
6001 - 8000 10,61  398 19,06 7,54 
8001 - 10000 8,83  150 15,87 2,84 
>10000 0,34  9 0,61 0,17 
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Pode-se observar que a maioria dos produtores se encontra no ranking 1 de 
produtividade (0-2000 kg/ha de milho; 0-1000 kg/ha de feijão).
Na produção de milho se considerar que 1500 municípios que estão no ranking 
1 mudarem para o ranking 2 (2001-4000 Kg/ha), haverá um aumento de apro-
ximadamente 5 milhões de toneladas em sua produção. Já na produção de 
feijão se considerar que 3200 municípios mudem do ranking 1 para o 2 (1001-
2000 kg/ha) haverá um aumento na produtividade de 1 milhão de toneladas. 
O incremento tecnológico é uma forma de se aumentar a produtividade de 
uma determinada região, porém devem-se considerar também as condições 
climáticas e físicas das áreas em questão. A existência de regiões com alta 
produtividade próximas as de baixa, observadas na Figura 1, é uma forte evi-
dência de que o incremento tecnológico pode ser considerado uma forma de 
aumentar a produtividade de uma área fazendo com que ela salte de ranking 
1 para o 2. Pela estimativa da meta de produção realizada por Brasil (2009), 
percebe-se que o incentivo no aumento da produtividade dos produtores do 
ranking 1 sem o aumento da área se torna muito mais eficaz do que o incen-
tivo ao aumento da área de produção. Portanto, para que o Brasil aumente 
sua produção agrícola, não há necessidade de expansão de área.
Conclui-se que a espacialização dos dados é uma ferramenta que possibilita 
o estudo da produtividade das culturas analisadas e pode ser utilizada em 
tomadas de decisão para o crescimento na produção de uma maneira mais 
eficiente.
Tabela 2. Produção e municípios produtores de feijão de 2011. 
Faixa de 
produtividade 
(kg/ha) 
Produção 
(milhões de 
toneladas) 
Municípios 
# 
Produção 
(%) 
Municípios 
(%) 
0 - 1000 1,06  3290 30,93 70,34 
1001 - 2000 1,29  1164 37,43 24,89 
2001 - 3000 1,02  215 29,7 4,6 
> 3000 0,07  8 1,93 0,17 
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O projeto Metodologia para Mapeamento da Atividade Agrícola no Brasil 
(Mapagri) é financiado pela Empresa Brasileira de Pesquisa Agropecuária 
(Embrapa) e tem como objetivo o desenvolvimento de um conjunto de me-
todologias capazes de sistematizar o mapeamento e monitoramento, em 
escala regional, das principais culturas agrícolas no Brasil, baseando-se em 
análises temporais de índices de vegetação, como o Normalized Difference 
Vegetation Index (NDVI) (ROUSE et al., 1973).
Para auxiliar este tipo de análise está sendo desenvolvida, em linguagem 
Java, uma aplicação Web para a leitura de um banco de dados geoespa-
ciais e geração de gráficos temporais, descrevendo a evolução dos índices 
de vegetação de uma determinada região, a partir de pontos ou perímetros 
geográficos. 
Para a formação do banco de dados geoespaciais foram extraídas informa-
ções de imagens do sensor Moderate Resolution Imaging Spectroradiometer 
(Modis), a bordo do satélite Terra, para a geração de uma série histórica de 
13 anos de valores de NDVI de toda extensão do território brasileiro. As 
imagens foram obtidas do Banco de Produtos Modis na Base Estadual 
Brasileira (EMBRAPA INFORMÁTICA AGROPECUÁRIA, 2013) um repo-
sitório de imagens de índices de vegetação do sensor Modis mantido pela 
Embrapa Informática Agropecuária (ESQUERDO et al., 2011). A série histó-
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rica de cada ponto na superfície terrestre (numa resolução espacial de 250 
m x 250 m) foi extraída a partir de rotinas desenvolvidas em programação 
Interactive Development Language (IDL) e armazenada em um banco de 
dados Postgree, de onde são realizadas as buscas SQL para geração dos 
gráficos do sistema.
O sistema permite que, por meio de ferramentas simples, pesquisas sejam 
feitas a partir de um ou mais pontos geográficos, ou até mesmo através de po-
lígonos, que podem ser modelados de acordo com a necessidade do usuário 
através de um mapa dinâmico com ferramentas de navegação, como zoom, 
borracha para apagar ponto ou polígonos desenhados, além de opções de 
marcação de mapa, todos desenvolvidos utilizando a tecnologia OpenLayers. 
Após a seleção dos pontos, é feita uma pesquisa no banco de dados, sendo 
retornadas informações referentes ao índice de vegetação desses pontos. 
Essa informação refere-se à série histórica do NDVI daquele ponto ou con-
junto de pontos. Em seguida, as informações retornadas são processadas 
para que um gráfico, referente à região selecionada, seja gerado utilizando 
componentes do Primefaces, um framework que auxilia no desenvolvimento 
de sites dinâmicos. A Figura 1 ilustra a tela do sistema, onde o perfil temporal 
do NDVI de um ponto da superfície foi gerado.
Figura 1. Tela do sistema de perfis.
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Para desenvolvimentos futuros, pretende-se ampliar o sistema para que o 
mesmo seja capaz de gerar gráficos temporais a partir de outras bases de 
dados espaciais, como informações meteorológicas (precipitação e tempe-
ratura, por exemplo). O sistema está em fase de testes e uma vez finalizado 
possibilitará aos usuários a geração rápida de perfis temporais de NDVI, 
auxiliando no processo de identificação de culturas agrícolas. No desenvol-
vimento deste sistema estão envolvidos três pesquisadores, um analista e 
um estagiário, este último responsável pela montagem da estrutura gráfica 
do site e suas principais funcionalidades.
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O Núcleo de Desenvolvimento Institucional (NDI) da Embrapa Informática 
Agropecuária, no exercício de sua atribuição de apoio à Chefia Geral em 
relação às necessidades e prioridades para melhoria da qualidade dos 
procedimentos da Unidade (EMBRAPA, 2011), em parceria com o Setor 
de Gestão de Pessoas (SGP), coordena a implantação da elaboração, 
documentação e disponibilização de Procedimentos Operacionais Padrão 
(POP) de suporte à pesquisa. A descrição de POP, considerada uma fer-
ramenta da qualidade, contém informações específicas e descreve como 
cada atividade deve ser realizada e quem é responsável por sua execução, 
sistematizando-a e tornando-a de fácil entendimento (LABORATÓRIO 
CENTRAL DE SAÚDE PÚBLICA, 2012). No final de 2012, os supervisores 
de Setores e Núcleos internos priorizaram e descreveram, juntamente com 
as suas equipes, os procedimentos que apresentavam baixa satisfação dos 
clientes. Com isso, surgiu a necessidade de organizar instrumentos e méto-
dos para análise destes procedimentos e para a comunicação do resultado 
obtido. O atendimento dessa necessidade é discutido neste trabalho. O SGP 
recebeu as descrições de POP e as registrou em uma planilha de controle 
de recebimento. Esta planilha contém as colunas: setor responsável, tema 
do procedimento, responsável pela descrição e status (possíveis valores 
definidos: “Em elaboração”, “Finalizado”, “Não iniciado” e “Sem informa-
ção”). Para aqueles procedimentos com valor de status “Finalizado”, foram 
recebidas onze descrições de POP, em arquivo texto, no seguinte formato: 
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nome do procedimento; objetivo do procedimento; relação de documentos 
de referência necessários à execução do POP; indicação do local de apli-
cação do procedimento; relação de siglas e sua explicação, caso sejam 
usadas no POP; descrição das etapas do procedimento, com detalhamento 
das tarefas e seus respectivos executantes e responsáveis. A partir destes 
dois artefatos, um processo de análise de descrição de POP foi definido com 
os respectivos instrumentos e métodos. A validação deste processo foi feita 
pela análise das onze descrições recebidas. O processo é composto de três 
etapas: Preparação para a Análise; Realização da Análise; e, Comunicação 
do Resultado da Análise. Para a etapa Preparação para a Análise, foram 
definidos os critérios a serem considerados para cada um dos itens da 
descrição de POP, apresentados na Tabela 1. Foi estruturada, para o item 
Tabela 1. Critérios para análise de descrição de POP no CNPTIA. 
Item Critério(s) 
1. Nome - Ser o menor resumo do objetivo do procedimento. 
- Estar consistente com o objetivo e a descrição do 
procedimento. 
- Estar em linguagem apropriada ao público (executor e 
cliente). 
2. Objetivo - "A que se destina": descrever a ação do POP e utilizar 
verbo sempre no infinitivo. 
- "Razão da existência" descrever a utilidade do POP.  
- "Importância" descrever o benefício que o POP 
proporciona. 
3. Documento de 
referência 
- Ter relação de documentos que podem ser consultados 
ao executar o POP e aqueles citados no item 
"6.Descrição". 
4. Local de aplicação - Ter indicação do(s) local(is) onde o procedimento é 
executado (ambiente ou setor). 
5. Siglas - Devem ser descritas no formato: SIGLA - <descrição da 
sigla>. 
- Conter todas as siglas citadas no item "6. Descrição". 
6. Descrição - Descrever as etapas do procedimento com os perfis 
dos executantes e dos responsáveis - e não o nome de 
pessoa - e com todos os artefatos de entrada e saída . 
- Documentos tipo "Manuais de uso/usuário" não 
precisam estar na descrição, devem ser referenciados 
e relacionados no item "3. Documentos de referência". 
- Descrever sigla somente no item "5. Siglas". 
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da descrição “Objetivo do procedimento”, uma planilha para auxiliar a iden-
tificação dos critérios, contendo as colunas: setor responsável; responsável 
pela descrição; texto do objetivo (obtido do documento de descrição do 
POP); critério “a quê se destina” o procedimento; critério “razão da existên-
cia” do procedimento; e, critério “importância” do procedimento. Definiu-se 
a seguinte forma de preenchimento das colunas referentes aos critérios: 
identificar na coluna “texto do objetivo” os termos referentes ao atendimento 
do critério, se houverem; caso contrário, preencher com o termo “Não cons-
ta”. Para registrar o resultado de análise de cada item da descrição de POP, 
estendeu-se a planilha de controle de recebimento acrescentando-se as 
colunas: “1.Nome” (do procedimento); “2.Objetivo” (divido em “A que se des-
tina”; “Razão da existência”; e “Importância”); “3.Documento de referência”; 
“4. Local de aplicação”, “5. Siglas”; “6. Descrição”; e “7. Observações gerais”. 
E, por fim, a estrutura para registro do parecer de cada POP é composta 
pelo próprio documento original da descrição do POP acrescida do subitem 
“Comentário” a cada item de descrição. Para a etapa Realização da Análise, 
definiu-se que o NDI faria uma análise prévia e o resultado seria validado 
numa plenária com os participantes do SGP. Para a etapa Comunicação do 
Resultado da Análise, foi definido que os pareceres seriam gerados e discu-
tidos com cada Responsável de POP para o aprimoramento das descrições. 
A validação deste processo iniciou-se com o envio dos artefatos (onze des-
crições de POP e a planilha de controle de recebimento) do SGP para o NDI. 
Em seguida, analisou-se, para cada descrição, cada item e seus respecti-
vos critérios de aceitação. O registro desta análise foi feito nas respectivas 
planilhas “Objetivo do procedimento” e “Resultado da Análise”. Se o critério 
estava atendido, a coluna correspondente era preenchida com o termo “ok”; 
caso contrário, preenchida com uma justificativa do não atendimento ao cri-
tério e, quando possível, com uma sugestão/orientação. O uso da planilha 
específica para análise do item “Objetivo” proporcionou uma análise contex-
tual clara do mesmo por meio da identificação do conteúdo representativo 
de cada critério e do registro do resultado da análise resumido na planilha 
estendida. Este resultado foi levado à validação na análise em plenária com 
os participantes do SGP e, por consenso, ajustes foram feitos nesses resul-
tados. A partir desses resultados, foram elaborados os pareceres para cada 
descrição de POP recebida, com as orientações de alinhamento aos critérios 
de descrição estabelecidos. A definição do processo de análise de descrição 
de POP e seus respectivos instrumentos e métodos de apoio (i) organizou 
o registro de todo o processo, facilitando a elaboração dos pareceres; (ii) 
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levou aos responsáveis pela descrição de POP a transparência do processo 
de análise; e, (iii) a adoção de padrão para descrição de ações resultou em 
descrições claras e simples as quais facilitam o entendimento por parte dos 
envolvidos no POP. Além disso, contribui para o fortalecimento das ações do 
NDI designadas a ele no Regimento Interno da Unidade (EMBRAPA, 2011). 
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Figura 1. Esquema de arquivos para Website, contendo um único CSS para defini-
ção do estilo.
Benefícios e dificuldades do uso de CSS 
para criação de websites
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Cascading Style Sheets (CSS), tem sido utilizado amplamente com o objeti-
vo de padronizar e permitir um desenvolvimento de sistemas Web com faci-
lidade de manutenção (HTML.NET, 2013). Essa linguagem para estilos, que 
define o layout de documentos HTML, possibilitou uma redução no trabalho 
despendido com a criação e composição de cada página em um Website, e 
também no tempo de manutenção. Quando o conteúdo do Website gerado 
é muito extenso, percebe-se ainda melhor os benefícios do uso de arquivos 
CSS. A Figura 1 apresenta um único arquivo CSS (styles.css) que define a 
propriedade de todo o site.
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Figura 2. Tela atual do sistema Agritempo.
Neste cenário, o objetivo deste trabalho é apresentar o desenvolvimento 
do layout de interfaces de sistemas web por meio do uso de CSS, ressal-
tando seus benefícios e suas dificuldades de codificação. Neste trabalho 
foi utilizado o sistema Agritempo como estudo de caso. Foram utilizados os 
programas Adobe Dreamweaver e NetBeans para o desenvolvimento do 
novo layout. A Figura 2 mostra a página inicial atual do sistema Agritempo.
O atual Website é dividido em 3 colunas, um cabeçalho e um rodapé. 
Desenvolvido em 2002, há 10 anos, o design do Agritempo é simples e com 
poucos recursos de interação considerando os padrões atuais. A nova pro-
posta de design do Website foi a de reformular completamente, mudando a 
estrutura das colunas, principalmente do espaçamento e da aparência. Com 
esse propósito, após várias reuniões e modificações, o resultado obtido foi 
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um novo layout que agrega mais funcionalidades e pequenos ajustes de 
espaçamento, ganhando assim um design mais moderno. No decorrer da 
codificação, foram encontradas algumas dificuldades de implementação, 
como por exemplo, tamanho de DIVs; efeito hover, que troca de cor o link; 
espaçamentos e sobreposições.
Além disso, o Website foi desenvolvido considerando a padronização da 
codificação, que é gerenciado pelas normas de uma organização indepen-
dente, a World Wide Web Consortium (W3C). A W3C tem como membros a 
Microsoft, Fundação Mozilla entre muitas outras, que juntas formam um con-
senso sobre o futuro desenvolvimento de normas (W3SCHOOLS, 2013). As 
dificuldades de implementação e mudanças na disposição dos elementos na 
tela foram solucionadas ao longo do desenvolvimento do sistema. A Figura 3 
mostra o novo design da tela principal do Agritempo.
Figura 3. Novo design do sistema Agritempo.
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De forma geral, existem muitas vantagens de se utilizar o CSS, como os 
estilos sofisticados e diferentes aplicados a todas as páginas de um websi-
te, possibilitando que o autor use novos formatos para o mesmo conteúdo. 
Outra vantagem é a possibilidade de criar e manter o website concentrando 
as alterações em uma única página de estilo, o que mantém a consistência 
do Website (MACEDO, 2004). Desta forma, a contribuição deste trabalho 
está em mostrar que a adoção do CSS no design da nova interface do sis-
tema Agritempo, permitiu padronizar todas as páginas do website, além de 
facilitar a manutenção, uma vez que o sistema é desenvolvido por um grupo 
de programadores.
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Atualmente, muitas empresas vêm adotando a conduta de contratar estagi-
ários. Devido a uma série de benefícios para ambas as partes, empresa e 
estagiário, tal política tem se mostrado uma excelente escolha. A Embrapa 
é uma dessas empresas que mantêm um abrangente programa de estágio. 
O objetivo deste trabalho é apresentar as definições de estágio no cenário 
atual brasileiro e mostrar as vantagens do estágio para as empresas e para 
os estudantes. Visa também a contemplação do processo de estágio da 
Embrapa Informática Agropecuária.
O estágio é definido como “ato educativo escolar supervisionado, desenvol-
vido no ambiente de trabalho, que visa à preparação para o trabalho produ-
tivo de educandos que estejam frequentando o ensino regular em institui-
ções de educação superior, de educação profissional, de ensino médio, da 
educação especial e dos anos finais do ensino fundamental, na modalidade 
profissional da educação de jovens e adultos.” (BRASIL, 2008).
Do ponto de vista da empresa, o fato de contratar pessoas jovens, dotadas 
de ideias novas, demonstra que a contratação de estagiários representa um 
perfil inovador para a empresa, levando em conta que esse tipo de profis-
sional pode gerar inovações e melhorias dos processos de trabalho. Além 
da oportunidade de beneficiarem-se com os frutos do trabalho realizado por 
pessoas jovens, atualizadas e criativas, as empresas que possuem progra-
mas de estágio são bem vistas perante a sociedade. Essa boa imagem traz 
credibilidade e admiração em relação ao comprometimento social da empre-
sa com a educação e inclusão dos jovens na vida profissional.
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No estágio, o estudante procura aplicar os conhecimentos adquiridos no seu 
curso, o que permite conhecer o lado prático de sua profissão. Além disso, 
o estágio é importante para o aprendizado de posturas, comportamentos e 
relacionamento interpessoal necessários em um ambiente de trabalho, o 
que é essencial para uma carreira de sucesso. Vale reforçar que experiên-
cias de estágio enriquecem o currículo e costumam ser considerados uma 
vantagem na participação de processos seletivos futuros. Além disso, o es-
tágio costuma ser a porta de entrada para o mercado de trabalho de muitas 
pessoas. Segundo dados levantados em 2013 pela TSN InterScience, a 
pedido do Centro de Integração Empresa-Escola (CIEE) constatou-se que, 
no Brasil, cerca de 65% dos estudantes são efetivados nas empresas onde 
estagiam logo após se formarem. O censo 2011 aponta que 63,5% das pes-
soas que estudam em uma faculdade cursam durante o período noturno, 
o que indica que a maioria trabalha durante o dia para conseguir bancar 
os estudos. O estágio contribui também para esse custeio, já que apenas 
38,2% do total de alunos ingressantes no Brasil terminam o seu curso, ou 
seja, uma grande parte não conclui ou abandona o curso, em sua maioria 
por falta de condições financeiras.
Segundo uma pesquisa realizada pela Associação Brasileira de Estágios 
(ABRES) no ano de 2013, houve um aumento significativo de 51% de 
pessoas cursando o nível superior durante a última década (2002 - 2012), 
passando de 479.275 para 1.056.069, entretanto a porcentagem de pessoas 
cursando faculdade no Brasil ainda é pequena: de acordo a Organização 
para a Cooperação e Desenvolvimento Econômico (OCDE) (OCDE, 2013), 
somente 11% da população entre 25 e 64 anos de idade concluíram o ensino 
superior, quando o recomendável pela mesma Organização é, ao menos 
31%. Ainda segundo ABRES (2013), no Brasil somente 9% dos jovens entre 
18 a 24 anos ingressaram em uma faculdade, totalizando 15,4 milhões de 
jovens e somente 6,66% conseguem uma vaga de estágio nas empresas.
Na Embrapa, a concessão de estágios é amparada pela Lei 11.788/2008 
e pela Norma de Estágios da Embrapa e engloba alunos de cursos de 
Ensino Fundamental (a partir do 6º ano), de Ensino Médio, de Educação 
Profissional e Tecnológica, de Ensino Superior e de Pós-graduação.
Atualmente, na Embrapa Informática Agropecuária, há 96 estagiários, dos 
quais 89,1% são estudantes de Graduação; 4,5% de Mestrado; 3,6% de 
nível Médio/Técnico e 2,7% de Doutorado. A Empresa concede estágios de 
diversas áreas do conhecimento. Do total atual de estagiários da Embrapa 
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Informática Agropecuária 83,6% estagiam na área de Pesquisa e 16,4% 
estagiam na área Suporte à Pesquisa. Os estagiários que atuam na área de 
Pesquisa desenvolvem suas atividades nas áreas de: Novas Tecnologias, 
Geotecnologias, Modelagem Agroambiental, Inteligência Agroambiental, 
Inteligência Computacional, Bioinformática, Software Livre, Organização 
da Informação Eletrônica, Redes de Computadores e Matemática 
Computacional. Já os que atuam no Suporte à Pesquisa são: Setor de 
Gestão de Pessoas, Setor de Infraestrutura e Logística, Biblioteca, Núcleo 
de Comunicação Organizacional, Núcleo de Tecnologia da Informação, 
Transferência de Tecnologia e Núcleo de Desenvolvimento Institucional.
Foi realizado um levantamento pelo Setor de Gestão de Pessoas do número 
de contratações de estagiários nos últimos 13 anos (Figura 1).
Figura 1. Número de contratações de estagiários nos últimos 13 anos.
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013 *Até Outubro
0
50
100
150
200
34 44 43
62
84 96
128 140 114 122
142 145
171
Analisando a Figura 1 pode-se concluir que houve um crescente aumento do 
número de estagiários de 2003 até 2008, ano em que se atingiu o número 
de 140 estagiários na Unidade. Esse número caiu no ano de 2009, para 114 
estagiários, e cresceu novamente, até os dias de hoje. Lembrando que a 
quantidade de estagiários do ano de 2013 inclui somente os meses de janei-
ro até outubro e, ainda assim, representa um novo recorde de contratações 
de estagiários, devendo este número aumentar até o fim do ano.
Contratar um estagiário resulta em uma série de benefícios tanto para o 
estudante quanto para a empresa. Para aproveitar esses benefícios, o es-
tudante deve estar disposto a aprender a ser produtivo, e a empresa deve 
estar disposta a ensinar e oferecer um ambiente propício ao aprendizado. 
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A reciprocidade entre as partes garante que será uma boa experiência para 
ambos. O número de estagiários na Embrapa é crescente e faz-se necessá-
rio tornar os processos eficientes e obter a colaboração de todos os envolvi-
dos (supervisor de estágio, estudante e instituição de Ensino).
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A Comunicação Interna engloba todas as práticas e processos comunica-
tivos de uma organização com o seu público interno (empregados, colabo-
radores e terceirizados), sendo concebida por um conjunto de veículos de 
comunicação interna (KUNSCH, 2009).
Aliado a este contexto, o uso de novas tecnologias para apoiar a comunica-
ção organizacional vem crescendo vertiginosamente, exigindo uma postura 
cada vez mais cuidadosa e crítica dos profissionais de comunicação, evitan-
do ou superando o uso indevido dos veículos e das informações disponibili-
zadas por estes (SCROFERNEKER, 2006).
O presente trabalho tem como objetivo apresentar a evolução da Televisão 
Corporativa, criada pelo Grupo de Pesquisa em Novas Tecnologias da 
Embrapa Informática Agropecuária e potencializada por meio de técnicas 
de design específicos da área de Publicidade e Propaganda, comunicando 
visualmente um conceito, uma ideia, e não simplesmente deixando a apa-
rência de textos e imagens “mais bonita”.
A integração deste novo veículo compõe e colabora para a existência de 
uma política de “comunicação interna integrada” (KUNSCH, 2009), pois 
Introdução
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proporciona a veiculação de notícias em linguagem midiática particular, ágil, 
clara, com atratividade, credibilidade e factibilidade, sendo gerida por uma 
equipe multidisciplinar dentro de um conjunto de veículos com outras espe-
cificidades e movidos por outras técnicas convencionais.
A TV corporativa foi implantada na Unidade em setembro de 2011. Em duas 
televisões de 40 polegadas, conectadas em um micro PC com acesso à 
internet. Num primeiro momento foram realizados testes de composições 
de layout das notícias, evoluindo para novas interfaces até que, no início de 
2013, foi implantado o padrão seguido atualmente.
O processo de criação semanal das telas consiste nas seguintes etapas: 
seleção de cerca de 10 notícias que tenham impacto para a Unidade e no 
dia a dia dos empregados (seleção realizada por estagiários e pela coor-
denadora da área de comunicação interna do Núcleo de Comunicação 
Organizacional (NCO) e, logo em seguida, as notícias são enviadas para a 
área de Publicidade, Propaganda & Marketing que realiza uma ampla pes-
quisa de imagens priorizando arquivos em alta definição, com boa composi-
ção espacial dos elementos fotográficos que melhor represente o conceito 
da mensagem veiculada. O software utilizado para a criação das telas é o 
Adobe InDesign, uma das melhores ferramentas de integração entre texto e 
imagem do mercado. 
A função principal do publicitário neste processo é sintetizar numa linguagem 
visual a informação de forma clara e atrativa, e este método é concretizado 
pelo design, que inclui os seguintes atributos: disposição de cores (contras-
te, sensações, texturas, combinações, temperatura); tipologia (textos curtos 
com fontes legíveis, alinhamento de textos); recurso minimalista nas telas; 
composição de imagem e texto (distribuição geométrica integrando imagem 
e texto), e sequência de telas (direcionadas ou aleatórias, tempo de exibi-
ção, modo de transição).
A seguir, há o histórico que demonstra a evolução do conceito da TV 
Corporativa nesta linguagem publicitária. A visualização do resultado pode 
ser observada se compararmos às telas dos anos anteriores: 
Material e métodos
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A criação do canal foi sugerida em diagnóstico levantado em 2011 com a 
participação de 97,5% dos empregados da Unidade, havendo sugestões 
concretas de implantação de televisão, no entanto, a inserção de técni-
Resultados e discussão
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cas de design só foi aplicada em 2013. No início, a diagramação era feita 
diretamente no software SlideShowPP que ainda não dispõe de recursos 
avançados para tratamento visual de imagem, tendo uma atratividade baixa 
na época. 
A evolução foi potencializada pela autonomia de criação e pela inserção 
do trabalho focado em Publicidade e Propaganda e Marketing. Sua recep-
tividade positiva pode ser comprovada pelo aumento de telespectadores; 
pela crescente manifestação de elogios orais e por e-mails dos emprega-
dos e chefias, além da colaboração participativa de telespectadores para 
a melhoria do projeto. Tem sido requisitada como canal de esclarecimento 
emergencial a dúvidas do público interno, reforços de avisos e para o enga-
jamento dos empregados em campanhas e ações especificas da Unidade 
e da Empresa.
Uma matéria jornalística já foi divulgada pela Embrapa, com amplitude na-
cional, apresentando a proposta. A TV também foi destaque em Relatório 
de Atividades da Embrapa Informática Agropecuária. Seis unidades da 
Empresa já passaram por treinamento para aquisição do conceito, em se-
tembro de 2013, sendo que dez unidades já oficializaram o pedido para a 
aquisição. 
A TV Corporativa prova a importância e o poder deste veículo como ins-
trumento de comunicação organizacional peculiar, resgatando a televisão 
e suas dimensões verbo-imagética e imagética, e, a partir de um trabalho 
multidisciplinar de profissionais de comunicação, pode colaborar e promover 
sensivelmente a comunicação com seus diversos públicos.
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A adoção de boas práticas na agricultura e de sistemas integrados de pro-
dução poderá fazer com que o setor agropecuário reduza as emissões de 
gases de efeito estufa (PINTO et al., 2013). 
O uso da terra teve uma mudança significativa no Brasil (LEITE et al., 2012). 
Essa mudança gerou um aumento na área agricultável para 270 milhões de 
hectares, sendo maioria dela área de pastagem (MARTINELLI et al., 2010). 
Aumentando assim a emissão de gases de efeito estufa (INVENTÁRIO..., 
2010). Portanto, o conhecimento do estoque de carbono no solo é funda-
mental para o país, por serem um componente muito importante na agricul-
tura de baixa emissão de carbono (ASSAD et al., 2013).
O Plano ABC tem auxiliado as ações que permitem reduzir ou evitar as emis-
sões de gases do efeito estufa, com metas estabelecida em Copenhague, 
realizada em 2009, as taxas projetadas na ocasião, para o ano de 2020, 
variam entre 36,1% e 38,9%, que correspondem a 1,2 bilhão de toneladas 
de carbono equivalente (CO2 eq).
O trabalho é composto pelo estudo dos estoques de carbono dos solos bra-
sileiros. Para isto, foram consideradas áreas de pastagens para as regiões 
Sul, Sudeste, Centro-Oeste, Norte e Nordeste, e uma delas foi o Estado de 
Roraima, na cidade de Boa Vista e regiões próximas.
As coletas de solos foram realizadas em áreas de pastagens naturais, áreas 
de Integração Lavoura Pecuária Floresta e vegetação nativa totalizando 27 
pontos de coleta. 
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As coletas foram realizadas pela equipe da Embrapa Informática com o au-
xílio da equipe de pesquisadores da Embrapa Agrofloresta Roraima. As co-
letas foram realizadas em Julho de 2013, sendo amostrados em cada ponto 
de coleta 3 anéis volumétricos com 6 profundidades sendo de 0 à 5 cm, 5 à 
10 cm, 10 à 20 cm, 20 à 30 cm, 30 à 40 cm e 40 à 60 cm de solo. Após as co-
letas, foram realizadas as medidas de densidade e porcentagem de carbono 
no solo. As medidas de densidade foram realizadas na Embrapa Informática 
e as análises de carbono na Embrapa Meio Ambiente em Jaguariúna, com o 
equipamento Analisador Elementar Truspec CN marca Leco.
A pastagem convencional apresentou, em média, 97,90 t ha-1 de C, a vege-
tação nativa 66,61 t ha-1, a ILPF 83,32 t ha-1, 53,84 t ha-1 de SAF e ILP 40,19 
t ha-1.
Essas informações serão fundamentais para o estabelecimento da linha de 
base do carbono para agricultura ABC no Estado de Roraima.
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Tabela 1. Resultados dos estoques médios de C (t/ha) a 60 cm em cada 
sistema e manejo do solo, para o Estado de Roraima. 
Sistema agrícola Nº pontos N º pontos (%) C (t/ha) 60 cm 
ILP 6 21 40,19 
SAF 3 11 53,84 
Vegetação nativa 6 21 66,61 
ILPF 6 21 83,32 
Pastagem 6 21 97,90 
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Desertificação tem se tornado um tema relevante para a comunidade cien-
tífica e os governos, especialmente nas últimas décadas, em diversas regi-
ões do mundo. A desertificação agrava problemas socioeconômicos, como 
pobreza e migração, o que afeta principalmente os povos e as comunidades 
mais vulneráveis, trazendo risco à segurança alimentar mundial (UNCCD, 
2013). Neste momento, com os resultados divulgados pelo Painel Brasileiro 
de Mudanças Climáticas (PBMC) (PBMC, 2013), de que com o aumento 
das temperaturas, o Norte e o Nordeste Brasileiros terão uma significativa 
redução da ocorrência de chuvas, os trabalhos para identificação da de-
sertificação se fazem ainda mais necessários. Segundo especialistas do 
PBMC, haverá um incremento nos eventos extremos de secas e estiagens 
prolongadas, principalmente nos biomas da Amazônia, Cerrado e Caatinga. 
Estabelecer indicadores confiáveis para obtenção de dados concretos so-
bre o processo de desertificação é necessário para tomada de decisão e 
estabelecimento de corretas e eficientes políticas públicas, para as regiões 
atingidas. 
Neste cenário, o sensoriamento remoto pode ser útil para análise da sus-
cetibilidade à desertificação, além do acompanhamento do processo de 
desertificação já instalado, por permitir uma análise espaço-temporal do 
processo a um baixo custo (ARAÚJO, 2010; PAIXÃO et al., 2009). Assim, 
o objetivo deste trabalho é avaliar a viabilidade do uso de séries temporais 
obtidas de imagens de satélite de baixa resolução espacial, analisadas por 
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meio da tarefa de agrupamento para identificação da ocorrência, ou não, do 
processo de desertificação.
A área de estudo deste trabalho está localizada no semiárido brasileiro. 
Foram escolhidos dez municípios da região de Cabrobó, PE, sendo nove em 
Pernambuco e um na Bahia. Eles estão situados entre as coordenadas geo-
gráficas 7°46’, 8°15’, 8°22’ e 9°8’ latitude sul e 39°7’, 40°12’, 37°48’ e 39°21’ 
longitude oeste. Foram usadas imagens do satélite NOAA, com resolução 
espacial de 1 km. Foram extraídas séries temporais quinzenais de valores 
de NDVI, de albedo e imagens de temperatura de superfície (TS) para o 
período de 2003 a 2009. Para análise dessas imagens, usou-se a técnica de 
mineração de dados empregando a tarefa descritiva de agrupamento pelo 
algoritmo k-means. Foi determinado de forma empírica e pela avaliação dos 
especialistas o valor de k igual a 3 e a distância euclidiana. O software utili-
zado para as análises foi o SatImagExplorer (CHINO et al., 2010). Na Figura 
1, é apresentada a metodologia utilizada neste trabalho.
Alguns resultados da análise de agrupamento são apresentados nas Figuras 
2 e 3. O cluster 0 (cor azul) corresponde aos valores mais baixos da série 
de NDVI, de albedo e de TS. O cluster 1 (cor verde) corresponde aos valo-
res intermediários e o cluster 2 (cor vermelha) são os valores mais altos. A 
partir dos agrupamentos das imagens de albedo, observou-se que não há 
Figura 1. Fluxograma das etapas realizadas neste trabalho.
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Figura 2. Resultados dos valores de NDVI em 2003 e em 2009.
Figura 3. Resultados dos valores de albedo em 2003 e em 2009.
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variação significativa nos valores durante os meses em um ano e também 
não há variação significativa entre os anos analisados. Na análise dos agru-
pamentos dos valores de NDVI e TS foi verificado um padrão mantido ao 
longo dos anos. O cluster 0 de NDVI apresentou média negativa de -0,04, 
sendo 2009 o único ano a não apresentar o valor negativo. O cluster 1 de 
NDVI teve média de 0,22 e o cluster 2 de NDVI teve média 0,31. O cluster 
0 de TS teve média de 31,6°C, o cluster 1 de TS teve média de 34,8°C e o 
cluster 2 de TS teve média de 37,5°C, sendo esta média geral para todos os 
anos. Nas análises não são vistas alterações significativas ao longo do ano, 
em geral há uma pequena oscilação nos valores do NDVI entre os meses 
de fevereiro e abril.
Os resultados obtidos mostram que a metodologia experimentada pode 
ser utilizada para a identificação de áreas em processo de desertificação. 
O sensoriamento remoto com imagens de baixa resolução espacial, porém 
com alta resolução temporal, apresentou bons resultados. NDVI e tempera-
tura de superfície podem ser consideradas variáveis úteis para as análises 
do processo de desertificação no nordeste brasileiro, enquanto os valores 
de albedo não apresentam resultado significativo para a região estudada.
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A melhoria dos níveis de qualidade, produtividade e competitividade agrícola 
buscada ao longo dos anos, somente é alcançada por meio de melhorias 
das técnicas de produção, entre elas a adoção da automação de processos 
(BANZATO, 2002). Com ela, é possível reduzir expressivamente o tempo 
e os erros de processamento em relação aos métodos manuais, estando, 
portanto, cada vez mais atrelada à agricultura, auxiliando tanto no desenvol-
vimento econômico quanto no social (EMBRAPA, 1996).
A presença de água no solo é um fator limitante para o desenvolvimento de 
qualquer cultura agrícola, estando ligada a vários processos vitais para as 
plantas. Para quantificação das condições hídricas de um solo existem diver-
sos métodos, sendo o balanço hídrico climatológico (BHC) de Thornthwaite 
e Mather (1955) o mais eficiente em função do tempo necessário para sua 
determinação e aplicabilidade em diferentes locais, pois são necessárias 
apenas as medidas da latitude, capacidade de água disponível (CAD) no 
solo, precipitação e evapotranspiração potencial de determinado local em 
um dado período de tempo (PEREIRA, 2005).
Antigamente, o BHC só podia ser determinado em locais onde existiam esta-
ções meteorológicas, porém atualmente, com o emprego de técnicas moder-
nas como o uso de satélites de monitoramento ambiental e meteorológico, 
é possível a obtenção de dados climáticos para uma maior gama de locais, 
aumentando também o tempo de trabalho demandado para determinação 
do BHC para todos os pontos de interesse. Neste contexto, o objetivo deste 
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trabalho é apresentar o desenvolvimento de um aplicativo que possibilite a 
automação da determinação do BHC para diversos pontos, utilizando plani-
lhas eletrônicas.
Os dados meteorológicos de temperatura e precipitação foram obtidos 
pelo satélite Tropical Rainfall Measuring Mission (TRMM), resultando numa 
série de 660.786 registros, representando 220.262 pontos do estado de 
São Paulo para os anos de 2008, 2009 e 2011. Os dados de entrada foram 
separados em arquivos texto de temperatura e precipitação para cada mês 
em cada ano em questão com as coordenadas longitude (x) e latitude (y) de 
cada ponto. Em seguida, foi desenvolvido um aplicativo na plataforma .NET, 
implementado na linguagem C#, que faz a ligação entre os dados meteoro-
lógicos de entrada e a planilha de cálculo desenvolvida em Microsoft Excel. 
A planilha foi preenchida com os dados meteorológicos mensais e acionada 
pelas macros responsáveis pela determinação do BHC, para então distribuir 
os resultados obtidos em arquivos de saída, também no formato texto. O 
usuário informa o diretório de cada arquivo mensal de temperatura e pre-
cipitação, o ano referente aos dados a serem processados, o diretório de 
destino onde serão gerados os arquivos de saída e o diretório que contém 
a planilha de cálculo. Após a determinação do balanço hídrico na planilha, 
o aplicativo realiza sua leitura, obtendo os dados calculados de evapotrans-
piração potencial (ETp), evapotranspiração real (ETr), deficiência hídrica 
(DEF), excedente hídrico (EXC) e o índice de satisfação da necessidade de 
água (Isna), separados em arquivos de formato semelhante aos de entrada 
Esta metodologia está ilustrada no fluxograma da Figura 1.
A leitura, o processamento e a exportação dos dados do BHC, para cada 
ponto, utilizando o aplicativo desenvolvido demorou em média 0,35 segun-
Figura 1. Fluxograma da determinação do balanço hídrico utilizando o aplicativo 
para automação do processo.
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do, tempo muito inferior quando comparado ao método manual, que leva 
cerca de 6 minutos para importar, processar e exportar os dados. Verifica-se 
então que a determinação do balanço hídrico climatológico para todos os 
registros pelo método manual levaria em torno de 60.572 horas para ser 
finalizado, ao passo que a utilização do método automatizado reduz o tempo 
de processamento total para apenas 64 horas. 
Além do tempo, outro fator importante foi a redução no risco de falha huma-
na no cálculo, visto que a participação do usuário foi restringida apenas a 
informar a localização dos arquivos contendo os dados. Com isso, conclui-se 
que é fundamental a utilização de automação para este tipo de processa-
mento, levando em conta a quantidade de dados a serem processados e a 
necessidade de obtenção destes resultados no menor intervalo de tempo e 
com a maior confiabilidade possível.
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O Sistema de Alerta de Ferrugem do Cafeeiro (SafCafe) é um sistema web, 
que permite exibir alerta, caso indique que a taxa de progresso da incidência 
da ferrugem seja maior ou igual a um valor preestabelecido em determinada 
lavoura. Para isto, utiliza dados meteorológicos e da lavoura. Também são 
utilizados modelos preditivos de alerta, desenvolvidos através de um proces-
so padrão de mineração dos dados.
Os modelos preditivos utilizados dentro do sistema, primeiramente, foram 
desenvolvidos por Meira et al. (2009). Porém, após análise de Di Girolamo 
Neto et al. (2012), foi constatado que os mesmos não estavam mantendo 
o poder de predição para condições mais recentes. Propôs-se então, que 
fossem substituídos por modelos mais atuais, modelados por Di Girolamo 
Neto (2013), contudo, o SafCafe não apresentava meios que permitissem a 
troca dos modelos preditivos.
Este trabalho objetiva apresentar o processo de análise e implementação 
de uma nova funcionalidade dentro do sistema, que permitirá substituir, 
através de uma interface amigável, os modelos de alerta para ferrugem do 
cafeeiro.
Para implementar esta nova funcionalidade é necessário primeiro entender 
como o sistema funciona para então realizar os procedimentos necessá-
rios. 
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Os dados climáticos são coletados por uma estação meteorológica automá-
tica em intervalos de trinta minutos, porém, para serem utilizados na predi-
ção, precisam ser convertidos para registros mensais. Então passam por um 
processo padronizado de preparação, onde são tratadas suas inconsistên-
cias e atributos desnecessários são excluídos. Após este procedimento, os 
dados da lavoura se juntam aos dados preparados, resultando no conjunto 
de dados utilizados na predição.
Para o processo preditivo que ocorre dentro do SafCafe é utilizada uma 
Interface de Programação de Aplicativos (API) do Weka (HALL et al., 2009), 
que contém repositório de algoritmos de aprendizado de máquina relaciona-
dos às atividades de mineração de dados.
Para realizar a predição através da API é necessário o conjunto de dados 
preparados, além de outros dois arquivos, um de extensão “.model” e outro 
de “.arff”. O primeiro representa o modelo preditivo e o segundo contém os 
atributos necessários para realizar o processo preditivo. Ambos gerados 
através do software Weka. Portanto, para substituir um modelo é necessário 
substituir os dois documentos (“.arff” e “.model”).
Propôs-se então, que a substituição ocorra da seguinte forma:
Estando o usuário na tela de modelos, ele deverá escolher qual destes 
ele deseja substituir. Para isto será necessário clicar em um botão que o 
levará a uma interface onde estarão contidas informações pertinentes ao 
processo.
Neste local, este deverá escolher primeiro o arquivo com extensão “.model” 
e a seguir o “.arff”.
Caso o primeiro arquivo selecionado seja inválido, deverá ser exibida uma 
mensagem para o usuário inserir o arquivo com extensão “.model”. Escolhido 
o primeiro de forma correta, se o segundo for de um tipo não aceito, o mes-
mo deverá acontecer, porém, o tipo de arquivo solicitado será “.arff”. 
Realizado os procedimentos anteriores, o usuário poderá então, enviar os 
novos arquivos para substituição, mas antes, caso seja necessário, poderá 
optar por escrever uma descrição para o novo modelo.
Na interface final (Figura 1), é possível visualizar a tela de modelos ao fundo. 
Ao centro, pode-se ver a tabela onde são exibidos os modelos. As últimas 
três colunas da tabela apresentam, respectivamente, o botão para visualizar 
a descrição, fazer download e realizar substituição destes.
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Ao clicar no botão para substituir, uma caixa de dialogo é exibida. Nesta há 
instrução para realizar a substituição dos arquivos e um botão para selecio-
ná-los. Logo abaixo do botão, estão os nomes dos arquivos selecionados e 
uma caixa de texto para ser digitada a descrição.
Na parte mais baixa da caixa é possível visualizar três botões, um para en-
viar os documentos para substituição, outro para limpar a seleção e outro 
para cancelar a operação.
O processo para substituição dos arquivos segue exatamente os procedi-
mentos descritos anteriormente, isto garante que os usuários não troquem 
os documentos, por outros de extensão inválida, prejudicando o processo 
preditivo do sistema de alerta.
Espera-se que com a implementação da substituição de modelos dentro 
do Sistema de Alerta da Ferrugem do Cafeeiro, seja possível que qualquer 
pesquisador, possa realizar as substituições de forma fácil e rápida e se-
gura, sem a necessidade de intervenção por parte dos desenvolvedores. 
Garantindo, assim, que o sistema esteja sempre com os modelos preditivos 
mais atualizados e eficientes.
Figura 1. Visão da tela de modelos quando o botão de substituição for acionado.
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O projeto Sistema de Informação de Experimentos (SiEXP), Gestão dos 
Dados Experimentais da Embrapa, oriundo de uma parceria entre 14 uni-
dades da Embrapa e liderado pela Embrapa Informática Agropecuária, 
consiste no desenvolvimento de um software, com recursos cliente/servidor, 
para criar, gerenciar e armazenar informações referentes à gerência de 
experimentos de várias unidades da Embrapa, organizando as diferentes 
responsabilidades de seus usuários e definindo o curso correto da informa-
ção para garantir que os dados científicos e operacionais dos experimentos 
sejam confiáveis, facilmente rastreáveis e armazenados com segurança.
O projeto está sendo desenvolvido no ambiente de desenvolvimento Eclipse 
Juno utilizando a linguagem de programação Java, que trabalha com o con-
ceito de Programação Orientada a Objeto (POO) (DEITEL; DEITEL, 2010; 
JANDL JUNIOR, 2008), organizando o sistema em um conjunto de classes 
e interfaces que determinarão o comportamento destes objetos por meio de 
métodos, e suas propriedades, também chamadas de atributos. Este tipo de 
programação é muito utilizado pois sua principal característica é a possibili-
dade de reutilização de código, o que faz com que o programa fique menor e 
sem repetições desnecessárias. Outro recurso bastante utilizado da POO é 
a interface, que define as ações que cada classe herdeira deve, obrigatoria-
mente, implementar, porém permitindo que cada classe implemente da ma-
neira que precise. Este recurso é utilizado quando várias classes possuem 
o mesmo método mas o executam de modo distinto.
Por se tratar de um software cliente/servidor, o projeto SIEXP está sendo 
desenvolvido utilizando a plataforma Java2 Enterprise Edition (J2EE), que 
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consiste em uma plataforma de desenvolvimento de aplicações java com 
amplos recursos de servidor (OLIVEIRA, 2013). Esta tecnologia é composta 
por uma série de protocolos, interfaces e serviços para aplicações multica-
madas.
Os padrões e tecnologias especificados na plataforma J2EE têm sua origem 
em tecnologias e recursos básicos da linguagem, os quais foram estudadas 
pelo estagiário: 1) Remote Method Invocation (RMI), chamada de métodos 
remotos que permite que objetos de outras máquinas virtuais JAVA interajam 
com objetos de outras máquinas virtuais JAVA, independente da localização 
destas; 2) Reflection, que consiste em explorar a estrutura e os métodos de 
uma classe JAVA em tempo de execução. Com esta tecnologia é possível 
acessar classes, atributos e métodos mesmo que sejam definidos como pri-
vados, ignorando assim o controle de acesso. Para evitar que isto aconteça 
faz-se uso de interfaces JAVA; e 3) Annotation, que são palavras específicas 
iniciadas com o símbolo @ e serão interpretadas na compilação para reali-
zar tarefas pré definidas. 
Na plataforma J2EE (THE JAVA EE..., 2013) estas tecnologias foam aperfei-
çoadas e padronizadas para permitir que o desenvolvimento de aplicações 
multicamadas sejam realizados em mais alto-nível, com a delegação para o 
servidor de aplicação do gerenciamento de aspectos relacionados a infraes-
trutura da aplicação (persistência dos dados, comunicação, etc. ...). 
Com as tecnologias expostas, a plataforma J2EE facilita o desenvolvimento 
de aplicações corporativas escaláveis, abreviando o tempo e a complexida-
de do desenvolvimento de sistemas multicamadas.
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O projeto Sistema de Informação de Experimentos (SIEXP), gestão de da-
dos experimentais da Embrapa, que está atualmente em na fase de desen-
volvimento, e dirigido pela Embrapa Informática Agropecuária em parceria 
com doze unidades pilotos (UPs), objetiva pontos como a padronização de 
coleta, armazenamento, disponibilidade e segurança em relação aos dados 
experimentais pertencentes à entidade. Este projeto é dividido em quatro 
módulos: coletores de dados (dispositivos móveis); Dispositivos de medição 
(balanças, analisadores de umidade, termômetros, etc.); Outro denominado 
“Migrador”, sendo responsável por migrar dados antigos para a nova base 
centralizada do SIEXP; O último denominado MWEB-SIEXP, cujo, tem o pa-
pel de servir como o ponto central do projeto, integrando os demais citados 
anteriormente.
O desenvolvimento do MWEB-SIEXP baseia-se em metodologias ágeis, 
utilizando adaptações do framework SCRUM e implantando os fundamen-
tos do manifesto ágil. A etapa de desenvolvimento utiliza de tecnologias 
como ORM Hibernate / JPA, PostgreSQL, HTML5 / CSS3, e o framework 
Primefaces. O propósito deste trabalho é apresentar e conceituar pontos 
sobre este framework.
A ferramenta Primefaces é uma biblioteca OpenSource de componentes, 
com foco na construção de interfaces de usuários para aplicações Web ricas 
(RIAs), e baseada em Java Enterprise Edition (Java EE), atualmente está 
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na versão 4.0 com uso da especificação JSF 2.2. Segundo Pessoa (2012), 
o uso do JSF permite o padrão de projeto MVC (modelo, visualização, con-
trole), desse modo, oferece a clara separação entre a visualização e regras 
de negócio (modelo).
O JavaServerFaces 2.2 (WIKIPEDIA, 2013) contem um conjunto de de-
pendências diretas, que devem ser conhecidas pelo desenvolvedor para 
o melhor entendimento do framework: JavaServerPages 2.2, incluindo 
Expression Language 2.2 (JSR-245); Expression Language 3.0 (JSR-341); 
Servlet 3.0 (JSR-315); Java Standard Edition, versão 6 (JSR – 270); Java 
Enterprise Edition, versão 6 (JSR-316); JavaBeans 1.0.1; JavaServer Pages 
Standard Tag Library (JSTL) 1.2. Essas JSRs estão livres para consulta e 
download no site do JCP (BRIGATTO, 2013).
O Primefaces tem atraído a preferência de muitos desenvolvedores ao ob-
servar alguns pontos interessantes: inserção no projeto utilizando somente 
um arquivo Jar de aproximadamente 1.7 MB, facilidade de uso, cinco anos 
no mercado, leveza, complexidade camuflada, suporte a vários navegado-
res, comunidade forte, sem dependências requeridas, uso difundido, flexibi-
lidade, compatibilidade com HMTL 5, ThemeRoller (arquivo .Jar) permitindo 
a fácil customização dos componentes, popularidade de uso, vários compo-
nentes de formulários (PRIMEFACES, 2011).
Há alternativas de frameworks JSF como o Richfaces e Icefaces, porém o 
Primefaces tem dominado esse cenário atualmente, demonstrado segundo 
gráfico gerado pelo Google Trends.
Figura 1. Popularidade Primefaces.
Fonte: Primefaces (2013).
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Este resumo tem como objetivo dar uma visão inicial sobre o framework 
Primefaces ao leitor, e apresentar alguns pontos diferenciais de outros fra-
meworks.
Foram verificados alguns pontos determinantes para a escolha desta ferra-
menta no desenvolvimento do projeto MWEB-SIEXP. Os quais permitem o 
melhor conhecimento da mesma, servindo como referência considerável em 
futuros projetos envolvendo desenvolvimento Web em plataforma Java EE.
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O projeto NATDATA (MACÁRIO et al., 2011), tem como objetivo geral o de 
prover para a Empresa Brasileira de Pesquisa Agropecuária (Embrapa) um 
ambiente tecnológico para a gestão da informação de recursos naturais dos 
biomas, visando a geração de inteligência competitiva para a agricultura 
brasileira. 
O problema encontrado no projeto é o de integrar várias bases de dados he-
terogêneas, construídas com sistemas gerenciadores de bancos de dados 
(SGBD) diferentes e que necessitam se comunicar para troca de informa-
ções com a plataforma em questão. 
Neste contexto, a aplicação da tecnologia de serviços web constitui uma 
peça importante para o desenvolvimento da plataforma pretendida sendo 
este o foco deste trabalho. Um serviço web é uma ferramenta muito útil para 
a integração de sistemas e em comunicação de aplicativos e plataformas 
diferentes.
O objetivo geral do trabalho é o de desenvolver e aplicar a tecnologia de ser-
viços web para a integração de dados de recursos naturais, como aqueles 
oriundos de bancos de dados de solos e clima.
A primeira etapa do trabalho consistiu no estudo da especificação JPA ou 
Java Persistence API (SUN MICROSYSTEMS, 2009) e de sua implementa-
ção Hibernate, bem como foram realizados estudos das ferramentas Jboss 
AS (BRAUN, 2013) e do SGBD PostgreSQL.
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A segunda etapa envolveu o desenvolvimento de serviços web, onde foram 
estudados os padrões existentes, tendo sido selecionado e utilizado o pa-
drão Representational State Transfer (REST) (FIELDING, 2000).
Na etapa seguinte, iniciou-se o desenvolvimento do mecanismo de filtro fle-
xível, onde as rotinas desenvolvidas preparam cláusulas de seleção em SQL 
de acordo com a escolha do usuário, permitindo a realização de consultas 
com encadeamento de critérios para seleção.
A arquitetura do filtro flexível consiste em três classes: Clausula, 
ClausulaComposta e ClausulaParser. A classe Clausula permite uma sele-
ção envolvendo atributos e valores utilizando operadores de comparação. 
Já a classe ClausulaComposta recebe objetos da classe Clausula e faz a 
junção com outras cláusulas já existentes utilizando operadores lógicos, e 
possui recursos que tornam possível a delegação de prioridades na seleção. 
A classe ClausulaParser faz com que, após o cliente enviar uma requisição 
ao servidor contendo os parâmetros necessários, seja organizado em uma 
instrução de seleção em linguagem SQL.
Como exemplo temos: (A == 10) && ( B > 5), onde serão selecionados os 
dados em que o atributo A possui valor 10, sendo está comparação repre-
sentada por um objeto da classe clausula, bem como no termo seguinte 
onde são selecionados itens com o valor de B maiores que 5 e por fim, as 
cláusulas são unidas pelo operador lógico && (and), representado por um 
objeto da classe ClausulaComposta.
Dessa forma o serviço, através da classe ClausulaParser criará a instrução 
de seleção SQL equivalente.
Uma vez que a implementação permite o encadeamento de mais de uma 
cláusula uma cláusula simples ou composta, torna-se possível expressar por 
meio destes objetos critérios complexos de seleção dos dados.
Após a finalização do mecanismo de filtragem, o mesmo foi aplicado na 
forma de serviços web para a recuperação de dados.
Por fim, foi criado um serviço web que permite a recuperação de infor-
mações sobre os dados presentes nos bancos de dados, a partir de suas 
descrições em formato XML. Em tal serviço, o cliente envia uma requisição 
para o servidor através de um serviço web, e recebe as informações dos 
bancos de dados disponíveis no sistema. A lista recebida se transforma em 
uma espécie de cardápio de dados que auxilia o usuário na identificação dos 
campos presentes nas bases.
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A Figura 1 ilustra a arquitetura da aplicação, na qual o cliente por meio de um 
serviço web, faz uma requisição proveniente de algum banco ligado ao sis-
tema. A aplicação acessa o serviço da ação a ser tomada e consulta a base 
de dados desejada para a coleta de informações, que serão repassadas ao 
usuário da plataforma.
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Figura 1. Arquitetura da aplicação NATDATA com a utilização 
de serviços web para a integração de dados.
Os resultados globais obtidos pela execução do trabalho foi o desenvolvi-
mento de serviços web que contribuem para a implementação da plataforma 
de integração de dados NATDATA.
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