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Las historias cl´ınicas electro´nicas contienen extensa informacio´n de
gran utilidad en ensayos cl´ınicos a gran escala y en el diagno´stico de
pacientes. En este trabajo abordamos el problema de asignar co´digos
ICD-9 tomando como entrada notas me´dicas escritas por personal sani-
tario. Para ello utilizamos el reciente dataset MIMIC-III, construyendo
un sistema que facilita el disen˜o, la implementacio´n y la evaluacio´n
de multitud de clasificadores multilabel fundamentados en regresio´n
log´ıstica, redes neuronales feedforward y redes neuronales recurrentes.
Nuestros resultados son similares a los obtenidos por otros investigado-
res. Los modelos basados en deep learning resuelven con e´xito la tarea
de clasificacio´n para las 10 etiquetas ICD-9 ma´s frecuentes.
Palabras clave: clasificacio´n multilabel, MIMIC, co´digos ICD-9, re-
gresio´n log´ıstica, redes neuronales, redes neuronales recurrentes.
Abstract
Electronic health records contain extensive information which is
very useful in large scale clinical studies and patient diagnosing. In the
present work we attempt the problem of auto assigning ICD-9 codes
based on free-text medical notes. To this end we use the relatively new
MIMIC-III dataset to build a framework that enables the design, imple-
mentation and evaluation of a variety of multilabel classifiers based on
logistic regression, feedforward neural networks and recurrent neural
networks. Our results align with those obtained by other researchers,
with our deep learning models solving the top 10 label ICD-9 classifi-
cation task moderately well.
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En este trabajo abordamos el problema de diagnosticar pacientes en base
a texto en formato libre escrito por me´dicos y otro personal sanitario. En
concreto, la entrada es un conjunto de notas me´dicas sobre un paciente y
la salida es un conjunto de enfermedades. El trabajo consiste en investigar,
implementar y evaluar distintos clasificadores que asignen a cada historial
cl´ınico un conjunto de co´digos, llamados co´digos ICD-9, que codifican enfer-
medades, afecciones y lesiones [26]. Para el desarrollo de los clasificadores
se exploran distintas te´cnicas basadas en procesamiento de lenguaje natural
(NLP) y aprendizaje automa´tico (machine learning). El objetivo final del
trabajo es hacer una comparativa del rendimiento de los clasificadores, con-
trastando los resultados de los que hasta la fecha se consideran estado del
arte con los resultados obtenidos por otros investigadores que han abordado
este problema y problemas similares (ve´ase el apartado 2.3). Estos clasifica-
dores esta´n basados en deep learning. Asimismo, el trabajo pretende tambie´n
exponer los fundamentos teo´ricos de las te´cnicas y los algoritmos empleados,
intentando justificar, en la medida de lo posible, por que´ funcionan y cua´nto
se adecu´an a la resolucio´n de este problema en particular.
Implementaremos 3 modelos:
regresio´n log´ıstica (logistic regression),
redes neuronales prealimentadas (feedforward neural networks), y
redes neuronales recurrentes (recurrent neural networks).
El primero es un modelo estad´ıstico ampliamente usado y el segundo
goza de una gran popularidad para multitud de problemas de aprendizaje
automa´tico, en particular para problemas de clasificacio´n. Las redes neuro-
nales recurrentes y sus variantes son redes neuronales especialmente u´tiles
para tratar de manera flexible y dina´mica datos temporales. Los fundamen-
tos de los tres modelos se explican en el cap´ıtulo 3.
5
Los modelos toman como entrada vectores reales x ∈ RD y producen
como salida vectores binarios y ∈ {0, 1}K , donde K es el nu´mero de clases.
Para nuestro problema, la entrada es un historial me´dico x ∈ RD y la salida
es un vector y ∈ {0, 1}K , donde K es el nu´mero de enfermedades y la entra-
da k-e´sima del vector y indica si el paciente padece la enfermedad k. Esto se
conoce como codificacio´n multi-hot. Se trata de un problema de clasificio´n
multiclass multilabel, pues hay ma´s de dos clases (K > 2) y cada ejemplo
puede asignarse a ma´s de una clase. Nosotros abordaremos el problema para
K = 10, tratando de implementar clasificadores que sean capaces de predecir
las 10 enfermedades ma´s comunes de nuestro dataset. El nu´mero D se conoce
como dimensio´n del espacio de caracter´ısticas (features). De alguna manera,
tendremos que convertir el texto de un historial me´dico a un vector de nu´me-
ros reales que codifique, en la medida de lo posible, toda la informacio´n que
podamos. Este proceso se conoce como extraccio´n de caracter´ısticas (feature
extraction) y es de vital importancia: si la entrada de nuestros algoritmos
modela mal el dominio de nuestro problema, obtendremos malos resultados,
por muy buenos que sean nuestros algoritmos de clasificacio´n. Nosotros usa-
remos una representacio´n muy sencilla para la entrada, conocida como bag
of words model, ampliamente usado en procesamiento de lenguaje natural.
x = (x1, . . . , xD) yˆ = (yˆ1, . . . , yˆK)
extraccio´n de
caracter´ısticas f
Figura 1.1: Diagrama representando el proceso de clasificacio´n. Dado un
texto, el proceso de extraccio´n de caracter´ısticas lo convierte a un vector
real de taman˜o fijo x. El modelo, una vez entrenado, toma como entrada
este vector y lo clasifica usando la funcio´n aprendida f . El resultado es un
vector yˆ de enfermedades en codificacio´n multi-hot.
En cuanto a co´mo aprenden los modelos, los tres son modelos de apren-
dizaje automa´tico supervisado. Esto significa que los modelos aprenden una
funcio´n que mapea una entrada a una salida basa´ndose en parejas de entrada-
salida que llamamos ejemplos de entrenamiento (training set). Los algorit-
mos procesan el training set e infieren una funcio´n que “etiqueta” la en-
trada. El objetivo deseado es que la funcio´n sea capaz de determinar las
etiquetas de una entrada jama´s vista anteriormente, se decir, que genera-
lice razonablemente bien a partir del conjunto de datos de entrenamiento.
[72] Para entrenar el algoritmo, dispondremos de un dataset de notas me´di-
cas y diagno´sticos (ve´ase el apartado 2.1). De este dataset obtendremos un
vocabulario, que nos permitira´ construir nuestros vectores de entrada. Ex-
plicamos esto en detalle en el apartado 2.2. A continuacio´n daremos como
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entrada a nuestro algoritmo los datos de entrenamiento: las parejas de vec-
tores de entrada junto con sus respectivas etiquetas de enfermedades. Tras
la etapa de entrenamiento, el algoritmo aprende la funcio´n de clasificacio´n.
Finalmente, evaluamos la eficiencia del clasificador construido dando como
entrada a nuestro algoritmo un conjunto de datos nuevo jama´s visto ante-
riormente (test set), y calculamos me´tricas que nos permitan comparar su
rendimiento con otros clasificadores. Detallamos el proceso de implementa-
cio´n y entrenamiento de los clasificadores en el cap´ıtulo 4. Analizamos los
resultados obtenidos en el cap´ıtulo 5, y concluimos y proponemos v´ıas de
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Figura 1.2: Diagrama representando el proceso de entrenamiento. Dado un
corpus de historiales me´dicos, se escoge un subconjunto de palabras repre-
sentativas que conforman el vocabulario. Con ayuda de e´ste, los historiales
me´dicos se convierten a vectores bag of words. Un algoritmo de optimizacio´n
entrena el modelo usando los vectores de entrada y sus respectivas etiquetas,




En este cap´ıtulo introducimos el dataset que usamos en el trabajo, as´ı
como las te´cnicas que empleamos para generar el vocabulario y la entrada
de nuestros modelos. Tambie´n describimos brevemente el trabajo previo rea-
lizado por otros investigadores que han abordado el problema introducido
y otros similares, y concluimos con algunos comentarios acerca de aspectos
e´ticos y legales en la investigacio´n con sujetos humanos.
2.1. Dataset
Los registros me´dicos electro´nicos (electronich health records, EHR) con-
tienen notas detalladas escritas por personal sanitario sobre la salud f´ısica
y mental de los pacientes, ana´lisis de los resultados de laboratorio, trata-
mientos y ma´s. Esta informacio´n es valiosa para mejorar el cuidado me´dico.
[38]
Nosotros obtendremos nuestros datos de MIMIC, “un dataset abierto
desarrollado por el MIT Lab for Computational Physiology, abarcando da-
tos me´dicos anonimizados asociados a unos 40000 pacientes de cuidados
intensivos. Incluye datos demogra´ficos, signos vitales, resultados de labora-
torio, medicaciones y ma´s”. [34] En particular, utilizaremos la u´ltima versio´n
(publicada en diciembre de 2015), MIMIC-III [14]. Los datos provienen del
Beth Israel Deaconess Medical Center en Boston, Massachusetts, y son acce-
sibles a investigadores bajo un acuerdo de uso de datos. La accesibilidad del
dataset ha mejorado la realizacio´n de ensayos cl´ınicos y la reproducidibilidad
de estudios a un nivel que antes no era posible.
El dataset puede descargarse en formato CSV e importarse en una base
de datos. La base de datos entera ocupa unos 80 GiB. La tabla ma´s impor-
tante para nosotros es la de las notas me´dicas (note events) que contiene
8
2083180 notas de 46146 pacientes. 1 Una nota me´dica de ejemplo se muestra
en la cuadro 2.1. Las notas esta´n asociadas a la visita del paciente al hospi-
tal, la fecha en la que se tomo´ y el identificador del facultativo que la registro´
en el sistema. [39] Al tratarse de registros me´dicos de una UCI, es proba-
ble que enfermedades ma´s debilitantes y enfermedades en etapas avanzadas
este´n sobrerrepresentadas en el dataset. Los pacientes esta´n diagnosticados
con 14 enfermedades en promedio (ve´ase la figura 2.1).
Nota me´dica (extracto):
Patient is a 84 year old male with daily ETOH use, tobacco use, hypothyroi-
dism, h/o throat cancer and dementia who presented to [**Hospital1 3356**]
last Saturday ([**7-24**]) after he was found to have a diffuse rash, fever to
102. Per patient’s son, on the day PTA he started complaining of back pain
which improved with 2 advil. The next day his daughter found him on the floor
at his house with rash on his neck and back. Of note, the patient’s son reports
that he has had progressive dysphagia, poor PO intake and weight loss over
the last year. At [**Hospital1 632**] he was also noted to have ARF, transami-
nitis, UTI. The patient’s rash was noted to involve his entire body, sparing
the mucous membranes. Per report, it exfoliated without bullae. Dermatology
was involved, biopsy was done and showed leukocyto clastic vasculitis that was
presumed to be [**12-21**] advil. Patient was initially treated for RMSF with
CTX/Levo/Doxy but the this was d/c’d and he treated with a prednisone taper
(PO) and supportive care, almost like a burn victim. Rash improved over the
course. On Tuesday the patient had afib with RVR, requiring a dilt drip and
was transferred to the ICU. Reverted back to normal sinus rhythm. [...]
Etiquetas:
5849: Acute Kidney Failure
51881: Acute respiratory failure
5990: Urinary tract infection
Tabla 2.1: Nota de ejemplo del dataset, junto con las etiquetas ICD-9 asig-
nadas al paciente pertenecientes a la tabla 2.2. El texto [** **] denota in-
formacio´n anonimizada.
El dataset contiene 6984 etiquetas ICD-9 u´nicas que se distribuyen muy
sesgadamente (ve´ase la figura 2.2): los 105 co´digos ma´s frecuentes cubren el
50 % de todas las apariciones de las etiquetas, 1503 etiquetas aparecen una
u´nica vez en todo el dataset y 3111 etiquetas tienen menos de 5 ejemplos.
1El repositorio de co´digo que acompan˜a a este trabajo contiene multitud de scripts
de exploracio´n del dataset de donde se han elaborado estos estad´ısticos. Consu´ltese el
cap´ıtulo 4.
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Figura 2.1: Distribucio´n del nu´mero de etiquetas asignadas por paciente.
Un sistema de aprendizaje automa´tico supervisado precisa de una gran
cantidad de ejemplos etiquetados para aprender una funcio´n de clasifica-
cio´n que generalice adecuadamente. Por consiguiente, no podemos entrenar
nuestros clasificadores sobre todas las etiquetas ICD-9. Nos limitamos a las
10 etiquetas ma´s frecuentes, como muchos otros en la literatura ([38, 25]).






4019: Hypertension 20703 0.445
4280: Congestive heart failure 13111 0.282
42731: Atrial fibrillation 12891 0.277
41401: Coronary artherosclerosis 12429 0.267
5849: Acute kidney failure 9119 0.196
25000: Diabetes mellitus, type II 9058 0.195
2724: Hyperlipidemia 8690 0.187
51881: Acute respiratory failure 7497 0.161
5990: Urinary tract infection 6555 0.141
53081: Esophageal reflux 6326 0.136
Tabla 2.2: Distribucio´n de las 10 etiquetas ICD-9 ma´s frecuentes.
Preprocesamos el dataset de la siguiente manera. Primero eliminamos
todos los pacientes que no tengan una de estas etiquetas, quedando 32063
pacientes. De e´stos, 31865 tienen al menos una nota me´dica escrita. A conti-
nuacio´n filtramos todas las etiquetas ICD-9 de estos pacientes que no este´n
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Figura 2.2: Distribucio´n cumulativa de la frecuencia de aparicio´n de etique-
tas en MIMIC-III.
en la tabla 2.2. Estos pacientes tienen un total de 1522558 notas me´dicas
asignadas. Sin embargo, la distribucio´n del nu´mero de notas escritas por
paciente no es centrada, como puede observarse en la figura 2.3.
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Figura 2.3: Distribucio´n del nu´mero de notas me´dicas asociadas a pacientes
que tienen asignadas al menos una etiqueta ICD-9 de la tabla 2.2.
Filtramos entonces au´n ma´s el dataset, elaborando una lista de a lo sumo
11
20 notas por paciente ordenadas cronolo´gicamente. Esto arroja un resultado
final de 524755 notas. Estos documentos son de naturaleza dispar: informes
de radiolog´ıa, ana´lisis de electrocardiogramas, partes de enfermer´ıa. . . La
longitud de las notas es muy variada, con una distribucio´n peculiar (ve´ase
la figura 2.4). Esto podr´ıa suponer un problema si la entrada de los modelos
dependiera directamente de la longitud de la nota. Veremos como solven-
tamos esto en el apartado 2.2 definiendo una nocio´n de relevancia de una
palabra en un texto que tiene en consideracio´n la longitud del texto.
40-80 640-680 1240-1280 1840-1880 2440-2480
















Figura 2.4: Distribucio´n de la longitud de las notas me´dicas asociadas a los
pacientes del dataset filtrado. Cada barra agrupa notas cuya longitud no
difiere en ma´s de 40 caracteres.
Particionamos los pacientes (y por tanto el subconjunto de notas aso-
ciadas) en tres splits, con una proporcio´n 50-25-25: training set, validation
set y test set. Usamos el training set para entrenar nuestros modelos, el
validation set para comprobar perio´dicamente que no cometemos overfitting
y para optimizar los hiperpara´metros, y el test set para evaluar el rendi-
miento de las funciones de clasificacio´n aprendidas. La divisio´n la hacemos
secuencialmente por el identificador u´nico del paciente.
2.2. Preprocesamiento
Comenzamos pues la tarea de construccio´n de nuestros clasificadores, y lo
primero que hemos de hacer es preprocesar el dataset, ahora que tenemos una
idea general de sus contenidos, para poder trabajar con e´l ma´s fa´cilmente.
Hacemos caso de las recomendaciones en [20, cap. 11] y fijamos lo primero
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la manera en la que vamos a evaluar el rendimiento de los clasificadores
que implementemos (ve´ase el apartado 5.1). Todas las decisiones de disen˜o
persiguen mejorar estas me´tricas.
En esta seccio´n describimos co´mo preprocesamos el dataset para conver-
tir las notas me´dicas a la representacio´n interna en vectores que menciona-
mos en el primer cap´ıtulo, conocidos como vectores bag of words. Lo haremos
a nivel teo´rico, siendo la explicacio´n aplicable a cualquier corpus lingu¨´ıstico
y dejando los detalles concretos y de implementacio´n para el cap´ıtulo 4.
Supongamos que tenemos un conjunto de documentos electro´nicos y que
queremos construir un sistema de bu´squeda y recuperacio´n de informacio´n
de texto con un funcionamiento similar a un buscador web. Es decir, ante una
consulta en forma de cadena, hemos de seleccionar aquellos documentos que
sean ma´s relevantes. Una primera aproximacio´n podr´ıa consistir en eliminar
todos los documentos que no contengan una de las palabras que componen
la consulta, y devolver los restantes. Pero ante una consulta gene´rica y un
corpus grande la cantidad de documentos devueltos ser´ıa enorme. Adema´s,
esta solucio´n no permite distinguir entre cua´les de ellos son ma´s relevantes.
Supongamos que hemos procesado el conjunto de documentosD = {dn}Nn=1,
obteniendo el conjunto de te´rminos que aparecen en todos los documentos
T = {ti}Ti=1. Una manera de tener una nocio´n de la relevancia de una pala-
bra en un documento es calcular la frecuencia de aparicio´n de la palabra en
el documento. Sin embargo, los documentos que son ma´s largos contendra´n
con mayor probabilidad cualquier palabra, por lo que conviene normalizar
la frecuencia de aparicio´n por la longitud del documento. Esta medida se




donde ft,dn es el nu´mero de veces que aparece el te´rmino t en el docu-
mento dn y |dn| denota la longitud (en palabras) del documento dn.
No obstante, las palabras que ma´s aparecen en un documento no son
casi nunca las que ma´s informacio´n transmiten del documento, desde un
punto de vista sema´ntico. Esto es porque en cualquier lengua las palabras
ma´s frecuentes son siempre palabras vac´ıas (stop words) como art´ıculos, pro-
nombres, preposiciones. . . Para tener en cuenta cua´nta informacio´n aporta
una palabra en un documento, puede calcularse si el te´rmino es comu´n o
raro en todos los documentos, es decir, calcular una expresio´n inversamente
proporcional a la frecuencia de aparicio´n de un te´rmino en el corpus:
N∣∣{dn ∈ D | t ∈ dn}∣∣ . (2.2)
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Obse´rvese que la expresio´n 2.2 no esta´ definida si t es un te´rmino que
no aparece en el corpus. Por ello se suele sumar 1 al denominador. Se defi-
ne la frecuencia inversa de documento (inverse document frequency) de un
te´rmino como el logaritmo de la expresio´n resultante:




∣∣{dn ∈ D | t ∈ dn}∣∣
)
. (2.3)
tf-idf (term frequency — inverse document frequency) es una me´trica
que define una nocio´n de cua´n relevante es una palabra en un documento
concreto, teniendo en cuenta la frecuencia de aparicio´n del te´rmino en el
documento y la cantidad de informacio´n que aporta en ese documento, com-
parado con el resto del corpus. Es simplemente el producto de las me´tricas
(2.1) y (2.3), es decir:







∣∣{di ∈ D | t ∈ di}∣∣
)
. (2.4)
Para seleccionar un subconjunto de te´rminos representativos de un cor-
pus, podemos calcular las me´tricas tf-idf(ti, dn) para todo i ∈ {1, . . . , T}, n ∈






El conjunto de te´rminos escogidos de esta manera se denominara´ voca-
bulario del corpus.
Una vez calculado el vocabulario, queda por determinar co´mo vamos a
representar nuestros documentos en forma de vectores nume´ricos haciendo
uso de e´l. Existen muchas alternativas. Nostros usaremos una representacio´n
muy sencilla, conocida como bag of words model, en la que cada documento
es asignado un vector de nu´meros enteros de longitud igual a la longitud
del vocabulario. Cada entrada del vector es el nu´mero de veces que aparece
un te´rmino del vocabulario en ese documento concreto. Es decir, un texto
se representa como una “bolsa” (un multiconjunto) de las palabras que lo
componen. La representacio´n bag of words es una representacio´n extrema-
damente simplificada, pues no tiene en cuenta el orden de las palabras en un
documento — so´lo el conteo de las palabras importa. Esta carencia puede
paliarse extendiendo la representacio´n al conteo de n-gramas. [69].
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2.3. Trabajo previo
El problema de asignar co´digos ICD-9 automa´ticamente en base a re-
gistros me´dicos se ha abordado durante de´cadas. Larkey y Croft disen˜aron
clasificadores para resu´menes de alta en 1996. [54] El problema de asignar
co´digos ICD-9 a reportes de radiolog´ıa se abordo´ en 2007. [19] El mayor
cuerpo de trabajo previo se ha centrado en disen˜ar sistemas basados en re-
glas y te´cnicas tradicionales de machine learning como ma´quinas vectores
soporte jera´rquicas y regresio´n log´ıstica. [44] La mayor´ıa de estos modelos
han usado representaciones basadas en el modelo bag of words. En varios
casos los sistemas basados en reglas exhiben mejor rendimiento. [19] Esto
no deber´ıa ser muy sorprendente, ya que los sistemas basados en reglas se
asemejan ma´s a co´mo los me´dicos diagnostican a los pacientes.
Las aproximaciones de extremo a extremo (end-to-end) han ganado trac-
cio´n en los u´ltimos an˜os. Es decir, se apuesta cada vez ma´s por sistemas
basados en el aprendizaje automa´tico, en donde no se precisa de reglas di-
sen˜adas por expertos con conocimientos me´dicos avanzados. Estos sistemas
se basan en algoritmos de aprendizaje para modelar la distribucio´n subya-
cente de los datos y suelen escalar mejor y funcionar con casos ma´s generales.
[25] En particular, los sistemas basados en deep learning son cada vez ma´s
populares. Sistemas de diagno´stico automa´tico como DoctorAI de Choi et al.
(2015) han cosechado e´xitos apostando por las redes neuronales recurrentes.
[8] Prakash et al. (2017) usan redes neuronales con memoria para utilizar
una base de conocimientos me´dicos. [50]
En definitiva, se trata de un a´rea de investigacio´n muy amplia y muy
activa, y existen muchas v´ıas de trabajo abiertas y prometedoras. Nuestro
trabajo se basa en gran parte en el de Nigam (2016); [38] replicamos sus
modelos y realizamos numerosos experimentos sobre ellos. Nigam no publico´
el co´digo de sus modelos, as´ı que este trabajo implementa los clasificadores
desde cero (ve´ase el cap´ıtulo 4). A lo largo del desarrollo del presente trabajo,
en el u´ltimo an˜o, se han publicado dos trabajos muy exhaustivos que tambie´n
se fundamentan en el de Nigam, por Huang et al. (feb. 2018) [25] y Ayyar
et al. (abril 2018). [55]
2.4. Aspectos e´ticos y legales en la investigacio´n
con sujetos humanos
MIMIC-III es accesible a cualquiera bajo un acuerdo de uso de los datos.
Para obtener acceso al dataset hay que realizar una formacio´n sobre e´tica en
la investigacio´n. El curso es online y se llama “Data or Specimens Only Re-
search“, elaborado por CITI Program (Collaborative Institutional Training
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Initiative). [9]. Tras realizar el curso y superar las pruebas, hay que realizar
una solicitud en PhysioNet [45] (donde se aloja el dataset) aportando la
acreditacio´n del curso y explicando el proyecto de investigacio´n en el cual se
va a usar MIMIC. La solicitud es revisada manualmente, y, si es concedida,
se obtienen unas credenciales para descargar la base de datos de un servidor.
Eventos histo´ricos y abusos relacionados con la experimentacio´n con per-
sonas han motivado el desarrollo de principios e´ticos y regulaciones que go-
biernan la investigacio´n con sujetos humanos. La preocupacio´n en el mundo
moderno sobre la experimentacio´n con humanos se intensifico´ como resulta-
do de los Juicios de Nu´remberg tras el final de la Segunda Guerra Mundial,
en los que 23 me´dicos del re´gimen Nazi fueron acusados de cr´ımenes con-
tra la humanidad por sus experimentos en los campos de concentracio´n. De
all´ı surgio´ el Co´digo de e´tica me´dica de Nu´remberg (1947), en el que se ex-
ponen diez directrices que regulan los “experimentos me´dicos permisibles”,
entre las que destacan el requisito esencial de consentimiento voluntario y
que los beneficios de la investigacio´n han de exceder los riesgos. De especial
importancia es tambie´n el Informe Belmont (Belmont Report), un informe
redactado por el Departamento de Salud, Eduacio´n y Bienestar de los Esta-
dos Unidos en 1978 que expone principios e´ticos que gu´ıan la elaboracio´n de
leyes y la conducta de los investigadores que trabajan con sujetos humanos.
[66] Entre estos principios esta´n el respeto a las personas, la beneficiencia (la
filosof´ıa de “no hacer dan˜o” a los sujetos humanos a la vez que se maximizan
los beneficios para el proyecto de investigacio´n) y la justicia (distribuir los
riesgos y los beneficios justamente entre todos los participantes).
Hoy en d´ıa los investigadores pueden realizar importantes avances en
medicina sin siquiera tener una interaccio´n humana con los sujetos, gracias
a la investigacio´n basada en registros (records-based research). Los mayores
riesgos asociados a la investigacio´n con estos datos es la invasio´n de la priva-
cidad y posibles infracciones de confidencialidad. Los riesgos de privacidad
esta´n relacionados mayoritariamente con los me´todos con los que se ha ob-
tenido informacio´n de los sujetos, que evidentemente son muy bajos en los
estudios en los que el participante ha dado su consentimiento para que se
use su informacio´n personal. Por otra parte, la confidencialidad se refiere a
la manera en la que esta informacio´n personal es manejada, una vez que ya
ha sido obtenida. Es decir, ¿co´mo usar y almacenar la informacio´n de una
manera adecuada y consistente con la forma en la que se adquirio´? Leyes
y numerosos comite´s que las revisan se encargan de dilucidar estas cuestio-
nes, y a menudo las respuestas y la manera de actuar no son evidentes. Por
ejemplo, las consecuencias son claras si informacio´n me´dica de un paciente
sobre su drogadiccio´n se filtra a alguien encargado de cumplir la ley, pero
las normas son ma´s ambiguas en ar´eas relativamente nuevas como la inves-
tigacio´n gene´tica. Supongamos que un investigador se encarga de analizar el
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genoma humano para identificar genes que favorecen la aparicio´n de un tipo
de ca´ncer, o una enfermedad neurolo´gica severa. ¿Deber´ıa el investigador
informar a los sujetos portadores de estos genes de que son ma´s propensos a
contraer ca´ncer? ¿O advertir so´lo a aquellos que tienen la intencio´n de tener
hijos?
Anonimizar los datos (esto es, eliminar todo tipo de informacio´n iden-
tificativa de una persona) es una manera de reducir el riesgo de que los
investigadores cometan una infraccio´n de confidencialidad. Por ello, la base
de datos de MIMIC esta´ anonimizada (como se ve en la tabla 2.1), de acuerdo
con los esta´ndares del Health Insurance Portability and Accountability Act
(HIPAA). Esto conlleva una limpieza estructuada de los datos que consiste
en omitir los nombres de los pacientes, nu´meros de tele´fono, direcciones y
nombres de hospitales. Las fechas tambie´n se han desplazado un offset fijo
por cada paciente en el futuro, de manera que se preservan los intervalos
entre los eventos registrados en el dataset. Todas las fechas ocurren entre
el an˜o 2100 y el 2200. [14] Todo este trabajo lleva mucho tiempo y esfuer-
zo y es propenso a errores si es llevado a cabo manualmente por expertos.
Existe software, como el programa deid, que facilita esta ardua tarea. [37]
Curiosamente, el problema de anonimizar registros me´dicos electro´nicos se
ha abordado tambie´n mediante deep learning. En el trabajo de Dernoncourt
et al. se entrenan redes neuronales recurrentes con el dataset de MIMIC,




En este cap´ıtulo describimos los fundamentos teo´ricos de los modelos que
implementaremos para abordar el problema descrito, desde un punto de vista
matema´tico. Nos centramos exclusivamente en los aspectos pertinentes a un
problema de clasificacio´n multilabel, en el marco introducido en el cap´ıtulo 1.
3.1. Regresio´n log´ıstica
En esta seccio´n introducimos un modelo de clasificacio´n probabil´ıstico
conocido como regresio´n log´ıstica (logistic regression), siguiendo la l´ınea de
exposicio´n en [6, cap. 4].
Supongamos que queremos clasificar datos x ∈ RD que pertenecen a
una de dos 1 clases C1, C2. Una manera de hacerlo es intentar estimar las
distribuciones a posteriori p(Ck | x), k = 1, 2. Como C1 y C2 particionan el
espacio muestral, tenemos que p(C2 | x) = 1−p(C1 | x), por lo que podemos
centrarnos en estimar so´lo p(C1 | x), por ejemplo. Por el teorema de Bayes
tenemos que
p(C1 | x) = p(x | C1)p(C1)





donde z(x) = ln
p(x | C1)p(C1)
p(x | C2)p(C2) y σ es la funcio´n sigmoide (ve´ase el apar-
1El modelo de regresio´n log´ıstica no se circunscribe u´nicamente a dos clases; es fa´cil-
mente extendible al caso multiclase, llama´ndose en la literatura en este caso regresio´n
log´ıstica multinomial (ve´ase [6, cap. 4.3.4]). Sin embargo, el modelo es ma´s costoso de
entrenar y no arroja resultados mucho mejores que usar K clasificadores binarios que in-
dican cada uno si un ejemplo pertenece a una clase o a las K − 1 restantes (One-vs-Rest
logistic regression [47]).
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tado 3.2.2). Muchos modelos probabil´ısticos surgen de modelar las probabi-
lidades condicionadas p(x | Ck), as´ı como los priores p(Ck), y usarlos para
determinar la expresio´n (3.1). Si los datos de entrada x ∈ RD son conti-
nuos, una suposicio´n razonable puede ser la de asumir que las funciones de
densidad condicionadas de los datos de cada clase se distribuyen segu´n una
gaussiana multivariante,






(x− µk)TΣ−1k (x− µk)
)
, (3.2)
donde Σk es la matriz de covarianza
2 de los datos pertenecientes a la




x∈Ck x es su media. Si asumimos que ambas clases
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Por tanto, podemos reescribir la ecuacio´n (3.1) como
p(C1 | x) = σ(wTx+ w0), (3.3)
donde hemos definido














Observamos que los te´rminos cuadra´ticos en x en la funcio´n de densidad
de la normal (3.2) desaparecen debido a la suposicio´n de considerar una
matriz de covarianza comu´n a ambas clases, quedando una funcio´n af´ın de
x en el argumento de la sigmoide. Podemos hacer que el argumento de la
2Asumimos que el argumento de la funcio´n exponencial es una forma cuadra´tica no
degenerada (es decir, es sime´trica definida positiva), por lo que la matriz es invertible.
Lo ma´s probable es que la estimacio´n de Σk para un conjunto de datos de taman˜o Nk
produzca una matriz invertible si Nk  D y los datos esta´n en posicio´n general (son
linealmente independientes).
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sigmoide sea lineal en x haciendo x˜ = (1,x)T , w˜ = (w0,w)
T , “embebiendo”
as´ı los datos en una dimensio´n superior.
p(C1 | x˜) = σ(w˜T x˜)
La ecuacio´n (3.3) por s´ı sola define un modelo lineal generalizado (gene-
ralized linear model [67]); suponiendo distintas distribuciones para p(x | Ck)
determinamos el aspecto que tienen w y w0 y obtenemos distintos modelos.
Para construir un clasificador con uno de estos modelos, basta con es-
pecificar un valor de corte ρ ∈ (0, 1) (cutoff probability) de manera que el
clasificador etiqueta un dato x0 como perteneciente a la clase C1 si
p(C1 | x) ≥ ρ,
clasifica´ndolo en C2 en caso contrario. Lo ma´s habitual es escoger ρ = 0,5.
A pesar de la no linealidad de la funcio´n sigmoide, el separador de un
clasificador construido as´ı es lineal. En efecto, el conjunto de puntos en la





Multiplicando ambos miembros por 1 + e−(wTx+w0), reordenando y to-
mando logaritmos obtenemos la ecuacio´n de un hiperplano (ve´ase la figu-
ra 3.1).






Supongamos que tenemos un conjunto de datos que hemos muestreado
y queremos clasificarlos en las dos clases usando un modelo lineal de la for-
ma (3.3) con las ecuaciones (3.4) y (3.5). Podemos estimar los para´metros
del modelo usando el me´todo de estimacio´n de ma´xima verosimilitud. Si
los datos tienen dimensio´n D, tendremos 2D para´metros para las medias y
D(D + 1)/2 para la matriz (comu´n) de covarianza. Junto con el para´me-
tro para la prior p(C1), tendremos un total de D(D + 5)
2
+ 1 para´metros,
expresio´n que crece cuadra´ticamente en D. Esto es un ejemplo de un mo-
delo probabil´ıstico generativo, porque una vez identificados Σ, µk y p(C1)
tendremos una descripcio´n completa de la distribucio´n de probabilidad sub-
yacente de los datos, y podremos generar nuevos datos (datos sinte´ticos) si
as´ı lo desea´ramos. Otra aproximacio´n consiste en usar directamente la forma
funcional del modelo lineal generalizado,
p(C1 | x) = σ(wTx), (3.6)
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Figura 3.1: Un dataset comprendido por puntos en R2 pertenecientes a dos
clases linealmente separables. Tambie´n se muestran 5 hiperplanos separa-
dores, de los infinitos que existen. Regresio´n log´ıstica, en principio, podr´ıa
encontrar cualquiera de ellos. Imagen tomada de [6, cap. 10.6.2].
y tratar de estimar los pesos w convenientemente, que es una forma
de entrenamiento meramente discriminatoria. Una ventaja de los modelos
discriminatorios frente a los generativos es que t´ıpicamente habra´ menos
para´metros a determinar (aqu´ı la ventaja es clara si D es grande, ya que el
nu´mero de para´metros crece linealmente con D). Tambie´n puede que predi-
gan mejor las clases de los datos, al no estar suponiendo nada acerca de la
forma de las distribuciones p(Ck | x).
El modelo definido por la ecuacio´n (3.6) se conoce en el campo de la es-
tad´ıstica como regresio´n log´ıstica, y es uno de los modelos ma´s usados para
problemas de clasificacio´n binaria. El nombre del modelo es desafortunado,
pues no es un modelo de regresio´n. 3 A continuacio´n veremos co´mo encontrar
sus para´metros mediante el me´todo de estimacio´n de ma´xima verosimilitud.
Supongamos que el conjunto de datos D = {x1, . . . ,xN} ⊆ RD esta´
etiquetado con las etiquetas binarias T = {t1, . . . , tN} ⊆ {0, 1}, donde tn = 0
indica que la muestra n-e´sima pertenece a la clase C2, y tn = 1 indica que
pertenece a la clase C1. Entonces, la funcio´n de verosimilitud es
p(t | w) =
N∏
n=1
p(C1 | xn)tn(1− p(C1 | xn))(1−tn),
donde t = (t1, . . . , tN )
T . El me´todo de estimacio´n de ma´xima verosi-
militud define una funcio´n de error E(w) a minimizar, tomando el menos
3El nombre proviene de una interpretacio´n estad´ıstica en la que se argumenta que se
hace regresio´n de probabilidades. [24] No obstante, el modelo se emplea con una regla de
decisio´n, convirtie´ndolo as´ı en un clasificador.
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logaritmo de esta expresio´n.
E(w) = − ln(p(t | w)) = −
N∑
n=1
tn ln yn + (1− tn) ln(1− yn), (3.7)
donde yn = σ(w
Txn). En el apartado 3.2.1 daremos una interpretracio´n
enriquecedora de la expresio´n (3.7) basada en teor´ıa de la informacio´n.
Principalmente debido a la no linealidad de la funcio´n sigmoide, el pro-
blema de minimizacio´n (3.7) no cuenta con una solucio´n en forma cerrada. 4
No obstante, la funcio´n E(w) es estrictamente convexa y por tanto, si tiene
un mı´nimo local, e´ste es un mı´nimo global u´nico. 5 Podemos usar un algo-
ritmo de optimizacio´n basado en descenso del gradiente para encontrarlo.
Tenemos que, para un vector cualquiera a ∈ RD,




Txn)) + (1− tn) ln(1−σ((w+ εa)Txn).
Vamos a calcular la derivada direccional de la ecuacio´n (3.7) en la direc-








4En contraposicio´n con, por ejemplo, otros me´todos de clasificacio´n, como clasificacio´n
por el me´todo de mı´nimos cuadrados, o me´todos de regresio´n como regresio´n lineal. [6,
cap. 3.1.1]
5Asumiendo que el espacio de bu´squeda de los para´metros w es un conjunto convexo.
22
ddε

































































donde en la primera igualdad hemos hecho uso de la regla de la cadena








































(yn − tn)xn. (3.8)
Como el gradiente apunta en la direccio´n de ma´ximo ascenso, un algorit-
mo de descenso de gradiente tratara´ de actualizar los pesos en la direccio´n
de −∇E(w). Lo que dice la ecuacio´n (3.8) es que la direccio´n en la que
desciende el coste E(w) asociado a una muestra xn es proporcional a xn
con factor tn − yn, que mide precisamente co´mo de lejos esta´ la salida del
clasificador yn de su verdadera etiqueta tn.
Se pueden usar muchos algoritmos de optimizacio´n basados en descenso
de gradiente para encontrar los pesos w que minimicen la funcio´n de coste.
Un algoritmo eficiente muy popular para minimizar funciones de coste aso-
ciadas a modelos lineales generalizados es iteratively reweighted least squares
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(IRLS) [3]. Nosotros usaremos LIBLINEAR [16], un optimizador que es con-
siderado hoy en d´ıa estado del arte para regresio´n log´ıstica, muy eficiente
para grandes conjuntos de datos sparse, y que adema´s esta´ incluido en la
popular librer´ıa de aprendizaje automa´tico scikit-learn [43, 7].
3.2. Redes neuronales feedforward
Desde un punto de vista matema´tico, una red neuronal prealimentada
completamente conectada es un perceptro´n multicapa, [64, 20] definido por
una funcio´n y : RD → RK que es una composicio´n de aplicaciones
RD=K0 RK1 RK2 . . . RKL−1 RKL=K .
a1 a2 a3 aL−1 aL
y




donde la aplicacio´n zl es una aplicacio´n af´ın
zl : RKl−1 → Rl
a 7→W la+ bl,
siendo W l ∈ RKl×Kl−1 y bl la matriz de pesos y el sesgo de la capa l-e´si-
ma de la red, respectivamente. La funcio´n hl es una funcio´n real que actu´a
componente a componente y se denomina funcio´n de activacio´n (ve´ase el
apartado 3.2.2). El nu´mero total de capas de la red es L. La funcio´n y (que
llamamos f en el contexto de la figura 1.1) esta´ determinada por las matrices
{W l}l=Ll=1 y los sesgos {bl}l=Ll=1 de cada capa, que conforman los para´metros
de la red. Hay un total de
∑L
l=1KlKl−1 +Kl para´metros, que listaremos en
un vector w para referirnos a ellos. La salida de la red depende del valor de
los para´metros y de la entrada, de manera que escribiremos y(x,w) para
denotarla. Los para´metros son “aprendidos” por un algoritmo de aprendiza-
je. Lo ma´s habitual es definir una funcio´n de coste o error E(y, yˆ) que, dado
un ejemplo x, mida co´mo de d´ısimiles son la salida de la red yˆ = y(x,w)
y la etiqueta verdadera y. El algoritmo de optimizacio´n tratara´ de minimi-
zar este coste. Nos quedan entonces dos aspectos a determinar para poder
entrenar una red neuronal:
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1. que´ funcio´n de coste definir, y
2. que´ algoritmo de optimizacio´n usar.
El algoritmo de optimizacio´n que usaremos sera´ descenso de gradiente
estoca´stico, tambie´n conocido como SGD por sus siglas en ingle´s. Ba´sica-
mente, lo que hace este algoritmo es calcular eficientemente el gradiente
∇wE, y actualizar los para´metros w en la direccio´n de ma´ximo descenso de
la funcio´n de coste, que viene dado por −∇wE. Se trata de un algoritmo
gene´rico que vale para una amplia variedad de problemas de optimizacio´n,
por lo que referimos al lector a otras fuentes para ma´s informacio´n ([20, cap.
8], [53]). Nos centramos entonces en la primera cuestio´n, la de co´mo definir
una funcio´n de coste adecuada para nuestro problema particular, dando una
interpretacio´n de la misma basada en teor´ıa de la informacio´n.
3.2.1. Funcio´n de coste
La funcio´n de coste ma´s usada para entrenar redes neuronales es la en-
trop´ıa cruzada. A continuacio´n repasamos los conceptos de entrop´ıa, entrop´ıa
relativa y entrop´ıa cruzada, y que´ aspecto tiene la expresio´n de esta u´ltima
para un problema de clasificacio´n multilabel. Sea X una variable aleatoria
discreta definida en un espacio de probabilidad Ω que toma valores en RD.
Denotamos por p(x) la probabilidad de que X tome el valor x, es decir,
p(x) = p({ω ∈ Ω | X(ω) = x}). Decimos que p es una funcio´n de masa de
probabilidad de la variable aleatoria discreta X. Definimos la entrop´ıa de X
como la esperanza de la distribucio´n de la variable aleatoria − log2 p(X),




donde en la definicio´n ha de entenderse que si p(x) = 0 entonces
p(x) log2 p(x) = 0.
6 La entrop´ıa mide el valor esperado de la cantidad de
informacio´n recibida que proporciona X ante una observacio´n. En efecto, la
funcio´n
h(p(x)) : [0, 1]→ R ∪ {∞}
p(x) 7→
{
∞ si p(x) = 0
− log2 p(x) si p(x) 6= 0
(3.9)
toma valores altos o bajos ante eventos de probabilidad alta o baja, res-
pectivamente. Podr´ıa decirse que h (funcio´n conocida como self-information
o surprisal de una variable aleatoria [70]) cuantifica la “sorpresa” que sen-
timos al conocer que la variable aleatoria toma cierto valor. Por tanto, la
6Dado que l´ımx→0+ x log2 x = 0.
25
entrop´ıa cuantifica la sorpresa media. Se mide en shannons o bits en el con-
texto de teor´ıa de la informacio´n (cuando se usa el logaritmo en base 2);
en machine learning se usa ma´s comu´nmente el logaritmo neperiano y se
mide en nats. Adema´s de la continuidad, la funcio´n h cumple otra propie-
dad deseable: ante variables aleatorias independientes X e Y , la informacio´n
recibida al observar (x,y) es la suma de la informacio´n recibida al observar
x y la informacio´n recibida al observar y, es decir,7
h(p(x,y)) = h(p(x)p(y)) = h(p(x)) + h(p(y)).
En nuestro problema, interpretaremos las salidas de nuestras redes neu-
ronales desde un enfoque probabil´ıstico. En general, el vector producido en
la u´ltima capa tomara´ valores en RK , donde K es el nu´mero de clases.
Usaremos la funcio´n de activacio´n sigmoide (ve´ase el apartado 3.2.2) para
transformar este vector al cubo unidad [0, 1]K , de manera que podemos in-
terpretar nuestra salida y(x,w) como un vector cuya entrada k-e´sima es
una distribucio´n de probabilidad que mide cua´n probable es que el ejemplo
x pertenezca a la clase k, cuando la red neuronal esta´ configurada con los
pesos w.
En general, en muchos problemas de machine learning desconocemos
una distribucio´n de probabilidad p(x) de una variable aleatoria discreta,
que aproximamos, mediante algu´n procedimiento, por una distribucio´n de
probabilidad q(x). Se define la entrop´ıa relativa o divergencia de Kullback-
Leibler entre las distribuciones p(x) y q(x) como




















El siguiente teorema nos permite interpretar la divergencia de Kullback-
Leibler como una medida de la disimilitud8 entre dos distribuciones de pro-
babilidad p(x) y q(x).
Teorema 3.2.1 (Desigualdad de Gibbs [68]). Sea X una variable aleatoria
discreta y sean p y q dos funciones de masa de probabilidad de X. Entonces
DKL(p || q) ≥ 0, da´ndose la igualdad si y so´lo si p = q.
7Puede demostrarse que si h es una funcio´n continua que cumple esta propiedad, ha
de ser de la forma h(p(x)) = C logb p(x). Si adema´s exigimos que h(p(x)) ≥ 0 para toda
observacio´n x, entonces C < 0. La definicio´n dada en 3.9 corresponde a pedir h( 1
2
) = 1.
8Uno podr´ıa verse tentado a pensar en la divergencia de Kullback-Leibler como la “dis-
tancia” entre dos distribuciones de probabilidad. Lejos de ser una me´trica, la divergencia
de Kullback-Leibler ni siquiera es una funcio´n sime´trica, es decir, DKL(p || q) 6= DKL(q || p)
en general. Tampoco satisface la desigualdad triangular.
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En la demostracio´n usaremos la desigualdad lnα ≤ α− 1 (para ver por
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Como ln p(x) = log2 p(x) ln 2, obtenemos el resultado dividiendo la de-
sigualdad anterior por ln 2.
No´tese que como corolario del teorema anterior, obtenemos como caso
particular la desigualdad
Hp[X] ≤ log2 n (3.11)
si hacemos que el soporte de X tenga taman˜o finito n y hacemos que
q produzca una distribucio´n equiprobable, es decir, q(xi) =
1
n para todo i.
Esto concuerda con nuestra intuicio´n acerca del significado de la entrop´ıa
de X. En efecto, H[X] es muy cercana a 0 cuando X es “casi determinista”
(por ejemplo cuando, p(xi) es 0 en todos los xi salvo en un punto donde la
probabilidad es 1), ya que la informacio´n que obtenemos cuando observamos
un valor es nula. Por el contrario, cuando la distribucio´n de p es uniforme
se alcanza la cota (3.11).
En consecuencia, si queremos aproximar una distribucio´n desconocida
p(x) mediante una distribucio´n q(x), trataremos de minimizar la divergencia
de Kullback-Leibler. No´tese que el segundo te´rmino de la definicio´n dada
en la ecuacio´n (3.10) es la entrop´ıa de p, que no depende de q. Por tanto
podemos minimizar equivalentemente la cantidad
H(p, q) = Ep[− log2 q(x)] = −
∑
x
p(x) log2 q(x) = DKL(p || q) + Hp[X],
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que se llama entrop´ıa cruzada (cross-entropy) entre las distribuciones de
probabilidad p y q.
Supongamos que tenemos N ejemplos D = {x1, . . . ,xN} ⊆ RD etiqueta-
dos con etiquetas T = {t1, . . . , tN} ⊆ {0, 1}K en una codificacio´n multi-hot,
y que nuestra red neuronal produce un vector y(x,w) ∈ RK en el que cada
componente da la probabilidad de que el ejemplo este´ etiquetado con una
etiqueta. Si asumimos que las etiquetas son independientes, 9 la verosimili-
tud de que, dado un ejemplo xi y unos pesos w, la red neuronal lo etiquete
con el subconjunto de las K etiquetas ti es





No´tese que como tik ∈ {0, 1}, la verosimilitud q(ti | xi,w) es una dis-
tribucio´n de Bernoulli. Si suponemos adema´s que los datos (D, T ) son inde-
pendientes, tendremos que
q(T | D,w) =
N∏
n=1







Nuestro objetivo es maximizar esta expresio´n. Equivalentemente, pode-
mos convertir los productos en sumas y el problema de maximizacio´n en un
problema de minimizacio´n si tomamos el menos logaritmo de la funcio´n de






tnk ln ynk + (1− tnk) ln(1− ynk), (3.12)
donde ynk = yk(xn,w), tnk codifica si el ejemplo xn esta´ etiquetado
con la etiqueta k-e´sima, y los logaritmos los tomamos en base e por ser ma´s
comu´n en la literatura en este contexto [20, cap 3.13]. Como podemos ver en
la ecuacio´n (3.12), el menos logaritmo de la funcio´n de verosimilitud resulta
ser precisamente la entrop´ıa cruzada entre la distribucio´n que aproxima la
red neuronal y la distribucio´n verdadera de los datos.
Decimos que E(w) es nuestra funcio´n de coste, pues estima el error que
estamos cometiendo al aproximar la distribucio´n de probabilidad verdadera
de los datos con la producida por nuestra red neuronal al configurarla con
9Esta suposicio´n es incorrecta para nuestro problema. Por ejemplo, el 66 % de los pa-
cientes de MIMIC que tienen hiperlipidemia (etiqueta 2724) tienen tambie´n hipertensio´n
(etiqueta 4019). La agregacio´n de diversos factores de riesgo de cara´cter cardiometabo´lico,
relacionados con estilos de vida comportamentales, es lo que se conoce como S´ındrome Me-
tabo´lico [40], entre los que se encuentran la hipertesio´n arterial, la dislipemia ateroge´nica,
la obesidad y la diabetes.
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los pesos w. Nuestro objetivo sera´ el de ajustar los pesos w para minimizar
todo lo que podamos la funcio´n de coste.
En la pra´ctica, el ca´lculo de la funcio´n de coste usando directamente
la expresio´n (3.12) es bastante costosa y nume´ricamente inestable. Para
simplificar la notacio´n, supongamos que el escalar t codifica una etiqueta del
ejemplo xi, y que la red neuronal produce como salida el escalar z ∈ R (antes
de pasarlo por la funcio´n sigmoide) en la neurona asociada a esa etiqueta.
Entonces el error cometido en 3.12 para este ejemplo y esta etiqueta es










= t ln(1 + e−z)− (1− t)(ln(e−z)− ln(1 + e−z))
= t ln(1 + e−z) + (1− t)(z + ln(1 + e−z))
= (1− t)z + ln(1 + e−z)
= z − tz + ln(1 + e−z), (3.13)
que es una expresio´n computacionalmente ma´s eficiente pero propensa
a desbordamiento de la funcio´n exponencial para z < 0. Tambie´n podemos
reformular la expresio´n como
z − tz + ln(1 + e−z) = ln(ez)− tz + ln(1 + e−z)
= −tz + ln(1 + ez), (3.14)
que ahora puede desbordar para z > 0. Por consiguiente, para garan-
tizar la estabilidad y evitar el desbordamiento, las implementaciones de la
entrop´ıa cruzada en los frameworks de deep learning [4, 62] utilizan
ma´x(z, 0)− tz + ln(1 + e−|z|),
que es equivalente a (3.13) o (3.14) segu´n z sea positivo o negativo,
respectivamente.
3.2.2. Funciones de activacio´n
Dedicamos este apartado a hablar acerca de una decisio´n de disen˜o par-
ticular a las redes neuronales que normalmente no esta´ en otros modelos
parame´tricos de machine learning que se entrenan mediante algoritmos de
optimizacio´n basados en descenso del gradiente. Se trata de escoger las fun-
ciones de activacio´n de la red neuronal, que hasta ahora hemos denotado
por h, ubica´ndolas al final de cada capa de la red. En general, se llama fun-
cio´n de activacio´n a una funcio´n real cuya entrada es el resultado de una
transformacio´n af´ın z = W Tx+ b. La funcio´n de activacio´n opera entonces
sobre el vector z componente a componente.
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El disen˜o de funciones de activacio´n (activation functions o hidden units)
es un a´rea de investigacio´n muy activa y, en principio, es imposible predecir
de antemano que´ funcio´n de activacio´n dara´ mejores resultados. [20, cap.
6.3]. En la pra´ctica suelen probarse algunas y quedarse con las que mejores
resultados producen mediante un proceso de prueba y error. No obstante,
en los u´ltimos an˜os la comunidad se ha decantado por escoger la funcio´n
ReLU y la tangente hiperbo´lica como las opciones “por defecto” para redes
neuronales feedforward y redes neuronales recurrentes, respectivamente.
ReLU y variantes








ReLU(z) = max(0, z)
Figura 3.2: Gra´fica de la funcio´n ReLU.
La funcio´n ReLU (Rectified linear unit) viene dada por la ecuacio´n
ReLU(z) = ma´x(0, z). (3.15)
La funcio´n ReLU es la funcio´n de activacio´n recomendada para la ma-
yor´ıa de las redes neuronales feedforward. [20, cap. 6]. Como puede verse en
la figura 3.2, se trata de una transformacio´n lineal a trozos, lo que preserva
muchas de las propiedades que hacen que sea tan fa´cil optimizar modelos
lineales usando algoritmos basados en descenso del gradiente. Esta afirma-
cio´n puede parecer rara, ya que la funcio´n no es diferenciable en z = 0. No
obstante, en la pra´ctica esto no supone un problema: las implementaciones
en las librer´ıas de deep learning suelen usar el valor de las derivadas laterales
para funciones de activacio´n que no son diferenciables en un nu´mero finito de
puntos. Esto se puede justificar heur´ısticamente si tenemos en cuenta que el
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co´mputo del gradiente es propenso a errores nume´ricos en un ordenador. Es-
to es, cuando en un problema necesitamos evaluar h(0) para alguna funcio´n
de activacio´n h, es extremadamente improbable que el valor real subyacente
sea verdaderamente 0. Ma´s bien queremos evaluar h(ε), para un ε pequen˜o
que ha sido redondeado por la ma´quina a 0.
Segu´n Ian Goodfellow et al. [20, cap 6.6], los dos mayores avances al-
gor´ıtmicos en el entrenamiento de redes neuronales han sido el uso de la
entrop´ıa cruzada como funcio´n de coste en vez del error cuadra´tico medio y
el reemplazamiento de las funciones sigmoide por funciones de rectificacio´n.
De hecho, la funcio´n ReLU se introdujo en las primeras redes neuronales [17]
pero cayo´ en desuso a lo largo de los 80 y 90 en favor de la log´ıstica sigmoide.
No fue hasta el an˜o 2009 (Jarret et al., [27]) cuando se observo´ que “usar
una funcio´n de rectificacio´n es el factor ma´s importante para mejorar el
rendimiento de sistemas de reconocimiento”, siendo incluso ma´s importante
que aprender los pesos de las capas ocultas. 10
Funcio´n log´ıstica sigmoide








Figura 3.3: Gra´fica de la funcio´n log´ıstica sigmoide. Su rango es (0, 1). La
funcio´n se satura en las colas cuando el argumento es muy negativo o muy
positivo: se vuelve plana y no es sensible ante cambios pequen˜os en la en-
trada.
10Las funciones de rectificacio´n propagan el gradiente hacia atra´s mejor que las funcio-
nes que saturan, pues en estas u´ltimas el gradiente es nulo en las zonas de saturacio´n.
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La funcio´n log´ıstica sigmoide, tambie´n llamada funcio´n log´ıstica esta´ndar,
y a la que a lo largo de esta memoria hemos llamado a veces como simple-








Con anterioridad a la introduccio´n de la funcio´n ReLU, las funciones de
activacio´n ma´s usadas en redes neuronales eran la funcio´n log´ıstica sigmoide
y la tangente hiperbo´lica, principalmente por creerse que su comportamiento
se asemejaba ma´s al modo en que una neurona humana se activa. Estas dos
funciones esta´n ı´ntimamente relacionadas, 12 al darse la identidad
tanh z = 2σ(2z)− 1.
La funcio´n sigmoide verifica σ(−a) = 1 − σ(a). Su derivada se puede
escribir convenientemente en te´rminos de ella misma,
dσ
da
= σ(a)(1− σ(a)). (3.17)
11Matema´ticamente, una funcio´n sigmoide es cualquier funcio´n que tenga una forma
caracter´ıstica de S [71]. Algunos textos [64, cap. 3] definen como funcio´n sigmoidea a una
funcio´n continua σ : R → R que verifique l´ımz→∞ σ(z) = 1, l´ımz→−∞ σ(z) = 0. De este
modo, la funcio´n log´ıstica esta´ndar y la tangente hiperbo´lica se consideran ambas funciones
sigmoides. No obstante, no es dif´ıcil encontrar literatura en el campo de machine learning
en la que se llame a la funcio´n log´ıstica esta´ndar simplemente como funcio´n sigmoide.
12De hecho, puede demostrarse que dada dada una red neuronal con funciones de
activacio´n sigmoides en las capas ocultas, existe una red neuronal equivalente (es decir,
que produce la misma funcio´n) con el mismo nu´mero de capas y el mismo nu´mero de











Figura 3.4: Gra´fica de la tangente hiperbo´lica.








Tiene as´ıntotas horizontales cuando z → ±∞ y la pendiente de la fun-
cio´n en z = 0 vale 1, de forma que en un entorno de z = 0 se aproxima a la
recta y = z.
La tangente hiperbo´lica es la funcio´n de activacio´n ma´s comu´n para
las capas ocultas de las redes neuronales recurrentes, como veremos en el
apartado 3.3.
3.3. Redes neuronales recurrentes
Las redes neuronales recurrentes (recurrent neural networks, RNN) son
una familia de redes neuronales para procesar datos secuenciales. Una de las
limitaciones ma´s evidentes de las redes neuronales feedforward (y tambie´n
de las convolucionales) es su poca flexibilidad. [29] Ma´s concretamente, las
redes neuronales feedforward :
toman como entrada un vector de taman˜o fijo,
producen como salida un vector de taman˜o fijo, y
33
convierten la entrada en la salida en un nu´mero fijo de operaciones
(tanto el nu´mero de neuronas por capa como el nu´mero de capas no
cambian).
En contraposicio´n, las redes recurrentes permiten operar sobre secuen-
cias de vectores: secuencias en la entrada, en la salida, o en ambas. Ma´s
au´n, el nu´mero de pasos computacionales para transformar la entrada en la
salida puede ser fijo, variable, o incluso un hiperpara´metro a ser aprendido
por el modelo. Toda esta flexibilidad permite modelar y aprender funciones
fa´cilmente para todo tipo de problemas. 13
Figura 3.5: Las redes neuronales recurrentes son ma´s flexibles en el taman˜o
de la entrada y la salida. Imagen tomada de [29].
Como las redes recurrentes consumen secuencias de datos, se prestan
fa´cilmente a construir modelos en los que la temporalidad de los datos de
entrada es un factor a tener en cuenta en el aprendizaje. En todo momento
la red mantiene un estado interno conteniendo la informacio´n aprendida has-
ta el momento, que ira´ evolucionando segu´n consume la entrada. Nosotros
usaremos, al igual que en [38, 25], una red neuronal recurrente muy sencilla,
conocida como red neuronal Elman. [30] Su funcionamiento esta´ represen-
tado en la figura 3.6. La red toma como entrada, uno a uno, un conjunto
de vectores x(t), con t ∈ 1, . . . , τ indexando la secuencia temporal. El vector
de entrada se combina con el estado anterior h(t−1) para producir un nuevo














donde Wih,Whh y Who son matrices y la funcio´n tangente hiperbo´lica se
usa como funcio´n de activacio´n, como es habitual en las redes recurrentes.
(ve´ase el apartado 3.2.2).
13De hecho, se conoce que las redes neuronales recurrentes son Turing completas en el
sentido de que pueden simular programas arbitrarios (con los pesos apropiados). [57]
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Los para´metros de la red a ser aprendidos son las matrices de pesos
Wih ∈ RH×D,Whh ∈ RH×H ,Who ∈ RK×H y los correspondientes sesgos
bh ∈ RH , bho ∈ RK que definen la parte af´ın de las transformaciones de las
ecuaciones (3.18) y (3.19). Son para´metros compartidos por todas las etapas



















Figura 3.6: Red neuronal recurrente Elman de 20 pasos temporales.
Las redes neuronales recurrentes componen la misma funcio´n varias ve-
ces, una vez en cada paso temporal. El problema es que, emp´ıricamente,
los gradientes propagados a lo largo de varias etapas tienden a desaparecer.
Si consideramos una red recurrente muy sencilla sin entrada ni funcio´n de
activacio´n, la ecuacio´n que describe la evolucio´n del estado es:
h(t) = Wh(t−1)
Esta relacio´n de recurrencia puede simplificarse a
h(t) = W th(0)
Si W es diagonalizable como W = QTΛQ, siendo Q ortogonal, la ecua-
cio´n anterior se escribe
h(t) = QTΛtQh(0)
y el problema es ma´s aparente: si los autovalores son todos menores que
cero, elevarlos a t provocara´ que el resultado tienda a 0. Cualquier compo-
nente de h(0) que no este´ alineado con el mayor autovector de W desapare-
cera´ eventualmente. Este problema se traslada al ca´lculo del gradiente de la
funcio´n que computa la red, haciendo que los gradientes desaparezcan tras
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varias etapas temporales y por tanto provocando que la red no pueda actua-
lizar los para´metros durante el proceso de entrenamiento. Este problema se
conoce como el problema del desvanecimiento del gradiente (vanishing gra-
dient problem), y fue descubierto para las RNN por primera vez en [5]. 14 El
problema de desvanecimiento del gradiente impide que las redes recurrentes
sean capaces de “aprender” dependencias temporales a largo plazo de, ma´s
o menos, 10 o 20 pasos temporales.
Existen soluciones para paliar este problema. En la actualidad los mo-
delos secuenciales ma´s efectivos en las aplicaciones se llaman gated RNNs.
Aqu´ı esta´n incluidos la red de “memoria a larga y corto plazo” (long short-
term memory, LSTM ) y la gated recurrent unit, GRU. Las gated RNNs se
basan en la idea de crear “caminos” a lo largo del tiempo que tienen deri-
vadas que no desvanecen, ni explotan. [20, cap. 10.10] Para ello modifican
el grafo de la figura 3.6 y establecen una recurrencia interna que controla el
estado, adema´s de la recurrencia externa ya presente invariante en el tiempo
que ten´ıamos antes que transformaba un estado en el siguiente. El estado, la
entrada y la salida se agrupan colectivamente en una “celda” de la LSTM, y
las celdas esta´n conectadas recurrentemente. La estructura de una celda se
muestra en la figura 3.7. La celda cuenta adicionalmente con neuronas que
actu´an como “puertas”, que dependiendo de su entrada, dejan fluir los va-
lores o los cortan por una parte de la red. La puerta de entrada (input gate)
controla si el valor de la entrada x(t) entra o no en la celda. Ana´logamente,
la puerta de “olvido” o “desaprendizaje” (forget gate) controla el bucle que
define la recurrencia interna de la celda, y la puerta de salida controla si deja
pasar la salida. Las tres puertas son sigmoidales, por lo que sus valores esta´n
en el rango (0, 1). De esta manera la red tiene mecanismos para “borrar todo
lo aprendido hasta el momento” o acumular la informacio´n de la entrada con
lo ya aprendido. Naturalmente, todas estas interacciones dentro de la celda
y entre las celdas se describen matema´ticamente mediante ecuaciones que se
usan en el proceso de aprendizaje. Las ecuaciones para las LSTM son varias
y no son tan sencillas como las ecuaciones (3.18) y (3.19) que describen el
comportamiento de las redes recurrentes normales o vanilla. Explicar todas
las ecuaciones queda fuera del alcance de este documento; referimos al lec-
tor a las fuentes [20, cap. 10.10] y [74, 41] para un tratamiento riguroso e
intuitivo de las mismas.
¿Que´ partes de la arquitectura de una red LSTM son realmente im-
portantes para aprender dependencias temporales a largo plazo? ¿Existen
otras arquitecturas? Lo que hemos descrito es una red LSTM “normal”, pe-
ro existen muchas variantes y el modelo de la figura 3.7 puede complicarse
tanto como uno quiera. Una variacio´n de la LSTM de reciente popularidad
14El problema de desvanecimiento del gradiente no sucede tan a menudo en las redes
neuronales normales profundas. Esto es porque en este caso, las matrices de pesos en cada
capa son distintas. Una correcta inicializacio´n de los pesos puede emplearse para que el
producto de todas ellas tenga una determinada distribucio´n. Ve´ase [20, cap. 10.7].
36
es la gated recurrent unit (GRU), que es un modelo simplificado de una
red LSTM. El cambio ma´s importante es que las puertas de input y forget
esta´n ahora acopladas: cuando la puerta de olvido se abre tambie´n lo hace
la de entrada. Por tanto, cuando el estado interno se borra la informacio´n
de la entrada se usa para calcular uno nuevo inmediatamente. Solamente
por el mero intere´s de saber si es comparable el rendimiento de las LSTM y
las GRU para nuestro problema, implementamos y probamos ambas redes
(ve´ase el cap´ıtulo 4).
Figura 3.7: Diagrama de un bloques con una de las celdas recurrentes de





A pesar de la gran cantidad de teor´ıa y trabajo relacionado que se ha
investigado para abordar el problema planteado, la mayor parte del trabajo
ha sido de cara´cter pra´ctico. En este cap´ıtulo describimos la implementacio´n
del proyecto que acompan˜a a este documento, que se puede encontrar en el
siguiente repositorio de co´digo.
https://github.com/david-perez/tfg-code
Asimismo, detallamos co´mo hemos usado las te´cnicas de preprocesamien-
to y los modelos, expuestos en el apartado 2.2 y el cap´ıtulo 3 a nivel teo´rico,
respectivamente.
La tabla 4.1 resume brevemente la funcio´n principal de los directorios
y los archivos ma´s importantes que componen el proyecto. Usamos Pyt-
hon 3 por la gran cantidad de librer´ıas de machine learning disponibles en
este lenguaje. Las dependencias del proyecto se encuentran en el archivo
requirements.txt, para ser instaladas fa´cilmente mediante un gestor como
pip. [46] 1 El archivo readme.md contiene instrucciones de instalacio´n y uso
del proyecto.
1Debido a la gran cantidad de dependencias del proyecto, recomendamos hacer uso de
alguna herramienta de gestio´n de entornos como virtualenv [65] o conda [10].
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Archivo / Directorio Funcionalidad
sql setup/
Contiene los archivos de creacio´n de tablas y vis-
tas materializadas para montar la base de datos
que utiliza el proyecto.
explore dataset/
Contiene archivos de exploracio´n del dataset y
genera estad´ısticos descriptivos, como los ex-
puestos en el apartado 2.1.
logs/
Los logs, adema´s de mostrarse por consola, se
serializan en esta carpeta.
tensorboard logs/
Logs generados por la herramienta de visualiza-
cio´n TensorBoard.
readme.md Instrucciones de instalacio´n y uso del proyecto.
requirements.txt
Listado de dependencias para ser instaladas con
un gestor de dependencias.
database.ini
Archivo de configuracio´n de la conexio´n a la base
de datos.
database manager.py
Clase que implementa una API para interactuar
con la base de datos. Todas las consultas y modi-
ficaciones de las tablas realizadas por todos los
archivos del proyecto se centralizan aqu´ı. Usa-
mos la librer´ıa psycopg2 para interactuar con
PostgreSQL. [48]
logging utils.py Me´todos comunes para logging.
spacy analyzer.py
Analizador de spaCy personalizado para tokeni-
zar textos.
vocabulary generator.py Generador de vocabulario.
bag of words generator.py Generador de vectores bag of words.
logistic regression.py
Entrenamiento de clasificadores basados en re-
gresio´n log´ıstica.
feed forward nn.py
Entrenamiento de clasificadores basados en re-
des neuronales feedforward.
rnn.py
Entrenamiento de clasificadores basados en mo-
delos recurrentes.
rnn model.py
Modelo recurrente personalizable para definir
redes neuronales recurrentes ba´sicas, LSTMs y
GRUs.
evaluate classifier.py Evaluador de clasificadores. Calcula me´tricas.
Tabla 4.1: Funcionalidad de los archivos y directorios ma´s importantes que
componen el proyecto.
A continuacio´n detallamos co´mo hemos implementado las principales
fases para construir un clasificador, que son:
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generacio´n del vocabulario,
generacio´n de los bag of words,
entrenamiento de los modelos, y
evaluacio´n de los clasificadores,
que hab´ıamos representado en las figuras 1.1 y 1.2 de las pa´ginas 6 y 7,
respectivamente.
4.1. Generacio´n de vocabulario
La generacio´n del vocabulario se realiza ejecutando vocabulary generator.py,
que se conecta a la base de datos y procesa el corpus lingu¨´ıstico asociado
a las notas me´dicas de los pacientes del training set. 2 Para ello el script
hace uso de la librer´ıa spaCy, [60, 23] una librer´ıa open-source para pro-
cesamiento de lenguaje natural que cuenta con herramientas u´tiles como
tokenizadores, taggers y parsers (entre otras) 3 que se pueden encadenar
para producir, a partir de textos, objetos llamados documentos (ve´ase la fi-
gura figura 4.1). Nosotros construimos un analizador de spaCy personalizado
(spacy analyzer.py) para segmentar el texto en tokens. Tras la segmenta-
cio´n, realizamos en orden las siguientes tareas:
1. eliminamos las palabras vac´ıas (stop words),
2. eliminamos los tokens con un u´nico cara´cter,
3. eliminamos los tokens que contengan algu´n caracter nu´merico,
4. eliminamos separadores en blanco y,
5. eliminamos los tokens que contengan algu´n signo de puntuacio´n.
A continuacio´n construimos una matriz te´rmino-documento, en donde la
entrada (i, j) denota la frecuencia de aparicio´n del te´rmino j en el documento
i. Usando esta matriz, descartamos todos los te´rminos que no aparezcan en al
menos 3 documentos, y calculamos las medidas tf-idf (ve´ase el apartado 2.2)
de cada te´rmino en cada documento, construyendo as´ı otra matriz. Sumamos
2Es importante el hecho de que el vocabulario se genera u´nicamente con las notas
me´dicas del training set, pues queremos evaluar el rendimiento de los clasificadores sobre
el test set co´mo si las notas del test set fueran completamente nuevas, quiza´ provenientes
de otro dataset distinto a MIMIC.
3Algunas de estas herramientas han sido desarrolladas usando, a su vez, modelos
basados en deep learning. spaCy cuenta con numerosos modelos, que pueden consultarse
en [36]. Los hay entrenados con corpus en distintos idiomas y provenientes de varias
fuentes (art´ıculos, blogs, comentarios...). Nosotros usamos el modelo por defecto en ingle´s,
en core web sm.
40
las columnas de esta matriz, obteniendo as´ı un vector con la suma de los
valores tf-idf para cada te´rmino, que nos indica, en cierta medida, co´mo
de relevante es un te´rmino en todo el corpus (ve´ase la ecuacio´n (2.4) en
la pa´gina 14). El vocabulario final se selecciona como los primeros 40000
te´rminos tras ordenarlo descendientemente. Este vocabulario se serializa en
formato JSON en una tabla nueva de la base de datos.
Figura 4.1: Pipeline de procesamiento por defecto de spaCy. Imagen tomada
de [31].
4.2. Generacio´n de vectores bag of words
Respecto a la generacio´n de los bag of words, e´sta se lleva a cabo en
bag of words generator.py. El script toma como entrada un vocabulario
y produce como salida un conjunto de vectores bag of words para cada pa-
ciente (o para cada nota me´dica de cada paciente, en el caso de las RNN).
Los vectores esta´n asociados exclusivamente a uno de los tres tipos de da-
tasets: training set, validation set o test set, indica´ndose el dataset asociado
como argumento de entrada. Para los modelos de regresio´n log´ıstica y redes
neuronales feedforward, el script construye, para cada paciente, un vector
con la frecuencia de aparicio´n de cada te´rmino del vocabulario en todas sus
notas. Este vector se promedia por el nu´mero de notas me´dicas escritas pa-
ra este paciente. Para los modelos basados en redes recurrentes, el script
calcula, para cada paciente, un conjunto de vectores con la frecuencia de
aparicio´n de cada te´rmino del vocabulario en cada una de sus notas. En am-
bos casos, los vectores de salida se serializan en formato binario (mediante
la librer´ıa pickle [1]) en una tabla nueva de la base de datos. Es importante
la forma en la que se almacenan estos datos, pues cada vector tiene D entra-
das con nu´meros enteros, donde D es la longitud del vocabulario. En total
habr´ıa que almacenar DN nu´meros para un determinado corpus, siendo N
el nu´mero de documentos, lo cual es inviable para un vocabulario de 40000
palabras. Afortunadamente, la mayor´ıa de las entradas de los vectores son
nulas, dando lugar a una representacio´n sparse (dispersa, poco densa). Para
almacenar vectores y matrices sparse, so´lo hace falta guardar las entradas
no nulas junto con los ı´ndices que describen la entrada. El formato en el
que esta informacio´n se almacena en memoria es de crucial importancia,
pues la disposicio´n en memoria hara´ ma´s o menos eficientes ca´lculos como la
41
suma de vectores o la multipicacio´n de una matriz por un vector. Nosotros
usaremos un formato muy sencillo para guardar matrices, llamado formato
COO (coordinate format, [56]). Consiste en almacenar la tripleta de arrays
(row, col, data), tal que data[i] es el dato almacenado en la entrada de
la matriz que tiene por ı´ndices (row[i], col[i]). So´lo usamos este formato
para almacenar los vectores en la base de datos y para construir las matri-
ces te´rmino-documento en la generacio´n de vocabulario. Cuando entrenamos
nuestros modelos, cargamos todos los vectores a memoria y los convertimos
al formato habitual (almacenando expl´ıcitamente los ceros de las entradas
nulas tambie´n) para mejorar la eficiencia de los ca´lculos. 4 Si no caben to-
dos en memoria (ya sea RAM o la memoria de la GPU), como es el caso
para los vectores de las RNN, cargamos los vectores en batches (bloques) y
entrenamos los modelos iterando por los batches.
4.3. Disen˜o y evaluacio´n de los clasificadores
4.3.1. Regresio´n log´ıstica
Para el modelo de regresio´n log´ıstica, entrenamos diez clasificadores (uno
por cada enfermedad de las 10 enfermedades ma´s comunes en MIMIC, tal
y como se indica en el apartado 2.1). La informacio´n relativa al algoritmo
de entrenamiento puede consultarse en la documentacio´n de la librer´ıa que
hemos usado ([33, 58]). Cada clasificador toma como entrada un vector bag
of words asociado al historial me´dico de un paciente y predice una probabi-
lidad que indica cua´n probable es que ese paciente padezca la enfermedad.
Asignamos a un paciente el co´digo ICD-9 de la enfermedad si la probabilidad
es mayor que 0.5 (cutoff probability). Esto esta´ implementado construyen-
do dos matrices: una matriz Xtrain de dimensiones n × 40000 y una matriz
Ytrain de dimensiones n× 10, donde n es el nu´mero de pacientes del training
set. 5 La matriz Xtrain tiene por filas los vectores bag of words asociados a
cada paciente, y la matriz Ytrain es una matriz binaria cuya entrada (i, j)
denota si el paciente i esta´ diagnosticado segu´n MIMIC con la enfermedad
j. Una vez entrenado el clasificador, evaluamos su eficiencia pasa´ndole una
matriz Xtest. El clasificador produce una matriz Yˆtest, que comparamos con
la matriz verdadera de etiquetas Ytest.
4Existen frameworks de deep learning que comienzan a dar soporte experimental para
ca´lculos con matrices y vectores almacenados en algu´n formato sparse. Vea´se por ejemplo
[63].
5En el modelo de regresio´n log´ıstica, no usamos el validation set, pues no buscamos
mejorar la eficiencia del modelo modificando los hiperpara´metros del algoritmo de opti-
mizacio´n. Los hiperpara´metros son fijos; usamos los de por defecto de la librer´ıa sklearn.
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4.3.2. Red neuronal feedforward
Para los modelos basados en redes neuronales usamos PyTorch [51, 42],
un potente framework de deep learning que se caracteriza por su flexibilidad,
lo que otorga a los investigadores una gran facilidad para experimentar con
distintas arquitecturas. [15]
La red neuronal feedforward esta´ implementada en feed forward nn.py.
El script toma como entrada el nombre de tres tablas de la base de datos
(las producidas por el generador de bag of words) que contienen los bag of
words asociados al training set, validation set y test set. Lo primero que hace
es cargar el contenido de los vectores en memoria y definir la arquitectura
de una red, que se puede modificar muy fa´cilmente (ve´ase el fragmento de
co´digo 4.1). En los experimentos, probamos con una multitud de redes, con
de 2 a 4 capas ocultas y de 100 a 1000 neuronas en cada capa oculta. Usamos
funciones de activacio´n ReLU en las capas ocultas y la funcio´n sigmoide en la
u´ltima capa, que tiene 10 neuronas (ve´ase el apartado 3.2.2). Cada neurona
de la u´ltima capa esta´ asociada a una enfermedad. Asignamos un vector
de entrada x ∈ R40000 a una enfermedad si la probabilidad predicha por
su neurona es mayor que 0.5. Los vectores de entrada son los bag of words
asociados a cada paciente sin promediar por el nu´mero de notas me´dicas, tal
y como se hace en [38]. La funcio´n de coste a optimizar es la entrop´ıa cruzada
y el algoritmo de optimizacio´n es descenso de gradiente estoca´stico. Algunos
hiperpara´metros asociados son la tasa de aprendizaje (learning rate) y el
decaimiento de los pesos (weight decay), con los que experimentamos dentro
de un umbral. Para el ca´lculo eficiente de los gradientes, PyTorch implementa
el algoritmo de retropropagacio´n [53] sobre el grafo computacional que define
la red.
Fra´gmento de co´digo 4.1: Definicio´n de una red neuronal feedforward de 3
capas ocultas con el paquete Sequential de PyTorch. Las capas tienen H1,
H2 y H3 neuronas cada una, respectivamente. La red consume una entrada
de dimensio´n D in y produce una salida de dimensio´n D out.
model = torch.nn.Sequential(









4.3.3. Redes neuronales recurrentes
En cuanto a las redes recurrentes, implementamos una red neuronal re-
currente Elman tal y como se describe en el apartado 3.3. La definicio´n de
la red se realiza en el archivo rnn model.py, que permite definir la red como
una red recurrente vanilla (segu´n las ecuaciones (3.18) y (3.19)), una red
LSTM o una red GRU. Experimentamos tambie´n con el nu´mero de neuro-
nas en la capa oculta. La definicio´n de la red se importa en rnn.py, que
funciona ana´logamente al script feed forward nn.py. Toma como entrada
las tablas asociadas al training set, validation set y test set, que contiene los
bag of words de cada nota me´dica de cada paciente. A diferencia del resto
de modelos, en las RNN no podemos cargar todos los vectores en memoria
debido a la gran cantidad de datos. Lo que hacemos es dividir el dataset
en bloques (chunks) y entrenamos cada bloque iterativamente un nu´mero
fijo de epochs. Ser´ıa ma´s correcto entrenar la red en cada epoch con todos
los chunks para evitar que el modelo memorice los pesos de alguna parte
del dataset en particular y por ende se produzca un posible overfitting. Es-
te comportamiento se observa durante el entrenamiento de la red aunque
creemos que no influye en los resultados.
El orden en el que una red recurrente procesa los vectores de entrada es
muy importante. En nuestro caso, lo que haremos sera´ procesar las notas
me´dicas en el orden en el que fueron escritas por el personal sanitario. De
esta manera la red es capaz de aprender los s´ıntomas del paciente, as´ı como
los resultados de las pruebas, en el mismo orden en el que lo hicieron los
me´dicos antes de llegar a un diagno´stico.
En lo que sigue, referimos al lector a la figura 3.6 de la pa´gina 35. Los
vectores x(t) son, como antes, bag of words de notas me´dicas, y por tanto
esta´n en RD, donde D es la longitud del vocabulario, es decir, 40000. No
obstante, esta vez cada paciente no tendra´ asignado un u´nico bag of words
con la suma de las frecuencias de las palabras en todas sus notas me´dicas,
sino que tendra´ asignado un conjunto de vectores x(1), . . . ,x(τ), donde cada
x(t) es un bag of words de una u´nica nota me´dica, y las notas han sido orde-
nadas cronolo´gicamente. Como detallamos en el apartado 2.2, tenemos a lo
sumo 20 notas me´dicas por cada paciente en nuestros datasets de entrena-
miento y de test (es decir, τ = 20). Si un paciente tiene menos de 20 notas,
rellenamos el resto de vectores con ceros (padding).
La salida de la red, los vectores y(t), son, como antes, probabilidades
no normalizadas o logits de pertenencia a las clases de cada enfermedad,
y por tanto esta´n en RK . Los vectores h(t) componen el estado de la red
recurrente, y pertenecen a RH . El estado h(t) depende de todos los estados
y entradas anteriores, y representa por tanto de alguna manera lo que la red
ha aprendido tras consumir las t primeras notas me´dicas. En todo instante
de tiempo la red produce un vector y(t) que puede interpretarse como un
“diagno´stico” o asignacio´n de co´digos ICD-9 preliminar. Estas salidas par-
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ciales pueden usarse para observar co´mo evoluciona la salida a medida que se
va consumiendo la entrada, o simplemente para depurar la implementacio´n
de la red. Nosotros so´lo usaremos la salida correspondiente al u´ltimo ele-
mento de la secuencia, y(τ), pasa´ndola por la funcio´n sigmoide para obtener
probabilidades. Como en el resto de casos, el clasificador final lo construi-
mos asignando la etiqueta (enfermedad) k a toda la secuencia de entrada
(es decir, al paciente) si la entrada k-e´sima del vector resultante tiene una
probabilidad mayor que 0.5.
4.4. Otros desarrollos
Dedicamos este apartado a comentar algunas herramientas u´tiles usadas
transversalmente en todo el proyecto que hemos desarrollado para acelerar
el ritmo de experimentacio´n.
En primer lugar, todos los scripts ejecutables por consola poseen una in-
terfaz que describe los argumentos y flags que el programa toma como entra-
da. Por ejemplo, algunos scripts como bag of words generator.py (ve´ase
la figura 4.2) toman un flag --toy set. Una ejecucio´n de un programa con
este flag hace que se procesen por defecto solamente 700 notas del dataset
indicado. Esto es u´til cuando se hacen muchos cambios en una implemen-
tacio´n, pues permite ejecutar el programa por completo muy ra´pidamente
y comprobar si se produce alguna excepcio´n u otro comportamiento inespe-
rado. Otro flag importante con el que cuentan los modelos de deep learning
es --no gpu. Por defecto, los modelos se ejecutan en la GPU del sistema,
ya que las capacidades de procesamiento en paralelo de grandes cantidades
de datos es mucho ma´s ra´pida en las tarjetas gra´ficas. [28] PyTorch cuenta
con implementaciones de operaciones sobre tensores muy ra´pidas escritas en
CUDA para ello, y los tensores se almacenan en regiones de memoria de la
GPU. No obstante, so´lo GPUs modernas (con soporte para versiones actua-
lizadas del runtime CUDA) pueden funcionar con PyTorch. La inclusio´n de
este flag ejecuta todo el modelo en la CPU del sistema.
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Figura 4.2: Interfaz por consola de uno de los scripts del proyecto.
En segundo lugar, cada vez que ejecutamos un programa, el log, adema´s
de mostrarse por la salida esta´ndar, se serializa en un archivo de texto que se
guarda en el directorio logs/. Esto facilita la depuracio´n de los programas,
pues los modelos tardan mucho en ejecutarse y permite que su ejecucio´n
se pueda examinar posteriormente. Tambie´n permite comparar los resulta-
dos con otras versiones del mismo modelo o con implementaciones ide´nticas
ejecutadas en distintas ma´quinas.
Figura 4.3: Log mostrando el proceso de entrenamiento de un clasificador.
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Asimismo, cada vez que se ejecuta un programa se crea un “experimento”
en la base de datos asociado a la ejecucio´n del programa. Un experimento
guarda informacio´n u´til como los timestamps de inicio y fin de ejecucio´n,
el nombre del archivo del log o la configuracio´n con la que se ha instancia-
do un modelo en el caso de estar entrenando un clasificador. Esto es u´til
para comprobar que los modelos acaban correctamente y tardan un tiem-
po razonable en ejecutarse. Los resultados de ejecucio´n finales para todos
los datasets tambie´n se almacenan en la tabla para su posterior ana´lisis.
Al correr muchos experimentos, esto permite consultar con facilidad cua´les
han obtenido mejores resultados e inferir conclusiones observando los hiper-
para´metros que los definen. Un experimento esta´ un´ıvocamente determinado
por un identificador experiment id que se asigna cuando el experimento se
crea. Estos identificadores permiten “rastrear” co´mo se construye un cla-
sificador que depende de muchos experimentos. Por ejemplo, la ejecucio´n
de una red neuronal es un experimento, que toma como entrada vectores
generados por otro experimento, que a su vez depende de un experimento
de generacio´n de vocabulario. Podemos experimentar en cada una de es-
tas etapas, aislando un u´nico para´metro de configuracio´n de uno de estos
experimentos y observando co´mo cambios en el para´metro influyen en los
resultados finales.
Finalmente, para entrenar los modelos neuronales hemos usado mucho
TensorBoard, una herramienta de visualizacio´n de metricas relacionadas con
el proceso de entrenamiento. [61] Esta herramiente permite ver, en tiempo
real, los valores que va tomando la funcio´n de coste mientras el modelo va
aprendiendo, as´ı como cualquier otro estad´ıstico que se compute mientras se
entrena la red neuronal. Los gra´ficos interactivos de la interfaz web facilitan
la experimentacio´n, al ser posible comparar me´tricas de distintas series en
el tiempo, incluso provenientes de modelos distintos (ve´ase la figura 4.4).
TensorBoard es una herramienta disen˜ada para ser usada por TensorFlow,
un framework de deep learning desarrollado por Google. [2] PyTorch no dis-
pone au´n de un sistema de visualizacio´n parecido, por lo que usamos una
librer´ıa open source para convertir los datos generados por nuestros progra-
mas al formato que entiende TensorBoard, antes de mandarlos al servidor de
TensorBoard para que los procese. [32]
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Figura 4.4: Captura de pantalla de la interfaz web de Tensorboard. Imagen
tomada de [61].
4.5. Entorno de ejecucio´n
Todos los modelos, salvo los basados en redes neuronales recurrentes,
fueron ejecutados en dos ma´quinas distintas: un ordenador de sobremesa de
alta gama y un servidor con mayor memoria y capacidad de procesamiento.
El primero ejecuto´ todo en la CPU, mientras que el servidor cuenta con una
tarjeta gra´fica de altas prestaciones donada por el GPU Grant Program de
NVIDIA, [21] conseguida gracias al trabajo [22]. Las redes neuronales recu-
rrentes se ejecutaron u´nicamente en el servidor, debido a la mayor memoria
y el mayor tiempo de ejecucio´n que requieren. El modelo de regresio´n log´ısti-
ca se ejecuto´ u´nicamente en la CPU de ambas ma´quinas. La principal razo´n
por la cual hemos ejecutado el co´digo en dos ma´quinas es comprobar que se
obtienen resultados similares, 6 y comprobar la diferencia de rendimiento de
los modelos en una GPU y una CPU.
6Las resultados en ambas ma´quinas no son ide´nticos debido a la intr´ınseca aleatoriedad
del algoritmo de descenso de gradiente estoca´stico, que ordena los datos de entrenamiento
aleatoriamente en cada epoch antes de pasa´rselos a la red neuronal.
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Ordenador de sobremesa Servidor
CPU: Intel Core i7 4770k.
Memoria: 8 GiB DDR3 1866 MHz.
Almacenamiento: Disco duro 1 TiB
7200 RPM.
Sistema operativo: Ubuntu 17.10 (Linux
kernel 4.13).
CPU: Intel Core i7 920.
Memoria: 16 GiB.
GPU: NVIDIA Titan X (arquitectura
Pascal), 3584 CUDA cores, 12 GiB.
Almacenamiento: Discos duros, 2.5 TiB.
Sistema operativo: Debian GNU/Linux
9.4 (Linux kernel 4.9).
Tabla 4.2: Prestaciones de las dos ma´quinas en las que se han ejecutado los
programas.
En cuanto a la base de datos en la que se importo´ MIMIC, usamos dos
servidores PostgreSQL [49], uno instalado en cada ma´quina. Los servidores
se instalaron mediante Docker, [13] una herramienta para realizar virtua-
lizacio´n a nivel de sistema operativo que crea “contenedores” en donde se
ejecutan las aplicaciones aisladamente. [73] La comunidad de investigadores
y desarrolladores en torno a MIMIC cuenta con un repositorio de co´digo,
mimic-code, [35] en donde los contribuyentes comparten co´digo u´til para
instalar, administrar y realizar experimentos con la base de datos. El reposi-
torio cuenta con una imagen de Docker para PostgreSQL, junto con scripts
de instalacio´n y manejo de la base de datos MIMIC, que se han utilizado





Nosotros usaremos las siguientes sample-based metrics, que calculan me´tri-
cas tradicionales en problemas de clasificacio´n por cada muestra y promedian
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donde n = nu´mero de muestras
h(xi) = conjunto de etiquetas predichas por el clasificador h para la muestra xi
Yi = conjunto de etiquetas verdaderas asociadas a la muestra xi.
No´tese que en el caso de que sea h(xi) = ∅ o Yi = ∅ algunas de
las me´tricas no esta´n definidas. En tal caso se define la me´trica corres-
pondiente asociada a la muestra xi como 0. No´tese tambie´n que F1(h) 6=
2Precision(h)Recall(h)
Precision(h)+Recall(h) como suceder´ıa si hicie´ramos una micro-average o si es-
tuvieramos ante un problema de clasificacio´n binaria. En efecto, aqu´ı la
me´trica F1(h) es la media harmo´nica entre la precisio´n y el recall del clasifi-
cador por cada muestra, promediando los resultados, en consonancia con la
definicio´n de Precision(h) y Recall(h), como esta´ indicado arriba. La fo´rmula









donde Precision(h)i, Recall(h)i denotan la precisio´n y el recall del clasi-
ficador asociados a la muestra i-e´sima, y β es un nu´mero real positivo que
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controla cuanta ma´s importancia se le da al recall frente a la precisio´n, y se
usa en sistemas de recuperacio´n de informacio´n a gran escala en los que el
rendimiento esta´ ma´s ligado a la precisio´n o al recall. 1
Un estad´ıstico usado tambie´n en problemas de clasificacio´n es la exac-
titud, que mide la fraccio´n de ejemplos correctamente clasificados. Para un
problema multilabel esto se traduce en la exactitud de subconjuntos (subset










Una me´trica menos exigente es el ı´ndice o coeficiente de Jaccard, que
mide el grado de similitud entre dos conjuntos [52]. Obse´rvese que en el caso
de que los conjuntos sean siempre unipuntuales — es decir, estamos ante
un problema de clasificacio´n binaria o multiclase — el ı´ndice de Jaccard es
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5.2. Ana´lisis cualitativo y cuantitativo
Los resultados obtenidos por los clasificadores se listan en la tabla 5.1
y esta´n representados en la figura 5.2. En los modelos neuronales, los valo-
res recogidos representan los mejores resultados tras muchos experimentos,
en los que se ha probado con distintas configuraciones y valores para los
hiperpara´metros. En general, consideramos que un clasificador tiene mejor
rendimiento que otro si las me´tricas para el training set y el test set son
similares, y las me´tricas que “resumen” la precisio´n y el recall, as´ı como la
similitud de subconjuntos, son mayores. Es decir, damos especial importan-
cia a las me´tricas F1 y al ı´ndice de Jaccard.
Reproducimos tambie´n en la tabla 5.2 los resultados de Nigam en su
trabajo de 2016, [38] que aborda el mismo problema y cuyos modelos se
asemejan ma´s a los nuestros.
En primer lugar, comentamos el rendimiento del clasificador basado en
el modelo de regresio´n log´ıstica, que hemos tomado como l´ınea de base (ba-
1Por ejemplo, en un sistema de deteccio´n de spam en email, es mucho peor clasificar
un correo como spam cuando en realidad no lo es, que clasificar un correo como no spam
cuando en realidad es un correo no deseado. Por tanto, para este sistema uno trata de
reducir lo ma´ximo posible el nu´mero de falsos positivos. Esto se hace poniendo enfa´sis




Training set Test set
Prec. Rec. F1 Jacc. Sub. acc. Prec. Rec. F1 Jacc. Sub. acc.
Regresio´n log´ıstica 0.999 0.999 0.980 0.950 0.920 0.369 0.203 0.243 0.174 0.024
Red neuronal feedforward 0.706 0.564 0.595 0.499 0.186 0.634 0.593 0.572 0.461 0.117
RNN ba´sica 0.801 0.352 0.410 0.499 0.222 0.550 0.250 0.410 0.462 0.131
RNN LSTM 0.850 0.555 0.550 0.510 0.231 0.790 0.450 0.441 0.460 0.133
RNN GRU 0.620 0.299 0.355 0.150 0.071 0.550 0.250 0.299 0.110 0.042
Tabla 5.1: Me´tricas obtenidas por los clasificadores en el training set y en
el test set. Los valores para el validation set se excluye, pero son similares
a los del test set. Los valores sen˜alados en azul son los ma´s altos para la
correspondiente me´trica.
Modelo
Training set Test set
Prec. Rec. F1 Prec. Rec. F1
Regresio´n log´ıstica 0.9447 0.8718 0.8939 0.4381 0.2678 0.3000
Red neuronal feedforward 0.6629 0.3058 0.3925 0.6671 0.3062 0.3937
RNN ba´sica 0.7932 0.3143 0.4286 0.5406 0.3610 0.4035
RNN LSTM 0.8310 0.3224 0.4469 0.7488 0.3199 0.4168
RNN GRU 0.8500 0.3074 0.4333 0.8505 0.3005 0.4203
Tabla 5.2: Me´tricas obtenidas por los clasificadores de Nigam [38] en el
training set y en el test set. Los valores sen˜alados en azul son los ma´s altos
para la correspondiente me´trica.
seline model) para su comparacio´n con los modelos neuronales. Al tratarse
de un separador lineal muy sencillo, obtiene los peores resultados en todas
las me´tricas, como espera´bamos. Lo ma´s evidente es el brutal overfitting que
padece el modelo, acertando todas las etiquetas en un 92 % de los ejemplos
del conjunto de datos de entrenamiento, mientras que en el test set acierta
un 2 %. No obstante, los resultados obtenidos en el test set para el resto
de me´tricas son decentes y mejores de lo esperados, dada la simplicidad
del modelo. El sobreajuste que se produce es debido a una “memorizacio´n”
de los datos: el modelo tiene tanta capacidad que el algoritmo de optimi-
zacio´n es capaz de encontrar unos pesos que hacen que el training set se
clasifique correctamente, pero en realidad el clasificador no ha “aprendido”
nada, como pone de manifiesto el rendimiento sobre el test set. Es decir,
al existir una gran cantidad de para´metros (recue´rdese que los vectores de
entrada viven en R40000), es posible encontrar un hiperplano separador que
discrimina los datos linealmente, pero en realidad esta solucio´n no refleja
la“inteligencia” que requiere la naturaleza y la dificultad del problema, y
que en teor´ıa tendr´ıa un me´dico. Lo ma´s probable es, que al tratarse de un
modelo estad´ıstico, el clasificador este´ aprendiendo exclusivamente las fre-
cuencias de aparicio´n de los te´rminos me´dicos en los documentos. Aprender
las frecuencias de las palabras es de hecho una primera aproximacio´n bas-
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tante razonable para clasificar documentos, y Nigam constata en su trabajo
que algunos modelos recurrentes hacen esto tambie´n en cierta medida.
Desde un punto de vista matema´tico, e independientemente del problema
subyacente que quiere resolver, Bishop hace notar que el modelo de regresio´n
log´ıstica optimizado mediante el me´todo de estimacio´n de ma´xima verosi-
militud es propenso a exhibir overfitting severo. [6, cap. 4.3.2]. Esto suele
ocurrir frecuentemente cuando el dataset es linealmente separable (como en
el caso de la figura 3.1), ya que suele encontrarse una solucio´n de los para´me-
tros w cuya magnitud tiende a infinito. Esto hace que la funcio´n sigmoide se
vuelva “infinitamente empinada” en el espacio transformado, asemeja´ndose
a una funcio´n de Heaviside (ve´ase la figura 5.1), de manera que cada punto
de entrenamiento de cada clase k es asignada una probabilidad posterior
p(Ck | x) = 1. Este problema puede resolverse de varias maneras. Una de las
ma´s sencillas es modificar la funcio´n de coste (ecuacio´n (3.7) de la pa´gina 22)
para que tenga una nocio´n de la magnitud de los pesos w, penalizando los
de mayor norma. En general, dada una funcio´n de coste E(w), esta puede
ser modificada de la siguiente manera




donde λ > 0 es un coeficiente de regularizacio´n que controla el decai-
miento de los pesos. Los algoritmos de optimizacio´n basados en descenso
de gradiente favorecera´n ahora soluciones que minimicen la norma de w, al
estar ahora el gradiente dado por la expresio´n
∇E˜(w) = ∇E(w) + λw.
Esta te´cnica para evitar el overfitting se conoce como regularizacio´n L2,
y es solamente una de las “te´cnicas de regularizacio´n” que se emplean para
solventar este problema.







Figura 5.1: Funcio´n escalo´n de Heaviside. Compa´rese con la figura 3.3 de la
pa´gina 31.
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En cuanto a los resultados de la red neuronal, observamos una notable
mejora en las me´tricas de recall y F1 respecto al clasificador de Nigam. Nues-
tra red neuronal tiene 3 capas ocultas de 1000 neuronas cada una, mientras
que la de Nigam tiene 2 capas ocultas de 300 y 100 neuronas, respectiva-
mente. Usamos la funcio´n ReLU como funcio´n de activacio´n en las dos capas
ocultas, y la funcio´n sigmoide en la capa de salida. Puede que el mejor rendi-
miento de nuestro modelo se vea reflejado en esta diferencia de arquitectura.
Con la arquitectura de Nigam nosotros obtuvimos resultados malos tanto en
el training set como en el test set. Es muy interesante observar la evolucio´n
de las distintas me´tricas durante el entrenamiento de la red, que se mues-
tra en la figura 5.3. Observe´se como en el inicio las me´tricas fluctu´an hasta
que, presumiblemente, el algoritmo de descenso de gradiente estoca´stico en-
cuentra un camino por el que se minimiza el coste. Los valores entonces
se estabilizan y la red comienza a aprender los pesos. Al final del proce-
so de entrenamiento, todas los gra´ficos de las me´tricas esbozan el inicio de
una as´ıntota: la funcio´n de coste es ma´s o menos plana para los para´metros
aprendidos. La figura tambie´n muestra la evolucio´n de la entrop´ıa cruzada
para el validation set, que hemos usado para ajustar los hiperpara´metros.
Obse´rvese que ma´s o menos es una traslacio´n de la curva de la entrop´ıa
cruzada para el training set, quedando siempre por encima de esta u´ltima.
Esto es una buena indicacio´n de que el modelo esta´ bien implementado y
aprendiendo correctamente, pues el espacio entre estas dos curvas da una es-
timacio´n del “error de generalizacio´n” que cometera´ nuestro modelo cuando
evaluemos la funcio´n de clasificacio´n aprendida sobre el test set. Este espacio
se va haciendo cada vez ma´s grande al final del entrenamiento. Una te´cnica
de regularizacio´n que hemos usado es la parada prematura (early stopping)
del proceso de entrenamiento: cuando la entrop´ıa cruzada del validation set
empieza a ser constante pero la entrop´ıa cruzada del training set sigue dis-
minuyendo, es importante parar el proceso de entrenamiento para evitar el
overfitting. De lo contrario, el riesgo de aumentar el error de generalizacio´n
aumenta a medida que el espacio entre ambas curvas es mayor. Por ello se
suele parar el entrenamiento cuando la funcio´n de coste para el validation
set no ha mejorado en una ventana de taman˜o fijo. [20, cap. 7.8]
Respecto a las modelos recurrentes, los resultados son extremadamente
similares a los de Nigam, a excepcio´n de la RNN GRU, que para Nigam se
comporta como la RNN LSTM mientras que nuestra implementacio´n tiene
un rendimiento menor a las otras dos redes recurrentes. Tanto Nigam co-
mo nosotros obtenemos los mejores resultados con 100 neuronas en la capa
oculta. No obstante, nuestra RNN ba´sica tiene mejor rendimiento que la de
Nigam en todas las me´tricas, en el training set y en el test set. Parece d´ıficil
determinar si un modelo recurrente tiene mejor rendimiento que una red
neuronal feedforward, pues las me´tricas son muy dispares en el primer caso
mientras que en el segundo e´stas esta´n ma´s equilibradas. La RNN LSTM
goza de una clara mayor precisio´n, pero esto no parece contribuir en las
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me´tricas ma´s importantes de F1 y el ı´ndice de Jaccard. En resumen, no
parece que los modelos recurrentes este´n “aprendiendo” algo significativa-
mente distinto a la red neuronal normal, ni que hagan uso del orden de las
notas me´dicas en la secuencia temporal, algo que preve´ıamos que ser´ıa muy
dif´ıcil. Es decir, que el rendimiento es comparable al de las redes neuronales

































Figura 5.2: Gra´ficos con las me´tricas de la tabla 5.1 correspondientes al test
set, agrupadas por clasificador. Arriba, las me´tricas de precisio´n, recall y
F1. Abajo, las me´tricas relacionadas con similitud de conjuntos: el ı´ndice de
Jaccard y la exactitud de subconjuntos.
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Figura 5.3: Evolucio´n de algunas me´tricas durante el proceso de entrena-





En este trabajo hemos implementado varios clasificadores para abordar
el problema de asignacio´n automa´tica de co´digos ICD-9 en base a notas
me´dicas. Muchos investigadores han desarrollado clasificadores basados en
te´cnicas tradicionales de machine learning, pero menos estudios se han lleva-
do a cabo con modelos basados en deep learning y sobre el dataset MIMIC-III,
debido a ser relativamente nuevo. Es por ello que hemos profundizado en el
trabajo de Nigam, [38] y hemos implementado un modelo ba´sico de regresio´n
log´ıstica y varios modelos basados en redes neuronales, cuyos resultados es-
peramos que sean de gran utilidad como referencia para futuros investigado-
res. De nuevo los modelos basados en deep learning se muestran vencedores,
obtenie´ndose resultados similares a los de la literatura existente. No obstan-
te, espera´bamos mejores resultados de los modelos recurrentes, que ponen
de manifiesto que no se obtiene tanta ventaja al aprender dependencias tem-
porales a largo plazo en las notas me´dicas. Esto tambie´n es constatado por
otros. [38, 25].
Respecto a si algu´n clasificador ha sido exitoso abordando este problema,
la respuesta radica en co´mo se utilizar´ıa en la pra´ctica.
Si se espera implementar con e´l una inteligencia artificial que diagnos-
tique automa´ticamente a pacientes en base a observaciones realizadas por
personal sanitario, au´n estamos muy lejos de conseguir tal objetivo. A pesar
de que las me´tricas son bastante buenas, hay que tener en cuenta que so´lo
hemos abordado el problema para las 10 etiquetas ICD-9 ma´s frecuentes
en el dataset, y que los me´dicos son capaces de diagnosticar las enferme-
dades comunes excepcionalmente. Hay que tener tambie´n en consideracio´n
que el clasificador necesita notas escritas por profesionales sanitarios, y que
a menudo quienes las escriben lo hacen con varios dia´gnosticos parciales en
mente, si bien no esta´n ya completamente decididos.
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El clasificador s´ı podr´ıa ser utilizado en hospitales como una ayuda al
personal administrativo para rellenar registros me´dicos ma´s ra´pidamente.
En varios pa´ıses los co´digos ICD-9 se registran en la historia cl´ınica de un
paciente por motivos administrativos, como por ejemplo emitir facturas a
las compan˜´ıas de seguros me´dicos. Esta etiquetacio´n de historias se realiza
manualmente, buscando las enfermedades en listados para obtener su co´di-
go. Este proceso es muy largo y tedioso en la pra´ctica. Un programa basado
en un clasificador de los implementados en el presente trabajo podr´ıa “su-
gerir” las etiquetas automa´ticamente analizando la historia del paciente, si
determina que e´ste padece alguna enfermedad comu´n para la cual ha sido
entrenado en detectar.
En cuanto a co´mo obtener mejores resultados para este problema, cree-
mos que existen dos grandes v´ıas de trabajo futuro claramente diferenciadas:
1. mejorar la representacio´n de las notas me´dicas como entrada de los
modelos, y
2. emplear modelos ma´s avanzados.
Respecto a la segunda v´ıa de mejora, se podr´ıan utilizar redes neurona-
les ma´s sofisticadas, como redes recurrentes profundas con LSTMs o GRUs
que capturen mejor las dependencias temporales entre las notas. Tambie´n se
podr´ıan utilizar redes neuronales recursivas, en las que cada bloque de la red
se encargara de procesar distintos grupos de notas relacionadas. Esto podr´ıa
capturar mejor la idea de que en la vida real un diagno´stico se lleva a cabo
teniendo en cuenta distintos aspectos o “componentes” de la enfermedad,
y que todos estos trozos se combinan, no necesariamente secuencialmente,
para emitir un diagno´stico final. Con un dataset suficientemente grande, es-
ta idea podr´ıa llevarse al extremo. Por ejemplo, se podr´ıan entrenar varias
redes neuronales, cada una especializada en detectar una enfermedad con-
creta o un grupo de enfermedades relacionadas (cardiolo´gicas, neurolo´gicas,
inmunolo´gicas. . . ), y que otro programa tomara como entrada la salida de
estas redes y emitiera un juicio final, teniendo en cuenta toda la informa-
cio´n. Otra manera de sofisticar los modelos podr´ıa ser la de tener una base
de conocimientos me´dica esta´tica, como un listado de las enfermedades y su
sintomatolog´ıa. La red utilizar´ıa los datos de la nota y adema´s de aprender
del conjunto de notas de entrenamiento, consultar´ıa la base de conocimien-
tos para ayudarse y confirmar el diagno´stico. Este enfoque es el empleado
por el reciente trabajo de Prakash et al., que utiliza “redes neuronales con
memoria condensada” (condensed memory neural networks, C-MemNNs)
sobre las notas de MIMIC-III, usando como base de conocimiento texto en
bruto proveniente de art´ıculos de enfermedades de la Wikipedia. [50] Esta
aproximacio´n al problema ya ha cosechado muy buenos resultados.
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Sin embargo, creemos que una mejora sustancial del rendimiento de los
modelos se puede lograr ma´s fa´cilmente por la primera v´ıa de mejora pro-
puesta. Como subrayamos en el cap´ıtulo 1, los algoritmos sofisticados fun-
cionan bien u´nicamente cuando la entrada a los modelos es buena, es decir,
cuando modela bien el dominio de nuestro problema. Realizar diagno´sticos
es una tarea incre´ıblemente complicada, y creemos firmemente que una mera
representacio´n de las notas como vectores que miden la frecuencia de apari-
cio´n de las palabras no es suficiente. En primer lugar, el vocabulario escogido
podr´ıa ser mejorado preprocesando ma´s el dataset. Inspecciona´ndolo ma´s en
detalle, uno se da cuenta de que los textos cl´ınicos son muy idiosincra´sicos:
contienen numerosos tecnicismos, abreviaturas, errores de ortograf´ıa y frases
hechas que nuestra representacio´n no tiene en consideracio´n. Algunos ejem-
plos se listan en la tabla 6.1. Idear representaciones de la entrada que tengan
en cuenta estas cosas ayudar´ıa a la red a “entender” mejor el contenido de
las notas: expresiones como “lo´bulo frontal medial derecho” deber´ıan inter-
pretarse como una u´nica unidad sema´ntica y no deber´ıan ser segmentadas
por palabras. Abandonar una representacio´n bag of words por una ma´s so-
fisticada tambie´n es una alternativa prometedora. Los vectores bag of words
no capturan suficiente informacio´n sema´ntica de un documento. Te´cnicas de
modelado de lenguaje como word embeddings podr´ıan intentarse, asignan-
do vectores “pro´ximos” en un espacio vectorial a palabras sema´nticamente
similares. Estas representaciones pueden generarse a su vez con modelos de
deep learning, entrena´ndose redes sobre vocabulario me´dico especializado
proveniente de algu´n lexico´n establecido. Esta aproximacio´n es implementa-
da por Huang et al. en su trabajo, [25] en donde se utiliza word2vec. [18]
Faltas de ortograf´ıa Expresiones comunes
zaroxalyn hypercholesteremia central line
zaroxlyn hypercholesterinemia subcortical white matter
zaroxolyn hypercholestermia ulcerative colitis








Tabla 6.1: Algunas faltas de ortograf´ıa y “frases hechas” que aparecen fre-
cuentemente en MIMIC-III. Tabla tomada de [38].
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Los hospitales generan cada d´ıa una cantidad ingente de datos que se
almacena en registros me´dicos. La acumulacio´n de toda esta informacio´n
valiosa ha posibilitado la realizacio´n de estudios a escalas masivas que han
mejorado los cuidados y tratamientos me´dicos. Gracias al deep learning, esta-
mos comenzando a disen˜ar inteligencias artificiales que esta´n revolucionando
campos como la bioinforma´tica, la geno´mica y la radiolog´ıa. Un futuro en el
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