ABSTRACT In this paper, we propose a user profile model to describe users' preferences from multiple perspectives. Then, we discuss the degree of the user's preferences for historical news, and propose a method to calculate the preference weight of historical news according to the user's reading behavior and the popularity of news. This method could construct user profiles more accurately. Besides, we provide a dynamic method for news recommendation, in which both short-term and long-term user preferences are considered. The experimental results indicate that our method can significantly improve the recommendation effect.
I. INTRODUCTION
In recent times, the Internet has become one of the primary methods of information transmission worldwide. People can read news articles from various sources around the world. Some personalized news recommendation systems, such as Google news and Toutiao, provide online personalized news recommendation services for a large number of users. Thus, these news systems have acquired a large pool of active users. And then they generate far more value than these which do not have a personalized news recommendation system or have a poor personalized recommendation system. Based on the news content and the user's information, helping users find interesting articles that match the users' preferences as much as possible has become one of the main challenges for today's Internet news-portal websites and mobile applications. In general, existing news recommendation systems can be divided into three categories: content-based recommendation, recommendation based on collaborative filtering, and hybrid recommendation.
Content-based recommendation: the recommendation system tries to find news with similar content to the news that the user has read. Generally speaking, news content is usually represented by a vector space model (for example, TF-IDF) [1] - [3] , or topic distributions gained by a language model (e.g., PLSI and LDA ), and evaluate the relationships between news articles by a specific similarity measurement method. For example, News Dude [4] was a personalized recommendation that combines TF-IDF with a K-Nearest Neighbor algorithm to recommend news. MONERS [5] was a mobile web news recommendation system that incorporates news article attributes and user preferences with regard to categories and news articles in its modeling process. Another content-based method was Newsjunkie [6] , which selected news by a novelty measurement of information, and showed how to recommend news based on the user's reading history. Chen et al. [7] proposed a location-aware personalized news recommendation method with explicit semantic analysis (LP-ESA and LP-DSA). Content-based recommendation systems are usually easy to implement. However, in some scenarios, the profile of the user with a bag of words is not sufficient to accurately capture the user's preferences.
Recommendation based on Collaborative filtering: the system recommends news by users' news ratings, and generally they are content free. News ratings are usually binary, and a click on the news is equivalent to a 1 rating, while a nonclick is rated as a 0 rating [8] . In practice, most of the collaborative filtering systems were based on the user's history rating behavior, and used a set of similar users to predict the news score [9] - [11] , or modeled the user's behavior in a probabilistic manner [12] - [14] . In the case of a high similarity of historical behaviors among users, a collaborative filtering system could effectively capture users' preferences, but the content universe was almost static [15] . However, in many Internet application scenarios, the impact of content changed frequently, and the popularity of content transformed over time [16] . In addition, many users do not have sufficient historical behaviors, or the number of users in the system is not high enough, which is known as a cold-start problem [17] . These problems make collaborative filtering inefficient.
Hybrid recommendations: as discussed above, contentbased and collaborative filtering recommendation systems can provide meaningful results, but they have some drawbacks. In order to get more reasonable results, many researchers explored the feasibility of these two methods and proposed hybrid solutions to recommend news. Typical examples include [18] - [21] , in which the ability to recommend news with collaborative filtering could be enhanced by combining with content-based methods. For example, the SCENE [22] used the nearest neighbor to the user's model in order to blend the idea of collaborative filtering with a recommendation method based on the content, and it also made some other improvements. For another example, the Wesomender [23] , a content-aware recommendation system, recommended news by mixing the result of the content-based and the collaborative-filtering components. News contextual features, e.g., time, current user preferences, location, and existing trends, are taken into account for user profiling to provide an adaptive framework that deals with heterogeneous data to provide an enhanced collaborative filtering system. Wen et al. [24] presented a hybrid method for the personalized recommendation of Web news. This system tracked the user's navigational data and analyzed through a Web page auto-classifying process, which was used to construct and update the user's preference model. Lv et al. [25] had presented a study on personalized news recommendation through considering multidimensional domain features including domain-specific features and general features to model user preference more accurately.
Temporal dynamics in recommendation: a lot of research work related to temporal dynamics in recommender systems have been proposed in recent years. It can be learned that user's preferences change over time and there are many ways to construct user's short-term profile. For example Lu et al. [18] used a continuous attenuation function to depict the attenuation process of user interest toward a news topic. Thus, in their researches, the users' recent operations could have greater impact on user content eigenvectors, and the early operations have less impact. LOGO [26] separated a user's reading history into multiple time frames, and built long-term and short-term user profile with a time sensitive weighting scheme. Ding and Li [27] presented a new time weight collaborative filtering algorithm. They utilized a predefined time function for different items. The main idea is to predict prcisely user future purchase interest by deploying time weight. In view of Fortuna et al. [28] , the short-term scores relied only on the last read article by the user. Such features could be referred to as recent features, and were used alongside normal features. Jiahui et al. [29] developed a Bayesian framework for predicting users' short-term news preferences from the activities of that particular user and the news trends demonstrated in the activity of all users.
Although research studies have made some progress, personalized news recommendation is still a challenging issue. First, in many news recommendation systems, the user profiles are one-sided, and user modeling from a single perspective cannot reflect the real preferences of users. Second, there
is not yet a way to assess the degree of users' preferences for historical news. In reality, users' preferences for news are quite different. Thus, treating these historical records equally to analyze a user's preferences is not reasonable. Third, when building a short-term profile, most research studies abandon the relatively early browsing records, or use only a few recent browsing records. This may cause many contingencies and an incorrect understanding of the user's preferences, or the recommendation results will be too similar to what the user just read.
To solve the problems mentioned above, we use a new news recommendation system that extends the user profile to three stages. And we proposed a novel method called BAP to build the user profile. The method gives each historical news a corresponding weight based on user's reading Behavior And the Popularity of news, instead of 0, 1, or some fixed value. Furthermore, when dealing with short-term profiles, we propose a time function to adjust the user's preferences for all historical news rather than some of it. This helps us construct a more objective and comprehensive short-term profile of the user.
The system consists of three main components: news collection and processing, user profiling method, and personalized news recommendation.
The rest of this paper is organized as follows. In section 2, the system framework is introduced. Detailed algorithm descriptions of the main components in our framework are presented in sections 3, 4, and 5. Experimental results are reported in section 6. Finally, section 7 concludes this paper. Fig.1 depicts a brief framework of our proposed recommendation framework. The news recommendation framework used in this article is divided into the following sections: news collection and processing, profile of user and construction method based on reading behavior and news popularity, and dynamic personalized recommendation method. 1) News collection and processing: In this paper, We present a three-stage profile model for news. In the first stage, we crawl news from the mainstream news websites and extract keywords from the news to establish a vector space model. Then, we analyze the topic distribution by a language model (for example, LDA) [30] for the second stage. Finally, we identify the named entities for the third stage. 2) User profiling: Corresponding to the profile of the news, the profile of the user is also composed of three stages that are extracted from the user's reading history. VOLUME 6, 2018
II. RECOMMENDATION FRAMEWORK
The first stage represents some of the news keywords in which the user is interested. The second stage represents the topic distribution of the user's preferences. The third stage represents the named entities in which the user is interested. In this paper, the user's reading behavior is divided into several types by analysis. Different types of reading behavior represent different preference degrees. In this paper, the preference degrees of different reading behavior types are obtained by training. When using the historical reading record to construct the profile of the user, the probabilities that this reading behavior belongs to the different types of reading behaviors are calculated. Then, according to the probabilities, the preference degrees of this reading record can be calculated. At the same time, the popularity of the news that corresponds to this reading record is calculated. Then, the weight of the news is calculated by combining the preference degrees and news popularity. In this way, we can build the profile of the user more accurately with the weight of each piece of historical news. 3) Dynamic personalized news recommendation: We recommend news by using the long-term and shortterm preferences of users. A time-sensitive function is proposed to construct the short-term profile by adjusting the long-term profile of the user. Next, we calculate the similarities between each piece of news and the profile of the user. Then, we rank the news with the similarities. Using the rank results of the longterm and short-term preferences, the recommendation result sets of the long-term and short-term profiles are obtained. Finally, we adjust the selection ratio of the two recommended result sets according to the user's historical selection of these two result sets. The final recommendation result is produced by selecting news from the two recommended result sets using the ratio.
III. MULTISTAGE NEWS PROFILE CONSTRUCTION
A multistage news profile model is constructed by the following steps. First, for each piece of news, the NLPIR Segmentation System (provided by the Chinese Academy of Sciences) is used to get the results of word segmentation. Then, we build a vector space model with keywords of news by the TF-IDF algorithm using the segmentation results. The Named Entities of the news are extracted. Finally, we obtain the topic distribution of the news by LDA (Latent Dirichlet Allocation). A profile model of each piece of news can be expressed as V n = F n , G n , E n .
A. NEWS KEY WORDS EXTRACTION
To get the keywords that can represent the news article, we calculate the weight of each word in segmentation results by TF-IDF. Then, the words with the top-P highest weights are selected to build the keyword vector
. .}, where each entry consists of a representative word and the corresponding weight. In this paper, we choose p = 10 to ensure that the key words are meaningful to the news according to experience.
B. NAMED ENTITIES EXTRACTION
Many news readers prefer to read news articles with interested named entities such as who participates and where it occurs. Therefore, it is necessary to take the named entities as part of the news profile. We use HanLP to obtain the named entities of news, and build the named entity vector E n = { e 1 , w 1 , e 2 , w 2 , . . .}, where each entry consists of a representative named entity word and the corresponding weight.
C. TOPIC DISTRIBUTION ANALYSIS
News readers will also be interested in news with similar topic distributions. Therefore, it is necessary to analyze the topic distributions of the news. In general, detecting the latent topic of a text corpus is typically conducted using probabilistic language models such as PLSI and LDA, and by extracting a list of representative words from the original corpus along with the corresponding weights. In this system, we use LDA as the language model to detect potential topics, and express the topic distribution of each piece of news to build the news topic distribution vector
where each entry consists of a representative topic id and the corresponding weight.
IV. MULTISTAGE USER PROFILE CONSTRUCTION
In order to capture users' reading preferences for news articles, it is critical to construct a reasonable profile of the user. Traditionally, the profile of the user can be constructed with a text vector space model by tracking the articles the user has read. However, simply representing a profile of the user as a text vector space model cannot effectively capture the user's exact reading preferences. On the one hand, overfitting may often occur by this method. This method builds the profile of the user only by keywords, so it cannot recommend news without the same keywords. However, the user may be interested in news with similar topic distributions but without the same keywords. On the other hand, the user may be more interested in some named entities than other features of the news. However, the traditional method cannot highlight the importance of the named entities. Based on the analysis above, we propose to construct the profile of the user by three different but related stages: news keywords, news named entities, and news topic distributions. Each profile of the user can be expressed as V u = F u , G u , E u , which corresponds to the three-stage model of news. However, there are some differences between this and the profile of news, where
. .}, F u represents the keywords collected from the historical news that the user accessed in the past, and each entry consists of a representative word, the corresponding weight, and the last time the user accessed it;
• E u = { e 1 , w 1 , t 1 , e 2 , w 2 , t 2 , . . .}, E u represents the named entities collected from the historical news that the user accessed in the past, and each entry consists of a representative named entity, the corresponding weight, and the last time the user accessed it; and
. .}, G u represents the topic distribution collected from the historical news that the user accessed in the past, and each entry consists of a representative topic id, the corresponding weight, and the last time the user accessed it. The reason why we use both G u and F u is that G u can only reflect a person's interest in the news topics. But people's preferences for topics may be based on specific content. Such as, some people prefer news about music and film, but they only read the news about his favorite star. Some people like the news of soccer, but they are only interested in La Liga but not interested in Italy Seria. And this is exactly what you can do with the F u .
However, as the user reads more news, the information in F u and E u will become larger and larger. This puts a lot of pressure on the system during the recommendation process. In order to control the user's profile within a reasonable size, we try to maintain only the most valuable k elements in the system. Therefore, when the number of elements in F u or E u exceeds k, we rank each element with the absolute value of the weight, and only the first k elements are preserved. But if the performance of the hardware is sufficient, there's no need to limit the size of F u and E u , and the parameter k would be unnecessary.
A. USER PROFILING METHOD
A well-known method to construct the profile of a user is the classic algorithm called Rocchio [31] . In this paper, the method is adjusted to construct the profile of the user, as follows:
where V n j represents the profile of news n j . N r and N nr represent the collection of news that the user has read and has not read, respectively. β j represents the weight of the news n j for user u. γ k represents the weight of how the user u is uninterested in the news n k . One of the benefits of the Rocchio algorithm is that V u can be updated in real time based on the user's feedback, and its update cost is small. In this system, γ k is a definite value, but the value of β j depends on how the user is interested in the news n j . We discuss how to calculate β j in the following sections in two aspects: user reading behavior and popularity of the news. And we propose a method to calculate the weight β j .
B. READING BEHAVIOR ANALYSIS OF USER
When users read news online, the degrees of preference for news and reading speed are highly correlated. When the user is very interested in the current news, the user will read the news carefully, and a higher proportion of the news will be read. Thus, the reading speed will be relatively slow. VOLUME 6, 2018 However, when the user is not interested in the current news, a significant amount of content will be skipped. The user may read only a few sentences, so the reading speed will be relatively fast. Therefore, the reading speed can largely reflect the user's preference degree for the news.
When the user reads news articles of different lengths, the reading speed of the user will also be different. A survey is conducted in this study to mine the relationship between the reading speed and the length of news articles. The survey found that the reading speed of users increases with the length of the articles. When the users read long news, even if they are interested in it, the reading speed is relatively fast. This is because when the user reads long news, a lot of content will be skipped, and most people just read the first half of the news to know what the news talks about. Then, they skip the second half of the news. This is the reason why the reading speed is fast when the user reads long news. However, for short news, if the user is very interested in the news, he or she will read almost every word, so the reading speed is slower.
1) SURVEY OF READING SPEED AND ARTICLE LENGTH
In this experiment, some reasonable reading records were selected, and a statistical analysis of the relationship between the reading speed and article length is conducted, as shown in Fig.2 . The figure shows that the longer the news the user reads, the faster the user reads. At the same time, it can be found that there are several types of user reading behavior. Thus, the reading behavior is processed by clustering it into m types. We assume the preference degree for each type is I = (i 1 , i 2 , . . . , i m ) FIGURE 2. Relationship between reading speed and article length.
2) PREFERENCE CALCULATION
We randomly select some users and ask them mark preference degrees for news that they have read before in the form of questionnaires. In this paper, there are three degrees of preference. The corresponding preference values of the three degrees are w l ∈ {w 1 , w 2 , w 3 }. The preference degrees of the m types of reading behavior are determined by the users' preference marks for the news. Thus, the preference value of reading behavior of type x is
where r il represents the reading record of the news with preference degree l marked by user u i , r x represents the reading record in type x, and a represents the count of users selected.
When |r x | increases, the value of the corresponding i x will also increase because the number difference between |r x | is large with different x. Therefore, i x needs to be fixed in order to eliminate the effect of different numbers of r x .
where i x represents the adjusted i x , and d determines the range of i x . When calculating the user's preference for the news, the probability that the user's reading behavior belongs to each reading behavior type is calculated. Finally, the preference value based on the user's behavior is given below, where p x (u, n) represents the probability that the user's reading behavior belongs to the reading behavior type x, and Behavior(u, n) represents the preference value of the user u for news n.
C. NEWS POPULARITY CALCULATION
Hot events appear frequently in online news, and the news about the hot event will be very popular. The more popular the event, the more news about the event will appear. Thus, the user may have a greater probability to read much news about this event, but this may not mean that the user is very interested in this event. By contrast, if the user reads some news about an unpopular event, it is likely that the user is greatly interested in the event. Therefore, it can be concluded that users' preferences for the news negatively correlate with the popularity of the news. According to the analysis above, we propose a new method to calculate the popularity of news.
Popularity(n)
where S T (n) represents the collection of news that is similar to news n over the threshold in the time range T , and N T represents the collection of all news in the time range T . min (|N T | / |S T (n)|) represents the minimum value that |N T | / |S T (n)| can be in the dataset, and max (|N T | / |S T (n)|) represents the maximum value that |N T | / |S T (n)| can be in the dataset. The parameter ω determines the change speed of popularity as the change of (|N T | / |S T (n)|).
D. NEWS WEIGHT CALCULATION
Based on the discussion above about the influence of user behavior and news popularity on the user's preference for the news, we calculate the weight of news n for user u as follows:
V. PERSONALIZED RECOMMENDATION
Personalized news recommendations are oriented from exploring the relations between newly published news articles and the profiles of users. In this paper, what we proposed is essentially a content-based recommendation method. However, different from prior approaches, a time-sensitive user preference adjustment function is proposed, which can adapt the general profile of a user to a short-term profile. The final recommendation result is selected from long-term and short-term recommendation results based on a ratio that is calculated from the user's browsing history.
A. SHORT-TERM PROFILE CONSTRUCTION
According to some previous related works [26] - [29] , it can be learned that the user's preferences change over time. Therefore, it is necessary to consider the long-term and shortterm preferences of users in recommendations. The long-term preferences of the user refer to the overall preferences that the user has generated from using the system to the current time. Short-term preferences are mainly based on the user's recent reading behavior. In this paper, we propose a time-sensitive function to adjust the profile of the user to a short-term profile. A long-term profile is constructed by the general preferences of the user, while a short-term profile is more sensitive to the user's recent reading record. Therefore, the short-term profile adjustment method should give more importance to the recent record. The time function f (t) is a monotone decreasing function, which decreases monotonically with an increase in t now − t. In other words, all data contributed to the recommendation, but the most recent data contributed the most. Old data should have a small weight in the recommendation. In our algorithm, we choose a function of exponential form to achieve this goal because exponential time functions are widely used in many applications. Therefore, the time-sensitive method proposed in this paper is as follows:
where t now represents the present time. The parameter b is used to adjust the function, which respectively determine the decay rate of the user's reading preferences over time.
After adjusting the profile of the user by f (t), the user's short-term profile V u = F u , G u , E u can be represented as follows:
B. USER'S PREFERENCE FOR NEWS
In this paper, the similarity between news can be calculated by profiles of news. Similar to the calculation of news similarity, the value that gauges how much the user u is interested in the news n can be calculated by the similarity of news profile V n and user profile V u . The similarity between V n and V u is computed as
where ρ, σ and τ are parameters that control how important the future is. Sim(F un , F n ) , Sim(G u , G n ) and Sim(E un , E n ) are calculated by cosine similarity.
where M (F u , F n ) is a projection transform function, and F un is the projection result of F u onto the F n based on the M function. F u and E u is a sparse vector with high dimension, but the F n and E n is a dense vector with low dimension. So before calculating the similarity between them, we first use M (F u , F n ) for dimension transformation to make the two vectors have the same dimension. Because that the points of interest which is irrelevant to the news do not contribute at all for computing user interest for the news, so the M (F u , F n ) do not adversely affect the similarity measure, but also make the similarity calculation easy between the high-dimensional sparse vector and low dimensional vector.
C. DYNAMIC RECOMMENDATION
User preferences for long-term and short-term profiles may vary depending on time, and there are differences between different users. For example, some users' preferences are stable, and time has little impact on this kind of user preference. Thus, the long-term profile is better for this kind of user. By contrast, some users' preferences are changeable. Thus, the recommendation result of short-term profile meets their requirements better. Therefore, we propose a personalized selection ratio based on the user's historical recommendation record. The final recommendation results are selected from the recommended results of the long-term and shortterm profiles according to the ratio. According to this ratio, the number of news pieces selected from the short-term recommendation results is (10) where cn represents the total number of news pieces that need to be recommended. Corresponding to count short , the number of news pieces selected from the long-term recommendation result is cn − count short . RN shortr represents a news set in VOLUME 6, 2018 which all news is recommended by the short-term profile in the history, and is read by the user. RN shortr represents a news set in which all news is recommended by the short-term profile in the history.
VI. EXPERIMENTAL EVALUATION
In this section, a comprehensive experimental assessment is provided to demonstrate the effectiveness of the news recommendation system. This system collects real-world news from multiple mainstream news portals. This section describes the experimental design according to the recommended framework introduced in section 2.
A. EXPERIMENTAL DATASET
In the experiment, we collected a large number of news articles from popular news websites. These articles contain multiple topic categories such as entertainment, sports, military, game, fashion, politics, and culture. We collected news in 11 categories from May 1, 2017, to October 31, 2017. The news was put in a mobile application in the Apple Store to collect data from users. Finally, 58,380 news items were stored, with 1,600 users in the system, each day on average with more than 300 news articles. And the dataset 1 is available in GitHub.
B. EXPERIMENTS
The system contains three main components: (a) a component that periodically collects news from the network and processes the news, (b) a component that dynamically builds and updates the profiles of users, and (c) a component that can recommend news articles to individual users based on the profile of the user. From the point of view of the experiment, b and c are validated as major parts to be tested in a unified online environment. The detailed experiment is described below.
1) PROFILE OF USER EVALUATION
In this system, three different but related pieces of information are used to construct the profile of a user: news keywords, news topics, and named entities. In previous studies, the user profile is often constructed by one or two features such as news keywords, news topics, and similar access models. However, according to the analysis in section 4, a single composition does not sufficiently describe the preferences of the user. Therefore, in order to evaluate the performance of the multistage profile of a user in this paper, the influence of each possible combination of the three factors on the recommended results is tested. The average value of the corresponding precision, recall, and F-score are calculated, as shown in Fig.3 shown below. The figure shows that the three-stage user profile performs the best, and recommendations based only on a single aspect cannot outperform the system based on the combinations.
1 https://github.com/NEULiDeyang/NewsDataSet 
2) REASONABLE MAX SIZE k IN F u AND E u
According to the analysis in section 4, we need to find a suitable value of k to improve the efficiency of the system without affecting the recommendation effect. To achieve this goal, we made a series of assumptions about the value of k. Then, the mean value of the F-score was calculated with different k.
The experimental results are shown in Fig.4 . According to the figure, it can be seen that the recommendation effect is significantly affected when k is less than 3,000 and the efficiency is acceptable. Thus, we set the value of k to 3,000. 
3) NORMALIZING PARAMETER d IN BEHAVIOR CALCULATION
The normalizing parameter d determines the value range of (3). We make different assumptions for the value of the normalizing parameter d in (3) . Then, the mean value of the precision, recall, and F-score is calculated with different d to get a more suitable value of d for this system. The experimental results are shown in Fig.5 . According to Fig.5 , it can be seen that the algorithm performance is optimal when d is 450. Therefore, we set d as 450 for the following experiments.
4) PARAMETERS IN POPULARITY
We make different assumptions about the value of ω, and the threshold of similar news in (5). Then, the mean value of the precision, recall and F-score is calculated with different ω and thresholds to get a more suitable value for this system. The experimental results are shown in Fig.6 and Fig.7 . According to the figures, it can be seen that the algorithm performance is optimal when ω and the threshold are, respectively 0.33 and 0.1. Therefore, we set ω as 0.33 and the threshold as 0.1 for the following experiments. 
5) NEWS WEIGHT CALCULATION METHOD EVALUATION
According to our analysis in section 4, we can know that the user's preference is related to the reading behavior and the popularity of the news. To evaluate the performance of the news weight calculation method, we test the recommendation result with a no-weight calculated method using only behavior, only popularity, and the entire BAP method. Then, the mean value of the precision, recall and F-score is calculated to evaluate the recommendation effect. The result is shown in Fig.8 . It can be seen from Fig.8 that the performance of BAP is the best. The BAP method can significantly improve the recommendation effect.
6) PARAMETERS IN TIME FUNCTION
There are two parameters in the time function (7). The parameter b determines the decay rate of the user's reading preference over time. The higher the value of b, the lower the importance of the historical preferences. To get more suitable value of the parameter for our system, we select some reasonable values for the parameter. We test each value individually, and test the influence of each possible value on the recommended results. Then, we calculate the average value of the corresponding precision, recall, and F-score. As shown in Fig.9 , it can be seen that when b is 9, the effect is best. Therefore, we b as 9 for the following experiment.
7) PARAMETERS IN SIMILARITY CALCULATION
ρ, σ , and τ are parameters that control the importance of the three eigenvectors in (8) . To obtain more suitable values of these parameters for our system, we select some reasonable values for these three parameters, and try each value individually. The influence of each possible value on the recommended results is tested. Then, we calculate the average value of the corresponding F-score with each reasonable value. Because ρ + σ + τ = 1, we show only ρ and σ in the result. As shown in Table 1 , it can be seen that when ρ, σ , and τ are 0.6, 0.1, and 0.3, respectively, the effect is best. Therefore, we set ρ as 0.6, σ as 0.1, and τ as 0.3 for the following experiment.
8) SHORT-TERM CONSTRUCTION METHOD EVALUATION
In this paper, we proposed a method to construct a short-term user profile, in which we use a different time function and profiling method. To better understand how our method influences the recommendation results, we evaluate the performance of our method. For this evaluation, we choose another two short-term construction methods, which were proposed in [26] and [28] . In this paper, we call the two methods LOGO and INT. We calculate the average value of the corresponding precision, recall, and F-score to evaluate the performance of the recommendation methods. Fig.10 shows the result that our method has a better performance than the other two methods.
9) RECOMMENDATION EFFECT
Finally, in order to test the overall performance of the personalized news recommendation algorithm proposed in this paper, we select two excellent news recommendation methods: JK [18] and SCENE [22] . JK is a method that clusters users first and then recommends news items. SCENE is a method that explores the intrarelations between news articles, along with different characteristics of news items including news content, similar access patterns, and named entities preferred by users. The SCENE system supports efficient clustering of newly published news articles, as well as a high quality of recommendation results. The recommendation effect of the recommendation system proposed in this paper is compared with those of the other two systems. And for the parameters in these two methods, we selected the optimal values provided in their paper to realize the contrast experiment. Fig.11 shows the comparison results with the precision, recall, and F-score. It can be seen from the figure that the proposed system is clearly more effective than Jaccard-Kmeans and SCENE for all three kinds of evaluation indicator. Thus, the proposed system has the most outstanding performance.
VII. CONCLUDING REMARKS
In this paper, a better personalized news recommendation method is proposed. We construct profiles of users with three different characteristics: news keywords, news topic distribution, and named entities. And the BAP user profiling method is proposed to calculate the user's preference for the news based on user behavior and news popularity. The profiles of users can be constructed more accurately with this method. Our system can provide a high quality of dynamic recommendation results with the short-term and long-term preferences of users. And experimental results showed that our short-term profiling methods is better than the methods proposed in LOGO and INT. In addition, to test the performance of the whole system, we implement two existing approaches, Jaccard-Kmeans and SCENE for comparison. An extensive evaluation demonstrated that the efficiency of our system is better. For future work, to improve the diversity of the recommendation results and explore more preferences of users, we plan to combine our method with a collaborative filtering recommendation, and add some elements about novelty to increase the quality of the user experience.
ZHILIANG ZHU received the M.S. degree in computer applications and the Ph.D. degree in computer science from Northeastern University, China. He has authored or co-authored over 130 international journal papers, 100 conference papers, and five books, including Introduction to Communication and Program Designing of Visual Basic .NET. He has served in different capacities at many international journals and conferences. His research interests include information integration, complexity software systems, network coding and communication security, chaos-based digital communications, applications of complex network theories, and cryptography. He is a fellow of the China Institute of Communications. He is a Senior Member of the Chinese Institute of Electronics and the Teaching Guiding Committee for Software Engineering under the Ministry of Education. Moreover, he was a recipient of nine academic awards at national, ministerial, and provincial levels. He currently serves as a Co-Chair of the 1st-9th International Workshop on Chaos-Fractals Theories and Applications. VOLUME 6, 2018 DEYANG LI is currently pursuing the master's degree with the Software College, Northeastern University, China. His research interests include recommendation system, data mining, and machine learning.
JIE LIANG is currently pursuing the master's degree with the Software College, Northeastern University, China. Her research interests include information retrieval, data mining, and information processing. 
GUOQI LIU

