In this article, we account for the presence of heterogeneous leverage effects and the persistence in the volatility of stock index realized volatility. The Heterogeneous Autoregressive (HAR) realized volatility model is extended in order to account for asymmetric responses to negative and positive shocks occurring at distinct frequencies, as well as, for the long range dependence in the heteroscedastic variance of the residuals. Compared with established HAR and Autoregressive Fractionally Integrated Moving Average (ARFIMA) realized volatility models, the proposed model exhibits superior in-sample fitting, as well as, out-of-sample volatility forecasting performance. The latter is further improved when the realized power variation is used as a regressor, while we show that our analysis is also robust against microstructure noise. (2003) for a good review. In Andersen and Bollerslev (1998), the authors showed that the daily unobserved volatility could be adequately approximated by the sum of squared intraday returns, the so-called, realized volatility 6 . As evidence appeared that realized volatility possessed long memory, a number of researchers employed the Autoregressive Fractionally Integrated Moving Average (ARFIMA) specification for its modelling (e.g. see Andersen et al., 2003; Giot and Laurent, 2004; Koopman et al., 2005; Degiannakis, 2008; Angelidis and Degiannakis, 2008; Martens et al., 2009, Degiannakis and Floros, 2010 ). We contribute to this growing literature by introducing a logarithmic HAR model with asymmetries, or leverage effects 7 , modelled here as lagged standardized returns and absolute standardized returns (analogous to an EGARCH-type structure), occurring at distinct time horizons: daily, weekly and monthly. Moreover, in order to capture any remaining long range dependence in the volatility of realized volatility, we propose a Fractionally Integrated GARCH (FIGARCH) implementation for the conditional heteroscedasticity of the residuals,. We also apply the Realized Power Variation (RPV), proposed by Barndorff-Nielsen and Shephard (2004) as a regressor, which has been shown to be a robust to jumps, more persistent and accurate predictor of future volatility than realized volatility. As far as we are aware, this is the first time a HAR model with RPV regressors is combined with heterogeneous asymmetric effects and a FIGARCH specification for the residuals. Finally, the robustness of our findings to microstructure noise is assessed using the Two-Times Scale (TTS) volatility estimator of Zhang et al. (2005) which consistently estimates the integrated variance in the presence of microstructure noise.
Introduction
-A volatility model must be able to forecast volatility; this is the central requirement in almost all financial applications.‖, Engle and Patton (2001) . Indeed, everyday core business functions such as Basel II capital adequacy calculations, risk management, capital allocation, derivatives pricing and hedging, rely on accurate volatility estimation and forecasting. A plethora of volatility implementations have been proposed in the open literature, e.g. see Poon and Granger (2003) for a good review. In Andersen and Bollerslev (1998) , the authors showed that the daily unobserved volatility could be adequately approximated by the sum of squared intraday returns, the so-called, realized volatility 6 . As evidence appeared that realized volatility possessed long memory, a number of researchers employed the Autoregressive Fractionally Integrated Moving Average (ARFIMA) specification for its modelling (e.g. see Andersen et al., 2003; Giot and Laurent, 2004; Koopman et al., 2005; Degiannakis, 2008; Angelidis and Degiannakis, 2008; Martens et al., 2009, Degiannakis and Floros, 2010 ).
An alternative implementation, based on the Heterogeneous Market Hypothesis and Muller's et al. (1997) HARCH model, the Heterogeneous Autoregressive Realized Volatility model (HAR-RV, referred to as HAR henceforth) was also proposed by Corsi (2009) . The HAR model utilized volatility components of different time resolutions in order to capture the long memory property of realized volatility in a more straightforward manner. Its tractable estimation and good volatility forecasting performance encouraged its use in several econometric studies e.g., see Andersen et al. (2007) on stock, exchange rate and bond price volatility forecasting, Forsberg and Ghysels (2007) and Martens et al. (2009) on volatility forecasting and Clements et al. (2008) on Value at Risk applications.
We contribute to this growing literature by introducing a logarithmic HAR model with asymmetries, or leverage effects 7 , modelled here as lagged standardized returns and absolute standardized returns (analogous to an EGARCH-type structure), occurring at distinct time horizons: daily, weekly and monthly. Moreover, in order to capture any remaining long range dependence in the volatility of realized volatility, we propose a Fractionally Integrated GARCH (FIGARCH) implementation for the conditional heteroscedasticity of the residuals,. We also apply the Realized Power Variation (RPV), proposed by Barndorff-Nielsen and Shephard (2004) as a regressor, which has been shown to be a robust to jumps, more persistent and accurate predictor of future volatility than realized volatility. As far as we are aware, this is the first time a HAR model with RPV regressors is combined with heterogeneous asymmetric effects and a FIGARCH specification for the residuals. Finally, the robustness of our findings to microstructure noise is assessed using the Two-Times Scale (TTS) volatility estimator of Zhang et al. (2005) which consistently estimates the integrated variance in the presence of microstructure noise.
The proposed model is initially estimated using two ten year data sets from the S&P 500 and DJIA stock indices. We find that against eight alternative HAR and ARFIMA models, the proposed model produces superior in-sample fitting revealing that not only 466 International Conference On Applied Economics -ICOAE 2010 past negative daily, but also weekly and monthly negative shocks yield a greater impact on current volatility than positive ones, suggesting a heterogeneous component structure in asymmetric effects. Moreover, an interesting contribution of past monthly positive shocks is also identified. Although the inclusion of leverage effects in the HAR regression reduces both the skewness and the heteroskedasticity of the error term, it does not eliminate the ARCH effects. Through Exact Local Whittle (ELW) and Maximum Likelihood Estimation (MLE) integration order estimations, the suspected long range dependence in the volatility of realized volatility is also verified.
The out-of-sample one day ahead, five and twenty-two days ahead forecasting performance is then evaluated for seven established loss functions, as well as with Hansen's (2005) Superior Predictive Ability (SPA) test. The proposed specification minimizes the majority of the loss functions, for both indices and for all the forecasting horizons. Its volatility forecasting performance is further improved when the RPV is included as a regressor, while its superiority is also confirmed by the SPA test pvalues. Finally, the TTS estimated realized volatility forecasting results underline its robustness against the microstructure noise in the returns process.
The remaining of this article is organized as follows: In Section 2 we introduce the realized volatility measures and the mathematical notations and definitions used throughout this article. In Section 3 we present the HAR based models. The data set, descriptive statistics and the in-sample maximum likelihood models estimation are shown in Section 4. In Section 5, we present the realized volatility forecasting evaluation methodology and results. Section 6 summarizes and concludes this article.
Realized volatility measures
In Andersen and Bollerslev (1998) , the authors defined realized variance as the sum of squared intraday returns and proved it is an unbiased and less noisy estimator for the daily unobserved volatility, than the squared daily returns proxy (for a good review on realized volatility see McAller and Medeiros, 2008 The intraday sampling frequency used in this article is five minutes, which for liquid assets like the S&P 500 and the DJIA stock indices it has been found to be the highest sampling frequency with acceptable market microstructure bias (see Andersen et al., 2001a; Koopman et al., 2005; Corsi et al., 2008 and Degiannakis, 2008) . Moreover, in order to verify the robustness of our findings in the presence of microstructure noise, we also calculate the realized variance with the Two-Times Scale volatility estimator presented below.
The Two-Times Scale (TTS) estimator
The TTS estimator (Zhang et al., 2005) utilizes two realized variance estimates, one calculated from low frequency sampled returns (e.g. fifteen minutes) and one calculated from higher frequency sampled returns (e.g. one minute). Then, by subsampling the return series, it reduces the variance of the low frequency realized variance.
Consider for example the fifteen minutes intervals 8: 30-8:45, 8:45-9 :00, …, used for producing the fifteen minutes intraday returns. Similarly, the intervals 8: 31-8:46, 8:46-9:01, … or 8:32-8:47, 8:47-9 :02, … could also be used and so on. Hence, the full one minute returns grid can be partitioned into 1,..., M is the number of observations when the higher sampling frequency is used, i.e. the number of observations in the full grid. Since the microstructure noise induced bias of the low frequency estimates is a function of the noise variance in the return processes, which is in turn consistently estimated by the high frequency realized variance estimator, we can use the latter in order to eliminate the low frequency estimator bias. The TTS estimator is then given by:
, where the first summation is the average of the realized variance computed over the  subsamples and
is the average number of observations in the subsamples. Here, the TTS volatility estimates are computed using a fifteen minute sampling interval as in Martens et al. (2009 The Heterogeneous Autoregressive (HAR) models for realized volatility
Based on the Heterogeneous Market Hypothesis (Muller et al., 1993 ) and the HARCH model (Muller et al. 1997) , Corsi (2009) proposed an approximate long memory model for realized volatility, the Heterogeneous Autoregressive Realized Volatility model, denoted as HAR henceforth. The author suggested that a significant contributor to the market's heterogeneity was the presence of three types of market agents with different time investment horizons: short (daily), medium (weekly) and long term (monthly) investment horizons. Short-term traders (such as hedge funds, FX and statistical arbitrage traders) typically adjust their market positions intradaily, swiftly reacting on any relevant new information. Μedium and long-term investors (such as commercial banks and pension funds) have longer holding periods and restructure their trading portfolios according to lower frequency information flow. Hence, the same informational content is distinctly assimilated across market participants, inducing different reaction times to the same market events. This asymmetry leads to a hierarchic structure of volatility components with distinguishable frequencies, where low (e.g. monthly) frequency volatility components should yield a greater impact on the overall volatility than high (e.g. daily) frequency volatility components. The economic rationale is that short-term investors interpret the level of long-term volatilities as predictions of future volatility and adjust their trading strategies accordingly, while short-term volatility is irrelevant to investors with longer holding periods. Corsi showed that by aggregating daily, weekly and monthly volatility components in an autoregressive structure, one could capture the heterogeneity of realized volatility, whilst approximating its long range dependence properties.
Here, in order to mitigate any positivity restrictions on the model's parameters and error term (e.g. see Andersen et al., 2003) , we will use the logarithm of the realized volatility in the HAR implementation: 
lrv is approximate normal (see Andersen et al., 2001a; Andersen et al., 2001b; Andersen et al., 2003) . The embedded long lag structure, equivalent to a restricted AR (22), is capable of reproducing the long memory behavior of realized volatility, while its simple autoregressive functional form requires no more than OLS for the estimation of its parameters.
In Corsi et al. (2008) , the authors proposed a GARCH(p,q) error process in order to account for the time varying conditional heteroscedasticity of the normally distributed HAR errors, i.e. the so called -volatility of realized volatility‖:
are the lag polynomials of orders p and q respectively. Corsi and Reno (2009) also included past negative daily, weekly and monthly returns as regressors in the HAR model, aiming to capture the leverage effects in the volatility process, plus a jump component. Finally, the authors in Andersen et al. (2007) proposed a HAR model with a jump component and found that the latter had restricted persistence compared with the continuous part of the quadratic variation, i.e. its contribution to forecasting volatility was limited.
The Asymmetric HAR-(FI)GARCH models
In this article, we propose extending the HAR specification towards three directions. Firstly, we adopt a more flexible EGARCHtype structure for implementing the asymmetries in the volatility process. We expand the HAR model of Equation (1) in order to include standardized and absolute standardized returns aggregated over different time resolutions. Here, we include the complete returns dataset in the analysis, thus allowing for asymmetric responses to both negative and positive shocks. Secondly, through an FIGARCH specification, we account for the long memory of the residual's variance in Equation (4). Finally, we use the Realized Power Variation (RPV) as a regressor, which has been shown to be robust to jumps and a more persistent and accurate predictor of future volatility than realized volatility, see and Forsberg and Ghysels (2007) .
Initially, the asymmetric dynamics of past daily positive and negative returns are introduced. The Asymmetric (daily) HAR (hereafter AdHAR) model with daily leverage effects is defined as follows:
where
are the daily standardized returns. Equation (5) can be extended in order to account for the heterogeneity in asymmetric effects, i.e. asymmetric volatility reactions not only to past daily but also to weekly and monthly standardized returns. The Asymmetric HAR (AHAR) is given by: 
where ( ) 
. The leverage effects are captured by the coefficient ()   which is expected to be negative and statistically different from zero, should past negative shocks yield a greater impact on future volatility. Although accounting for leverage effects in Equation (6), may lead to some reduction in the skewness of the errors, the heteroscedasticity in the residuals is expected to remain due to the variance of the realized volatility estimator (Corsi et al., 2008) . A straightforward approach, is to implement a GARCH(p,q) error process to account for the conditional heteroscedasticity of the HAR residuals, in an AHAR-GARCH model.
We suspect however that the residuals could still retain the long memory property of realized volatility. Motivated by the findings of Beltratti and Morana (2005) (see Section IV), we propose to model the residuals with a Fractionally Integrated GARCH specification ( FIGARCH ( , , ) u m d q , see Baillie et al., 1996) , implemented as:
The FIGARCH model captures the long memory behavior of the variance process through the long memory, or fractional differencing parameter, in Equation (7) is an infinite summation, the FIGARCH obtains an infinite order specification:
where ()  denotes the gamma function. In practice, the above summation is truncated at 1000 lags, as suggested in Baillie et al. (1996) .
The Realized Power Variation
Recently, the Realized Power Variation (RPV) proposed by Barndorff-Nielsen and Shephard (2004) , has been found to produce superior realized volatility forecasts when implemented as a reggresor in a HAR model. The RPV of order p , is defined as: Forsberg and Ghysels (2007), and Ghysels and Sinko (2006) demonstrated the ability of realized absolute variation, i.e. RPV(1), to produce superior volatility forecasts compared to the squared return volatility measures. They argued that the RPV is a better predictor of realized volatility because of its robustness to jumps, its smaller sampling error and its improved predictability. In Liu and Maheu (2009) and Fuentes et al. (2009) , the authors showed that an RPV of order other than one can significantly improve the accuracy of volatility forecasts. Here, following Liu and Maheu (2009) , we use an RPV of order 1.5 as a regressor in the HAR models presented above. Hence, the simple HAR-RPV model is defined as: 
The data set, descriptive statistics and model estimation
The data set was obtained from Tick Data and consists of five minutes previous tick interpolated prices,   , mt P , for the S&P 500 and the DJIA cash indices over a ten year period, from 1.1.1997 to 12.31.2006. After adjustments for holidays and half-holidays, there were T=2,508 trading days per index, with six and a half trading hours per day, interpreted as M=78 intraday returns. Each full data set, was divided into 1,508 T The descriptive statistics for the daily logarithmic returns 9 , daily standardized returns, realized variance and logarithmic realized variance for the two full data sets are shown in Table 1 . Both original return series have negative skewness and fat tails, a departure from normality which can be attributed to mainly negative price shocks near the end of 1997 and 1998, all through 2000 and towards the end of 2002. The skewness and kurtosis of the standardized returns and of the logarithmic variance series suggest that the 8 In this case, the RPV is not robust to jumps and converges to the integrated volatility plus the jump component. 9 The daily logarithmic returns are calculated as
100 log log
PP  is the closing price of day t, (t-1).
International Conference On Applied Economics -ICOAE 2010 469 respective distributions are approximately normal. The Lilliefors test also yields evidence in favor of the null for the standardized returns and the logarithmic realized variance of the S&P 500 index and the standardized returns of the DJIA index. However, the Jarque Bera (JB) and Anderson Darling tests, reject the gaussianity assumption for all series. These conflicting results suggest that the standardized returns and the logarithmic realized variance distributions are not perfectly Gaussian, a conclusion similar as in Andersen et al. (2001a) and Andersen et al. (2001b) . Shimotsu and Philips (2005) Finally, the descriptive statistics and stylized facts for the two indices for the TTS estimated realized variance indicate no significant departure from the aforementioned squared intraday returns observations and are available upon request. 
Estimation of the HAR based models
Before proceeding with the parameters estimation 10 , the optimum lag order for the AHAR-FIGARCH model was first determined. The lag structure combinations which minimized the AIC and SIC criteria were an AHAR-FIGARCH(1,d u ,1) and an AHAR-FIGARCH(0,d u ,0) for the S&P 500 and DJIA indices respectively. The coefficient estimates for all the HAR based models, as well as the respective in-sample diagnostics are summarized in Table 2 for the S&P 500 index (estimations results for the DJIA are available upon request). The discussion of the estimation results in terms of the volatility components, the leverage effects and the presence of long memory in the residuals is next presented.
10 All estimates were deduced by numerical optimization of the log likelihood function (Maximum Likelihood Estimation, MLE) and they were conducted with the Ox Metrics G@RCH 4.2 package developed by Laurent and Peters (2002) . 
The volatility components
For the HAR, HAR-GARCH and AdHAR models, the coefficient of the lagged weekly volatility component,   w a , bears the greatest impact on current volatility, followed by the daily volatility component, while the monthly one influences the total volatility significantly less. Hence, the day-ahead volatility appears to be the aggregate effect of short and mostly medium term volatility components and much less of longer term volatility factors. However, when the heterogeneity of the leverage effects is taken into consideration in the AHAR, AHAR-GARCH and AHAR-FIGARCH models, the balance shifts drastically. The contribution of the lagged daily volatility component is approximately halved, that of the weekly one is slightly moderated, while the contribution of the monthly volatility component more than doubles. Now, past longer horizon volatility events appear to primarily shape the indices future volatility, a conclusion which is in agreement with the economic rationale laid out in Section 3.
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The leverage effects
For both indices, accounting for daily leverage effects in the AdHAR model leads to a reduction in the residuals' skewness and a significant improvement in the goodness of fit indicators. However, there is still evidence of ARCH effects in the residuals, as the ARCH-LM tests suggest. For the DJIA index, the inclusion of weekly and monthly standardized returns in the AHAR model reduces the skewness of the errors, while there is also evidence in favor of the rejection of the ARCH effects hypothesis in the DJIA residuals. This is also reflected in the GARCH coefficients estimates of the AHAR-GARCH model for the DJIA index, where none of them are statistical significant at a 5% significance level.
The coefficients of the lagged daily, weekly and monthly standardized returns, ()   , in the AHAR, AHAR-GARCH and AHAR-FIGARCH models are all statistically significant at a 1% significance level, confirming that future market volatility will react asymmetrically not only to yesterday's negative returns, but also to past weekly and monthly returns. Their negative weighting also suggests that past negative shocks induce more market volatility than past positive ones. The latter is clearly depicted in Fig. 2 , where the impact of past daily, weekly and monthly shocks on future realized volatility is shown. The slope of the impact on logarithmic volatility is equal to ( It is clear that past negative return events, irrespective of the time horizon, subscribe to future volatility variations more than positive ones. The volatility contribution hierarchy is analogous to that of the volatility components, with the weekly standardized return being the prevailing contributor to the overall volatility, followed by the monthly one. However, it is interesting to note that past positive monthly shocks will also tend to increase volatility, while only past positive daily and weekly shocks will have a negative impact on volatility. As far as we are aware, this is a novel finding, underlining the importance of including in the analysis the complete returns dataset and not just past negative returns. Overall, the proposed AHAR-FIGARCH model yields the best data fit, as measured by the AIC and SIC criteria, reducing also the skewness of the residuals. Nonetheless, the excess kurtosis values suggest that the use of a more fat tailed distribution than the normal, might have been more appropriate. Finally, for both indices, the TTS realized volatility estimation results indicate no qualitative difference confirming the robustness of our findings in the presence of microstructure noise (estimation results are available upon request).
The SPA test analysis focused only on the MSE and QLIKE loss functions as these two measures have been shown to be robust against volatility proxy noise (see Patton, 2006) . Since realized volatility is a proxy for the true unobservable volatility, the aforementioned two loss functions can yield consistent model rankings, without negating however the informative power of the other loss functions in Table 3 , as they were put to use above. Finally and only for completeness purposes, we included in the analysis a GARCH model, the Fractionally Integrated Exponential GARCH (FIEGARCH) model (see Bollerslev and Mikkelsen, 1996) , which accounts for both leverage effects and long memory.
5.2
The models' loss function performance
In Table 4, the Table 3 loss functions results, as well as each model's relative performance rankings (in parenthesis) are shown for the S&P 500 index (forecasting results for the DJIA are available upon request). In this study, we also include some relevant long memory ARFIMA models, in order to provide a straightforward comparison to the HAR based model proposed above (description and estimation results for the ARFIIMA models are available upon request) 12 . Across all forecasting horizons, the proposed AHAR-RPV-FIGARCH model nearly always ranks first amongst the alternative models, minimizing the respective loss functions, with the exception of the DJIA index twenty-two days ahead forecast where the AHAR-RPV-GARCH model lists first. Note, that for the DJIA index where the persistence in the residuals' variance is smaller than the one for the S&P 500 index (e.g. see the Tables 2 and Fig. 1 ), the benefit of implementing an explicit long memory volatility specification for the residuals is moderated, especially for longer term forecasts. The AHAR-RPV-GARCH model otherwise typically ranks second for the one and five days ahead forecasting horizons, followed by the AHAR-FIGARCH and the AHAR-GARCH models. For the S&P 500 index and for the twenty-two days ahead horizon, the AHAR-FIGARCH ranks second (first for the QLIKE and HMSE loss functions), followed by the AHAR-RPV-GARCH and AHAR-GARCH models.
As for the rest HAR and ARFIMA model variations, the HAR models with leverage effects (AdHAR, AHAR) typically outperform the more advanced ARFIMA models (ARFIMA-FIGARCH and ARFIMAX-FIGARCH). However, for the S&P500 index twenty-two days ahead forecasts, the aforementioned performance ranking is reversed. In turn, the AHAR model consistently outperforms the AdHAR one, underlining again the importance of considering the heterogeneity in the leverage effects.
It is clear nonetheless that even though the inclusion of daily, weekly and monthly (absolute) standardized returns in the HAR regression reduces the heteroscedasticity in the residuals (see the ARCH-LM tests in Table 2 ), a GARCH, or significantly more so, a FIGARCH implementation for the residuals invariably enhances the forecasting performance. Finally, the AFRIMA model performs, par from a few exceptions, better than the HAR-GARCH model. The basic HAR model is the worst performer shown here, but not the worst overall, as it is always better than the FIEGARCH model, which is not shown here due to space considerations (the results are available from the authors upon request). 
