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a b s t r a c t
Let A be a Noetherian local ring with the maximal ideal m and an m-primary ideal J . Let
S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A. Set S+ = ⊕n>0 Sn.
Denote by FJ (S) = ⊕n≥0 → (Sn/JSn) the fiber cone of S with respect to J. The paper
characterizes the multiplicity and the Cohen–Macaulayness of FJ (S) in terms of minimal
reductions of S+.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let (A,m) be a Noetherian local ring with maximal ideal m, infinite residue field k = A/m, S = ⊕n≥0 Sn a finitely
generated standard graded algebra over A (i.e., S is generated over A by finite number of elements of degree 1), M the
maximal homogeneous ideal of S. Set S+ = ⊕n>0 Sn. Let J be an m-primary ideal. Define FJ(S) = ⊕n≥0(Sn/JSn) to be the
fiber cone of S with respect to J. Denote by `(S+) = dim Fm(S) the analytic spread of S+, r(S+) the reduction number of S+.
Let I be an ideal of A and J an m-primary ideal of A. Define FJ(I) to be the fiber cone of Rees ring R(I) = ⊕n≥0 In with
respect to J . Denote by G(I) =⊕n≥0(In/In+1) the associated graded ring of I , `(I) = dim Fm(I) the analytic spread of I , r(I)
the reduction number of I.
In recent years, the Cohen–Macaulayness and other properties of the special fiber cone Fm(I) have attracted much
attention (see for instance [1–8]). Using weak-(FC)-sequences of ideals in local rings, the author of [8] characterized the
multiplicity and the Cohen–Macaulayness of Fm(I) in terms of minimal reductions of ideals. Themain result of [8] recovered
earlier results of Huneke–Sally [9], Shah [10,11] and Cortadellas–Zarzuela [12].
In terms of minimal reductions, the aim of this paper is to answer the question when the fiber cone FJ(S) of standard
graded algebra S over A is Cohen–Macaulay (Theorem 4.2, Section 4) and characterization of the multiplicity of FJ(S)
(Theorem 3.3, Section 3). We hope that consequences of the main results not only recover several earlier works but also
are results with potentialities (see for instance Corollaries 4.5–4.7 and 4.9, Section 4). A crucial role in this paper is played
by the use of weak-(FC)-sequences in graded algebras over A (see Section 2). As a nice present, from the main results we
give e.g. (i) If q is an ideal parameter for A and a1, a2, . . . , ad is a weak-(FC)-sequence in q with respect to (q, R(q)+) then
q = (a1, a2, . . . , ad) and
lA(A/q)− e(q; A) = lim
n→+∞ lA
[
((a1, a2, . . . , ad−1)qn : qn+1)
q
⋂
((a1, a2, . . . , ad−1)qn : qn+1)
]
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(Corollary 3.5, Section 3). (ii) Let S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A with `(S+) = 1. Set
S(T ) =⊕n≥0 STn. Then Fm(S(T )) is a Cohen–Macaulay ring for all large enough T (Corollary 4.9, Section 4).
Wewould like to emphasize that from Fm(I) = Fm(R(I)) ' F(m/I)(G(I)) and an ideal I ⊂ I is aminimal reduction of I if and
only if IR(I) is aminimal reduction of R(I)+, and this is equivalent to IG(I) is aminimal reduction of G(I)+, moreover, r(I) =
r(R(I)+) = r(G(I)+). Consequently, one can give different versions of the main results for Fm(I) that depends on choices
Fm(I) = Fm(R(I)) or Fm(I) ' F(m/I)(G(I)).
This paper is divided into four sections. Section 2 deals with weak-(FC)-sequences of graded rings (themain result of this
section is Proposition 2.5). Section 3 investigates the multiplicity of fiber cones of graded algebras over A (the main result
of this section is Theorem 3.3). Section 4 is devoted to the discussion of the Cohen–Macaulayness of fiber cones of graded
algebras (the main result of this paper is Theorem 4.2).
2. The weak-(FC)-sequences of graded rings
The author in [13] built (FC)-sequences of ideals in local rings for calculating mixed multiplicities. In order to study the
multiplicity and the Cohen–Macaulayness for fiber cones of graded algebras, this section introducesweak-(FC)-sequences in
graded algebras and some important properties of these sequences.We show that any reduction of S+ is aminimal reduction
of S+ if and only if it is generated by a maximal weak-(FC)-sequence.
We begin by recalling the following definition of [13] in terms of graded algebras. Set
a : b∞ =
∞⋃
n=1
(a : bn).
Definition. Let S =⊕n≥0 Sn be a finitely generated standard graded algebra over A such that S+ is a non-nilpotent ideal of
S. Let I be an ideal of A. An element x ∈ S1 is called a weak-(FC)-element with respect to (I, S+) if the following conditions
are satisfied:
(FC1) ImSn
⋂
(xS) = ImxSn−1 for all large n and for all non-negative integersm.
(FC2) x is a filter-regular element with respect to S+, i.e., 0 : x ⊆ 0 : S+∞.
Let x1, x2, . . . , xt be a sequence in S1. For each i = 0, 1, . . . , t − 1, set S(i) = S/(x1, x2, . . . , xi)S and S(i)+ = S+S(i), x¯i+1
the image of xi+1 in S(i).
(i) x1, . . . , xt is called a weak-(FC)-sequence with respect to (I, S+) if x¯i+1 is a weak-(FC)-element with respect to (I, S(i)+)
for each i = 0, 1, . . . , t − 1.
(ii) A weak-(FC)-sequence x1, . . . , xt in S1 with respect to (I, S+) is called a maximal weak-(FC)-sequence if S(t − 1)+ is a
non-nilpotent ideal in S(t − 1), and S(t)+ is a nilpotent ideal in S(t).
Example 2.1. Let R = A[X1, X2, . . . , Xt ] be the ring of polynomials in t indeterminates X1, X2, . . . , Xt with coefficients in A.
Then R is a finitely generated standard graded algebra over A and
R/(X1, X2, . . . , Xi)R ' A[Xi+1, . . . , Xt ]
for all i < t. It is well-known that X1, X2, . . . , Xt is a regular sequence of R. Let I be an ideal of A. First, we will show that
IRn
⋂
(X1R) = IX1Rn−1 for all n ≥ 1. It is clear that u ∈ IRn⋂(X1R) if and only if u = vX1 for v ∈ Rn−1 and vX1 ∈ IRn.
Since vX1 ∈ IRn, it follows that v is a polynomial with coefficients in I. Consequently, v ∈ IRn−1. Hence u ∈ IX1Rn−1. This
implies that IRn
⋂
(X1R) = IX1Rn−1 for all n ≥ 1. Using the results just obtained, we immediately show that X1, X2, . . . , Xt
is a weak-(FC)-sequence with respect to (I, R+) for any ideal I of A.
An homogeneous ideal J of S is called a reduction of S+ if J is generated by homogeneous elements of degree 1 and
(J)n = Sn for all large n. The least integer n such that (J)n+1 = Sn+1 is called the reduction number of S+ with respect to J
and we denote this integer by rJ(S+). A reduction J of S+ is called a minimal reduction if it does not properly contain any
other reduction of S+. The reduction number of S+ is defined by
r(S+) = min{rJ(S+) | J is a minimal reduction of S+}.
As in the local case (Northcott and Rees in [14]) one can show that a reduction J of S+ is a minimal reduction if and only if
the minimal number of generators of J is equal to the analytic spread `(S+) = dim Fm(S) of S+. If ht (S+) is the height of
S+, then ht (S+) 6 `(S+). In the case of ht (S+) = `(S+), S+ is called equimultiple. By [15] every minimal reduction of S+
can be minimally generated by a filter-regular sequence with respect to S+.
Now, we briefly give some comments on weak-(FC)-sequences of a finitely generated standard graded algebra over A by
the following remark.
Remark 2.2. (i) If S+ is a nilpotent ideal of S then Sn = 0 for all large n. Consequently, for any element x ∈ S1 and for any
ideal I of A, we always have 0 : x ⊂ S = 0 : S+∞ and ImSn⋂(xS) = 0 = ImxSn−1 for all large n and for all non-negative
integersm. Hence the conditions (FC1) and (FC2) are always satisfied for all x ∈ S1. This only obstructs anddoes not carry
usefully. That is why in definition of weak-(FC)-elements, we have to exclude the casewhere S+ is a nilpotent ideal of S.
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(ii) By Artin–Rees lemma, there exists integer u such that
(0 : S+∞)
⋂
Sn = Sn−u
(
(0 : S+∞)
⋂
Su
)
⊆ Sn−u(0 : S+∞)
for all n ≥ u. Since Sn−u(0 : S+∞) = 0 for all large enough n, (0 : S+∞)⋂ Sn = 0 for all large enough n.
(iii) Suppose that x ∈ S1 is a filter-regular element with respect to S+. Consider
λx : Sn −→ xSn, y 7→ xy.
It is clear that λx is surjective and Ker λx = (0 : x)⋂ Sn. Since x is a filter-regular element,
Ker λx = (0 : x)
⋂
Sn ⊆ (0 : S+∞)
⋂
Sn = 0
for all large n. Therefore, xSn ' Sn. This follows that xISn ' ISn for any ideal I of A and for all large n. Hence for any ideal
I of A, we have an isomorphism of A-modules
Sn/ISn ' xSn/xISn for all large n.
(iv) It is easily seen that if J is anm-primary ideal of A then
√
JS = mS. Hence `(S+) = dim FJ(S). If we assign the degree−1
to the zero polynomial, then remember that lA(Sn/JSn) is a polynomial for all large n, and the degree of this polynomial
is `(S+)− 1.
(v) If `(S+) = 1 and xS is a reduction of S+, then for any ideal I of A and for all large n, we have
ImSn
⋂
(xS) = ImSn
⋂
xSn−1 = ImSn
⋂
Sn = ImSn = ImxSn−1
for all non-negative integers m. On the other hand 0 : x = 0 : xS ⊂ 0 : S+∞. Hence x is a weak-(FC)-element with
respect to (I, S+).
The following lemma will play a crucial role for showing the existence of weak-(FC) sequences in graded algebras, and
the relationship between weak-(FC) sequences and reductions.
Lemma 2.3 (Generalized Rees’s Lemma). Let S =⊕n≥0 Sn be a finitely generated standard graded algebra over A, J a reduction
of S+, I an ideal of A. Let Σ be a finite collection of prime ideals of S not containing S1. Then there exists an element
x ∈ (J⋂ S1) \⋃P∈Σ P such that
xSn−1
⋂
ImSn = ImxSn−1 for all large n and all non-negative integers m.
Proof. In the ring S[t, t−1] (t is an indeterminate), set S∗ = ⊕m∈Z,n≥0 ImSntm where Im = A for m 6 0. Note that S∗ is a
subring of S[t, t−1] and S∗ = A[It, t−1][S1]. Since A[It, t−1] is a Noetherian ring and S∗ is a finitely generated graded algebra
over A[It, t−1], S∗ is a Noetherian graded ring. Since u = t−1 is a non-zero-divisor in S∗ and uT S∗ is an ideal of S∗ for all
T > 0, the set of prime associated with uT S∗ is independent on T > 0 by the corollary of [Lemma 2.7, [16]]. Consequently,⋃
T>0 AssS∗(S
∗/uT S∗) is finite. Now, we divide this set into two subsets: S1 consisting of those containing S1 and S2 those
that do not. Set J1 = J⋂ S1. Since J is a reduction of S+, J1 is not contained in any prime ideal belonging toΣ⋃S2. Since
J1/mJ1 is a vector space over the infinite residue field k = A/m and the setsΣ,S2 are both finite, we can choose x ∈ J1\mJ1
such that x 6∈ P for any P ∈ Σ⋃S2. Set
MT = (u
T S∗ : x)⋂ S∗
uT S∗
.
Then MT is a S∗-module for any T > 0. We need to show that there exists a sufficiently large integer N > 0 such that
SN1 MT = 0. Note that if P ∈ AssS∗MT then P ∈ AssS∗(S∗/uT S∗) = S1
⋃
S2, and there exists z ∈ uT S∗ : x such that
P = uT S∗ : z. Since xz ∈ uT S∗, x ∈ P . Remember that x 6∈ P for any P ∈ Σ⋃S2, P ∈ S1. Consequently, S1 ⊂ P ∈ AssS∗MT .
Hence S1 ⊂ ⋂P∈AssS∗MT P . This gives S1 ⊂ √AnnS∗MT . Since S1 is finitely generated, there exists a sufficiently large integer
N > 0 such that SN1 MT = 0. Hence (MT )(m,n) = 0 for all large n > N. This means
(uT ImSntm : x)
⋂
S∗ = uT ImSn−1tm (*)
for all large n and all non-negative integersm and all T > 0.
Let b denote the ideal of S∗ consisting of all finite sums
∑
c(mi,ni)t
mi with c(mi,ni) ∈ xSni−1
⋂
ImiSni . Then b has a finite
generating set
U = {xbni tmi |bni ∈ Sni−1 for i = 1, 2, . . . , s}.
Note that if a ∈ Sn and m 6 0 then atm ∈ S∗. Set q = max{|m1|, |m2|, . . . , |ms|}. Since mi − q 6 0, it follows that
uqbni t
mi = bni tmi−q ∈ S∗ for all 1 6 i 6 s. Hence if y ∈ Sn−1 and xytm ∈ b then uqytm ∈ S∗.
Now, suppose that z = xw ∈ xSn−1⋂ ImSn, where w ∈ Sn−1. Since z ∈ ImSn, xwtm = ztm ∈ b. Therefore, uqwtm ∈ S∗.
Since ztm ∈ ImSntm ⊂ S∗, uqxwtm ∈ uqImSntm ⊂ S∗. Hence by (*) we get
uqwtm ∈ (uqImSntm : x)
⋂
S∗ = uqImSn−1tm
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for all large n and all non-negative integersm. Since uq is a non-zero-divisor in S∗, w ∈ ImSn−1. Therefore z = xw ∈ xImSn−1.
This implies that xSn−1
⋂
ImSn ⊂ xImSn−1 for all large n and all non-negative integersm. Hence xSn−1⋂ ImSn = ImxSn−1 for
all large n and all non-negative integersm. 
Using Lemma2.3,wewill show that the existence ofweak-(FC)-sequences in graded algebras is universal by the following
proposition.
Proposition 2.4. Let I be an ideal of A, J a reduction of S+. Suppose that S+ is non-nilpotent. Then there exists a weak-(FC)
element in J
⋂
S1 of S with respect to (I, S+).
Proof. Set Σ = AssS(S/0 : S+∞) = {P ∈ AssS | P 6⊇ S1}. It should be noted that Σ is finite. Since S+ is non-nilpotent, by
Lemma 2.3, there exists x ∈ J⋂ S1 such that x 6∈ P for all P ∈ Σ and
xSn−1
⋂
ImSn = ImxSn−1
for all large n and all non-negative integers m. Thus, x satisfies condition (FC1). Since x 6∈ P for all P ∈ Σ , 0 : x ⊂ 0 : S+∞.
Hence x satisfies condition (FC2). 
The notation e(FJ(S)) will mean the Hilbert–Samuel multiplicity of local ring FJ(SM) ' FJ(S)M, and it is called the
multiplicity of FJ(S).
Now we will prove the following proposition.
Proposition 2.5. Let J be an m-primary ideal of A. Let S =⊕n≥0 Sn be a finitely generated standard graded algebra over A. Set
` = `(S+). Then we have:
(i) If ` > 0 then e(FJ(S)) = e(FJ(S)+; FJ(S)) = limn→+∞ (`−1)![lA(Sn/JSn)]n`−1 .
(ii) If ` > 1 and x ∈ S1 is a weak-(FC)-element with respect to (J, S+) then e(FJ(S/xS)) = e(FJ(S)).
(iii) The length of maximal weak-(FC)-sequences in S1 with respect to (J, S+) is `.
(iv) If x1, x2, . . . , x` is a weak-(FC)-sequence in S1 with respect to (J, S+) then (x1, x2, . . . , x`)S is a minimal reduction of S+.
(v) Any minimal reduction of S+ is generated by a maximal weak-(FC)-sequence in S1 with respect to (J, S+).
Proof. Since J is an m-primary ideal of A, m/J is a nilpotent ideal in A/J . Hence FJ(S)+ is a reduction of (m/J)
⊕
FJ(S)+. This
gives e(FJ(S)) = e(FJ(S)+; FJ(S)). Direct computation shows that
lA
[
FJ(S)/(FJ(S)+)n+1
]− lA [FJ(S)/(FJ(S)+)n] = lA [(Sn/JSn)]
for all large enough n. Remember that lA [(Sn/JSn)] is a polynomial of degree (`− 1) for all large enough n. Hence we get
e(FJ(S)) = e(FJ(S)+; FJ(S)) = lim
n→+∞
(`− 1)! [lA(Sn/JSn)]
n`−1
.
This completes the proof of (i). Let x ∈ S1 be a weak-(FC)-element with respect to (J, S+). Set X = S/xS. Then for all large
enough n,we have
lA
(
Xn
JXn
)
= lA
(
Sn
JSn + xSn−1
)
= lA
(
Sn
JSn
)
− lA
(
JSn + xSn−1
JSn
)
= lA
(
Sn
JSn
)
− lA
(
xSn−1
JSn
⋂
xSn−1
)
= lA
(
Sn
JSn
)
− lA
(
xSn−1
xJSn−1
)
(by the condition (FC1)).
= lA
(
Sn
JSn
)
− lA
(
Sn−1
JSn−1
)
(by Remark 2.2(iii)).
Consequently, it holds that
lA
(
Xn
JXn
)
= lA
(
Sn
JSn
)
− lA
(
Sn−1
JSn−1
)
(1)
for all large enough n. By (1) and (i) we get e(FJ(S/xS)) = e(FJ(S)). Therefore, we have (ii). It follows readily from (1) that
dim FJ(X) = dim FJ(S)− 1. This means
dim FJ(S/xS) = dim FJ(S)− 1. (**)
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Next we prove (iii): First note that if ` = 0 then S+ is a nilpotent ideal of S. In this case, the length of maximal weak-
(FC)-sequences in S1 with respect to (J, S+) is 0 = `. If ` > 0 and x1, x2, . . . , xt is a weak-(FC)-sequence in S1 with respect
to (J, S+), then using (**), we easily prove by induction on t that
dim FJ(S/(x1, x2, . . . , xt)S) = dim FJ(S)− t.
This implies that the length of maximal weak-(FC)-sequences in S1 with respect to (J, S+) is `. We get (iii). The proof of
(iv): Let x1, x2, . . . , x` be a weak-(FC)-sequence in S1 with respect to (J, S+). Then S+/(x1, x2, . . . , x`)S is a nilpotent ideal of
S/(x1, x2, . . . , x`)S. Therefore, Sn = (x1, x2, . . . , x`)Sn−1 for all large n. Hence (x1, x2, . . . , x`)S is a minimal reduction of S+.
The proof of (v): Let J be a minimal reduction of S+. Now, note that if x ∈ J⋂ S1 is a weak-(FC)-element of S with respect to
(J, S+), then by (**) we have `((S/xS)+) = `(S+)− 1. Consequently, J(S/xS) is also a minimal reduction of (S/xS)+. Hence
by Proposition 2.4 and by induction on `(S+), we easily give that there exists a maximal weak-(FC)-sequence x1, x2, . . . , x`
in J
⋂
S1 of S with respect to (I, S+). By (iv), (x1, x2, . . . , x`)S is a reduction of S+. Since (x1, x2, . . . , x`)S ⊂ J and J is a
minimal reduction of S+, J = (x1, x2, . . . , x`)S. The proposition has been proved. 
3. The multiplicity of fiber cones of graded algebras
In this section, we will examine the multiplicity of fiber cones of graded rings.
Denote byM themaximal homogeneous ideal of S. Recall that themultiplicity of the fiber cone FJ(S) is theHilbert–Samuel
multiplicity of local ring FJ(SM) ' FJ(S)M.
We begin by the following note.
Note 1. By Proposition 2.5, a reduction of S+ is a minimal reduction of S+ if and only if it is generated by a weak-(FC)-
sequence of the length ` = `(S+). Let x1, x2, . . . , x` be a weak-(FC)-sequence in S1 with respect to (J, S+). We write
R = (x1, x2, . . . , x`)A to mean that a submodule R of A-module S1 is generated by elements x1, x2, . . . , x`. Then RS is a
minimal reduction of S+. And by the proof of Proposition 2.5,
dim FJ(S/(x1, x2, . . . , xt)S) = dim FJ(S)− t
for all t 6 `. This also means `((S/(x1, x2, . . . , xt)S)+) = `(S+) − t for all t 6 ` and R(S/(x1, x2, . . . , xt)S) is a minimal
reduction of (S/(x1, x2, . . . , xt)S)+.
The following proposition plays an important role in the proofs of this paper.
Proposition 3.1. Let J be an m-primary ideal of A. Let S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A
with `(S+) = ` > 0. Let x1, x2, . . . , x` be a weak-(FC)-sequence in S1 with respect to (J, S+). Set R = (x1, x2, . . . , x`)A and
S−1 = 0. For any i < `, set
P(i) = (x1, . . . , xi)S : S+∞, S(i) = S/(x1, . . . , xi)S, S ′(i) = S/P(i).
Then
(i) e(FJ(S)) = e(FJ(S(i))) = e(FJ(S ′(i))).
(ii) lA
[
FJ (S′(i))
RFJ (S′(i))
]
6 lA
[
FJ (S(i))
RFJ (S(i))
]
6 lA
[
FJ (S)
RFJ (S)
]
.
(iii) lA
[
FJ (S′(i))
RFJ (S′(i))
]
= lA
[
FJ (S)
RFJ (S)
]
if and only if Sn
⋂
P(i) ⊆ RSn−1 (mod JSn) for all 0 6 n 6 rRS(S+).
Proof. Set N = 0 : S+∞ and S∗ = S/N. By Remark 2.2 (ii), N⋂ Sn = 0 for all large enough n. This gives
lA
(
S∗n
JS∗n
)
= lA
[
Sn
JSn + N⋂ Sn
]
= lA
(
Sn
JSn
)
for all large enough n. Hence
e(FJ(S)) = e(FJ(S∗)). (2)
Let x ∈ S1 be a weak-(FC)-element with respect to (J, S+). Then on one hand by Proposition 2.5(ii), e(FJ(S/xS)) = e(FJ(S)).
On the other hand by (2), e(FJ(S/xS)) = e(FJ(S/xS : S+∞)). Thus,
e(FJ(S)) = e(FJ(S/xS)) = e(FJ(S/xS : S+∞)). (3)
Now, assume that the analytic spread ` = `(S+) > 1 and x1, x2, . . . , xi (i < `) is a weak-(FC)-sequence in S1 with respect
to (J, S+). Then using (3), we easily show by induction on i < ` = `(S+) that
e(FJ(S)) = e(FJ(S(i))) = e(FJ(S ′(i))).
Note that this equation is true too in the case of ` = 1 by (2). This establishes (i).
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Set rRS(S+) = r, Q (i) = (x1, . . . , xi)S, P(i) = Q (i) : S+∞. Since
FJ(S(i)) =
⊕
n≥0
Sn
Q (i)
⋂
Sn + JSn and FJ(S
′(i)) =
⊕
n≥0
Sn
P(i)
⋂
Sn + JSn ,
RFJ(S) =
⊕
n≥1
RSn−1 + JSn
JSn
,
RFJ(S(i)) =
⊕
n≥1
Q (i)
⋂
Sn +RSn−1 + JSn
Q (i)
⋂
Sn + JSn ,
RFJ(S ′(i)) =
⊕
n≥1
P(i)
⋂
Sn +RSn−1 + JSn
P(i)
⋂
Sn + JSn .
Note that Q (i)
⋂
A = 0. Hence
lA
[
FJ(S)/RFJ(S)
] = lA [A/J]+ ∑
16n6r
lA
[
Sn
(RSn−1 + JSn)
]
,
lA
[
FJ(S(i))/RFJ(S(i))
] = lA [A/J]+ ∑
16n6r
lA
[
Sn
(Q (i)
⋂
Sn +RSn−1 + JSn)
]
,
lA
[
FJ(S ′(i))/RFJ(S ′(i))
] = lA [ A
(P(i)
⋂
A+ J)
]
+
∑
16n6r
lA
[
Sn
(P(i)
⋂
Sn +RSn−1 + JSn)
]
.
It is clear that J ⊂ (P(i)⋂ A+ J) and
(RSn−1 + JSn) ⊆
(
Q (i)
⋂
Sn +RSn−1 + JSn
)
⊆
(
P(i)
⋂
Sn +RSn−1 + JSn
)
for all 1 6 n 6 r. Hence we immediately get (ii). Moreover, lA
[
FJ(S)/RFJ(S)
] = lA [FJ(S ′(i))/RFJ(S ′(i))] if and only if
J =
(
P(i)
⋂
A+ J
)
and (RSn−1 + JSn) =
(
P(i)
⋂
Sn +RSn−1 + JSn
)
for all 1 6 n 6 r.
Since S−1 = 0, these two equations are unified by
(RSn−1 + JSn) =
(
P(i)
⋂
Sn +RSn−1 + JSn
)
for all 0 6 n 6 r.
This means Sn
⋂
P(i) ⊆ RSn−1 (mod JSn) for all 0 6 n 6 rRS(S+).We have (iii). 
Lemma 3.2. Let J be an m-primary ideal of A. Let S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A with
`(S+) = ` = 1 and x ∈ S1 such that xS is a reduction of S+. Set rxS(S+) = r. Then
(i) If grade S+ = 1 then e(FJ(S)) = lA(Sn/JSn) for all n ≥ r.
(ii) e(FJ(S)) = lA
[
Sn
(0:S+∞)⋂ Sn+JSn
]
for all n ≥ r.
Proof. By Remark 2.2(v), x is a weak-(FC)-element in S1 with respect to (J, S+). Since `(S+) = 1, lA(Sn/JSn) takes a constant
value for all large enough n. This gives e(FJ(S)) = lA(Sn/JSn) for all large enough n. Remember that rxS(S+) = r. Hence
Sn = Srxn−r for all n > r . Now, if grade S+ > 0 then xn−r is non-zero-divisor in S. This implies the following isomorphism
of A-modules
Sr/JSr ' xn−rSr/xn−r JSr = Sn/JSn
for all n ≥ r.We get (i). Set S∗ = S/0 : S+∞. Recall that by Proposition 3.1, e(FJ(S)) = e(FJ(S∗)). Since (0 : S+∞) : S+ = 0 :
S+∞, it follows that gradeS∗S∗+ > 0. On the other hand we always have gradeS∗S∗+ 6 `(S∗+) 6 `(S+) = 1. Consequently,
gradeS∗S∗+ = `(S∗+) = 1. Since xS∗ is a reduction of S∗+ and rxS∗(S∗+) 6 rxS(S+) = r , by (i) we get
e(FJ(S∗)) = lA(S∗n/JS∗n) = lA
[
Sn
(0 : S+∞)⋂ Sn + JSn
]
for all n ≥ r. Thus,
e(FJ(S)) = lA
[
Sn
(0 : S+∞)⋂ Sn + JSn
]
for all n ≥ r. 
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By combining Proposition 3.1 with Lemma 3.2, we obtain the following theorem. That is the main result of this section.
Theorem 3.3. Let J be an m-primary ideal of A. Let S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A with
`(S+) = ` > 0. Let x1, x2, . . . , x` be aweak-(FC)-sequence in S1with respect to (J, S+). Set R = (x1, x2, . . . , x`)A, rRS(S+) = r,
Q = (x1, x2, . . . , x`−1)S. Then
e(FJ(S)) = lA
[
Sn
(Q : S+∞)⋂ Sn + JSn
]
for all n ≥ r.
Proof. Set S(` − 1) = S/Q . By Proposition 3.1, we get e(FJ(S)) = e(FJ(S(` − 1))). By Note 1, RS is a minimal reduction of
S+ and `(S(` − 1)+) = 1, and x`S(` − 1) = RS(` − 1) is a minimal reduction of S(` − 1)+. Since rRS(S+) = r , it follows
that rx`S(`−1)(S(`− 1)+) = r. Hence by Lemma 3.2(ii),
e(FJ(S(`− 1))) = lA
[
S(`− 1)n
(0 : S(`− 1)+∞)⋂ S(`− 1)n + JS(`− 1)n
]
for all n ≥ r.
Since S(`− 1) = S/Q , we always have the following isomorphism of A-modules
S(`− 1)n
(0 : S(`− 1)+∞)⋂ S(`− 1)n + JS(`− 1)n ' Sn(Q : S+∞)⋂ Sn + JSn + Qn = Sn(Q : S+∞)⋂ Sn + JSn .
This gives
lA
[
S(`− 1)n
(0 : S(`− 1)+∞)⋂ S(`− 1)n + JS(`− 1)n
]
= lA
[
Sn
(Q : S+∞)⋂ Sn + JSn
]
.
Hence
e(FJ(S)) = lA
[
Sn
(Q : S+∞)⋂ Sn + JSn
]
for all n ≥ r.
Theorem 3.3 has been proved. 
Example 3.4. Let J be an m-primary ideal of A. Let R = A [X1, X2, . . . , Xt ] be the ring of polynomials in t indeterminates
X1, X2, . . . , Xt with coefficients in A. By Example 2.1, X1, X2, . . . , Xt is a weak-(FC)-sequence with respect to (J, R+). Set
R = (X1, X2, . . . , Xt)A, Q = (X1, X2, . . . , Xt−1)R. It is clear that Q ⋂ A = 0 and rRR(R+) = r = 0. Then by Theorem 3.3(i),
we get
e(FJ(R)) = lA
[
R0
(Q : R+∞)⋂ R0 + JR0
]
= lA
[
A
(Q
⋂
A+ JA)
]
= lA(A/J).
Let q be a parameter ideal for A. Then we have the following facts: `(q) = dim A = d and
Fq(q) = G(q) = Fq(R(q)) =
⊕
n≥0
(qn/qn+1),
qR(q) = R(q)+ is a minimal reduction of R(q)+ and rqR(q)(R(q)+) = 0. Hence by Note 1, there exists a weak-(FC)-sequence
a1, a2, . . . , ad in (R(q))1 = q with respect to (q, R(q)+) and q = (a1, a2, . . . , ad). Set Q = (a1, a2, . . . , ad−1). Note that
e(q; A) = e(G(q)). Hence by Theorem 3.3, we get
e(q; A) = e(G(q)) = lA
[
A
(QR(q) : R(q)+∞)⋂ A+ q
]
= lA
 A⋃
n≥0
(Qqn : qn+1)+ q

= lA(A/q)− lA

⋃
n≥0
(Qqn : qn+1)+ q
q
 .
Since A is a Noetherian ring and Qqn−1 : qn ⊂ Qqn : qn+1, it follows that⋃n≥0(Qqn : qn+1) = Qqn : qn+1 for all large n.
Thus,
e(q; A) = e(G(q)) = lA(A/q)− lA
[
(Qqn : qn+1)+ q
q
]
= lA(A/q)− lA
[
(Qqn : qn+1)
q
⋂
(Qqn : qn+1)
]
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for all large n. Hence
lA(A/q)− e(q; A) = lim
n→+∞ lA
[
(Qqn : qn+1)
q
⋂
(Qqn : qn+1)
]
.
We have the following result.
Corollary 3.5. Let (A,m) be a Noetherian local ring of dimension d > 0 with maximal ideal m, and infinite residue field
k = A/m. Let q be a ideal parameter for A. Suppose that a1, a2, . . . , ad is a weak-(FC)-sequence in q with respect to (q, R(q)+).
Set Q = (a1, a2, . . . , ad−1). Then
lA(A/q)− e(q; A) = lim
n→+∞ lA
[
(Qqn : qn+1)
q
⋂
(Qqn : qn+1)
]
.
4. The Cohen–Macaulayness of fiber cones
In this section, we answer the question when the fiber cones of graded algebras over A are Cohen–Macaulay.
Denote by M the maximal homogeneous ideal of S. Then FJ(S) is Cohen–Macaulay if and only if FJ(SM) ' FJ(S)M is
Cohen–Macaulay [17].
We begin by establishing the following lemma.
Lemma 4.1. Let J be an m-primary ideal of A. Let S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A with
`(S+) = grade S+ = 1 and x ∈ S1 such that xS is a reduction of S+. Set rxS(S+) = r. Then FJ(S) is Cohen–Macaulay if and only if
xSn−1
⋂
JSn = JxSn−1 for all 1 6 n 6 r.
Proof. Without loss of generality we may assume that S = SM. Recall that by Remark 2.2(v), x is a weak-(FC)-element in S1
with respect to (J, S+). On one hand by Proposition 2.5(i) and xFJ(S) is a reduction of FJ(S)+,
e(FJ(S)) = e(FJ(S)+; FJ(S)) = e(xFJ(S); FJ(S)).
On the other hand by Lemma 3.2(i), e(FJ(S)) = lA(Sr/JSr). Hence
lA(Sr/JSr) = e(FJ(S)) = e(xFJ(S); FJ(S)).
Since grade S+ > 0, x is non-zero-divisor in S. Hence xSt/xJSt ' St/JSt for all t ≥ 0. Therefore,
lA
[
FJ(S)/xFJ(S)
] = lA(A/J)+ ∑
16n6r
lA [Sn/xSn−1 + JSn]
= lA(A/J)+
∑
16n6r
(lA [Sn/JSn]− lA [(xSn−1 + JSn)/JSn])
= lA(A/J)+
∑
16n6r
(
lA [Sn/JSn]− lA
[
xSn−1/xSn−1
⋂
JSn
])
≥ lA(A/J)+
∑
16n6r
(lA [Sn/JSn]− lA [xSn−1/xJSn−1])
= lA(A/J)+
∑
16n6r
(lA [Sn/JSn]− lA [Sn−1/JSn−1]) (x is non-zero-divisor in S)
= lA [Sr/JSr ] = e(FJ(S)) = e(xFJ(S); FJ(S)).
It is clear that xFJ(S) is an ideal parameter for FJ(S). Consequently, FJ(S) is Cohen–Macaulay if and only if lA
[
FJ(S)/xFJ(S)
] =
e(xFJ(S); FJ(S)). This is equivalent to∑
16n6r
(
lA [Sn/JSn]− lA
[
xSn−1/(xSn−1
⋂
JSn)
])
=
∑
16n6r
(lA [Sn/JSn]− lA [xSn−1/xJSn−1]).
Hence FJ(S) is Cohen–Macaulay if and only if xSn−1
⋂
JSn = JxSn−1 for all 1 6 n 6 r. 
Let J be anm-primary ideal of A. Remember that if ` = `(S+) and x1, x2, . . . , x` is aweak-(FC)-sequence in S1with respect
to (J, S+), and setR = (x1, x2, . . . , x`)A, thenR is a submodule ofA-module S1 andRS is aminimal reduction of S+ byNote 1.
Since dim FJ(S) = ` andRFJ(S) is an (m/J)⊕ FJ(S)+-primary ideal of FJ(S),RFJ(S) is an ideal of parameter for FJ(S).
The main result of this paper is established in the following theorem.
Theorem 4.2. Let (A,m) be a Noetherian local ring with maximal ideal m, and infinite residue field k = A/m. Let J be an
m-primary ideal of A. Let S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A with `(S+) = ` > 0.
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Let x1, x2, . . . , x` be a weak-(FC)-sequence in S1 with respect to (J, S+). Set R = (x1, x2, . . . , x`)A, rRS(S+) = r, Q =
(x1, x2, . . . , x`−1)S and S−1 = 0. Then FJ(S) is Cohen–Macaulay if and only if the following conditions are satisfied:
(i) (Q : S+∞)⋂ Sn ⊆ RSn−1 (mod JSn) for all 0 6 n 6 r.
(ii)
[
RSn−1 + (Q : S+∞)⋂ Sn]⋂ JSn = JRSn−1 (mod (Q : S+∞)⋂ Sn) for all 1 6 n 6 r.
Proof. Denote by M the maximal homogeneous ideal of S. Without loss of generality we may assume that S = SM. Set
S(`−1) = S/Q , S ′(`−1) = S/Q : S+∞. SinceRFJ(S) is a reduction of FJ(S)+,RFJ(S ′(`−1)) is a reduction of FJ(S ′(`−1))+.
Hence by Proposition 2.5(i) and Proposition 3.1 we have
e(RFJ(S); FJ(S)) = e(FJ(S)) = e(FJ(S ′(`− 1))) = e(RFJ(S ′(`− 1)); FJ(S ′(`− 1))) and
lA
[
FJ(S ′(`− 1))/RFJ(S ′(`− 1))
]
6 lA
[
FJ(S)/RFJ(S)
]
. (4)
Since (Q : S+∞) : S+ = Q : S+∞, it follows that grade S ′(` − 1)+ > 0. By Note 1, `(S(` − 1)+) = 1. Hence
`(S ′(`− 1)+) 6 `(S(`− 1)+) = 1. On the other hand, grade S ′(`− 1)+ 6 `(S ′(`− 1)+) is always true. Consequently, grade
S ′(`−1)+ = `(S ′(`−1)+) = 1. Since x`FJ(S ′(`−1)) = RFJ(S ′(`−1)) is a reduction of FJ(S ′(`−1))+ and `(S ′(`−1)+) = 1,
it follows thatRFJ(S ′(`− 1)) is an ideal of parameter for FJ(S ′(`− 1)). This gives
e(RFJ(S ′(`− 1)); FJ(S ′(`− 1))) 6 lA
[
FJ(S ′(`− 1))/RFJ(S ′(`− 1))
]
. (5)
SinceRFJ(S) is an ideal parameter for FJ(S), FJ(S) is Cohen–Macaulay if and only if
e(RFJ(S); FJ(S)) = lA
[
FJ(S)/RFJ(S)
]
. (6)
By (4) and (5), (6) is equivalent to the following two equations:
e(RFJ(S ′(`− 1)); FJ(S ′(`− 1))) = lA
[
FJ(S ′(`− 1))/RFJ(S ′(`− 1))
]
(7)
and
lA
[
FJ(S ′(`− 1))/RFJ(S ′(`− 1))
] = lA [FJ(S)/RFJ(S)] . (8)
Recall thatRFJ(S ′(`−1)) is an ideal parameter for FJ(S ′(`−1)). Hence (7) is equivalent to FJ(S ′(`−1)) is Cohen–Macaulay.
On the one hand, grade S ′(`− 1)+ = `(S ′(`− 1)+) = 1 and x`S ′(`− 1) = RS ′(`− 1) is a reduction of S ′(`− 1)+. On the
other hand, rx`S′(`−1)(S
′(`− 1)+) 6 rRS(S+) = r . Hence by Lemma 4.1, FJ(S ′(`− 1)) is Cohen–Macaulay if and only if
x`S ′(`− 1)n−1
⋂
JS ′(`− 1)n = x`JS ′(`− 1)n−1 for all 1 6 n 6 r. (9)
Since x`S ′(`− 1) = RS ′(`− 1), (9) means[
RSn−1 + (Q : S+∞)
⋂
Sn
]⋂[
(Q : S+∞)
⋂
Sn + JSn
]
= JRSn−1 + (Q : S+∞)
⋂
Sn for all 1 6 n 6 r.
It can be verified that this condition also means[
RSn−1 + (Q : S+∞)
⋂
Sn
]⋂
JSn = JRSn−1
(
mod (Q : S+∞)
⋂
Sn
)
for all 1 6 n 6 r.
By Proposition 3.1, (8) is equivalent to
Sn
⋂
(Q : S+∞) ⊆ RSn−1 (mod JSn) for all 0 6 n 6 r.
Hence FJ(S) is Cohen–Macaulay if and only if the following conditions are satisfied
(Q : S+∞)
⋂
Sn ⊆ RSn−1 (mod JSn) for all 0 6 n 6 r.[
RSn−1 + (Q : S+∞)
⋂
Sn
]⋂
JSn = JRSn−1
(
mod (Q : S+∞)
⋂
Sn
)
for all 1 6 n 6 r.
This completes the proof of Theorem 4.2. 
We now will discuss how particular cases of Theorem 4.2 can be treated.
Let I be an ideal of A and J an m-primary ideal of A. Define FJ(I) to be the fiber cone of Rees ring R(I) = ⊕n≥0 In with
respect to J , G(I) = ⊕n≥0(In/In+1) the associated graded ring of I . We call I a reduction of I if I ⊂ I and IIn = In+1 for
all large n. The least integer n such that IIn = In+1 is called the reduction number of I with respect to I and we denote this
integer by rI(I). A reduction I of I is called a minimal reduction if it does not properly contain any other reduction of I . The
reduction number of I is defined by
r(I) = min{rI(I) | I is a minimal reduction of I}.
Denote by `(I) = dim Fm(I) the analytic spread of I . By [14], ht (I) 6 `(I) 6 dim A. In the case of ht (I) = `(I), I is called
equimultiple. It is well known that Fm(I) = Fm(R(I)) ' F(m/I)(G(I)) and `(I) = `(R(I)+) = `(G(I)+). Note that if an ideal
I ⊂ I then I is a minimal reduction of I if and only if IR(I) is a minimal reduction of R(I)+, and this is also equivalent to
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IG(I) is a minimal reduction of G(I)+. Moreover, we have r(I) = r(R(I)+) = r(G(I)+). From the above remarks, we can give
different versions of Theorems 3.3 and 4.2 for Fm(I) that depend on choices Fm(I) = Fm(R(I)) or Fm(I) ' F(m/I)(G(I)).
In the case of r(I) 6 1, by different approaches, Huneke and Sally [9] proved that if A is Cohen–Macalay and I is
m-primary then Fm(I) is Cohen–Macaulay. Shah [10,11] extended this result and showed that Fm(I) is Cohen–Macaulay if I
is an equimultiple ideal with grade I = ht I. These results are particular cases of [Proposition 3.2, [8]]. Now we will develop
[Proposition 3.2, [8]] to the fiber cone of graded algebras by the following proposition.
Proposition 4.3. Let (A,m) be aNoetherian local ringwithmaximal idealm, and infinite residue field k = A/m. Let S =⊕n≥0 Sn
be a finitely generated standard graded algebra over A with `(S+) = ` > 0. Let x1, x2, . . . , x` be a weak-(FC)-sequence in S1
with respect to (m, S+). Set
R = (x1, x2, . . . , x`)A and Q = (x1, x2, . . . , x`−1)S.
Suppose that (Q : S+∞)⋂ S1 ⊆ R and rRS(S+) 6 1. Then Fm(S) is Cohen–Macaulay.
Proof. Since rRS(S+) 6 1, by Theorem 4.2 it follows that Fm(S) is Cohen–Macaulay if and only if the following conditions
are satisfied
(a) (Q : S+∞)
⋂
A ⊆ m.
(b) (Q : S+∞)
⋂
S1 ⊆ R (mod mS1).
(c)
[
R+ (Q : S+∞)
⋂
S1
]⋂
mS1 = mR
(
mod (Q : S+∞)
⋂
S1
)
.
It is obvious that (Q : S+∞) ⊂ m⊕ S+, (Q : S+∞)⋂ A ⊆ m. Hence (a) is always true. Since the hypothesis
(Q : S+∞)⋂ S1 ⊆ R, condition (b) is obvious, and condition (c) is equivalent to
R
⋂
mS1 = mR
(
mod (Q : S+∞)
⋂
S1
)
.
Now, we will prove this equation by using the following note.
Note 2. Set `(S+) = `. Let x1, x2, . . . , x` be a weak-(FC)-sequence in S1 with respect to (m, S+). Set R = (x1, x2, . . . , x`)A.
SinceRS is a minimal reduction of S+, there exist elements y1, . . . , ys in S1 such that x1, x2, . . . , x`, y1, . . . , ys is a minimal
base of A-module S1. Now assume that x = a1x1 + · · · + a`x` ∈ R⋂mS1,
x = b1x1 + · · · + b`x` + c1y1 + · · · + csys
where bi ∈ m for 1 6 i 6 ` and cj ∈ m for 1 6 j 6 s. Then we have
(a1 − b1)x1 + · · · + (a` − b`)x` + c1y1 + · · · + csys = 0.
Since x1, x2, . . . , x`, y1, . . . , ys is a minimal base of S1, ai − bi ∈ m for 1 6 i 6 `. Hence ai ∈ m for 1 6 i 6 `. Thus, x ∈ mR.
This follows thatR
⋂
mS1 = mR.
Recall that by Note 2,R
⋂
mS1 = mR. Hence immediately condition (c) is satisfied. We get the proof of Proposition 4.3.

If S = R(I) and set q = (x1, x2, . . . , x`−1)A then we have
(Q : S+∞)
⋂
S1 =
[⋃
n≥0
(qIn : In)
]⋂
I.
Now if assume that q : I∞ ⊂ R then [⋃n≥0(qIn : In)] ⊂ q : I∞ ⊂ R ⊂ S1 = I . Therefore, (Q : S+∞)⋂ S1 ⊂ R. Since Fm(I)
is considered as Fm(R(I)) and rRR(I)(R(I)+) = rR(I), if rR(I) 6 1 and q : I∞ ⊂ R then Fm(I) is Cohen–Macaulay. Consequently,
as an immediate consequence of Proposition 4.3, we get a version of [Proposition 3.2, [8]] in terms of weak-(FC)-sequences
with respect to (m, R(I)+) as follows.
Corollary 4.4. Let I be an ideal of A and a weak-(FC)-sequence x1, x2, . . . , x` in I with respect to (m, R(I)+). Set R =
(x1, x2, . . . , x`) and q = (x1, x2, . . . , x`−1). Suppose that rR(I) 6 1 and q : I∞ ⊂ R. Then Fm(I) is Cohen–Macaulay.
We return Proposition 4.3. If S+ is an equimultiple ideal with grade S+ = ht S+ = h = ` > 0 and x1, x2, . . . , x` is a
weak-(FC)-sequence, then x1, x2, . . . , x` is a S-regular sequence. This gives
Q : S+∞ = (x1, . . . , x`−1)S : S+∞ = (x1, . . . , x`−1)S = Q .
Consequently, (Q : S+∞)⋂ S1 = Q ⋂ S1 ⊆ R. Hence by Proposition 4.3, we immediately get the following corollary.
Corollary 4.5. Let (A,m) be a Noetherian local ring with maximal ideal m, and infinite residue field k = A/m. Let S =⊕n≥0 Sn
be a finitely generated standard graded algebra over A. Suppose that r(S+) 6 1 and S+ is an equimultiple ideal with grade
S+ = ht S+ > 0. Then Fm(S) is Cohen–Macaulay.
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Note that if I an equimultiple ideal, G(I)+ is also an equimultiple ideal. Moreover, by Valabrega–Valla in [18], ht
I = grade I = grade G(I)+ if and only if I has a minimal reduction I generated by a regular sequence and I⋂ In = IIn−1
for all n ≥ 1. In the case of r(I) 6 1, this means In = IIn−1 for all n ≥ 2. Therefore, I⋂ In = IIn−1 for all n ≥ 1. Thus, if
r(I) 6 1 then the conditions grade G(I)+ = htG(I)+ and grade I = ht I are equivalent. Consequently, Corollary 4.5 recovers
the results of Huneke–Sally and Shah as in [10,11].
Recall that Cortadellas and Zarzuela [12] characterized the Cohen–Macaulayness of Fm(I) when a minimal reduction
I of I is generated by a regular sequence and I
⋂
In = IIn−1 for all n 6 rI(I). By [18], these hypotheses mean grade
G(I)+ = htG(I)+ and G(I)+ is an equimultiple ideal. In [8], the author gave a result that seems to account well for the
theorem of Cortadellas–Zarzuela [12] (see [Corollary 3.5, [12]]). This result is expanded into an interesting result for FJ(S)
as follows:
Corollary 4.6. Let S+ be an equimultiple ideal of height ht S+ = h > 0 and grade S+ = h, J an m-primary ideal of A. Suppose
that x1, x2, . . . , xh is a weak-(FC)-sequence of S with respect to (J, S+). Set R = (x1, x2, . . . , xh)A and Q = (x1, x2, . . . , xh−1)S.
Then FJ(S) is Cohen–Macaulay if and only if
RSn−1
⋂
JSn = JRSn−1 (mod (Q )n) for all 1 6 n 6 rRS(S).
Proof. Set S−1 = 0. Since grade S+ = h, x1, x2, . . . , xh is a S-regular sequence. Hence Q : S+∞ = Q . Since (Q )0 = 0 and
Q ⊆ RS, (Q )n ⊆ RSn−1 for all n ≥ 0. Consequently in this case, condition (i) of Theorem 4.2 is always satisfied. Thus, FJ(S)
is Cohen–Macaulay if and only if condition (ii) of Theorem 4.2 is satisfied. But since (Q )n ⊂ RSn−1 for all n ≥ 0, condition
(ii) of Theorem 4.2 is equivalent toRSn−1
⋂
JSn = JRSn−1 (mod (Q )n) for all 1 6 n 6 rRS(S). The proof is complete. 
We return Theorem 4.2 with the condition r(S+) = 0. Then the Cohen–Macaulayness of FJ(S) is characterized by
(Q : S+∞)⋂ A ⊆ J . Note that the condition r(S+) = 0 means that S+ is a minimal reduction of S+. This is equivalent
to dimk(S1/mS1) = `(S+). Consequently, in the case of dimk(S1/mS1) = `(S+), FJ(S) is Cohen–Macaulay if and only if
(Q : S+∞)⋂ A ⊆ J . Hence we get the following.
Corollary 4.7. Let (A,m) be a Noetherian local ring with maximal ideal m, and infinite residue field k = A/m. Let J be an
m-primary ideal of A. Let S = ⊕n≥0 Sn be a finitely generated standard graded algebra over A with `(S+) = ` > 0. Let
x1, x2, . . . , x` be a weak-(FC)-sequence in S1 with respect to (J, S+). Set Q = (x1, x2, . . . , x`−1)S. Suppose that dimk(S1/mS1) =
`. Then FJ(S) is Cohen–Macaulay if and only if (Q : S+∞)⋂ A ⊆ J.
The case where A is Cohen–Macaulay and q is an ideal of A generated by a part of system of parameters for A. J is an m-
primary ideal of A such that q ⊂ J . It is easily seen that qR(q) = R(q)+ is a minimal reduction of R(q)+. Hence r(R(q)+) = 0
and dimk(q/mq) = `(q) = ht q. Set ht q = h. By Note 1, there exists a weak-(FC)-sequence a1, a2, . . . , ah in q with respect
to (q, R(q)+) and q = (a1, a2, . . . , ah). Set Q = (a1, a2, . . . , ah−1)R(q). Since A is Cohen–Macaulay,
(Q : R(q)+∞)
⋂
A ⊆ (a1, a2, . . . , ah−1) : q∞ = (a1, a2, . . . , ah−1) ⊂ q ⊂ J.
Hence by Corollary 4.7, FJ(q) is Cohen–Macaulay. Consequently, we have:
Corollary 4.8. Let (A,m) be a Cohen–Macaulay ring and let q be an ideal of A generated by a part of system of parameters for
A. Suppose that J is an m-primary ideal of A such that q ⊂ J . Then FJ(q) is Cohen–Macaulay.
Now, we consider the case of `(S+) = 1. As one might expect, from Theorem 4.2, we give the following interesting
consequence.
Corollary 4.9. Let S =⊕n≥0 Sn be a finitely generated standard graded algebra. Set S(T ) =⊕n≥0 STn. Suppose that `(S+) = 1.
Then Fm(S(T )) is Cohen–Macaulay for all large T .
Proof. Let x be aweak-(FC)-element in S1 with respect to (m, S+). Since x satisfies the condition (FC1), there exists a positive
integer u such that xSn−1
⋂
mmSn = mmxSn−1 for all n ≥ u and all non-negative integers m. By Remark 2.2(ii), there exists
a positive integer v such that (0 : S+∞)⋂ Sn = 0 for all n ≥ v. Set N = max{u, v}. For the proof of this theorem we need
the following note.
Note 3. Let A and B be subsets of Sn. If y ∈ xA⋂ xB then y = xa = xb with a ∈ A; b ∈ B. Hence x(a − b) = 0 and
(a − b) ∈ Sn. This means (a − b) ∈ (0 : x)⋂ Sn. Since x satisfies the condition (FC2), 0 : x ⊆ 0 : S+∞. Consequently,
(a − b) ∈ (0 : x)⋂ Sn ⊂ (0 : S+∞)⋂ Sn = 0 for all n ≥ N. Hence a = b ∈ A⋂ B. This implies that y ∈ x(A⋂ B). Thus,
xA
⋂
xB = x(A⋂ B) for all n ≥ N.
Now we choose T ≥ N . Using induction on h ≥ 1, we will prove that
xhST (n−1)
⋂
mmST (n−1)+h = mmxhST (n−1) (10)
for all n ≥ 2 and for all non-negative integersm. Since n ≥ 2, T (n− 1) ≥ T ≥ N . Therefore,
xST (n−1)
⋂
mmST (n−1)+1 = mmxST (n−1).
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Thus, (10) is true for h = 1. Suppose that (10) was true for h− 1 ≥ 1. Since the obvious facts
xhST (n−1) ⊂ xST (n−1)+h−1 ⊂ ST (n−1)+h and T (n− 1)+ h− 1 > N,
xhST (n−1)
⋂
mmST (n−1)+h = xhST (n−1)
⋂[
xST (n−1)+h−1
⋂
mmST (n−1)+h
]
= xhST (n−1)
⋂
mmxST (n−1)+h−1 (x is a weak-(FC)-element and T (n− 1) ≥ N)
= x
[
xh−1ST (n−1)
⋂
mmST (n−1)+h−1
]
(by Note 3).
By (10) is true for h− 1,
xh−1ST (n−1)
⋂
mmST (n−1)+h−1 = mmxh−1ST (n−1).
Hence xhST (n−1)
⋂
mmST (n−1)+h = mmxhST (n−1). Consequently, xhST (n−1)⋂mmST (n−1)+h = mmxhST (n−1) for all n ≥ 2 and for
all non-negative integersm. This gives that for any T ≥ N,
xT ST (n−1)
⋂
mmSTn = mmxT ST (n−1)
for all n ≥ 2 and for all non-negative integersm. Hence
xT ST (n−1)
⋂
mSTn = mxT ST (n−1) (***)
for all n ≥ 2, and xT is a weak-(FC)-element in ST with respect to (m, S(T )+).
On one hand by Note 2, AxT
⋂
mST = mxT . Hence xT ST (n−1)⋂mSTn = mxT ST (n−1) is true for n = 1. On the other hand by
(***), xT ST (n−1)
⋂
mSTn = mxT ST (n−1) for all n ≥ 2. Consequently,
xT ST (n−1)
⋂
mSTn = mxT ST (n−1) for all n ≥ 1. (11)
Set rxT S(T )(S
(T )+) = r . By Theorem 4.2, Fm(S(T )) is Cohen–Macaulay if and only if S(T ) satisfies the following conditions
(a) (0 : S(T )+∞)⋂ STn ⊆ xT ST (n−1) (mod mSTn) for all 0 6 n 6 r.
(b)
[
xT ST (n−1) + (0 : S(T )+∞)⋂ STn]⋂mSTn = mxT ST (n−1)(mod (0 : S(T )+∞)⋂ STn) for all 1 6 n 6 r.
Since Tn ≥ N for all n ≥ 1 and 0 : S(T )+∞ = 0 : S+∞, (0 : S(T )+∞)⋂ STn = 0 for all n ≥ 1. Remember that in the
statement of Theorem 4.2, we assigned S(T )−1 = 0. This means ST (−1) = 0. Hence conditions (a) and (b) are equivalent to
(a′) : (0 : S(T )+∞)
⋂
A = 0 (mod m) and (b′) : xT ST (n−1)
⋂
mSTn = mxT ST (n−1) for all 1 6 n 6 r.
But (a′) is obvious and (b′) is satisfied by (11). Thus, Fm(S(T )) is Cohen–Macaulay for all large T , as required. 
Note that if `(I) = 1 then `(R(I)+) = 1. Hence as immediate consequence of Corollary 4.9, we have the following result.
Corollary 4.10. Let I be an ideal of A with `(I) = 1. Then Fm(IT ) is Cohen–Macaulay for all large T .
Finally, we consider the case of dim A = 0. Then A is an Artinian ring and J = 0 is an m-primary ideal of A. In this
case, we have FJ(S) = S and x1, x2, . . . , x` is a weak-(FC)-sequence in S1 with respect to (J, S+) if and only if it is a filter-
regular sequence with respect to S+. Consequently, as an immediate consequence of Theorem 4.2, we regain the following
acquainted result.
Corollary 4.11. Let (A,m) be a Artinian local ring with infinite residue field. Let S =⊕n≥0 Sn be a finitely generated standard
graded algebra over A with `(S+) = ` > 0. Let x1, x2, . . . , x` be a filter-regular sequence in S1 with respect to S+. Then S is
Cohen–Macaulay if and only if
(x1, x2, . . . , x`−1)S : S+∞ ⊆ (x1, x2, . . . , x`)S.
For further reading
[19], [20], [21], [22] and [23].
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