Abstract-Reversible circuits employ an alternative computation paradigm where all operations are performed in a reversible fashion only. Motivated by the promising applications, researchers started to developed corresponding design methods for this kind of circuits. In most of the resulting solutions, they try to address the restrictions and limitations that come with this alternative computation paradigm. In this work, we are instead showing possible advantages to be exploited. We present an alternative solution for complete simulation of reversible circuits which explicitly utilizes the reversibility of the underlying computation paradigm. By this, improvements of up to three orders of magnitude compared to the standard simulation can be achieved.
I. INTRODUCTION
From the beginning, researchers and engineers narrowed the investigation of computing machines down to a preponderantly irreversible computing paradigm. In fact, most of the established computations are not invertible. A simple standard operation like the logical AND already illustrates that. Indeed, it is possible to obtain the inputs of an AND gate if the output is set to 1 (then, both inputs must be set to 1 as well). But, it is not possible to determine the input values if the AND outputs 0. While mainly relying on this conventional way of computation, alternative paradigms and their applications have hardly been considered and exploited yet.
A promising alternative is based on reversible computation, a computing paradigm which allows bijective operations only, i.e. reversible n-input n-output functions that map each possible input vector to a unique output vector. In circuits based on reversible logic, all computations can be reverted (i.e. the inputs can be obtained from the outputs and vice versa). For this purpose, established conventional gate libraries can obviously not be applied. As a consequence, new libraries of reversible gates have been introduced. Albeit not so well established yet, reversible computation enables several promising applications and, indeed, superiors conventional computation paradigms in many domains including but not limited to:
• Low Power Computation, where the fact that no information is lost in reversible computation can be exploited (see e.g. [1] , [2] , [3] ), • Adiabatic Circuits, a special low power technology where reversible circuits are particularly suited for (see e.g. [4] ),
• Encoding and Decoding Devices, which always realize one-to-one mappings and, thus, inherently follow a reversible computing paradigm (see e.g. [5] ), • Quantum Computation, which enables to solve many relevant problems significantly faster than conventional circuits and inherently is reversible (see e.g. [6] ), and • Program Inversion (see e.g. [7] ), as programs based on a reversible computation paradigm would allow an inherent and obvious program inversion. Motivated by these applications, researchers started the investigation of corresponding methods for computer-aided design of this kind of circuits. This led to a variety of design solutions for a wide range of design tasks such as synthesis (see e.g. [8] , [9] , [10] , [11] ), optimization (see e.g. [12] , [13] ), verification (see e.g. [14] , [15] ), debugging (see e.g. [16] ), and even automatic test pattern generation (see e.g. [17] , [18] ). Good overviews can be found e.g. in [19] , [20] , [21] .
In most of these approaches, researchers try to address the restrictions and differences caused by reversible circuits in comparison to their conventional counterparts. For example, fanout and feedback are not directly allowed and, hence, the respective circuits have to be composed as cascades of special reversible gates. But beyond that, the reversible computing paradigm also employs several advantages that can be exploited in the design.
In this paper, we make use of one of these advantages in order to improve the complete simulation of reversible circuits. In fact, we present a revised simulation approach that does not consider each pattern to be simulated separately, but all possible patterns at once. We show that such a consideration is beneficial since, in reversible computation, (1) usually just a very small set of patterns is affected by a gate and (2) gates simply lead to an exchange of input patterns. The proposed solution significantly reduces the complexity of simulation and, hence, allows for speed-ups of up to three orders of magnitude.
In the remainder of this paper, the proposed simulation approach is described in detail. Section II briefly reviews the basics on reversible functions and circuits. Section III considers complete simulation and sketches the general idea of our contribution followed by Section IV describing the precise implementation. The complexity of the solutions are discussed in Section V and experimentally evaluated in Section VI. Finally, the paper is concluded in Section VII. 
II. REVERSIBLE FUNCTIONS AND CIRCUITS Logic computations can be defined as a function over Boolean variables. More precisely: Definition 1. A Boolean function is a mapping f : B n → B with n ∈ N. A function f is defined over its primary input variables X = {x 1 , x 2 , . . . , x n } and hence is also denoted by f (x 1 , x 2 , . . . , x n ). The precise mapping is described in terms of Boolean expressions which are formed over the variables from X and operations like ∧ (AND), ∨ (OR), or · (NOT).
A multi-output Boolean function is a mapping f :
with n, m ∈ N. More precisely, it is a system of Boolean functions f i (x 1 , x 2 , . . . , x n ) with 1 ≤ i ≤ m. The respective functions f i are also denoted as primary outputs.
Multi-output functions are also denoted as n-input, m-output functions or n × m functions, respectively. In this work, realizations of reversible functions are considered. Reversible functions are a subset of multi-output functions and are defined as follows:
• its number of inputs is equal to the number of outputs (i.e. n = m) and • it maps each input pattern to a unique output pattern.
In other words, each reversible function is a bijection that performs a permutation of the set of input patterns. A function that is not reversible is termed irreversible. Table I(b) is irreversible. Here, the number n of inputs indeed is equal to the number m of outputs, but there is no unique input-output mapping (e.g. both inputs 000 and 001 map to the output 000). In contrast, the 3×3 function shown in Table I (c) is reversible, since each input pattern maps to a unique output pattern.
Reversible functions are realized through reversible circuits.
Definition 3.
A reversible circuit G is a cascade of reversible gates G = g 1 . . . g d , where fanout and feedback are not directly allowed [6] and d denotes the number of gates. A reversible gate has the form g(C, T ), where C = {x i1 , . . . , x i k } ⊂ X is the set of control lines and T = {x j1 , . . . , x j l } ⊂ X with C ∩ T = ∅ is the set of target lines. The set C may be empty.
Commonly used reversible gates are:
• The Toffoli gate T OF (C, {x t }) [22] which consists of a single target line x t ∈ X \ C whose value is inverted if all values on the control lines are set to 1 or if C = ∅. All remaining values are passed through the gate unaltered.
• The Fredkin gate F (C, {x t1 , x t2 }) [23] which consists of two target lines x t1 , x t2 ∈ X \ C interchanges the values of these target lines if all values on the control lines are set to 1 or if C = ∅, respectively. Again, all remaining values are passed through the gate unaltered.
Example 2. Fig. 1 shows a reversible circuit composed of six reversible gates. Black circles denote the control lines, while the ⊕-symbol and the ×-symbol is used to denote the target line of the Toffoli gate and the Fredkin gate, respectively.
The annotated values demonstrate the computation in the respective gates.
III. COMPLETE SIMULATION OF REVERSIBLE CIRCUITS
In this work, we consider the complete simulation of reversible circuits, i.e. the determination of all possible output patterns obtained by applying all possible input patterns. For this purpose, we first discuss the straight-forward solution which probably is mostly used in the respective applications relying on simulation. Afterwards, we illustrate the general idea of our improved approach. The precise algorithm is then presented in the next section.
A. Standard Solution
The straight-forward solution for simulation is rather simple: All input patterns are separately applied to the circuit. Then, for each input pattern, the respective cascades of gates is successively applied eventually leading to the desired output pattern. This complies with the application of the pattern 1010 as illustrated above in Fig. 1 . 
B. General Idea for Improvement
Considering reversible circuits, complete simulation can significantly been improved by exploiting two certain characteristics of this type of computation:
1) Functional Effect of Single Gates For many input patterns, single gates often have no effect, i.e. often just very small sets of inputs are actually leading to different output patterns. In fact, e.g. a Toffoli gate g(C, T ) only has an effect for the 2 n−|C| input patterns where all control lines x ∈ C are set to 1.
2) Reversible Gates Realize Permutations
Reversible gates always realize a permutation of two input patterns, i.e. if e.g. an input pattern 0000 maps to an output pattern 0001, then the input pattern 0001 must map to an output pattern 0000, too. By this, each gate eventually leads to an exchange of input patterns.
Example 3. Consider again the circuit from Fig. 1 These characteristics enable a complete simulation without the need for the application of 2 n · d steps. In fact, in order to simulate e.g. the first gate from Fig. 1 , just two steps (for 1110 and 1111) are necessary. The remaining 14 simulations steps can be omitted because, due to the structure of the gate, they have no affect on the result. Moreover, this number of steps can be reduced further by exploiting the second characteristic: Since each gate has a unique input/output mapping, the corresponding computation just leads to an exchange of patterns. For example, the first gate from Fig. 1 simply swaps 1110 and 1110. Because of this, it is sufficient to only consider patterns with a target line set to 1 (in this case 1111) 1 . This reduces the number of patterns to be considered to just a single one (instead of 16 when the standard solution is applied). This is exploited in the proposed simulation approach. Instead of separately applying all possible input patterns, we suggest a methodology that considers all patterns at once. Then, the application of a single gate does not consider each pattern separately, but just performs the respective swaps on exactly those patterns which are actually affected by the gate. The configuration of these affected patterns can easily be determined from the type and the set of control lines of the considered gate.
The application of this idea is illustrated by the following example.
Example 4. Following the general idea from above, the circuit depicted in Fig. 1 shall completely been simulated. The respective steps are given in Table II . We start with a representation of all 2 4 = 16 possible pattern. As long as no gate is applied, the identity results (see Table II (a)). Then, the respective gates are applied.
As discussed above, the first gate in Fig. 1 only swaps the patterns 1110 and 1111. That is, only one step has to be performed to simulate this gate (leading to Table II(b)). The second gate is the worst case as all patterns are affected. Nevertheless, still only half the steps compared to standard simulation are necessary since each pattern of the form −1−− is simply swapped with the corresponding pattern of the form −0−− (leading to Table II(c)). The third gate represents a Fredkin gate. Because of the control line, this shall affect patterns of the form − − −1. However, patterns with both
n | p i = 1 for each x i ∈ C ∪{t} and t ∈ T } Table II(d)) . In a similar fashion all remaining gates are applied eventually leading to the results of the complete simulation as shown in Table II (g).
IV. IMPLEMENTATION
Motivated by the general idea sketched above, this section presents the improved algorithm for complete simulation of reversible circuits. The algorithm does not simulate single patterns separately, but considers all of them at once. The execution of gates is conducted by swapping those patterns which are actually affected by the currently considered gate. The configuration of these affected patterns is determined from the type and the set of control lines of the considered gate. More precisely: Definition 4. Let g(C, T ) be a reversible gate in a circuit over n lines and the inputs X = {x 1 . . . x n }. All patterns with the respective control line set to 1 are affected by this gate. Furthermore, due to the permutative nature of reversible gates, only those pattern with their first target line set to 1 have to be considered. Hence, the patterns to be considered can be summarized in a set P composed of all patterns of the form p ∈ B n with p i = 1 for each x i ∈ C ∪ {t} with t ∈ T and i ∈ {1 . . . n}.
Example 5. Consider the last gate of the circuit from Fig. 1 . The corresponding set M of patterns to be considered is P = {1101, 1111}.
Having this definition, the proposed simulation approach follows the algorithm as sketched in Fig. 2 . This algorithm gets a circuit G to be simulated and generates the complete function (in terms of a truth table) realized by G. In the following, the respective steps are discussed.
First, the truth table to be generated is initialized with the identity function (Line 1). Then, each gate g(C, T ) of the circuit G is traversed from the outputs to the inputs (Line 2). In each iteration, the set P of patterns to be considered for the current gate g is created according to Definition 4 (Line 3). For each of those patterns p ∈ P the corresponding counterpart q, i.e. the pattern to be swapped with p, is created next (Line 4-10). This depends on the type of the current gate g:
• In case of a Toffoli gate (Line 5/6), an inversion is conducted at the target line. Hence, q is equal to p except for the target line which is set to 0 (instead of 1).
• In case of a Fredkin gate (Line 7-10), the value of one of the target lines (1, in the currently considered pattern) is swapped with the value of the other target line. This only has an effect, if the other target line is 0. Hence, only patterns p with p i = 1 and p j = 0 for x i , x j ∈ T and x i = x j are considered. The counterpart q is then defined by the opposite assignment of the target lines. By this, an affected pattern p and its corresponding counterpart q have been determined and, thus, only need to be swapped in the truth table representation (Line 11). If all affected patterns and all gates have been considered accordingly, the algorithm returns the resulting truth table and terminates (Line 12).
V. DISCUSSION
Following the procedure described above leads to an improved run-time complexity in comparison to the standard simulation. In fact, we can distinguish between a best case and a worst case:
• The best case can be observed when the circuit is solely composed of Toffoli gates with the maximum number of control lines (i.e. of Toffoli gates g(C, T ) with |C| = n − 1). Then, the simulation of each gate just requires one general step, namely swapping two patterns. This leads to d steps for the whole circuit. As the initial creation of all possible patterns requires 2 n steps, we eventually get 2 n + d steps in the best case. Compared to the standard approach with its 2 n · d steps, this is considerably smaller. The number of gates hardly affects the total run-time anymore.
• The worst case can be observed when the circuit is solely composed of Toffoli gates with no control lines at all (i.e. of Toffoli gates g(C, T ) with C = ∅). Then, all patterns are affected. However, due to the exploitation of the permutation characteristic, still only half the swapping steps need to be considered. This eventually leads to 2 n + (2 n ·d) 2 steps in the worst case. But since circuits solely composed of Toffoli gates with no control lines (i.e. basically NOT gates) hardly occur, this worst case does not occur frequently. In both cases, the complexity is considerably less compared to the standard simulation. Of course, the major bottleneck remains the exponential complexity. However, as simulation still is heavily applied in various applications for small circuits (where exponential complexity is feasible), the improvements enabled by the proposed simulation approach are beneficial. This is also confirmed by actual run-time measurements conducted in our experimental evaluation which is summarized in the next section.
VI. EXPERIMENTAL EVALUATION
The approach introduced in Section IV has been implemented in C++ on top of RevKit [24] . In order to evaluate the efficiency of the approach, the proposed solution has been applied to completely simulate a wide range of benchmarks circuits taken from RevLib [25] . Then, the resulting run-time has been compared to the corresponding results obtained using a standard simulation 2 . All experiments have been conducted on an Intel Core i5-2430M machine with 2.4 GHz and 6 GB of memory running Linux. Table III summarizes the results. The first columns provide the name (denoted by Circuit), the number of lines (denoted by n), and the number of gates (denoted by d) of the respectively considered benchmark circuits. The runtime (in milliseconds) required for standard simulation and the proposed simulation scheme are given in the columns denoted by Standard and Proposed, respectively. The improvement of the proposed approach, i.e. the run-time of the standard approach divided by the run-time of the proposed simulation, is provided in Column Impr.
The results clearly confirm the benefits of the proposed approach. For all benchmark circuits, significant reductions in the needed run-time can be observed. In particular for circuits with a large number of gates, the increase in the performance is evident. In these cases improvements of more than three orders of magnitude can be observed. Instead of waiting several minutes for a result, the proposed approach delivers the results in a fraction of a second. In particular, for approaches which rely on frequent complete simulation runs (such as window optimization [13] ), this speed-up is essential.
Besides that, Table III also provides some numbers concerning the complexity discussion from Section V. As discussed there, the proposed simulation approach has a worst case and best case complexity of 2 n + (2 n ·d) 2 and 2 n + d, respectively, compared to the complexity of the standard simulation (which is 2 n · d). Applied to precise benchmark circuits, Columns Complexity Impr. of Table III show the improvements with respect to the worst case (denoted by wc) and the best case (denoted by bc). Also these numbers confirm the discussions from above. For almost all benchmark circuits, the actual run-time improvement (Column Impr.) indeed is between the estimated worst and best case; in most of the cases a bit closer to the worst case.
Overall, the proposed algorithm provides an alternative simulation method that is as easy to implement as the standard simulation, but has significant benefits with respect to the resulting complexity which has also been confirmed by the actual application to a large set of circuits. 2 In fact, we used the open source simulation engine provided in RevKit [24] .
VII. CONCLUSION
In this paper, we introduced an approach for complete simulation of reversible circuits which explicitly exploited the reversibility of the underlying computation paradigm. In particular, we utilized the fact that (1) usually just a very small set of patterns is affected by a gate and (2) that gates simply lead to an exchange of input patterns. Although the proposed solution still remains exponential in the complexity, improvements of up to three orders of magnitude can be achieved compared to the standard simulation. Nevertheless, due to the complexity the approach still is restricted to circuits with a small number of inputs/outputs only. Furthermore, the approach only supports complete simulation thus far. However, for all applications which rely on frequent complete simulation runs (such as window optimization [13] ) the proposed methods offers a simple but effective alternative.
