Abstract. In this paper, the regularity results for the integro-differential operators of the fractional Laplacian type by Caffarelli and Silvestre [CS1] are extended to those for the integro-differential operators associated with symmetric, regularly varying kernels at zero. In particular, we obtain the uniform Harnack inequality and Hölder estimate of viscosity solutions to the nonlinear integro-differential equations associated with the kernels K σ,β satisfying
1. Introduction 1.1. Introduction. In this paper, we are concerned with fully nonlinear elliptic integrodifferential operators associated with symmetric, regularly varying kernels at zero. From the Lévy-Khinchine formula, the purely jump processes which allow particles to interact 1 at large scales are generated by the integral operators in the form of
(1) Lu(x) = P.V.
where a so-called Lévy measure m satisfies R n min(1, |y| 2 )dm(y) < +∞.
Since the operators are given in too much generality, we therefore restrict ourselves to considering only the operators given by symmetric kernels. In this case, the operator (1) can be written as 
is given by a symmetric kernel K(y) = K(−y).
We note that the value of Lu(x) is well-defined when u is bounded in R n and C 1,1 at x (see Definition 2.1). Nonlinear integro-differential operators associated with the linear integrodifferential operators above arise naturally in the study of the stochastic control theory related to
and game theory associated with
To study uniform regularity for such nonlinear integro-differential operators, the concept of ellipticity for integro-differential operators with respect to a class L of the linear, integrodifferential operators (2) was introduced by Caffarelli and Silvestre [CS1] ; see [CC] for elliptic second-order differential operators. In fact, the concept of ellipticity for integrodifferential operators I is characterized by the following property:
On the basis of this idea, the regularity theory for fully nonlinear elliptic integro-differential operators has been developed by using analytic techniques along the lines of the Krylov and Safonov [KS, CC] which dealt with elliptic second-order differential operators. We refer to [CS1, CS2] and references therein for uniform regularity results for symmetric integrodifferential operators of the fractional Laplacian type, where the regularity estimates do not blow up as the order σ ∈ (0, 2) of the operators tends to 2. In the case when the kernels are nonsymmetric, the uniform regularity results can be found in [KL1, KL2, LD1] . We refer to [KL3, LD2] for results on the regularity of the parabolic integro-differetial operators.
In this paper, we establish the uniform regularity of viscosity solutions to fully nonlinear elliptic integro-differential equations associated with symmetric, regularly varying kernels at zero. We are mainly interested in the kernels K for the integro-differential operator (2) satisfying (3) R n min(1, |y| 2 )K(y)dy < +∞ and (4) (2 − σ)λ l(|y|)
where l : (0, +∞) → (0, +∞) is a locally bounded, regularly varying function at zero with index −σ ∈ (−2, 0); refer to Appendix A for regular variations. The kernels of the type (4) associated with regularly varying functions at zero appear in the study of the subordinate Brownian motions which are time changed Brownian motions by independent subordinators (i.e., nonnegative Lévy processes); see e.g. [KSV] for a potential theory of subordinate Brownian motions. There are known results on Harnack inequalities and Hölder estimates for integro-differential operators of this type with probabilistic proofs. In particular, Kassmann and Mimica [KM] recently obtained Hölder type estimates for the linear integro-differential operators with regularly varying kernels at zero with index −σ ∈ [−2, 0] based on intrinsic scaling properties; the Hölder type estimates blow up as the order of the operator approaches 2. As an extension of the regularity results by Caffarelli and Silvestre [CS1] , we obtain uniform regularity results of viscosity solutions for a certain class of fully nonlinear elliptic integro-differential operators associated with symmetric, regularly varying kernels at zero, which remain uniform as the order σ ∈ (0, 2) tends to 2.
1.2. Integro-differential operators. As mentioned above, we study uniform regularity of viscosity solutions for a class of the fully nonlinear elliptic integro-differential operators associated with the kernels of the type:
for a regularly varying function l at zero with index −σ ∈ (−2, 0). For the purpose, we first summarize the properties of the regular variations that play an essential role in our analysis. In the entire article, a measurable function l : (0, +∞) → (0, +∞) which stays locally bounded away from 0 and +∞, will be commonly assumed to satisfy the following properties.
Property 1.1. Let a measurable function l : (0, 1] → (0, +∞) be locally bounded away from 0 and +∞. There exist positive constants σ ∈ (0, 2), a 0 ≥ 1, and ρ ∈ (0, 1) satisfying the following.
(a) There exists δ ∈ 0,
Then we have for any r ∈ (0, ρ)
(c) We assume that l(1) = 1.
Influenced by Kassmann and Mimica [KM] , we introduce the monotone function L above defined by using the given function l in order to study scale invariant regularity estimates for the integro-differential operators associated with symmetric, regularly varying kernels at zero.
The function l at infinity will be commonly assumed to satisfy the following property. 
Typical examples of the functions satisfying Property 1.1 are regularly varying functions at zero with index −σ ∈ (−2, 0), and Property 1.2 is satisfied by assuming that the function l varies regularly at infinity with index −σ ∈ (−2, 0); refer to Appendix A for the definition of regular variations and their properties.
Example 1.3 (Regularly varying functions). (a) Trivial examples of such regularly vary-
ing functions at zero and infinity with index −σ ∈ (−2, 0) are
The operator (2) with the choice above of the regularly varying function turns out to be the well-known fractional Laplacian operator − (−∆) σ/2 defined as
which converges to the Laplacian operator as the order σ ∈ (0, 2) approaches 2. We note that the factor (2 − σ) enables us to obtain second-order differential operators as the limits of integro-differential operators (see [DPV, CS1] , for example) and hence uniform regularity results as the order σ ∈ (0, 2) goes to the classical one. (b) Among nontrivial examples of regularly varying functions l at zero with index −σ are functions which are equal to the following functions near zero (see [BGT] ):
, and r −σ log log 2 r β for β ∈ R.
(c) The following functions are non-logarithmic regularly varying functions l at zero with index −σ:
and r −σ exp log 2 r log log 2 r .
For a certain class of regularly varying functions, the constants a 0 ≥ 1, ρ ∈ (0, 1) and a ∞ in Properties 1.1 and 1.2 can be selected uniformly. Let σ 0 ∈ (0, 2), and let a locally bounded function l 0 : (0, +∞) → (0, +∞) be a slowly varying function at zero and infinity which varies regularly at zero and infinity with index 0 from the definition; see Appendix A. For σ ∈ [σ 0 , 2), define a regularly varying function l σ at zero and infinity with index −σ ∈ (−2, −σ 0 ] by
Making use of a theory of regular variations, we shall prove in Proposition 4.1 that the function l σ satisfies Properties 1.1 and 1.2 with uniform constants a 0 , a ∞ ≥ 1 and ρ ∈ (0, 1) for σ ∈ [σ 0 , 2), where the uniform constants depend only on dimension n, σ 0 ∈ (0, 2), and a given slowly varying function l 0 at zero and infinity. Regarding the regularly varying functions of the type (5), we remark that for σ ∈ (0, 2) and β ∈ (−σ, 2 − σ), the kernel
near zero associated with the regularly varying function l(r) = r −σ log 1 r 2 β/2 describes the asymptotic behavior of the jumping kernel at zero of the subordinate process which has the characteristic exponent φ(s) := s σ (1 + log s 2 ) β/2 ; refer to a potential theory of subordinate Brownian motions [KSV] .
To investigate a class of fully nonlinear elliptic integro-differential operators associated with symmetric, regularly varying kernels at zero, let 0 < λ ≤ Λ < +∞, and let a function l : (0, +∞) → (0, +∞) satisfy Properties 1.1 and 1.2. Owing to Properties 1.1 and 1.2, the following properties of the given function l concerning the symmetric integro-differential operators are obtained; the proof can be found in Section 3. 
Now, let L (λ, Λ, l) denote the class of the following linear integro-differential operators with the kernels K:
One can check that the kernels K satisfying (6) with Properties 1.1 and 1.2 satisfy (3) by using Lemma 1.4. As mentioned in the introduction, we are concerned with the nonlinear integro-differential operator I in the form of
As extremal cases of such nonlinear integro-differential operators, the Pucci type extremal operators with respect to the class
Lu.
According to Lemma 2.6, the integro-differential operator I of the inf-sup type in (7) is elliptic with respect to L(λ, Λ, l) in the nonlocal sense, which, in particular, implies
where we refer to Definition 2.3 for the nonlocal notion of the ellipticity. Thus we shall deal with a large class of the integro-differential operators defined in terms of the Pucci type extremal operators so as to establish uniform regularity estimates for the fully nonlinear elliptic integro-differential operators associated with symmetric, regularly varying kernels at zero.
1.3. Main results. Now we present our main results which extend the uniform regularity results of Caffarelli and Silvestre [CS1] . Below and hereafter, we denote B R := B R (0) for R > 0. Theorem 1.5 (Harnack inequality). Let σ 0 ∈ (0, 2) and let a measurable function l : (0, +∞) → (0, +∞) be locally bounded away from 0 and +∞, and satisfy Properties 1.1 and 1.2 with the positive constants σ ∈ [σ 0 , 2), a 0 ≥ 1, a ∞ ≥ 1, and ρ ∈ (0, 1). For 0 < R < 1, and
in the viscosity sense. Then there exist uniform constants C > 0 and ρ 0 ∈ (0, 1) such that
and C > 0 and ρ 0 ∈ (0, 1) are uniform constants depending only on n, λ, Λ, σ 0 , a 0 , a ∞ , and ρ. 
where [u] α,B R stands for the α-Hölder seminorm on B R , and the uniform constants α ∈ (0, 1), C > 0 and ρ 0 ∈ (0, 1) depend only n, λ, Λ, σ 0 , a 0 , a ∞ , and ρ.
Remark 1.7. (i) According to Theorems 1.5 and 1.6, the Harnack inequality and Hölder estimate hold for viscosity solutions to the fully nonlinear elliptic integro-differential equations with respect to L(λ, Λ, l). In fact, if u is a viscosity solution to Iu = f in B 2R for an elliptic integro-differential operator with respect to
in the viscosity sense. Thus, applying Theorems 1.5 and 1.6, the regularity results follow.
(ii) For any regularly varying function l at zero and infinity with index −σ ∈ (−2, 0) which stays away from 0 and +∞, we obtain the Harnack inequality and Hölder estimate for the elliptic integro-differential operators with respect to L(λ, Λ, l) as a corollary. Here, the constants in the regularity estimates above depend only on n, λ, Λ, and the given regularly varying function l.
Making use of Theorem 1.6, we establish the C 1,α estimate for the fully nonlinear elliptic integro-differential operators associated with regularly varying kernels at zero and infinity provided that the kernels satisfy a cancelation property at infinity; see Subsection 3.6. Furthermore, the Hölder estimate for the elliptic integro-differential operators associated with truncated kernels at infinity is also obtained in Subsection 3.7, which is important for applications. In fact, the assumption of the kernels at infinity for the Hölder estimate in Theorem 1.6 can be weakened replacing Property 1.2 by the boundedness of the integral at infinity (9) (2 − σ)
for some a ∞ > 0; in the following, we rephrase Theorem 3.14 by assuming (9).
Theorem 1.8. Let σ 0 ∈ (0, 2) and let l : (0, +∞) → [0, +∞) be a measurable function which is locally bounded away from 0 and +∞ on (0, 1], and satisfy Property 1.1 with the positive constants σ ∈ [σ 0 , 2), a 0 ≥ 1, and ρ ∈ (0, 1). We assume that
where the uniform constants α ∈ (0, 1), C > 0 and ρ 0 ∈ (0, 1) depend only n, λ, Λ, σ 0 , a 0 , ρ and a ∞ .
With the help of Proposition 4.1, Theorems 1.5 , 1.6, and 1.8 yield the uniform Harnack inequality and Hölder estimate for the fully nonlinear elliptic integro-differential operators with respect to the class L(λ, Λ, l σ ) associated with symmetric, regularly varying kernels of the type (5) for σ ∈ [σ 0 , 2) ⊂ (0, 2), where the regularity estimates do not blow up as the order σ goes to 2. Theorem 1.9 (Uniform estimates for the operators associated with the kernels of the type (5)). Let σ 0 ∈ (0, 2), and let a measurable function l 0 : (0, +∞) → (0, +∞) be locally bounded away from 0 and +∞, and vary slowly at zero and infinity such that l 0 (1) = 1.
where C > 0, ρ 0 ∈ (0, 1) and α ∈ (0, 1) are uniform constants depending only on n, λ, Λ, σ 0 and the slowly varying function l 0 at zero and infinity.
In Theorem 1.9, we establish the uniform Harnack inequality and Hölder estimate for a class of fully nonlinear elliptic integro-differential operators associated with the kernels K σ in the form of
|y| n+σ . In the case when l 0 ≡ 1, we observe that for σ ∈ [σ 0 , 2),
This implies that our results recover [CS1, Theorem 11.1, Theorem 12.1]. In particular, considering the following example of slowly varying functions at zero: for l 0 (r) := log 2 r 2 ,
Theorem 1.9 asserts the uniform Harnack inequality and Hölder estimate of the elliptic integro-differential operators associated with the regularly varying kernel K σ,β at zero with index −σ ∈ (−2, −σ 0 ] for β ∈ R:
where the uniform constants in the regularity estimates depend only on n, λ, Λ, σ 0 , β and the given slowly varying function l 0 at zero.
Lastly, we have the following theorem as a corollary of Theorem 1.8 by imposing (9) instead of Property 1.2. 
where the uniform constants α ∈ (0, 1), C > 0 and ρ 0 ∈ (0, 1) depend only n, λ, Λ, σ 0 , a ∞ , and the slowly varying function l 0 at zero.
The rest of the paper is organized as follows. Section 2 contains an introduction to viscosity solutions, the ellipticity for integro-differential operators and their properties. Section 3 is devoted to the proof of the uniform regularity estimates for a class of fully nonlinear elliptic integro-differential operators associated with the kernels satisfying (6) with Properties 1.1 and 1.2. In Section 4, we prove Proposition 4.1 and obtain Theorems 1.9 and 1.10 from Theorems 1.5, 1.6 and 1.8. In Appendix A, we give the definitions of regularly and slowly varying functions and summarize their important properties which are used in the paper.
Viscosity solutions
In this section, we give an introduction to the notions of viscosity solutions and the ellipticity for integro-differential operators as in [CS1] ; see also [LD1, KL2] . Important properties of viscosity solutions such as the stabilities under uniform convergence and the comparison principle are also provided; refer to [CC] for the local case. We begin with the concept of C 1,1 at the point.
Definition 2.1 (C 1,1 at the point). Let x ∈ R n . A function ϕ is said to be C 1,1 at the point x, denoted by ϕ ∈ C 1,1 (x), if there exist a vector p ∈ R n and a number M > 0 such that
For a set Ω ⊂ R n , we say that ϕ is C 1,1 in Ω when (11) holds for any x ∈ Ω with a uniform constant M > 0. Now, we recall the viscosity solutions for integro-differential operators. 
)). We say u is a viscosity solution if u is both a viscosity subsolution and a viscosity supersolution.
Here, we consider bounded viscosity solutions for nonlocal operators for simplicity. Our method to prove the Harnack inequality for viscosity solutions can be also employed under the assumption that the viscosity solutions have a certain growth rate at infinity related to a class of integro-differential operators to deal with; see [BI] for viscosity solutions to integro-differential equations in a general framework.
The notion of ellipticity for integro-differential operators is defined making use of a nonlocal version of the Pucci extremal operators. For given 0 < λ ≤ Λ < +∞, and a function l : (0, +∞) → [0, +∞) satisfying Property 1.1 and (9), which stays away from 0 and +∞ on (0, 1], let L (λ, Λ, l) denote the class of the following linear integro-differential operators with the kernels K satisfying (6):
. We recall the Pucci type extremal operators:
where µ ± (u, x, y) := max {±µ(u, x, y), 0} . In terms of the Pucci type operators with respect to the class L(λ, Λ, l), the elliptic integro-differential operators with respect to L(λ, Λ, l) are defined as below, which we can apply our results to. In Definition 2.2, a C 2 -test function ϕ can be taken to be C 1,1 only at the contact point x for elliptic integro-differential operators. We are led to consider a larger set of test functions and a stronger concept of the viscosity solution, however, those approaches turn out to be equivalent thanks to the following lemma. The proof is similar to one of [CS1, Lemma 4.3] with the help of Lemma 1.4; see also [LD1, Lemma 4.3] .
Definition 2.3 (Ellipticity for nonlocal operators). An operator I is said to be elliptic with respect to the class L(λ, Λ, l) if it satisfies the following. (i) If a bounded function u in
R n is of C 1,1 (x), then Iu(x) is defined classically. (ii) If a bounded function u in R n is of C 1,1 (Ω) for an open set Ω, then Iu(x) is continuous in Ω. (iii) For bounded functions u ∈ C 1,1 (x), and v ∈ C 1,1 (x), we have M − L(λ,Λ,l) v(x) ≤ I[u + v](x) − Iu(x) ≤ M + L(λ,Λ,l) v(x).
Lemma 2.5. Let Ω ⊂ R
n be an open set and let I be an elliptic integro-differential operator with respect to L = L(λ, Λ, l). Let u : R n → R satisfy Iu ≥ f in Ω in the viscosity sense. We assume that a function ϕ ∈ C 1,1 (x) (for a point x ∈ Ω) touches u from above at x in a small neighborhood N of x. Then the function v defined as
Due to Property 1.1 and (9) (Lemma 1.4), the results of [CS1] on viscosity solutions for the elliptic integro-differential operators hold true for our elliptic integro-differential operators with respect to the class L(λ, Λ, l). First, the following lemma concerns the nonlinear integro-differential operators of the inf-sup type (7); the proofs can be found in [CS1, Sections 3 and 4] . 
If u is a viscosity subsolution to Iu = f in an open set Ω, and a function ϕ ∈ C 1,1 (x) (for x ∈ Ω) touches u from above at x in a small neighborhood of x, then Iu(x) is defined classically and Iu(x) ≥ f (x).
The viscosity solutions to the elliptic integro-differential equations have nice stability properties with respect to uniform convergence. Recalling the definition of Γ-convergence, a slightly stronger stability of viscosity solutions under Γ-convergence in Lemma 2.8 is quoted from [CS1, Lemma 4.5].
Definition 2.7 (Γ-convergence). We say a sequence of lower semi-continuous functions u k Γ-converges to u in a set Ω ⊂ R n if it satisfies the following conditions:
(ii) For every x ∈ Ω, there exists a sequence
Lemma 2.8 (Stability). Let I be an elliptic operator with respect to the class L(λ, Λ, l).
For an open set Ω ⊂ R n , let u k be a sequence of functions that are uniformly bounded in R n such that As a corollary, we obtain the stability property under uniform convergence.
Corollary 2.9. Let I be an elliptic operator with respect to the class L(λ, Λ, l). For an open set Ω ⊂ R n , let u k ∈ C(Ω) be a sequence of functions that are uniformly bounded in R n such that
Lemma 2.10 quoted from [CS1, Theorem 5.9] states that the difference of two viscosity solutions solves an equation in the same ellipticity class. In the proof, Jensen's approach [J] using the inf-and sup-convolutions was employed to compare two viscosity solutions to the fully nonlinear elliptic integro-differential equations (see also [A] ); we refer to [CC, Chapter 5] for the local case. Lemma 2.11. For a given R ≥ 1, there exists δ R > 0 such that the function ϕ R (x) := min 1,
Lastly, we state the comparison principle for the fully nonlinear elliptic integro-differential operators with respect to L(λ, Λ, l); the proof is the same as one for Theorem 5.2 of [CS1] . 
Then u ≤ v in Ω.
Regularity estimates for integro-differential operators with regularly varying kernels
This section is mainly devoted to proving Theorems 1.5 and 1.6, which will provide the Harnack inequality and Hölder estimate for fully nonlinear elliptic integro-differential operators associated with symmetric, regularly varying kernel at zero and infinity as mentioned in Remark 1.7. Throughout this section, let 0 < λ ≤ Λ < +∞, and let a measurable function l : (0, +∞) → (0, +∞) be locally bounded away from 0 and +∞, and satisfy Properties 1.1 and 1.2 with the positive constants σ ∈ [σ 0 , 2), a 0 ≥ 1, a ∞ ≥ 1, and ρ ∈ (0, 1) for a given σ 0 ∈ (0, 2). As in Subsection 1.2, let L (λ, Λ, l) be the class of all linear integrodifferential operators
with the kernels K satisfying
|y| n , where µ(u, x, y) := u(x + y) + u(x − y) − 2u(x). In order to prove the uniform regularity estimates for a class of viscosity solutions to the elliptic integro-differential equations with respect to the class L(λ, Λ, l), we will deal with the Pucci type extremal operators M ± L(λ,Λ,l) , defined as (8) and simply denoted by M ± , since the elliptic operator I satisfies that
Before we proceed to regularity estimates for viscosity solutions to nonlocal equations, we study the important properties of the given function l satisfying Properties 1.1 and 1.2, which will be used later. In particular, for σ ∈ [σ 0 , 2), we have
Proof. Using Property 1.1, we have that for r ∈ (0, 1],
In a similar way, we deduce that for r ∈ (0, 1]
Recalling from Property 1.1 that for r ∈ (0, 1]
it follows that
Arguing in a similar way,, we have
Since l(1) = 1, Property 1.2 yields that
completing the proof. 2 − σ > 0 such that for each x ∈ {u = Γ} and M > 0, we find k ∈ N ∪ {0} satisfying
where ∇Γ(x) stands for an element of the superdifferential of Γ at x, and c n > 0 depends only on dimension n.
Proof. Let x be a contact point, that is, x ∈ {u = Γ} ⊂ B R . From Lemma 2.6, M + u(x) can be defined classically and we have
, and µ ± (u, x, z) = max{±µ(u, x, z), 0}. We note that u(x) = Γ(x) > 0. If x + z ∈ B 3R and x − z ∈ B 3R , then we have µ(u, x, z) ≤ 0 since Γ lies above u. If x + z B 3R , then x + z and x − z do not belong to B R , which implies that µ(u, x, z) ≤ 0. Thus it follows that µ(u, x, z) ≤ 0 for any z ∈ R n and hence
The concavity of Γ implies that if u(
Suppose to the contrary that (12) is not true. Then we have
which is bounded above by a uniform constant for σ ∈ [σ 0 , 2), the result follows.
In the proof of Lemma 3.2, we observe that f (x) is positive for x ∈ {u = Γ}.
Lemma 3.3. Under the same assumption as Lemma 3.2, there exists uniform constants
ǫ n ∈ (0, 1) andM :=C/ǫ n > 0 such that for each x ∈ {u = Γ}, we find some r = r k ≤ ρ 0 2 − 1 2(2−σ) R which satisfies the following:
whereC > 0 is the uniform constant as in Lemma 3.2, and ǫ n ∈ (0, 1) and c n > 0 are uniform constant depending only on n.
Proof. For a small ǫ n > 0, letM :=C/ǫ n . We apply Lemma 3.2 with M =M
for some r = r k , which proves (a). With the help of (a), we employ the same arguments as the proofs of Lemma 8.4 and Corollary 8.5 in [CS1] to show (b) and (c).
Now we obtain a nonlocal version of the ABP estimate in the following theorem making use of Lemma 3.3 together with a dyadic cube decomposition; we refer to [CS1, Theorem 8.7] for the proof. 
for µ := 1−ǫ n ∈ (0, 1), whereC > 0 is the uniform constant as in Lemma 3.2, and ǫ n ∈ (0, 1) (appearing in Lemma 3.3) and c n > 0 are uniform constant depending only on n.
3.2. Barrier function. As in [CS1] and [KL2] , we construct the barrier function at each scale, where the monotone function L associated with l given in Property 1.1 plays a role to obtain scale invariant estimates.
Lemma 3.5. Let R ∈ (0, 1/2). For κ 1 ∈ (0, 1), there exist uniform constants p = p(n, λ, Λ) > n, and ǫ 0 ∈ (0, 1/8) such that the function ϕ(
Proof. Assume without loss of generality that x = R 0 e 1 for κ 1 R ≤ R 0 < R. We need to compute
where ρ 1 ≤ min{ρ, 1/2} will be chosen sufficiently small later . For |y| < R 0 2 , we have
for y := y/R 0 ; see [CS1, Lemma 9 .1]. We choose N ∋ p > n large enough so that
We use (13), (14), Lemma 3.1 and Property 1.1 to obtain
We select a uniform constant ρ 1 = ρ 1 (a 0 , a ∞ , σ 0 ) ≤ min(ρ, 1/2) small so that
and then we use Lemma 3.1 and Properties 1.1 and 1.2 again to have
where we note that L is monotone. Thus we deduce that
for any σ ∈ [σ 1 , 2), where σ 1 ∈ [σ 0 , 2) depends only on n, λ, Λ, a 0 , a ∞ , ρ, and σ 0 . Thus the lemma holds true for σ ∈ [σ 1 , 2).
For σ ∈ [σ 0 , σ 1 ), we will make I 1 sufficiently large by selecting κ 0 > 0 small. For x = R 0 e 1 with κ 1 R ≤ R 0 < R, we have that for κ 0 := ǫ 0 κ 1 ∈ (0, κ 1 /8)
From the argument above, we notice that for σ ∈ [σ 0 , 2),
, where a uniform constant C > 0 depends only on n, λ, Λ, a 0 , a ∞ , ρ, and σ 0 . Therefore, we choose a uniform constant ǫ 0 = κ 0 κ 1 ∈ (0, 1/8) sufficiently small to conclude that
. This finishes the proof.
Lemma 3.6. Let R ∈ (0, 1/2) and 0 < δ 1 < δ 2 < 1. Assume δ 1 ≤ ρ 1 , where 
Proof. Let κ 1 := δ 1 /2. According to Lemma 3.5, the function ϕ(
where P(x) := −a|x| 2 +b with a = , the property (b) follows. Note that Lemma 3.5 implies that
It remains to show that
We use Properties 1.1 and 1.2 and Lemma 3.1 to deduce that for x ∈ B δ 1 R ,
e. in B 2δ 1 R for some c 1 = c 1 (δ 1 , δ 2 ) > 0, where we recall that 0 < δ 1 ≤ ρ 1 , and ρ 1 = ρ 1 (a 0 , a ∞ , ρ, σ 0 ) ≤ min(ρ, 1/2) satisfies (15).
3.3. Power decay estimate of super-level sets. We use the ABP type estimate in Theorem 3.4 and the barrier functions constructed in Lemma 3.6 to obtain the measure estimates of super-level sets of the viscosity supersolutions to fully nonlinear elliptic integro-differential operators with respect to L(λ, Λ, l).
Lemma 3.7. Let 0 < R < 1/2 and let Q r = Q r (0) denote a dyadic cube of side r centered at 0 for r > 0. There exist uniform constants ε 0 , ρ 0 , µ 0 ∈ (0, 1) and M 0 > 1, depending only on n, λ, Λ, a 0 , a ∞ , ρ, and
Proof. Let ρ 0 ∈ (0, 1) be a constant to be chosen later depending only on n and ρ 1 > 0, where the constant ρ 1 satisfies (15). Let Φ be the barrier function in Lemma 3.6 with δ 1 := ρ 0 ≤ min 1/(32 √ n), ρ 1 , and δ 2 := 3 4 . Then
in the viscosity sense. For the concave envelope Γ of v + in B 3R , Theorem 3.4 with the help of Property 1.1 yields that
for a uniform constant C > 0 depending only on n, λ, a 0 , ρ, and σ 0 , Recalling that the nonnegative function ψ is uniformly bounded with supp ψ ⊂ B ρ 0 R in Lemma 3.6, and
By selecting ε 0 > 0 small, we have
Now we select ρ 0 > 0 sufficiently small such that 32
On the other hand, according to Theorem 3.4 together with the previous argument, we have
for some M 0 > 1. Indeed, from the previous argument, we see that
for a uniform constant M 1 > 1 with respect to σ ∈ [σ 0 , 2) since d j ≤ ρ 0 R. Then it follows from Theorem 3.4 that
since Φ is uniformly bounded in R n , and Γ is positive in B 3R . Taking a subcover of 32 √ nQ j : Q j ∩ B ρ 0 R ∅ with finite overlapping, we deduce from (16) and (17) that for uniform constants M 0 > 1 and µ 0 ∈ (0, 1),
which finishes the proof.
The Calderón-Zygmund technique combined with Lemma 3.7 implies the following decay measure estimate of super-level sets making use of the monotonicity of the function L.
Corollary 3.8. Under the same assumption as Lemma 3.7, we have
and hence
where C > 0 and ǫ > 0 are uniform constants depending only on n, λ, Λ, a 0 , a ∞ , ρ, and σ 0 .
Using a standard covering argument, we deduce the weak Harnack inequality as follows.
Theorem 3.9 (Weak Harnack inequality). For 0 < R < 1, and C 0 > 0, let u be a nonnega-
where C > 0, ǫ > 0, ρ 0 ∈ (0, 1), and p > 0 are uniform constants depending only on n, λ, Λ, a 0 , a ∞ , ρ and σ 0 .
3.4. Harnack inequality. Making use of the weak Harnack inequality in Theorem 3.9, we prove the scale invariant Harnack inequality for fully nonlinear elliptic integro-differential operators with respect to L(λ, Λ, l), where the constant in the Harnack estimate depends only on on n, λ, Λ, a 0 , a ∞ , ρ (in Properties 1.1 and 1.2) and σ 0 . The proof of [CS1, Theorem 11.1] has been adapted to our elliptic integro-differential operators associated with regularly varying kernels at zero and infinity.
Theorem 3.10. For 0 < R < 1, and
in the viscosity sense, where ρ 0 ∈ (0, 1) is the constant as in Theorem 3.9. Then we have
where a uniform constant C > 0 depends only on n, λ, Λ, a 0 , a ∞ , ρ and σ 0 .
Proof. We may assume that u > 0, u(0) ≤ 1, and C 0 = 1. Let ǫ > 0 be the constant as in Theorem 3.9 and let γ := (n + 2)/ǫ. Consider the minimal value of α > 0 such that
We claim that α > 0 is uniformly bounded. Let x 0 be a point such that u(x 0 ) = h α (x 0 ). We may assume that x 0 ∈ B R , otherwise α is small. Let d := R − |x 0 | and r := d/2. Let A := {u > u(x 0 )/2} . According to the weak Harnack inequality in Theorem 3.9, we have
This implies that
. Now we will show that there is a uniform number θ ∈ (0, 1) such that
for a large constant α > 1, from which (18) yields that α > 0 is uniformly bounded. We first notice that for x ∈ B θr (x 0 ),
Note that v is nonnegative in B θr (x 0 ). To apply the weak Harnack inequality to
we will compute M − w in B θr (x 0 ). First, we see that for x ∈ B θr (x 0 ),
|y| n dy in the viscosity sense, where
Consider the largest number β > 0 such that
and let x 1 ∈ B R 4 be a point such that u(x 1 ) = g β (x 1 ). We observe that β ≤ 1 since u(0) ≤ 1. Using Lemma 3.1, we have
where we recall that 0
in the viscosity sense, it follows that
which asserts that
where we note that u(x 1 ) ≤ β ≤ 1 and u(x 1 − y) > 0 for any y ∈ R n .
We may assume that u(x 0 ) ≥ 2, otherwise α is uniformly bounded. In order to estimate
dy.
Since we see that for x ∈ B θ 2 r (x 0 ) and y ∈ R n \ B θr (x 0 − x),
, it follows from (19) that for x ∈ B θ 2 r (x 0 ) which is a contradiction. Therefore, we conclude that α > 0 is uniformly bounded and that sup B R 2 u ≤ α2 γ , which completes the proof.
3.5. Hölder continuity. From the Harnack inequality, we obtain the following Hölder regularity of the viscosity solutions to fully nonlinear elliptic integro-differential equations with respect to L(λ, Λ, l). 3.6. C 1,α estimate. In this subsection, we present an interior C 1,α estimate for viscosity solutions to the elliptic integro-differetial operators as a important consequence of the Hölder estimate. To apply the incremental quotients technique iteratively in the nonlocal setting, the cancellation condition (20) Making use of the incremental quotients, we obtain C 1,α -estimate for nonlocal operators. The uniform Hölder estimate in Theorem 3.11 is applicable to w h (x) := u(x + h) − u(x) |h| α for any small vector h ∈ R n when (20) holds. Indeed, we introduce the cut-off function η supported in a smaller ball, and divide the incremental quotient w h into two functions w h,1 := ηw h and w h,2 := (1 − η)w h . With the help of (20), we deal with the incremental quotient of the kernel K replacing the incremental quotient of u in order to show that |Lw h,2 | is bounded by C u L ∞ (R n ) . So we apply Theorem 3.11 to w h,1 to deduce C 2α for the Hölder exponent α > 0 in Theorem 3.11. Employing the procedure [1/α] times, it follows that u is Lipschitz continuous. By applying the previous argument to the Lipschitz quotient of u, we deduce the uniform C 1,α -estimate. Note that the C 1,α -estimate is not scale-invariant since it relies on the values θ 0 and D 0 .
3.7. Truncated kernels at infinity. In this subsection, we are concerned with the elliptic integro-differential operators associated with the symmetric kernels satisfying Property 1.1 near zero which may not satisfy Property 1.2 at infinity. This subsection corresponds to [CS1, Section 14] which involves in the results of the fractional Laplacian type integrodifferential operators. Consider the linear integro-differential operator L Lu(x) =
