The vehicle routing problem (VRP) is a difficult and well-studied combinatorial optimization problem. We develop a parallel algorithm for the VRP that combines a heuristic local search improvement procedure with integer programming. We run our parallel algorithm with as many as 129 processors and are able to quickly find high-quality solutions to standard benchmark problems. We assess the impact of parallelism by analyzing our procedure's performance under a number of different scenarios.
Introduction
Since its proposal by Dantzig and Ramser (1959) , the vehicle routing problem has been the subject of a great deal of research. Given customers with known locations and demands, the task is to find a minimum cost set of routes that satisfies all customer demands. Additionally, the vehicles assigned to these routes must carry no more than a fixed quantity of goods and can travel no more than a maximum distance. Although many variants of the VRP have been proposed over the last 50 years, even this simplest version of the VRP remains computationally difficult.
Because of its wide applicability and practical importance, many algorithms have been developed for the VRP. Over time, researchers have developed more powerful algorithms that find better and better solutions to both real-world VRP instances and well-studied benchmark instances by building on previous work and by taking advantage of faster computational resources. Despite the computational difficulty of the VRP, the literature contains relatively few algorithms that use the power of parallel computing.
Parallel computing allows us to simultaneously run multiple processes or threads on several processors with the common goal of solving a particular problem instance. "Parallelism thus follows from a decomposition of the total workload and the distribution of the resulting tasks to the available processors" (Crainic, 2008) . The power of parallel processing has become increasingly available with the advent of computing clusters. These clusters have (typically homogeneous) compute nodes that contain commodity hardware components running standard operating systems and are connected via special high speed networks such as Infiniband or 10-Gigabit Ethernet. Many university clusters and even the largest supercomputers in the world use this basic architecture.
Along with these clusters, another recent development in computing hardware is the multi-core processor. These are processors that contain multiple processing units (cores) that each have their own set of caches and registers that share the same memory. Many commodity laptop and desktop computers use dual-or quad-core processors. With the increasing availability of graphics processing units (GPU's) that provide even more parallelism, it is clear that future algorithms must take advantage of such readily available parallelism since failing to do so will effectively waste the majority of a processor's computing power.
In this paper, we describe an algorithm that takes advantage of a modern high-performance computing environment and multi-core processors to develop, implement, and test a parallel algorithm for the VRP. Our parallel algorithm devotes some processors to heuristic local search methods while others attempt to combine routes from different solutions into new, better solutions by solving a set covering formulation for the VRP. The resulting parallel algorithm quickly generates solutions to benchmark problems that are highly competitive with the best-known solutions reported in the literature. We analyze the parallel algorithm in several ways by measuring its performance as we vary the number of processors and the values of algorithm parameters. This paper is organized as follows. In Section 2, we review parallel algorithms for the VRP and discuss several algorithms that combine heuristic and exact methods. We describe the details of our parallel algorithm in Section 3, present computational results in Section 4, and give our conclusions in Section 5.
Literature Review
There is an extensive body of literature describing algorithms for the VRP and its variants.
A broad summary of recent work is given in the book by Golden et al. (2008) . We refer to Cordeau et al. (2005) and Gendreau et al. (2008) for more detailed, recent reviews of work focusing on the VRP. Here, we review some parallel algorithms developed for the VRP as well as several algorithms that combine heuristic and exact integer programming methods.
Parallel Algorithms
In reviewing the literature, we were surprised to find that relatively few parallel VRP algorithms have been proposed. This view is shared by Crainic (2008) who provides a survey of exact and heuristic parallel algorithms for the VRP and its variants. We describe some of the more notable parallel algorithms developed for the VRP. Rego (2001) presents a parallel tabu search algorithm that uses the ejection chain neighborhood as a component of the local search. His implementation uses four slave processors and a single master processor. Initial diversity is created by providing each slave with the same initial solution and then running the serial tabu search procedure with different parameters. The evaluation of some of the more complex ejection chain moves is done in parallel, and a post-optimization procedure is accelerated by determining high-quality TSP tours for each of the individual routes by sending individual routes to different slave processors. Ralphs et al. (2003) develop a parallel branch-and-cut algorithm for solving the VRP to optimality. Much of their focus is on developing efficient methods for solving the separation problem in order to add effective cuts to the integer programming formulation. They use the SYMPHONY framework to implement their algorithm and use up to 80 processors in order to produce provably optimal solutions to problems containing up to 100 customers.
They also focus on measuring the scalability of their algorithm by measuring the amount of time required by interprocess communication and the exchanging of information related to the branch-and-bound tree. We are unaware of any parallel heuristic or metaheuristic algorithms that have studied scalability issues in such detail. Alba and Dorronsoro (2004) propose a parallel cellular genetic algorithm where genetic crossover and mutation operations are combined with a local search procedure. The algorithm allows for infeasible intermediate solutions using a penalized objective function. The population is arranged in a mesh that limits the choice of mating solutions to four neighbors.
The population is regenerated at each generation in parallel, leading to decreased computation time and better solution quality. This work is improved and extended in Dorronsoro et al. (2007) where the authors run a modified procedure on a grid platform containing 125 machines and conduct computational experiments requiring up to 75 hours of computing time. The algorithm produces very competitive solutions for the large-scale problems proposed in Li et al. (2005) . Additional details on cellular genetic algorithms can be found in the book by Alba and Dorronsoro (2008) .
A parallel implementation of the D-Ants algorithm is presented by Doerner et al. (2004) .
The authors experiment with three different ant colony optimization strategies. All of the strategies use a simple savings-based method to generate solutions that are optimized using standard local search operators. They develop a master-slave parallel algorithm where each processor constructs solutions which are sent to a master processor. The master processor then selects new solutions to broadcast out to the worker processors. Each worker updates its pheromone matrix to continue the ant-based optimizations. The authors focus only on speeding up their serial algorithm and not improving the solution quality. They present results of running their algorithm using up to 32 processors. Computational results indicate that the algorithm scales well up to eight processors, but that communication costs begin to play a more important role when increasing to 32 processors.
Finally, we mention two parallel algorithms for the VRP with Time Windows (VRPTW). Schulze and Fahle (1999) develop an effective algorithm for the VRPTW that combines a tabu search metaheuristic with a set covering formulation. In this algorithm, each processor begins with a set of solutions to the problem and then improves the solution by running tabu search. After completing the tabu search procedure, each processor broadcasts out a subset of routes discovered during tabu search and receives a set of routes sent out by other processors. Each processor then runs a heuristic algorithm to solve a set covering problem that attempts to recover a new solution that can be better than any of the individual solutions. The individual processors then update their set of solutions and repeat this process until a stopping criterion is met. The authors report very competitive results when running their algorithm with eight processors.
Le develop a powerful parallel procedure for the VRPTW.
They use four different methods of constructing initial solutions, four powerful metaheuristics (two based on tabu search and two based on genetic algorithms), and a post-optimization procedure that uses ejection chains along with standard local search operators. After cre-ating an initial solution, each processor improves a solution using one of the metaheuristics and sends the best solution that it found to a central solution pool or warehouse. Postoptimization procedures are run on the solutions in this central pool, and the individual processors proceed by running one of the metaheuristics on a new solution obtained from this central pool. The algorithm produces very competitive solutions to a large number of VRPTW benchmark problems. The authors also analyze the benefit provided by the cooperative nature of their algorithm by comparing solution quality with a variant that uses the same metaheuristic solution methods without information sharing among the processors. This algorithm was subsequently improved in where they extended the algorithm by considering sets of directed edges shared by the best solutions.
Combining Heuristic Methods With Integer Programming
We now present several algorithms for the VRP that combine heuristic methods with integer programming. Many of these algorithms involve the set covering formulation of the VRP.
Let R = {1, 2, . . . , R} denote the set of all feasible routes, and let c r represent the cost of route r. The decision variable x r = 1 if route r is chosen and x r = 0 otherwise. Then, with a ir = 1 if node i is contained in route r and a ir = 0 otherwise, the set covering formulation (SC) for the VRP is given by
x r a ir ≥ 1 for all nodes i,
x r ∈ {0, 1}.
The objective function (1) minimizes the sum of the costs of the selected routes. Constraint (2) guarantees that every node is contained in at least one route. If the triangle inequality is not satisfied, then (2) must be replaced by an equality constraint. When the triangle inequality is satisfied, if we encounter a set of routes where some node is contained in more than one route, we modify this set of routes so that the node is contained in only one route and choose the set of routes with lowest cost.
Because the set R contains only feasible routes, this formulation can handle additional constraints with no modification and is the foundation for many exact solution methods for the VRP and several variants. For examples of this approach, see Agarwal et al. (1989) , Desrochers et al. (1992) , Hadjiconstantinou et al. (1995), and Bixby (1998) . Recent work is summarized in Bramel and Simchi-Levi (2001) .
The powerful algorithm of Rochat and Taillard (1995) was one of the first to incorporate the set covering formulation into a heuristic algorithm. This procedure begins by generating a large number of initial solutions and then stores the individual routes contained in these solutions. Routes are extracted from this set in order to create new solutions that are improved by a local search procedure that uses tabu search. At each iteration, the routes are chosen probabilistically according to the quality of the solution containing the route. This allows routes from better quality solutions to be selected with a higher probability. The authors refer to this procedure as probabilistic diversification. Their procedure concludes with a post-optimization technique that solves a set covering problem where a single set of minimum cost routes is chosen from a large subset of all the routes found during the search.
We note that our parallel algorithm shares a number of features with this algorithm as we also repeatedly apply a local search heuristic to initial solutions derived from previous runs of the heuristic. However, instead of using the set covering formulation as a post-optimization step, we include the set covering formulation as an integral part of our algorithm through parallel processing. Taillard and Boffey (1999) combine the set covering formulation with a tabu search heuristic to produce very high-quality solutions to the heterogeneous fleet VRP. Alvarenga et al. (2007) develop a serial algorithm that combines local search and genetic crossovers to generate solutions to the VRPTW. The individual routes from these solutions are added to a large set of routes that is used as input to a set partitioning solver that is used as an integral part of their algorithm.
Recent research has attempted to incorporate more complicated integer programming formulations into heuristic methods. Franceschi et al. (2006) 
Description of the Parallel Algorithm
We provide a top-down description of the parallel algorithm. We start with a general description of the algorithm and its motivation and then describe the details of the different components.
The algorithm utilizes a single master processor that coordinates the search and keeps track of the best solutions found by the other processors. The remaining processors are assigned one of two tasks, either to generate and improve solutions to the problem instance by running a metaheuristic algorithm (we call these the heuristic solvers), or to solve instances of a set covering problem with columns (routes) taken from solutions discovered by other processors (we call these the set covering solvers).
After the heuristic solvers complete a run of the metaheuristic algorithm, these processors collect a set of distinct routes discovered during the run, write a single file for each route, and send a set of full solutions to the master processor. The master processor then sends back a single solution to be improved. In the meantime, the set covering solvers read these route files and construct and solve set covering problem instances in an attempt to combine routes from different solutions into new, better solutions. After solving the current instance of the set covering problem, the set covering solvers send the solution back to the master processor which responds by sending back a set of the best solutions discovered so far. This cycle continues until a pre-defined time limit is reached at which point the master processor returns the best overall solution. The overall flow of information is shown in Figure 1 .
The dashed lines represent the flow of information between the heuristic solvers and the set covering solvers, and the solid lines represent information sent to and from the master processor (we omit some lines that involve the master processor to keep the diagram simple).
The algorithm shares some characteristics with the well-known master-slave architecture as we have a single processor that periodically communicates with all the other processors.
However, in order to avoid a communication bottleneck involving the master processor, we designed the algorithm so that the majority of information is exchanged by reading and writing the files containing the routes discovered by the heuristic solvers. This method of information diffusion places the communication burden on the file system rather than on the interprocess communication and generally allows for a completely asynchronous exchange of information. More importantly, we observed no communication bottleneck involving the master processor in any of our computational experiments with up to 129 processors. In an Figure 1 : The parallel architecture earlier version of our algorithm, the heuristic solvers sent their routes directly to the master processor which then broadcasted these routes to the set covering solvers. When we ran this algorithm with more than 20 or so processors, we encountered a significant communication bottleneck that forced processors to wait several seconds for the master processor to become available, clearly preventing any kind of scalability.
Before describing the components of our algorithm in more detail, we discuss its design in the context of other parallel metaheuristics by using the three dimensions suggested by Crainic et al. (2005) . The first dimension is search control cardinality and measures how the search is controlled. The second dimension deals with the type and amount of information exchanged among the processors. The third dimension addresses the similarities and differences of the search strategies employed by the different processors. According to this system, our algorithm fits into the pC/KC/MPDS classification. The pC classification indicates that the global search is controlled by multiple, collaborating processors. KC stands for Knowledge Collegial information exchange and indicates that multiple processors exchange information asynchronously and that new solutions are created from the exchanged information (this is achieved by solving the set covering problem). Finally, our procedure fits the MPDS classification (Multiple Points, Different Strategies) since the heuristic solvers run a different strategy from different points in the solution space.
A Serial Metaheuristic Algorithm for the VRP
We now discuss the role of the heuristic solvers in more detail. The heuristic solvers begin the parallel algorithm by generating initial solutions using the well-known parameterized ClarkeWright algorithm described in Yellow (1970) with a randomly generated shape parameter λ ∈ (.5, 2). After the initial generation of solutions, these processors improve solutions by applying the record-to-record travel algorithm (RTR) used by Chao et al. (1995) for the period vehicle routing problem and by Golden et al. (1998) and Li et al. (2005) to improve solutions to the classical VRP. The underlying principle behind these algorithms is to apply different local search operators and accept all improving moves as well as some deteriorating moves. In particular, the algorithm accepts any deteriorating move that worsens the objective function value by less than a fixed amount based on the best solution found so far (i.e., the record solution). This fixed amount of permissible deterioration diminishes as we find better and better records so that we accept fewer deteriorating moves as the algorithm progresses.
These previous RTR-based algorithms have a very simple structure, require a small number of parameters, and perform consistently well on a variety of benchmark problems. Our implementation maintains the basic structure of these previous algorithms, and enhances them by adding local search operators.
The RTR algorithm given in Li et al. (2005) We use three additional local search operators in our implementation: Or-opt move, three-opt move, and three-point move. These operators are shown in Figure 3 . In the Oropt move (Or, 1976) , we remove a string of two, three, or four customers from the solution and insert this string into a new position in the solution. The three-opt move (Lin and Kernighan, 1973) removes three edges from a single route and adds three new edges so that a feasible route is maintained. The three-point move is a special case of the λ-interchange operator (Osman, 1993) where we exchange the positions of two consecutive nodes with the position of a third node.
For each node i, we create a list L i (N ) that contains i's nearest N neighbors (N is a randomly generated parameter). Then, when we apply any of the local search operators to Our serial improvement algorithm alternates between two stages, a diversification phase where the record-to-record travel acceptance criterion is used, and an improvement phase where we seek a local minimum in the search space. In the diversification phase, for any local search operator and a given node i, we search the list L i (N ) for a feasible move. If we find an improving move, then we immediately make this move. If no improving move is found, then we revisit the feasible move with the least amount of deterioration. If this move does not increase the total route length by more than a fixed amount based on the best solution (the record), then we make the move. In the improvement phase, we use all six operators, and look for an improving move for each node i, again by searching the neighbor list L i (N ). If no improving move is found, then we perform no modifications and move to the next node. The algorithm alternates between these two phases until a new solution has not been found for K iterations. The current solution is perturbed at this point using the method of Li et al. (2005) in an attempt to move to a new region of the solution space. The procedure terminates after P perturbations and the algorithm returns a list of the 50 best solutions found during the search. Finally, we note that all parameters for each run of the algorithm are generated at random within a range that we determined through preliminary experiments. We used the same range of parameters for all problem sizes, eliminating the need for parameter tuning and also adding diversity to the search since different processors use different parameters. We refer to our implementation of the algorithm as Randomized RTR (RRTR) and present the details in Algorithm 1.
In the RRTR algorithm, after generating a set of random parameters in steps 1 to 3, steps 5 to 11 attempt to diversify the solution by accepting deteriorating moves according to the record-to-record travel criterion. Steps 12 to 18 represent the improvement phase where only improving moves are accepted and we reach a local minimum in the search space. We apply all six local search operators in the improvement phase and only a randomly selected subset of these operators in the diversification phase. If the local minimum at the end of the improvement phase is a new record, then we update this value and the threshold in step 20
and reset the counter (k) that keeps track of the number of times we have been unable to escape a particular local minimum. In steps 23 to 26, we check to see if we have been unable to improve the current record after K times through the main loop of the algorithm. If there is no improvement, then we perturb the solution by removing a set of customers from the solution and reinserting them into new locations (this technique is given in Li et al. (2005) ).
Once we have perturbed the solution P times, we return the 50 best solutions found during the search.
In preliminary experiments on several benchmark problems, we ran the RRTR algorithm on a single processor using all six local search operators. We found that the solution quality was roughly equivalent to the results given by Li et al. (2005) where only three local search operators were used. Our motivation in using these additional operators is simple: we want Algorithm 1 The RRTR algorithm for the VRP 1: Generate random parameters I ∈ {25, 75}, P ∈ {5, 6, . . . , 10}, N ∈ {25, 26, . . . , 75}, δ ∈ (0.005, 0.015), and K ∈ {5, 6, . . . , 10} 2: Let V denote the set of six local search operators, and randomly select a subset of operators, U ⊆ V 3: Set the record R equal to the sum of the individual route lengths in the starting solution, set the threshold T = (1 + δ)R, and set k = p = 0 4: while p < P do 5:
for all Operators u ∈ U do 7:
for j = 1 to n do 8:
Apply operator u to node j by searching the list L j (N ) for feasible moves and accepting moves according to record-to-record travel while Improving moves can be found do
13:
for all Operators v ∈ V do 14:
for j = 1 to n do
15:
Apply operator v to node j by searching the list L j (N ) for feasible moves, accepting only improving moves 
Perturb the solution 25:
end if 27: end while 28: Return a list of the 50 best solutions found to have each processor running a slightly different algorithm using different parameters in order to diversify the search.
Having described the details of the RRTR procedure, we now describe the role of the heuristic solvers in the parallel algorithm. After generating an initial solution with the Clarke-Wright algorithm using a randomly generated shape parameter λ as described in Yellow (1970) , the heuristic solvers repeatedly perform the following steps: 1) receive a feasible solution from the master processor, 2) attempt to improve the procedure by running the RRTR algorithm, 3) write a file containing a set of routes discovered during the search, and 4) send the 50 best unique solutions produced during the most recent run to the master processor.
As literally hundreds of thousands of solution modifications are made during a typical run of the RRTR algorithm, it is not practical to write a file for every route discovered. Thus, the heuristic solvers must write files for only a fraction of these routes. The heuristic solvers maintain a list of the 50 best unique solutions found during the search and also store the solutions that are found at the end of the while loop in step 18 of the algorithm since each of these solutions represents a local minimum in the search space and can contain promising routes. At the end of each run, a heuristic solver takes this set of solutions, performs the three-opt improvement on each individual route until no improvements can be found, and then creates a list of all unique routes found in this set of solutions. This list of routes is sorted by the total route length of the solution containing the route, and these routes are written to a file. By sorting the list of routes in this way, when the set covering solver reads this file and adds the routes to the integer program, routes derived from higher quality solutions are selected first.
The Set Covering Solvers
Our heuristic solvers are quite fast, completing the RRTR algorithm in 1 to 20 seconds for the problem instances we encountered (ranging from 50 to 1200 nodes). In contrast, integer programs (IPs) can be very difficult to solve, even with the best commercial solvers.
In order to combine heuristic procedures and IP solvers into a single, cooperative, parallel VRP algorithm, we must ensure that the computation times for both methods are roughly equivalent. Otherwise, if the set covering problems grow too large and become difficult to solve, the IP solver may spend all of its time solving a single problem that contains routes derived from heuristic solutions generated very early in the search. In order to prevent such a situation, we must carefully manage the number of columns or routes we allow into the set covering problem.
We initially set two parameters: s, the maximum number of seconds allowed to solve a single set covering problem, and m, the minimum number of new columns that must be found before attempting to solve a new set covering problem. We control the total number of columns in the set covering formulation by monitoring the time required to solve the integer program. Each set covering solver keeps track of a quantity M j , the maximum number of columns allowed when solving integer program j. We set an initial value M 0 = 500 and then, after solving this initial problem, we set M j+1 in terms of M j via a simple rule:
if problem j required between s/2 and s seconds,
.9 × M j , if problem j was not solved to optimality in s seconds.
After initially finding M 0 columns and then solving this first problem, M 1 is computed using this rule and the set covering solver starts the search for additional columns by reading the files written by the heuristic solvers. After finding m new columns, the problem is solved again. Note that recursion (3) implies that, in some cases, we remove existing columns from the integer program. In these cases, we select columns to remove at random, except that we never remove a column that was once part of an optimal solution to a set covering problem.
The Master Processor
The master processor is responsible for storing the solutions discovered by the other processors and is responsible for sending new solutions to the other processors when they complete their tasks. When the master processor receives a new solution from a set covering solver, it sends the distinct routes from the 10 best solutions to the set covering solver. This ensures that each set covering solver always has the routes from the current 10 best solutions.
When the master processor receives new solutions from the heuristic solvers, it adds them to the list of the 1000 best unique solutions (we use a hash table to increase efficiency) and sorts this list in increasing order by the total route length. After adding these solutions to its list, the master processor then determines which solution(s) to send back to the heuristic solver.
In the simplest case, the master processor selects one solution and sends it back to the heuristic solver. We experimented with two different strategies to select this solution. In the first case, the master processor simply selects the best solution found so far. In the second strategy, the master processor selects a random solution whose quality is biased in favor of better solutions as the search progresses. In particular, if, after s seconds, the master processor has k total unique solutions and a total allowed time of t seconds, we select solution j, where j is generated by the following procedure:
• Generate r ∈ (0, 1) uniformly at random;
• Return solution j from the sorted list.
This procedure tends to send out worse solutions early in the search, and better solutions near the end. In Figure 4 , we show the average value of j for k = 1000 and t = 100 as time progresses from 0 to 100. The typical metaheuristic for the VRP generates solutions by considering the entire problem instance and generating a set of routes that visit all customers. However, our parallel algorithm's use of the set covering solvers allows us to decompose the original problem instance into smaller parts. The set covering solvers simply take the feasible routes belonging to such partial solutions and then add them as columns. We used two strategies to divide the problem into smaller subproblems that contain fewer nodes than the original problem. By running the RRTR algorithm on these smaller problems, we hope to find additional routes that might not be discovered when running the algorithm on the entire original problem.
We use these strategies in the second half of the search process after we have (hopefully) created a very high-quality set of solutions.
In the first strategy, the master processor selects one of the 10 best solutions, and a second, inferior solution that is chosen at random from the remaining pool of solutions. The master processor then attempts to create a smaller problem for the heuristic solver by taking the superior solution and removing any routes that are shared with the inferior solution. The master processor sends the resulting sub-problem to the heuristic solver. The logic behind this idea is straightforward. At some point in the search, certain routes become "obvious" and are shared by many solutions. By removing routes shared by the two solutions, we can focus more intensely on the "non-obvious" parts of the problem. In Figure 5 , we show an example of this route removal procedure where two solutions (17 routes, 199 nodes) have four routes in common. After removing these four routes, we have a smaller subproblem with 13 routes and 158 nodes. In the second strategy, the master processor selects a single solution at random and then draws a single randomly generated line through the depot in order to split the problem into two disjoint parts. We accept this splitting if the two parts are roughly equal in size, so that each part has 40-60% of the total number of nodes. Then, in order to preserve some of the routes found in the initial solution, we create two problems by first selecting all routes that have at least one node above the line and then selecting all routes that have at least one node below this line. The master processor then sends the larger of the two resulting subproblems to the heuristic solver. This procedure is illustrated in Figure 6 where two routes are removed from the solution, creating a problem instance with 28 fewer nodes. 
Computational Results
We implemented our algorithm in C/C++, using the well-known Message Passing Interface (MPI) to handle the inter-processor communication and CPLEX 11.1 for the set covering problems. The serial metaheuristic was implemented using the open source VRPH software described in Groër et al. (2010) which is available for download from COIN-OR (2010).
Because we use randomly generated parameters in Algorithm 1, we only had to determine parameters involved with the set covering solvers and the communication between the different processors. We set a limit of five seconds for each set covering problem as preliminary experiments demonstrated that this was a sufficient amount of time for producing an optimal solution to most set covering problems. The parameters involved in the communication of routes and solutions among the different processors were set after some initial preliminary experiments, and the parameter values were set identically for all problems. The results reported here were obtained by running the algorithm on a cluster consisting of 50 total compute nodes, each equipped with two dual-core 2.3 GHz Intel Xeon processors.
We provide computational results for our parallel algorithm's performance on 55 problems taken from four well-known sets of benchmark problems: 14 problems from Christofides and Eilon (1969) and Christofides et al. (1979) , 9 problems from Taillard (1993a), 20 problems from Golden et al. (1998) , and 12 problems from Li et al. (2005) .
In Section 4.1, we describe our algorithm's performance on all 55 problems under several different scenarios and compare the solutions to the results reported in the literature. In Section 4.2, we generate solutions to a few selected problems with our parallel algorithm under different scenarios in order to analyze the impact of various parameters, and in Section 4.3, we vary the number of processors but use a fixed amount of total computing time in an attempt to quantify the parallel speedup of our algorithm.
Solutions to Benchmark Problems
We report the results produced by the parallel algorithm on all 55 benchmark problems using three different configurations where we vary the number of processors used in the algorithm. For each configuration, we ran the parallel algorithm with default parameters and also ran a completely non-cooperative algorithm. In this version of the algorithm, each processor is a heuristic solver that repeatedly generates a new random initial solution using the parameterized Clarke-Wright algorithm and then improves this solution by running the RRTR algorithm. When the time limit is reached, the best overall solution is recorded. By running this alternative version of the algorithm, we attempt to measure the benefit provided by the cooperative nature of our parallel algorithm.
In the first configuration, we used 129 processors with 16 set covering solvers for a total of five minutes total wallclock time. Our goal here is to generate the best solutions we can find using the most powerful available configuration. In the remaining two configurations, we ran the algorithm on a single computer equipped with multiple computing cores, allowing an amount of wallclock time similar to that used by other serial algorithms in the literature:
100 seconds for problems with 100 nodes or less, 200 seconds for problems with 200 nodes or less, and 300 seconds for problems with more than 200 nodes. Our goal here is to compare the performance of our parallel algorithm with the most powerful serial algorithms from the literature by using a comparable amount of wallclock time.
We ran the algorithm five times on each problem with each configuration and present the results of these experiments in Tables 1-4 . In each table, the first three columns describe the problem instance (problem number, number of nodes, number of routes) and the fourth column lists the previous best-known solution (BKS) along with a footnote providing the earliest reference we were able to find. The remaining columns provide the best solutions found by the cooperative and non-cooperative versions of the algorithm under the various
configurations. An entry in bold indicates a new best-known solution and an entry in italics indicates a solution equal to the current best-known solution.
When run with 129 processors, the cooperative parallel algorithm generated very highquality solutions to all 55 benchmark problems, discovering 13 new best solutions (these are provided in the Online Supplement). We found 31 solutions that equaled the best-known solutions. On the remaining 11 problems, our algorithm produced solutions that were slightly worse than the best-known solutions (an average deviation of 0.15%).
Running our algorithm with 129 processors clearly uses much more total CPU time than that required by most algorithms in the literature, and so it is difficult to make a "fair" comparison between our parallel algorithm and an algorithms that uses only a single CPU.
However, multi-core processors containing four cores or more are becoming commonplace in modern computers and this trend will continue. Thus, it is worthwhile to compare the results of running our algorithm on a single multi-core processor with other serial algorithms from the literature when using a similar amount of wallclock time. Nagata and Bräysy (2008) ; c Taillard (1993a) In Table 5 , we compare the performance of our parallel algorithm to the best-performing serial algorithms from the literature. The results of Prins (2009) for the problems of Christofides and Golden) , and the results of Nagata-Bräysy are the average of 10 runs (they do not consider the largest problems of Li). For our algorithm, we report the result of a single run using the same set of values for the parameters. Although the other algorithms generally require widely varying running times for the various problems, we ran our algorithm for 100, 200, or 300 seconds depending on the size of the problem instance. The results for the seven algorithms in Table 5 are quite similar and all algorithms are within about 0.5% of the best-known solution on the four problem sets. The memetic algorithm of Nagata and Bräysy (2009) produces the best solutions on average although the computations are generally longer than for the other algorithms. Our algorithm does Table 5 show that adding cooperation to our algorithm provides a critical boost to create solutions of the highest quality.
Analyzing the Effect of Parameters on Performance
In order to study the importance of certain parameters in our parallel algorithm, we ran our procedure with different settings on three benchmark problems: problem 15 from Golden et al. (1998) , problem 385 from Taillard (1993b) , and problem 25 from Li et al. (2005) (we refer to these problems as G15, T385, and L25). These three problems are dissimilar in problem size, spatial construction, and constraints. They also appear to be difficult in the sense that there is considerable variation in the solutions reported by the best-performing algorithms from the literature.
We ran our algorithm 10 times on each problem, varying the following parameters:
• Number of processors (8, 16, 32, or 64 );
• Number of set covering solvers (up to 8);
• Total time allowed (200 or 400 seconds);
• Strategy used by the master processor to distribute solutions (randomly selected solutions, best solution).
We summarize the results of this experiment in Table 6 where each row in Table 6 corresponds to a particular parameter setting, and each entry in the table contains two values. The first value is the overall average solution. The second value is the average best solution using the results of all runs with a particular parameter setting. For example, the first row shows the overall average and average best solution values found when using 8 processors and varying the remaining parameters over their possible settings.
In the first four rows of Table 6 , we see that, for all three problems, using more processors usually leads to better solutions, both in terms of the overall average solution and the average best solution. The next two rows indicate that while doubling the computing time from 200 to 400 seconds leads to better solutions, the difference is very slight as the average improvement is less than 0.1%.
The strategy used by the master processor in distributing solutions appears to have little effect on the average solution value and the average best solution value. For all three problems, the average solutions generated by the two strategies are within 0.04% of each other. The average best solutions of the two strategies differ by at most 0.05%. It appears that there is little to be gained by trying to inject some diversification into the procedure by having the master processor distribute randomly selected solutions, since the strategy of sending the best solution appears to work equally well.
In the last five rows of Table 6 , we present the results when the algorithm is run with 64 processors and the number of nodes assigned to solving the set covering problem is varied. The results suggest that using more set covering solvers leads to better solutions.
In particular, the configuration with 8 set covering solvers generates the best results for all three problems based on average solution value and average best solution value.
Measuring the Parallel Speedup
For exact algorithms that obtain the same, optimal solution on multiple runs, the impact of parallelism can be determined by studying how the time required to complete the computa- tion as the number of processors is varied. For metaheuristics where multiple runs typically produce different solutions, it is more difficult to assess the effectiveness of parallelism. Such difficulties are addressed in Alba and Luque (2005) where they discuss different ways of measuring the speedup obtained via parallelism.
One of the most widely used measures of a parallel algorithm's effectiveness is its parallel speedup, defined to be the ratio t s /t p , where t s is the amount of time required by a single sequential computer and t p represents the amount of time required for the parallel computation when using p processors. For many computational tasks, this quantity is easy to measure and a linear parallel speedup of p is typically the goal. However, in our experiments, this measure does not apply directly since we typically obtain different final solutions from different runs of the algorithm. Therefore, in our study of the parallel speedup, we fix a total amount of computing time (i.e., the total allowed wallclock time multiplied by the number of processors), and then compare the average solution value and best solution value when using a different number of processors and a fixed amount of computing time.
In this experiment, we again ran our cooperative parallel algorithm on three problems (G15, T385, and L25). For each problem, we ran the algorithm 20 times with four different configurations: 8 processors, 1 set covering solver, 800 seconds; 16 processors, 2 set covering The results of this experiment are summarized in Table 7 . For all three problems, we generate solutions of roughly the same quality when using the configurations with 16, 32, or 64 processors, while the solutions generated with 8 processors for 800 seconds are generally the worst. The configuration with 64 processors finds the best overall solution to two problems, while the configuration with 16 processors finds the best solution to the largest problem, L25. These results suggest that the parallel speedup of our algorithm is quite satisfactory as we are able to obtain solutions of equivalent (or better) quality by cutting the computation time in half and doubling the number of processors.
We analyze the parallel speedup in more detail by studying the solution trajectories under the different configurations. For all 20 runs on the three problems, we had the master processor record the best solution found every five seconds. We then calculated the average solution value at each time interval for each of the configurations. The average solution trajectories are given in Figures 7, 8 , and 9. In each figure, there are two key observations.
A steep slope indicates more rapid convergence towards a minimum. The final ending point of the trajectory represents the average final solution that was generated in the allotted time limit. These plots clearly show that, by using more processors, our algorithm finds better solutions more quickly. In addition, it is interesting to note that when running the algorithm with 8 processors, we typically reach a point of diminishing returns with respect to time where the search trajectory flattens out. In contrast, for the 64 processor runs of 100 seconds, we observe that the solution value decreases almost linearly with time. These experiments indicate that, for up to 64 processors, doubling the number of processors generally allows us to discover solutions of roughly equivalent quality in about half the time. Furthermore, the solution trajectories in Figures 7-9 indicate that increasing the number of processors allows the algorithm to improve solutions at a much higher rate. However, it is important to note that this behavior cannot continue indefinitely. First, the set covering solvers do not play a useful role in the algorithm until after the heuristic solvers have written routes to the directories in the course of running Algorithm 1. Second, since reading and writing to disk in a high performance cluster requires the data to travel over a network, our file-based method of distributing information to the set covering solvers will eventually reach a scalability limit as well. This limit is likely very dependent on the specifics of the cluster's network and file system, and we expect that at some point the performance of the algorithm will actually begin to worsen as we add additional processors due to contention over these shared resources. Nevertheless, running a 64 processor configuration for a hundred seconds generally produces very good solutions and the solution quality improves rapidly with time.
Conclusions
Developing and implementing effective parallel metaheuristics for the VRP and other difficult combinatorial optimization problems is a challenging task. In this section, we discuss some of the lessons we learned during the course of our work and present our conclusions.
One very practical issue we encountered early in the development of our algorithm is related to the comparison of results produced by multiple runs on a high performance computing (HPC) cluster. Many HPC clusters are heterogeneous in nature, with different compute nodes containing different types of processors and varying amounts of memory per compute node. Additionally, some clusters allow multiple jobs to run on a single compute node so that one user's code can compete with another (potentially unknown) user for resources such as memory and disk access. In early experiments, we were unaware of these issues when testing and timing various parts of our procedure using a small number of processors. When performance and solution quality decreased, we did not consider the possibility that it was due to a hardware change and instead tried to find algorithmic and parameter changes that could be responsible for the observed decreases. Although we eventually discovered that the majority of these fluctuations in performance were due to the job running on different types of compute nodes, we spent a considerable amount of time and effort looking elsewhere for the sources of the variations. We note that this issue can be avoided on many HPC systems by specifying specific hardware requirements for a job when submitting it to the scheduler.
However, this can lead to the job sitting in a queue for a period of time due to the additional restrictions this imposes.
Our algorithm conforms to the master-slave paradigm which often results in unacceptable scalability issues due to communication bottlenecks involving the master processor.
When developing our algorithm, we used various profiling tools in order to determine the most time-consuming portions of the parallel algorithm, in terms of both computation and communication. These tools allowed us to quickly observe communication bottlenecks, eventually leading us to create the file-based approach for information diffusion. By using the file system rather than processor-to-processor communication over the network, we were able to eliminate any communication bottlenecks when using up to 128 slave processors. This method of information diffusion also allowed our algorithm to exhibit a satisfactory parallel speedup, and for the configurations we experimented with, the observed solution trajectories indicate that solutions of similar quality can be achieved in much less time by increasing the number of processors.
Our work in this paper focused on generating solutions for the VRP. However, it should be clear that our procedure can handle more complex variants of the VRP by modifying the RRTR algorithm to account for additional constraints since many VRP variants can be modeled as a set covering or set partitioning problem. Furthermore, our algorithm's use of both metaheuristic solvers and set covering solvers could be effective for other difficult combinatorial optimization problems that can be formulated as a relatively simple integer program that permits one to quickly generate new columns via heuristics. For example, crew scheduling and certain facility location problems share this structure and have been the subject of a large amount of research involving both heuristic and exact approaches.
For these problems, it would also be possible to generate columns for the underlying set covering problem by running a heuristic on a smaller problem instance as we did for the VRP. This approach could be particularly effective for larger problem sizes where running a heuristic on the entire problem instance is computationally expensive. Although combining metaheuristic and integer programming methods for the VRP led to modest improvements over a non-cooperative version involving only the metaheuristic algorithm, the gain could be larger for other problems where metaheuristics are less effective than for the VRP.
Finally, we emphasize the fact that as the major producers of computing hardware move towards multi-core and so-called "many core" processors, parallel processing will be available in nearly every laptop and desktop computer, providing an extremely inexpensive platform for shared-memory parallel computing. Our experiments illustrate that running an algorithm on a single computer with four or eight cores leads to very good solutions in a small amount of time. We hope that the algorithmic and implementation details presented here will allow others to take advantage of this increasingly ubiquitous computational resource.
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