Abstract: We propose a novel wavelength resource reconfiguration system with a wavelength selective switch (WSS) and our unique burst-mode erbium-doped fiber amplifier (BM-EDFA) for dynamic and agile new-generation optical networks such as an elastic optical network. The system can concurrently establish or remove multiwavelength channels, while preserving the system stability. In a conventional reconfiguration system, the processing time is increased in proportion to the number of the reconfigured wavelength channels because each wavelength channel is sequentially established or removed. On the other hand, in the proposed system, the multiwavelength channels would be simultaneously established or removed. Therefore, in principle, the processing time for reconfiguration of multiwavelength channels can be 1/(the number of the reconfigured channels) compared to the conventional system with sequential processing. In addition, the system can provide a further reduction effect of the processing time since the adjustment of variable optical attenuators of the WSS is unnecessary after establishing or removing multiwavelength channels. We had demonstrated a proof of concept using a reconfiguration system for the first time. The system employing flexible-grid WSSs and a BM-EDFA showed that the total processing time could be more than 100 s shorter in the case of removing four-wavelength channels with the high-quality data transmission.
Introduction
Along with the significant increase of network access users and diversification of communication services, future optical networks will be required to provide larger transmission capacity. Current commercially available optical circuit switching (OCS) can realize a guarantee of quality of services (QoS) in optical networks, but it will also require the dynamics of resource configuration in order to effectively utilize optical resources. An elastic optical network will be a viable solution in achieving such dynamics [1] , which adaptively provides an adequate bandwidth to each optical path by dynamically changing the number of wavelength slots and/or modulation formats.
Meanwhile, as a high-speed dynamic optical network, we have proposed optical packet and circuit integrated (OPCI) networks providing not only OCS links but, in addition, optical packet switching (OPS) links [2] capable of efficient bandwidth use due to the fine granularity in the temporal domain, which are based on wavelength division multiplexing (WDM). The boundary between two wavelength resources for OPS and OCS links is expected to be flexibly moved according to users' demands for QoS guaranteed services, as shown in Fig. 1 . Therefore, in dynamic optical networks, some sophisticated wavelength resource reconfiguration functions such as establishing and removing multiple wavelength (MW) channels become more significant.
In a conventional reconfigurable optical add/drop multiplexer (ROADM) system, each wavelength-channel is individually established or removed in series to stabilize the optical power in the case of the reconfiguration of MW channels at the expense of processing time. Since the processing speed of wavelength resource reconfiguration affects the time delivering communication services and the quality of experience for customers, it is required to enhance the processing speed. However, the stability of the system is degraded by the impairment of physical devices such as the gain transient of optical amplifiers when MW channels are reconfigured simultaneously. On the other hand, we have developed burst-mode erbium-doped fiber amplifiers (BM-EDFAs) to compensate the fluctuation caused by the gain transient [3] . Thus, the stability is maintainable by introducing the BM-EDFA into optical systems even if MW channels are dynamically controlled.
In this paper, we propose a novel wavelength resource reconfiguration system with the BM-EDFA, which can concurrently establish or remove the MW channels, and drastically reduce the processing time, while keeping the system stability. In a conventional reconfiguration system, the processing time is increased in proportion to the number of the reconfigured wavelengthchannels, because each wavelength-channel is sequentially established or removed. In the proposed system, the MW channels would be simultaneously established or removed. Therefore, in principle, the processing time can be 1/(the number of reconfigured wavelength-channels) compared with that of a conventional one. Furthermore, since the adjustment of variable optical attenuators (VOA) becomes unnecessary by using BM-EDFAs after establishing or removing MW channels, the processing time can be reduced further. As proof of concept, we experimentally demonstrate high-speed wavelength resource reconfiguration and show the high quality optical data transmissions in four-wavelength reconfiguration.
Wavelength Resources Reconfiguration
In elastic optical networks, the wavelength resource reconfiguration technique for handling MW channel is significant to provide an adequate bandwidth to each optical path by dynamically changing the number of wavelength slots. Additionally, in our proposed OPCI network, the MW resource reconfiguration technique is used to dynamically move the boundary between resources for OPS and OCS links. In this paper, we consider the dynamic MW resource reconfiguration on an OPCI network as shown in Fig. 1 . In the OPCI network, the wavelength resources are divided into four WBs, each of which consists of 10 wavelengths. One WB is dedicated for OPS. Another WB is dedicated for OCS. The other WBs are shared between OPS and OCS. Multi-wavelength optical packets are provided to fully use the wavelength resource for OPS. Meanwhile, an individual optical path is dynamically provided depending on each user's request within the range of wavelength resources for OCS. Data from client networks are accommodated in optical packets or optical paths. Multiplexed optical packets and optical path signals are transmitted together in the OPCI network.
The boundary between resources for OPS and OCS links can be moved by allocating the shared WB to OPS or OCS links, depending on the requirement for wavelength resources. Therefore, the wavelength resource reconfiguration such as establishing or removing wavelength-channels is performed in the cases of dynamically providing optical paths and moving the boundary between wavelength resources for OPS and OCS.
In the conventional resource reconfiguration, MW channels are established or removed in a series and variable attenuators are adjusted periodically for each wavelength-channel so as to keep the optical signal power stable in OPCI networks. Therefore, the processing time is dependent on the number of reconfigured wavelength-channels due to the sequential processing.
Proposed System Using a Burst-Mode Amplifier
We propose a high-speed wavelength resource reconfiguration system which concurrently establishes or removes MW channels. The proposed system mainly consists of our latest BM-EDFAs, flexible-grid WSS, and a distributed control system for resource reconfiguration. Fig. 2 shows a time chart of the conventional wavelength resource reconfiguration system. A node controller issues a command which controls one wavelength channel to a node. The node controller issues a command for another wavelength channel after the process due to the signal power stability of optical network, when it is required to change the multiple wavelength channels. As a result of the sequential processing, the processing time increased in proportion to the number the number of the channels to handle by one wavelength each. Therefore, parallel processing method is one of the key points to reduce the processing time for reconfiguration. We improved the control so that parallel processing can be performed based on the previous system that automatically re-configure the shared bandwidth by the number of the wavelength channel of the OCS for each link [4] . The improved controller issues only one command which processes the requested the multiple wavelength-channels reconfiguration in parallel. Therefore, in principle, the processing time can be 1/(the number of reconfigured wavelength-channels) compared with that of a conventional controller. In dynamic optical networks, EDFAs are key components for system stability. In conventional EDFAs, burst input signals or changes of traffic density may cause optical power surges which damage optical components or impose gain transients which impair the signal quality. Therefore, we have recently developed the BM-EDFA, which is a type of transient-suppressing EDFA with additional gain stabilization, and have shown its effectiveness in that the EDFA is insensitive to input power fluctuations [3] . The combination of the improved controller and the BM-EDFA is a key technology to reduce the processing time for the reconfiguration while keeping the system power stability, even if the MW channels were simultaneously reconfigured. Fig. 3 shows the demonstration setup of high-speed wavelength resource reconfiguration in the OPCI network. The network utilizes 40 wavelengths ð 1 À 40 Þ with 100 GHz spacing within a range from 1531.90 nm to 1563.05 nm. Each node has two 10 Gbps optical path transponders (OCS2), a 100 Gbps (10 Gbps Â 10 wavelengths) optical packet transponder (OPS2), a hybrid packet/circuit transponder for transmitting or receiving, and a WSS for add or drop (WSS-A or WSS-D). The hybrid transponder consists of four 10 Gbps optical path transponders (OCS1), and a 40 Gbps (10 Gbps Â 4 wavelengths) optical packet transponder (OPS1). These optical path or packet transponder accommodates 10 Gbit Ethernet frames, which come from a router tester or a video transmitter (Tx.), on optical paths or packets, respectively. Node 1 also has a device under test (DUT) of EDFA for transmitting both optical packets and path signals. WSSs are used as both OCS subsystems and Mux/Demux. On the control-plane, we handle 40 wavelengths under the assumption that one WB consists of 10 wavelengths. Meanwhile, on the dataplane, we handle three wavelength-groups of ð 13 ; 16 ; 19 ; 31 Þ, ð 21 À 30 Þ, and ð 8 À 9 Þ as the shared-WB, WBs for OPS and OCS, respectively. We would like to point out that the discontinuity of numbers of wavelength nor the quantity of wavelength less than 10 are enough to show the effectiveness of our resource reconfiguration system. These WBs are mapped to port 1, port 2, port 3, and port 4 of WSSs, respectively. Each node controller controls the WSS to allocate the shared-WB to OPS or OCS. The output waveforms and spectra of optical signals from four transponders are shown in the central part of Fig. 3 , respectively. To measure the output power of DUT and the waveform at the optical power monitor port (Mon), 10:1 optical couplers were inserted in the link.
Demonstration of High-Speed Wavelength Resource Reconfiguration
Using this setup, we measured the processing time of wavelength resource reconfiguration in the cases of employing different DUTs and different reconfiguration methods. DUT1 is a conventional commercially EDFA and DUT2 is the BM-EDFA. First, we demonstrated the conventional resource reconfiguration method with DUT1, which requires the processing of 15 steps to keep the optical power stability. The detail of 15 steps is shown in "Conventional" in Table 1 . VOAs are adjusted in two steps, such as C and D since the WSS has a limit to the number of simultaneous adjustable VOA in our demonstration.
The black and orange lines in Fig. 4(a) show the averaged power of 8 optical path and the transmitted data during the reconfiguration, respectively. The average power fluctuated at each step, but all data were received without loss. The transmitted video by 8 optical path was clear, as shown in Fig. 4(b) through the duration. The conventional method took about 135 seconds from step A to P. Spectra at the states of A, D, G, J, and M are shown in Fig. 4(c) . Next, to reduce the processing time, we use DUT1 and another method removing the four wavelength channels simultaneously. This method takes five steps, which are A-k-N-O-P as shown in "Proposed" in Table 1 . The states A, N, O, and P are the same as the aforementioned ones. The averaged power and transmitted data are shown in Fig. 4(d) . The power largely fluctuated at the state k, and about 60% data were lost at the receiver side, furthermore the transmitted video by 8 was also distorted as shown in Fig. 4(e) . Spectra at the status of k and A are shown in Fig. 4(f) .
Moreover, we measured the processing time in the case of the proposed method with DUT 2. This method can reduce the number of steps to four, which are A-k-N-o, as shown in "Proposed (with BM-EDFA)" in Table 1 . It can exclude P of the VOA adjustment step, due to the characteristics of the BM-EDFA that is insensitive to input power fluctuations. The averaged power and transmitted data are shown in Fig. 4(g) . Little power fluctuation and no data loss were observed. The transmitted video by 8 was clear as shown in Fig. 4(h) . Spectra at the states of k and A are shown in Fig. 4(i) . Compared with DUT1 in Fig. 4(f) , not only the peak power but also the floor power level were stable at the state k. The elapsed time was about 27 seconds (three steps), and about 9 seconds for remove the 4 which is about 100 seconds shorter in comparison to the conventional method.
Finally, we measured the error rate of transmitting data (10 Gbit Ethernet frame) without the forward error correction (FEC) technology by 40 Gbps optical packets or four optical paths on the shared WB ( 13 , 16 , 19 , and 31 ) in the case of the proposed method with DUT 2. 1518 Byte frames from Host 1 were sent to Host 2 via Nodes 1 and 2. In both cases, the obtained frame error rates (FERs) were less than 1 Â 10 À8 , which is regarded as high quality. Moreover, we measured the FERs of 8 which was transmitted by optical path at each state in the cases of the three reconfiguration methods. The results of measured FERs are shown in Table 2 . When using the conventional method, we recognized a negligible FER at state N. It would be recognized as the error free, if used with the FEC. In the case of the proposed method without BM-EDFA, we recognized the errors that can not be corrected at the state of K. In contrast, in the case of the proposed method with BM-EDFA, the FERs were less than 1 Â 10 À8 at any state throughout duration.
As one issue of the future, the further reduction of processing speed is required. To realize higher processing speed, it is necessary to improve the response time between a control-board in a WSS and the WSS controller which is the dominant part of the processing time of each step.
Conclusion
We have developed a novel distributed resource reconfiguration system with BM-EDFAs and demonstrated the high-speed operation with the high-quality data transmission. This reconfiguration system helps realization for future high-speed dynamic optical switching networks.
