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We derive the quantum kinetic theory for fermions with arbitrary mass in a background electro-
magnetic field from the Wigner-function approach. Since spin of massive fermions is a dynamical
degree of freedom, the kinetic equations with the leading-order quantum corrections describe entan-
gled dynamics of not only the vector- and axial-charge distributions but also of the spin polarization.
Therefore, we obtain one scalar and one axial-vector kinetic equations with magnetization currents
pertinent to the spin-orbit interaction. We show that our results smoothly reduce to the massless
limit where the spin of massless fermions is no longer an independent dynamical degree of freedom
but is enslaved by the chirality and momentum and the accordingly kinetic equations turn into the
chiral kinetic theory for Weyl fermions. We provide a kinetic theory covering both the massive and
massless cases, and hence resolves the problem in constructing the bridge between them. Such gener-
alization may be crucial for applications to various physical systems. Based on our kinetic equations,
we discuss the anomalous currents transported by massive fermions in thermal equilibrium.
I. INTRODUCTION
Triggered by predictions of the chiral mag-
netic/vortical effect (CME/CVE) [1–3], the transport of
Weyl fermions is widely studied in recent years. In light
of connections to quantum anomalies, those transport
phenomena have attracted much attention in systems
with quite different energy scales including relativistic
heavy-ion collisions [4, 5], Weyl semimetals [6], and
lepton transport in supernovae explosions [7, 8].
To investigate such anomalous transport in out-of-
equilibrium systems, the chiral kinetic theory (CKT) has
been developed to capture the chiral anomaly effects [9–
26]. Particularly, recent progresses constructed a robust
bridge between the CKT and quantum field theory on the
basis of the ~ expansion applied to the Wigner functions,
which allows for systematic derivation of the side-jump
effects stemming from the spin-orbit coupling and colli-
sions [15, 17, 18].
However, the CKT developed for massless fermions
appears to have an issue in its connection to the exist-
ing quantum kinetic theory for massive fermions [27–31].
There are crucial differences between the massless and
massive fermions as representations of the Lorentz sym-
metry. Whereas spin of Weyl fermion is enslaved by its
momentum and is not an independent dynamical degree
of freedom, spin of massive Dirac fermions is subject to
dynamical effects. It is, thus, necessary to understand
how the side jumps and magnetic-moment coupling in
CKT are reduced from the dynamics of massive fermions
to the massless limit.
In the aforementioned systems, mass effects will play
sizable roles. For example, the measurements of global
polarization for Λ hyperons in heavy-ion collisions [32, 33]
motivated by theoretical predictions [34, 35] have trig-
gered increasing studies upon the spin-polarization for-
mation and angular momenta of relativistic fluids [36–
43]. Since the spin of Λ is mainly attributed to the
strange-quark component, one may not treat them as
massless fermions as compared to temperature of the
quark-gluon plasma. In addition, the mass corrections
upon the axial currents, generated by axial-CVE and
chiral separation effect (CSE), has accordingly received
further attentions [44–46]. As for the astrophysical ap-
plications of the chiral-plasma instability [47], a critical
question was raised in the relaxation time of axial charge
due to effects of electron mass [48, 49]. They remain
open questions and will be important applications of the
CKT with the mass correction, which can simultaneously
trace the time evolution of the charge transport, chiral
imbalance, and spin polarization.
In this paper, we apply the Wigner-function approach
to derive a quantum kinetic theory for fermions with arbi-
trary mass, which we call the axial kinetic theory (AKT).
Recently, related studies were presented in Refs. [50, 51],
in which the kinetic theories are derived in the rest frame
of massive fermions. Although physics is frame invariant
(analogous to gauge invariance), the choice of rest frame
similar to the choice of a particular gauge is legitimate
only for fermions with mass larger than typical electro-
magnetic and gradient scales. Physically, one simply can-
not define a rest frame for massless particles. The kinetic
theories derived therein consequently causes divergence
and the breakdown of ~ expansion for smaller mass. In
order to apply a relativistic situation such as heavy-ion
collisions, where the quark mass is small or compara-
ble to gradient scales, one needs the theory applicable
to an arbitrary frame (or at least a proper frame). The
AKT covers both the massive and massless cases, and
hence resolves the problem in constructing the bridge
between them and should be regarded as the underlying
theory which embodies the effective theories obtained in
Refs. [50, 51] for the large-mass regime. After the formu-
lation, we discuss the anomalous currents transported by
massive fermions in a thermal equilibrium, which are im-
portant in heavy-ion collisions and neutron-star physics.
2This paper is organized in the following order. In
Sec.II, we present the master equations obtain from the
Wigner-function approach. In Se.III, the perturbative
solution of the vector part for WFs is derived and a cor-
responding scalar kinetic equation in AKE is obtained.
In Sec.IV, we further derive the axial part of WFs par-
tially with an alternative approach and generalization,
where we also present a corresponding axial-vector ki-
netic equation in AKE. In Sec.V, we discuss anomalous
transport in thermal equilibrium in our formalism. We
then make brief conclusions and outlook in Sec.VI. The
details of derivations and computations are presented in
Appendices.
II. WIGNER FUNCTIONS AND MASTER
EQUATIONS
We consider a massive Dirac field ψ which is, unlike
a massless Dirac field, no longer decomposed into a pair
of Weyl fermions. The Wigner transformation applied
to quantum expectation values of correlation functions
reads
S`<(>)(q,X) =
∫
d4Y e
iq·Y
~ S<(>)(x, y), (1)
where X = (x + y)/2 and Y = x − y. Here, S<(x, y) =
〈ψ¯(y)ψ(x)〉 and S>(x, y) = 〈ψ(x)ψ¯(y)〉 are lessor and
greater propagators, respectively. Hereafter, we focus on
S<(x, y). Note also that the gauge link is implicitly em-
bedded and qµ thus represents the kinetic momentum.
We then apply the decomposition based on the Clifford
algebra [29],
S`< = S + iPγ5 + Vµγµ +Aµγ5γµ + S
µν
2
Σµν , (2)
where Σµν = i[γµ, γν ]/2 and γ
5 = iγ0γ1γ2γ3. The co-
efficients Vµ and Aµ contribute to the vector and axial
charge currents, while S and P are related to quark and
chiral condensates, respectively. The antisymmetric Sµν
is related to magnetization.
For simplicity, we work in the regime where the col-
lision effects are sufficiently weak and drop the contri-
bution from the self-energy. Then the lessor propagator
obeys
(/Π−m)S`< + γµi~
2
∇µS`< = 0, (3)
where m is the mass of the fermion, ∇µ = ∆µ +O(~2),
Πµ = qµ+
~
2
12 (∂ρFνµ)∂
ρ
q∂
ν
q +O(~4), and ∆µ = ∂µ+Fνµ∂νq
with Fµν being a background-field strength. Equation (3)
can be written into 10 equations with 32 degrees of free-
doms [29]. Three of them read
mS = Π · V , mP = −~
2
∇µAµ,
mSµν = −ǫµνρσΠρAσ + ~
2
∇[µVν], (4)
where A[µBν] ≡ AµBν − BνAµ. Therefore, one can
choose either eight functions S, P , and Sµν as a set of
independent functions, or the other half Vµ and Aµ [52].
We choose the latter set and apply an ~ expansion to the
rest of equations, which results in
∆ · V = 0, (5)
(q2 −m2)Vµ = −~F˜µνAν, (6)
qνVµ − qµVν = ~
2
ǫµνρσ∆
ρAσ, (7)
q · A = 0, (8)
(q2 −m2)Aµ = ~
2
ǫµνρσqσ∆νVρ, (9)
q ·∆Aµ + F νµAν = ~
2
ǫµνρσ(∂σFβν)∂
β
q Vρ, (10)
where F˜µν = ǫµναβFαβ/2. We have retained the leading-
order quantum corrections, and removed one redundant
equation which can be reproduced from the above set,
where the detailed derivations are shown in Appendix A.
III. VECTOR WIGNER FUNCTIONS/SCALAR
KINETIC EQUATION
We now seek perturbative solutions (V/A)µ =
(V/A)µ0 + ~(V/A)µ1 up to O(~1). The zeroth-order so-
lutions are immediately obtained from Eqs. (6)-(9) as
(V0/A0)µ = 2π(q/a)µδ(q2 −m2)fV/A, (11)
where fV/A(q,X) represent the vector/axial distribution
functions. Here, aµ(q,X) satisfies q ·a = q2−m2and cor-
responds to the (non-normalized) spin four vector. As
shown below, we have aµ = qµ in the massless limit
because the spin is enslaved by the momentum. How-
ever, aµ is a dynamical variable in the massive case which
should be determined by the kinetic theory.
Hence, we anticipate to derive the scalar kinetic equa-
tion (SKE) and axial-vector kinetic equation (AKE) gov-
erning the dynamical degrees of freedoms fV/A and a
µ,
Plugging Eq. (11) into Eqs. (5) and (7), one acquires
the LO kinetic equations, δ(q2 − m2)q · ∆fV = 0 and
δ(q2 − m2)✷µν a˜ν = 0, where a˜µ = aµfA and ✷µν a˜ν =
q ·∆a˜µ+Fνµa˜ν . The spin part is the renown Bargmann-
Michel-Telegdi equation [53].
For O(~1) solutions, we first focus on the vector
part, which can be derived from Eqs. (5)-(7). Similar
to the massless case [17, 22], Eqs. (6) and (7) deter-
mine the modification of the dispersion relation and the
magnetization-current (MC) term, respectively. Accord-
ingly, we find [54]
Vµ1 = 2πF˜µνaνδ′(q2 −m2)fA + 2πδ(q2 −m2)Gµ,(12)
3Gµ =
ǫµνρσnν
2q · n [∆ρ(aσfA) + FρσfA], (13)
where δ′(q2 −m2) ≡ dδ(q2 −m2)/dq2, and nµ(X) corre-
sponds to a local frame vector specifying the spin basis.
See Appendix B for more details of the derivation. The
presence of MC term implies that fV is frame dependent,
which follows the modified frame transformation between
arbitrary frames nµ and n′µ,
f
(n′)
V − f (n)V =
~ǫλνρσnλn
′
ν
2(q · n)(q · n′)
(
∆ρaσ + Fρσ
)
fA, (14)
as derived in Appendix F, where the superscripts (n′)/(n)
of fV denote the frame dependence. Note that fV/A are
frame independent at O(~0). When one defines the spin
basis in the massive particle’s rest frame, the explicit
form of the frame vector reads nµ = qµ/m such that
q · n = m, and the above expressions reduce to those
obtained in Ref. [50], whereas this frame choice is only
valid at large mass when mS`< ≫ |γ · ∆S`<|. It is nec-
essary to choose a different frame for smaller mass. See
also Appendix E for further discussions upon this issue.
When m = 0 and aµ = qµ, Gµ reproduces the side-
jump term for massless fermions [15, 17]. Inserting
Eqs. (11)-(13) into Eq. (5) yields SKE up to O(~1),
0 = δ(q2 −m2)
[
q ·∆fV + ~
(EµSµνa(n)
q · n ∆ν + S
µν
a(n)(∂µFρν)∂
ρ
q +
(
∂µS
µν
a(n)
)
∆ν
)
fA
]
− δ
′(q2 −m2)
q · n B
µ
✷µν a˜
ν
+
~
2
δ(q2 −m2)ǫµναβ
[
∆µ
(
nβ
q · n
)[
(∆νaα) + Fνα
]
+
nβ
q · n
(
(∂µFρν )(∂
ρ
qaα) +
[(
∆νaα
)− Fρν(∂ρqaα)]∆µ)
]
fA, (15)
where Eµ = n
νFµν , B
µ = 12ǫ
µναβnνFαβ , and
Sµνa(n) =
ǫµναβaαnβ
2q · n (16)
is the spin tensor. When m = 0 and aµ = qµ, the second
line in Eq. (15) vanishes and the first line reproduces
the CKT in the massless case [17, 18, 22]. The detailed
derivation of Eq. (15) is shown in Appendix D.
IV. AXIAL WIGNER
FUNCTIONS/AXIAL-VECTOR KINETIC
EQUATION
The axial part of Wigner functions is obtained from
Eqs. (8)-(10). However, unlike the vector part, Eqs. (8)
and (9) only lead to the modified dispersion relation and
do not uniquely fix the MC term. We thus obtain
Aµ1 = 2πF˜µνqνδ′(q2 −m2)fV + 2πδ(q2 −m2)Hµ, (17)
with an undetermined MC term Hµ up to a constraint
δ(q2−m2)q ·H = 0 at the on-shell. While Eq. (10) yields
the AKE, we do not find any quantum correction when
Hµ = 0 and Fµν = 0.
In order to find the MC term for Aµ1 , we will implement
an alternative method by constructing Wigner functions
directly through the second quantization of free Dirac
fields as examined in the massless case [17]. The quan-
tized free Dirac field reads [55]
ψ(x) =
∫
d3p
(2π)3
1√
2Ep
∑
s
us(p)e−ip·xas
p
, (18)
where Ep =
√
|p|2 +m2 and we drop anti-fermions for
simplicity. We have the annihilation (creation) operators
a
s(†)
p and the wave function us(p) = (
√
p · σξs,√p · σ¯ξs)T
with s and ξs being spin indices and a two component
spinor, respectively [55]. Here, σµ and σ¯µ are four di-
mensional Pauli matrices, which satisfy σµσ¯ν + σν σ¯µ =
σ¯µσν + σ¯νσµ = 2ηµν , with the Minkowski matrix ηµν .
The lessor propagator then takes the form
S<(x, y) =
∫
d3p
(2π)3
∫
d3p′
(2π)3
1√
2Ep
1√
2Ep′
(19)
×
∑
s,s′
us(p)u¯s
′
(p′)〈as′†
p′
as
p
〉eip−·X−ip+·Y ,
where pµ+ = (p+ p
′)µ/2 and pµ− = (p− p′)µ. The density
operator can be written as 〈as′†
p′
as
p
〉 = δss′NV (p,p′) +
Ass′(p,p′), where Ass′(p,p′) 6= 0 when s 6= s′. We
parametrize the results of spin sum as
∑
s ξsξ
†
s = n·σ = I
and
∑
s,s′ ξsAss′ξ†s′ = S · σ such that S · n = 0. After
Wigner transformation, we define
f˜V (q,X) ≡
∫
d3p−
(2π)3
NV
(
q +
p−
2
, q − p−
2
)
e−ip−·X ,
Sˆµ(q,X) ≡
∫
d3p−
(2π)3
Sµ
(
q +
p−
2
, q − p−
2
)
e−ip−·X ,(20)
where Sˆµ(q,X) is related to the spin four vector. Further
making the ~ expansion led by the pµ− expansion for wave
functions in analogous to the derivation in Ref. [17] for
Weyl fermions, Eq. (19) yields (V/A)µ in terms of f˜V/A
4with the explicit forms up to O(~1),
Vµ = 2πδ(q2 −m2)
[
qµfV + ~
ǫµναβnβ
2q · n ∂ν(aαfA)
]
,(21)
Aµ = 2πδ(q2 −m2)
[
aµfA + ~S
µν
m(n)∂νfV
]
. (22)
Note that we have identified the present parameteriza-
tions to the previous ones as
fV = f˜V−
~Sµνm(n)
q · n ∂ν Sˆµ, (23)
a · nfA = Sˆ · q, a⊥µfA = (Sˆ · q)q⊥µ
q · n+m −mSˆµ, (24)
where the subscripts ⊥ denote the components perpen-
dicular to nµ, i.e., vµ⊥ ≡ vµ − (v · n)nµ for a vector vµ.
We also introduced the following tensor:
Sµνm(n) =
ǫµναβqαnβ
2(q · n+m) =
ǫµναβqαnβ
2a · n . (25)
One may refer to Appendix C for the details of compu-
tations. The Vµ1 in Eqs. (21) and (12) agree with each
other when Fµν = 0. Note that the previous constraint
q ·a = q2−m2 is satisfied if we take Sˆ · q = (q ·n+m)fA,
which implies −Sˆµ = qµ⊥fA/(q · n) when m = 0. Thus,
(a · n)/(2q · n) is identified with the helicity in the mass-
less limit. From (24), one can obtain the second equality
in Eq. (25).
In Eq. (22), one can read off the MC term [56]
Hµ = Sµνm(n)∆νfV . (26)
We generalize the derivative operator to include a back-
ground field in analogy to the massless case [17], and
find that Aµ has a symmetric form with Vµ under inter-
changes qµ ↔ aµ and fV ↔ fA. In Eq. (22), one could
absorb Hµ by a redefinition a¯µfA ≡ aµfA + ~Hµ. The
freedom of such a redefinition reveals itself as the non-
uniqueness of the MC term as we saw when solving the
master equations (8) and (9) for Aµ, and could occur in
the massive case since aµ is a dynamical variable to be
determined by the kinetic theory. However, it is crucial
to explicitly separate the MC term Hµ from aµ in or-
der to see a smooth reduction to the CKT where aµ is no
longer an independent dynamical variable and is enslaved
by qµ. The Hµ is also important for including the spin-
orbit interaction. Note that Hµ = 0 when nµ = qµ/m,
which is thus omitted in Refs. [50, 51]. Similar to the
case for fV , a
µfA also obey the following modified frame
transformation,
a(n
′)µf
(n′)
A − a(n)µf (n)A
=
~ǫµναβ
2
(
nβ
(q · n+m) −
n′β
(q · n′ +m)
)
qα∆νfV .(27)
Then, plugging Eqs. (11) and (17) into Eq. (10) and
carrying out straightforward arrangements, we derive the
AKE as
0 = δ(q2 −m2)
(
q ·∆(aµfA) + F νµaνfA
)
+ ~qµ
{
δ(q2 −m2)
[
(∂αS
αν
m(n))∆ν +
Sανm(n)Eα∆ν
q · n+m + S
ρν
m(n)(∂ρFβν)∂
β
q
]
−δ′(q2 −m2) q ·B
q · n+mq ·∆
}
fV + ~m
{
δ(q2 −m2)ǫµναβ
2(q · n+m)
[
m(∂αnβ)∆ν + (mnβ + qβ)
((
Eα − ∂α(q · n)
)
q · n+m ∆ν
−(∂νFρα)∂ρq
)]
+ δ′(q2 −m2) (mnβ + qβ)F˜
µβ
q · n+m q ·∆
}
fV . (28)
The detailed derivation is shown in Appendix D. Taking
the massless limit m → 0, one immediately finds that
aµ = qµ from Eq. (28) and the full equation reduces to
the CKT in Ref. [18] multiplied by qµ, which manifests
the spin alignment along the momentum. In contrast,
when m 6= 0, the background field and the derivative of
local frame vector engender nontrivial spin force.
When solving kinetic equations (15) and (28), we need
to handle the terms proportional to δ′(q2 − m2). All
these terms can be arranged with the LO kinetic the-
ory shown below Eq. (11) 2δ′(q2 − m2)qµq · ∆fV =
−δ(q2−m2)∂µq (q·∆fV ) and 2δ′(q2−m2)✷µν a˜ν = −δ(q2−
m2)∂ρq
(
(q·n)−1nρ✷µν a˜ν
)
up toO(~1). Then, all the delta
functions can be factored out from the CKTs.
From the solutions of CKTs, one can get the vec-
tor/axial currents and the symmetric/antisymmetric
parts of the canonical energy-momentum tensor [57],
JµV/5 = 4
∫
q
(V/A)µ, T µνS/A = 2
∫
q
(Vµqν ± Vνqµ), (29)
where
∫
q ≡
∫
d4q/(2π)4. Angular-momentum conserva-
tion arises from Eq. (7) as discussed in the massless case
[39], and T µνA is responsible for angular-momentum trans-
5fer (see Ref. [43] and references therein). As an example,
we consider the non-relativistic limit with constant nµ
and Eµ. By approximating qµ ≈ mnµ, Eq. (28) yields
n ·∆(aµfA − ~ǫµναβEαnβ∂qν(fV /4)) ≈ 0 after dropping
the sub-leading terms in m and arranging the delta func-
tions with the aforementioned strategy. Then, we find a
spin-Hall current in the stationary state
Jµ5 ≈ −2π~ǫµναβEαnβ
∫
q
δ(q2 −m2)∂qνfV . (30)
V. ANOMALOUS TRANSPORT IN THERMAL
EQUILIBRIUM
As an application, we discuss the mass effects on the
anomalous transport in global equilibrium with constant
thermal vorticity and chemical potentials, and compare
our conclusions from the SKE and AKE with those from
the Kubo formula calculations.
While collisionless kinetic equations do not uniquely
determine equilibrium WFs [18], we may construct equi-
librium WFs motivated by the following considerations.
For the vector charges, we may naturally take the Fermi
distribution function fV eq = f0(q ·u−µV ) = 1/
(
exp(β(q ·
u−µV ))+1
)
, where β = 1/T and µV are the inverse tem-
perature and vector chemical potential, respectively. On
the other hand, the axial charge should be damped out
as t → ∞ when m 6= 0 because of the scattering. Thus,
fAeq may be at most O(~1) induced by the vorticity cor-
rection. Referring to the massless case [16, 18], we also
expect that Aµeq does not have an explicit dependence on
nµ. Thus we propose an equilibrium Wigner function in
constant magnetic field and thermal vorticity
Vµeq = 2πδ(q2 −m2)qµf0, (31)
Aµeq = 2π~
[δ(q2 −m2)
4
qνǫ
νµαβΩαβ∂q·β
+F˜µνqνδ
′(q2 −m2)
]
f0, (32)
where Ωµν = ∂[µ(βν])/2 corresponds to the thermal vor-
ticity and βν = βuν . The equilibrium Aµeq takes the
equivalent form as the one for massless fermions at con-
stant temperature except for the on-shell condition [18],
and was also proposed for massive fermion [36] (similar
form in [37]) which satisfies the master equations. See
Refs.[58, 59] for WFs beyond weak vorticity and with
acceleration.
The equilibrium Wigner functions (31) and (32) now
lead to CSE and axial-CVE, JµB/ω5 = σB/ω(B/ω)
µ,
where
σB/ω =
~
2π2
∫ ∞
0
d|q|gB/ωf (−/+)0 (Eq) (33)
with gB = 1, gω = (2E
2
q
−m2)/Eq, and f (±)0 = f0(Eq −
µV )± f0(Eq+µV ). Here the fluid vorticity ωµ is defined
as ωµ ≡ TuνǫµναβΩαβ/2 = ǫµναβuν(∂αuβ)/2. The above
results agree with those derived from the Kubo formula
with thermal correlators [45, 46]. Similar to the massless
case [15, 16, 18], a part of the axial-CVE comes from the
MC term which can be identified by comparing Aµeq with
the general form (22).
Finally, since fAeq = O(~1), we conclude that the CME
and vector-CVE vanish in an equilibrium when m 6= 0.
On the other hand, it was shown by the thermal field
theoretical calculation that the CME in an equilibrium
receives no mass correction [60, 61]. However, the ax-
ial chemical potential µ5 is not a static quantity in the
massive case, and the thermal field theory with a con-
stant µ5 does not correctly capture its dynamics. The
thermal field theoretical calculation may work only un-
der certain caveats on the existence of µ5, and there are
no equilibrium currents in a strict thermal equilibrium
at µ5 = 0. Only when equilibrium statistical operators
breaking charge conjugation, parity, and rotation symme-
try (e.g., with acceleration and chemical potential) exist,
vector currents would be allowed.
VI. CONCLUSIONS AND OUTLOOK
In this work, we developed the quantum kinetic theory
for arbitrary-mass fermions, which provides a theoretical
framework for describing the coupled dynamics among
spin and the vector and axial charges. Moreover, we have
constructed a bridge on the longstanding gap between
the CKT and axial kinetic theory. In the future, we will
include collision effects to investigate their relaxation dy-
namics. It is feasible with an extension of the collision
terms developed in the massless limit [17–19], and with
deeper understandings and techniques obtained in this
work.
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6Appendix A: Derivation of Master Equations
In this section, we derive the six master equations for
Wigner functions of Dirac fermions. We shall start from
the Dirac Lagrangian density,
L = ψ¯(i /D −m)ψ, (A1)
where the covariant derivative is Dµ = ∂µ + iAµ/~ with
the U(1) gauge field Aµ. We define the greater and lessor
propagators as
[S>(x, y)]αβ ≡ e i~
∫
y
x
Aµ(z)dz
µ〈ψα(x)ψ¯β(y)〉, (A2)
[S<(x, y)]αβ ≡ e i~
∫
y
x
Aµ(z)dz
µ〈ψ¯β(y)ψα(x)〉. (A3)
Here, α and β denote the spinor indices.
After the Wigner transformation defined as
S≶(q,X) =
∫
d4Y
(2π)4
e
i
~
q·Y S≶(X + Y/2, X − Y/2),
(A4)
the lessor propagator without collision terms obeys
(/Π−m)S< + γµi~
2
∇µS< = 0,
S<(/Π−m)− i~
2
∇µS<γµ = 0, (A5)
or equivalently,
{(/Π−m), S<}+ i~
2
[γµ,∇µS<] = 0,
[(/Π −m), S<] + i~
2
{γµ,∇µS<} = 0, (A6)
where we introduce
∇µ = ∂µ + j0(✷)Fνµ∂νq ,
Πµ = qµ +
~
2
j1(✷)Fνµ∂
ν
q , ✷ =
~
2
∂ρ∂
ρ
q . (A7)
Here, we define ∂µ ≡ ∂/∂Xµ, ∂µq ≡ ∂/∂qµ, and Fµν ≡
∂µAν−∂νAµ. Also, j0(✷), j1(✷) are modified Bessel func-
tions. We note that ∂ρ in ✷ only act on Fνµ when having
spacetime-dependent background fields. Making the ~
expansion, which corresponds to the gradient expansion
for ∂µ ≪ qµ, one finds
∇µ = ∂µ + Fνµ∂νq −
~
2
24
(∂ρ∂λFνµ)∂
λ
q ∂
ρ
q∂
ν
q +O(~4),
Πµ = qµ +
~
2
12
(∂ρFνµ)∂
ρ
q ∂
ν
q +O(~4). (A8)
We then apply the decomposition based on the Clifford
algebra,
S< = S + iPγ5 + Vµγµ +Aµγ5γµ + Sµν
2
Σµν , (A9)
where Σµν = i[γµ, γν ]/2 and γ5 = iγ0γ1γ2γ3.
For simplicity, we consider the collisionless case, in
which Eq. (A6) result in
mVµ = ΠµS − ~
2
∇νSνµ, (A10)
2mAµ = −ǫµνρσΠσSνρ + ~∇µP , (A11)
mS = Π · V , (A12)
mP = −~
2
∇µAµ, (A13)
mSµν = −ǫµνρσΠρAσ + ~
2
∇[µVν], (A14)
and
∇µVµ = 0, (A15)
Π · A = 0, (A16)
ΠνVµ −ΠµVν − 1
2
ǫµνρσ~∇ρAσ = 0, (A17)
2ΠνSνµ + ~∇µS = 0, (A18)
ǫµνρσ~∇σSνρ + 4ΠµP = 0. (A19)
By writing S, P , and Sµν in terms of Vµ and Aµ from
Eqs. (A12)-(A14), we obtain
∇ · V = 0, (A20)
(ΠµΠ · V −m2Vµ)
= −~
2
ǫνµρσ∇νΠρAσ + ~
2
4
∇ν∇[νVµ], , (A21)
Π · A = 0, (A22)
ΠνVµ −ΠµVν = ~
2
ǫµνρσ∇ρAσ, (A23)
(Π2 −m2)Aµ −ΠσΠµAσ
=
~
2
ǫµνρσΠσ∇νVρ − ~
2
4
∇µ∇ · A, (A24)
~
(
(Πµ∇σ)Aσ +∇σΠσAµ
)
=
~
2
4
ǫµνρσ∇σ∇[νVρ],(A25)
~
(
Π · ∇Vµ + (∇µΠν)Vν
)
= 2ǫνµρσ(Π
νΠρ)Aσ, (A26)
where A[µBν] ≡ AµBν −BνAµ. Up to O(~), Eqs. (A20)-
(A26) read
∆ · V = 0, (A27)
qµq · V −m2Vµ = −~F˜µσAσ + ~
2
ǫµνρσq
ρ∆νAσ,(A28)
q · A = 0, (A29)
qνVµ − qµVν = ~
2
ǫµνρσ∆
ρAσ, (A30)
(q2 −m2)Aµ = ~
2
ǫµνρσqσ∆νVρ, (A31)
q ·∆Aµ + F νµAν = ~
2
ǫµνρσ∆σ∆νVρ
=
~
2
ǫµνρσ(∂σFβν)∂
β
q Vρ, (A32)
q ·∆Vµ + F νµVν = ~
2
ǫµνρσ(∂
νF βρ)∂qβAσ, (A33)
7where ∆µ = ∂µ + Fνµ∂
ν
q . To obtain the right-hand side
of Eq. (A33), we employ the following equation,
2ǫνµρσ(Π
νΠρ)Aσ = 1
6
ǫνµρσ
(
∂ρF βν + ∂βF ρν
)
∂qβAσ
=
1
2
ǫνµρσ(∂
ρF βν)∂qβAσ, (A34)
where we derive the second equality above from the re-
lation
ǫνµρσ∂
βF ρν = 2ǫνµρσ∂
ρF βν (A35)
led by
ǫνµρσ∂
βF ρν = ǫνµρσ∂
β(∂ρAν − ∂νAρ)
= ǫνµρσ
(
∂ρ(F βν + ∂νAβ)− ∂β∂νAρ
)
= ǫνµρσ
(
∂ρF βν +
1
2
∂βF ρν
)
. (A36)
Note that Eq. (A33) is in fact redundant, which can be
derived from Eq. (A30). On the other hand, one can
further rewrite Eq. (A28) by using Eq. (A30) into a form
similar to Eq. (A31). Accordingly, we shall only deal
with the following six master equations,
∆ · V = 0, (A37)
(q2 −m2)Vµ = −~F˜µνAν, (A38)
qνVµ − qµVν = ~
2
ǫµνρσ∆
ρAσ, (A39)
q · A = 0, (A40)
(q2 −m2)Aµ = ~
2
ǫµνρσqσ∆νVρ, (A41)
q ·∆Aµ + F νµAν = ~
2
ǫµνρσ(∂σFβν)∂
β
q Vρ
=
~
2
(∂αF˜
µν)∂αq Vν , (A42)
where F˜µν = ǫµναβFαβ/2 and we employ the Schouten
identity,
ηλµǫρναβ − ηλρ ǫµναβ − ηλν ǫρµαβ − ηλαǫρνµβ − ηλβǫρναµ = 0,
(A43)
to derive the last equality in Eq. (A42).
Appendix B: Perturbative Solution for Wigner
Functions
We will then seek for the perturbative solution for Vµ
and Aµ from the equations above, for which we take
(V/A)µ = (V/A)0µ + ~(V/A)1µ + O(~2). At the lead-
ing order up to O(1), from Eqs. (A38) and (A39), it is
found
V0µ = 2πqµδ(q2 −m2)fV , (B1)
which follows the leading-order kinetic theory led by
Eq. (A37),
δ(q2 −m2)q ·∆fV = O(~). (B2)
The 2π factor in Eq. (B2) is introduced for convention.
For the axial part, Eqs. (A40) and (A41) yield
Aµ0 = 2πaµδ(q2 −m2)fA, (B3)
where
a · q = q2 −m2 (B4)
satisfies q · A = 0 with the onshell condition. Now, plug-
ging Eq. (B4) into Eq. (A42), we find
δ(q2 −m2)
(
q ·∆(aµfA) + F νµaνfA
)
= O(~), (B5)
which corresponds to the Bargmann-Michel-Telegdi
(BMT) equation.
Subsequently, according to Eqs. (A37)-(A42), for the
next-to-leading-order solution up to O(~), we then have
to solve
∆ · V = 0, (B6)
(q2 −m2)V1µ = −F˜µνAν0 , (B7)
qνV1µ − qµV1ν = 1
2
ǫµνρσ∆
ρAσ0 , (B8)
q · A = 0, (B9)
(q2 −m2)Aµ1 =
1
2
ǫµνρσqσ∆νV0ρ, (B10)
q ·∆Aµ1 + F νµA1ν =
1
2
ǫµνρσ(∂σFβν)∂
β
q V0ρ
=
1
2
(∂αF˜
µν)∂αq V0ν . (B11)
The vector part V1 can be solved from Eqs. (B7) and
(B8) in analogous to the massless case. Here Eq. (B8) fol-
lows the same structure as the massless master equation
to solve for the side-jump term. It is found
Vµ = 2πδ(q2 −m2)qµfV + 2π~F˜µνaνδ′(q2 −m2)fA
+2π~δ(q2 −m2)Gµ, (B12)
where
δ(q2 −m2)Gµ = δ(q
2 −m2)
2n · q ǫµνρσn
ν∆ρ(aσfA)− δ
′(q2 −m2)
n · q F˜µνn
νqσ(a
σfA)
=
δ(q2 −m2)
2n · q
(
ǫµνρσn
ν(∆ρaσfA) + 2F˜µνn
νfA
)
. (B13)
8Here nµ corresponds to a frame vector in the analo-
gous to the massless case. We employed the relation
(q2 − m2)δ′(q2 − m2) = −δ(q2 − m2) to obtain the
last line of Eq. (B13). We will later utilize the solu-
tion in Eq. (B12) to derive the scalar kinetic theory from
Eq. (B6). Since Gµ reduces to the side-jump term when
m = 0 and contributes to the magnetization currents, we
will call Gµ as the magnetization-current (MC) term.
For the axial part A1µ, from Eqs. (B9) and (B10), it
is found
Aµ = 2πδ(q2 −m2)aµfA + ~F˜µνqν2πδ′(q2 −m2)fV
+2π~δ(q2 −m2)Hµ, (B14)
where q · H = 0. Based on the side-jump term in the
massless limit, it is expected that the MC term here reads
Hµ = gǫµναβqαnβ∆νfV , (B15)
where g → 1/(2q · n) when m → 0. However, given that
we are unable to fix g by Eqs. (B9) and (B10). We shall
implement an alternative way to derive g from the free
WFs in the absence of background fields obtained from
the free Dirac fields in the following section. According to
Eq. (C31), we find 2g = sgn(q ·n)/(|q ·n|+m) assuming it
remains unchanged in the presence of background fields.
Appendix C: Wigner functions from Dirac
wave-functions
In this section, we employ an alternative method to
derive WFs without background fields up to O(~). In
particular, we will utilize the result to determine the MC
term in Aµ. We will start from the 2nd quantization of
the free Dirac fields [55],
ψ(x) =
∫
d3p
(2π)3
1√
2Ep
∑
s
(
us(p)e−ip·xas
p
+ vs(p)eip·xbs†
p
)
,
ψ¯(x) =
∫
d3p
(2π)3
1√
2Ep
∑
s
(
u¯s(p)eip·xas†
p
+ v¯s(p)e−ip·xbs
p
)
,
(C1)
where
us(p) =
(√
p · σξs√
p · σ¯ξs
)
, vs(p) =
( √
p · σηs
−√p · σ¯ηs
)
. (C2)
Here, σµ and σ¯µ are four dimensional Pauli matrices,
which satisfy σµσ¯ν + σν σ¯µ = σ¯µσν + σ¯νσµ = 2ηµν , with
the Minkowski matrix ηµν . For simplicity, we will drop
the anti-fermions,
S<(x, y) = 〈ψ¯(y)ψ(x)〉 =
∫
d3p
(2π)3
√
2Ep
∫
d3p′
(2π)3
√
2Ep′
∑
s,s′
(
us(p)u¯s
′
(p′)〈as′†
p′
as
p
〉ei(p′−p)·X− i2 (p′+p)·Y
)
. (C3)
Here we make change of coordinates by taking X = (x+ y)/2 and Y = x−y in the second equality. We then carry
out the Wigner transformation, which yields
∫
d4Y eiq·Y S<(x, y)
=
∫
d3p−
(2π)3
∫
d3p+
(2π)3
(2π)4e−ip−·Xδ4 (q − p+)
∑
s,s′
us
(
p+ +
p−
2
)
u¯s
′
(
p+ − p−
2
)〈
as
′†
p+−
p
−
2
as
p++
p
−
2
〉
= π
∫
d3p−
(2π)3
e−ip−·Xδ (q0 − p+0)((
|q|2 + |p−|24 +m2
)2
− (p− · q)2
)1/4 ∑
s,s′
us
(
p+ +
p−
2
)
u¯s
′
(
p+ − p−
2
)〈
as
′†
p+−
p
−
2
as
p++
p
−
2
〉
, (C4)
where p+ = (p + p
′)/2 and p− = p − p′. We now define
the density operators as
〈as′†
p′
as
p
〉 = δss′NV (p,p′) +Ass′(p,p′), (C5)
where Ass′ 6= 0 when s 6= s′, which characterize certain
projection in the spin space. When taking the spin sum,
we assign ∑
s
ξsξ
†
s = n · σ = n · σ¯ = I,
∑
s,s′
ξsAss′ξ†s′ = S(p,p′) · σ, (C6)
where S · n = 0. Consequently, we find
9∑
s
us
(
q +
p−
2
)
u¯s
(
q − p−
2
)
=


√
σ · (q + p−2 ) σ¯ · (q − p−2 ) √σ · (q + p−2 )σ · (q − p−2 )√
σ¯ · (q + p−2 ) σ¯ · (q − p−2 )
√
σ¯ · (q + p−2 )σ · (q − p−2 )

 , (C7)
and
∑
s,s′
us
(
q +
p−
2
)
Ass′ u¯s
′
(
q − p−
2
)
=


√
σ · (q + p−2 )σ · S√σ¯ · (q − p−2 ) √σ · (q + p−2 )σ · S√σ · (q − p−2 )√
σ¯ · (q + p−2 )σ · S√σ¯ · (q − p−2 ) √σ¯ · (q + p−2 )σ · S√σ · (q − p−2 )

 .(C8)
To compute the matrix elements above, we will employ
the following tricks for Pauli matrices. We may write
q · σ = m exp (qˆ⊥ · σθ), θ = tanh−1
( |q⊥|
Eq
)
, (C9)
where qˆµ⊥ = q
µ
⊥/|q⊥|, which yields
√
q · σ = √m
(
cosh
θ
2
+ qˆ⊥ · σ sinh θ
2
)
=
√
1
2(Eq +m)
((Eq +m) + q⊥ · σ) . (C10)
Hereafter we will use the subscripts ⊥ to denote the com-
ponents perpendicular to the frame vector nµ. That is,
V µ⊥ ≡ V µ − n · V nµ for arbitrary V µ. We can now write
√
σ · q =
√
1
2(Eq +m)
(χq + q⊥ · σ),
√
σ¯ · q =
√
1
2(Eq +m)
(χq − q⊥ · σ), (C11)
where χq = Eq+m. We then have to utilize the following
parameterization,
v˜+µ σ
µ ≡ (χp + p⊥ · σ)(χp′ + p′⊥ · σ)
= χpχp′ − p⊥ · p′⊥ + (χpp′⊥µ + χp′p⊥µ)σµ
−iǫµναβnασβp⊥µp′⊥ν , (C12)
which gives
v˜+ · n ≈ 2Eq(Eq +m) +O(p2−), (C13)
and
v˜+⊥µ = 2(Eq +m)q⊥µ − iǫµναβnαqβpν− +O(p2−).(C14)
Similarly, one finds
a˜+µ σ
µ ≡ (χp + p⊥ · σ)S⊥ · σ(χp′ + p′⊥ · σ)
= χpχp′S⊥ · σ − (χpp′⊥µ + χp′p⊥µ)Sµ⊥
−iǫµναβnασβSµ(χpp′ν − χp′pν) + p⊥ · p′⊥S⊥ · σ
−S⊥ · p′⊥p⊥ · σ − S⊥ · p⊥p′⊥ · σ − iǫµναβpµp′νnαSβ ,
(C15)
which gives
a˜+ · n ≈ −2(Eq +m)q⊥ · S⊥ + iǫµναβqµp−νnαSβ +O(p2−),
(C16)
and
a˜+⊥µ = 2
(
m(Eq +m)S⊥µ − S⊥ · q⊥q⊥µ
)
−iǫµναβnαSβ
(q⊥ · p−
Eq
qν + (Eq +m)p
ν
−
)
+O(p2−),
(C17)
where we use p− · ∂qχq = −q⊥ · p−/Eq. On the other
hand, we also introduce
v˜−µ σ
µ ≡ (χp − p⊥ · σ)(χp′ − p′⊥ · σ),
a˜−µ σ
µ ≡ (χp − p⊥ · σ)S⊥ · σ(χp′ − p′⊥ · σ). (C18)
In the end, up to O(p−), we derive
v˜± · n = (Eq +m)2, (C19)
a˜± · n = ∓2(Eq +m)q⊥ · S⊥ + iǫµναβnαqµpν−Sβ,
v˜±⊥µ = ±2(Eq +m)q⊥µ − iǫµναβnαqβpν−, (C20)
and
a˜±⊥µ = 2
(
m(Eq +m)S⊥µ − S⊥ · q⊥q⊥µ
)
(C21)
∓iǫµναβnαSβ
(q⊥ · p−
Eq
qν + (Eq +m)p
ν
−
)
.
Let us focus on the off-diagonal terms in Eqs. (C7) and
(C8) associated with Vµ ± Aµ. By utilizing Eqs. (C19)-
(C21), it is found
σ · (V −A)
= π
∫
d3p−
(2π)3
e−ip−·Xδ (q0 − Eq)
2Eq(Eq +m)
(
v˜+ · σNV + a˜+ · σ
)
,
σ¯ · (V +A)
= π
∫
d3p−
(2π)3
e−ip−·Xδ (q0 − Eq)
2Eq(Eq +m)
(
v˜− · σNV + a˜− · σ
)
.
(C22)
Recall that NV = NV
(
q + p−2 , q − p−2
)
and Sµ =
Sµ
(
q + p−2 , q − p−2
)
in the integrands. Thus, one ob-
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tains
n · A = π
2
∫
d3p−
(2π)3
e−ip−·Xδ (q0 − Eq)
2Eq(Eq +m)
×nµ ((v˜−µ − v˜+µ )NV + (a˜−µ − a˜+µ ))
= 2πδ(q2 −m2)q⊥ · Sˆ⊥, (C23)
A⊥µ = −π
2
∫
d3p−
(2π)3
e−ip−·Xδ (q0 − Eq)
2Eq(Eq +m)
×
(
(v˜−⊥µ + v˜
+
⊥µ)NV + (a˜
−
⊥µ + a˜
+
⊥µ)
)
(C24)
= 2πδ(q2 −m2)
[( Sˆ⊥ · q⊥
Eq +m
q⊥µ −mSˆ⊥µ
)
−ǫµναβ n
αqβ
2(Eq +m)
∂ν f˜V
]
, (C25)
n · V = π
2
∫
d3p−
(2π)3
e−ip−·Xδ (q0 − Eq)
2Eq(Eq +m)
×nµ ((v˜−µ + v˜+µ )NV + (a˜−µ + a˜+µ ))
= 2πδ(q2 −m2)
[
Eq f˜V +
ǫρναβ
2(Eq +m)
nαqβ∂ν Sˆρ
]
= 2πδ(q2 −m2)EqfV , (C26)
and
V⊥µ = −π
2
∫
d3p−
(2π)3
e−ip−·Xδ (q0 − Eq)
2Eq(Eq +m)
×
(
(v˜−⊥µ − v˜+⊥µ)NV + (a˜−⊥µ − a˜+⊥µ)
)
= 2πδ(q2 −m2)
[(
q⊥µf˜V +
ǫµναβn
α
2(Eq +m)
×
(
qν
q⊥ · ∂
Eq
+ (Eq +m)∂
ν
)
Sˆβ
]
= 2πδ(q2 −m2)
[(
q⊥µfV (q,X)
− ǫµναβn
α
2Eq
∂ν
( q · Sˆβq
(Eq +m)
−mSˆβ
)]
, (C27)
where
f˜V (q,X) ≡
∫
d3p−
(2π)3
NV
(
q +
p−
2
, q − p−
2
)
e−ip−·X ,
Sˆµ(q,X) ≡
∫
d3p−
(2π)3
Sµ
(
q +
p−
2
, q − p−
2
)
e−ip−·X
(C28)
with
fV (q,X) = f˜V (q,X) +
ǫρναβ
2Eq(Eq +m)
nαqβ∂ν Sˆρ(q,X).
(C29)
Recall that Sˆµ = Sˆ⊥µ. In the computations above, we
have employed the Schouten identity (A43).
Finally, by taking
Sˆ · q⊥ = a · nfA, q · Sˆ
Eq +m
q⊥µ −mSˆµ = a⊥µfA
(C30)
and retrieving the ~ parameters, we obtain
Aµ = 2πδ(q2 −m2)
(
aµfA + ~
ǫµναβq
αnβ
2(q · n+m)∂
νfV
)
,
Vµ = 2πδ(q2 −m2)
(
qµfV + ~
ǫµναβn
β
2(q · n) ∂
ν(aαfA)
)
,
(C31)
where we replace Eq by q · n. Note that here q · a =
q2 − m2 is indeed satisfied by taking a · n = q · n +m.
One can now also decompose the spin four vector into
aµfA = (q
µ +mnµ)fA − Sˆµ.
In the presence of arbitrary background fields, the ana-
lytic solution for Dirac wave functions is unknown. Con-
sequently, we generalize the free solution for axial WFs
based on the solution in Eq. (C31) and its connection to
the massless result for Weyl fermions. We hence conclude
Aµ = 2πδ(q2 −m2)
(
aµfA + ~S
µν
m(n)∆
νfV
)
+~F˜µνq
ν2πδ′(q2 −m2)fV , (C32)
by replacing the ∂ν operator with the ∆
ν operator in the
magnetization-current term, where
Sµνm(n) =
ǫµναβqαnβ
2(q · n+m) . (C33)
Appendix D: Scalar/Axial-Vector Kinetic Equations
Given the perturbative solution for Vµ up to O(~)
in Eq. (B12), we first derive the scalar kinetic equation
(SKE) from ∆ ·V = 0 in Eq. (A37). In the derivation, we
assume that the frame vector nµ is independent of the
momentum q. By performing straightforward computa-
tions, we find
∆ · V1 = 2πδ(q
2 −m2)ǫµνρσ
2n · q
((
Eµnνaσ
q · n + (q · n)∂µ
(
nνaσ
q · n
)
− nν(∂µaσ)
)
∆ρ + nνaσ(∂µFβρ)∂
β
q
)
fA
11
+
2πδ(q2 −m2)ǫµνρσfA
2n · q
((
(∂µnν) +
Eµ − (∂µq · n)
q · n nν
)
∆ρ + nν(∂µFβρ)∂
β
q
)
aσ
−2πδ
′(q2 −m2)
n · q B
µ
(
q ·∆a˜µ + Fνµa˜ν
)
+
2πF˜µνδ(q2 −m2)fA
q · n
(
(∂µnν) +
Eµ − (∂µq · n)
q · n nν
)
= 2πδ(q2 −m2)
(
EµS
µν
a(n)
q · n ∆ν + S
µν
a(n)(∂µFρν )∂
ρ
q +
(
∂µS
µν
a(n)
)
∆ν
)
fA − 2πδ
′(q2 −m2)
n · q B
µ
(
q ·∆a˜µ + Fνµa˜ν
)
+πδ(q2 −m2)ǫµναβ
(
nβ
q · n
(
(∂νaα)∆µ + (∂µFρν)(∂
ρ
q aα)
)
+∆µ
(
nβ
q · n
)
((∆νaα) + Fνα)
)
fA, (D1)
where the electric/magnetic fields are defined in terms of nµ,
F˜µν =
1
2
ǫµναβF
αβ = ǫµναβE
αnβ +Bµnν −Bνnµ, Fµν = −ǫµναβBαnβ + Eµnν − Eνnµ. (D2)
From Eq. (D1), we derive the SKE
0 = δ(q2 −m2)
[
q ·∆fV + ~
2
(
EµS
µν
a(n)
q · n ∆ν + S
µν
a(n)(∂µFρν)∂
ρ
q +
(
∂µS
µν
a(n)
)
∆ν
)
fA
]
+
~δ(q2 −m2)ǫµναβ
4
(
nβ
q · n
(
(∂νaα)∆µ + (∂µFρν)(∂
ρ
q aα)
)
+∆µ
(
nβ
q · n
)
((∆νaα) + Fνα)
)
fA
−~δ
′(q2 −m2)
2q · n B
µ
(
q ·∆(aµfA) + FνµaνfA
)
, (D3)
where
Sµνa(n) =
ǫµναβaαnβ
2q · n . (D4)
Next, we may derive the axial-vector equation (AKE)
from the perturbative solution of Aµ up to O(~) in
Eqs. (C32) and (A42) in the master equations. The com-
putations will be more complicated than the case for SKE
but straightforward. Nevertheless, in order to make a di-
rect comparison with the massless CKT, the underlying
strategy is to isolate the ~ terms proportional to qµ and
the other terms explicitly proportional to m since we ex-
pect that the AKE should reduce to qµ multiplied by
CKT in the massless limit as foreseen from the off-shell
BMT equation.
From Eqs. (C32) and (A42), we obtain
0 = δ(q2 −m2)
[(
aµq ·∆fA + fA
(
q ·∆aµ + F νµaν
))
+ ~
(
q ·∆(Sµνm(n)∆νfV ) + F νµSm(n)νρ∆ρfV
)
−~ǫµνρσ(∂σFβν)qρ∂βq fV
]
+ ~δ′(q2 −m2)F˜µνqνq ·∆fV . (D5)
We then rearrange this equation in light of the aforemen-
tioned strategy to obtain the form for comparison with
the CKT when m = 0. We shall first evaluate
δ(q2 −m2)q ·∆(Sµνm(n)∆νfV )
= δ(q2 −m2)((q ·∆Sµνm(n))∆νfV + Sµνm(n)q ·∆(∆νfV ))
=
[
δ(q2 −m2)
((
q ·∆Sµνm(n)
)
∆ν − Sµνm(n)Fρν∆ρ
+Sµνm(n)
(
(q · ∂Fβν)− qρ(∂νFβρ)
)
∂βq
)
−2δ′(q2 −m2)qρFρνSµνm(n)q ·∆
]
fV , (D6)
where we take
δ(q2 −m2)q ·∆(∆νfV )
= δ(q2 −m2)
(
(q ·∆∆ν)fV +∆ν(q ·∆fV )− (∆νq ·∆)fV
)
= δ(q2 −m2)
(
(q ·∆∆ν)fV − (∆νq ·∆)fV
)
+∆ν(δ(q
2 −m2)q ·∆fV )− (∆νδ(q2 −m2))(q ·∆fV ).
(D7)
For the first component in Eq. (D6), we find
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δ(q2 −m2)(q ·∆Sµνm(n))∆νfV
= δ(q2 −m2)
[
qµ(∆αS
αν
m(n)) + (∆αS
µα
m(n))q
ν + ǫµνασ
(
qρFραnσ
2(q · n+m) + q
2
(
∂α
nσ
2(q · n+m)
))
+
ǫµνασq2nσEα
2(q · n+m)2
+ǫµνρα
(
q · nFρα
2(q · n+m) + qρ
(
∂α
q · n
2(q · n+m)
))
+
ǫµνραq · nqρEα
2(q · n+m)2
]
∆νfV
= δ(q2 −m2)
[
qµ(∂αS
αν
m(n)) + q
µ
Sανm(n)Eα
q · n+m +
(
q · nF˜µν + qµBν)
2(q · n+m) +
ǫµνραqρEα
2(q · n+m) +
ǫµναβm2
2(q · n+m) (∂αnβ)
+
ǫµναβ(m2nβ +mqβ)
2(q · n+m)2
(
Eα − ∂α(q · n)
)]
∆νfV +O(~), (D8)
where we use
ǫµνασFρα = δ
µ
ρB
[σnν] + δσρB
[νnµ] + δνρB
[µnσ] + ǫµνασE[ρnα]
= δµρ F˜
σν + δσρ F˜
νµ + δνρ F˜
µσ, (D9)
and
∆αS
αν
m(n) = ∂αS
αν
m(n) + ǫ
ανρσFβα∂
β
q
( qρnσ
2(q · n+m)
)
= ∂αS
αν
m(n) +
Bν
q · n+m +
Sανm(n)Eα
q · n+m. (D10)
Subsequently, the second component in Eq. (D6) reads
−δ(q2 −m2)Sµνm(n)Fρν∆ρfV
= − δ(q
2 −m2)
2(q · n+m)ǫ
µναβqαnβFρν∆
ρfV
=
δ(q2 −m2)
2(q · n+m)
(
δµρ F˜
βα + δαρ F˜
µβ + δβρ F˜
αµ
)
qαnβ∆
ρfV
=
δ(q2 −m2)
2(q · n+m)
(− q ·B∆µ + qαF˜αµn ·∆)fV . (D11)
Next, the third component in Eq. (D6) can be written as
δ(q2 −m2)Sµνm(n)
(
(q · ∂Fβν)− qρ(∂νFβρ)
)
∂βq fV
= δ(q2 −m2)Sµνm(n)(q · ∂Fβν)∂βq fV −
δ(q2 −m2)
2(q · n+m)
(
qµǫρνασ
+qνǫµρασ + qαǫµνρσ + qσǫµναρ
)
qαnσ(∂νFβρ)∂
β
q fV
= −δ(q2 −m2)
(
qµSρνm(n)(∂νFβρ) +
m2ǫµνρσnσ
2(q · n+m) (∂νFβρ)
−
(
1− m
q · n+m
) ǫµνρσqρ
2
(∂σFβν)
)
∂βq fV . (D12)
For the forth component in Eq. (D6), it is found
−δ′(q2 −m2)qρFρνSµνm(n)q ·∆fV
= − δ
′(q2 −m2)
2(q · n+m)q
ρFρνǫ
µναβqαnβq ·∆fV
= − δ
′(q2 −m2)
2(q · n+m)Fρν (q
µǫρναβ + qνǫµραβ + qαǫµνρβ
+qβǫµναρ)qαnβq ·∆fV
= −
[
qµq ·Bδ
′(q2 −m2)
q · n+m − δ
′(q2 −m2)qρFρνSµνm(n)
−δ
′(q2 −m2)
q · n+m F˜
µβ(q2nβ − q · nqβ)
]
q ·∆fV , (D13)
which yields
−δ′(q2 −m2)qρFρνSµνm(n)
q ·∆fV
2
= −
[
qµq · Bδ
′(q2 −m2)
q · n+m −
δ′(q2 −m2)
q · n+m (m
2Bµ
−q · nqβF˜µβ)
]
q ·∆fV +O(~)
= −δ
′(q2 −m2)
2
[
qµq · B
q · n+m −
m(mBµ + qβF˜
µβ)
q · n+m
+qνF˜
µν
]
q ·∆fV +O(~). (D14)
On the other hand, one finds
δ(q2 −m2)F νµSm(n)νρ∆ρfV (D15)
= δ(q2 −m2) ǫρνασF
µα
2(q · n+m)q
σnν∆ρfV
=
δ(q2 −m2)
2(q · n+m)
[
q · B∆µ − qµB ·∆+ nµqρF˜νρ∆ν
]
fV .
Combining all pieces together, we acquire
δ(q2 −m2)
[
q ·∆(Sµνm(n)∆νfV )+ F νµSm(n)νρ∆ρfV ]+ δ′(q2 −m2)F˜µνqνq ·∆fV − ǫµνρσ2 (∂σFβν)qρ∂βq fV
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= δ(q2 −m2)
[
qµ(∂αS
αν
m(n)) + q
µ
Sανm(n)Eα
q · n+m +
(
q · nF˜µν + qρF˜ ρµnν + nµqρF˜ νρ
)
2(q · n+m) +
ǫµνραqρEα
2(q · n+m)
+
ǫµναβ(m2nβ +mqβ)
2(q · n+m)2
(
Eα − ∂α(q · n)
)]
∆νfV − δ′(q2 −m2)
[
qµq · B
q · n+m −
m(mBµ + qβF˜
µβ)
q · n+m
]
q ·∆fV
+ δ(q2 −m2)
[
qµSρνm(n)(∂ρFβν) +
ǫµνρσm(mnρ + qρ)
2(q · n+m) (∂νFβσ)
]
∂βq fV
= qµ
{
δ(q2 −m2)
[
(∂αS
αν
m(n))∆ν +
Sανm(n)Eα∆ν
q · n+m + S
ρν
m(n)(∂ρFβν)∂
β
q
]
− δ′(q2 −m2) q · B
q · n+mq ·∆
}
fV
+m
{
δ(q2 −m2)ǫ
µναβ(mnβ + qβ)
2(q · n+m)
((
Eα − ∂α(q · n)
)
q · n+m ∆ν − (∂νFρα)∂
ρ
q
)
+ δ′(q2 −m2) (mB
µ + qβF˜
µβ)
q · n+m q ·∆
}
fV . (D16)
To obtain the last equality above, we apply
q · nF˜µν + qρF˜ ρµnν + nµqρF˜ νρ + ǫµνραqρEα
= q · n(B[µnν] + ǫµναβEαnβ) + q · Bnµnν − q · nBµnν
+ǫρµαβqρEαnβn
ν + nµ(Bνq · n− q · Bnν)
+nµǫνραβqρEαnβ + ǫ
µνραqρEα
= ǫµναβ(q · nEαnβ − Eαqβ) + qρEαnβ(ǫρµαβnν − ǫρναβnµ)
= 0, (D17)
where we also use
qρEαnβǫ
ρναβnµ = (q · n)Eαnβǫµναβ + qρEαnβǫρµαβnν
+ǫρναµqρEα. (D18)
From Eq. (D5), the AKE takes the form
0 = δ(q2 −m2)
(
aµq ·∆fA + fA
(
q ·∆aµ + F νµaν
))
+ ~qµ
{
δ(q2 −m2)
[
(∂αS
αν
m(n))∆ν +
Sανm(n)Eα∆ν
q · n+m
+Sρνm(n)(∂ρFβν)∂
β
q
]
− δ′(q2 −m2) q · B
q · n+mq ·∆
}
fV
+~m
{
δ(q2 −m2)ǫ
µναβ(mnβ + qβ)
2(q · n+m)
((
Eα − ∂α(q · n)
)
q · n+m ∆ν − (∂νFρα)∂
ρ
q
)
+δ′(q2 −m2) (mB
µ + qβF˜
µβ)
q · n+m q ·∆
}
fV . (D19)
Appendix E: Spin-Hall Effect
We show how Eq. (D19) reveals a spin Hall effect in a
non-relativistic case. Assuming Eµ and nµ are constant
and approximating qµ ≈ mnν , Eq. (D19) reduces to
δ(q2 −m2)
(
✷
µν a˜ν +
~
4
ǫµναβEαnβ∆νfV
)
+
~
2
δ′(q2 −m2)ǫµναβEαnβqνq ·∆fV ≈ 0, (E1)
where ✷µν = ηµνq ·∆+ F νµ and a˜ν = aνfA. By using
δ′(q2 −m2)ǫµναβEαnβqνq ·∆fV (E2)
= −δ(q
2 −m2)
2
ǫµναβEαnβ
(
∆ν + q ·∆∂qν
)
fV +O(~),
Eq. (E1) becomes
δ(q2 −m2)
[
q ·∆
(
a˜µ − ~ǫ
µναβ
4
Eαnβ∂qνfV
)
+ F νµa˜ν
]
≈ 0,
(E3)
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which can be written as
n ·∆
(
a˜µ − ~ǫ
µναβ
4
Eαnβ∂qνfV
)
(E4)
= (n · ∂ + Eρ∂ρq )
(
a˜µ − ~ǫ
µναβ
4
Eαnβ∂qνfV
)
≈ 0,
by further dropping the O(1/m) suppression terms. On
the other hand, in such a limit, the axial WF approxi-
mately reads
Aµ ≈ 2πδ(q2 −m2)aµfA
+~πǫµναβE
αnβ(∂νq δ(q
2 −m2))fV . (E5)
In a stationary state such that
a˜µ =
~
4
ǫµναβEαnβ∂qνfV , (E6)
we find
Jµ5 = 4
∫
d4q
(2π)4
Aµ
≈ 4π
∫
d4q
(2π)4
δ(q2 −m2)
(
2a˜µ − ~ǫµναβEαnβ∂qνfV
)
= −2π~ǫµναβEαnβ
∫
d4q
(2π)4
δ(q2 −m2)∂qνfV . (E7)
Appendix F: Frame Independence
In this section, we derive the modified frame transfor-
mation upon fV and a
µfA at O(~) to ensure the frame
independence of Vµ and Aµ. Recall that the explicit form
of Vµ and Aµ in an arbitrary frame nµ reads
Vµ = 2πδ(q2 −m2)
[
qµf
(n)
V +
~ǫµνρσnν
2q · n
(
∆ρ(a
(n)
σ f
(n)
A ) + Fρσf
(n)
A
)]
+ 2π~F˜µνa(n)ν δ
′(q2 −m2)f (n)A , (F1)
Aµ = 2πδ(q2 −m2)
[
a(n)µf
(n)
A +
~ǫµναβqαnβ
2(q · n+m)∆νf
(n)
V
]
+ 2π~F˜µνqνδ
′(q2 −m2)f (n)V , (F2)
where we further add the superscripts (n) on fV and a
µfA
to highlight their frame dependence due to the presence
of magnetization terms. Based on the frame indepen-
dence of Vµ, we obtain
δ(q2 −m2)
[
qµ
(
f
(n)
V − f (n
′)
V
)
(F3)
+~ǫµνρσ
(
nν
2q · n −
n′ν
2q · n′
)(
∆ρ(aσfA) + FρσfA
)]
= 0
up to O(~) when considering the frame transformation
from nµ to n′µ, where we drop the frame dependence
on aµ and fA therein since only their frame independent
part O(~0) contributes. Contracting Eq. (F3) with nµ,
one immediately obtain,
f
(n′)
V = f
(n)
V +
~ǫλνρσnλn
′
ν
2(q · n)(q · n′)
(
∆ρ(aσfA) + FρσfA
)
(F4)
as the modified frame transformation of fV . One may
show Eq. (F4) indeed satisfies Eq. (F3) explicitly. By
using Eq. (F4) and the Schouten identity (A43), it is
found
δ(q2 −m2)qµ(f (n)V − f (n′)V )
= ~δ(q2 −m2)(ǫµνρσq · nn′ν + ǫλµρσnλq · n′ + ǫλνµσnλn′νqρ + ǫλνρµnλn′νqσ)
(
∆ρ(aσfA) + FρσfA
)
2(q · n)(q · n′)
= ~δ(q2 −m2)
[
ǫµνρσ
(
n′ν
2q · n′ −
nν
2q · n
)(
∆ρ(aσfA) + FρσfA
)
+
ǫλνµσ
2(q · n)(q · n′)
(
q ·∆(aσfA) + FρσaσfA
)]
, (F5)
where we employ qρ∆σ(aρfA) = ∆σ(q · afA) − FρσaρfA
and q · a = q2 −m2 in the computation. Since
~δ(q2 −m2)(q ·∆(aσfA) + FρσaσfA) = O(~2) (F6)
according to the AKE and the corresponding term thus
can be dropped in Eq. (F5), Eq. (F3) is indeed satisfied
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by the modified frame transformation. For the frame
independence of Aµ, it is straightforward to find
a(n
′)µf
(n′)
A − a(n)µf (n)A (F7)
= ~ǫµναβ
(
nβ
2(q · n+m) −
n′β
2(q · n′ +m)
)
qα∆νfV
as the modified frame transformation. From Eq. (F4),
one can make the connection between nµ = nµ(X) and
the rest frame nµr = q
µ/m through
f
(nr)
V = f
(n)
V +
~ǫλνρσnλqν
2(q · n)m2
(
∆ρ(aσfA) + FρσfA
)
.(F8)
Nonetheless, in the small-mass region, f
(nr)
V contains a
divergent term. For Vµ to be frame invariant, such a
divergent term from the modified frame transformation
should cancel the divergent part of the magnetization
current in nµr so that the remaining finite part agrees
with the magnetization current obtained in nµ(X). One
is forced to deal with such a subtle cancellation caused
by an inappropriate frame choice when m is smaller than
the gradient or electromagnetic scales. Thanks to our
results in the general frame, we may discuss the frame
transformation property and find how the frame invari-
ance should be realized. Even better, we can choose an
appropriate frame to avoid such a pathological behavior.
However, without knowing such a general frame trans-
formation, naively working in the rest frame cannot cor-
rectly captured the finite quantum effect whenm is small.
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