We investigate the Maximum Induced Matching problem (MIM), which is the problem of finding an induced matching having the largest cardinality on an undirected graph. The problem is known to be NP-hard for general graphs. We first propose a vertex-based integer programming formulation for MIM, which is more compact compared to an edge-based formulation found in the literature. We also introduce the Maximum Weight Induced Matching problem (MWIM), which generalizes MIM so that vertices and edges have weights.
Introduction
For a given graph G = (V, E), an induced matching is a matching such that no two edges in the matching are joined by an edge of G. In other words, an induced matching is a matching that forms an induced subgraph. In Figure 1 , the edge set {{1, 5}, {6, 7}, {4, 8}} is an induced matching since no two edges in the set are joined by another edge of G. Each induced matching in G corresponds to an independent set of vertices in the square of the 3 In this paper, we first give a vertex-based binary integer programming formulation for MIM, in which the number of decision variables and constraints depends on the number of vertices in the graph (O(|V |)). We then generalize the problem to graphs in which each vertex has a weight, and the objective is to maximize the total weight of saturated vertices in an induced matching. We call the resulting problem Maximum Vertex-Weighted Induced Matching problem (MVWIM) . Similarly, in the Maximum Edge-Weighted Induced Matching problem (MEWIM), we assume that edges have weights and the total edge weight in an induced matching is to be maximized. We adapt Vassilaras and Christou (2011) 's edge-based formulation and our vertex-based formulation for MIM to solve MVWIM and MEWIM.
In the Maximum Weight Induced Matching problem (MWIM), we consider graphs having both edge and vertex weights. The aim is to maximize the total weight of saturated vertices and selected edges in an induced matching. We formulate MWIM as a quadratic programming problem. We then linearize our formulation, and develop a Benders decomposition approach to solve the problem to optimality. Our decomposition strategy explicitly considers vertex weights and seeks an optimal induced matching by solving a master problem, and calculates the corresponding edge weight by solving a subproblem. We investigate the subproblem's structure and devise an efficient algorithm to generate Benders cuts.
The remainder of this paper is organized as follows. In Section 2, we introduce Vassilaras and Christou (2011)'s edge-based formulation and our vertex-based formulation for MIM. We then adapt these formulations to solve MVWIM, MEWIM and MWIM. Section 3 describes our Benders decomposition approach for solving MWIM. We develop valid inequalities and formulation tightening procedures to improve the efficiency of our decomposition algorithm in Section 4. We compare the efficacy of these algorithms in Section 5 on a suite of randomly generated graphs. Finally, we conclude our paper in Section 6.
Problem Formulations

Maximum Induced Matching Problem (MIM)
Vassilaras and Christou (2011) introduced a binary integer programming formulation for MIM. Let G = (V, E) be an undirected graph with vertex set V and edge set E. In Vassilaras and Christou (2011)'s formulation, each edge is represented by a binary decision variable y ij , which takes value 1 if edge {i, j} ∈ E is selected in a maximum induced matching, and Ahat, Ekim, and Taşkın: Integer Programming Formulations and Benders Decomposition for the Maximum Induced Matching Problem 4 Article submitted to INFORMS Journal on Computing; manuscript no. (JOC-2016-03-OA-049) 0 otherwise. Let N ij ⊆ E be the set of edges that are adjacent to edge {i, j}. Then, their formulation for MIM is as follows:
s.t. y ij + (k,l)∈N ij y kl ≤ 1 ∀ {i, j} ∈ E (1b)
The objective function (1a) maximizes the number of selected edges. Constraints (1b) enforce the condition that if an edge {i, j} ∈ E is selected (y ij = 1), none of its adjacent edges can be selected (all y kl = 0 for {k, l} ∈ N ij ), and if it is not selected (y ij = 0), at most one of its adjacent edges can be selected. These constraints guarantee that the selection is an induced matching in G. The number of binary variables in this formulation is proportional to the number of edges in the graph, which is O(|V | 2 ) for dense graphs. Therefore, as we demonstrate in Section 5, this formulation cannot be solved efficiently for graphs having a large number of edges.
Our key observation s that the set of saturated vertices uniquely identifies an induced matching. Therefore, instead of formulating MIM based on edges, one can focus on the vertices and decide which vertices will be saturated in an optimal induced matching. Selected edges in the induced matching can easily be deduced from the set of saturated vertices.
In our vertex-based formulation, a binary variable x i takes value 1 if the corresponding vertex i ∈ V is saturated by the induced matching, and 0 otherwise. Let N (i) ⊂ V represent the set of vertices that are adjacent to vertex i ∈ V . Then, MIM can be formulated as:
x j ≤ (|N (i)| − 1)(1 − x i ) + 1 ∀ i ∈ V (2c)
The objective function (2a) maximizes the number of saturated vertices (divided by 2 to obtain the number of edges in the induced matching). Constraints (2b) and (2c) ensure that Ahat, Ekim, and Taşkın: Integer Programming Formulations and Benders Decomposition for the Maximum Induced Matching Problem Article submitted to INFORMS Journal on Computing; manuscript no. (JOC-2016-03-OA-049) 5 if vertex i ∈ V is saturated (x i = 1), exactly one of its adjacent vertices is also saturated.
Otherwise (x i = 0), (2b) and (2c) are redundant. Note that the number of binary variables and the number of constraints depend on the number of vertices in the graph (O(|V |)), and are not affected by the density of the graph in our formulation.
Maximum Vertex-Weighted Induced Matching Problem (MVWIM)
In this section we extend previous formulations for MIM to solve the maximum vertexweighted induced matching problem (MVWIM), in which each vertex i ∈ V has a weight c i and the objective is to maximize the total weight of saturated vertices in an induced matching. Note that MIM is a special case of MVWIM where c i = 1/2 for all i ∈ V . Our vertex-based model (MIM) can be reformulated to solve MVWIM simply by changing the objective function (2a) as follows:
Vassilaras and Christou's formulation (VC2011) has no decision variable representing the saturated vertices. To reformulate their model to solve MVWIM, we define w ij = c i + c j for all {i, j} ∈ E, where w ij represents weight of edge {i, j}. With this transformation, an instance of MVWIM becomes an instance of MEWIM, and an optimal solution can be found using the models given in the following section.
Maximum Edge-Weighted Induced Matching Problem (MEWIM)
In the maximum edge-weighted induced matching problem (MEWIM), we assume that each edge {i, j} ∈ E has a weight w ij and the sum of edge weights in an induced matching is maximized. Note that MIM is a special case of MEWIM where w ij = 1 for all {i, j} ∈ E.
Since Vassilaras and Christou (2011) define a decision variable to represent an edge, we can reformulate their model (VC2011) by replacing the objective function (1a) with (4).
The constraint set remains the same.
In our formulation (MIM), there is no decision variable representing the selected edges.
To reformulate our model to solve MEWIM instances, we observe that an edge {i, j} ∈ E is selected if and only if both of its end-vertices are saturated (x i = x j = 1). We replace the In the Maximum Weight Induced Matching problem (MWIM) we consider graphs having weights on both edges and vertices. As before, let w ij represent the weight of edge {i, j} ∈ E, and c i represent the weight of vertex i ∈ V . MWIM seeks an induced matching that maximizes the total weight of selected edges and saturated vertices. We can reformulate
Vassilaras and Christou's model (VC2011) as:
Our vertex-based formulation for MWIM can be obtained by modifying the objective function of (MIM):
Note that (MWIM QP) is a quadratic programming problem. However, we can linearize it by defining a new binary decision variable y ij , which takes value 1 if edge {i, j} ∈ E is selected in an optimal solution, and 0 otherwise. Our linearized formulation for MWIM is as follows:
The objective function (8a) maximizes the sum of total edge and vertex weights. Constraints (8b) and (8c) guarantee that the selection is an induced matching in G. Constraints (8d)-(8f) ensure that an edge {i, j} ∈ E is selected in an optimal solution (y ij = 1) if and only if both of its end-vertices are saturated by the matching (x i = x j = 1). We observe that our formulation is valid even if w ij or c i values are negative. We also observe that y-variables can be relaxed as y ≥ 0 since (8d)-(8g) ensure that y-variables will take on binary values in an optimal solution.
Benders Decomposition for MWIM
Note that model (MWIM) contains |V | + |E| binary decision variables. Even though the y-variables can be relaxed as y ≥ 0, the number of constraints is O(|V | + |E|). Thus, it may be computationally difficult to solve (MWIM) for large or dense graphs. In this section, we focus on deriving a Benders decomposition algorithm to solve (MWIM).
Our decomposition approach first seeks a feasible induced matching using a master problem, which contains the x-variables. We then check whether the induced matching found by the master problem provides an optimal selection of edges using a subproblem, which only contains the y-variables. Let us first reformulate the problem in terms of xvariables and an additional continuous variable t, which predicts the maximum edge weight that can be obtained with the selection of x-variables, as follows: 
where U B is an upper bound on the weight of any induced matching. This formulation contains significantly fewer decision variables and constraints than the original model (MWIM), which is advantageous in terms of computational effort.
In (M P ), constraints (9b) and (9c) provide a feasible induced matching. Since the decision variable t predicts the maximum total edge weight in the induced matching, a naive value for U B can be calculated by summing up all positive edge weights. We discuss ways of calculating tighter values for U B, and propose some valid inequalities in Section 4.1.
After solving (M P ) and finding a feasible vertex selectionx, the corresponding edge selection and the total edge weights of these edges can be found by solving the following subproblem (SP (x)):
In this formulation, y-variables can be relaxed as y ≥ 0, which makes the subproblem a linear programming (LP) problem. Furthermore, we do not need to solve it as an LP since the solution can be obtained trivially by inspection for any givenx-vector. Note that SP (x) is always feasible and its feasible region is bounded. Hence, the dual of SP (x) is always feasible and bounded. Let α ij , β ij and γ ij be dual multipliers associated with the constraints (10b), (10c) and (10d) in SP (x), respectively. The dual formulation of the subproblem for a givenx is given below:
Note that the feasible region of DSP (x) does not depend on the value ofx, sincex only appears in the objective function. We observe that DSP (x) is separable over E. Let 0 ≤ θ ij ≤ 1 be a constant that represents the proportion of w ij that is allocated to α ij in an optimal solution. Then, an optimal solution for SP (x) and DSP (x) can be found using set y ij =x j , α ij = 0, β ij = w ij , γ ij = 0 7: -2016-03-OA-049) Proof Note that for each (α, β, γ) solution of Algorithm 1, α ij + β ij + γ ij ≥ w ij and they satisfy non-negativity/non-positivity conditions. Therefore, given anx-vector, Algorithm 1 always produces dual feasible (α, β, γ) solutions.
For an edge {i, j} ∈ E, assume w ij ≥ 0. Ifx i ≤x j , y ij =x i satisfies (10b)-(10d), hence it is primal feasible. In this case, both SP (x) and DSP (x) have the same objective function value, namely w ijxi . Ifx i >x j , then y ij =x j is a primal feasible solution and objective function values of SP (x) and DSP (x) are both equal to w ijxj .
Assume w ij < 0. Ifx i +x j < 1, y ij = 0 satisfies constraints (10b)-(10d). In this case, both SP (x) and DSP (x) have objective function value equal to 0. Else, y ij =x i +x j − 1 satisfies primal feasibility conditions, and objective function values of SP (x) and DSP (x) are both w ij (x i +x j − 1). Thus, all linear programming optimality conditions are satisfied. Q.E.D.
Our Benders decomposition strategy first solves (M P ) to optimality, yielding a feasible (x,t). We then solve DSP (x) using Algorithm 1 and calculate the total edge weight, which we denote by t * . Ift = t * , thenx corresponds to an optimal induced matching. On the other hand, ift > t * , we need to add a constraint to (M P ). Let (α,β,γ) be optimal dual multipliers obtained by solving DSP (x). We add the following constraint to (M P ), and re-solve in the next iteration to obtain a new candidate optimal solution:
Constraints (12) are called "Benders optimality cuts" since they are based on optimality conditions of the subproblem. Since DSP (x) can have infinitely many solutions, the selection of θ ij parameters results in different cuts. Proposition 2 investigates the relationship between θ ij and quality of the corresponding cut.
Proposition 2. For any value of θ ij and the corresponding (α,β,γ) vector obtained by Algorithm 1, violation of optimality cut (12) is the same.
Proof For any optimality cut (12), the violation is
where t * is the current optimal objective function value for DSP (x). Thus, all optimality cuts generated in this way have the same violation regardless of the value of (α,β,γ).
Q.E.D. 
where U B i is an upper bound on the value of t i . The maximum edge weight emanating from vertex i constitutes a valid upper bound for t i . We discuss other valid inequalities for t i -variables in Section 4.1. Our Benders decomposition procedure also needs to be adjusted accordingly. Optimality cut (12) can also be decomposed so that multiple cuts can be added in each iteration (one for each vertex i ∈ V ):
Our solution procedure for MWIM using Benders decomposition is summarized in Algorithm 2.
Algorithmic and Modeling Improvements 4.1. Valid Inequalities
The initial optimal solution to the relaxation of (M P ), in which none of the Benders optimality cuts (12) have yet been added, will set the t-variable equal its upper bound U B.
By tightening the value of U B and adding valid inequalities that relate x-and t-variables, we can have smaller upper bound values for the objective function during initial iterations of Algorithm 2, which can result in faster convergence.
To obtain a tighter upper bound for the t-variable, we will use the following observation:
for a graph G = (V, E), a matching can contain at most |V |/2 edges. This is also valid for any induced matching since an induced matching is also a matching in G. Based on this observation, we can find an upper bound on the value of the t-variable. Since it is used to predict the maximum edge weight of an induced matching in G, a numerical bound, denoted by U B 1 , can be found by sorting all w ij values and summing up the greatest 
3: Obtain sum of weights of selected edges by DSP (x) using Algorithm 1, denoted by t * .
Set LB = t * + i∈V c ixi .
Current edge selection is a maximum weight induced matching of G, STOP.
6: else
7:
Let (α,β,γ) denote an optimal solution of DSP (x).
8:
Generate optimality cut(s) using (12) (or (16) for multiple t i version) with current optimal dual solution (α,β,γ), add it (them) to (M P ). Go to step 2.
9: end if (nonnegative) |V |/2 of them. Therefore an initial bound on the t-variable can be written as:
Another key observation is that since any induced matching is also a matching, the sum of edge weights of an induced matching is bounded by the maximum weight matching in the graph. Therefore, we can find a tighter numerical bound on the t-variable, denoted by U B 2 , by finding a maximum weight matching in the graph using Edmonds' blossom algorithm (Edmonds 1965) . Then, the following inequality is valid for the t-variable and it dominates (17) :
Similarly, if we use multiple t i -variables in (M P ) instead of a single variable t, a numerical bound for the sum of t i -variables can be written as:
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Another approach to find a valid inequality for the t-variable is as follows: for any vertex i ∈ V , if x i = 1 (i.e., if it is saturated by an induced matching), it can increase the objective function value by at most by the maximum edge weight emanating from it and if x i = 0 (i.e., if it is not saturated by an induced matching), there is no increase in the objective function value. Thus, the following inequality is valid for t:
Similarly, in the multiple t i version of (M P ), the only bound for t i -variable is U B i , which is the maximum edge weight emanating from vertex i. In the formulation, t i -variables represent the maximum edge weight that can be obtained by saturating vertex i. With a similar argument, we observe that the following inequality is valid for t i :
Formulation Tightening
In (MIM) model, constraints (2c) are based on the observation that if a vertex i ∈ V is not saturated (x i = 0), we can saturate at most |N (i)| of its neighbors. However, it may not be possible to saturate all of its neighbors in an induced matching. To obtain a tighter upper bound for these constraints, we will use the following method to calculate the maximum number of neighbors that can be saturated in a matching:
For any vertex i ∈ V , let S = N (i) and S = N (S) − {i}. We assign weights to the edges of G such that all edges {{i, j} : i ∈ S, j ∈ S} will have weight 2, {{i, j} : i ∈ S, j ∈ S } will have weight 1 and other edges will have weight 0. Figure 2 shows assignment of edge weights for vertex i. Then, finding the maximum number of vertices in S saturated by a matching is equivalent to finding a maximum weight matching in G, which can be found by weighted version of Edmonds' blossom algorithm (Edmonds 1965) . If for each vertex i ∈ V , we find a maximum weight matching M i and denote the sum of edge weights of this matching by w(M i ), we can replace |N (i)| in constraints (2c) with w(M i ) and rewrite them as:
Ahat, Ekim, and Taşkın In our Benders decomposition approach, we solve (M P ) to optimality at each iteration and check whether it is an optimal solution or not using a subproblem. If not, we add an optimality cut and re-solve it. Although new cuts may change the structure of the branch-and-bound tree, we may need to revisit candidate solutions that were discarded earlier. Hence, this process can be very expensive from a computational point of view.
Instead, we can interrupt the branch-and-bound solution process of (M P ) each time the solver finds an integer solutionx (andt) and check whether an optimality cut (12) (or (16) for multiple t i version) that is violated by the current integer solution can be generated.
If we can generate such an optimality cut, we reject the current solution, add the newly generated cuts to the problem and resume the solution process. Otherwise, we accept the current solution as the new incumbent and again resume the solution process. In our computational tests, this approach consistently outperformed solving (M P ) to optimality at each iteration and re-optimizing it. With this approach, we can solve the problem using a single branch-and-bound tree that is tightened as necessary as opposed to repeatedly generating a branch-and-bound tree in each iteration. Therefore, we avoid considerable rework by never revisiting a branch-and-bound node and overlooking a truly superior solution. A similar approach was also used in (Bodur et al. 2013, Taşkın and Cevik 2013) .
Computational Results
To test the efficiency of formulations and improvements mentioned in previous sections, we conducted a series of experiments. We executed all integer programming formulations Our base test data set contains randomly generated graph instances having expected edge
) of 0.05, 0.2, 0.5 and 0.8, where |V | is within the range . To generate weighted instances we first generated random graphs as in the unweighted case, and then assigned an integer weight uniformly distributed between 1 and 10 to each vertex and/or edge. We generated five problem instances for each problem size, determined by the expected edge density and the number of vertices. Data sets used in our tests are available online at www.ie.boun.edu.tr/~taskin/data/mwim_graphs.zip
For each problem size, we report the following statistics calculated over five random instances:
• "Solved:" the number of problem instances solved to optimality within the allowed time limit of 1800 seconds.
• "Gap:" the average final percentage optimality gap for all instances (calculated as (U B − LB)/LB where U B denotes the upper bound and LB denotes the lower bound).
• "LP Gap:" the average percentage gap between the objective function value of LP relaxation solution and the optimal objective function value (measured as
).
• "Time:" the average amount of time in seconds spent by each algorithm.
• "BB Node:" the average number of nodes processed within the given time limit in the active branch-and-bound search.
In Table 1 , we compare the performance of Vassilaras and Christou (2011) 's formulation (VC2011) with our vertex-based formulation (MIM) given in Section 2.1. Also, we investigate the effect of formulation tightening approach described in Section 4.2 (set of columns titled "(MIM)-modified"). Here, "Time" column in (MIM)-modified also includes the required time to calculate maximum weight matchings in the graph. In the table, "-"
shows that the corresponding method is unable to solve instances within the given time selection has no clear effect on the total running time and the optimality gap. Therefore, we set θ ij = 0.5 in the remaining parts for simplicity.
Our second experiment compares the performances of MWIM formulations given in Section 3 and investigates the effect of proposed improvements suggested in Section 4.1.
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The results of this experiment are summarized in Tables 2-6 . In Table 2 , we compare the performances of Vassilaras and Christou (2011) 's formulation (VC2011 MWIM) with our formulation quadratic programming formulation (MWIM QP) and its linearization (MWIM). Our first observation is that (VC2011 MWIM) and (MWIM) significantly outperform (MWIM QP). (MWIM QP) is unable to solve even instances with small number of vertices to optimality within the given time limit. We also observe that (VC2011 MWIM)
can solve more instances to optimality within the given time limit whereas our (MWIM) model has higher total running times and optimality gaps for all densities.
In Table 3 , we measure the effect of the suggested improvements on the decomposition approach where we have a single t-variable in (M P ). Here, we report the following results: t-variable in (M P ), it can be observed that inequality (17) yields a slight improvement in total running time. However, it is unable to solve instances that could not be solved by (MWIM); it can only decrease the optimality gap for these instances. Inequality (18), in which we calculate an upper bound on the t-variable by finding a maximum weight matching in the graph, does not provide better solutions. On the other hand, inequality (20) has a significant impact on the performance in terms of computational time and allows us to solve more instances in the enforced time limit.
In Table 4 , we investigate the effect of valid inequalities (19) and (21) on the decomposition approach where we have multiple t i -variables in (M P ). We report the following results: "Multiple t" Algorithm 2 with multiple t i -variables in (M P ), "Multiple t + (21)"
Algorithm 2 improved with valid inequality (21) in (M P ), "Multiple t + (19) + (21)"
Algorithm 2 with valid inequalities (19) and (21) in (M P ). Here, we note that valid inequality (21) yields a significant improvement in terms of computational effort. However, adding inequality (19) into (M P ) slightly increases the total running time. As a result, our improved algorithm contains the valid inequality (21) but not (19). We also tried to separate Benders cuts for integer and fractional solutions, but we observed that separating Benders cuts only for integer solutions is better in terms of computational effort. In Table 5 , we summarize the best implementations for solving MWIM. If we compare the running times of (MWIM), in which we have all decision variables and constraints, and our Benders decomposition approach, it can be observed that our decomposition approach outperforms (MWIM) for all instances. Furthermore, comparing the two decomposition approaches, we note that the use of multiple t i -variables in (M P ) along with valid inequalities (21) significant improve solution times and optimality gaps for all instances. By comparing its performance against (VC2011 MWIM), we note that directly solving (VC2011 MWIM) is faster than our decomposition approach for low density graphs. However, our algorithm performs better for medium and large densities. In our preliminary analysis, we observed that we can find close-optimal solutions in the first iterations, but it takes longer to improve the upper bound. Therefore, primal side of the solution process is not problematic, and there is no need to use a heuristic within our decomposition algorithm.
Detailed results (lower bounds, upper bounds, optimality gaps and solutions times) for each instance are given in the Appendix A.
In our last experiment, we increase the range of the weights from 10 to 100. In addition, to incorporate the case where we have some node / edge weights are negative, we kept range as 100 and assigned an integer weight uniformly distributed in [-20,80] . The result of this experiment is given in Table 6 . If we increase the range of the weights from 10 to 100, objective function coefficients of variables in the model can be differentiated more easily, thus reducing symmetry effect. Hence, it gives better results for almost all instances. 
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Conclusions and Future Research
In this paper, we studied the Maximum Induced Matching problem (MIM), where the aim is to find an induced matching with the largest cardinality. Induced matchings can be used to determine the maximum capacity of MAC layer in wireless ad-hoc networks.
The problem is known to be NP-hard for general graphs, even for bipartite graphs. In the literature, the problem is studied for some restricted graph classes. It is addressed from mathematical programming point of view by Vassilaras and Christou (2011) . We proposed a new vertex-based integer programming formulation for MIM, which has fewer number of binary variables and constraints than the formulation in the literature. Then, we described vertex-weighted and edge-weighted versions of the problem, and named them Maximum
Vertex-Weighted Induced Matching problem (MVWIM) and Maximum Edge-Weighted
Induced Matching problem (MEWIM), respectively. We reformulated the models in the literature and our model to solve weighted instances.
In the Maximum Weight Induced Matching problem (MWIM), we considered graphs with both edge and wertex weights. We formulated MWIM as a quadratic programming problem and gave its linearized version. As the formulation for MWIM contains many decision variables and constraints, we applied Benders decomposition to our proposed formulation (MWIM). Our decomposition algorithm seeks a feasible induced matching using a master problem and reaches optimality using cuts generated by a subproblem, which we showed to be solvable by inspection. We proposed upper bounds on variables and valid inequalities in the master problem to improve the efficiency of our algorithm.
We tested the efficacy of our approach on randomly generated graph instances. Our computational results show that our decomposition approach performs better than solving the underlying integer programming formulation. Also, it outperforms the formulations found in the literature for medium and high densities.
As a future research, one can focus on solving MIM, MVWIM, MEWIM and MWIM problems in some specific graph classes and consider developing additional valid inequalities, preprocessing rules and heuristics using their structural properties.
Article submitted to INFORMS Journal on Computing; manuscript no. (JOC-2016-03-OA-049) Appendix A: Detailed Results of Table 5 In Table 7 and Table 8 , we gave the detailed results (lower bounds, upper bounds, optimality gaps and solutions times) of Table 5 for each instance. All instances are available online at www.ie.boun.edu.tr/ taskin/data/mwim_graphs.zip Table 7 Detailed results of 193 193.0 0% 8.4 193 193.0 0% 1328 .7 193 209.6 9% 1800 .0 193 193.0 0% 467.9 Graph0.200000 75 4 0.2 75 198 198.0 0% 9.2 198 198.0 0% 1236 .3 193 230.7 20% 1800 Article submitted to INFORMS Journal on Computing; manuscript no. (JOC-2016-03-OA-049) Appendix B: Automatic Benders decomposition feature of CPLEX 12.7 CPLEX 12.7, which was released while our paper was under second round of peer review, introduced automatic Benders decomposition feature. We conducted an experiment to test the effect of this new feature on problem instances used in Table 5 . In this experiment we compared direct solution of (MWIM), our proposed algorithm and automatic Benders decomposition feature of CPLEX's new version applied to (MWIM). The first two sets of columns in Table 9 are taken from Table 5 and show the results for CPLEX 12.6.3 whereas the last set of columns show the results of automatic Benders decomposition algorithm of CPLEX 12.7.
We observe that automatic Benders algorithm yields worse results than direct solution of (MWIM). This is consistent with our implementation of Benders decomposition with a single t variable and without any additional valid inequalities (see "Single t" column in Table 3 ). Our proposed algorithm that contains multiple t-variables in the master problem along with valid inequalities (21), and generates Benders cuts by utilizing Algorithm 1 instead of solving a linear programming problem (set of columns titled "Multiple t + (21)") is faster than other methods. 
