This paper presents a beamspace version of ESPRIT for uniform rectangular arrays which supports closed-form 2D angle estimation, automatically couples the two components of the source directions, and works with any front end beamformer. The proposed algorithm is based on the observation that beamspace noise eigenvectors can be transformed to vectors which are bandpass and have spectral nulls at the in-band source locations. This facilitates multirate processing (involving modulation to baseband, ltering, and decimation) and yields a space with dimensionality equal to the number of beams used to probe the subband, rather than the number of elements in the sensor array. The MUSIC algorithm can be applied to this noise subspace, but a computationally expensive search of the array manifold would be required. Therefore, a transformation matrix is developed which can be computed a priori and maps the beamspace signal eigenvectors to the corresponding signal subspace. The TLS-ESPRIT algorithm is then modi ed to obtain the two directions associated with each source from a single eigenvalue-eigenvector pair. Hence, they are automatically coupled. Simulations and a theoretical performance analysis are presented.
Introduction
The spectral MUSIC algorithm of Schmidt 1] is a popular algorithm for estimating the directions of arrival (DOA) of narrow-band plane waves impinging upon a sensor array. Unfortunately, the required spectral search is a burdensome task. Two possible methods for reducing this complexity are beamspace techniques 2, 3, 4, 5] and ESPRIT 6, 7] . Beamspace methods reduce the complexity from the number of sensor elements to the number of beams used to probe a given sector or subband. Furthermore, in the case of a uniform linear array (ULA), Beamspace Root-MUSIC 5] allows one to solve for the arrival angles by rooting a low order polynomial. Alternatively, ESPRIT places a restriction on the array geometry and determines the arrival angles from the eigenvalues of a rotation matrix.
For substantial computational savings, a beamspace formulation of ESPRIT has been desired, but previous e orts 8] have imposed restrictive requirements on the beamformer. Recently a beamspace ESPRIT algorithm was developed for 1D ULAs which works with any type of front end beamformer 9, 10] . This approach maps beamspace noise eigenvectors to vectors in the element-space noise subspace which are bandpass and exhibit nulls at the in-band source locations, i.e., the DTFT of the transformed vectors have spectral nulls at frequencies corresponding to the source locations. This facilitates multirate processing 11] involving modulation to baseband, ltering, and decimation. The resulting \telescoped" noise eigenvectors span an element-space noise subspace which has the same dimensionality as the beamspace noise subspace. Furthermore, the source null separation is increased by the decimation factor which can reduce the sensitivity of numerical root-nding algorithms. A simple transformation matrix can be used to map the beamspace signal eigenvectors to the corresponding signal subspace which has the ESPRIT invariance structure.
A fundamental restriction of one dimensional arrays is that they can only estimate a single direction parameter. For joint azimuth and elevation angle estimation, a two dimensional array is required. However, 2D arrays generally have many more sensor elements than 1D arrays which greatly increases the computational complexity of any attendant DOA estimation algorithm. Furthermore, the estimation problem must be posed and solved carefully or the two source parameters will need to be paired. For example, directly applying the 1D ESPRIT algorithm in 2D requires two separate applications of ESPRIT, one for each direction. Since this estimates the two direction parameters independently, they must be coupled which is a nontrivial problem 7, 12] . One 2D ESPRIT algorithm 13] exploits the fact that since the two rotation matrices have the same eigenvectors, they may be diagonalized by the same unitary matrix. This places the eigenvalues in the same order and couples the direction parameters.
This paper examines the problem of 2D angle estimation with a uniform rectangular array (URA). To achieve a very e cient algorithm, the beamspace ESPRIT approach of 9, 10] is extended to the more general case of a 2D URA. Using multidimensional multirate processing, a simple transformation matrix is developed which restores the ESPRIT invariance structure to the beamspace signal subspace without increasing the dimensionality of the underlying space. This transformation works for any type of front end beamformer, may be computed a priori, and facilitates the use of a 2D ESPRIT algorithm. To avoid the problem of coupling parameters, a 2D version of ESPRIT is developed which only forms a single rotation matrix. One direction parameter is estimated from the eigenvalues. The associated eigenvector is used to recover the signal steering vector and hence the other direction parameter. Therefore, the two directions from a single source are obtained from an eigenvalue-eigenvector pair and hence are automatically coupled. A theoretical performance analysis is completed which shows that the estimates obtained from the 2D multirate ESPRIT algorithm have a lower variance than estimates obtained by applying ESPRIT directly to the element-space array. The cost is a small irreducible bias. The work presented in this paper has several important features. First, the simple method to restore the ESPRIT invariance structure, which is lost in the beamforming process, is extended for use with 2D URAs. Second, a 2D version of ESPRIT is developed which only applies the traditional ESPRIT algorithm to exploit one invariance, i.e., it forms two subarrays and estimates one direction parameter from the eigenvalues of a rotation matrix. The other direction parameter is estimated by recovering the array steering vectors from the eigenvectors of the rotation matrix and using a simple inner product. This e ects a computational savings, and automatically couples the two directions. Finally, the theoretical mean and variance of the estimation error is developed. Although previous papers have characterized the error variance associated with ESPRIT based DOA estimates derived from the eigenvalues, the error variance for estimates obtained from the associated eigenvectors is new. Furthermore, it has been shown that the estimates are asymptotically unbiased. With aliasing caused by decimation this is no longer true. Therefore, the bias analysis is also new.
The paper is organized as follows: Section 2 describes the array geometry and data model. Section 3 reviews the beamforming process and shows that the beamformer imposes a bandpass characteristic on the array response. Section 4 develops the eigen-characteristics of the system. Section 5 applies multirate processing techniques to the eigenvectors to restore the ESPRIT invariance structure. Section 6 veri es the ESPRIT invariance and develops a 2D ESPRIT algorithm. Section 7 shows how the complex correlation matrix can be replaced by its real part. Section 8 summarizes the proposed 2D Multirate ESPRIT Algorithm. Sections 9 and 10 present a theoretical performance analysis and simulation results to verify the e cacy of the algorithm. Section 11 contains a few concluding remarks.
In 
2 Data Model and Array Geometry
The standard assumptions common in the narrow-band direction of arrival estimation literature 6, 14] will be used. That is, the transmission medium is assumed to be linear, isotropic, and nondispersive and the signals incident upon the sensor array are due to point sources in the far-eld of the array.
The source signals themselves are assumed to be narrow-band with a common center frequency f 0 , and su ciently slowly time varying that s(t ? ) s(t)e ?j2 f 0 for all possible propagation delays across the array.
The sensor array forms a rectangular grid in the xy-plane with M and N elements uniformly spaced in the x and y directions, respectively. For notational convenience, half-wavelength spacing will be assumed in both directions (i.e., x = y = 0 =2). A unit vectorp pointing toward a particular source may be written as an ordered triplep = (cos sin ; sin sin ; cos ) where is the azimuth angle and is the elevation angle. This is illustrated in Figure 1 .
Suppose that a source signal s(t) has its zero-phase reference put at a pointr = (x r ; y r ; 0) in the xy-plane and that the sensors are located at points (k 0 =2; l 0 =2; 0), 0 k M ?1, 0 l N ?1. Then the complex baseband response of the k; l-th sensor to a source s(t) with azimuth and elevation may be written as (assuming an isotropic sensor) X k;l (t) = s(t)e ?j expfj k cos sin + l sin sin ]g (3) where = (2 = 0 ) x r cos sin + y r sin sin ] is a phase term depending only upon the source and the zero phase reference pointr. Since the phase reference point is arbitrary, it is typically chosen to be the origin and = 0 for all source directions. To simplify notation de ne angular frequency variables and by = cos sin and = sin sin . If attention is restricted to sources located above the array (0 =2) then azimuth and elevation angles can be recovered from the angular frequencies via = arctan( = ) and = arcsin( (4) where N(t) is an M N matrix whose elements are the individual sensor noise samples at time t.
In (4) the array response is written as an M N matrix-valued function of the source waveforms, source directions, and noise. It will also be useful to view the array response as an MN 1 vector. To make the conversion between these forms, let Vec( ) be the operator that maps an M N matrix to an MN 1 vector by concatenating its columns, and let Mat( ) be the inverse operator that maps an MN 1 vector to an M N matrix by using M consecutive elements of the vector for each column of the resulting matrix The element-space signal subspace is de ned as the column-space of A MN 3 Beamforming
The responses of the individual sensor array elements may be combined to emphasize sources from a particular direction, and de-emphasize sources form other directions. This is referred to as forming a beam in a particular direction. Multiple beams are directed towards a given sector or subband and the responses are grouped as a vector (or matrix). Therefore, the length of the beamspace array snapshot is equal to the number of beams used to probe a subband instead of the number of sensor elements.
As an example, the beamformer response for a 1D ULA with 32 elements and 8 beams is shown in Figure 2 . A good overview of beamforming can be found in 2]. Some well known advantages in beamspace operation of DOA estimation algorithms include reduced computational complexity, lower signal-to-noise ratio resolution thresholds, reduced sensitivity to sensor perturbations and deviations from the assumed noise model, and amenability to parallel implementation 3, 4, 16, 17, 18] . From the data model (4), the beamspace snapshot can be written in matrix and vector form (y(t) = Vec(Y(t))) as 
Eigenanalysis
Using (5) and assuming that the measurement noise is zero mean, uncorrelated between sensors, and has equal power 2 , the MN MN element-space correlation matrix is
Assuming that A MN has full rank, it can be shown 1] that the eigenvectors of R x corresponding to the d largest eigenvalues form a basis for S e and the remaining eigenvectors form a basis for S ? e . If 
where t n denotes the snapshot times. Since it should be clear from context, no special notation will be used to distinguish between the estimated and actual correlation matrices. In addition, it is assumed that the number of signals, d, is known or has been estimated using some appropriate method 20].
Multirate Beamspace Noise Eigenvector Processing
In an e ort to reduce computational complexity, this section investigates the use of multirate techniques. Central to the formation of the beamspace MUSIC null spectrum (16) 
Fractional decimation factors can be implemented by preceding the decimation with interpolation and ltering 11]. These operations are also linear, so they have matrix representations and the decimated telescoped beamspace noise eigenvectors can be written as
where D x and D y include the modulation, interpolation, ltering, and decimation operations and d j M b N b ? 1. Note that (22) and (23) show that these operations may be applied to the telescoping matrices a priori. As an example, the decimated beamformer for a 1D ULA with 32 elements and 8 beams is shown in Figure 3 . As mentioned previously, 2D Root-MUSIC is not considered to be a useful option. However, it is well known that the ESPRIT algorithm 6] o ers another alternative to the spectral search of MUSIC. In an e ort to apply ESPRIT, notice that Before describing the invariance structure of S d that will be exploited by the ESPRIT algorithm, it is useful to summarize the preceding results. The original array response resides in the d dimensional subspace of MN space which is spanned by the signal steering vectors. Due to the array geometry, this subspace has the invariance structure required by the ESPRIT algorithm, but the vec- to K in a row-wise and column-wise fashion, the two frequency components corresponding to a speci c signal need to be paired. One method for pairing the signal parameters 13] exploits the fact that the matrix of eigenvectors, T ?1 , is the same in both the row-wise and column-wise formulation. Therefore, the two rotation matrices, and , commute and may be diagonalized by the same unitary matrix. This automatically places the eigenvalues in the same order. As an alternative, notice that if the 2D source frequencies are distinct, ( i ; i ) 6 = ( j ; j ) for i 6 = j, then J 1 K and J 2 K have rank equal to d. Therefore, the rotation matrix, , always exists and has a full set of eigenvalues, i , and linearly independent eigenvectors, e i , i.e. = E E ?1 .
If only one source has the frequency i , then i = e jdy i is a distinct eigenvalue of and the associated right eigenvector is unique (to within a scalar multiple). Therefore, e i is the i-th column of T ?1 and the i th signal steering vector can be obtained, to within a scalar multiple, as is only included to ensure that j i j = 1. This does not a ect the performance of the algorithm, but it does simplify the theoretical analysis in Section 9. An important observation is that the and frequencies for a source are estimated from a single eigenvalue-eigenvector pair and as such are automatically coupled. has the ESPRIT structure. Therefore, applying ESPRIT in a row-wise fashion will yield the frequencies. Coupling the frequencies is not an issue because all of the corresponding frequencies are identical and already known.
It is important to note that the 2D ESPRIT algorithm in 13] forms two rotation matrices, and , which are simultaneously triangularized to nd the eigenvalues and hence the direction parameters. The above method only forms one rotation matrix, . Its eigenvalues yield the estimates, and its eigenvectors yield the estimates.
Before proceeding, several aspects of the above development need to be emphasized. 
Therefore, the real part of the beamspace correlation matrix has the desired eigen-structure and the proposed 2D multirate ESPRIT algorithm can be applied to the real part of correlation matrix. 
where the quantities denoted by a superscript \c" come from the complex element-space correlation matrix and are de ned analogously to their beamspace counterparts, e.g, c 0 = expfj 0 g.
The theoretical bias and variance for element-space and beamspace ESPRIT for a single source being varied along the diagonal of the subband are shown in Figure 6 . An important observation is that using the 2D ESPRIT algorithm with 8 8 DFT beams yields a slightly lower variance, at the cost of a small irreducible bias, than using the 2D ESPRIT algorithm on the 32 32 array. This results from the fact that in both cases the ESPRIT algorithm is being applied in element-space to an array with the same e ective aperture. Therefore, one would expect the variances to be comparable.
This increased noise performance and reduced variance come at the expense of a larger bias. Element-space ESPRIT is asymptotically unbiased, but (48) and (49) show that beamspace ESPRIT has a bias which is determined by aliasing e ects. This is independent of the number of array snapshots and SNR, so beamspace ESPRIT is not asymptotically unbiased. This bias can only be reduced by improving the front end beamformer or ltering the beams. Note that ON Hamming beams have lower sidelobes than DFT beams (see Figure 2) , and yield a slightly smaller bias; however, they also produce a larger variance (see Figure 6) .
It is insightful to examine the di erence between orthogonal and nonorthogonal beams. From (48 -51) and (61), it is apparent that the beamformer a ects the performance through Zf i where f i are the eigenvectors of the beamspace correlation matrix (15 
Although the beams must be orthonormal for (15) to hold, this shows that at high SNR orthonormal beams will exhibit the exact same response as nonorthonormal beams. . Three separate types of beams, DFT, Hamming, and Orthonormal Hamming, were simulated to investigate various e ects of beamforming. For the one source case, the theoretical results derived above show that and have the same statistics. This was veri ed by computer simulations, so only the bias and variance for will be shown. Furthermore, it was veri ed that Hamming beams and ON Hamming beams have identical bias and variance, so only ON Hamming beams are shown.
To investigate the automatic coupling properties of the algorithm, three distinct sources were simulated with ?10 dB SNR and 16 array snapshots. The simulation was repeated for 3 sources with 2 pairs of repeated frequencies. The resulting scatter plots (see Figure 7) show that the algorithm does indeed automatically couple the two direction parameters for each source and can resolve multiple sources which share a common parameter.
The performance variation throughout the subband was investigated by simulating one source with 0 dB SNR and moving its location from the center of the band (0; 0) to the band edge ( 4 ; 4 ) along the diagonal. Figure 8 shows that the simulated bias and variance closely match the theoretical results derived above. The deviation can be attributed to the fact that the theoretical results are asymptotic in P, but only a small number of array snapshots were simulated.
The performance dependence on SNR was investigated by simulating one source at (0:20; 0: 20) and varying its SNR from ?30 dB to 0 dB (see Figure 9 ). Notice that DFT beams outperform ON Hamming beams at low SNR Finally the performance dependence on the number of array snapshots was investigated by simulating one source at (0:10; 0:10) with ?10 dB SNR and varying the number of array snapshots (see Figure 10 ).
Conclusion
This paper has developed a beamspace version of ESPRIT for uniform rectangular arrays which supports closed-form 2D angle estimation and works with any type of front end beamformer. Through the use of multidimensional multirate processing techniques, a simple precomputable transformation matrix was developed which restores the ESPRIT invariance to the beamspace signal subspace without increasing its dimensionality. Any 2D ESPRIT like algorithm can be applied to this small signal subspace, or any form of MUSIC can be applied to the corresponding low dimensional element-space noise subspace. Then a 2D version of ESPRIT was developed which estimates the two components of the source directions from a single eigenvalue-eigenvector pair; therefore, they are automatically coupled. Finally, a theoretical performance analysis revealed that the estimation variance obtained by applying ESPRIT to the low dimensional signal subspace is slightly smaller than the variance obtained by applying ESPRIT to the original array, but at the cost of a small but irreducible bias.
A Asymptotic Error Characterization
In this appendix, the bias and variance of the source estimates^ and^ are derived. The resulting equations are asymptotic in the number of array snapshots used to estimate the beamspace correlation matrix R y . The analysis is similar to the analysis performed in 22] and 23].
A.1 Preliminaries
Before beginning the performance analysis, it is necessary to de ne some notation and present a few useful results. First, estimated quantities are denoted by a \hat" and the error between estimated and actual quantities is denoted with a \ " (e.g. f i =f i ? f i ). Second, let z = re j have additive error z = r n e j n such thatẑ = z + z =re j^ and de ne e =^ ? . It can be shown that e = Im fz zg j z j 
Recall from (39) that P s ZF s e i yields the i th signal steering vector and as such, from (35), lies in the null space of (J 1 ? i J 2 ). Therefore H ij ZF s e i = H ij (P n + P s ) ZF s e i = H ij P n ZF s e i : 
