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We investigated the role of disparity information in the detection of global form. Glass patterns, which allow insight into pro-
cessing at both local and global stages of form analysis, were used as stimuli. We determined how detection of concentric Glass
patterns is aﬀected by a disparity diﬀerence introduced between partner dots forming local dipoles (Experiment 1), and how detec-
tion is aﬀected by the addition of randomly oriented dot-pairs (noise dots) at crossed and uncrossed disparities (Experiment 2). The
ﬁrst experiment showed that detection thresholds increased when partner dots were separated in depth at disparities greater than
approximately 17 min arc; the second experiment showed that noise dots disrupted the detection of form if they were presented
at disparities of between approximately ±20 min arc from the Glass patterns presentation depth plane. Our ﬁndings suggest that
disparity information plays a role in the recovery of the image structure and, importantly, local and global form mechanisms were
found to be selective for a small range of stereo-depths. We discuss the ﬁndings of our study in the light of current evidence indi-
cating that a common neural substrate is responsible for the analysis of form and binocular disparity.
 2005 Elsevier Ltd. All rights reserved.
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A remarkable capacity of the human visual system is
its ability to reconstruct the three-dimensional structure
of a visual scene from two-dimensional images projected
on the retinae. A major cue used in this process is de-
rived from the fact that the eyes view the world from dif-
ferent vantage points, ensuring that the positions of
visual features do not fall on corresponding retinal loca-
tions. This lack of positional correspondence, termed
binocular disparity, is the basis of stereopsis, and is in
itself suﬃcient to elicit a vivid sense of depth in the
absence of other, mostly monocular, cues to depth
(see, Julesz, 1971; Wheatstone, 1838).
At present, many researchers focus on understanding
how disparity information contributes to the processing
of other visual dimensions such as global motion (e.g.,0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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Hess & Field, 1995; Hess et al., 1996), and colour
(e.g., Kingdom, 2003). This approach has been moti-
vated by the view that the processing of disparity infor-
mation and other visual dimensions is performed by a
common neural substrate (see, Lennie, 1998; Schiller,
Logothetis, & Charles, 1990; Van Essen & De Yoe,
1995). A system that can be so characterised is the col-
lection of cortical areas involved in the explication of
image structure, or form, from a visual scene (Lennie,
1998; Uka, Tanaka, Yoshiyama, Kato, & Fujita, 2000;
Watanabe, Tanaka, Uka, & Fujita, 2002). The purpose
of the present study is to provide a better understanding
of the role of disparity information in the functioning of
this explication-of-image-structure system.
Current models suggest that image structure is de-
rived via at least two processing stages (see, e.g., Dakin,
1997; Wilson & Wilkinson, 1998). In the ﬁrst stage local
form is recovered by neurones with receptive ﬁelds
tuned to particular orientation and spatial frequency
2462 S.K. Khuu, A. Hayes / Vision Research 45 (2005) 2461–2469combinations (e.g., Hess et al., 1993; Maloney, Mitchi-
son, & Barlow, 1987; Smith, Bair, & Movshon, 2002).
Units that are responsible for this stage have been puta-
tively identiﬁed in areas V1 and V2 of the primate visual
cortex (Hubel & Wiesel, 1968; Smith et al., 2002). Since
these units are tuned to ﬁne spatial scales, they may only
be capable of extracting local properties in an image.
The detection of global structure requires a later stage
to combine local signals. Mechanisms capable of global
pattern analysis do exist in the visual cortex, and have
been reported in areas such as V4 and IT. These areas
receive their inputs from V1 and V2, and respond selec-
tively to complex structures representing concentric, ra-
dial, and hyperbolic, conﬁgurations (Gallant, Braun, &
Van Essen, 1993; Gallant, Connor, Rakshit, Lewis, &
VanEssen, 1996; Gallant, Shoup, & Mazer, 2000; Koba-
take & Tanaka, 1994; Wilkinson et al., 2000). Such pat-
terns are commonplace in natural images, and they may
combine to form the structural basis of complex objects
such as faces.
Neurones involved in the processing of form informa-
tion at both local and global stages of analysis are also
sensitive to binocular disparity (Barlow, Blakemore, &
Pettigrew, 1967; DeYoe & Van Essen, 1985; Hinkle &
Connor, 2002; Lennie, 1998; Nikara, Bishop, & Petti-
grew, 1968; Watanabe et al., 2002). Poggio and Fischer
(1977) reported that the response of some cells in V1
and V2 is dependent on the amount of disparity between
left and right eye images. Cells in V4 and IT are similarly
tuned for disparity, but respond to a broader range of
values than local pattern analysers, and are selective for
oﬀsets in crossed and uncrossed directions (Uka et al.,
2000; Watanabe et al., 2002). While physiological investi-
gations have been useful in demonstrating that form and
disparity information are processed by common mecha-
nisms, little is known about their functional nature and,
importantly, little is known about how disparity informa-
tion contributes to the perception of global structure.
Providing an answer to this question would contribute
to our understanding of form perception.
We addressed this question of how disparity informa-
tion aﬀects global structure perception by using Glass
patterns as stimuli (Fig. 1A). Glass patterns (Glass,
1969; Glass & Perez, 1973; Glass & Switkes, 1976; Wil-
son, Switkes, & De Valois, 2004; Switkes, 2002) are ran-
dom-dot stimuli that convey a sense of global structure
through the appropriate arrangement of a number of
dot-pairs or dipoles. Glass patterns can be created by
randomly placing a number of dots within a region
and then providing each dot with a partner whose posi-
tion is a ﬁxed distance relative to the ﬁrst dot, and whose
direction conforms to a global rule. For example, part-
ner dots placed on radial lines passing through the cen-
tre of the image and the original dots will produce a
radial pattern, while a concentric pattern can be formed
by placing partner dots at 90 to these radial lines.Glass patterns have commonly been used as a tool to
understand form processing, since in their analysis the
visual system must extract dipole orientations before
combining them to extract global structure (Badcock,
Cliﬀord, & Khuu, 2005; Cardinal & Kiper, 2003; Dakin,
1997; Dakin &Bex, 2001; Smith et al., 2002;Wilson et al.,
2004; Wilson & Wilkinson, 1998; Wilson, Wilkinson, &
Asaad, 1997). Thus, Glass patterns are eﬀective in pro-
viding a measure of performance at both the local and
global stages of image processing. In a model suggested
by Wilson and Wilkinson (1998) Glass patterns may be
processed in area V4, given that many cells in this region
respond to a class of stimuli (similar in nature to glass
patterns) in which global structure is implied in the or-
derly arrangement of local orientation signals (see Chen,
Chang, Liu, Chen, &Han, 2004; Gallant et al., 1993; Gal-
lant et al., 2000; Wilkinson et al., 2000). Glass patterns
have also been used in the past to investigate the role in
form processing of colour (Cardinal & Kiper, 1998), con-
trast (Switkes, Wilson, & De Valois, 2003; Wilson et al.,
2004), luminance and texture interaction (Badcock et al.,
2005), motion (Krekelberg, Dannenberg, Hoﬀmann,
Bremmer, & Ross, 2003; Ross, 2004; Ross, Badcock, &
Hayes, 2001) and spatial frequency (Dakin & Bex, 2001).
Earle (1985) observed that global structure is visible
in Glass patterns in which dipoles are assigned diﬀerent
disparities. This demonstration suggests that the mecha-
nisms responsible for Glass-pattern detection are capa-
ble of combining information at diﬀerent disparities to
extract global structure. However, in Earles demonstra-
tion only one optimal disparity was used, and it is
unclear whether the perception of structure remains sali-
ent at diﬀerent larger disparity values. Given the exis-
tence of disparity-tuned pattern analysers in areas V1
and V4, a reasonable speculation is that the perception
of Glass patterns will also be similarly dependent on dis-
parity. The merit of this speculation was addressed in
the present study.
Our experimental approach uses Glass patterns ar-
ranged in three dimensions to determine how the ability
to detect form is aﬀected when the amount of disparity
between local elements in the stimulus is systematically
varied. Glass-pattern detection thresholds were mea-
sured using the methodology of Wilson and Wilkinson
(1998). In their procedure, the number of dipoles con-
tributing to the perception of Glass structure, referred
to as signal dipoles, was varied from trial to trial; the
remaining dipoles acted as noise since their orientations
were randomly chosen. The minimum number of signal
dipoles required to detect Glass structure provides an
indication of form sensitivity. Past investigations
employing this technique have shown that the visual sys-
tem performs the detection task with a high degree of
eﬃciency, requiring the stimulus to contain approxi-
mately 15–20% signal in order to detect Glass structure
(Badcock et al., 2005; Cardinal & Kiper, 2002; Wilson &
Fig. 1. Fusing left and right stereo pairs will provide examples of stimuli used in the study. It is important to note that the Glass patterns in all left
panels are identical, and stereo-depth is produced by appropriately displacing partner dots in diﬀerent directions as in B (Experiment 1), or by
displacing dipoles as in C (Experiment 2 and 3). In A, a Glass pattern with no disparity diﬀerences is shown.
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two processing stages, we examined the role of disparity
information in extracting the orientation of dipoles
(local analysis), and in detecting Glass structure embed-
ded in noise (global analysis).
2. Experiment one: Local contributions to the detection of
global form in depth
In the ﬁrst experiment we investigated the role of dis-
parity information in the detection of local form in
Glass patterns by measuring how the detection of Glassstructure changes as a function of the diﬀerence in dis-
parity between partner dots forming a dipole. Factors
that aﬀect the accurate recovery of local signals will
compromise the salience of global structure. Local ori-
entation detectors are restricted in their two-dimen-
sional, as well as three-dimensional, extent of analysis
(Hubel & Wiesel, 1962; Poggio & Fischer, 1977; Smith
et al., 2002; Wilson & Wilkinson, 1998). Accordingly,
with greater disparities, Glass-pattern detection thresh-
olds will increase, since local detectors will be unable
to reliably make the correct association between partner
dots to extract signal dipoles.
2464 S.K. Khuu, A. Hayes / Vision Research 45 (2005) 2461–24693. Methods
3.1. Observers
One of the authors, SKK, and two observers who
were naı¨ve to the purpose of the experiments, but never-
theless experienced psychophysical observers, partici-
pated in this study. All observers had normal, or
corrected to normal, visual acuity.
3.2. Stimuli
Stimuli were concentric Glass patterns created by
appropriately orienting 200 circular light increment
(110 cd/m2; diameter, 0.08) dot-pairs within a grey
6 · 6  square set to a background luminance of 37 cd/
m2. The dot-pair density of the stimulus was 5.6-di-
poles/2. Concentric patterns were created by orienting
dipoles in directions 90 to radial lines projecting from
the centre of the stimulus. The dipole separation was ﬁxed
at 12 min arc, since this separation is within the range
required for optimal Glass-pattern detection (Dakin,
1997; Ross et al., 2001; Wilson & Wilkinson, 1998).
Glass stimuli were generated on a Macintosh G4
866 MHz computer using custom software written in
MATLAB 5.3, and were displayed on a LCD monitor
with a refresh rate of 60 Hz. In order to create three-
dimensional Glass patterns, stereo image pairs were pro-
duced and combined binocularly using a custom built
Wheatstone mirror system. Binocular disparity was pro-
duced by oﬀsetting the horizontal position of a dot in
one image relative to the position of the same dot in
the other. Each stereo pair contained an equal number
of displaced dots and thus ensured that the global struc-
ture was equally salient in both images. To ensure no
ambiguity when fusing stereo image pairs, and no loss
of dot-presence in any region of the stimulus, dots were
prevented from overlapping.
3.3. Procedure
In the ﬁrst experiment, we measured how Glass-pat-
tern detection thresholds change as a function of the dif-
ference in disparity between partner dots. This was
achieved by horizontally oﬀsetting partner dots in oppo-
site directions at disparity values of 0, 4.44, 8.88, 13.32,
17.76 and 22.2 min arc. These oﬀsets produced dipoles
in which partner dots were displaced in crossed and un-
crossed directions at triangulated stereo-depths (assum-
ing a normal inter-ocular distance) of 0, 0.33, 0.66,
1.00, 1.33 and 1.66 cm. Since these oﬀsets represent part-
ner-dot displacements away from zero disparity (or zero
depth), the absolute disparity diﬀerence, and thus the
absolute triangulated depth between partner dots, were
double these values. Free fusing the images shown in
Fig. 1B will illustrate the stimulus used in the experi-ment. In this ﬁgure a concentric glass pattern is shown
consisting of dipoles with partner dots separated in
three-dimensional space.
A two-interval forced-choice procedure was used to
determine Glass-pattern sensitivity. In one interval
observers were presented with a stimulus containing sig-
nal-plus-noise dipoles; in the second interval the same
number of dipoles were presented, but they were ran-
domly oriented. Each stimulus in each interval was pre-
sented for 500 ms, and was separated by a 200 ms period
in which a blank screen was displayed at the background
luminance. A ﬁxation mark was presented at the centre
of the stimulus at zero disparity and remained on
throughout the experiment. Observers were tested in a
lit room and viewed the stimulus at a distance of
40 cm. Their task was to indicate the interval containing
concentric structure, and they did so by pressing one of
two buttons on the computer keyboard. Feedback (dif-
ferent toned beep) was given to indicate the correctness
of response on a particular trial. A staircase procedure
(corresponding to the 79% correct-performance level)
was used to change the number of signal dipoles present
in the image from trial to trial. Initially, the staircase
presented 80 signal dipoles and the step-size was eight
dipoles. The step-size was halved after each reversal,
and after the third reversal the step-size remained at
one dipole. The staircase lasted for eight reversals, and
the average of the last four reversals provided a measure
of the threshold. The observers executed the conditions
in ﬁve experimental blocks. Within a block all condi-
tions were tested once in random order. The ﬁve thresh-
old estimates for each condition were averaged to
provide the ﬁnal mean.
3.4. Results and discussion
The purpose of Experiment 1 was to characterise how
the ability to detect Glass patterns changes as a function
of the absolute diﬀerence in disparity between partner
dots. Given that local mechanisms sample over a small
region in two- and three-dimensional space (Poggio &
Fischer, 1977; Smith et al., 2002; Wilson & Wilkinson,
1998), increasing the disparity between partner dots
should increase Glass-pattern thresholds since it will re-
duce the eﬀectiveness of the visual system in recovering
signal dipoles. The results shown in Fig. 2, which illus-
trates the percentage of signal dipoles required to detect
Glass structure as a function of the absolute disparity
diﬀerence between partner dots, are in agreement with
this suggestion. Though there are small individual vari-
ations between the three observers in form sensitivity,
the pattern of results is similar. Glass-pattern detection
thresholds remain unchanged below approximately
17 min arc (dashed vertical line). For disparity
diﬀerences exceeding this range, thresholds increase
gradually, and by 35 min arc, the percentage of signal
Fig. 2. Glass-pattern detection thresholds (% signal dot-pairs) for the
three observers are plotted as a function of the absolute disparity
diﬀerence between partner dots. Error bars signify ± one standard
error of the mean. The vertical dashed line represents the maximum
absolute disparity diﬀerence (approximately 17 min arc) between
partner dots required for optimal Glass-pattern detection.
S.K. Khuu, A. Hayes / Vision Research 45 (2005) 2461–2469 2465dipoles required for detection is double the threshold for
disparities below approximately 17 min arc. This ﬁnding
is consistent with the notion that at the initial stage
of form processing, local orientation is extracted by
detectors that are limited in their (two- and three-dimen-
sional) spatial extent of analysis, as only small disparity
diﬀerences between partner dots are tolerated in the
detection of Glass patterns.4. Experiment two: Global interactions in form detection
In the second experiment we examined how disparity
information contributes to the detection of form at a
global stage of analysis. This issue was addressed by
measuring how the perception of Glass structure is af-
fected by the presence of additional noise dipoles at
crossed and uncrossed disparities. Previous studies have
shown that detection thresholds increase with the addi-
tion of extra noise dipoles provided that all dipoles are
processed by a common global mechanism (Badcock
et al., 2005; Cardinal & Kiper, 2003; Van de Zwan, Bad-
cock, & Parkin, 1999). Using this paradigm, it is possible
to determine the range of disparities in which additional
noise dipoles aﬀect the perception of Glass structure.
The obtained tuning function will reﬂect the dependency
of global form mechanisms on disparity information.5. Methods
5.1. Observers
Three observers participated in Experiment 2. SKK
and AH were authors of the study, while IT was naı¨veto the goals of the research. All were experienced psy-
chophysical observers who had normal, or corrected to
normal, visual acuity.
5.2. Stimuli
Glass stimuli were similar in construction to those
used in the previous experiment, except (the 200) dipoles
were assigned diﬀerent disparities. Half the total number
of dipoles had zero disparity, of which some were ori-
ented in signal directions, while the remaining dipoles
had randomly chosen orientations. The other half con-
tained only noise dipoles, and could have the following
disparities: 35.52, 17.76, 8.88, 4.44, 0, 4.44, 8.88,
17.76, and 35.52 min arc, which resulted in the following
triangulated stereo-depths: 2.66, 1.33, 0.66, 0.33,
0, 0.33, 0.66, 1.33, and 2.66 cm, respectively. Thus there
were nine disparity conditions in total. Fig. 1C shows an
example of the stimulus used in this experiment. Fusing
the images will reveal a concentric Glass pattern sus-
pended beneath a plane containing dipoles with random
orientations.5.3. Procedure
The procedure of this experiment was similar to that
employed in Experiment 1; observers were required to
indicate the interval containing Glass structure in a
two-alternative forced-choice task. One interval con-
tained signal and additional noise dipoles separated in
depth, while the other interval had the same depth con-
ﬁguration, but all dots had random orientations. The
same staircase procedure as in Experiment 1 was used
to modify the number of signal dipoles present in the
stimulus from trial to trial. Observers performed each
condition eight times and the results were averaged to
provide an estimate of the ﬁnal mean for that condition.
To control for systematic order-eﬀects, a routine was
followed where the conditions were performed in eight
blocks with all conditions repeated once per block, in
random order.5.4. Results and discussion
Fig. 3 illustrates the results of Experiment 2. Thresh-
olds for detecting Glass structure are plotted as a func-
tion of the disparity diﬀerence between signal and
additional noise dot-pairs for the three observers. The
dashed line provides an indication of the threshold for
when there were no additional noise dipoles in the stim-
ulus, thus there were only 100 dot-pairs at zero dispar-
ity; while the solid line signiﬁes the threshold for when
all dipoles were at zero disparity. The pattern of results
is similar for the three observers—Glass-pattern detec-
tion is maximally aﬀected when additional noise dipoles
Fig. 3. The ability to detect Glass patterns (% signal dot-pairs) is
plotted against the diﬀerence in disparity between additional noise
dipoles and signal dipoles for three observers. Error bars represent ±1
standard error of the mean. Horizontal dashed and solid lines indicate
thresholds for detecting Glass patterns containing 100 and 200 dipoles
at zero disparity, respectively.
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in both crossed and uncrossed directions gradually
improves form sensitivity, and by approximately
±20 min arc (taking into account individual diﬀerences),
thresholds are the same as if no noise dipoles are presentin the stimulus (dashed line). Additionally, there was no
diﬀerence between the eﬀect of noise at uncrossed and
crossed disparities, since the interference range is more
or less symmetrical about zero disparity. The ﬁndings
of this experiment show that the visual system is capable
of integrating information at diﬀerent disparities to de-
tect global structure, and furthermore implies a toler-
ance range over which this process is optimal.6. Experiment Three: Global form interaction: attention
or disparity tuning?
In Experiment 2 we demonstrated that the ability to
detect concentric structure is aﬀected by the addition of
noise dipoles only if they are placed away from signal
dipoles within a small range of crossed and uncrossed
disparities. However, an alternative interpretation is
that this ﬁnding could be explained by observers using
a strategy whereby they attended only to the signal di-
poles, which were at zero-disparity depth. Increasing
the disparity may improve Glass-pattern detection,
since the depth segregation may allow observers to
more eﬀectively attend to the signal dipoles. This inter-
pretation is questionable given that in Experiment 1 the
visual system needed to integrate information over
depth to eﬀectively recover dipole orientations, and it
is unlikely that the visual system uses diﬀerent strategies
when extracting local and global form information.
Nevertheless, because of the importance of attention
in many visual tasks, we felt it was important to rule
out this possibility.
We addressed the issue by repeating the previous
experiment with Glass stimuli, with the diﬀerence that
the disparity of the signal dipoles was randomised from
trial to trial. Thus, attending to dipoles at a particular
disparity would not be an eﬀective strategy for detecting
global structure. One would predict that if a process of
attention meditated detection of Glass structure then
thresholds would remain unchanged, or improve only
marginally, with increasing disparity. Alternatively, if
Glass-pattern detection were achieved by mechanisms
sensitive to disparity, the results should be similar to
those in Experiment 2. The same observers as in the
previous experiment participated in this study.
The results of Experiment 3 are shown in Fig. 4, plot-
ted in the same way as Fig. 3. The pattern of results is
similar for the three observers, and is consistent with
the notion that global-form mechanisms are optimally
selective for disparity information. When the diﬀerence
in disparity between additional noise and signal dipoles
is small, the ability to detect Glass structure was
aﬀected. However, this interference quickly decreases
with increasing disparity. By approximately 15–20 min
arc, additional noise dipoles had minimal eﬀect on
Glass-pattern detection.
Fig. 4. Graphs showing thresholds for detecting concentric structure
plotted as a function of the disparity diﬀerence between signal and
additional noise dipoles for three observers. Details as in Fig. 3. Note
that a ﬁner sample of disparities was used here than in Experiment 2.
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pared, the most noticeable diﬀerence is that Glass-pat-
tern detection thresholds for Experiment 3 are much
higher—by approximately 5–8% signal dot-pairs. This
outcome is likely to be a consequence of the increase
in the diﬃculty of the task caused by randomising the
disparity of signal dipoles from trial to trial. This raisesthe possibility that attention may act to improve the
visual systems ability to integrate global structure in
noise, but does not account for the disparity selectivity
reported here.7. General discussion
The purpose of the study was to examine how dispa-
rity information contributes to the detection of image
form within a visual scene. The analysis of image struc-
ture is mediated by at least two computationally distinct
stages, which process form information on local and
global spatial scales. In this study we found that dispar-
ity information is used by the visual system to facilitate
the detection of form at both processing stages.
In the ﬁrst experiment we investigated the role of dis-
parity information in recovering dipole orientations.
Glass patterns, in which local dipoles consisted of dots
with diﬀerent disparities, were used as stimuli. It was
found that Glass-pattern detection remained unchanged
for a range of small disparities, but gradually increased
at greater disparities. This ﬁnding is consistent with the
notion that form mechanisms operating in three-dimen-
sional space initially obtain information at the ﬁnest
spatial scales.
Wilson and Wilkinson (1998) observed a similar
ﬁnding when varying the dot-pair separation in two-
dimensional Glass patterns. However, Glass-pattern
thresholds in their study increased when dipole separa-
tions exceeded approximately 10 min arc. This is much
smaller than the separation in depth required for
detecting global form in Experiment 1. A possible
explanation for this diﬀerence is that since the recovery
of dipole orientations can be adequately modelled by
pairing nearest neighbour dots (Caelli & Julesz,
1979), which implies a rather local analysis of form
(see Smith et al., 2002), with increasing dot pair sepa-
ration the chances of spurious or false pairings are
more likely. Accordingly, thresholds would necessarily
increase as a consequence of the probability that some
signal dipoles are lost due to false pairings. This factor
does not apply to three-dimensional Glass patterns,
since with increasing disparity, and providing that the
visual system is making appropriate pairings, partner
dots remain nearest neighbours in two-dimensional
space.
Another interpretation of the ﬁndings of Experiment
1 is that we did not measure the disparity tolerance of
local form mechanisms, instead the patterns are detected
monocularly, and thresholds change due to the addi-
tional increase in dot-pair separation caused by the
introduction of a horizontal oﬀset to produce a disparity
between elements in diﬀerent stereo images. For this
explanation to be correct, one would expect Glass-pat-
tern detection thresholds to increase almost immediately
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pair separations in our stimuli (12 min arc) was already
close to the maximum required for optimal global form
detection (10 arc min—Wilson & Wilkinson, 1998). Our
ﬁndings are not consistent with this interpretation, as
Glass-pattern thresholds in Experiment 1 remain un-
changed with dot-pair separations well beyond those
that are required to optimally detect two-dimensional
stimuli. Our ﬁndings can only be accounted for if the
visual system combines stereo pairs in order to extract
disparity information, and the results reﬂect a depth tol-
erance range over which appropriate local pairings are
extracted.
In the second experiment, disparity information was
shown to play an important role in the perception of
global form. When additional noise dipoles were pre-
sented at disparities close to those of signal dipoles, form
sensitivity was aﬀected as evidenced by an increase in
detection thresholds. For larger disparities, form sensi-
tivity improved until it was the same as if no extra noise
dipoles were present in the stimulus. This ﬁnding reﬂects
a stereo-depth tolerance range over which global form
mechanisms operate to extract local orientations. We
additionally rule out the possibility that this pattern is
due to attentional factors. The results of Experiment 3
demonstrate that selectivity for disparity is still evident
in Glass patterns where observers could not reliably
attend using stereo-depth as a cue to signal dipoles in
the stimulus.
Previously, Hess et al. (1997) investigated the role of
disparity information in detecting a curved contour, or
path, constructed from Gabor micro patterns embedded
in a ﬁeld of like, but randomly oriented elements. Path
elements were constructed so as to have the same or dif-
ferent disparities. In detecting both types of path stimuli,
depth information was shown to enhance the salience of
form; however, detectability was greater for paths in
which elements had the same disparity. Field and Hayes
(2004) argue that contour integration occurs in areas as
early as primary visual cortex, and therefore reﬂects the
functioning of local form detectors. In our study, we
ﬁnd a similar dependency on disparity in the detection
of global structure by mechanisms capable of combining
local signals distributed across space.
Throughout our communication we have empha-
sised that form and disparity information are processed
by a common neural substrate. How do our ﬁndings
compare with the functioning of cells responsible for
the coding of pattern and depth information? Poggio
and Fischer (1977) characterised the response proﬁles
of V1 cells in monkeys to disparity information and
found that some cells are tuned to disparities around
±0.4 from zero disparity. Thus, V1 cells are tuned to
small oﬀsets in depth. These cells could be the neural
correlates of local form detection since, as demon-
strated in the ﬁrst experiment, Glass-pattern sensitivityremains constant for absolute disparities below approx-
imately 17 min arc, which is well within the sensitivity
range of V1 cells.
Disparity tuning is also a characteristic of cells in area
V4, which is a cortical region that features prominently
in the analysis of global form (Watanabe et al., 2002).
Our ﬁndings are in line with this physiological arrange-
ment since the detection of global structure as evidenced
using Glass patterns, is selective for a disparity range of
approximately ±20 min arc from zero disparity. It is
important to note that a number of V4 cells are also
tuned for non-zero disparities with similar bandwidths.
However, it not possible for us to comment on such pat-
tern analysers given that the nature of our psychophys-
ical task examined form integration with patterns
centred on zero disparity.
Wilson and Wilkinson (1998) have provided a two-
stage model of Glass-pattern extraction that takes into
consideration the functional properties of cells in form
sensitive areas. In the ﬁrst stage, local ﬁlters in V1 and
V2 operate to extract local orientations. In the second
stage, local signals are sent to V4 where they are com-
bined to recover global form. While this model is ade-
quate in providing an account of many aspects of
Glass-pattern detection, it cannot account for the ﬁnd-
ings of the present study. A simple solution would be
to modify Wilsons model to take into consideration
the disparity selectivity of local and global form detec-
tors, as implied by our results.Acknowledgment
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