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Abstract. We study the relationship between the sizes of sets B, S in Rn
where B contains the k-skeleton of an axes-parallel cube around each point
in S, generalizing the results of Keleti, Nagy, and Shmerkin [6] about such
sets in the plane. We find sharp estimates for the possible packing and box-
counting dimensions for B and S. These estimates follow from related cardi-
nality bounds for sets containing the discrete skeleta of cubes around a finite
set of a given size. The Katona–Kruskal Theorem from hypergraph theory
plays an important role. We also find partial results for the Haussdorff dimen-
sion and settle an analogous question for the dual polytope of the cube, the
orthoplex.
1. Introduction and Statements of Results
1.1. Introduction. In [6] the authors find sharp bounds for the Hausdorff, box-
counting, and packing dimensions of sets S,B ⊆ R2 where B contains either the
vertices or boundary of an axes-parallel square around every point in S, and cardi-
nality bounds for finite sets satisfying discrete versions of these conditions. Their
results are summarized in the following table. If S has size s for the given notion
of size, then a sharp lower bound for the size of B is given in terms of s:
Notion of Size Vertex problem Boundary problem
(0-skeleton of a 2-cube) (1-skeleton of a 2-cube)
dimP
3
4s 1 +
3
8s
dimB
3
4s max{1,
7
8s}
dimB
3
4s max{1,
7
8s}
dimH max{0, s− 1} 1
| · | Ω(s
3
4 ) Ω(s
7
8−ǫ)
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We want to find similar bounds for sets B,S ⊆ Rn where B contains the k-
skeleton of a n-cube around each point in S. That is, the goal of this paper is to
extend the above table into an N× N array. We manage this in every case except
for the Hausdorff dimension.
The authors in [6] were inspired by Bourgain [2] and Marstrand’s [9] results
about packing circles, which in turn completed work done by E. Stein work on
n-spheres for n ≥ 3 [13] The problem we study, the original problem in [6], and
the problems settled by Stein and (independently) Bourgain and Marstrand are
members of the abundant family of “Kakeya type” problems. The problem of
minimizing size, in the sense of some measure of fractal dimension, over some
family of sets in Rd occurs commonly in geometric measure theory and other areas
of analysis. The analagous discrete problem of optimizing cardinality with respect
to some combinatorial constraint is the domain of extremal combinatorics. This
paper and [6] illuminate some relationships between these two areas of research.
1.2. Notation. Throughout, lowercase latinate letter stand for integers unless oth-
erwise specified. The expression [[a, b]] stands for the discrete interval {a, a+1, ..., b−
1, b} and
[
n
k
]
for k element subsets of [[1, n]]. For x ∈ Rn, I ∈
[
n
k
]
, xI is the vector
in Rk formed by taking the entries of x indexed by I. For any finite set A, |A| is
the number of elements of A.
When we consider sets X ⊆ Rm and Y ⊆ Rn, and functions f, g possibly de-
pendent on X,Y , we will say f ≤ O(g) to mean that f ≤ Cg, and g ≥ Ω(f) to
mean g ≥ cf for some constants C, c ∈ R+ depending only on m, and n. Note that
f ≤ O(g) iff g ≥ Ω(f).
We use the convention that 0 6∈ N. Unless otherwise specificed, a cube will mean
a cube with all sides parallel to the axes, that is, a set of the form x + [a, b]n for
some x ∈ Rn and a < b ∈ R. The k-skeleton of the cube x = [a, b]n is the set
x + ∪
I∈
[
n
k
]∏n
i=1Ai,I where Ai,I is [a, b] if i ∈ I and {a, b} otherwise. A discrete
cube is a set of the form x + [[0, r]]n for some x ∈ Zn and r ∈ N. The discrete
k-skeleton of the discrete cube x+ [[0, r]]n is then x+∪
I∈
[
n
k
]∏n
i=1Ai,I where Ai,I
is [[0, r]] if i ∈ I and {0, r} otherwise.
The notions of dimensions we consider are the Hausdorff dimension, dimH , the
upper and lower box-counting dimension, dimB and dimB respectively, and the
packing dimension dimP . When upper and lower box-counting dimension agree for
a set, we just write dimB. See [3] for definitions and details.
1.3. Main Results. The main results of the paper are the generalizations of the
bounds for box-counting and packing dimensions in [6]:
Theorem 1.1. For any 0 ≤ k < n and any sets B,S ⊆ Rn such that B contains
the k-skeleton of a cube around every point in S,
(1) dimP (B) ≥ k +
(n−k)(2n−1)
2n2 dimP (S), and
(2) dimB(B) ≥ max
{
k,
(
k
n +
(n−k)(2n−1)
2n2
)
dimB(S)
}
= max
{
k,
(
1− n−k2n2
)
dimB(S)
}
,
and similarly dimB(B) ≥ max
{
k,
(
1− n−k2n2
)
dimB(S)
}
.
We also have constructions showing that these bounds are sharp in the sense of
the following theorem:
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Theorem 1.2. Given any 0 ≤ k < n, s ∈ [0, n], there are compact sets B,S,B′, S′ ⊆
Rn with dimP (S) = dimB(S
′) = s, where B and B′ contain the k-skeleton of a cube
around every point in S and S′ respectively, and
(1) dimP (B) = k +
(n−k)(2n−1)
2n2 s, and
(2) dimB(B
′) = max
{(
1− n−k2n2
)
s, k
}
.
The above results are analytic extensions of the following four theorems for
discrete cubes:
Theorem 1.3. If B,S ⊆ Zn are finite, and B contains the discrete k-skeleton of
a cube around every point in S, then for every α < 1− n−k2n2 ,
|B| ≥ Ω(|S|α).
Theorem 1.4. If 0 < ℓ ≤ n, A ⊆ Rℓ, S ⊆ Rn are finite sets such that
(1) ∀x ∈ S ∃r ∈ R+ ∀I ∈
[
n
ℓ
]
∀σ ∈ {−1, 1}ℓ : xI + rσ ∈ A,
then |A| ≥ Ω(|S|ℓ(2n−1)/2n
2
).
Geometrically (1) above means that A contains the vertices of an ℓ-cube around
each point in every projection of S onto an axis-spanned plane. Intuitively, A
collects the non-(n − k)-face cofactors of cubes around each point in S. We also
have constructions showing these are sharp:
Theorem 1.5. For every 0 ≤ k < n and every p ≥ 0, there are finite B,S ⊆ Zn
such that B contains the discrete k-skeleton of a cube around every point in S,
|S| = p, and |B| ≤ O
(
|S|1−
n−k
2n2
)
.
Theorem 1.6. For every 0 < ℓ ≤ n and every p ≥ 0, there are finite B ⊆ Zℓ,
S ⊆ Zn such that |B| ≤ O(|S|ℓ(2n−1)/(2n
2)), |S| = p, and
∀x ∈ S ∃r ∈ R+ ∀I ∈
[
n
ℓ
]
∀σ ∈ {−1, 1}ℓ : xI + rσ ∈ B.
We have a general bound for the Hausdorff dimension and have shown its sharp-
ness in several cases.
Theorem 1.7. If B,S ⊆ Rn and B contains the k-skeleton of a cube around every
point in S, then dimH(B) ≥ max{dimH(S)− 1, k}.
Theorem 1.8. For 0 ≤ k < n, s ∈ [n − k, n], there are Gδ sets B,S ⊆ R
n
where B contains the k-skeleton of an n-cube around each point in S, dimH(B) =
max{k, s− 1} and dimH(S) = s.
Further, if k = 0, there are B,S as above for s ∈ [n− 1, n].
We conjecture that constructions as in the theorem above can be found for all
s. Marianna Cso¨rnyei and Tama´s Keleti have recently proven this conjecture [1].
These results are summarized in the following table:
Notion of Size k-skeleton of an n-cube
dimP k +
(n−k)(2n−1)
2n2 dimP (S)
dimB max{k, (1−
n−k
2n2 )dimB(S)}
dimB max{k, (1−
n−k
2n2 )dimB(S)}
dimH max{k, dimH(S)− 1} (conjectured)
| · | O
(
|S|1−
n−k
2n2
)
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We also have bounds for sets B in Rn containing the vertices of the dual polytope
of the cube, the orthoplex, around every point in a set S of a given dimension:
Theorem 1.9. Let B,S ⊆ Rn such that for all x ∈ S there is some r ∈ R+ such
that x±rei ∈ B, where ei is the i
th standard basis vector. Then, the following hold:
(1) dimH(B) ≥ dimH(S)− 1,
(2) if B,S are finite, then |B| ≥ Ω(|S|
2n−1
2n ),
(3) dimB(B) ≥
2n−1
2n dimB(S) and dimB(B) ≥
2n−1
2n dimB(S), and
(4) dimP (B) ≥
2n−1
2n dimP (S).
And, these bounds are sharp:
Theorem 1.10. For any n, p ∈ N and s ∈ [0, n], we can find compact sets BH ,
BB, BP , Bf , SH , SB, SP , and Sf ⊆ R
n such that BX contains the vertices of an
orthoplex around each point in SX for any X ∈ {H,B, P, f}, dimX(SX) = s for
X ∈ {H,B, P}, |Sf | = p, and
(1) dimH(BH) = max{1, dimH(SH)− 1}
(2) |Bf | = O(|Sf |
2n−1
2n ) (in particular, Sf , Bf are finite)
(3) dimB(BB) =
2n−1
2n dimB(SB)
(4) dimP (BP ) =
2n−1
2n dimP (SP ).
1.4. Structure of the Paper. The rest of this paper is organized as follows. In
section 2, we prove the discrete results. In section 3 we collect results in dimension
theory which we will require. In section 4, we prove bounds for box-counting and
packing dimension. In section 5 we give constructions showing the sharpness of
the bounds for packing dimension and of the bound for box-counting dimension in
the case k = 0 (the vertex case). In section 6 we give a construction showing the
sharpness of the box-counting bound. In section 7 we cover what is known about
Hausdorff dimension and pose a conjecture about this case. In section 8 we settle
the vertex problem for the orthoplex.
2. Discrete Results
The sets we construct and bound in this section will be finite. Most of the
discrete results follow as corollaries from two lemmas: a construction based on i-
ary expansions and a bound relating sets in dimension n and ℓ for any ℓ < n. We
give the construction first. The lemma below generalizes [6, Lemma 4.3].
Lemma 2.1 (Digit Construction). For every n, i, there is a Di,n ⊆ [[−(2i)
2n, (2i)2n]]
of size O(i2n−1) such that, for every x1, ..., xn ∈ [[1, i
2n − 1]], there is some r such
that, for every 0 < j ≤ n, xj ± r ∈ Di,n and |r| ∈ [[1, i
2n]].
Proof. The discrete interval [[1, i2n − 1]] is the set of integers which can be written
in base i with 2n digits and at least 1 nonzero digit. Informally, Di,n is the set of
numbers with at least one 0 in their base i expansion if we allow for negative digits.
Di,n =

2n−1∑
j=0
aji
j : aj ∈ [[2(1− i), 2(i− 1)]],
∏
j
aj = 0
 .
Note that |Di,n| ≤ (4i − 4)
2n − (4i − 5)2n = O(i2n−1). Given n numbers
x1, ..., xn ∈ [[1, i
2n − 1]], denote the terms of their i-expansions by
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xj = xj,2n−1...xj,0,
that is
xj =
2n−1∑
m=0
xj,mi
m with 0 ≤ xj,m < i,
and let r = xn−1,2n−20...0x1,20x0,0 − xn−1,2n−1...x1,30x0,10, that is
r =
(
n−1∑
m=0
xm,2mi
2m
)
−
(
n−1∑
m=0
xm,2m+1i
2m+1
)
.
By permuting the xi, we may assume that at least one of xi,2i or xi,2i+1 is
nonzero, and so r is nonzero. For any j,
xj + r =
(
n−1∑
m=0
(xj,2m + xm,2m)i
2m
)
+
(
n−1∑
m=0
(xj,2m+1 − xm,2m+1)i
2m+1
)
.
We have that |xj,m ± x⌊m/2⌋,m| ≤ |xj,m| + |x⌊m/2⌋,m| ≤ 2(i − 1), and xj,2j+1 −
xj,2j+1 = 0, so xj + r ∈ Di,n. And similarly for xj − r. 
Corollary 2.2 (Theorem 1.6 in the Introduction). For every n ≥ ℓ > 0 and p ≥ 0,
there are B ⊆ Zℓ, S ⊆ Zn such that |B| ≤ O(|S|ℓ(2n−1)/(2n
2)), |S| = p, and
∀x ∈ S ∃r ∈ R+ ∀I ∈
[
n
ℓ
]
∀σ ∈ {−1, 1}ℓ : xI + rσ ∈ B.
Proof. If p = i2n
2
for some i, take B = (Di,n)
ℓ and S = [[1, i2n − 1]]n. For
intermediate values of p, interpolate by taking i to be the smallest such that
p ≤ i2n
2
and let S be a subset of [[1, i2n − 1]]n of size p, and B = (Di,n)
ℓ. Since
(i+ 1)2n
2
− i2n
2
≤ 2n
2
i2n, i2n
2
≤ O(p). The desired inequality follows directly. 
Corollary 2.3 (Theorem 1.5 in the Introduction). For every n > k ≥ 0 and p ≥ 0,
there are B,S ⊆ Zn such that B contains the discrete k-skeleton of a cube around
every point in S, |S| = p, and |B| ≤ O
(
|S|1−
n−k
2n2
)
.
Proof. If p = i2n
2
, take B =
⋃
J∈
[
n
k
]∏n
j=1 Aj , where
Aj =
{
Di,n j 6∈ J
[[1, i2n − 1]] j ∈ J
,
S = [[1, i2n − 1]]n. Otherwise, interpolate as above. 
To get bounds showing that the above constructions are optimal, we will need a
theorem comparing sets in Rℓ to sets in Rn, the (n, ℓ)-dimensional lemma, Lemma
2.7. To get this, we start by proving the case where n = ℓ, the n-dimensional
lemma, Lemma 2.4. This is a generalization of [6, Theorem 4.1]. The idea of the
proof there is to decompose the square into two intersecting lines and use a bound
in R to get a bound in R2. Our argument similarly decomposes the cube into a line
and an (n− 1)-plane and proceeds induction.
We make a slightly more opaque statement of the lemma because this will be
useful for resolving questions about the orthoplex and because the proof is more
natural.
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Lemma 2.4 (n-dimensional Lemma). For any n > 0, B,S ⊆ Rn finite, if there
are v1, ..., vn linearly independent vectors such that for any x ∈ S and 0 ≤ i ≤ n,
there is some r ∈ R+ such that x ± rvi ∈ B (and in particular, if B contains the
vertices of an n-cube around each point in S), then |B| ≥ Ω
(
|S|(2n−1)/(2n)
)
.
Proof. We will prove that, in fact, |B| ≥ 12n−1 |S|
(2n−1)/(2n). We proceed by induc-
tion.
If n = 1, then any point in S is the midpoint of two points in B, so |S| ≤
(
|B|
2
)
≤
|B|2.
So, suppose that the bound holds for Rn; we want to verify it for Rn+1. Let
c = 12n . Consider the planes P1, ..., Pk and lines ℓ1, ..., ℓm through points in S with
each Pi parallel to span(v1, ..., vn) and ℓi parallel to vn+1. Let pi = |S ∩ Pi| and
qi = |S ∩ ℓi|.
Note that for each s ∈ Pi ∩ S, there is some r such that Pi ∩ S contains s± rvi
for 1 ≤ i ≤ n. So, by the inductive hypothesis:
|B ∩ Pi| ≥ 2cp
(2n−1)/(2n)
i and |B ∩ ℓi| ≥ q
1/2
i ,
so that
|B| ≥ 2c
∑
i≤k
p
(2n−1)/(2n)
i and |B| ≥
∑
i≤m
q
1/2
i .
Let a1, ..., aw be the pi which are less than |S|
n/(n+1). There are two cases we need
to consider.
Case 1: a1+ ...+ aw ≥
1
2
|S|. Here we have the following (using ai ≤ |S|
n
n+1 for the
third inequality):
|B| ≥ 2c
∑
i≤k
p
2n−1
2n
i ≥ 2c
∑
i≤w
a
2n−1
2n
i ≥ 2c
∑
i≤w
ai
|S|
1
2(n+1)
≥ c|S|
2(n+1)−1
2(n+1) .
Case 2: a1+ ...+aw <
1
2
|S|.. Here, for each plane Pi where pi > |S|
n
n+1 color Pi∩S
blue. Note that there are at most |S|
1
n+1 planes with blue points. Let q′i be the
number of blue points on ℓi. Since the ℓi do not lie in any Pi we have
q′i ≤ |S|
1
n+1 and q′i ≤ qi.
Also, since every point in S has some line ℓi going through it∑
i≤m
q′i ≥ |S| − a1 − ...− aw ≥
1
2
|S|,
so that
|B| ≥
∑
i≤m
√
q′i ≥
∑
i≤m
q′i
|S|
1
2(n+1)
≥
1
2
|S|
2(n+1)−1
2(n+1) ≥ c|S|
2(n+1)−1
2(n+1) .

To deduce the (n, ℓ)-lemma, the generalization of [6, Theorem 4.2], we will appeal
to Lovasz’s corrolary of the Katona–Kruskal Theorem:
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Theorem 2.5 (Katona [5], Kruskal [7]). Let Y be a set of b-element sets for some
b ∈ N, let X be the (b − c) element subsets of sets in Y , and let
|Y | =
(
n1
k
)
+
(
n2
k − 1
)
+ ...+
(
nj
k − j
)
,
where the ni are a sequence of nonnegative decreasing integers. Then,
|X | ≥
(
n1
k − c
)
+
(
n2
k − c− 1
)
+ ...+
(
nj
k − c− j
)
.
Corollary 2.6 (Lovasz [8]). Let X,Y, b, c be as above, and let x ∈ R be such that
|Y | =
(
x
b
)
, then |X | ≥
(
x
b−c
)
, where
(
x
b
)
= x(x−1)...(x−b+1)b! .
A short proof of these is given in [4].
Theorem 2.7 ((n, ℓ)-dimensional Lemma). If A ⊆ Rℓ, S ⊆ Rn are finite, and
(2) ∀x ∈ S ∃r ∈ R+ ∀I ∈
[
n
ℓ
]
∀σ ∈ {−1, 1}ℓ : xI + rσ ∈ A,
then |A| ≥ Ω
(
|S|ℓ(2n−1)/(2n
2)
)
.
Proof. The condition (2) implies that B = {x ∈ Rn : ∀I ∈
[
n
ℓ
]
xI ∈ A} and S
satisfy the hypotheses of the n-dimensional lemma, Lemma 2.4; indeed, let x ∈ S,
then by linearity of projections
∃r ∈ R+ ∀σ ∈ {−1, 1}n ∀I ∈
[
n
ℓ
]
: xI + σIr ∈ A ⇐⇒
∃r ∈ R+ ∀ σ ∈ {−1, 1}n ∀I : (x+ σr)I ∈ A ⇐⇒
∃r ∈ R+ ∀σ ∈ {−1, 1}n : x+ σr ∈ B.
So, by the previous lemma we have
(3) |B| ≥ Ω(|S|(2n−1)/(2n)).
To compare B and A, we can make the following simplifications. By translating
A appropriately we may assume that for any x ∈ A, the xi are distinct. Let the
symmetric group Σℓ act on R
m by π(x1, ..., xℓ) = (xπ(1), ..., xπ(ℓ)). Taking the orbit
of A under Σℓ only increases the size A by a factor of ℓ!, so we may assume that if
x ∈ A, then (xπ1, ..., xπℓ) ∈ A for any π ∈ Σℓ. Now let
Aˆ = {{x1, ..., xℓ} : x ∈ A} Bˆ = {{x1, ..., xn} : x ∈ B}.
Note that |A| ≥ |Aˆ| and |B| ≤ n!|Bˆ|. If C ∈ Bˆ and C′ ⊂ C with |C′| = ℓ, then
C′ ∈ Aˆ, so we may apply the Katona–Kruskal–Lovasz Theorem to Bˆ and Aˆ. Let
x ∈ R be such that
(
x
n
)
= |Bˆ|. Then |Aˆ| ≥
(
x
ℓ
)
. So, we have then for some c ∈ R+:
|A| ≥ |Aˆ| =
(
x
ℓ
)
≥ cxℓ
|B| ≤ n!|Bˆ| = n!
(
x
n
)
≤ xn.
Combining this with (3), we get
|A| ≥ Ω
(
|B|
ℓ
n
)
≥ Ω
(
|S|
ℓ(2n−1)
2n2
)
.

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We will see that the packing dimension estimate reduces to almost exactly the
above theorem. The next theorem finishes off the discrete problem and will later
be used to give a bound for box-counting dimension. The argument given below
generalizes an unpublished proof by Da´niel T. Nagy [11].
Theorem 2.8 (Theorem 1.3 in the Introduction). If B,S ⊆ Zn are finite, and B
contains the discrete k-skeleton of a discrete cube around each point in S, then, for
every α < 1− n−k2n2 ,
|B| ≥ Ω(|S|α).
Proof. Let R(α) = 2n
2−(2n−1)(n−k)
(2n2)(k+n(1−α)) , f(α) = R(α)k+
(2n−1)(n−k)
2n2 , and β = 1−
n−k
2n2 .
Call α good if, whenever B contains the discrete k-skeleton of a cube around each
point in S, then |B| ≥ Ω(|S|α). Note that the discrete construction, corollary 2.3,
shows that any good α is at most β.
We will show that if α is good, so is f(α) and that limn f
n(0) = β. One can
check that R(α) has been chosen so that
f(α) = 1− (R(α)n(1 − α)).
Now, let α be good. Given sets S,B as in the statement, call a cube in B large
if it has side length at least |S|R(α), and small otherwise.
Case 1: Suppose at least |S|2 points of S are centers of large cubes. For any set
X ⊆ Rn, 1 ≤ ℓ ≤ n, and I ∈
[
n
ℓ
]
, let XI = {xI : x ∈ X}. Let V be the of vertices
of large cubes in B and A =
⋃
I∈
[
n
n− k
] VI . Let S1 be the set of centers of the
large cubes. Then, A,S1 satisfy the (n, n−k)-dimensional lemma (Lemma 2.7 with
l = n− k), so
|A| ≥ Ω
(
|S1|
(n−k)(2n−1)
2n2
)
≥ Ω
(
|S|
(n−k)(2n−1)
2n2
)
.
At least one VI will contain
(
n
k
)−1
|A| ≥ Ω
(
|S|
(2n−1)(n−k)
2n2
)
points. The set B
contains Ω(|VI |) k-faces of large cubes whence
|B| ≥ Ω(|VI ||S|
kR(α)) ≥ Ω
(
|S|R(α)k+
(2n−1)(n−k)
2n2
)
= Ω(|S|f(α)).
Case 2: Suppose that |S|2 points of |S| are centers of small cubes in B. Denote these
centers by S2. Divide Z
n into cubes of side length |S|R(α). Assume that these cubes
of the partition contain x1, ..., xm points of S2 (ignoring the empty cubes). Then,
1 ≤ xi ≤ |S|
nR(α),
∑
xi = |S2| ≥
|S|
2
.
For each point b of B consider the small cubes containing b. The centers of these
n-cubes cannot be in more than 2n cubes from the partition. Let Yi be the union
of small cubes in B with centers counted in xi. We have
∑
i |Yi| ≤ 2
n|B|, and
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|Yi| ≥ Ω(|x
α
i |) since α is good. So,
2n|B| ≥
∑
Ω(xαi )
=
∑
Ω
(
xi
x
(1−α)
i
)
≥ Ω
( ∑
xi
|S|R(α)n(1−α)
)
= Ω
(
|S|1−(R(α)n(1−α))
)
= Ω
(
|S|f(α)
)
.
Algebra shows that f has two fixpoints, 1 and β. By inspection f is monotone
increasing on the interval [0, β] ⊂ [0, 1]. We then have
0 ≤ f(0)⇒ fn(0) ≤ fn+1(0)
and
0 < β ⇒ fn(0) ≤ fn(β) = β.
So, the sequence fn(0) must converge to β. 
3. Dimension Theory Primer
Before proving results about dimension, we collect results from the general theory
that we will use. First, we can equivalently characterize packing dimension as the
countably stabilized box-counting dimension.
Theorem 3.1 (Packing Dimension Equivalents). The packing dimension and mod-
ified box-counting dimension are equivalent. That is, for A ⊆ Rn
dimP (A) = dimMB(A) = inf
{
sup
i∈N
dimB(Ai) : A ⊆
⋃
i∈N
Ai
}
.
See, for instance, [3, Proposition 3.8] for a proof. Note that, since box-counting
dimension is finitely stable (see, for instance [3, Section 3.2]), we can require as-
cending unions:
dimP (A) = inf
{
sup
i∈N
dimB(Ai) : A ⊆
⋃
i∈N
Ai, Ai ⊆ Ai+1
}
.
It is helpful to have comparisons between the different notions of dimension.
Theorem 3.2 (Dimension Inequalities). For A ⊆ Rn and B ⊆ Rℓ, the following
inequalities hold
dimH(A) ≤ dimP (A), dimB(A) ≤ dimB(A).
In general, dimP (A) and dimB(A) are not comparable. For proof, see e.g. [10,
Theorem 8.10]. Finally, we will want to compare the dimensions of products of sets.
Theorem 3.3 (Product Rules). For A ⊆ Rn and B ⊆ Rℓ, the following inequalities
hold:
(1) dimH(A) + dimH(B) ≤ dimH(A×B) ≤ dimH(A) + dimB(B),
(2) dimP (A) + dimH(B) ≤ dimP (A×B) ≤ dimP (A) + dimP (B),
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(3) dimB(A×B) ≥ dimB(A) + dimB(B), and
(4) dimB(A×B) ≤ dimB(A) + dimB(B).
See [14] for proofs of (1) and (2) and [12] for (3) and (4). All of the above
inequalities in this section be strict.
4. Packing and Box-Counting Estimates
The (n, ℓ)-dimensional lemma, and discrete bounds give rise to dimensional ana-
logues. The proofs sketched in [6] apply almost directly. For completeness, we fill
in some details below.
Theorem 4.1 (Theorem 1.1 part 2 in the Introduction). If B,S ⊆ Rn and B
contains the k-skeleton of an n-cube around every point in S, then
dimB(B) ≥ max
{(
k
n
+
(n− k)(2n− 1)
2n2
)
dimB(S), k
}
and similarly
dimB(B) ≥ max
{(
k
n
+
(n− k)(2n− 1)
2n2
)
dimB(S), k
}
.
Proof. Since B contains a k-cube, dimB(B) ≥ k.
For x ∈ Rn and r ∈ R, let x˜m and r˜ be the centers of the half-open dyadic
cube and interval of side length 2−m containing x and r respectively. Define S˜m :=
{x˜m : x ∈ S}. Without loss of generality, B is the union of k-skeletons of cubes
with centers in S. That is, B =
⋃
x∈S C(x, r(x)), where C(x, r(x)) is the k-skeleton
of the cube centered at x with side length 2r(x) depending on x. Let B˜m =⋃
x∈S C(x˜m, r˜(x)m). It is clear that B meets Ω(|B˜m|) cubes in 2
−mZ, and from the
discrete bound, Theorem 2.8,
|B˜m| ≥ Ω(|S˜m|
1− n−k
2n2 ).
So, from some c1, c2 depending only on n, k,
dimB(B) ≥ lim infm
log(|B˜m|) + c1
m
≥ lim inf
m
log(|S˜m|)
(
1− n−k2n2
)
+ c2
m
≥ dimB(S)
(
1−
n− k
2n2
)
,
and similarly for dimB. 
Lemma 4.2. If A ⊆ Rℓ, S ⊆ Rn, and
∀x ∈ S ∃r ∈ R ∀I ∈
[
n
ℓ
]
∀σ ∈ {−1, 1}ℓ : xI + σr ∈ A
then,
dimB(A) ≥
(
ℓ(2n− 1)
2n2
)
dimB(S)
and
dimB(A) ≥
(
ℓ(2n− 1)
2n2
)
dimB(S)
Proof. The proof is exactly as above, except appealing to the (n, ℓ)-dimensional
lemma, Lemma 2.7 instead of Theorem 2.8. 
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Lemma 4.3. If A ⊂ Rℓ, S ⊂ Rn, and
∀x ∈ S ∀I ∈
[
n
ℓ
]
∃r ∈ R ∀σ ∈ {−1, 1}ℓ : xI + σr ∈ A
then
dimP (A) ≥
(
ℓ(2n− 1)
2n2
)
dimP (S).
Proof. We use the equivalence of modified box-counting dimension and packing
dimension, Theorem 3.1, and the remarks following. Write A as an ascending
union A =
⋃
i∈NAi. We want to show that limi dimB(Ai) ≥ dimP (S)
ℓ(2n−1)
2n2 . Let
Si be the set of centers of cubes with vertices whose projections are in Ai. By the
box-counting bound in the previous lemma, dimB(Ai) ≥
ℓ(2n−1)
2n2 dimBSi, whence
lim
i
dimB(Ai) ≥ lim
i
dimB(Si)
ℓ(2n− 1)
2n2
.
Note that S is the ascending union
⋃
i∈N Si. So, limi dimB(Si) ≥ dimP (S). This
completes the proof. 
To get a packing dimension for sets B contaning skeleta of cubes around points in
some set S, we can take rational translates of the set B to ensure it is in a product
form, then apply the above continuous analogue of the the (n, ℓ)-dimensional lemma
to the factors.
Theorem 4.4 (Theorem 1.1 part 1 in the Introduction). If B,S ⊆ Rn and B
contains the k-skeleton of an n-cube around every point in S, then
dimP (B) ≥ dimP (S)
(2n− 1)(n− k)
2n2
+ k.
Proof. First, let B′ = B + Qn. It is clear (from Theorem 3.1, for instance) that
packing dimension is countably stable. Since B′ is a countable union of translates
of B, it then follows that dimP (B
′) = dimP (B).
If P is a k-face in B, then there is a unique I ∈
[
n
n− k
]
such that PI is a singleton,
and there is a k-plane in B′ containing P . So, for some collection of sets Aπ ⊆ R
n−k,
where π ∈ Σn,
B′ ⊇
⋃
π∈Σn
π
(
Aπ × R
k
)
,
where every PI is contained in some Aπ when P is a k-face of a cube in B and PI
is a singleton, and where Σn acts on R
n by π(x1, ..., xn) = (xπ(1), ..., xπ(n)). By the
product rule, Theorem 3.3 part (2), and the fact that dimH(R) = dimP (R) = 1, we
have
(4) dimP (B
′) ≥ max
π∈Σn
dimP (Aπ) + k = dimP
( ⋃
π∈Σn
Aπ
)
+ k.
Note that, if x ∈ S, there is some r ∈ R+ such that there is a k-face of a cube in
B at distance r from x in every direction. That is, for I ∈
[
n
n− k
]
, xI is the center
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of a cube in
⋃
π∈Σn
Aπ. This means A =
⋃
π∈Σn
Aπ and S satisfy the conditions of
the analytic analogue (n, n− k)-dimensional lemma, Lemma 4.3. We then have
dimP (A) ≥
(n− k)(2n− 1)
2n2
dimP (S).
Combining this with (4), we get
dimP (B) = dimP (B
′) ≥ dimP (A) + k ≥
(n− k)(2n− 1)
2n2
dimP (S) + k.

5. Packing and Vertex Constructions
The constructions for packing dimension and the vertex case of box-counting
dimension are completely analogous to those in [6]. The key is a lemma generalizing
the construction of the Cantor set.
Lemma 5.1 ( [6] Lemma 6.1 ). Let {Qi}i∈N be a sequence of finite sets in R
such that diamQi ≤ di, Qi is δi-separated (if x, y are in Qi and distinct, then
|x− y| > δi), |Qi| = ℓi,
∑
i∈NminQi > −∞ and
∑
i∈N maxQi <∞. Let
P =
∑
i∈N
Qi =
{∑
i∈N
qi : qi ∈ Qi
}
.
(1) If there is some c < 1 such that di ≤ cdi−1 for every i ∈ N, then
dimBP ≤ lim sup
j→∞
log(ℓ1, ..., ℓj)
− log(dj)
.
(2) If di + δi ≤ δi−1 then
dimH(P ) ≥ lim inf
j→∞
log(ℓ1, ..., ℓj)
− log(dj+1ℓj+1)
.
Theorem 5.2 (Vertex Constructions). For any positive integer n and any t ∈ [0, 1]
there are compact sets A, T ⊆ R such that
(5) dimH(T ) = dimB(T ) = dimP (T ) = t
and for all x1, x2, ..., xn ∈ T , there is an r ∈ R
+ such that
(6) x1 ± r, x2 ± r, ..., xn ± r ∈ A
and
(7) dimP (A) = dimB(A) = dimH(A) =
2n− 1
2n
t.
Proof. Let βi = ((i− 1)!)
− 2n
2
t , Ai =
βi
i2nDi,n, and Ti =
βi
i2n [[1, i
2n − 1]], where Di,n
is as in Lemma 2.1. Note that A =
∑
i∈NAi and T =
∑
i∈N Ti satisfy (6). It
remains to verify the dimension conditions (5) and (7).
One inequality follows from Lemma 4.2 (for box-counting dimension) and Lemma
4.3 (for packing dimension) with k = 0, ℓ = n and S = T n, and the product
rule, Theorem 3.3. The other inequality follows from the dimension inequalities
(Theorem 3.2) and the fact that the Ai and Ti satisfy the hypotheses of the previous
lemma with δi =
βi
i2n , di =
βi
i2n (i
2n − 1), ℓi = i
2n for the Ti and δ =
βi
i2n , di =
3 βii2n (i
2n − 1), ℓi = |Dk| ≤ O(i
2n−1) for the Ai (one can check this).

CUBES AND THEIR CENTERS 13
We prove a slight generalization of of Theorem 1.2 Part 1 from the introduction.
This will mostly be subsumed by the box-counting construction, except in the case
where s = n.
Theorem 5.3 (Packing and Weak Box-counting Construction). For every n, k with
0 ≤ k < n and every s ∈ [0, n], there are compact sets B,S ⊆ Rn where B contains
the k-skeleton of an n-cube around every point in S, and
dim(S) = s and dim(B) = k + dim(S)
(n− k)(2n− 1)
2n2
where dim is either packing or box-counting dimension.
Proof. First, we want an S of the appropriate dimension and an A with
(8) ∀x1, ..., xn ∈ S ∃r ∈ R
+ ∀I ∈
[
n
n− k
]
∀i ∈ I : xi ± r ∈ A.
We will get B by taking a power of A and interleaving copies of R. The condition
(8) is clearly satisfied if there is some r such that xi ± r ∈ A for every 1 ≤ i ≤ n.
Apply the vertex construction, Lemma 5.2, to get a compact T ⊆ [0, 1] of di-
mension
s
n
and compact A ⊆ R of dimension 2n−12n2 s satisfying
∀x1, ..., xn ∈ T ∃r ∈ R
+ ∀1 ≤ i ≤ n : xi ± r ∈ A
Take S = T n and B =
⋃
I∈
[
n
n− k
]∏n
i=1AI,i where
AI,i =
{
A ifi ∈ I
R otherwise
.
Then,
dim(S) = dim(T )n = s
and
dim(B) = k + dim(A)(n − k) = k +
(n− k)(2n− 1)
2n2
s.
For any x ∈ S, there is some r ∈ R+ such that, for any I ∈
[
n
n− k
]
and σ ∈
{−1, 1}n, xI + rσI ∈ A
k, so x+ rσ ∈
∏n
i=1 AI,i ⊆ B. So, B contains the k-skeleton
of an n-cube around each point in S. 
Note that when s = n the bounds for box-counting and packing dimension are
equal, and the S constructed above is exactly the unit cube.
6. Box-counting Constructions
The box-counting construction is again completely analogous to the construction
in [6, Section 6.2], however there are many more details to keep track of. For
completeness we provide the entire argument below:
Theorem 6.1 (Theorem 1.2 part 2 in the Introduction). For every n, k with 0 ≤
k < n and every s ∈ [0, n], there are compact sets B,S ⊆ Rn where B contains the
k-skeleton of an n-cube around every point in S, and
dimB(S) = s and dimB(B) = max
{
k,
(
1−
(n− k)
2n2
)
s
}
The set A will be stiched together from analogues of the Di,n in Lemma 2.1. We
first need to get better control of how difficult our Di,n analogues are to cover with
intervals of a given length.
14 CUBES AND THEIR CENTERS
Lemma 6.2. For any n, there is a sequence of sets {AN}N∈N of natural numbers
such that the following hold:
(1) For every N and every x1, ..., xn ∈ [[1, N ]] there is r ∈ [[1, 3N ]] such that
for all 1 ≤ i ≤ n, xi ± r ∈ AN .
(2) For every δ > 0 there is C = C(δ) ∈ R+ such that for every R ∈ [1, N ], the
set AN can be covered by CN
δ(N/R)(2n−1)/(2n) intervals of length R.
Proof of Lemma. We first consider N of the form (p!)2n for some p. Here let
AN = (p!)
2n
p∑
i=1
(Di,n ∪ (Di,n − 1))
(i!)2n
where Di,n is as in Lemma 2.1. Suppose x1, ..., xn ∈ [[1, N ]]. Write x as
xk = N
p∑
i=1
xk,i
(i!)2n
where xk,i ∈ [[0, i
2n − 1]] and at least one xn is not 0. For 1 ≤ i ≤ p, let ri ∈ [[1, i
2n]]
be such that xk,i ± ri ∈ Di,n for each k and let
r = N
p∑
i=1
ri
(i!)2n
.
Then, x± r ∈ AN and r ≤ N
∑p
i=1
1
(i−1)! ≤ 3N.
We now need to verify the covering property (2). For 1 ≤ j ≤ p, AN can be
covered in
2n|D2,n||D3,n|...|Dj+1,n| = O(|D1,n|...|Dj,n|) = O(1)
j(j!)2n−1
intervals of length
(p!)2n
p∑
m=j+1
(3m)2n
(m!)2n
≤
32n+1(p!)2n
(j!)2n
.
Define Rj as
32n+1(p!)2n
(j!)2n . We have just shown that AN can be covered by
O(1)j(N/Rj)
(2n−1)/(2n) intervals of length Rj (independent of δ). Note that the
Rj are increasing and Rp ≥ 3
2n+1. For general R we interpolate as follows. By
making C large enough, we may assume R ∈ [Rp = 3
2n+1, N ]. Select j such that
Rj+1 < R < Rj ; AN can be covered by O(N/R
(2n−1)/(2n)
j+1 ) intervals of length
R. Since log(j+1)!log(j)! → 1 as j → ∞, for every δ > 0, there is some C > 0
such that Rj < CR
1+δ
j+1 ≤ O(N
δ)Rj+1. This tells us AN can be covered by
O(N2δ)(N/R)(2n−1)/(2n) intervals of length R.
For general N we again interpolate between values of (p!)2n by using the fact
that
lim
p→∞
log((p+ 1)!)
log(p!)
= 1.

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Proof of Theorem 6.1. The case where s = n is handled by Theorem 5.3, so we
may assume s 6= n. Let α > 0 be such that s = nα1+α . For each i ∈ N, let Ni = ⌊2
αi⌋
and define
Si = [[1, Ni − 1]]
n, Bi =
⋃
I∈
[
n
n− k
]
∏
1≤i≤n
A′i
where A′i =
{
ANi i ∈ I
[−3Ni, 4Ni] otherwise
and ANi is as in the above lemma. Let
εi = 2
−(1+α)i and define
S = {(0, ..., 0)} ∪
⋃
i∈N
(
(2−i, 0, ..., 0) + εiSi
)
B = C0 ∪ {(0, ..., 0)} ∪
⋃
i∈N
(
(2−i, 0, ..., 0) + εiBi
)
,
where C0 is the k-skeleton of a cube of unit side length centered at the origin.
The set S then consists of a sequence of translated shrinking copies of the discrete
cube and B contains the k-skeleton of a cube around each of these points, since Bi
contains the k-skeleton of an n-cube around each point in Si. We then have that
B and S satisfy (1) in the statement of the theorem. It remains to show that these
sets have the correct dimension.
We first verify that dimB(S) ≥ s. S contains a translate of εiSi, so contains
|Ni|
n = Ω(2nαi) = Ω(ε−si ) points at pairwise distance at least εi. Interpolating an
arbitrary ε ∈ (0, 1) between consecutive values of εi, we deduce that dimB(S) ≥ s.
We now show that dimB(B) ≤ max{k, (1−
n−k
2n2 )s}+O(δ) for any δ > 0. To get
the desired estimate, we will count the number of cubes of side length εi needed to
cover B. First fix i and and decompose B as B′i ∪B
′′
i ∪B
′′′
i , where
B′i = C0 ∪
i−1⋃
j=1
(
(2−j , 0, ..., 0) + εjBj
)
B′′i =
⋃
j:εj≤εi≤Njεj
(
(2−j , 0, ..., 0) + εjBj
)
B′′′i =
⋃
j:Njεj<εi
(
(2−j , 0, ..., 0) + εjBj
)
.
We first count the εi balls needed to cover B
′
i. Note that for j < i, εjBj consists
of discrete
(
n
k
)
|ANj |
n−k k-cubes of side length O(εjNj). Since, by part (2) of the
above lemma applied to R = 1, |ANj | = O
(
2αj(
2n−1
2n +δ)
)
, εjBj can be covered by
O(1)|ANj |
n−k
(
εjNj
εi
)k
= O(1)2jα(
2n−1
2n +δ)(n−k)2−jkε−ki =
O(1)ε−ki 2
( (2n−1)(n−k)2n α−k)j+δ(n−k)αj
balls of radius εi. Straightforward calculation shows(
(2n− 1)(n− k)
2n
)
α− k ≤ 0
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exactly when
s ≤
2n2k
2n2 − (n− k)
=
k
1− (n−k)2n2
,
and in this case (shrinking δ by a factor depending on s), B′k can be covered by
O(ε−ki ) balls of radius εi (this means, more or less, that k is the minimum dimension
for B.). Otherwise, s > 2n
2
2n2−(n−k) and B
′
i can be covered by
i−1∑
j=1
O(1)ε−ki 2
( (2n−1)(n−k)2n α−k)j+δ(n−k)αj ≤
O(1)iε−ki 2
( (2n−1)(n−k)2n α−k)i+δ(n−k)α =
O(1)i2(
(2n−1)(n−k)
2n +k)αi2δ(n−k)αi = O
(
ε
−( (2n−1)(n−k)
2n2
+ k
n
)s−O(δ)
i
)
We next count the εi balls needed to cover B
′′
i . Suppose εj < εi < εjNj . Again
using the second part of the previous lemma, ANj can be covered by
O(N δj )(Nj/R)
(2n−1)/(2n)
intervals of length R for any R in [1, Nj]. So, Bj can be covered by
O(N δj )(Nj/R)
(2n−1)(n−k)
2n +k
balls of radius R, and εjBj can be covered by the same number of balls of radius
εjR. Applying this to R = εi/εj (which is in [1, Nj] by assumption), we get εjBj
can be covered by
O(N δj )
(
Njεj
εi
) (2n−1)(n−k)
2n +k
= O(1)
(
2(1−O(δ))jεi
)−( (2n−1)(n−k)2n +k)
balls of radius εi. Taking δ small enough and summing over j ≥ i (via the
geometric sum formula,) we can cover B′′i by
O(1)
(
2(1−O(δ))iεi
) (2n−1)(n−k)
2n +k
= O
(
ε
−s( (2n−1)(n−k)
2n2
+ k
n
)−O(δ)
i
)
balls of radius εi
Finally, we count the number of balls needed to cover B′′′i . The smallest j such
that εjNj < εi satisfies 2
−j ≤ O(εi), so B
′′′
i has diameter O(εi), and can be covered
by O(1) balls of radius εi.
Putting the above estimates together, we get that B can be covered by O(ε−ki )
balls of radius εi when s(1−
n−k
2n2 ) < k and by O(1)
(
ε
(1−n−k
2n2
)s+O(δ)
i
)
balls of radius
εi otherwise. This implies that dimB(B) ≤ max{k, (1 −
n−k
2n2 )s} + O(δ) for small
enough δ. Letting δ tend to 0 gives the desired result. 
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7. Hausdorff Results
The results for Hausdorff dimension are mostly trivial generalizations of the
results in [6]. We will formulate a conjecture based on these partial results. This
conjectures was recently settled in the affirmative by Marianna Cso¨rnyei and Tama´s
Keleti.
Theorem 7.1 (Theorem 1.7 in the Introduction). If B,S ⊆ Rn and B contains the
k-skeleton of a cube around every point in S, then dimH(B) ≥ max{dimH(S)−1, k}.
Proof. Let P be the projection onto the plane normal to (1, ..., 1). Since B contains
the vertices of a cube around each point in S, P (S) ⊆ P (B). So,
dimH(S) ≤ dimh(P (S)) + 1 ≤ dimH(P (B)) + 1 ≤ dimH(B) + 1.

This bound seems quite weak, but it is sharp in the case when n = 2, as shown
in [6]. We can extend this a bit further.
Theorem 7.2. There is a set B ⊆ Rn which contains the boundary, i.e. the
(n− 1)-skeleton, of an n-cube around each point in Rn such that dimH(B) = k.
Proof. Let A ⊆ Rℓ be a comeager set of Hausdorff dimension 0. Since
⋂
1≤i≤n fi(A)
is comeager for any finite family of affine maps {fi}, we have, for any x1, ..., xn ∈ R
(A− x1) ∩ (x1 −A) ∩ (A− x2) ∩ (x2 −A) ∩ ... ∩ (A− xn) ∩ (xn −A) 6⊆ {0}.
This means there is some r ∈ R+ such that xi ± r ∈ A for all 1 ≤ i ≤ n. It then
follows that B =
⋃
1≤i≤nR
i−1 ×A× Rn−i is as desired. 
Using the methods in [6] and in Section 8, one can make compact sets B con-
taining the boundary of a skeleton of a cube around each point in [0, 1] of hausdorff
dimension n− 1.
Corollary 7.3 (Theorem 1.8 in the Introduction). For 0 ≤ k < n, s ∈ [n− k, n],
there are Gδ B,S ⊆ R
n where B contains the k-skeleton of an n-cube around each
point in S, dimH(B) = max{k, s− 1} and dimH(S) = s.
Further, if k = 0, there are B,S as above for s ∈ [n− 1, n].
Proof. The case where n− 1 = k 6= 0 is implied by the previous theorem. The case
where n = 2, k = 0 follows from [6, Theorem 3.5]. We can extend these results to
constructions in higher dimensions simply by taking products with R. Fix n. The
constructions for each k are nearly identical, but it is clearer to separate the case
where k = 0.
Suppose k = 0. For any s ∈ [n − 1, n], there are sets S′, B′ ⊆ R2 such that
dimH(S
′) = s − (n − 2), dimH(B
′) = s − (n − 1) and B′ contains the vertices of
a square around every point in S′. (Such sets are guaranteed to exist by the case
when n = 2). Take B = B′ × Rn−2 and S = S′ × Rn−2. Clearly B contains the
vertices of an n-cube around each point in S. By the product rules, Theorem 3.3,
dimH(S) = dimH(S
′) + (n− 2) = s and dimH(B) = dimH(B
′) + (n− 2) = s− 1.
Suppose k > 0. For any s ∈ [n − k, n], there are S′, B′ ⊆ Rk+1 such that
dimH(S
′) = s− (n−k−1), dimH(B
′) = s− (n−k), and B′ contains the k-skeleton
of a cube around each point in S (these are guaranteed to exist by the case where
n = k + 1), and take S = S′ × Rn−k−1 and B = B′ × Rn−k−1. 
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On the basis of these results, we conjecture that the bound dimH(B) ≥ dimH(S)−
1 is sharp in all cases. This was proven by Cso¨rnyei and Keleti using genericity
arguments [1].
8. Orthoplex Vertex Problem
It is fairly natrual to consider the vertex problem for the dual polytope of the
cube, the orthoplex. That is how small can B be and still contain the vertices of an
orthoplex around each point in a set S of a given size. We can find sharp bounds
for each notion of dimension discussed above.
(The simplex does not have as clear an additive structure as the orthoplex or
cube, and the faces of an orthoplex are not in general orthoplexes. So, the related
questions for simplices and skeleta of orthoplexes are not quite as natural. Of
course, these may turn out to have clean and interesting answers.)
Theorem 8.1 (Theorem 1.9 in the Introduction). Let B,S ⊆ Rn such that for all
x ∈ S there is some r ∈ R+ such that x ± rei ∈ B, where ei is the i
th standard
basis vector. Then,
(1) dimH(B) ≥ dimH(S)− 1,
(2) If B,S are finite, then |B| ≥ Ω(|S|
2n−1
2n ),
(3) dimB(B) ≥
2n−1
2n dimB(S) and dimB(B) ≥
2n−1
2n dimB(S), and
(4) dimP (B) ≥
2n−1
2n dimP (S).
Proof. Precisely the same argument as for the Hausdorff bound of the cube problem
(Theorem 7.1) gives (1). The n-dimensional lemma, Lemma 2.4 gives (2). And, (2)
gives (3) and (4) exactly as Theorem 2.7 gives Lemma 4.1 and Corollary 4.3. 
We can show that all of these bounds are sharp.
Theorem 8.2 (Theorem 1.10 in the Introduction). For any n, p ∈ N and s ∈ [0, n],
we can find sets BH , BB, BP , Bf , SH , SB, SP , and Sf ⊆ R
n such that BX contains
the vertices of an orthoplex around each point in SX for any X ∈ {H,B, P, f, },
dimX(SX) = s for X ∈ {H,B, P}, |Sf | = p, and
(1) dimP (BP ) ≤
2n−1
2n dimP (SP )
(2) dimB(BB) ≤
2n−1
2n dimB(SB)
(3) |Bf | ≤ O(|Sf |
2n−12n)
(4) dimH(BH) ≤ dimH(SH)− 1.
Proof for discrete, box-counting, and packing dimension. A cube has vertices in at
least n independent directions from the center, so we may take the vertex construc-
tions for the cube and apply a linear map to get constructsion for (2),(3), and (4).
More explicitly, there are B′X and S
′
X for x ∈ {P,B, f} satisfying the conditions
(1), (2), and (3) where B′X contains the vertices of a cuber around each point in S
′
X
(Theorems 5.4, 6.1, and 2.3 respectively). There is a basis b1, ..., bn for R
n such that
x± bi ∈ B
′
X for every x ∈ S
′
X and 1 ≤ i ≤ n. Let g be the invertible linear function
defined by g(bi) = ei Then, SX = g(S
′
x) and BX = g(B
′
X) is as desired. 
To get a construction for the Hausdorff dimension, we will generalize the argu-
ments [6, Section 3]. The important points are the splicing operation SPL, which
takes a sequence of sets in some Rm and returns a set in Rm, and a method for
constructing sets with strong intersection properties.
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Lemma 8.3. Let Xi, Zi, Yi ⊆ R
m for some m and all i ∈ N.
(1) minn∈N dimH((Zi)) ≤ dimH(dimH(SPL((Zi)i∈N) ≤ mini∈N dimB(Zi), pro-
vided there are only finitely many distinct Zi and each occurs infinitely
often, and
(2) SPL((Xi × Yi)i∈N) = SPL((Xi)i∈N)× SPL((Yi)i∈N).
These properties of SPL are established in [6, Lemma 3.7] and the remarks
preceding it.
Lemma 8.4. For any compact set of affine maps on R, F , there are Kp ⊆ R and
affine gp, 0 < p ≤M , such that
(1) A :=
⋃M
p=1 gp(Kp) satisfies
⋂
f∈F ′ f(A) 6⊆ {0} for any finite F
′ ⊆ F , and
(2) Kp ⊆
⋃
k∈Z(SPL((X
(p)
i )) + k) where
X
(p)
i =
{
{0} if ∃j : i = (2j − 1)2p
[0, 1] otherwise
.
The above Lemma is implied by the proofs of Propositions 3.1 and 3.6 in [6].
Proof of 8.2 for Hausdorff dimension. We may assume s ∈ [1, n]. Let B be any
compact subset of [0, 1] such that dimH(B) = dimB(B) =
s−1
n−1 . Let F be the set
of functions
F = {x 7→ y − x : y ∈ B} ∪ {x 7→ x− y : y ∈ B}
and let A be the corresponding set given by part 1 of the previous lemma. For
0 < q ≤ n, let
C
(q)
i =
{
I ∃j, p : 2pj = i and j = 2q − 1 (mod 2n)
B otherwise
.
Let C(q) = SPL((C
(q)
i )i∈N) and define
SH =
∏
1≤p≤n
C(p)
and
BH =
⋃
π∈Σn
⋃
i∈[[1,n]]
π
A×∏
q 6=i
C(q)
 .
Then, since for any x1, ..., xn ∈
⋃
1≤q≤n C
(q)
(A− x1) ∩ (x1 −A) ∩ (A− x2) ∩ (x2 −A) ∩ ... ∩ (A− xn) ∩ (xn −A) 6⊂ {0},
if x ∈ SH , 1 ≤ i ≤ n, there is some r ∈ R
+ such that x ± rei ∈ BH , as desired.
(Note that it follows that dimH(BH) ≥ dimH(SH)− 1.)
We have that
∏
1≤p≤n C
(p)
i is (up to a permutation) B
m×In−m for some m < n,
and Bn−1 × I occurs infinitely often. So, by the properties of SPL, Lemma 8.3,
dimH(SH) = (n− 1) dimH(B) + 1 = s.
We also have that, for any I ∈
[
n
n− 1
]
, X
(p)
i ×
∏
q∈I C
(q)
i is (up to a permutation)
one of {0}×Bn−1, {0}×I×Bn−2, I×Bn−1, or I2×Bn−2, and each of these shows
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up infinitely often. So dimH(SPL((X
(p)
i ))×
∏
q∈I C
(q)) = (n−1) dimH(B) = s−1.
Finally,
dimH(BH) = max
1≤i≤n
dimH(A×
∏
p6=i
C(p))
= max
1≤i≤n
max
1≤j≤M
dimH(K
(j) ×
∏
p6=i
C(p))
≤ max
1≤i≤n
max
1≤j≤M
dimH(SPL((X
(j)
ℓ ))×
∏
p6=i
C(p))
= s− 1

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