Abstract. A stationary object is hidden in location i, i ¼ 1; 2; Á Á Á ; K, with probability p i . There are M sensors available and each location can be searched by at most one sensor at each instant of time. Each search of a location takes one unit of time and is conducted independently of previous searches, so that a search of location i finds the object, if it is in that location, with probability a i . After each search of a location a sensor may either continue to search the same location or switch without any delay to another location. We determine optimal search strategies that maximize the total probability of successful search in N units of time, discuss an implementation of an optimal search strategy, and specify conditions under which the solution can be obtained by a forward induction argument. Finally, we discuss the relationship to multi-armed bandits with multiple plays.
Introduction -problem formulation
We formulate and investigate the following search problem with multiple sensors.
Problem (P)
A stationary object is hidden in location i, i ¼ 1; 2; Á Á Á ; K, with probability p i , P K i¼1 p i ¼ 1. There are M (1 < M < K) sensors available and each location can be searched by at most one sensor at each instant of time. Each search of a location takes one unit of time and is conducted independently of previous searches, so that a search of location i, i ¼ 1; 2; Á Á Á ; K, finds the object, given that it is in that location, with probability a i , 0 < a i < 1. After each search of Discrete search with multiple sensors Nah-Oak Song 1 , Demosthenis Teneketzis a location a sensor may either continue to search the same location or switch without any delay to another location. The information about p i and a i for each location i, i ¼ 1; 2; Á Á Á ; K, is given in advance. The objective is to find a search strategy that maximizes the total probability of successful search in N units of time.
Problem (P) is a discrete search problem because the search space is discrete. Conventional discrete search problems (see [1] , [6] , [7] , [10] , [11] , [15] , [18] , [20] , [21] ) are formulated as follows: A stationary object is hidden in one of K locations. The probability that the object is in location i is p i . There is one sensor available. The probability that the object is found in the j-th search of location i is a ij if the object is in location i. The j-th search of location i costs c ij . When there is no time limitation, the objective is to find a search strategy that minimizes the expected cost until the object is found (see [1] , [6] , [7] , [15] , [18] , [20] , [23] ). In the case where the maximum allowable time (or budget) for search is limited two objectives have been considered. The objective in whereabouts search is to find a search strategy that maximizes the probability of correctly stating the location that the object is hidden (see [1] , [11] , [20] , [21] ). In other search problems, the objective is to find a search strategy that maximizes the total probability of successful search (see [1] , [10] , [18] , [20] ).
Discrete search problems other than the conventional ones have been investigated in [1] - [5] , [8] , [12] - [14] , [16] , [18] - [20] , [22] . In [12] Kelly investigated a discrete search problem where the object is always found if it is in the location that is being searched, that is, a i ¼ 1. In [13] Kelly considered a discrete search problem where a search of location i, i ¼ 1; 2; Á Á Á ; K, detects the object with probability d given that the object is in location i, that is, a i ¼ d, and this detection probability d is fixed throughout the conduct of the search but is not known. Discrete search problems where a penalty (or delay) is incurred when the sensor switches locations were investigated in [1] , [8] , [14] , [16] , [24] . The discrete search problems when there are more than one stationary hidden objects have been investigated in [3] , [4] , [19] ; search problems with a moving object have been investigated in [5] , [22] .
Discrete search problems investigated so far assume that there is only one sensor available for conducting search. All problems other than Arkin's (see [2] ) assume that only one location is searched at each instant of time by the sensor. In [2] Arkin assumes that only one sensor is available but it can split its effort among any number of locations. The discrete search problem investigated by Arkin in [2] is different from Problem (P) in the following aspects: (i) The number of locations that are searched at each instant of time is time-varying; more specifically, according to Arkin's uniformly optimal strategy, the number of locations searched at each time instant is nondecreasing in time; (ii) The detection probability in any location (if the object is there) depends on the number of locations that are being searched and not on the location itself; (iii) Arkin's problem is formulated in continuous time.
To the best of our knowledge, Problem (P) is the first investigation of a discrete search problem with multiple sensors.
The rest of paper is organized as follows. A solution to Problem (P) and an implementation of an optimal search strategy are presented in Section 2. Conditions under which the solution to Problem (P) can be obtained by forward induction are also presented in Section 2. The relation of Problem (P) to multi-armed bandits with multiple plays is discussed in Section 3. Conclusions and suggestions for further research appear in Section 4.
Analysis
Our analysis proceeds as follows: In Section 2.1 we present a preliminary result that allows us to restrict attention to a specific class of search strategies in order to determine a solution to Problem (P). We determine a class of optimal search strategies for Problem (P) in Section 2.2, and in Section 2.3 we discuss implementation of these strategies. In Section 2.4 we identify conditions under which the solution to Problem (P) can be obtained by forward induction.
A Preliminary Result
We define by p ij , i ¼ 1; 2; Á Á Á ; K, j ¼ 1; 2; Á Á Á ; N , the probability that the object is found when the jth search of location i is conducted (see Table 1 ). Since we assume that each location can be searched by at most one sensor at each instant of time and N time units are available, the probabilities,
are of no interest for Problem (P). The above defined probabilities have the following property:
Lemma 2.1. The probability p ij , i ¼ 1; 2; Á Á Á ; K, j ¼ 1; 2; Á Á Á ; N , does not depend on the number of times other locations have been searched before the jth search of location i is conducted. That is, for i ¼ 1; 2; Á Á Á ; K, we have
Proof. See Appendix A. h
As a result of Lemma 2.1 the total probability of successful search in N units of time depends only on the number of times a strategy searches each location. Thus, without loss of optimality, we can restrict attention to search strategies of the form
where g i , i ¼ 1; 2; Á Á Á ; K, denotes the number of searches of location i according to gðN Þ in N units of time, 
Note that Eqs. (2) - (4) describe not a single strategy but a set of strategies. Each strategy in this set has the following feature: it visits location i; i ¼ 1; 2; Á Á Á ; K, g i times, possibly at different instances during the period f1; 2; Á Á Á ; N g.
An Optimal Strategy for Problem (P)
An optimal search strategy for Problem (P) is characterized by the following result. Table 1 . There exists one search strategy g Ã ðN Þ defined by
that is optimal for Problem (P).
Proof. Without any loss of optimality, restrict attention to search strategies gðN Þ, satisfying (2)-(4), and denote by 
Then, from Lemma 2.1 it follows that for any gðN Þ in the above class of strategies
Therefore,
Consider any search strategy g 0 ðN Þ :¼ ðg
K Þ (in the above mentioned class of strategies) that is different from g Ã ðN Þ, that is, there are at least two distinct locations i; j 2 1; 2; Á Á Á ; K such that g
and (6)- (7) are true, it follows that
The proof of the theorem will be complete if we can demonstrate that there exists at least one g Ã ðN Þ, described by (5) - (7), that is a feasible strategy. For that matter, we first note that because of Lemma 2.1 the probabilities p ij , i ¼ 1; 2; Á Á Á ; K, are monotone decreasing in j; so, if p ij 0 is in the set L, all p ij , j < j 0 , are also in L. Furthermore, in Section 2.3 we show that there is an implementation of g Ã ðN Þ that satisfies the following constraint: at most one sensor is allocated to each location at each instant of time. Hence g Ã ðN Þ is feasible. h
Implementation of an Optimal Search Strategy
The result of Theorem 2.1 characterizes an optimal search strategy for Problem (P) but does not provide enough information about the implementation of such a strategy. This happens because the result of Theorem 2.1 does not explicitly specify how to deal with the requirement that at most one sensor can be allocated to each location at each instant of time. Indeed, a search strategy specified only by (5) - (7) is not necessarily feasible for Problem (P) as the following example shows.
Example 2.1. Consider Problem (P) with K ¼ 3, N ¼ 3 and two sensors. Suppose g Ã ð3Þ ¼ ð2; 2; 2Þ. The implementation of g Ã ð3Þ that assigns the two sensors to locations 1 and 2 for the first two units of time is not feasible for Problem (P).
The following procedure leads to an implementation of an optimal search strategy g Ã ðN Þ :¼ ðg
is described by Theorem 2.1 and is feasible for Problem (P).
An Implementation of an optimal search strategy g Ã ðN Þ. Let
RðtÞ ¼ ðr Proof. It suffices to show that the above procedure leads to the following inequalities:
where, for all t ¼ 1; 2; Á Á Á ; N ,
First, note that (17) and (18) are true for t ¼ N because of the formulation of Problem (P).
Assume that (17)- (18) are true for t; we want to prove that they are also true for t À 1, t > 1. The inequalities (17) , (18) 
ð21Þ
must hold, because if the opposite is true then
must hold and (4) is violated. At t ¼ 1 we have, as a result of (21) and (22),
for all i ¼ 1; 2; Á Á Á ; K, and
If
is true, then
will hold and (4) is violated. Consequently, at t ¼ 1
Therefore, the above described procedure implements an optimal search strategy, specified by Theorem 2.1; furthermore, it satisfies the requirement that at most one sensor can be allocated to each location at each instant of time. h
In the above procedure, locations determined by lðtÞ; t ¼ 1; 2; Á Á Á ; N , may not be uniquely defined. In such a case any choice of M locations that correspond to the M largest numbers in RðtÞ will lead to an implementation of an optimal search strategy.
Is Forward Induction Optimal for Problem (P)?
Consider now the strategy g I that allocates, at each instant of time, the sensors to the locations with the M highest probabilities of detection. A question that naturally arises at this point is the following. Is g I always an optimal search strategy for Problem (P)? The following example shows that g I is not always optimal. Denote by g I ðN Þ the search strategy g I for the N -horizon problem (N -fixed).
Example 2.2. Consider Problem (P) with K ¼ 3, N ¼ 3 and two sensors. Suppose
The probabilities p ij , i ¼ 1; 2; 3, j ¼ 1; 2; 3, are given in Table 2 .
An optimal search strategy for this problem is given by g Ã ð3Þ ¼ ð2; 3; 1Þ ð 29Þ and the corresponding probability that the object is found in three units of time under g Ã ð3Þ is
The search strategy g Ið3Þ searches locations 1 and 3 at time 1, locations 1 and 2 at time 2, and locations 2 and 3 at time 3. The probability that the object is found in 3 units of time under g Ið3Þ is
Consequently, g I ð3Þ is not an optimal search strategy.
Therefore, it is worthwhile investigating the conditions under which g I ðN Þ is optimal.
We consider first Problem (P) with fixed finite horizon N . The following result provides a condition necessary and sufficient guarantee the optimality of g I ðN Þ for the abovementioned problem. 
Proof. According to Theorem 2.1, g I ðN Þ will be an optimal search strategy for Problem (P) with (fixed) horizon N iff it selects locations so that the corresponding probabilities of detection are the MN largest numbers among
Note that Condition C1 of Theorem 2.2 guarantees the optimality of the search strategy g I ðN Þ for Problem (P) with a fixed horizon N , but it does not necessarily guarantee that the truncation of g I ðN Þ to the first k steps (k ¼ 1; 2; Á Á Á ; N À 1), denoted by g I k ðN Þ, gives an optimal search strategy for the k-horizon problem, as the following example shows: Example 2.3. Consider Problem (P) with K ¼ 3, N ¼ 3 and two sensors. Suppose
The probabilities p ij , i ¼ 1; 2; 3, j ¼ 1; 2; 3, are given in Table 3 .
An optimal search strategy for this problem is given by g Ã ð3Þ ¼ ð2; 2; 2Þ:
The search strategy g I ð3Þ searches locations 1 and 3 at time 1, locations 1 and 2 at time 2, and locations 2 and 3 at time 3. Hence, 
Consequently, Condition C1 does not guarantee the optimality of g I for Problem (P) with any horizon N.
Next we investigate conditions under which the search strategy g I is optimal for Problem (P) with any horizon N , N ¼ 1; 2; Á Á Á. If such conditions exist an optimal search strategy for Problem (P) can be obtained by forward induction.
The following result provides a condition necessary and sufficient to guarantee the optimality of the search strategy g I for Problem (P) with any horizon N . Theorem 2.3. The search strategy g I is optimal for Problem (P) with any horizon N iff the following condition C2 holds:
C2. Consider any time t, t ¼ 1; 2; Á Á Á, and let g iðtÀ1Þ denote the number of times location i, i ¼ 1; 2; Á Á Á ; K, has been searched up until time t À 1 (including time t À 1) according to g I . Consider the M largest numbers among p ij i ðtÞ ; i ¼ 1; 2; Á Á Á ; K; j i ðtÞ ¼ g iðtÀ1Þ þ 1. These numbers are also the M largest numbers among p ij i ; i ¼ 1; 2; Á Á Á ; K; j i ¼ g iðtÀ1Þ þ 1; Á Á Á ; t.
Proof. Sufficiency: Suppose Condition C2 holds. This condition ensures that for every t, t ¼ 1; 2; Á Á Á, the search strategy g I ðtÞ selects the Mt largest numbers among p ij , i ¼ 1; 2; Á Á Á ; K, j ¼ 1; 2; Á Á Á ; t. Hence according to Theorem 2.1, for every t, t ¼ 1; 2; Á Á Á, the search strategy g I ðtÞ is optimal for Problem (P). Necessity: Suppose the search strategy g I is optimal for Problem (P) for all t, t ¼ 1; 2; Á Á Á, but Condition C2 is not satisfied for all t, t ¼ 1; 2; Á Á Á. Let s be the first instant Condition C2 is not satisfied. Then g I ðsÞ does not select the largest Ms numbers among p ij , i ¼ 1; 2; Á Á Á ; K, j ¼ 1; 2; Á Á Á ; s. If g Ã ðsÞ is an optimal search strategy for Problem (P) satisfying the conditions of Theorem 2.1, then, because of (8) and (9) 
and this contradicts the optimality of the search strategy g I for all t. h
The results of Theorems 2.2 and 2.3 show that under certain conditions the solution of Problem (P) g I is of an ''index type.'' This is further explained in the next section where the relationship between Problem (P) and multiarmed bandits with multiple plays is explored.
Relation of Problem (P) to Multi-Armed Bandits with Multiple Plays
Problem (P) can be viewed as a finite-horizon deterministic multi-armed bandit with multiple plays and discount factor equal to one (see [9] , [17] , [18] ) as follows. Each location is associated with an arm of a multi-armed bandit; thus, there are K arms. At time t, t ¼ 1; 2; Á Á Á ; N , the state of the i-th arm, i ¼ 1; 2; Á Á Á ; K, is
where g iðtÀ1Þ denotes the number of times arm i has been played up until time t À 1, including time t À 1 (i.e. g iðtÀ1Þ denotes the number of times location i has been searched up until time t À 1). M arms (M > 1) are played at each instant of time. If arm i is played at time t a reward
is obtained and the arm moves to state
If arm i is not played at time t, no reward is obtained from this arm and the arm's state remains ''frozen'', i.e.
The objective is to determine an allocation policy to maximize the reward
where kðtÞ denote the set of M arms being played at time t. The Gittins index [9] for each arm is achieved at time 1, because, for all arms, the numbers
which give the sequence of rewards obtained from playing arm i, i ¼ 1; 2; Á Á Á ; K, form a strictly decreasing sequence in j.
For the above problem, define the Gittins index rule to be the allocation policy according to which the arms with the M highest indices are being played at each instant of time. Thus, the Gittins index rule coincides with the search strategy g I . Consequently, the following results hold:
Theorem 3.1. Under Condition C1 of Theorem 2.2, the Gittins index rule is optimal for Problem (P) with fixed finite horizon N.
Theorem 3.2. Under Condition C2 of Theorem 2.3, the Gittins index rule is optimal for Problem (P)with any horizon N.
Remark. It is known that the Gittins index rule is, in general, not optimal for the multi-armed bandit problem with multiple plays [17] . The results in [17] provide conditions sufficient to guarantee the optimality of the Gittins index rule for the general multi-armed bandit problem with multiple plays and discount factor strictly less than one. The results here (Theorem 3.2) are for the undiscounted problem and are particularly simple because the index is always achieved at time 1 for all arms.
Conclusion
We formulated a search problem with multiple sensors. We determined optimal search strategies for this problem, discussed an implementation of an optimal search strategy, and specified conditions under which an optimal search strategy can be obtained by forward induction. A critical assumption in the problem formulated in this paper is that the sensors can move instantaneously from one location to another. In reality, when a sensor switches between different locations a delay is incurred. Thus, search problems with switching delays are worth investigating. The inclusion of switching delays drastically changes the nature of search problems. The resulting problems are considerably more difficult than the corresponding ones without switching delays. To the best of our knowledge, there are no analytical results for search problems with multiple sensors and switching delays presently available. 
