The shapes of machined surfaces play a critical role affecting powertrain performance, and therefore, it is necessary to characterize the shapes with high resolution. State-ofthe-art approaches for surface shape characterization are mostly data-driven by interpolating and extrapolating the spatial data but its precision is limited by the density of measurements. This paper explores the new opportunity of improving surface shape prediction through considering the similarity of multiple similar manufacturing processes. It is a common scenario when the process of interest lacks sufficient data whereas rich data could be available from other similar-but-not-identical processes. It is reasonable to transfer the insights gained from other relevant processes into the surface shape prediction. This paper develops an engineering-guided multitask learning (EG-MTL) surface model by fusing surface cutting physics in engineering processes and the spatial data from a number of similar-but-not-identical processes. An iterative multitask Gaussian process learning algorithm is developed to learn the model parameters. Compared with the conventional multitask learning, the proposed method has the advantages in incorporating the insights on cutting force variation during machining and is potentially able to improve the prediction performance given limited measurement data. The methodology is demonstrated based on the data from real-world machining processes in an engine plant.
Introduction
The control of surface shape variation on a machined surface is of great importance in automotive powertrain manufacturing because such variation has a significant influence on the sealing performance and causes distortion during surface assembly, such as those between engine heads and blocks or upper and lower transmission valve bodies. Characterization of the surface shape with high precision has become critical in controlling surface variations to ensure the functional performance of surface assembly.
Various high-resolution surface measurement systems have been developed, including profilometers and laser holographic interferometers. However, the acquisition of high-resolution measurements using those systems is time-consuming and expensive. Moreover, such measurements may not be robust in response to environmental disturbance. For example, the measurement accuracy based on a laser holographic interferometer system can be affected by the heat dissipated from a machined part, measurement table vibration, and surface contamination, thus resulting in data loss and measurement errors, as shown in Fig. 1 . More recent advancement in surface sensing technology is reviewed by Willomitzer et al. [1] . However, fast and high-resolution surface metrology systems have not been widely adopted in quality control for powertrain production.
Various approaches have been developed to make fineresolution evaluation of the entire surface shape based on low or multiresolution surface measurements. These approaches include interpolating and extrapolating surface shapes from measured points through least squares [2] , B-spline methods [3, 4] , and grid fit through triangulation [5] . In spatial statistics, the method is to estimate the surface shape by considering spatial correlations among sampled points. Such correlations reflect the spatial similarities between data in the vicinity on the part surface, and have been extensively utilized to interpolate and extrapolate surface data for form error estimation in machining processes [6] [7] [8] , modeling of spatial wafer variations [9, 10] , and geographic understanding in remote sensing applications [11, 12] . One limitation with these data-driven approaches is that the precision of the surface predictions is constrained by the density of measurements. To deal with the limitation, process knowledge can be integrated with surface measurements to cost-effectively model surface shapes [13, 14] . The prediction improvement was achieved by fusing multiresolution measurements with cutting force dynamics during surface manufacturing. In summary, state-of-the-art surface modeling techniques mostly focus on the interpolation/ extrapolation of the data and process information from one single manufacturing process. Additionally, most of the data-driven methods lack engineering insights. This paper will explore the new opportunities of improving surface shape modeling by considering the commonality between multiple manufacturing processes. The idea is motivated by a common manufacturing scenario when the process of interest lacks sufficient data, whereas rich data could be available from other similar-but-not-identical processes. For instance, an automaker plans to build a new engine plant where there is a lack of historical data to establish a baseline for surface quality control. In the meantime, other engine plants have been running for decades, and therefore, the relevant historical surface data are extensively available. Though the face milling processes in the existing plants were developed for different types of engines, the cutting mechanism for the same materials could be very similar, and thus, those process data can partially contribute to the prediction of the surface shapes in the new plant ( Fig. 2(a) ). A similar scenario applies to a parallel machining station where multiple machines produce the same type of parts in parallel ( Fig. 2(b) ). Surface data from the parallel machines can be utilized to jointly learn the surface shape models for all machines.
These examples motivate us to improve the surface variation prediction by transferring the knowledge learned from data-rich processes to a similar process. Multitask learning has emerged as a solution to knowledge-transfer problems [15] . It can be particularly useful in the situation when a limited amount of data is available in the target task, while data from other related tasks are readily available. Here, a task refers to the learning/estimation of model parameters using training data. It is expected that by learning these tasks simultaneously, superior prediction performance can be achieved over the "no transfer" case (i.e., when each task is learned in isolation). Figure 3 summarizes the difference between multitask learning and traditional single task learning. Multitask learning has been employed to Gaussian process prediction, neural network, Dirichlet processes, and support vector machine [15, 16] . The key problems of multitask learning include the modeling of the similarity among multiple processes and the learning algorithms for model parameters. As for Gaussian processes, various similarity models such as block diagonal or not block diagonal covariance matrix and learning algorithms such as expectation-maximization algorithm are proposed [17] [18] [19] . Therefore, it can be anticipated that through multitask learning, the quality performance of the manufacturing process of interest or the new plant can be predicted by utilizing the observations from different but related manufacturing processes or plants.
It should be noted that the current multitask learning for Gaussian processes is data-driven and does not incorporate the engineering insight into the model prediction. For example, our prior research has uncovered a positive correlation between surface height and effective material removal rate [20, 21] through cutting force dynamics and spatial data modeling. Incorporation of the cutting force variation induced surface modeling can help to improve surface shape prediction. The paper aims to improve surface shape prediction by fusing cutting force variation modeling with surface measurement data from a number of similar machining processes via iterative multitask Gaussian process learning. We first establish a surface model consisting of a global trend that is induced by cutting force dynamics and a local variation term that can be characterized by a zero-mean Gaussian process. The global trend captures the overall shape variation across the surface, and can be well explained by the process physics [13] . An iterative multitask Gaussian process learning algorithm is then developed to learn the parameters from the global trend and the local variation. The algorithm will be demonstrated based on engine head deck face machining processes.
The remainder of this paper is organized as follows. First, the surface model is presented in Sec. 2. Section 3 presents a case study to compare the proposed modeling approach with existing methods. Then, Sec. 4 discusses the selection of hyperparameters, effects of the sample size and the number of tasks, and the effect of the correlation strength between the machining process variable and surface height. Finally, Sec. 5 concludes the paper.
Surface Shape Modeling by Integrating Cutting Force Variation With Multitask Learning
In this section, the engineering-guided multitask learning (EG-MTL) surface model which integrates engineering physics with multitask learning is first presented, and then, an iterative algorithm is developed to estimate the parameters of the surface model.
Engineering-Guided Multitask Learning Surface
Model. Traditional multitask learning approaches for Gaussian processes are data-driven, and do not incorporate engineering physics into the model. This paper develops a new EG-MTL surface model that integrates cutting force variation modeling with multitask learning, aiming to improve the surface prediction accuracy based on limited measurement data. Assume there are m similar-but-not-identical surfaces or surface manufacturing processes, and for surface l, the surface model takes the following form in the equation given below:
where l is the surface index, and l ¼ 1; …; m; s ¼ ðx; yÞ is the coordinate vector, Z l ðsÞ is the surface height at location s in surface l, U l ðsÞ is a covariate vector of the location-dependent highly correlated process variables identified by expert knowledge, f ðÁÞ is a generic function capturing the correlation between the global trend of the surface and process specific engineering factors, e.g., material removal rate, g l ðsÞ is a zero-mean Gaussian process, and e $ N ð0; w 2 Þ. In model (1), the surface variation is decomposed into a global trend that is induced by process settings and a local variation part that is modeled by a zero-mean Gaussian process. The global trend is modeled by a linear combination of multiple process variables. When there are both categorical and continuous process variables, a generalized linear model may be used instead [22, 23] . The local variation is modeled as a zero-mean Gaussian process, and will be jointly learned across multiple similar-but-not-identical surfaces.
The rationale behind this decomposition is as follows. First, model f ðU l ðsÞ; b l Þ is employed to capture the relationship between the process inputs and the surface height in face milling processes. It is reported that the surface height variation in a face milling process is strongly influenced by a number of engineering factors [13, 20, 21] , including (1) the product/surface design that characterizes the design patterns of a surface, e.g., size, shape, and spatial distribution of holes and slots, (2) physical attributes of part materials, such as the defects and heterogeneous physical attributes caused by manufacturing flaws from suppliers, (3) manufacturing process conditions, such as feed rate, spindle tilt, spindle speed, depth of cut, cutter path, and clamping force, and (4) multistage interdependence that characterizes the effects of downstream stages on the surface shapes created in the upstream stages. For details, please refer to Ref. [13] . The functional form of f ðÁÞ should be determined based on a thorough understanding of the process physics. For instance, in a face milling process, the global trend can be approximated by a linear term [20, 13] , i.e., f ðUðsÞ; bÞ ¼ ½I; MRRðsÞb, where I is a column vector of ones, MRR(s) is a column vector and represents the material removal rate (MRR) at location s, and b ¼ ½b 0 ; b 1 T is a 2 Â 1 vector. This linear representation reveals the fact that higher axial cutting force variations due to MMR variation may result in large displacement between the surface and the cutter, causing significant surface height variations. Second, Gaussian process has been proven to be an effective method to model the local random surface variation that exhibits the spatial distribution similarity [13, 24, 25] .
Note: The task similarity/relatedness should be carefully evaluated prior to applying model (1) . However, the definition of task relatedness is unclear [26] . In the applications where expert knowledge is available, task relatedness may be defined based on the feedback of experts [26, 27] . In machining processes, model (1) may be applied to surfaces machined using the same machine or parallel machines in a manufacturing plant. When expert knowledge is limited or unavailable, a preliminary study can be conducted to evaluate the benefits brought by using MTL.
Iterative
Algorithm for Parameter Estimation of the EG-MTL Model. The parameters in model (1) that need to be estimated include: (1) the parameter vector in the global trend, b l , and (2) the parameters in the zero-mean Gaussian process, g l ðsÞ, where l ¼ 1; …; m. The global trend describes the overall spatial variation pattern on a surface, and is mostly determined by the process settings. Thus, b l reflects the overall surface variation and is not location dependent, but it varies with different surfaces. The local variation part shares similarity across multiple surfaces, and multitask learning can potentially improve the estimation accuracy. Figure 4 illustrates the scheme for learning the parameters. As indicated by Fig. 4 , three information sources are fused in the spatial model, namely, (1) surface measurement from the process of interest, (2) cutting force variation, and (3) measurement data from other similar-but-not-identical processes. A summary of the difference between the proposed model and existing approaches is given below.
Traditional multitask learning approaches only employ information from Eqs. (1) and (3), and do not incorporate surface cutting physics; Simple kriging interpolation adopts data source (1) only; and More advanced kriging approaches, e.g., co-kriging and kriging with external drift (KED), jointly utilize information sources (1) and (2), but cannot transfer knowledge from other relevant processes.
In the remainder of this section, we first review the multitask learning algorithm for the joint learning of multiple zero-mean Gaussian processes, and then, present an iterative algorithm for estimating the parameters in model (1) . Fig. 4 Illustration of the EG-MTL scheme 2.2.1 Review of Multitask Learning. A number of multitask learning algorithms are available for Gaussian processes in the literature, such as Refs. [18, 17] . The performance of different approaches depends on the data structure. Without losing generality, this study reviews the approach developed by Yu et al. [18] to illustrate the concept.
The goal of multitask learning for Gaussian processes is to estimate m related functions g l , l ¼ 1,…, m, based on training data represented by the following equation:
where S l 2 R nlÂd is a set of the inputs for function l, g l 2 R nl is a set of the function values at these inputs, and n l is the size of training data for task l. In surface modeling, the location is generally determined by two coordinates (x and y), and thus d ¼ 2. It is further assumed that there are in total n distinct data points in fD l g with minðfn l gÞ n P m l¼1 n l . The commonality among different tasks is defined via the following inductive model [18] .
EG-MTL Model: Let g l be the values of g l on a set S, satisfying [S l & S. Given the hyperprior distribution of l a and C a described by a normal-inverse-Wishart distribution as shown by the following equation, the Gaussian process for task l is generated by the following three steps:
(1) l a ; C a are generated once using Eq.
where jðÁ; ÁÞ is the base kernel function; s 2 S ; and e $ N ð0; r 2 Þ.
It should be noted that the model parameters follow different distributions (Eq. (4)) in different tasks, and the parameters of the distributions follow a common hyper prior distribution (Eq. (3)). The hyper prior distribution reflects the commonality of tasks. The estimates of H ¼ fl a ; C a ; r 2 g can be obtained using an expectation-maximization (EM) algorithm [18] , and the details of the EM procedure are presented in the Appendix. After obtaining H and fâ l g with the EM algorithm, the function value corresponding to an unknown input s u from task l is estimated using the following equation:ĝ
where the prediction is calculated as a linear combination of jðs i ; s u Þ, and s i 2 S includes both the training data from task l and these from other tasks. The kernel function jðÁ; ÁÞ is a measure of the "distance" or similarity between two inputs. One critical limitation of this approach is that the surface means must be accurately estimated and removed prior to conducting multitask learning, because it is based on the assumption that the Gaussian processes have zero means. However, estimation of the global means with limited training data is often not sufficiently accurate. The prediction results can be misleading when the zeromean assumption does not hold. This paper utilizes a linear model to characterize the global trend with expert process knowledge. The estimation is expected to be more accurate, and the zeromean assumption for residual local variation will be valid.
Multitask Learning Algorithm. There are two types of model parameters in model (1), i.e., coefficients in the linear model, b l , and Gaussian process parameters. Simultaneously estimating both types of parameters is challenging as the changes in one part directly impacts the estimation of the other. To address this issue, an iterative algorithm is developed for the model estimation. The algorithm is illustrated by Fig. 5 . For m similar-but-not-identical surfaces, the global trend and the Gaussian processes are estimated in an iterative manner, and this process is terminated when the coefficients in the global trend converge. In this procedure, the superscript j (j ¼ 0, 1,…) specifies the iteration index, and the subscript l (l ¼ 1,…, m) indicates the task/part/surface number. The procedure is further explained as follows.
As an initialization action, the Gaussian process part and the coefficient vector in the global trend are both set to be zero for all surfaces, as shown by Eq. (7) . In general, selection of the initial values do not affect the prediction performance of the algorithm but will affect the convergence speed.
where l ¼ 1,…, m.
In the jth iteration, the Gaussian process part estimated from (j -1)th iteration,ĝ jÀ1 l ðsÞ, is first removed from the surface height for all surfaces, as shown by Eq. (8) . Then, robust linear regression is applied to estimate the coefficient vectorb
The model of the global trend for surface l at the jth iteration is given by Eq. (9).l j l ðsÞ ¼ Z l ðsÞ Àĝ jÀ1 l ðsÞ
where Z l (s) is the height of the lth surface;ĝ jÀ1 l ðsÞ is the estimated Gaussian process for lth surface at the (j -1)th iteration; and l ¼ 1,…, ml j l ðsÞ ¼ U l ðsÞb j l (9) where l ¼ 1,…, m. There are mainly three categories of robust regression methods for linear models: (1) least squares alternatives [28] , (2) parametric alternatives [29] , and (3) unit weights [30] . This study adopts the method presented in Ref. [28] , which applies iteratively reweighted least squares for robust regression. This method has been implemented in some popular computing softwares, such as R and MATLAB. [31] provided a comprehensive overview of the popular robust methods.
After the robust linear regression, the convergence test is conducted to check whether the coefficients of the linear models converge. The change of the coefficient vector is defined by Eq. (10) . The convergence criterion is given by Eq. (11) . The convergence is considered to be achieved if the changes of the coefficient vectors for all surfaces are within a predetermined threshold 
where e 0 is a predetermined threshold and can be tuned based on applications and the accuracy requirement. If convergence is achieved at the jth iteration, the parameter estimation is finished, and the prediction results at the (j -1)th iteration are the final results of the algorithm. If convergence is not achieved, multitask Gaussian process learning (MTGPL) is then conducted to jointly estimate gðsÞ 0 s.
The detailed implementation of multitask learning for Gaussian processes is illustrated by Fig. 6 . Specifically, the first step is to assign the hyper-prior parameters, including s and p in the Normal-inverse-Wishart distribution as described by Eq. (3) and to determine the base kernel function form j(Á,Á). A common practice is to apply cross-validation to select the best settings from a set of candidate parameters and function forms [18, 32] . The second step is to estimate the model and perform predictions, and this step follows the procedure reviewed in Sec. 2.2.1.
The computational complexity of the EG-MTL model is Oðk 1 k 2 mn 3 Þ, where k 1 is the number of iterations for EG-MTL parameter estimation, k 2 is the number of EM iterations for MTL, m is the number of tasks, and n is the training sample size. Here, the computational complexity of robust linear regression is neglected, because the MTL estimation is more dominant. The proposed method is less efficient than Gaussian process multitask learning (GPMTL), the complexity of which is Oðk 2 mn 3 Þ [18], and simple kriging. But it needs to be pointed out that GPMTL and simple kriging generally yield larger prediction errors than the EG-MTL model, which will be shown by the case study in Sec. 3 and the discussion in Sec. 4. To overcome the computational challenge, we will discuss the economic sample size in Sec. 4.2. In practice, a tradeoff between the computational efficiency and prediction performance can be obtained by conducting a prior study that is similar with that in Sec. 4 
.2.
It should be noted that inappropriate initial settings may lead to undesirable results, e.g., slow convergence or nonconvergence and unsatisfactory prediction accuracy. Several practical suggestions are provided as follows to improve the EM efficiency and guarantee the acquisition of the global maximum: random restart (starting with different randomly selected initial parameter values) simulated annealing [33, 34] monitoring the log-likelihood trace, and changing the initial values when (1) fluctuation occurs or (2) convergence is not achieved within a certain number of iterations
Case Study
This section compares the proposed engineering-guided multitask learning surface model (denoted as "EG-MTL model" afterwards) with some representative interpolation methods which have been applied popularly, including the multitask learning for Gaussian processes (referred to as GPMTL), simple kriging, and kriging with external drift (KED). A summary of these methods is given in Table 1 .
GPMTL applies the algorithm described in Sec. 2.2.1. However, this algorithm is only applicable to zero-mean Gaussian processes [18] . The global mean is estimated using the sample mean from the training data. For surface l, l ¼ 1,…, m, the global mean is estimated using the following equation:
where s l,o represents the observed locations in surface l. After removing the global mean, the residuals g(s)'s are jointly estimated using the MTGPL algorithm in Sec. 2.2.1. KED is a generalized case of kriging where the overall trend is modeled as a function of some auxiliary predictors [35, 36] . Linear models may be applied to capture the linear correlations between the target variable and the auxiliary predictors [36] . In the interpolation problem discussed in this study, a linear model is proposed since there is a strong correlation between the surface height Z and the process variables U. This interpolation technique incorporates cutting force variation but do not employ the similarity between the process of interest and other similar-but-nonidentical processes.
A laser holographic interferometer was adopted at a Ford engine plant to measure engine block deck surfaces, and the obtained surface data from this plant will be used throughout this section. The root mean squared error (RMSE) will be used as a metric of the prediction performance, and its resolution is given by Eq. (13) . Another metric of interest is the improvement Fig. 6 Implementation procedure of multitask learning 
where l ¼ 1,…, m is the task/surface number, G l is a set of the locations where prediction is made, and jG l j denotes the size of G l , i.e., test sample size for surface l. (14) where D þ RMSE kriging is the improvement percentage of RMSE from simple kriging to the EG-MTL model; and RMSE kriging and RMSE EGÀMTL are the RMSEs of simple kriging and the proposed EG-MTL model, respectively. Similarly, a metric is defined for the RMSE improvement from the KED interpolation to the EG-MTL model, which can be viewed as a quantification of the benefits brought by multitask learning when expert knowledge is adopted. The metric is given by the following equation:
where D þ RMSE KED is the improvement percentage of RMSE from KED to the EG-MTL model; and RMSE KED and RMSE EGÀMTL are the prediction RMSEs of KED and the EG-MTL model, respectively. The measurement data of three engine head surfaces are utilized to validate the proposed modeling approach. The part information is summarized by Table 2 . The test data of each part consists of approximately 32,600 points, and 50 points are randomly sampled as training data. Here, the random sampling aims to generate data mimicking measurements from a low-resolution metrology system. It is reasonable to sample the data that characterizes major variation features based on process knowledge (e.g., the surface height variation between cylinder bores). Our method is then applied to the downsampled data, i.e., training data, for prediction and validation. Figure 7 shows an engine head surface example, where the height is represented by color, namely, darkscale shading indicates small value and bright-scale shading corresponds to large value; and dots represent sampling locations. The machined surfaces all exhibit a high-low-high-low trend along the horizontal direction; however, these patterns are not identical. For each part, a covariate, U, is simulated to have a correlation of around 0.80 with the surface height, Z. Additionally, in this case study and Sec. 4, the unit of the measurement data and the prediction error is lm. We will omit the unit from now on for the sake of simplicity. The value of e 0 in the convergence criterion (Eq. (11)) is chosen to be 0.1 and remain the same throughout the case study.
The comparative results are shown by Fig. 8 . The average RMSEs of the EG-MTL model, GPMTL, simple kriging, and KED over three parts are 3.30, 4.31, 4.71, and 4.14, respectively. It is seen that for all three parts, the EG-MTL model performs the best, and the simple kriging obtains the worst prediction accuracy. The KED model yields smaller RMSEs than MTGPL and simple kriging, and this result implies that the incorporation of cutting force variation modeling is beneficial. Hence, by incorporating a highly correlated covariate, which can be identified using engineering understanding of the process physics, the EG-MTL model is able to significantly improve the prediction accuracy over existing interpolation techniques. When such knowledge is not available, the data-driven model 
Discussion
This section discusses the following three issues: (1) hyperparameter selection, (2) effects of the sample size and the number of tasks, and (3) the effect of the correlation strength between the covariate and the surface height.
Hyperparameter Selection.
It was found by a preliminary study that a quadratic exponential kernel function performed well in modeling surface height, and we will use this kernel form in this study. Quadratic exponential kernel functions are popularly used in spatial statistics, and the general form is given by the following equation:
where d 2 is an unknown parameter and will be determined later. Three hyperprior parameters need to be determined prior to the modeling, i.e., s and p from the normal-inverse-Wishart distribution, as well as d 2 from the base kernel function. An experiment is conducted to investigate the effects of the hyper parameters using a part of the engine surface. Figure 9 displays an example of the surface, where circles indicate sampling location. A summary of the experimental setting is given as Table 3 . In this study, the number of tasks and the training sample size are fixed as 5 and 20, respectively; the test sample size is about 11,000; the candidate parameter values vary from 0.0001 to 151 (in total 36 values); and all possible combinations (in total 36 3 ¼ 46,656) were tested.
The average RMSE for simple kriging is 6.91, and the best parameter combination found for multitask learning is ½s; p; d 2 ¼ ½0:0001; 1; 111 with a prediction error of 2.87, which is much smaller than that of simple kriging. Figure 10 shows the 1D RMSE trends versus s, p, and d 2 . Figure 11 . Figure 10 (a) shows that as s increases, the RMSE first decreases sharply and then increases slowly, meaning that the prediction performance first improves significantly and then degrades. A similar pattern is observed for p, as displayed by Fig. 10(b) . From Fig. 10(c) , it is noted that when increasing d 2 , the RMSE first decreases, and then increases slowly, meaning that the prediction performance does not change significantly when d 2 is at a relatively high level, e.g., d 2 > 50. These patterns can be reconfirmed by the 3D RMSE plots which are shown by Figs. 11(a)-11(c). It is concluded that (1) In general, smaller s and p along with larger d 2 yield better prediction performance. (2) In practice, it is suggested to choose s and p to be around 1, and d 2 to be between 50 and 100.
The selection of optimal hyperparameter is mostly determined by the spatial variation pattern. When implementing the proposed modeling approach in practice, a cross-validation study may be conducted using the training data to find appropriate values.
Effects of the Sample Size and the Number of Tasks.
The learning performance of multitask learning can be sensitive to the sample size and the number of tasks. Therefore, it is important to analyze the effects of these factors in practice. In this section, three experiments are conducted to investigate the effects of the sample size and the number of tasks. A summary of the experimental settings is given by Table 4 .
In the first experiment, the number of tasks is fixed at 5, and the sample size varies from 10 to 300. Ten runs are repeated for every sample size, and the sampling locations are randomly selected for each run. The experiment results are illustrated by Fig. 12 . It is seen that as the sample size increases, the prediction performance of multitask learning and kriging both improve, and D þ RMSE first increases, then keeps stable, and shows a sign of decreasing in the end. Further, increasing the sample size may not be economically necessary and potentially cause overfitting issue. It is also noticed that the sampling of data will influence the prediction performance. When the experiments were repeated, the training data were randomly generated each time, and the performance variation is reflected by the boxplots in Fig. 12 .
The second experiment fixes the sample size as 50 for all parts, and varies the number of tasks from 3 to 10. The results are shown Fig. 13 . As the increase of the number of tasks, D þ RMSE first increases quickly, and then keeps stable after the number of tasks reaches 17.
In the third experiment, both the number of tasks and the sample size are changed. The number of tasks takes the values of {3, 4,…, 10}, and the sample size varies as {10, 20,…, 150}. Figure  14 (a) displays the 3D trend of RMSE when varying the sample size and the number of tasks. Clearly, the RMSE decreases with greater sample size and number of tasks. Figure 14(b) shows the 3D plot of D þ RMSE, and it is indicated that the multitask learning outperforms simple kriging in all cases, and D þ RMSE increases as the increase of sample size and number of tasks.
The above experimental results lead to the following conclusions:
(1) Multitask learning is able to improve the prediction accuracy over simple kriging; (2) The prediction accuracy improves as the increase of the training sample size for both multitask learning and kriging; (3) The prediction performance improves when the number of tasks increases for multitask learning; (4) D þ RMSE becomes bounded when the sample size and the number of tasks are relatively large.
Intuitively, when the training sample size is sufficient, singletask learning, which is simple kriging in this application, will be able to learn the spatial model very well, and the benefits brought by transferring knowledge thus become limited. Moreover, when the number of tasks increases, duplicate information may exist across tasks, and the improvement becomes less significant.
Effect of the Correlation Strength.
To investigate the influence of qðU; ZÞ on the estimation accuracy, we vary the strength of qðU; ZÞ, and compare the performance of the EG-MTL model, MTGPL, simple kriging, and the KED method. The comparative results are illustrated using Figs. 15(a) and 15(b), which show the trends of RMSE and D þ RMSE when changing the correlation strength, respectively. In Figs. 15(a) and 15(b) , the results corresponding to each correlation strength are averaged over three parts. The following observations are made from these results.
(1) The performance of KED is strongly influenced by the correlation strength. When the correlation between U and Z is not sufficiently strong, e.g., qðU; ZÞ < 0:75, its prediction accuracy is worse than simple kriging. When qðU; ZÞ becomes stronger, the prediction accuracy of KED improves, and outperforms simple kriging. Also, the RMSE improvement from KED to the EG-MTL model decreases as qðU; ZÞ increases, indicating that the benefits introduced by multitask learning become more limited. (2) The prediction accuracy using the EG-MTL model is significantly affected by the correlation strength, i.e., as qðU; ZÞ increases, RMSE for the EG-MTL model decreases and D þ RMSE increases. When the correlation is relatively weak, e.g., less than 0.5, the introduction of such a covariate will degrade the modeling performance. (3) The proposed engineering guided GPMTL outperforms simple kriging in all cases, which means that when expert knowledge on the process is not available and highly correlated variables cannot be identified, the adoption of multitask learning is still beneficial compared with single task learning.
Conclusion
The accomplishments of this paper can be summarized as follows:
(1) An improved surface shape modeling approach by incorporating engineering insights with multitask learning for Gaussian processes. The uniqueness of the developed model is that information on both the cutting force variation modeling and spatial data from other similar-but-notidentical processes is fused in one framework. The model is advantageous in predicting surface height at unobserved locations over the traditional approaches, such as simple kriging, kriging with external drift, and multitask learning for zero-mean Gaussian processes. The approach is validated using the data from real-world machining processes in an engine plant. (2) An iterative algorithm for estimating model parameters. A novel algorithm is developed to iteratively estimate the parameters in the global trend and the local variation represented by zero-mean Gaussian processes. Parameters are updated in each iteration and the procedure is terminated once the convergence criterion is met. Moreover, practical guidelines are proposed to expedite the EM optimization process.
(3) Systematic studies on the hyperparameter selection and the effects of training data size. Response surfaces of the prediction performance are created for the model hyperparameters, the number of tasks, and the training sample size.
The proposed engineering integration model is expected to improve the surface prediction accuracy when limited measurement data are available, thus enabling cost-effective fineresolution surface characterization.
Future research will be focused on (1) variable selection for the iterative engineering guided GPMTL model and (2) task selection for multitask learning. First, the variables that reflect multidisciplinary process information may take various types and formats. These variables may not be equally important for improving the surface shape prediction or they may contain duplicate information. Thus, a variable selection algorithm is needed to identify the most relevant variables to be incorporated in the surface model. Second, a systematic approach is desirable to select the tasks that are used for multitask learning. Some algorithms have been presented in the literature to select tasks based on the quantification of the similarity among tasks. However, the selection may be more complicated in the context of the proposed integration model, and nontrivial efforts are needed to develop a systematic way for the task selection.
