We present supporting material in this online supplement to the main paper. §2 specifies the CU and Lewis KS tests of an NHPP we consider in the main paper. In §3, we illustrate how departures from the Poisson property can have a strong impact upon performance via simulation experiments. §4 provides an example illustrating Theorem 6, which is a theory behind the asymptotic value of the CU KS test statistic applied to an NHPP with linear arrival rate, and §5 presents an asymptotic result paralleling Theorem 6 for a piecewisesmooth arrival rate function.
1.
Lewis Test. Lewis [1965] proposed using a different modification of the CU test, exploiting a transformation due to Durbin [1961] . Following Durbin [1961] , we start with a sample U j , 1 ≤ j ≤ n, hypothesized to be uniformly distributed on [0, 1] . Then let U (j) be the j th smallest of these, 1 ≤ j ≤ n, so that U (1) < · · · < U (n) . This is applied in Lewis [1965] with U (j) = T j /t from the CU test. Next we look at the successive intervals between these ordered observations:
C 1 = U (1) , C j = U (j) − U (j−1) 2 ≤ j ≤ n, and C n+1 = 1 − U (n) .
(2.1)
Then let C (j) be the j th smallest of these intervals, 1 ≤ j ≤ n, so that 0 < C (1) < · · · < C (n+1) < 1.
Now let Z j be scaled versions of the intervals between these new variables, i.e.,
Remarkably, Durbin Durbin [1961] showed in a simple direct argument (by giving explicit expressions for the joint density functions, exploiting the transformation of random vectors by a function) that, under the PP null hypothesis, the random vector (Z 1 , . . . , Z n ) is distributed the same as the random vector (C 1 , . . . , C n ). Hence, again under the PP null hypothesis, the vector of associated partial sums (S 1 , . . . , S n ), where
has the same distribution as the original random vector (U (1) , . . . , U (n) ) of ordered uniform random variables. Hence, we can apply the KS test with the ecdf
for S k in (2.3) and (2.2), comparing it to the uniform cdf
3 Performance Impact of the Arrival Process
In this section, we show the results of a simulation experiment demonstrating the performance impact of departures from the Poisson property in arrival processes. 
We further assume balanced means for (p 1 λ
2 ) as in (3.7) of Whitt [1982] so that p i = [1 ± (c 2 X − 1)/(c 2 X + 1)]/2 and λ i = 2p i . The staffing level, s, is chosen using the square root staffing formula assuming exponentially distributed interarrival times, s ≡ m + β √ m, where m is the offered load λ/µ = 25. We consider three cases for the quality-of-service parameter β: 0.5, 1, and 2 (yielding s =28, 30, and 35). The results are based on 100 replications of 10 3 + 10 5 customers (first 10 3 customers removed to get rid of the initial effect). Associated 95% confidence intervals are also shown. The results show that if we choose staffing levels assuming that interarrival times are exponentially distributed when they are actually hyper-exponentially distributed with c 2 = 2, then we would observe an average of 35% increase in the percentage of the customers that wait (here we consider s = 30, but the increase is similar in other cases).
The impact on staffing is about 1 server in this example. We also note that this H 2 arrival process is not exceptionally far from a PP; other more variable processes have even greater impact on performance. In this section, we illustrate Theorem 6 by considering the linear arrival rate function in (12) -λ(t) = a+bt-of the main paper with a = 1, b = r = 10 and T = 10. We then scale by multiplying this arrival rate function by n. Thus, the expected total number of arrivals is 510n. For each n, we divide the interval [0, 10] into k n equally spaced subintervals. Table 2 shows the performance of the CU and Lewis KS tests as a function of n for various choices of k n . #P is the number of KS tests passed at significance level α = 0.05 out of 1000 replications and ave [p-value] is the average p-values. We see that the conclusions of Theorem 6 are strongly supported by these experimental results.
More on Asymptotics of the CU KS Test
In this section we present an asymptotic result paralleling Theorem 6 of the main paper for a piecewisesmooth arrival rate function. Table 3 shows the results for arrival rate function λ(t) = 100 + 20sin(t) on the Table 2 . Together, they support that it is not strictly necessary that the arrival rate function be piecewise-linear in order for the asymptotic correctness of the piecewise-constant approximation.
We consider a piecewise-smooth arrival rate function λ on the interval [0, T ], by which we mean that there are at most m < ∞ points t i with t 0 ≡ 0 < t 1 < · · · t m < T ≡ t m+1 , such that the arrival rate function is right continuous on [t j−1 , t j ) with left limits at t j for each j and differentiable with derivativeλ on (t j−1 , t j ) for all j with
As a consequence, λ is Lipschitz continuous on each interval [t j−1 , t j ). We will also assume that λ is strictly positive, by which we mean that it and its left limits at t j , 1 ≤ j ≤ m, are positive.
Theorem 5.1 (asymptotic justification of the piecewise-constant approximation of piecewise-smooth functions)
Suppose that we consider a strictly positive piecewise-smooth arrival rate function over the fixed interval
[0, T ] as above scaled by n. Let m be the number of discontinuity points, so that they partition the interval into m+1 disjoint subintervals, closed on the left and open on the right (except at the right endpoint T ) over which the arrival rate function is Lipshitz continuous. Suppose that we use the CU KS test with any specified significance level α based on combining data over (m + 1)k n subintervals, where each of the m + 1 initial subintervals determined by the discontinuity points is partitioned into k n equally spaced subintervals. If condition (23) and (24) in the main paper hold, then the probability that the CU KS test of the hypothesis of a Poisson process will reject the NHPP converges to α as n → ∞.
Proof. The assumed strict positivity and Lipschitz continuity implies that the arrival rate function is bounded below by a constant c > 0. By these properties, there is a constant K such that the function oscillates by at most Kδ over every subinterval (between discontinuity points) that is of width δ. Hence, we can apply essentially the same argument used for the proof of Theorem 3.6 of the main paper. 
