Abstract. Modern telecommunication networks work on the transmission method of common data streams in which data bursts consisting of packets that further consist of particular bits are multiplexed from various traffic sources.
Introduction
There are many types of data bursts on a transmission route between two network nodes from various traffic sources. The data burst length is considered as a random variable. According to Fig. 1 , the burst train in a common data stream can be described as a random process X(t) consisting of series of random occurring rectangular pulses with a random amplitude that only gains 2 values of x 0 = 0 and x 1 = 1 and with a random time length  that gains values of  k , k = 1, 2, ... 
also expresses the average traffic use of a communication channel, e.g. with which part of the total time T theoretically infinitely long the channel was occupied by the transmitted data bursts. In other words, the value y also expresses the probability that the communication channel will be in any moment of sampling t v found as occupied. 
represents the traffic offered to the communication
is the average burst length.
Theory

Random Process Characteristics
The occurrence of data bursts in the common data stream can be considered as the Markov random process because the features of such a process are fulfilled:
 a data burst occurrence is fully random,  bursts last for a random time,
 the probability of a data burst occurrence or end of a burst during a very small time interval t will be proportional to the duration of this interval.
These features represent a hidden deterministic element in the random process. The consequence of this is that it is possible to explicitly derive basic characteristics -correlation and co-variation functions, dispersion and spectrum for that random process [1] , [2] , [3] , [4] .
1) Solution of Random Process
The random process gains only 2 states: S 0 -communication channel is free and S 1 -communication channel is occupied.
The process stays in the zero state S 0 if no data burst occurs during t, the probability of which is:
The process transits from the state S 0 to the state S 1 (communication channel will be seized) if a data burst occurs during t. The probability of this is:
The process stays in the state S 1 if a data burst does not finish during t, the probability of which is:
The process transits from the state S 1 to the state S 0 (communication channel will be released) if a data burst finishes during t. The probability of that is:
The probability that more than 1 change occurs in the state of the channel during t is equal to zero.
The probabilities p 00 , p 01 , p 10 , p 11 are arranged into the matrix of transition probabilities: 
The matrix J is the unit one. The matrix A is the matrix of intensities of transition probabilities. In general, the elements of the matrix A can be time dependent. But if it is supposed the ergodicity of the random process, e.g. the Markov process is homogenous, the time dependence does not exist.
By the solution of the basic equation of the Markov random process
it can be calculated, with which probability p 0 (t) the communication channel will be free and with which probability p 1 (t) the communication channel will be occupied by a data burst in a time t. The equation is solved by means of Laplace transform:
Hence, when the transform is carried out
The sought vector p(t) will be obtained after the inverse Laplace transform
. (13) First, let s. J -A be written in:
The inverse matrix:
To carry out the inverse Laplace transform, the elements of the inverse matrix shall be decomposed into the sum of particle fractions. Then the basic system of equations (13) acquires the form:
The result will be obtained by the inverse Laplace transform:
Hence
These equations describe the Markov random process with 1 channel in that manner that they give the probability with which the random process will stay in one of both states in an eligible future time t.
2) Correlation and Co-variation Function
The value of the random process X(t) acquires in a time t the random variable X that can acquire only 2 values: x 0 = 0 if a data burst is not present or x 1 = 1 if a data burst is present. Thus, there are 4 various combinations of products to determine the correlation function R():
If x 0 = 0, only the last from 4 articles has a non-zero value. As the random process is also stable and ergodic, it does not depend on the value t, so it can be t = 0, too. Then:
The probability P{X(0) = 1  X() = 1} can be get from the formula for the conditional probability:
Supposing stability of the random process with probability P{X(0) = 1}, that the communication channel will be occupied at the beginning (in the time t = 0). The conditional probability is equal to P{X() = 1/X(0) = 1}, if the communication channel was occupied at the beginning, and if it will be also occupied after a time , it can be calculated from the equation (19), in which p 0 (0) = 0 and p 1 = 1:
thereby the equations (2) and (3) were used, too.
Then the correlation function R() using (22) and (24) will be:
The following relationship holds between traffic a offered to a communication channel and their traffic use y:
where p 1 is the probability that a channel is occupied in the steady state:
Substituting into (24) we obtain:
Co-variation function is:
where m is the mean value (mean level) of the random process. Then
So the co-variation function will be: . (32) Dispersion is:
3) Spectrum
The spectrum of a random process can be calculated by means of the Wiener-Khintchin transform which is the Fourier transform of a co-variation function:
Let in the equation (32)
and  2 is given by (33). Then Fig. 2 : Shape, co-variation function and spectrum of the random process.
The data bursts train, the shape of the co-variation function and the spectrum belonging to it are drawn on figure 2 for the comparison. The spectrum on figure 2 c) has a shape of a probability distribution which can advantageously be used for determination of the sampling frequency.
Sampling Frequency
If the spectrum S() is to be considered for a probability distribution, it must be fulfilled: 
which is the Cauchy distribution and it expresses the probability density of occurrence of amplitudes of particular spectral components. Then the elementary rectangle f().. in figure 3 gives the probability with which the components in the interval from  to  +  will occur in the spectrum. All spectral components in the range from - to + occur with the probability P = 1 because the integral from f() in this range equals to 1. That means if we want to catch all changes in the course of the random process with the total certainty, it must be sampled with the infinite high frequency. Therefore, let the sampling frequency is limited by the frequency  v and then the probability P with which each change will be caught in the random process at this sampling frequency will be calculated: 
The sampling frequency or the sampling period can be calculated from this equation for the given probability P:
3. Experimental
Analysis of Results
The equations (41) and (42) give the sampling frequency or sampling interval, respectively in the case data bursts occur totally randomly and their length is totally random, too. It is also the case when the limit situation can occur when data bursts follow consecutively each other and the gap between them is infinitely small (y  1), or the data bursts length is infinitely short (  0), or both cases occur simultaneously.
Practical Application
sampled which would give the sampling interval of 1/1 244 160 000 = 0,8 ns.
Conclusion
Application of this theory on data streams control may save many working operations of digital microcontrollers and thus enhance their performance.
