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Abstract—A distributed consensus algorithm for estimating
the maximum value of the initial measurements in a sensor
network with communication noise is proposed. In the absence of
communication noise, max estimation can be done by updating
the state value with the largest received measurements in every
iteration at each sensor. In the presence of communication noise,
however, the maximum estimate will incorrectly drift and the
estimate at each sensor will diverge. As a result, a soft-max
approximation together with a non-linear consensus algorithm
is introduced herein. A design parameter controls the trade-off
between the soft-max error and convergence speed. An analysis of
this trade-off gives a guideline towards how to choose the design
parameter for the max estimate. We also show that if some prior
knowledge of the initial measurements is available, the consensus
process can converge faster by using an optimal step size in
the iterative algorithm. A shifted non-linear bounded transmit
function is also introduced for faster convergence when sensor
nodes have some prior knowledge of the initial measurements.
Simulation results corroborating the theory are also provided.
Index Terms—Max Consensus, Soft-max, Bounded Transmis-
sions, Asymptotic Covariance, Adaptive Step Size.
I. INTRODUCTION
In sensor networks with no fusion center, consensus is a
process where all the sensors in the network achieve global
agreement using only local transmissions. There are many
advantages of using decentralized wireless sensor networks,
including robustness to link failures and scalability [2], [3].
Max consensus algorithms in the absence of noise are
considered in literature [4]–[9] with applications detailed in
[10], [11]. To the best of our knowledge, all past research
on max consensus has assumed no communication noise.
In the presence of noise, however, existing max consensus
approaches will suffer from divergence.
In this paper, we design, for the first time in the literature,
a fully distributed iterative algorithm to let nodes reach con-
sensus on the maximum of the initial measurements in the
presence of noise. The results provide guidelines on how to
select a design parameter that balances convergence time with
estimator accuracy.
A. Literature Review on Existing Max Consensus Algorithms
The distributed consensus problem has a long history and
has attracted many researchers recently. It has broad applica-
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tions in different areas [2], [3], [12]–[15]. A comprehensive
review of the consensus literature is provided in [16]. While
average consensus is well studied in literature (e.g., [2], [3],
[17]), estimating the average is not always the goal. In various
applications, estimating the maximum measured value in the
network is necessary [15], [7]. For example, spectrum sensing
algorithms that use the OR-rule for cognitive radio applications
can be implemented using max consensus [10]. Also, max
consensus can be used to estimate the maximum and minimum
degrees of the network graph, which are useful in optimizing
consensus algorithms [17]. In [4], it is also mentioned that
max consensus and min consensus have a broad range of
applications in distributed decision-making for multi-agent
systems. In [11], max consensus is used to compensate for
clock drift and is used to time-synchronize wireless sensor
network nodes.
To deal with the problem of finding a unique leader in a
group of agents in a distributed way, a max consensus problem
in a noise-free environment is proposed in [4], where each
node in the network collects data from all of its neighbors
and find the largest received data. At each iteration, after
comparing its own state and the largest received data, each
node updates its state with the max of the two values.
Max consensus algorithms using a similar approach as in
[4] are proposed in [5]–[9]. At each time step, every sensor
in the network updates its state with the largest measurements
it has recovered so far. Reference [7] considers both pairwise
and broadcast communications, and analyzes the convergence
time. A Max-plus algebra is used in [6] to analyze the max
consensus algorithm in a directed graph. Time dependent
graphs are considered in [8], where it is shown that strong
connectivity is required for reaching max consensus. A general
class of algorithms which can be used for both average and
min consensus algorithms is also mentioned in [5] by the
selection of a design parameter.
In [18], the authors extend the work of the weighted power
mean algorithm originally proposed by [19] and show that this
class of algorithms can also be used to calculate the maximum
of the initial measurements when the design parameter is
chosen to be infinity. A similar max approximation algorithm
is also mentioned in [15] to compute the maximum of the
initial measurements in a centralized sensor network with a
fusion center. Reference [18] also describes another distributed
coordination algorithm for max consensus. None of these
approaches addresses the issue of additive noise, or limited
transmit power in their setup.
2B. Statement of Contributions
In wireless sensor networks, information exchange between
nodes usually involves communication noise and wireless
fading channels, therefore it is practical to assume that com-
munications between sensor nodes is noisy [2], [20]. To the
best of our knowledge, all past research on max consensus
has assumed no communication noise. In the presence of
noise, if the max consensus algorithm at each node keeps the
largest received data as in [4]–[9], the estimated maximum
value at each node will drift incorrectly at each iteration
and states of nodes will not converge. The reason is that
by using the max operator at each node, the positive noise
samples will increase the maximum leading to divergence.
Even with channel coding, codeword over the channel may
cause divergence. Some max approximation functions are
considered in [5], [15], [18], [19] for max consensus. However,
the design parameters are chosen to be extreme values to get a
small estimator error, without considering its effect on transmit
power, or convergence time. If the design parameter is set at
extreme values, the the dynamic range of the state value will
be extremely large, which results in large transmit power if
linear consensus is used or slow convergence if non-linear
consensus algorithm is used.
The contribution of this paper is in both design and
analysis of a max consensus algorithm in wireless sensor
networks in the presence of communication noise. Regarding
design, the soft maximum, together with non-linear bounded
transmissions is proposed. The soft maximum of a vector
x := [x1 . . . xN ] is denoted as:
smax(x) =
1
β
log
N∑
i=1
eβxi, (1)
where N is the number of elements in x and β > 0 is a design
parameter. The soft-max of x approximates the maximum
value of x for large β, and is equal to the maximum value
of x as β goes to infinity. The soft-max of x is always larger
than the maximum value of x and the difference between the
two values is less than β−1 logN . Note that if β < 0, then
(1) approximates the minimum value of x.
In the proposed max consensus algorithm, every sensor in
the network evaluates a function eβxi of its initial observation
xi and a non-linear average consensus algorithm such as those
in [3] can be used with a judicious choice of β. The non-linear
bounded transmission is used in the max consensus approach
because an accurate max estimation result can be obtained only
when the design parameter β is chosen to be large. A large
β may result in a very large transmit power if the traditional
linear consensus as in [17] is used. Since sensors typically have
low transmit power, the bounded transmission assumption is a
practical necessity. Note that since average consensus is used,
the proposed max consensus algorithm will work even when
the structure of the graph changes over time [2].
Regarding analysis, three sources of errors in the proposed
max consensus algorithm are presented. We show that the
parameter of the soft-max function that makes the soft-max
approximation accurate, also makes the convergence slow. The
technical novelty in the analysis is the analytical study of
this trade-off. By bounding the error between the convergence
result and the true max, we show that an approximation
of the needed convergence time can be calculated. The last
contribution of the paper is the introduction of the shifted non-
linear bounded function, which makes the convergence faster.
The analyses provide guidelines for nonlinear transmission
design, and algorithm parameter settings to trade-off between
estimation error and faster convergence.
C. Organization
The rest of this paper is organized as follows. In Section
II, the system model is provided. We describe the problem
statement in Section III, and prove that the sensors reach
consensus with the proposed solution. The error analysis
and convergence speed are also analyzed in Section III. In
Section IV, a shifted non-linear function is proposed for faster
convergence. In Section V, simulation results for all proposed
consensus algorithms are presented. Finally, concluding re-
marks are given in Section VI.
II. SYSTEM MODEL
A. Graph Representation
Consider an undirected connected graph G = (N,E) con-
taining a set of nodes N = {1, . . . , N} and a set of edges E.
The set of neighbors of node i is denoted by Ni, i.e., Ni =
{j|{i, j} ∈ E}. Two nodes can communicate with each other
only if they are neighbors. The number of neighbors of node
i is di. We use a degree matrix, D = diag[d1, d2, . . . , dN ],
which is a diagonal matrix containing the degrees of each
node. The connectivity structure of the graph is characterized
by the adjacency matrix A = {aij} such that aij = 1 if
{i, j} ∈ E and aij = 0 otherwise. The graph Laplacian of
the network L is defined as L = D − A. For a connected
graph, the smallest eigenvalue of the graph Laplacian is always
zero, i.e., λ1(L) = 0 and λi(L) > 0, i = 2, · · · , N . The zero
eigenvalue λ1(L) = 0 corresponds to the eigenvector with
all entries one, i.e. L1 = 0. The performance of consensus
algorithms often depends on λ2(L), which is also known as the
algebraic connectivity [21]. Algebraic connectivity of simple
and weighted graphs are discussed in [22], where several upper
and lower bounds to λ2(L) are also given.
B. Assumptions on Wireless Sensor Network Model
We have the following assumptions on the system model: i)
nodes in the distributed sensor network have their own initial
measurements, and the nodes do not know if they have the
maximum; ii) the communications in the network are syn-
chronized, and at each iteration, nodes are broadcasting their
state values to their neighbors; iii) communications between
nodes is analog following [16], [17], [23] and is subject to
additive noise; and iv) each node updates its state based on
the received data.
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Fig. 1: Bounded Transmission Functions.
III. MAX CONSENSUS USING THE SOFT-MAX
A. Problem Statement
Consider a wireless sensor network with N sensor
nodes, each with a real-valued initial measurement, xi, i =
1, 2, · · · , N . It is desired that the nodes reach consensus on the
maximum value of the initial measurements, xmax := maxi xi,
under the assumption that the sensors have a single state
that they update based on local received measurements. Max
consensus in the absence of noise is straight forward: the nodes
update their states with the largest received measurement thus
far in each iteration. Consider the following algorithm at each
node:
xi(t+1)=max
{
xi(t),max
j∈Ni
xj(t)
}
, xˆmax,i(t+1)=xi(t+1).
(2)
However, in the presence of noise, such algorithms will diverge
due to positive noise samples, which can be shown in Figure 3
in Section V. An intuitive explanation is that and any positive
noise sample will always make the maximum larger if the max
operator is used in the max consensus algorithm.
Average consensus is well studied in literature. Existing
average consensus algorithms converge to the sample mean
of the initial measurements. As a result, the soft-max can be
used to calculate the maximum. To relate the soft-max to the
sample mean of {eβxi}, we have,
y¯ =
1
N
N∑
i=1
e
βxi =
1
N
N∑
i=1
yi(0), (3)
where y¯ is the sample mean of the mapped initial mea-
surements and yi(0) := eβxi . The quantity y¯ is computed
using an iterative distributed algorithm, in which each sensor
communicates only with its neighbors. If the states of all the
sensor nodes converge to y¯, then the network is said to have
reached consensus on the sample average of the mapped initial
measurements. The relation between y¯ and the soft-max value
is given by
smax(x) =
1
β
log
N∑
i=1
e
βxi =
1
β
(logN + log y¯). (4)
The average consensus algorithms like in [2], [3] can be
used to achieve consensus in the sensor network. Sensors may
adopt either a digital or analog method for transmitting their
information to their neighbors. One such method is the linear
amplify-and-forward (AF) scheme in which sensors transmit
scaled versions of their measurements to their neighbors where
the iterative algorithm may be chosen as the linear consensus
algorithm of [2]. However, using the AF technique is not
a viable option for consensus on the soft-max. The reason
is that accurate approximation of the max value using the
soft-max method requires the parameter β to be large, which
can result in a large dynamic range of the mapped initial
measurements and large transmit power. Moreover, using a
linear transmit amplifier is power-inefficient. As a result, a
non-linear consensus (NLC) algorithm can be implemented
[3]. The consensus on the soft maximum is achieved by letting
each sensor map its state value at time t through a bounded
function h(·) before transmission to ensure bounded transmit
power. To describe the communications between nodes, we use
the standard Gaussian MAC so that each node receives a noisy
version of the superposition of the transmitted signal from its
neighbors. This is because the step sizes are the same across
different network links and there is no need to recover the
transmitted data separately. Consider the following algorithm
with additive noise at the receiver:
yi(t+1) = yi(t)− α(t)
[
dih(yi(t))−
∑
j∈Ni
h(yij(t)) + ni(t)
]
, (5)
where i = 1, 2, . . . , N , and t = 0, 1, 2, . . ., is the time index.
The value yi(t + 1) is the state update of node i at time
t + 1, yij(t) is the state value of the jth neighbor of node
i at time t, and ni(t) is the additive noise at node i, which is
assumed to be independent across time and space with zero
mean and variance σ2n. α(t) is a positive step size which
satisfies
∑∞
t=0 α
2(t) < ∞ and ∑∞t=0 α(t) = ∞. The node
j transmits its information yij(t) by mapping it through the
non-linear function h(·) to constrain the transmitted power.
We assume that
h(x) =
√
γ u(ωx), (6)
where u(x) is a normalized non-linear bounded function as in
Figure 1 and we make the following assumption on u(x):
Assumptions
(A1): u(0) = 0. u(x) = −u(−x).
(A2): max (u(x)) = 1.
(A3): The function u(·) is differentiable and invertible,
u′(0) = 1 and 0 < du(x)dx ≤ 1.
Parameters γ and ω are constants used to control the shape of
h(·). Note that invertibility of h(·) is needed for convergence,
however there is no need to apply the inverse of h(·) in
equation (5).
Node i receives a noisy version of the superposition∑
j∈Ni h(yij(t)). The recursion in equation (5) can be ex-
pressed in vector form as,
y(t+ 1) = y(t)− α(t)[Lh(y(t)) + n(t)], (7)
where y(t) = [y1(t) y2(t) · · · yN (t)]T and h(y(t)) =
[h(y1(t)) h(y2(t)) · · · h(yN (t))]T. L is the Laplacian matrix
of the graph and n(t) is the vector containing the additive
reception noise at nodes. Since the noise is i.i.d. with variance
σ2n, the covariance of n(t) is σ2nI. Since (5) converges to
a value that approximates (3), the consensus estimate of the
maximum at node i can be written using (4) as
xˆmaxi(t
∗) =
1
β
(logN + log yi(t
∗)) , (8)
where t∗ is the iteration at which the algorithm is stopped.
B. Proof of Convergence
Since the non-linear average consensus approach is used
in the max consensus algorithm, the convergence proof will
follow the proof in [3] which uses a discrete time Markov
process approach [24] (also see Theorem 5 in [3]). Therefore,
there exists a finite real random variable θ∗ such that,
Pr
[
lim
t→∞
y (t) = θ∗1
]
= 1, (9)
4where 1 is a column vector with all ones. Equation (9) shows
that the convergence is reached when t → ∞. The following
theorem characterizes the random variable θ∗.
Theorem 1. θ∗ in (9) is an unbiased estimate of y¯, E[θ∗] = y¯.
Its mean square error ξN = E[(θ∗ − y)2], and is finite which
can be expressed as,
ξN =
σ2n
N
∞∑
t=0
α
2(t). (10)
Proof: The proof is a straightforward adaptation of Theorem
3 in [3].
The nodes in the sensor network reach consensus on the
random variable θ∗ which is an unbiased estimator of the
average of the mapped initial measurements, E[θ∗] = y¯. Then
the soft-max of the initial measurements can be obtained using
equation (4).
In the following subsection, we will analyze the perfor-
mance of the system by considering the three sources of error
between the max estimate at each node xˆmaxi(t∗) in (8), and
the true maximum of the initial measurements xmax.
C. Error Analysis
Let θ0 be a realization of θ∗. From (9) we have that the
states of nodes in the sensor network are converging to θ0 as
t → ∞. However, in practice, we need to stop the algorithm
at a finite iteration time t∗. There are three sources of error
between the true maximum xmax and xˆmaxi(t∗) in (8): i)
(smax(x) − xmax) = 1β (logN + log y¯) − xmax, due to the
fact that soft-max approximation will always be larger than
the true max; ii) (θ0 − y¯) caused by communication noise and
iii) (yi(t∗)− θ0) cause by finite number of iterations.
The size of these errors depend on β,N, t∗ and σ2n. In the
following subsection, we are going to characterize and analyze
these errors.
1) Soft-max error: This is a deterministic error which
depends on β,N , and the value of x. We have:
xmax ≤ smax(x) ≤ xmax + 1
β
logN, (11)
Both inequalities are clearly tight for large β.
2) MSE of the algorithm: The second term (θ0 − y¯) is
due to the presence of communication noise: the state of the
sensors does not converge to the sample mean of the mapped
initial measurements, instead it converges to a random variable
θ∗ whose expectation is the sample mean of the mapped initial
measurements, y¯ from (3). This occurs also in linear average
consensus in the presence of noise. The mean square error of
θ∗ is defined as ξN = E[(θ∗ − y)2] and is characterized as
(10) in Theorem 1. From (10), we see that the mean square
error is finite and is small when
∑∞
t=0 α
2(t) or σ2n small.
3) Convergence speed: The third cause of error is due to a
finite number of iterations: even though limt→∞ y(t) = θ0,
y(t∗) 6= θ0. However, with a judicious choice of non-
linear function h(·) and step size α(t), one can reduce
the convergence time. From now on, we will assume that
α(t) = at+1 , a > 0, which satisfies
∑∞
t=0 α
2(t) ≤ ∞,∑∞
t=0 α(t) = ∞. The convergence speed is analyzed by
establishing
√
t(y(t)−θ01) is asymptotically normal with zero
mean and some covariance matrixC. The next theorem further
quantifies the convergence speed.
Theorem 2. Let 2aλ2(L)h′(θ0) > 1 so that the matrix
[ah′(θ0)B+ I/2] is stable (every eigenvalue of the square
matrix has strictly negative real part) and I is the identity
matrix, and B is a diagonal matrix containing all the non-
zero eigenvalues of −L. Define U = [N−1/21 Φ] which is a
unitary matrix whose columns are the eigenvectors of L. Let
[n˜(t) n˜(t)] = N−1UTn(t) and Cn˜ = E[n˜n˜T] is a diagonal
matrix, Cn˜ ∈ R(N−1)×(N−1). Then as t→∞,
√
t(y(t)− θ01) ∼ N (0,C), (12)
where the asymptotic covariance matrix C = N−1a2σ2n11T+
N−1ΦSθ0ΦT,
and Sθ0 = a2
∫∞
0 e
(ah′(θ0)B+I/2)tCn˜e
(ah′(θ0)B+I/2)t
.
The proof is the same as given in Theorem 5 in [3].
The convergence speed is quantified by ‖C‖, which is
defined to be the largest eigenvalue of the covariance matrix.
We show in Appendix that the l2 norm of the covariance matrix
can be expressed as
‖C‖ = max
‖x‖≤1
x
T
Cx
= max
{
a
2
σ
2
n,
1
N
a2σ2n
2ah′(θ0)λ2(L)− 1
}
. (13)
This norm, ‖C‖, can be optimized with respect to a, and the
value that minimizes ‖C‖ is a∗ = (N +1)/[2Nλ2(L)h′(θ0)].
The optimal value for the l2 norm of the covariance matrix
denoted as ‖C∗‖ can be represented as
‖C∗‖ =
(
N + 1
2N
)2 (
σ2n
λ22(L)
)(
1
h
′(θ0)
)2
=
(
N + 1
2N
)2 (
σ2n
λ22(L)γ
)(
1
ωu
′(ωθ0)
)2
, (14)
which is proved in Appendix. The interpretation is that con-
vergence is slower when ‖C∗‖ is larger.
It is clear form equation (14) that convergence will be fast
if λ2(L) large, which implies faster convergence in a more
connected graph. Also the value of ‖C∗‖ decreases as h′(θ0)
increases, which shows that the convergence speed depends
on the non-linear function and the convergence point.
By observing the three sources of error mentioned above,
we find there is a trade-off between the convergence speed
and the soft-max error. To see this, recall that the convergence
speed is quantified by ‖C∗‖. From the analysis of sources
of error, choosing a larger β would reduce the deterministic
bias caused by the soft-max mapping (11), but degrades the
variance term in (14). The reason is that h(·) is chosen to
be an odd bounded transmission function as in Figure 1 with
a zero-crossing and steepest slope at the origin, with h′(x)
decreasing for x ≥ 0. Since θ0 ≥ 0, h′(θ0) will be small when
θ0 gets larger which increases the value of ‖C∗‖ and makes the
convergence slower. The convergence point θ0 will be large
when β is chosen large since θ0 ≈ 1N
∑
i e
βxi
. Therefore
a trade-off between the convergence speed and the soft-max
error exists: a more accurate soft-max can be obtained by
choosing a large β, but this degrades the convergence speed.
5D. Bound on Convergence Time
The convergence speed of the max-consensus algorithm is
quantified by the asymptotic covariance matrix. If some prior
knowledge about the distribution of the initial measurements
is known, the step size can be set based on the expression of
a∗ = (N+1)/[2Nλ2(L)h
′
(θ0)] and α(t) = a∗/(t+1) to make
the convergence fast. In this section, we assume that the step
size is set to be a∗ as mentioned. The trade-off controlled by
β balances soft-max error and convergence speed. How much
time t∗ is needed for the nodes to reach consensus is always
an important problem. In this subsection, we will show that
by upper bounding the three sources of error in Section III-C,
an approximation on the iteration time for reaching consensus
can be calculated.
The estimate of the max at iteration time t∗ is expressed
as (8), where yi(t∗) is the state at node i at time t∗. Of the
three errors in Section III-C, note that the error (θ0− y¯) can be
ignored when the noise variance σ2n is small, or can be reduced
by running the consensus several times and taking the average
of the results. In the following, we ignore the error (θ0 − y¯)
and calculate the iteration time by bounding the soft-max error
denoted by ε2 and error caused by a finite stopping time t∗
denoted by ε1. When a = a∗, the norm of the asymptotic
covariance matrix of (y(t∗)− θ01) can be bounded by ε1 if
‖C∗‖
t∗
≤ ε1 ⇒ t∗ ≥ ‖C
∗‖
ε1
. (15)
The soft-max error is bounded by bounding the upper bound
in equation (11), which can be expressed as:
logN
β
≤ ε2 ⇒ β ≥ logN
ε2
. (16)
By substituting (16) into ‖C∗‖, a lower bound of the iteration
time needed for reaching consensus can be calculated using
(15):
t
∗ ≥ ‖C
∗‖
ε1
=
(
N + 1
2N
)2 (
σ2n
λ22(L)
) ( 1
h
′
(θ0)
)2
ε1
=
(
N + 1
2N
)2(
σ2n
λ22(L)
) ( 1
h
′
( 1
N
∑
i e
βxi )
)2
ε1
≥
(
N+1
2N
)2 (
σ2n
λ22(L)
)(
1
ε1
) 1
h
′
(
1
N
∑
i e
logN
ε2
xi
)


2
. (17)
The last inequality holds because of (16) and using that h′(x)
is decreasing function when x > 0. We now study how the
final lower bound depends on the convergence error, ε1, and
soft-max error, ε2. It is clear that the bound is inversely related
to ε1. How ε2 affects the bound depends on the choice of h(·).
In the following, we provide two examples of h(·) and
show that how equation (17) is affected by ε2. We will
consider two cases. In the first case, h(x) converges to its
maximum value polynomially fast and in the second case it
converges exponentially. First consider the polynomial case
and let h(x) ≈ √γ
(
1− 1xp+1
)
for large x > 0 for p > 0.
Note that p controls the value of ω in the definition of h(x)
in (6). Then,
h
′
(
1
N
∑
i
e
logN
ε2
xi
)
≈ h′
(
1
N
e
logN
ε2
xmax
)
(18)
= −p√γ (logN) xmax ε
−2
2 N
p( xmax
ε2
−1)(
N
p(
xmax
ε2
−1)
+ 1
)2 (19)
≈ −p
√
γ (logN) xmax
ε22N
p( xmax
ε2
−1)
. (20)
Equation (18) holds since when ε2 is small, the term xi =
xmax dominates. Equation (20) shows how ε2 affects the
convergence time when h(x) ≈ √γ
(
1− 1xp+1
)
for large
x > 0 for p > 0. The asymptotically optimal p that minimizes
(17) is p∗ = 1/
(
(logN)
(
xmax
ε2
− 1
))
, and the lower bound
of the iteration time needed can be calculated as,
t
∗ ≥
(
N+1
2N
)2(
σ2n
λ22(L)
)(
1
ε1
)ε
4
2e
2
(
xmax
ε2
− 1
)2
γx2max

 . (21)
On the other hand, if h(x) converges to its final value, √γ,
exponentially fast, we have h(x) ≈ √γ (1− e−qx) for large
x > 0, with q > 0 which controls the value of ω in the
definition of h(x) in (6). Then,
h
′
(
1
N
∑
i
e
logN
ε2
xi
)
≈ h′
(
1
N
e
logN
ε2
xmax
)
(22)
= −q√γ logN
N
xmax
(
ε
−2
2 N
xmax
ε2
)(
e
−qN
(
xmax
ε2
−1
))
(23)
= − q
√
γ (logN) xmaxN
(
xmax
ε2
−1
)
ε2eqN
(
xmax
ε2
−1
) . (24)
The asymptotically optimal q that minimizes (17) is q∗ =
N
(
1− xmax
ε2
)
, and the lower bound of the iteration time needed
can be calculated as,
t
∗ ≥
(
N + 1
2N
)2 (
σ2n
λ22(L)
)(
1
ε1
)(
ε42e
2
γx2max (logN)
2
)
. (25)
When choosing the non-linear bounded function as men-
tioned above, we have the following observations based on
equation (17), (20) and (24): (i) the required convergence
time will be longer when the error requirements ε1 and ε2
are smaller; (ii) the soft-max error term ε2 dominates the
convergence time in equation (17) in both examples; (iii) the
required convergence time will be longer when xmax or the
system size N is larger; (iv) by comparing equation (21)
and (25), the convergence will be faster when choosing h(·)
that converges to its maximum value exponentially fast is
appropriate if (
xmax
ε2
− 1
)2
> (logN)−2 , (26)
and h(·) that converges to its maximum value polynomially
should be chosen otherwise.
Finally, note that estimating the minimum value of the
local measurements is also sometimes necessary. The min-
consensus can be achieved using the similar initial mapping
but choosing β < 0.
IV. SHIFTED NON-LINEAR BOUNDED FUNCTION USED IN
MAX CONSENSUS
An accurate max estimation using the soft-max approach
requires the design parameter β to be large. As a result, the
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Fig. 2: Graph Representation of the Sensor Network, N = 75.
exponential function used for initial measurements mapping
expands the dynamic range of the initial measurements and the
convergence speed is slow. We now give a modified non-linear
distributed average consensus method using a shifted non-
linear bounded function that can make the convergence process
faster if some prior knowledge of the initial measurements is
available.
The method is based on the fact that the convergence is
faster when the value of h′(θ0) is large from equation (14).
h(·) in the iterative algorithm is replaced by a shifted non-
linear function g(·) defined as g(x) = h(x − T ), where
T is a shift constant. In this case, the optimal step size
a∗s =
(
N+1
2N
) (
1
λ2(L)g′(θ0)
)
=
(
N+1
2N
) (
1
λ2(L)h′(θ0−T )
)
. The
convergence speed is quantified by the norm of the asymptotic
covariance matrix ‖C∗s‖ and can be expressed as,
‖C∗s ‖ =
(
N + 1
2N
)2 (
σ2n
λ22(L)
)(
1
h
′(θ0 − T )
)2
. (27)
From (27), convergence will be faster when h′(θ0 − T ) is
larger. h′(θ0 − T ) reaches its largest value when T = θ0
if h(·) is chosen as a sigmoid function with steepest slope
at origin. Note that θ0 is unknown in practice, but one can
use prior information on the initial measurements to choose
T . If the distribution of the initial measurements is known
at the sensor nodes, a reasonable choice of T is to choose
it as the expected value of the mapped initial measurements:
T = E[eβxi] ≈ 1N
∑N
i=1 e
βxi
.
V. SIMULATIONS
In this section, simulation results for max consensus algo-
rithms are presented. Different β values are used to trade-off
between convergence speed and error between the proposed
approach and the true max of the initial measurements.
A. Performance of Max Consensus
In the max consensus simulations, the initial measurements
{xi} are chosen to be uniformly distributed over (0, 1) in
Figure 3 and 4. Gaussian noise with zero mean and unit
variance is added to receiver nodes. The graph of the sensor
network is fixed for all simulations with N = 75 sensors. as
shown in Figure 2. In Figure 3, the traditional max consensus
algorithm is used and each node always keeps the largest
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Fig. 3: Entries of traditional max consensus result versus
iterations t (Keep the largest measurement at each iteration).
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(a) Entries of the consensus soft max result versus iterations t, β =
5, ω = 0.015, h(x) = √γ tanh(ωx), α(t)= 4.4473
t+1
, a∗ ≈ 4.4473.
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= 7, ω = 0.015, h(x) = √γ tanh(ωx), α(t) = 61.7513
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, a∗ ≈
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Fig. 4: Simulation Results for Max Consensus.
measurement from its neighbors. We can see from Figure 3
that in the presence of noise, the states of nodes will diverge.
In Figure 4, xˆmaxi(t∗) from equation (8) for all nodes are
plotted to illustrate the convergence of the soft-max result for
different β and a values. Note that the actual maximum value
is 0.9561 in the simulations. In each of Figures 4, h(x) =√
γ tanh(ωx), with ω = 0.015 and γ = 7.5dB, note that γ
controls the peak transmit power and ω controls the shape of
h(x); β is 5 in Figure 4(a) and 7 in Figure 4(b). a is chosen as
(N+1)/[2Nλ2(L)h
′(y¯)] ≈ a∗ and the following observations
can be made by comparing the two figures: (i) As β increases,
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Fig. 5: Entries of the consensus soft max result versus
iterations t, β = 30, ω = 10−11, h(x) = √γ tanh(ωx),
α(t)= 5.03×10
10
t+1 , a
∗≈5.03× 1010.
the estimates of the soft-max of x are closer to the actual
value of the maximum value of x and (ii) As β increases, the
convergence is slower, which matches the result in equation
(14). In Figure 5, an accurate max estimate is obtained by set
β = 30. It is shown that by properly choosing the non-linear
function h(·) and step size a, an accurate max consensus can
be attained within a few iterations. From Figure 5, we can
see that the error between the convergence result and the true
max is around 0.06, therefore, Figure 5 can be a recommended
solution for max estimation in sensor networks.
B. Performance of Max Consensus with Shifted Non-linear
Bounded Function
In the simulation of max consensus using a shifted non-
linear bounded function, the initial measurements {xi} are
chosen to be uniformly distributed over (0, 1). Gaussian noise
with zero mean and unit variance is added to the receiver
nodes, γ = 7.5dB in all simulations. The graph is the same
as the max consensus simulation with N = 75 sensors. In
Figure 6, xˆmaxi(t∗) for all the nodes are plotted. In each of
Figures, a = 12, ω = 0.015 and β is 7. In Figure 6(b), shifted
non-linear bounded functions are used in transmission, and
T is chosen to be the sample mean of the mapped initial
measurements. By comparing Figure 6(a) and 6(b), it is shown
that using the shifted non-linear bounded function can improve
the convergence speed.
VI. CONCLUSIONS
A practical approach for reliable computation of the max-
imum value of local measurements over autonomous sensor
networks with no fusion center is proposed. The trade-off be-
tween estimation accuracy and convergence time is quantified.
It is proved that the sensor network will reach consensus,
that is, the state values converge to a random variable whose
expectation is the sample mean of the mapped function, and
the soft-max can be calculated using the consensus result. The
shifted non-linear function used to adjust the transmit nonlin-
earity is also introduced to make the convergence speed faster.
The results provide guidelines towards nonlinear transmission
design, and algorithm parameter settings to trade-off between
estimation error and faster convergence.
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Fig. 6: Simulation Results for Max Consensus Using Shifted
Non-linear Bounded Functions.
APPENDIX
The Convergence will be slow when ‖C‖ is large, where
‖C‖ is the max eigenvalue of C. The problem can be
formulated as,
‖C‖ = max
{x|x∈RN ‖x‖≤1}
x
T
Cx. (28)
Let U = [ 1√
N
Φ], the columns of U are the eigenvectors
of L. Since L is an Hermitian matrix, the columns of U form
an orthonormal basis of RN . Let x = Uz with ‖z‖ ≤ 1, we
have
x
T
Cx = (Uz)TC(Uz) (29)
= zT
(
a2σ2nU
T11TU
N
+
UTΦSθ0ΦTU
N
)
z (30)
= zT {A1 +A2} zT = zTA3zT, (31)
where A1 = diag
[
a2σ2n, 0, · · · , 0
]
N×N ,
A2 = diag
[
0, 1N S1,1, · · · , 1N Sn−1,n−1
]
N×N and
Si,i =
a2σ2n
2ah′(θ0)λi+1(L)−1 , i = 1, 2, · · · , N − 1.
A3 = diag
[
a2σ2v,
1
N S1,1, · · · , 1N Sn−1,n−1
]
N×N . Equality
in (31) holds since the columns of Φ are orthogonal to 1 and
Sθ0 is a diagonal matrix which can be calculated as,
S
θ0 = a2
∫ ∞
0
e
[ah′(θ0)B+I/2]tCe[ah
′(θ0)B+I/2]t dt (32)
8= a2σ2n
∫ ∞
0
e
Ht
dt (33)
= diag
[
a2σ2n
2ah′(θ0)λ2(L)− 1 , · · · ,
a2σ2n
2ah′(θ0)λN(L)− 1
]
, (34)
where H is an (N − 1) × (N − 1) diagonal matrix and
Hi,i = 2ah
′(θ0)λi+1(L) − 1. Note that (34) holds under the
assumption that 2ah′(θ0)λi(L)−1 > 0 for all i, which is same
as the requirement in Theorem 5 in [3] that [ah′(θ0)B+ I/2]
is stable.
Since λ2(L) is the smallest non-zero eigenvalue, we have
1
N
a2σ2n
2ah′(θ0)λ2(L)− 1 ≥
1
N
a2σ2n
2ah′(θ0)λi(L)− 1 , for i > 2. (35)
Therefore, from equation (31), (34) and (35), we get,
‖C‖ = max
{x|x∈RN ‖x‖≤1}
x
T
Cx
= max
{
a
2
σ
2
n,
1
N
a2σ2n
2ah′(θ0)λ2(L)− 1
}
. (36)
In the following, the optimal ‖C∗‖ is calculated together
with the corresponding optimal a = a∗.
‖C∗‖ = min
{a|2ah′(θ0)λ2(L)>1}
max
{x|x∈RN ‖x‖≤1}
x
T
Cx
= min
{a|2ah′(θ0)λ2(L)>1}
max
{
a
2
σ
2
n,
1
N
a2σ2n
2ah′(θ0)λ2(L)−1
}
. (37)
We noticed that the first term a2σ2n in equation (37) is a
monotonic increasing function of a. The monotonicity for the
second term can be check by taking the derivative respect to a,
it is easy to check that the term is decreasing if 12h′(θ0)λ2(L) <
a ≤ 1h′(θ0)λ2(L) , and the term is increasing if a > 1h′(θ0)λ2(L) .
By checking the value of ‖C∗‖ for marginal a, we find that
the problem in equation (37) is solved by letting,
a
2
σ
2
n =
(
1
N
)(
a2σ2n
2ah′(θ0)λ2(L)− 1
)
. (38)
By solving equation (38), we get,
a = a∗ =
(
N + 1
2N
)(
1
λ2(L)h′(θ0)
)
. (39)
It is easy to check that 12h′(θ0)λ2(L) < a
∗ ≤ 1h′(θ0)λ2(L) . Plug
the optimal a∗ into the expression of ‖C‖, the corresponding
optimal value, ‖C∗‖ is given by,
‖C∗‖ =
(
N + 1
2N
)2(
σ2n
λ22(L)
)(
1
h
′(θ0)
)2
. (40)
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