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Abstract. Community detection is a research area from network science
dealing with the investigation of complex networks such as biological,
social and computer networks, aiming to identify subgroups (commu-
nities) of entities (nodes) that are more closely related to each other
than with remaining entities in the network [1]. Various community de-
tection algorithms are used in the literature however the evaluation of
their derived community structure is a challenging task due to varying
results on different networks. In searching good community detection al-
gorithms diverse comparison measures are used actively [2]. Information
theoretic measures form a fundamental class in this discipline and have
recently received increasing interest [3]. In this paper we first mention
the usual evaluation measures used for community detection evaluation
We then review the properties of f -divergence measures and propose the
ones that can serve community detection evaluation. Preliminary exper-
iments show the advantage of these measures in the case of large number
of communities.
Keywords: Community Detection · Information Theory · f -divergence
· distance measures.
1 Introduction
The goal of community detection is to partition the given network into commu-
nities to understand its topological structure [1].
When a community detection algorithm is applied and the studied network
is partitioned into communities, the output is a n dimensional random vector
X = (x1, x2, ..., xn), where n is the number of nodes in the network and each
xi ∈ {1, ..., k} element represents the community assignment of node i, where k
is the number of communities (i ∈ {1, ..., n}).
In order to quantitatively assess the goodness of the derived network par-
tition, it can either be compared with other partitions of a network or with
pre-known ground truth [2, 4].In the literature of the domain it is mostly ac-
complished by using evaluation measures imported from clustering problems and
information theory [2, 4, 5].
From the list of available evaluation measures, the application of information
theoretic measures in community detection is more prospective because of their
strong mathematical foundation and ability to detect non-linear similarities [3,
7].
Let X = (x1, x2, ..., xn) and Y = (y1, y2, ..., yn) be two different partitions
of the network. We assume that community assignments xi and yi are values
of random variables X and Y respectively with joint probability distribution
p(x, y) = P (X = x, Y = y) and marginal distributions p(x) = P (X = x)
and p(y) = P (Y = y). Thus calculating the similarity of two network parti-
tions can be viewed as comparing two random variables which is typical an
encoding/decoding problem in information theory. Mutual information (MI) is
a popular measure in information theory, measuring the mutual dependence of
two random variables X and Y . It measures how much information about one
random variable is obtained through the other random variable [6]. However
MI is not a normalized measure making it unsuitable to quantitatively evaluate
and compare different partitions. Several normalized variants of MI called nor-
malized mutual information (NMI) were introduced by Yao [8], Kvalseth [9]
and Strehl et al. [10]. Later Meila [11] introduced variation of information (VI)
which unlike MI is a metric measure. Finally normalized variation of information
(NVI) and normalized information distance (NID) were proposed by Kraskov et
al. [12].
In [3], the authors performed an organized study of information theoretic
measures for clustering comparison; it has been mathematically proved that NVI
and NID satisfy both the normalization and the metric properties. Moreover, it
was showed that NID is preferable since it better uses the [0, 1] range. Despite
the fact that NMI, NVI, NID have many advantages, some experiments challenge
their effectiveness [3, 7].
According to Amelio and Pizzuti [13] normalized mutual information needs
adjustment as it has unfair behavior especially when the number of communities
in the network is large. The authors suggested to adjust the NMI by introducing
a scaling factor which also compares the number of communities detected by an
algorithm and the actual number of communities in the ground truth.
Another modification was suggested by Zhang [14] who claims that NMI is
affected by systematic errors as a result of finite network size which may result
in wrong conclusions when evaluating community detection algorithms. Relative
normalized mutual information (rNMI) introduced by Zhang takes into account
the statistical significance of NMI by comparing it with the expected NMI of
random partitions.
An important class of information theoretic measures are so called f - diver-
gences. These are measures of discrimination between two probability distribu-
tions. Their properties, connection inequalities and applications in information
theory, machine learning, statistics and other applied branches were studies in
many publications, see for example [15–18].
However, they have never been considered as community detection evaluation
measures despite their properties that make them good candidate for this task. In
this paper we investigate the properties of some f -divergences from community
detection evaluation point of view. We think that some of them could serve
as a good alternative to existing information theoretic measures in community
detection evaluation framework.
The paper is organized as follows: we demonstrate some popular information
theoretic measures in Section 2, show some f -divergence measures and discuss
their useful properties for considering them in community detection evaluation
in Section 3 and conclude in Section 4.
2 Information Theoretic Measures
Various measures are used in community detection problems to evaluate net-
work’s partition into communities, which are imported from other disciplines
such as cluster analysis and information theory [2, 4, 5].
In recent years information theoretic tools were applied in various fields such
as coding theory, statistics, machine learning, genomics, neuroscience etc. [6].
The same tools are also useful when in community detection since they provide
a bunch of measures to compare network partitions. One of the basic measures
is the mutual information between two random variables, which tells how much
knowing one of clusterings reduces the uncertainty about the other. Mutual
information of two discrete random variables is defined as [6]:
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log
p(x, y)
p(x)p(y)
= H(X)−H(X|Y ),
where H(X) is the entropy of X and H(X|Y ) the conditional entropy of X given
Y .
H(X) = −
∑
x
p(x) log p(x)
H(X|Y ) = −
∑
x,y
p(x, y) log p(x|y)
Considering random variables as random community distributions of a network,
it is used to compare network partitions.
To evaluate and compare community structures, it is highly desired that
the measures satisfy two main properties: normalization property and metric
property.
– Normalization property
A measure is normalized if the range of values it takes fall into a fixed interval.
Normalized measures are easy to interpret and in community detection problems
it is of paramount importance as it is necessary to quantitatively assess the
similarity of a given partition with other partitions or with ground truth. In
community detection evaluation most of the measures fall into intervals [0, 1] or
[−1, 1].
– Metric property
A measure d is a metric if it satisfies the following properties:
– Non-negativity: d(x, y) ≥ 0,
– Identity: d(x, y) = 0 ⇔ x = y,
– Symmetry: d(x, y) = d(y, x),
– Triangle inequality: d(x, y) + d(y, z) ≥ d(x, z).
The metric property conforms to the intuition of distance [11] and it is important
in the case of complex space of clusterings as many theoretical results already
exist for metric spaces.
Based on the properties of MI, that is non-negativity and upper boundedness:
0 ≤ I(X ∩ Y ) ≤ min{H(X), H(Y )} ≤
√
H(X)H(Y ) ≤ 1
2
(H(X) +H(Y )) ≤
≤ max{H(X), H(Y )} ≤ H(X,Y )
several normalized variants of NMI can be considered as similarity measures [3,
8–10]:
NMIjoint =
I(X;Y )
H(X,Y )
, NMImax =
I(X;Y )
max(H(X), H(Y ))
,
NMIsum =
2I(X;Y )
H(X) +H(Y )
, NMIsqrt =
I(X;Y )√
H(X)H(Y )
,
NMImin =
I(X;Y )
min{H(X), H(Y )} .
Based on the five upper bounds for I(X;Y ) also five distance measures can
be defined as follows.
Djoint = H(X,Y )− I(X;Y ),
Dmax = max{H(X), H(Y )} − I(X;Y ),
Dsum = H(X) +H(Y )− 2I(X;Y ),
Dsqrt =
√
H(X)H(Y )− I(X;Y ),
Dmin = min{H(X)H(Y )} − I(X;Y ).
Djoint = 2Dsum is known as variation of information (VI) introduced by Meila
[11], it satisfies the properties of metrics but not the one of normalization. In
[3] it was proved that Dmax is a metric, while Dmin and Dsqrt are not metrics.
Later Kraskov et al. [12] introduced normalized variant of variation of in-
formation called normalized variation of information (NVI) and normalized in-
formation distance (NID) which are both normalized and metric measures.
NVI =
H(X,Y )− I(X;Y )
H(X,Y )
= 1− I(X;Y )
H(X,Y )
NID =
max(H(X), H(Y ))− I(X;Y )
max(H(X), H(Y ))
= 1− I(X;Y )
max{H(X), H(Y )}
Vinh et al. [3] proved that NVI and NID are metrics.
3 f-divergences and some useful properties
Definition:
Let f : (0,∞)→ R be a convex function with f(1) = 0 and let P and Q be two
probability distributions. The f -divergence from P to Q is defined by
Df (P ‖ Q) ,
∑
x
q(x)f(
p(x)
q(x)
).
Among others, f -divergences include well known notions from information
theory listed below.
Kullback-Leibler divergence which is also known as relative entropy
D(P ‖ Q) =
∑
x
p(x) log(
p(x)
q(x)
),
is a f -divergence with f(t) = t log(t). Also D(Q ‖ P ) can be obtained from
f(t) = −t log(t).
Total variational distance
V (P,Q) =
∑
x
|p(x)− q(x)| =
∑
x
q(x)|p(x)
q(x)
− 1|,
is coming from the same f -divergence formula when f(t) = |t− 1|.
Hellinger distance defined by
H(P,Q) =
∑
x
(
√
p(x)−
√
q(x))2,
is a f -divergence with f(t) = (
√
t− 1)2. The Hellinger distance is closely related
to the total variational distance, but it has several advantages such as being well
suited for the study of product measures.
Jeffrey divergence is the symmetrisized Kullback-Leibler divergence
J(P ‖ Q) = D(P ‖ Q) +D(Q ‖ P ) =
∑
x
(p(x)− q(x)) log(p(x)
q(x)
),
that is obtained from Df (P ‖ Q) with f(t) = 12 (t− 1) log(t).
Capacitory discrimination (also known as Jensen-Shannon divergence) is
given by
C(P,Q) = D(P ‖ P +Q
2
) +D(Q ‖ P +Q
2
) = 2H(
P +Q
2
)−H(P )−H(Q)
which comes from Df (P,Q) with f(t) = t log(t)− (t+ 1) log(t+ 1) + 2 log(2).
χ2 divergence is a f -divergence measure,
χ2(P,Q) =
∑
x
(p(x)− q(x))2
q(x)
=
∑
x
q(x)(
p(x)
q(x)
− 1)2,
where f(t) = (t− 1)2.
Bhattacharyya distance given by
d(P,Q) =
√
1−
∑
x
√
p(x)q(x),
can be obtained from Df (P,Q), when f(t) = 1−
√
t.
We considered the properties of above mentioned measure to decide how
they can be applied for community detection evaluation. In fact, to compare two
algorithms with network partitionsX and Y we must evaluate the discrimination
from PXY to PXPY .
First note that there is a well known property
D(PXY ‖ PXPY ) = I(X;Y )
and hence Kullback-Leibler divergence being very useful in information the-
ory is not interesting for our task.
It is obvious that the total variational distance V (P,Q) takes values from
interval [0, 2]
0 ≤ V (P,Q) ≤ 2
and hence is normalized. It is proved that V (P,Q) satisfies all metric properties.
Consider,
V (PXY , PXPY ) =
∑
x,y
|p(x, y)− p(x)p(y)|,
it equals 0 when X and Y are independent, which means that as small is the
variational distance as far are the two clusterings.
For Hellinger distance H(P,Q) the following property
0 ≤ H(P,Q) ≤ V (P,Q)
shows that it is normalized too. It is also proved that
√
H(P,Q) is a true metric.
We are interested in
√
H(PXY , PxPY ) =
√∑
x,y
(
√
p(x, y)−
√
p(x)p(y))2,
which as in the previous case tends to zero when X and Y are independent.
Capacitory discrimination C(P,Q) satisfies the following inequality
0 ≤ C(P,Q) ≤ V (P,Q),
thus taking values in [0, 2]. It is proved that
√
C(P,Q) satisfies the metric prop-
erties [19]. We shall consider the following measure
√
C(PXY , PXPY ) =
√
D(PXY ‖ PXY + PXPY
2
) +D(PXPY ‖ PXY + PXPY
2
),
that can be used to compare clusterings as in the two previous cases.
For Bhattacharyya distance the following inequality is known
0 ≤ d ≤ 1,
and it is proved to be a metric. In this case
d(PXY , PXPY ) =
√
1−
∑
x,y
√
p(x, y)p(x)p(y),
being equal to 0 also when X and Y clusterings are independent.
Thus Total variational distance, Bhattacharyya distance, Hellinger distance
and Capacitory discrimination are good candidates for community detection
evaluation as they satisfy both normalization and metric properties.
4 Conclusion and future work
Researching information-theoretic measures and their properties we suggest To-
tal variational distance, Bhattacharyya distance, Hellinger distance and Capac-
itory discrimination as promising candidates for evaluation tasks in community
detection. In future we plan to investigate, evaluate and compare them on both
real world and synthetic networks which may highlight the strong connections
of f -divergences and community detection.
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