Introduction
Each protein folds into its own unique three-dimensional (3D) structure, which is determined solely by the sequence of amino acids of which the protein is composed (Anfinsen, 1973) . It is of great importance to discover how proteins fold, and to understand it well enough to make predictions. Increased attention has been attracted to this problem as a result of the Human Genome Project. The sequencing centers are determining nucleotide sequences of genetic DNA at increasingly rapid rates. These sequences translate to amino acid sequences of new proteins. The functions of these proteins are determined by their 3D conformations. Thus, solving the protein folding problem will be of immense importance in producing the scientific and technical benefits promised by modern molecular biology.
The development of fold recognition methods for structure prediction is an active area of research. Such methods, also called threading, are intended for cases where the sequence of the target protein is not similar to that of any protein of known structure. The idea is that the fold of the target protein U might be close to one in a database, even if their sequences are dissimilar. The computation consists of aligning the sequence of U to a known structure in a way that optimizes the free energy or some related scoring function. This is repeated for all the templates in a fold library, to find the one that gives the lowest score. Fold recognition is <10 years old (Overington et al., 1990; Bowie et al., 1991; Finkelstein and Reva, 1991; Godzik et al., 1992; Jones et al., 1992; Sippl and Weitkus, 1992) , but it is considered a promising approach and has already attracted much interest, as recent reviews attest (Bryant, 1996; Fischer et al., 1996; Jones and Thornton, 1996; Moult, 1996; Sippl and Flöckner, 1996; Finkelstein, 1997; Jones, 1997; Torda, 1997; Zhang et al., 1997) .
Fold-recognition methods for structure prediction are currently lacking in accuracy and reliability. This was illustrated in a recent competition, CASP2 (Moult et al., 1997) , in which folds were predicted for proteins having no obvious homology (judged by sequences) with proteins of known structure. (Experimentally derived structures of the targets were published only after the contest.) There were seven targets for fold recognition, after excluding those whose folds fail to match any known ones. Participants made correct predictions (above certain critical thresholds) of folds for only two or three of these targets, on average (MarchlerBauer et al., 1997) . Even when the correct fold was recognized, the alignment of sequence to structure was generally poor (Levitt, 1997; Marchler-Bauer et al., 1997; Moult et al., 1997) .
The performance of threading algorithms is a shortcoming in existing fold-recognition methods. [Another problem is the lack of realism of the potentials (Overington et al., 1990) .] The threading algorithm has the task of finding the optimal (i.e. lowest score) alignment of a given sequencestructure pair, given a score function. Thus, regardless of how good the potentials (or score functions) are, the correct structure will not be predicted if the threading algorithm fails. There appears to be a consensus (Torda, 1997 ) that current threading algorithms do not perform well.
If neither insertions nor deletions are allowed, the optimal alignment may be found by a simple linear scan. Otherwise, if interactions between residues are not included in the score function, the Needleman-Wunsch method (Needleman and Wunsch, 1970; Smith and Waterman, 1981) suffices. In most fold-recognition methods, neither of these conditions holds, in which case alignment is in general an NP-complete problem (Lathrop, 1994) . That means that any method which always finds the global minimum, in the worst case, requires computational effort that increases exponentially with the number of independent variables. Such a method was recently developed by Lathrop and Smith (1996) , based on a branch-and-bound search (BB) procedure. Xu and Uberbacher (1996) and Xu et al. (1998) have presented a threading algorithm that likewise always finds the global minimum, but runs in polynomial time when the interactions included in the score function are pairwise with a fixed-distance cut-off.
Most recent threading calculations have employed fast, approximate algorithms. Consider for example the threading algorithms used in CASP2 (Moult et al., 1997) . Two-thirds of the groups doing fold recognition employed dynamic programming, using either a frozen approximation (Godzik et al., 1992) , the same with iteration (Godzik et al., 1992) , or double dynamic programming (Jones et al., 1992) . For typical threading problems, the first two of those methods are by far the fastest, much faster than the exact ones discussed above. However, these two methods are error prone when aligning pairs of proteins that are not closely related (Jones, 1997; Zhang et al., 1997) . A new, stochastic threading algorithm is described below that is considerably more powerful than the frozen and iterated frozen methods.
System and methods
The algorithm was coded in Fortran and executed on a Digital Alpha 500 500 MHz workstation.
Terminology and definitions
This work assumes the following conventional model for threading. One begins with a set of proteins whose structures are known. For each of these structures, one selects the parts that are believed to be the most significant. These parts, called core elements, consist of non-overlapping sets of contiguous residue positions, e.g. those in α helices or β strands. The set of core elements in a given structure, along with their properties, such as the number of residues, backbone coordinates and secondary structure types, constitutes a template.
Trial alignments of sequence U to template T are restricted by the following rules. The sequence is required to align with every core element in T, and in the same order as in T. No insertions or deletions are allowed within any core element. This means that if the jth residue in U aligns with the first position in a core element, then the (j + 1)th, (j + 2)th, … must align to the succeeding adjacent positions (without skipping either residues of U or positions of T) until the entire core element is covered. Lower and (possibly) upper limits on the number of residues of U that fall between a given core element and the following one are specified separately for each core element, and similar limits may be placed on the number of residues of U permitted to precede the first core element or to follow the last one.
An alignment of sequence U with template T is specified by the array x = (x 1 , x 2 , … x n ), where x i is the order number of the residue of U that is aligned with the ith core element of T, and n is the number of core elements in T. The domains D i ⊂N + , i = 1, 2, … n, and D⊂N +n of allowable x i and x are determined by the alignment rules set out above, along with the length of U and the lengths of the core elements of T, where N + is the set of positive integers.
Problem definition
The problem of interest in this paper is to find the U-T alignment y = (y 1 , y 2 , …, y n ) that produces the global minimum of a given real-valued scoring function S(x), subject to the above restrictions on the alignment. A formal statement of this problem is: find y such that (1) where n is the number of core elements in template T, and where it is understood that functions S, V and g, and domain D, all depend on both U and T. These dependences are omitted from the notation for simplicity. V(x) is in the general case a sum of singlet, doublet, triplet, … terms, representing self-energies of core elements and interactions between pairs, triples, … of core elements. This work is concerned with the difficult case, i.e. where V(x) does not reduce to a sum of singlet terms. The g i () term above usually includes a gap penalty that varies with the number of residues of U that are aligned to the region between core elements i and i + 1. Formally, this term may be included in V, but it is conventional as well as convenient to write it separately.
Gap penalties may be applied to regions before the first and after the last core element, also. Such penalties, omitted here for economy of exposition, may be incorporated in an obvious way.
Algorithm
Before presenting the algorithm, it is convenient to outline some popular alignment methods that are based on dynamic programming.
Needleman-Wunsch method
The Needleman-Wunsch method (Needleman and Wunsch, 1970; Smith and Waterman, 1981) solves the following problem: find y such that
which is a special case of problem (1), in which V(x) consists of a sum of singlet energy terms, f i (x i ). Application of dynamic programming leads to the Needleman-Wunsch (NW) (Needleman and Wunsch, 1970) recursion formulae:
where D i (x i+1 )⊂N + is the domain of x i for given x i + 1. Note that the above minimum with respect to x i -1 must be determined for each allowed value of x i separately. The optimal (lowest-score) alignment y = (y 1 , y 2 , …, y n ) is given by:
Frozen approximation
The NW method is a reliable, efficient one for problem (2). However, dynamic programming does not lead to a simple method of solution of the more general problem (1). This is because the part of the score that depends on, say, x i , now includes interactions of core element i with core elements for which the alignments are unknown. In the frozen approximation of Godzik et al. (1992) , the NW formulae are applied under the approximation that the residues of each core element interact with residues of the template protein. Accordingly, each f i (x i ) is replaced in equations (3) by the frozen approximation, f i (F) (x i ):
where
) is calculated as though the core elements other than the ith are populated by the residues of template T's protein (whose self-alignment is denoted by y (T) ). After the modified equations (3) and (4) are solved, the corresponding score is calculated from S(x) as defined in equation (1).
The result of the frozen approximation can often be improved by iterating the calculation Godzik et al. (1992) . In each iteration, one replaces y (T) in the right side of equation (5) by the previous y to get new f i (x i ) values, and evaluates formulae (3) and (4) again. The score is evaluated by equation (1) after each iteration. Typically, the method converges in fewer than 10 iterations, but the lowest value found for S(x) is not necessarily the global minimum.
The new algorithm
which expresses the energy as a function of x i alone, the n -1 other alignment variables being replaced by their optimal values, equation (1). Thus, V i (x i | y i ) is the energy function for the hypothetical case where the optimal alignment to all but the ith core element is known, and may be considered the energy of the ith core element in the field of the other ones. By application of dynamic programming, one derives the NW recursion formulae (3) and (4), but with
What is important is that the correct solution y can be obtained by these equations with sufficiently good approximations (not necessarily exact) to the V i values. In the new method, approximate probability distributions for
, …, n, are constructed, using a heuristic model. Trial alignments are generated by drawing values from these distributions and applying recursion formulae (3) and (4). The exact scores of these trial alignments are obtained from the original score function, i.e. by evaluation of S(x) given in equation (1). Estimates of the means of the above distributions are adjusted during the calculation to reflect new information. Details are as follows. Consider the set of possible values of V i (x i | y i ) for fixed i and x i , corresponding to the variety of ways that the core elements other than the ith one might be populated, under the alignment rules laid down in the preceding section. Estimates µ i (x i ) and σ i (x i ) of the mean and standard deviation of these values are calculated under the assumption that core elements other than the ith one are populated with residues drawn randomly with replacement from the distribution of amino acids in sequence U,
where D i is the domain of x i irrespective of x j , j ≠ i. The algorithm is organized into independent cycles, each of which consists of a specified number n sets of sets of trials. In each of these cycles, the trial alignments in the first set are generated by the NW recursion relationships (3) and (4), using for f i (x i ) (in the tth trial)
where η is a parameter of the method, of order 1, and ξ (t) (i,x i ) is a pseudorandom variable, chosen independently for each t, i and x i from the normal distribution N(0,1). The score of each of these trial alignments is calculated from the original score function, S(x), equation (1). At the beginning of each set of trials, except the first set of a cycle, the µs are recalculated from:
where y (best) is the lowest-score alignment found so far in the current cycle. This is done in order to exploit information gained during the calculation. I emphasize that the computation begins anew in each cycle, in the sense that each cycle begins with the original set of µ's, which are subsequently iterated using the best y found in the current cycle. In preliminary tests, this procedure was found to give faster convergence than continuing indefinitely to iterate with formula (9), because it profits from iteration while avoiding getting stuck for a long time in a local minimum. The same tests indicate that letting each cycle consist of three 50-trial sets is a good choice, in which case only two iterations occur before the µ's are reset to their original values.
Stochastic convergence of the method
The method described here solves problem (1) with a probability that converges to 1 exponentially with the number of cycles executed. The proof follows.
As discussed above, the alignment y given by the NW recursion equations (3) and (4) is the solution to the problem (1) of interest, when f i (x i ) is replaced in equation (3) by V i (x i | y i ) for all i. It is also shown that making this substitution with values f i (t) (x i ) that are sufficiently good approximations to the V i (x i | y i ) leads to the same solution. (This, of course, is why the frozen and iterated frozen methods sometimes succeed.) Consider now the random array ξ (t) ∈R m (where R is the set of all real numbers) of the ξ (t) (i,x i )s. Since f i (t) (x i ) is a linear function of ξ (t) (i,x i ), ôi, it follows that there exists a set A S ⊂R m such that, if ξ (t) ∈A S , the tth trial produces the desired optimal alignment. Moreover, the probability p S of ξ (t) ∈A S is greater than zero. Since results from different cycles of the algorithm are statistically independent, it follows that, for a given U-T pair, the probability P(c) of finding the optimal (lowest-score) alignment in c cycles converges exponentially to 1 with increasing c. That is to say, P(c) = 1 -(1 -p s ) c . This means that the algorithm has the same time complexity as random guessing, to within numerical constants.
Pseudocode parameter(η = 0.7, nsets = 3, lset = 50) Read sequence; Read template Choose ncycles ! Choice is determined by speed and reliability requirements. Calculate σ i (x i ) for all possible x i , i = 1,2,…,n, from Eq. (7) Smin = 1.e50 nsav = 0 do loop = 1,ncycles Sbest = 1.e50 do j = 1,nsets if (j.eq.1) then Calculate µ i (x i ), i = 1,n, from Eq. (7). else if (Sbest.lt.Sbestold) then Calculate µ i (x i ), i = 1,n, from Eq. (9) end if do t = 1,lset Calculate M n (y (t) n ) and y (t) from Eq. (3), with f i (
! using the exact score function, Eq.
(1) if (S.lt. Smin) then Smin = S ! lowest score so far for this U-T pair yopt = y (t) end if if (S.lt.Sbest) then Sbest = S ! lowest score so far in this cycle ybest = y (t) endif end if if (t.eq.1) Sbestold = Sbest end do end do end do write 'optimal alignment:', yopt write 'lowest score:', Smin stop end
Implementation
The new algorithm was implemented and tested with the threading model of Bryant and co-workers (Bryant and Lawrence, 1993; Madej et al., 1995) , using a copy of their core library furnished by them. Core elements are therein defined as a subset of the residue positions within α helices and β strands. (Those authors allow core elements to grow by recruiting residues at either end, but that possibility was excluded in the tests described here.)
The score function is the pairwise, distant-dependent residue contact potential developed by Bryant and Lawrence (1993) . Interactions among side chains (centered at virtual C β positions) and backbone peptide groups (centered midway between consecutive C α positions) are included, ignoring loop residues. Interactions between residues on the same core element are not scored. The latter condition deviates slightly from the model of Bryant and Lawrence, which instead excludes interactions between residues whose sequence indices differ by less than five. Gap penalties are not used. Instead, a minimum length is prescribed for each loop, calculated from the geometrical requirement that the loop must be long enough to span the physical distance between consecutive core elements (Madej et al., 1995) .
As a test, the 22 threading unknowns from CASP2 were aligned to the first 25 templates in the core library. Excluding the cases where the sequence is too short to span the template leaves 422 sequence-template pairs for this study. The search space size-the number of possible trial alignments-runs from 9 × 10 0 to 5 × 10 20 in these examples. Extensive calculations using several versions of the present algorithm gave the same set of lowest-score alignments for these pairs. Moreover, million-trial computations (6667 cycles of 150 trials) for each of the 422 cases, using the present algorithm, again gave the same results. This set of alignments is used as a standard of comparison in the test described below. Note that this algorithm does not guarantee in a bounded number of trials to find the global optimum in any arbitrary case. Indeed, it is easy to devise artificial examples of threading problems for which it is improbable that the best alignment found in 10 6 trials is the optimal one. Undoubtedly, there are biological examples of that sort, as well. Thus, the extensive searches mentioned above do not constitute proof that the best alignments found in them are optimal.
Comparison of test results with them yields what will be called the apparent error rate or, equivalently, the fraction not converged.
In this test, the new algorithm was employed to thread these 422 pairs 48 times each, independently, for a total of 20 256 threadings. The fraction not converged, as a function of the number of trials, is shown in Figure 1 . As discussed above, the choice of number of trials (or of cycles) determines the trade-off between speed and accuracy. One sees a rapid initial decrease in the apparent error rate, down to ∼2% in the first 400 trials. After that, the apparent error rate decreases by roughly an order of magnitude for every additional 1000 trials, until all of the 20 256 alignments have converged to their putative solutions by the end of the 3750th trial (25th cycle), i.e. to the results of the million-trial runs. Our workstation takes 1.02 × 10 5 s total for 3750 trials on 20 256 threadings, which is an average of 5.0 s to thread a sequence on one template. As the figure illustrates, significantly fewer trials may be used without much increase in the apparent error rate.
The same 422 U-T pairs were also threaded with the frozen approximation of Godzik et al. (1992) , equation (5), and the same, iterated. The frozen and iterated frozen methods found the minimum-score alignment in only 15 and 44% of the cases, respectively. They require on average only 0.15 and 0.26 s, respectively, per threading.
Discussion and conclusion
The test results presented in the preceding section are obtained for one particular threading model and one potential. These choices certainly must affect the performances of threading methods. Consider, for example, the distancedependent pairwise potential used in this work. Such a potential may usefully be decomposed into singleton and pair terms, defined such that the (population-weighted) mean, over species, of any pair term is zero. Singleton terms, each of which depends on only one residue species, account approximately for the hydrophobic effect, while pair terms give the joint dependence on specific pairs of species (Bryant and Lawrence, 1993) . It is the latter terms that make the problem NP-complete in the general case (Lathrop and Smith, 1996) . Note also that the µ's and σ's of equation (7) arise, respectively, from the singleton and pair terms, so it is the latter ones that require the introduction of fluctuations in the model used here. Thus, the accuracy (for a fixed number of cycles) of the present method, as a function of the pairwise potentials used, is expected to vary directly with the relative importance of the singleton and pair terms.
It is surprising how unreliable the frozen and iterated frozen procedures are. Of course, those methods are valued chiefly for their speed. In this test, most or all of the threadings were for sequence-template pairs belonging to nonhomologous proteins. Thus, the assumption behind the frozen approximation-that the environment provided by the template protein T is similar to that of the unknown protein U-is violated. Iteration of the frozen approximation improves the situation, but still finds incorrect alignments more often than not.
The new threading algorithm appears to be an attractive choice for threading, when the energy function includes interactions between amino acid residues from different core elements. It is more powerful than the popular frozen and iterated frozen algorithms, and produces useful results in times much shorter than those required for exact methods. Thus, it should find a place in fold recognition studies.
