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Hypertension, obesity, and diabetes are three common health problems in the world.
Retinopathy usually refers to an ocular manifestation of systemic disease and are com-
mon in older people. There existed direct and indirect associations between these four
health problems. a quantitative assessment in retinal microvascular caliber may provide
information to the risks of these systematic health problems.
The Singapore Malay Eye Study (SiMES) was a population-based cross-sectional
study in Singapore. 3280 participants were sampled in the study. Diastolic blood pres-
sure (dbpdia), systolic blood pressure (dbpsys), body mass index (BMI) and glucose
were measured. The diameters of all retinal arterioles and all retinal venules were mea-
sured. The purpose of this study is to use the statistical methods to quantify the central
retinal arteriole equivalent (CRAE) using all diameters of all retinal arterioles and the
central retinal venule equivalent (CRVE) with all retinal venule diameters.
Multiple linear regression analysis and canonical correlation analysis (CCA) had
been applied to quantify CRAE such that the Pearson correlations between CRAE and
SUMMARY vii
dbpdia, dbpsys, BMI and glucose were maximized, respectively. The results showed
that the CCA is more appropriate to quantify CRAE in this study.
LIST OF TABLES viii
List of Tables
3.1 Participants Characteristics in Singapore Malay Eye Study(N = 3280) . 24
3.2 The Counts of the Response and Predictor variables (N = 3280) . . . . 26
3.3 The Pearson Correlation Coefficients between the Response and Pre-
dictor variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4 The Coefficients in Multiple Linear Regression Model using log(bmi)
as a response variable . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 The Coefficients in Multiple Linear Regression Model using 1/glucose
as a response variable . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 The Coefficients in Multiple Linear Regression Model using 1/dbpdia
as a response variable . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.7 The Coefficients in Multiple Linear Regression Model using 13√dbpdia as
a response variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.8 The First Standardized Canonical Coefficients in Case I . . . . . . . . . 33
3.9 The First Standardized Canonical Coefficients in Case II . . . . . . . . 34
3.10 The First Standardized Canonical Coefficients in Case III . . . . . . . . 36
3.11 The First Standardized Canonical Coefficients (corrected) in Case IV . . 37
3.12 The Maximum Canonical Correlations . . . . . . . . . . . . . . . . . . 39
3.13 The Pearson Correlation Coefficients between CRAE Estimated in Each
Case and the Response Variables . . . . . . . . . . . . . . . . . . . . . 39
LIST OF TABLES ix
4.1 The Pearson Correlation Coefficients between the Response and Pre-
dictor variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 The Maximum Canonical Correlations . . . . . . . . . . . . . . . . . . 43
4.3 The Pearson Correlation Coefficients between CRVE Estimated in Each
Case and the Response Variables . . . . . . . . . . . . . . . . . . . . . 44
LIST OF FIGURES x
List of Figures





Hypertension, Obesity, and Diabetes are three major public health problems in the
world. The great concern is a rapidly increasing of their global prevalence.
Hypertension or high blood pressure for adults is defined as a systolic blood pressure
of 140 mmHg or higher or a diastolic blood pressure of 90 mmHg or higher. Normal
blood pressure is a systolic blood pressure of less than 120 mmHg and a diastolic blood
pressure of less than 80 mmHg. Having high blood pressure increases one’s chance
for developing heart disease, a stroke, and other serious conditions (www.cdc.gov). A
systematic review on the worldwide prevalence of hypertension reported varied preva-
lence from the lowest in rural India (3.4% in men and 6.8% in women) to the highest
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in Poland (68.9% in men and 72.5% in women) in the period from 1980 to 2003. In
Singapore, the 2004 National Health Survey showed that the crude prevalence of hy-
pertension was decreasing among adults aged between 30 and 69, from 27.3% in 1998
to 24.9% in 2004 but still in a relatively high level (www.openclinical.org).
Obesity and overweight are defined as abnormal or excessive fat accumulation that
presents a risk to health. A crude population measure of obesity is the body mass index
(BMI), a person’s weight (in kilograms) divided by the square of his or her height (in
metres). A person with a BMI of 30 or more is generally considered obese. A person
with a BMI equal to or more than 25 is considered overweight. Overweight and obesity
are major risk factors for a number of chronic diseases, including diabetes, cardiovas-
cular diseases and cancer. Once considered a problem only in high-income countries,
overweight and obesity are now dramatically on the rise in low- and middle-income
countries, particularly in urban settings (www.who.int). According to the WHO, the
available global database on BMI in 2004 showed that the prevalence of obesity ranged
from more than 20% in the USA, Seychelles, and New Zealand to less than 10% in Sin-
gapore and some other countries. The major concern is the increasing trend of obesity
prevalence with age among adult people. The peak prevalence was reached at around
50 to 60 years old in most developed countries and earlier at around 40 to 50 years old
in many developing countries (Low et al., 2009).
Diabetes is a chronic disease, which occurs when the pancreas does not produce
enough insulin, or when the body cannot effectively use the insulin it produces. This
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leads to an increased concentration of glucose in the blood (hyperglycaemia) (www.who.int).
According to International Diabetes Federation (IDF), there were 246 million people
with diabetes in the seven regions of IDF in 2007 while 194 million in 2003 (www.idf.org).
In Singapore, Males had higher proportion (8.9%) of diabetes than females (7.6%).
Among different ethnic groups, Indian had highest prevalence of diabetes (15.3% com-
pared to 7.1% in Chinese and 11% in Malays) (www.moh.gov.sg).
Retinopathy frequently refers to an ocular manifestation of systemic disease, such as
single microaneurysm, retinal haemorrhage, soft exudates, cotton-wool spots, venular
beading, neovessel formation. These abnormalities are common fundus findings in
older people (Wong et al., 2001 and Wong et al., 2003). The Atherosclerosis Risk
in Communities (ARIC) Study found that the prevalence of retinopathy was 7.7% in
African Americans and 4.1% in Whites aged 49 years or over. The Australian Diabetes
Obesity and Lifestyle Study reported that retinopathy was common (6.7%) in persons
aged 50 years or up with impaired glucose metabolism (Wong et al., 2005).
There are complicated relationships found between retinopathy and hypertension,
diabetes, or obesity. Hypertension is a significant risk factor for retinal abnormalities.
In The Atherosclerosis Risk in Communities (ARIC) Study, higher blood pressure was
found to be associated with some retinal changes (including focal arteriolar narrowing
(FAN), arteriovenous (AV) nicking, and retinopathy) controlling for age, race, gender,
and smoking status. When mean arteriolar blood pressure (MABP) increased every
10-mmHg, FAN had an odds ratio (OR) of 2.00 with 95% confidence interval (CI) of
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1.87-2.14, AV nicking had an OR of 1.25 with 95% CI of 1.16-1.34, and retinopathy had
an OR of 1.25 with 95% CI of 1.15-1.37 (Mimoun et al., 2009; Hubbard et al., 1999).
A prospective cohort study also found that incident retinopathy was related to higher
MABP with OR of 1.5 (95% CI = 1.0-2.3) (Wong et al., 2007). Apart from hyperten-
sion, diabetes is also a risk factor of retinopathy. Retinopathy signs are common during
diabetes, but the earliest stages of some abnormalities such as retinal haemorrhages,
microaneuryms and cotton wool spots can be observed within non-diabetes (Mimoun
et al., 2009). The prospective population-based cohort study reported the three-year
retinopathy incidence of 10.1% and cumulative prevalence of 27.2% among persons
with diabetes while of incidence of 2.9% and cumulative prevalence of 4.3% among
persons without diabetes (Wong et al., 2007). The relationship between obesity and
retinopathy is not clear. Although obesity has been linked with diabetic retinopathy,
age-related cataract, and other different eye diseases, there are inadequate evidences to
support any convincing associations for many ocular conditions (Cheung et al., 2007).
Retinal microvascular abnormalities include focal arteriolar narrowing, arteriove-
nous (AV) nicking, and retinopathy (Hubbard et al., 1999). The findings mentioned
above have shown the strong correlation between retinopathy signs and hypertension
and diabetes or the possible linkage with obesity. The progress of computerized reti-
nal imaging technology has allowed more accurate and reproducible analyses to study
retinal microvascularisation or their early structural changes through non-invasive mea-
surement (Mimoun et al., 2009; Hubbard et al., 1999; Sherry et al., 2002 and Leung et
al., 2003). The ARIC study reported that higher blood pressure were significantly asso-
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ciated with several microvascular changes. Focal arteriolar narrowing had an OR of 2
(95% CI = 1.87-2.14) for every 10-mmHg MABP increase (Hubbard et al., 1999). The
Beaver Dam Eye Study (BDES) showed the reverse association between retinal arteri-
olar diameters and higher blood pressure (Wong et al., 2004). In addition to that, both
diabetes and retinopathy were associated with larger retinal arteriolar caliber (Tikel-
lis et al., 2007). Participants with diabetes had larger caliber (178.9 um) compared
to the ones with newly diagnosed diabetes (175.6 um, p=0.047), IGT/IFG (175.5 um,
p=0.02), or NGT (174.6 um, p=0.02) after multivariable adjustment. Besides that, with
diabetes or IGT/IFG, people with each SD increase of venular caliber had higher odds to
develop retinopathy (OR=1.68, 95% CI=1.23-2.29 or OR=1.78, 95% CI=1.36-2.34, re-
spectively) (Tikellis et al., 2007). A further support was given by the Multiethnic Asian
Population-based cross-sectional study, which showed the positive association between
retinal arteriolar diameters and diabetes or between venular diameters and glucose level
(Jeganathan et al., 2009). These findings suggest that a quantitative assessment in reti-
nal microvascular caliber may provide information to the risks of certain systematic
health problems such as hypertension, diabetes, obesity or retinopathy caused by these
problems (Wong et al., 2004).
1.2 Statistical background
Canonical correlation analysis (CCA) is a statistical method that has been used in this
thesis. This method was developed by Hotelling (1935) and is an extension of principal
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components analysis (PCA) (Poore and Mobley, 1980). PCA is a multivariate data
analysis procedure that transform a large group of possibly correlated variables to a
smaller number of uncorrelated variables known as principle components (Hardoon,
Szedmak and Shawe-Taylor, 2004). CCA is a statistical method to study the linear
relationships between two sets of variables with two or more variables in each set and
to determine the particular variables which attribute to this relationships. This method
can be seen as the problem to select the linear functions of the two sets of variables such
that the correlation between the two linear functions is maximized.
There are two important applications for canonical correlation analysis. One is to
determine the partical attributes which are responsible for the relationships between two
sets of variables. Canonical correlation analysis has been useful in many areas. Poore
and Mobley (1980) concluded CCA as an effective analysis tool in studying the marine
benthic survey data. Meer (1991) presented CCA method to explore macrobenthos -
environment relationship. Young and Matthews (1981) investigated the relationship
between plant growth and environmental factors and concluded CCA as a powerful
tool to analyze the multivariate field data. Besides in the ecology study, CCA has also
been used in psychological area (Wade et al., 1992; Han et al., 1996; Philippaerts et al.,
1999). In the studies of food fraud, CCA can be used to detect the orange juice dilutions
masked by adding citric acid and sugars (Capilla et al., 1988). Besides these, CCA
has been used to identify the hydrological neighborhoods in regional flood frequency
analysis (Ribeiro-Correa et al., 1995). Another application of CCA is to estimate a new
resource which can summarize the set of known variables. Wasimi (1993) proposed
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canonical correlation model to estimate the channel depth during floods.
1.3 Aims and Organization of The Thesis
As mentioned earlier, a quantitative assessment in retinal microvascular caliber may
provide information to the risks of certain systematic health problems such as hyper-
tension, diabetes, obesity or retinopathy caused by these problems. These three health
problems are usually defined by diastolic blood pressure, systolic blood pressure, body
mass index (BMI) and glucose, which constitute the response variable set. The diam-
eters of all retinal arterioles were measured and summarized into a group of variables
called the predictor variable set. The aims of this thesis are to explore the statistical
methods, such as CCA and multiple linear regression analysis, to estimate a single cen-
tral retinal artery equivalent (CRAE) such that the correlation between CRAE and each
response variable is maximized. Similarly, a single central retinal venular equivalent
(CRVE) was estimated using the measurements of diameters of all retinal venules. Fur-
ther detail on this approach is provided in the Methods section.
This thesis is divided into four sections: Introduction, Methods, Results, and Dis-
cussion.
In Introduction section, the first part described the relationship between the three
common health problems and retinopathy and the association existed between the di-
ameters of retinal vasculature and those health problems. The second part gave the
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description of statistical method - CCA and literature review on it’s applications. The
third part described the purpose and organization of the thesis.
In Methods section, the first part described in detail the sample selection and some
measurements of data in Singapore Malay Eye Study. The second part presented the
detail of multiple linear regression analysis. The third part presented the method of
canonical correlation analysis in detail.
In Results section, the first part gave the description data review. The second part
showed the individual Pearson correlation coefficients. The third part showed the ini-
tial results from multiple linear regression analysis. The fourth part showed the initial
results from canonical correlation analysis.
In Discussion section, the conclusion was made based on the Results. Then the
similar application of CCA for CRVE was presented to approve the conclusion. Finally,
further improvements were proposed in the analysis.
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Chapter 2
Methods
2.1 The Singapore Malay Eye Study Data Review
The Singapore Malay Eye Study was a population-based cross-sectional study in Sin-
gapore (Foong et al., 2007; Su et al., 2007 and Cheung et al., 2008). The rationale
and methodology for the study have been described in detail previously. The sam-
ple frame consisted of all Malays aged 40-79 years residing in 15 residential districts
across the southwestern part of Singapore. An initial list of 10696 Malay names was
computer-generated from the sample frame through a simple random sampling proce-
dure. From this initial list of 10696 names provided by the Ministry of Home Affairs,
a final sampling frame of 5600 names was selected by using an age-stratified random
sampling procedure, which was 1400 people from each decade of 40-49, 50-59, 60-
69, and 70-79. Of 5600 Malay names, 4168 (74.4%) were determined to be eligible
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to participate in the study based on the inclusion criteria mentioned previously.13 Of
these, 3280 participants were examined in the clinic while 888 (21.3%) were remained
as nonparticipants.
Definition of Some Variables. All participants underwent a standard interview and
measurement. In the study, hypertension was defined as systolic blood pressure (noted
as dbpsys) of 140 mmHg or more, diastolic blood pressure (dbpdia) of 90 mmHg or
more, or physician diagnosis of hypertension. Diabetes mellitus was defined as having
non fasting glucose levels of 11.1mmol/l or more, using diabetic medications, or having
diabetic history by self-report. Obesity was defined as body mass index (BMI) of 30
kg/m2 or more and Overweight as between 25 and 30 kg/m2.
Retinal Vessel Caliber Measurement. The color retinal photographs were taken
for both eyes of all participants after pupil dilation. Then the retinal photographs were
converted to digital images by a high-resolution scanner. The scanned images were
displayed on monitors. The trained graders read the diameters of all retinal vessels
through a specific area based on a standard protocol. In the data set being currently
studied, the diameters of all arterioles were recorded as a1, a2, ..., a14 and of all venules
recorded as v1, v2,...,v14 (Hubbard et al., 2004; Foong et al., 2007 and Wong et al.,
2004).
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2.2 Multiple Linear Regression Analysis
Let us consider a dataset with n observations. The response variable is Y . We have
p − 1 predictor variables as X1, X2, . . . , Xp−1. The multiple linear regression model is as
follows:
Yi = β0 + β1Xi1 + β2Xi2 + · · · + βp−1Xi,p−1 + i
where: β0, β1, . . . , βp−1 are parameters, Yi, Xi1, Xi2, . . . , Xi,p−1 are observations, i are in-
dependent normal error terms, with E[] = 0 and variance σ2, i = 1, . . . , n. In this study,
the univariate Y denotes response variable dbpdia, or dbpsys, or BMI, or glucose; the
set of predictor variables indicates a1 to a14, or v1 to v14.
2.2.1 Estimation of the parameters
The parameters in linear regression models are typically estimated by the method of
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Then the multiple linear regression model can be expressed in matrix notation as:
y = xβ + 
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′ = (y − xβ)′(y − xβ) (2.1)
The least squares estimators must satisfy
∂L
∂β
= −2x′y + 2x′xβˆ = 0
which simplifies to
x′xβˆ = x′y
Thus, the least squares estimator of β is
βˆ = (x′x)−1x′y
Therefore,the fitted values are expressed as
yˆ = xβˆ
Properties of Least Squares Estimates. We assumed that the errors are unbiased
which means E[] = 0, then the Least Squares Estimates are unbiased since
E[βˆ] = (x′x)−1x′E[y] = (x′x)−1x′xβ = β
The consistency property of covariance β is denoted in the covariance matrix as
follows:
Cov(βˆ) = E[βˆ − E(βˆ)][βˆ − E(βˆ)]′ = σ2(x′x)−1
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Of these, S S E is called the residual sum of squares which can be shown as:
S S E = y′y − βˆx′y
and
E(S S E) = σ2(n − p)
Test for Significance of Regression (F - test). This is a test to determine whether
there is association between y and a subset of the predictor variables X1, X2, . . . , Xp−1.
The hypotheses are:
H0 : β1 = β2 = · · · = βp−1 = 0
H1 : β j , 0 for at least one j
The test statistic is
F0 =
S S R/(p − 1)
S S E/(n − (p − 1) − 1) =
MS R
MS E
where S S R is a sum of squares due to the model and defined as follows:
S S R = S S T − S S E
and S S T is the total sum of squares defined as S S T =
∑n
i=1(yi)
2 − (∑ni=1 yi)2/n; S S E =
y′y − βˆx′y. F0 follows F distribution with degree of freedom p − 1 and n − p. If
F0 > Fα,p−1,n−p or the P-value for the F0 is less than α, then we reject H0.
Tests for Individual Regression Coefficients(t - test). The hypotheses for testing
any individual coefficient in the regression (β j) are
H0 : β j = 0
H1 : β j , 0
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where C j j is the ( j j)th element of the (x′x)−1. If |t0| > tα/2,n−p, the null hypothesis H0 is
rejected.
Confidence Intervals on the Individual Regression Coefficients. Since βˆ is a
linear combination of the observations, βˆ follows normal distribution with mean vector
β and covariance matrix σ2(x′x)−1. So each of the statistics
βˆ j − β j√
σˆ2C j j
j = 0, 1, . . . , p − 1
is distributed as t with n − p degree of freedom, where C j j is the ( j j)th element of the
(x′x)−1. Thus, a 100(1 - α) percent confidence interval for the regression coefficient
β j, j = 0, 1, . . . , p − 1, is
βˆ j − tα/2,n−p
√
σˆ2C j j ≤ β j ≤ βˆ j + tα/2,n−p
√
σˆ2C j j
the Coefficient of Multiple Determination R2. R2 is a measure of goodness of fit




= 1 − S S E
S S T
Since R2 always increases when adding terms to the model, an adjusted R2 statistic is
sometimes used by model builders:
R2ad j = 1 −
S S E/(n − p)
S S T/(n − 1) = 1 − (
n − 1
n − p )(1 − R
2)
Unlike R2, the adjusted R2 statistic will not always increases when adding terms to the
model. In fact, the value of R2ad j will decrease if unnecessary terms are added.
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2.2.2 Estimation of sample correlation
Given a series of n observations of X and Y written as xi and yi where i = 1, 2, . . . , n,
the Pearson product-moment correlation coefficient can be used to estimate the sample
correlation of X and Y . The Pearson correlation coefficient is defined as follows:
rxy =
∑n
i=1(xi − x¯)(yi − y¯)
(n − 1)S xS y =
n
∑












where S x and S y are the sample standard deviation of X and Y .
The Pearson correlation coefficient is used to describe the linear relationship be-
tween two variables. The range of r is between -1 and +1. When r < 0, it indicates
that two variables are negatively related. When r > 0, it indicates that two variables
are positively related. The closer the coefficient is to either -1 or 1, the stronger the
correlation between the variables. If the two variables are uncorrelated , the coefficient
is zero.
2.2.3 Box-Cox Power Transformation
. In this multiple linear regression analysis, the Box-Cox method was used to transform
the response variable to make the data more like normal (Carroll and Ruppert, 1981).
Suppose for data vectors (y1, . . . , yn) in which each yi > 0 and λ is the power parameter,
the power function is defined in the following:





, if λ , 0
log yi, if λ ≡ 0
In the plot of the log-likelihood of the power parameter (λ), when the log-likelihood
reaches the peak, the corresponding λ is chosen.
2.2.4 Model Adequacy Checking
After the regression models are built, the following important procedure is model ade-
quacy checking which is equally important in building models. The regression assump-
tions usually needed to be evaluated are constancy of variance and normality of errors.
The adequate way to do this is to check the residual plots. Three types of residuals are
frequently used in model checking: the residuals (or the ordinary residuals), the stan-
dardized residual, and the studentized residuals. The ordinary residuals are defined as
follows:
ei = yi − yˆi i = 1, . . . , n
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i = 1, 2, . . . , n
where hii is the ith diagonal element of H, which is an n by n matrix x(x′x)−1x′.
The plot of residuals on the y axis against fitted values on the x axis can be used to
check the assumption of the constancy of variance. The plot of standardized residuals
against the theoretical quantiles will be used to check whether the errors are normally
distributed. The details are described in books written by Seber (1977) and Kutner et
al.(2004).
Multiple linear regression analysis studies the linear relationship between the
single response variable and a set of the predictor variables. In order to study the
correlation between two sets of variables, the canonical correlation analysis has
been used in this study.
2.3 Canonical Correlation Analysis (CCA)
2.3.1 Canonical Correlations and Variates in the Population
Canonical correlation analysis has been used to study the correlations between two sets
of variables (Anderson, 2003). Suppose the random vector Z of p components has the
covariance matrix Σ which is assumed to be positive definite. Assume E[Z] = 0 since
only variance and covariance are of interest in the analysis.
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For convenience, assume p1 ≤ p2, we shall partition the Z into two subvectors Y∗












In this study Y∗ is corresponding to four variables including dbpdia, dbpsys, BMI,
and glucose; and X∗ corresponding to each of two sets of variables such as (a1, ..., a14)
or (v1, ..., v14).
Let us consider arbitrary linear combinations, U = α′Y∗ and V = γ′X∗. Since the
correlation of U and V is the same as the correlation of a multiple of U and a multiple
of V, we can ask for an arbitrary normalization of α and γ such that the linear functions
have maximum correlation. α and γ can be required to make U and V have unit variance,
which is,
1 = E[U2] = E[α′Y∗Y∗′α] = α′Σ11α (2.4)
1 = E[V2] = E[γ′X∗X∗′γ] = γ′Σ22γ (2.5)
note that E[U] = 0 and E[V] = 0. Thus, the goal is to find α and γ to maximize the
correlation between U and V, which is,
E[UV] = E[α′Y∗X∗′γ] = α′Σ12γ (2.6)
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Let us define
ψ = α′Σ12γ − 12λ(α
′Σ11α − 1) − 12µ(γ
′Σ22γ − 1), (2.7)
where λ and µ are Lagrange multipliers. We take partial derivatives of ψ with respect to
α and γ, then set each equation to zero, which are
∂ψ
∂α
= Σ12γ − λΣ11α = 0, (2.8)
∂ψ
∂γ
= Σ′12α − µΣ22γ = 0. (2.9)
By multiplication, we have
α′Σ12γ − λα′Σ11α = 0, (2.10)
γ′Σ′12α − µγ′Σ22γ = 0. (2.11)
This shows that λ = µ = α′Σ12γ since α′Σ11α = 1 and γ′Σ22γ = 1. Thus the partial
derivatives can be rewritten as
−λΣ11α + Σ12γ = 0, (2.12)
Σ21α − λΣ22γ = 0. (2.13)







 = 0. (2.14)




∣∣∣∣∣∣∣∣∣∣∣ = 0. (2.15)
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(1.15) is a polynomial equation with degree p and has p roots, denoted as λ1 ≥ λ2 ≥
· · · ≥ λp since Σ is positive definite and |Σ11| · |Σ22| , 0.
From (1.6) we can see that λ = α′Σ12γ is the correlation between U = α′Y∗ and
V = γ′X∗ when α and γ satisfy (1.14) for some value λ. λ = λ1 is the maximum
correlation. A solution to (1.14) for λ = λ1 is denoted as α(1) and γ(1), then U1 = α(1)
′Y∗
and V1 = γ(1)
′X∗. Thus U1 and V1 are first normalized linear combinations of Y∗ and
X∗ with the maximum correlation of λ1.
2.3.2 Estimation of Canonical Correlation and Variates
Suppose there are N observations, Z1, . . . ,ZN, from N(µ,Σ). Zi is partitioned into two





 , i = 1, . . . ,N (2.16)

















(Y∗i − Y¯∗i )(Y∗i − Y¯∗i )′
∑
(Y∗i − Y¯∗i )(X∗i − X¯∗i )′∑
(X∗i − X¯∗i )(Y∗i − Y¯∗i )′
∑
(X∗i − X¯∗i )(X∗i − X¯∗i )′
 (2.19)
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The MLEs of λ1, . . . , λp are the roots of∣∣∣∣∣∣∣∣∣∣∣
−λˆΣˆ11 Σˆ12
Σˆ21 −λˆΣˆ22
∣∣∣∣∣∣∣∣∣∣∣ = 0. (2.20)
We focus on the first λˆ = λˆ1 because it is the largest correlation. The estimators of the












(1) = 1, γˆ(1)
′
Σˆ22γˆ = 1. (2.22)
Therefore, αˆ(1)
′Y∗i and γˆ
(1)′X∗i have the maximum sample correlation and this correlation
is λˆ1.
2.4 Statistical Analysis
The purpose of this study is to estimate the CRAE (or CRVE) using the measured
diameters of retinal vessels a1, a2,..., a14 (or v1, v2, ..., v14) (details described in the
first section) such that the correlation between CRAE (or CRVE) and dbpdia, dpbsys,
BMI, and/or glucose becomes maximum.
In this study the multiple linear regression analysis was first performed to estimate
the CRAE. In detail, we used BMI as a response variable and a1 to a14 as predictor
variables to build optimal linear regression models, then treat the fitted values as CRAE
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until we obtained the relatively big correlation between the estimated CRAE and BMI.
The similar steps were performed when using dpbdia, dpbsys, or glucose as single
response variable in linear regression models, respectively. CRVE was estimated by the
same procedure using v1 to v14 as predictor variables.
Since the standard to judge how well the CRAE (or CRVE) has been estimated is the
maximum correlation between the estimators and the response variables, the canonical
correlation analysis has been used to evaluate the CRAE (or CRVE) which is defined
by canonical variate or γˆ(1)
′X∗ .
All statistical analysis have been performed using software R (freedownload from
Internet).





The selected baseline characteristics of the study population are summarized in Table
3.1. There are 3280 participants in the sample. The mean age of the respondents is 58.7
years old. The distribution (29.18%) of the participants in age group 50-59 is higher
than other three groups (24.82%, 23.78%, 22.23%) but the difference in distributions of
all four groups is rather small. Female and male participants have similar distribution
in this sample. In this studied population, 68.5% people has hypertension and 23.32%
has diabetes.
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Table 3.1: Participants Characteristics in Singapore Malay Eye Study(N = 3280)









Age (years) 58.7 (±11.0)
Weight (kg) 66.1 (±13.7)
Systolic blood pressure (mmHg) 147.1 (±23.8)
Diastolic blood pressure (mmHg) 79.7 (±11.21)
Blood glucose (mmol/L) 6.79 (±3.68)
Body mass index (kg/m2) 26.35 (±5.11)
Note: Data presented are means (standard deviations) or number (percentage) for cor-
responding variables. ”N” indicates the sample size. Participants occurred in weight
(3255), diastolic blood pressure (3275), systolic blood pressure (3275), blood glucose
(3148), body mass index (3255), diabetes (3278).
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3.1.2 Frequency of the Predictor Variables
. The frequencies of the predictor variables in this study are listed in Table 3.2. Of all
retinal arteriole calibers, a1 to a6 have higher response rates of 86% or up. The other
calibers have very low response rate (lower than 62%). To ensure the reliability to the
following analysis, the first six measurements for retinal vessel calibers (a1 to a6) were
chosen to be the predictor variables in multiple linear regression analysis and canonical
correlation analysis. Removing all missing data among all variables simultaneously, the
response rate is 82% (data not shown).
3.2 Sample Correlation Coefficients
. The sample correlation coefficients were calculated between the response variables
and the predictor variables (the used formulas described in Methods section). The cor-
relation coefficients are listed in Table 3.3. The values of all correlation coefficients
show that there is relatively large negative correlation observed between the blood pres-
sure and the retinal vessel calibers. The lower negative correlation exists between bmi
and four retinal vessel calibers (a1, a2, a4, and a5). The correlation between glucose
and six calibers are low but positive. The largest correlation exists between dbpdia and
a1 (-0.1312) but the lowest one exists between bmi and a6 (0.0038).
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Table 3.2: The Counts of the Response and Predictor variables (N = 3280)















Note: a1 - a14 are the predictor variables.
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Table 3.3: The Pearson Correlation Coefficients between the Response and Predictor
variables
a1 a2 a3 a4 a5 a6
dbpdia -0.1312 -0.1309 -0.1093 -0.0667 -0.0832 -0.0932
dbpsys -0.0874 -0.0765 -0.0358 -0.0048 -0.0347 -0.0467
bmi -0.0331 -0.0363 0.0139 -0.0223 -0.0133 0.0038
glucose 0.0398 0.0069 0.0447 0.0570 0.0191 0.0168
3.3 Multiple Linear Regression Analysis
3.3.1 bmi as the response variable
. In order to find the largest correlation coefficient between estimated CRAE and bmi,
all combinations from a1 to a6 were used as the predictor variables in multiple linear
regression analysis. The Box-Cox transformation gave an optimal log transformation
for bmi in multiple linear regression model. Thus, we used log(bmi) as a response vari-
able. All correlation values were positive. The largest correlation between the estimated
CRAE ( = eyˆ) and bmi was r = 0.06234. The corresponding multiple linear regression
model was as follows:
log(bmi) = βˆ0 + βˆ1 ∗ a1 + βˆ2 ∗ a2 + βˆ3 ∗ a3 + βˆ4 ∗ a4 + βˆ4 ∗ a4 + βˆ5 ∗ a5 + βˆ6 ∗ a6 + e
where βˆ estimates were listed in Table 3.4.
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Table 3.4: The Coefficients in Multiple Linear Regression Model using log(bmi) as a
response variable
Coefficients Estimate Std.Error P-value
βˆ0 3.309e+00 3.033e-02 < 2e − 16
βˆ1 -4.916e-04 2.665e-04 0.0652
βˆ2 -5.142e-04 2.774e-04 0.0639
βˆ3 5.128e-04 2.499e-04 0.0403
βˆ4 -1.924e-04 2.051e-04 0.3483
βˆ5 -9.268e-05 1.868e-04 0.6199
βˆ6 8.230e-05 1.802e-04 0.6479
3.3.2 glucose as the response variable
. Using Boxcox in R found a optimal power (-1) for the response variable glucose in
linear regression model. Thus, 1/glucose was used as the response variable and a1 - a6
as the predictor variable in multiple linear regression analysis. In all combinations of
a1 to a6, the largest correlation between the estimated CRAE (= 1/yˆ) and glucose was
found to be 0.072. All correlation values were positive. The corresponding multiple
linear regression model was written as:
1
glucose
= βˆ0 + βˆ1 ∗ a2 + βˆ2 ∗ a3 + βˆ3 ∗ a4 + βˆ4 ∗ a5 + e
where the estimators of the coefficients in linear model were listed in Table 3.5.
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Table 3.5: The Coefficients in Multiple Linear Regression Model using 1/glucose as a
response variable
Coefficients Estimate Std.Error P-value
βˆ0 1.905e-01 7.806e-03 < 2e − 16
βˆ1 1.026e-04 7.938e-05 0.1963
βˆ2 -1.083e-04 6.906e-05 0.1170
βˆ3 -1.335e-04 5.807e-05 0.0216
βˆ4 -8.253e-05 5.227e-05 0.1144
3.3.3 dbpdia as the response variable
. In order to find the largest correlation coefficient between estimated CRAE and dbp-
dia, all combinations from a1 to a6 were used as the predictor variables in multiple
linear regression analysis. The Box-Cox transformation gave an optimal power trans-
formation (-1) for dbpdia in multiple linear regression model. Thus, we used 1/dbpdia
as a response variable. All correlation values are positive. The largest correlation be-
tween the estimated CRAE ( = 1/yˆ) and dbpdia was r = 0.2156. The corresponding
multiple linear regression model was as follows:
1
dbpdia
= βˆ0 + βˆ1 ∗ a1 + βˆ2 ∗ a2 + βˆ3 ∗ a3 + βˆ4 ∗ a4 + βˆ4 ∗ a4 + βˆ5 ∗ a5 + βˆ6 ∗ a6 + e
where βˆ estimates were listed in Table 3.6.
Chapter 3: Results 30
Table 3.6: The Coefficients in Multiple Linear Regression Model using 1/dbpdia as a
response variable
Coefficients Estimate Std.Error P-value
βˆ0 9.892e-03 2.648e-04 < 2e − 16
βˆ1 1.011e-05 2.321e-06 1.37e-05
βˆ2 1.134e-05 2.431e-06 3.25e-06
βˆ3 6.768e-06 2.189e-06 0.002006
βˆ4 6.707e-07 1.798e-06 0.709166
βˆ5 5.884e-06 1.633e-06 0.000321
βˆ6 6.012e-06 1.576e-06 0.000140
3.3.4 dbpsys as the response variable
. In order to find the largest correlation coefficient between estimated CRAE and
dbpsys, all combinations from a1 to a6 were used as the predictor variables in mul-
tiple linear regression analysis. The Box-Cox transformation gave an optimal power
transformation (-1/3) for dbpsys in multiple linear regression model. Thus, we used
(dbpsys)(−1/3) as a response variable. All correlation values were positive. The largest
correlation between the estimated CRAE ( = yˆ(−3)) and dbpsys was r = 0.123. The





= βˆ0 + βˆ1 ∗ a1 + βˆ2 ∗ a2 + βˆ3 ∗ a3 + βˆ4 ∗ a4 + βˆ4 ∗ a4 + βˆ5 ∗ a5 + βˆ6 ∗ a6 + e
where βˆ estimates are listed in Table 3.7.
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Table 3.7: The Coefficients in Multiple Linear Regression Model using 13√dbpdia as a
response variable
Coefficients Estimate Std.Error P-value
βˆ0 1.825e-01 1.565e-03 < 2e − 16
βˆ1 5.972e-05 1.371e-05 1.37e-05
βˆ2 4.961e-05 1.436e-05 0.00056
βˆ3 6.818e-06 1.293e-05 0.59811
βˆ4 -1.734e-05 1.062e-05 0.10270
βˆ5 7.635e-06 9.650e-06 0.42895
βˆ6 1.775e-05 9.314e-06 0.05681
3.3.5 Conclusion of multiple linear regression analysis
After model adequacy checking (data not shown), the four multiple linear regression
models above did not follow the assumption of normal distribution and the consistency
of variance, thus were not optimal, even though they produced the largest correlations
between CRAE and the corresponding response variable. Besides, this analysis only
described the relationship between single response variable and a set of the predictor
variables. Finally the correlation values were always positive which could not indicate
the objective relationship between the CRAE and the corresponding response variable.
Thus, multiple linear regression analysis was considered not an appropriate method to
estimate the CRAE.
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3.4 Canonical Correlation Analysis (CCA)
The canonical correlation analysis was performed between two sets of variables, i.e. the
response variable set and the predictor variable set. The response variable set included
dbpdia, dbpsys, bmi, and glucose. The predictor variable set included a1, a2, a3, a4,
a5, and a6. Two or three or four variables were chosen from the response variable set
to compare with the whole predictor variable set. The results of four cases were stated
in the following.
3.4.1 Case I: two response variables dbpdia and bdpsys
In Case 1, the canonical correlation coefficients were estimated between the response
variable set (dbpdia and bdpsys) and the predictor variable set (a1 to a6). The first and
maximum canonical correlation was λˆ1 = 0.21 (shown in Table 3.12). When λˆ1 = 0.21,
the standardized canonical coefficients αˆ(1) and γˆ(1) were shown in Table 3.8. For the
blood pressure variables, the first canonical dimension was more influenced by dbpdia
(-0.002). For the predictor variables, a2 had largest influence (0.00062) and a4 had least
influence (0.000099).
3.4.2 Case II:two response variables bmi and glucose
In Case II, the canonical correlation coefficients were estimated between the response
variable set (bmi and glucose) and the predictor variable set (a1 to a6). The first and
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Table 3.8: The First Standardized Canonical Coefficients in Case I
Coefficients
Response Variable Set (αˆ(1))
dbpdia -0.002
dbpsys 0.0002
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Table 3.9: The First Standardized Canonical Coefficients in Case II
Coefficients
Response Variable Set (αˆ(1))
bmi -0.0020
glucose 0.0048







maximum canonical correlation was λˆ1 = 0.0787 (shown in Table 3.12). When λˆ1 =
0.0787, the standardized canonical coefficients αˆ(1) and γˆ(1) were shown in Table 3.9.
For the bmi and glucose variables, the first canonical dimension was more influenced
by glucose (0.0048). For the predictor variables, a4 had largest influence (0.00068) and
a4 had least influence (0.000039).
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3.4.3 Case III:three response variables dbpdia, dbpsys, and bmi
In Case III, the canonical correlation coefficients were estimated between the response
variable set (dbpdia, dbpsys, and bmi) and the predictor variable set (a1 to a6). The
first and maximum canonical correlation was λˆ1 = 0.2103 (shown in Table 3.12). When
λˆ1 = 0.2103, the standardized canonical coefficients αˆ(1) and γˆ(1) were shown in Table
3.10. For the response variables, the first canonical dimension was more influenced by
dbpdia (-0.002). For the predictor variables, a2 had largest influence (0.00063) and a6
had least influence (0.0001).
3.4.4 Case IV: four response variables dbpdia, dbpsys, bmi and glu-
cose
In Case IV, the canonical correlation coefficients were estimated between the response
variable set (dbpdia, dbpsys, bmi, and glucose) and the predictor variable set (a1 to a6).
The first and maximum canonical correlation was λˆ1 = 0.2169 (shown in Table 3.12).
When λˆ1 = 0.2169, the corrected standardized canonical coefficients αˆ(1) and γˆ(1) were
shown in Table 3.11, which changed all original negative values into positive ones or
original negative value into positive ones. Then we can see the results were agreeable
with the other three cases. For the response variables, the first canonical dimension
was most strongly influenced by dbpdia (-0.0019). For the predictor variables, a2 had
largest influence (-0.00058) and a4 had least influence (0.00015).
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Table 3.10: The First Standardized Canonical Coefficients in Case III
Coefficients
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Table 3.11: The First Standardized Canonical Coefficients (corrected) in Case IV
Coefficients
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3.4.5 Comparison of the four cases
The maximum canonical correlations in four cases were listed in Table 3.12. The value
of the maximum correlations increased with a small extent when adding a term to the
response set holding another set not changed (from 0.21 to 0.2169).
The CRAE was estimated by the first canonical variate, which equaled to the sum-
mation of the first canonical coefficients times the corresponding predictor variables (
= γˆ(1)
′X∗i )). The Pearson correlation coefficients between CRAE estimated from four
cases and each variable of the response variable set were listed in Table 3.13. In Case
I, II, III and corrected IV, the correlation coefficients were negative between estimated
CRAE and dbpdia, dbpsys, and bmi but positive between CRAE and glucose. In Case I,
III, and IV, the value of the correlation coefficients between CRAE and dbpdia, dbpsys
were similar while the correlation coefficients in Case III were little bit higher. In Case
II, there existed the largest absolute correlation coefficients between CRAE estimated
from Case I and bmi (-0.0341),or glucose (0.0669) compared with other three models.
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Table 3.12: The Maximum Canonical Correlations
Case Maximum correlation
I (dbpdia, dbpsys) 0.2100
II (bmi, glucose) 0.0787
III (dbpdia, dbpsys, bmi) 0.2103
IV (dbpdia, dbpsys, bmi, glucose) 0.2169
Note: In the first column, each row gives the variables used in one set in Canonical
Correlation Analysis (CCA). Another set of variables in CCA is the same for each row,
which is a1, a2, ..., a6.
Table 3.13: The Pearson Correlation Coefficients between CRAE Estimated in Each
Case and the Response Variables
Case dbpdia dbpsys bmi glucose
I (dbpdia, dbpsys) -0.2066 -0.1044 -0.0284 0.0497
II (bmi, glucose) -0.1545 -0.0639 -0.0341 0.0669
III (dbpdia, dbpsys, bmi) -0.2066 -0.1047 -0.0291 0.0497
IV (dbpdia, dbpsys, bmi, glucose) -0.2060 -0.1029 -0.0291 0.0523
Note: CRAE = γˆ(1)
′X∗i . γˆ
(1)′ values can be found in Table 3.8,3.9,3.10,3.11. X∗i = (a1,
a2,a3,a4,a5,a6)’.




In this study, three types of correlations had been estimated. The individual Pearson
correlation coefficients described the correlation between two variables. The correla-
tions between the response variables and predictor variables were very weak (< ±0.15).
The results showed that blood pressure was negatively correlated with all six diameters
of retinal arterioles and BMI negatively correlated with most of diameters of retinal
arterioles while glucose positively correlated with all six retinal arterioles diameters.
Multiple linear regression analysis had been used to describe the relationship be-
tween one response variable and a set of predictor variables. Then the Pearson cor-
relation coefficients were estimated between the response variable and the fitted value
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(consider as CRAE). The initial results showed that there were some weaknesses in this
method for the purpose of this study. First, this method only used one response variable
when building model. Secondly, the value of correlation between the response variable
and estimates was always positive. Finally, model building and model adequacy check-
ing were relatively trivial. So multiple linear regression analysis was considered not
appropriate for the accomplishment of the purpose of this study.
Canonical correlation analysis was therefore used to study the relationship between
two sets of variables. This method was proved to be more appropriate for reaching the
purpose of this study. First of all, this method used two or more response variables
simultaneously. Secondly, the directions of relationships between the CRAE and the
response variables were agreeable with ones in the individual Pearson correlation coef-
ficients. Thirdly, The maximum canonical correlation would increase as adding terms
in the response variable set. Finally, for the known four response variables, Case III
(including variables dbpdia, dbpsys, BMI) presented the relative large individual cor-
relations between the CRAE and all four response variables, which consider to be an
optimal model for the estimation of CRAE. CRAE were negatively related with blood
pressures(r = -0.21 with dbpdia and r = -0.1047 with dbpsys) and negatively related
with BMI (-0.029) but positively related with glucose (r = 0.0497).
These conclusions were testified by following section of similar application of CCA
for CRVE.
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Table 4.1: The Pearson Correlation Coefficients between the Response and Predictor
variables
v1 v2 v3 v4 v5 v6
dbpdia -0.0061 -0.0071 -0.0234 -0.0589 0.0202 -0.0097
dbpsys -0.0104 -0.0100 -0.0252 -0.0341 0.0129 -0.0237
bmi 0.0492 0.0173 -0.0009 -0.0086 0.0293 0.0146
glucose 0.0324 0.0275 0.0233 0.0321 0.0302 -0.0091
4.2 Similar Application of CCA for CRVE
The response variable set included variables dbpdia, dbpsys, BMI, and glucose. The
predictor variable set included variables v1, v2, v3, v4, v5, v6 with response rate of
each variable 88.14% or more (data not shown). The individual Pearson correlation
coefficients are presented in Table 4.1. The correlations were very weak between the
response variables and the predictor variables (< ±0.05). The results also showed that
blood pressure (dbpdia and dbpsys) was negatively related with most of retinal venule
diameters while BMI and glucose positively related with most of retinal venule diame-
ters.
The first or maximum canonical correlation coefficients are shown in Table 4.2.
Similar to the situation in CRAE estimation, the value increased when adding a term to
the response variable set while holding the predictor variable set constant.
The CRVE was estimated by the first canonical variate, which equals to the sum-
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Table 4.2: The Maximum Canonical Correlations
Case Maximum correlation
I (dbpdia, dbpsys) 0.067
II (bmi, glucose) 0.084
III (dbpdia, dbpsys, bmi) 0.0704
IV (dbpdia, dbpsys, bmi, glucose) 0.0981
Note: In the first column, each row gives the variables used in one set in Canonical
Correlation Analysis (CCA). Another set of variables in CCA is the same for each row,
which is v1, v2, ..., v6.
mation of the first canonical coefficients times the corresponding predictor variables ( =
γˆ(1)
′X∗i ). The Pearson correlation coefficients between CRVE and each of the response
variable set are listed in Table 4.3. The results showed that dbpdia and dbpsys grouped
to be the response set made the correlations biggest between CRVE and dbpdia or dbp-
sys compared to other two cases. Similarly, grouping BMI and glucose gave the biggest
correlations between CRVE and BMI or glucose.
Thus, the results in estimation of CRVE strongly supported the conclusion that
CCA be more appropriate statistical method to estimate the CRAE or CRVE.
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Table 4.3: The Pearson Correlation Coefficients between CRVE Estimated in Each Case
and the Response Variables
Case dbpdia dbpsys bmi glucose
I (dbpdia, dbpsys) -0.0669 -0.0486 0.0003 0.0447
II (bmi, glucose) -0.0281 -0.0277 0.0510 0.0673
III (dbpdia, dbpsys, bmi) -0.0513 -0.0460 -0.0381 0.0597
IV (dbpdia, dbpsys, bmi, glucose) -0.0494 -0.0422 0.0375 0.0684
Note: CRAE = γˆ(1)
′X∗i . γˆ
(1)′ are canonical coefficients for the predictor variable set
produced by CCA. Of four cases, Case I, II, and III used corrected coefficients, which
means changing signs for every coefficient. X∗i = (v1,v2,v3,v4,v5,v6)’.
4.3 Further Improvement
Canonical correlation analysis has an assumption that all variables studied should fol-
low normal distributions. Figure 4.1 of histograms of all variables showed that some
of them (like glucose and a3) are obviously not following normal distributions. The
possible way to remove the problem is to do Box-Cox transformation to make data look
normal, then use the transformed data to do the analysis. The estimation of CRAE is
a linear combination of the predictor variables (a1 - a6) and can be viewed as a gra-
dient, but a linear combination of the transformed variables is hard to interpret as the
representative of retinal arteriole diameters.
In the analysis, the predictor variables a1-a6 were selected from all 14 measure-

































































































































Figure 4.1: Histograms of the Response and Predictor Variables
ments of retinal arteriole calibers based on the response rate (see Table 3.2). The re-
sponse rates of a7 - a10 are lower than 62%, but the bases of these variables are large
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(from 2022 to 103) because of large sample size. So other statistical methods should
be explored to estimate CRAE (or CRVE) which can make use of all possible measure-
ments of retinal vessel calibers such that the estimates can be more representative.
In canonical correlation analysis, only the main effects of the predictor variables
had been analyzed in the quantifying the central retinal vascular equivalent. In further
study the higher order of the predictor variables could be added to the set to improve
the correlation between two sets of variables. Besides, the other variables such as age,
gender and other variables might affect the results in quantifying the CRAE. So these
variables should be evaluated in future study.
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