We consider the existence of pairs of probability ensembles which may be efficiently distinguished from each other given 
Introduction
Computational indistinguishability, introduced by Goldwasser and Micali [7] and defined in full generality by Yao [11] , is a central concept of complexity theory. Two probability ensembles, fX n g n2N and fY n g n2N , where both X n and Y n range over f0; 1g n , are said to be indistinguishable by a complexity class if for every machine M in the class the difference d M n def = jPrMX n = 1 , PrMY n = 1 j is a negligible function in n (i.e., decreases faster than 1=pn for any positive polynomial p).
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either distributions), and casts its "verdict" based on this sample. An important and natural question is what happens when the distinguishing machine is given several samples. It is well known that in several cases (see below), computational indistinguishability is preserved also when many samples are given to the distinguisher. That is, in these cases, if two ensembles are computationally indistinguishable by a single sample then they are also computationally indistinguishable by (polynomially) many samples. Two important cases where this happens are:
1. When the two probability ensembles are polynomialtime computable, and one considers probabilistic polynomial-time distinguishers. (An ensemble fZ n g n2N is polynomial-time computable if there exists a probabilistic polynomial-time sampling algorithm, S, such that S1 n and Z n are identically distributed.)
2. When one considers computational indistinguishability with respect to the class of non-uniform polynomial-size circuits.
In both cases the proof amounts to using the multi-sample distinguisher to derive a single-sample distinguisher, by incorporating copies of the two ensembles into the single-sample distinguisher (cf., [5, 4] ). This is possible using the fact that the class of distinguishers is able to generate samples from each of the two ensembles.
However, it has been shown that the above may fail in certain other cases (cf., [3, 8, 6] ). Specifically, there exists a pair of (non-efficiently computable) ensembles which, on one hand, are computationally indistinguishable by (uniform) probabilistic polynomial-time algorithms which take a single sample, while on the other hand, can be distinguished in polynomial-time given two samples.
It has been unknown whether separations as above may exists between distinguishability based on, say, 2 samples and 3 samples. Furthermore, it was not known if there is a separation between 2 samples and polynomially many samples.
We show a separation between k samples and k+1, for any polynomially-bounded function k : N 7 ! N. That is, there exist a pair of probability ensembles which are (polynomialtime) indistinguishable based on k samples and yet can be distinguished (in polynomial-time) given k + 1 samples.
Formal Setting
In this paper we call P = fP n g n2N a probability ensemble if, for some polynomially-bounded length function`: N7 !N, P n is a distribution on the set of strings of length`n. The corresponding (to the length function`) uniform ensemble, denoted U = fU n g n2N , has each U n uniformly distributed over f0; 1g` n . A function, : N 7 ! 0; 1 , is called negligible if for every positive polynomial p and all sufficiently large n's, n 1=pn. The latter definition is naturally coupled with the association of efficient computation with polynomial-time algorithms: An event "occurs negligibly" if it cannot be observed after a feasible (i.e., expected polynomial) number of trials. is negligible, where P kn n (resp., Q kn n ) represents kn independent copies of P n (resp., Q n ).
A "strong" negation of the notion of indistinguishability is presented by the notion of distinguishability. A function, : N 7 ! 0; 1 , is called noticeable if there exists a positive polynomial p so that for all sufficiently large n's, n 1=pn. We stress that the two notions do not complement one another, but rather leave a gap in-between, since the underlying notions of negligible and noticeable are not complementary. Clearly, a negligible function is not noticeable, but there are functions :N7 ! 0; 1 which are neither negligible nor noticeable (e.g., n = 1 if n is even and 0 otherwise). N7 !N, P = fP n g n2N and Q = fQ n g n2N be as in Thus, with respect to uniform computations (and general ensembles which may not be polynomial-time computable), the "sample hierarchy" is strict. We comment that one may also construct a pair of probability ensembles, P = fP n g n2N and Q = fQ n g n2N such that both satisfy the above theorem and 
Proof of Main Result
We prove Theorem 2.3 by first studying a problem concerning polynomials of low degree over a big finite field. Using the above, Theorem 2.3 is proven by standard diagonalization. The high level plan is as follows. Using parameter n, we consider F = G F 2 n , and wish to fool the first tn (e.g., tn = n) probabilistic machines which takes kn samples. These machines give rise to tn functions f i as above, and by Item 1 there exists a degree kn polynomial, denoted p, which is f i ; k n; 2 , n -typical for all i's. Using p, we define the n th distribution, denoted P n , as x; px where x is uniformly distributed over F, and infer that none of the above machines can distinguish kn samples taken from P n from kn samples taken from the uniform distribution over pairs F F. On the other hand, by Item 2 (substituting k for kn + 1 ), there exists a polynomial-time algorithm which distinguishes kn+1samples from P n from kn+1
Typical Polynomials
samples taken from the uniform distribution. For details see Section 3.4. This will be established by applying Chebyshev's inequality to the x 's. Specifically, we will show that the expected value of the sum of the x 's is approximately jFj k , and that with high probability the sum of the x 's is close to its expected value. In showing the latter we will use the fact that the x 's are "almost pairwise independent" (as in [1, Sec. 4.3] ). For every x = x 1 ; :::; x k 2 F k with jfx 1 ; :::; x k gj = k, we have E x = E p2F2k,1 fx;px = E y2F k fx;y However, when the y i 's are uniformly selected, the value of the extrapolated degree k,1 polynomial p 0 at any fixed point (e.g., p 0 0) is uniformly distributed. Thus the algorithm's output is uniformly distributed in f0; 1g, and Eq. (3) follows.
Almost all degree k polynomials are ktypical

Using Typical Polynomials
Using Lemma 3.3 and Proposition 3.5, we can prove the existence of probability ensembles which are indistinguishable from the uniform ensemble by k samples but distinguishable from it by 2k samples. More generally, we have the following lemma. Lemma 3.6 Let t : N7 !N be any non-decreasing and unbounded function, and k;k 0 : N7 !N be two polynomiallybounded functions so that kn k 0 n for every n. Suppose that for some c 0 and any function f : GF2 n kn 2 7 ! 0; 1 all but at most a 1=2tn fraction of the degree k 0 n,1 polynomials over GF2 n are f;kn; 2 ,cn -typical. Then, there exists probability ensembles, P = fP n g n2N and Q = fQ n g n2N , where P n (resp. Q n ) ranges over strings of length 2n and can be generated by a probabilistic circuit of size polyn, so that 
, 2 , n
Theorem 2.3 follows by combining the above lemma (using k 0 n = kn + 1 ) with Lemma 3.2, whereas a weaker statement with k 0 n = 2 kn follows by combining the above lemma with Corollary 3.4. In both cases we may set t : N7 !N to be any non-decreasing and unbounded function so that tn 2 n=O1 (e.g., tn = n or tn = log n will do, alas the hypothesis holds even for tn = 2 n=O1 In particular, let fix an arbitrary polynomial p 2 F k 0 n,1 satisfying Eq. (5) (for all these M's) so that p0 is one of the first 2 n,1 elements of F (by some standard enumeration).
Such a polynomial does exist since exactly half of the polynomials satisfy the latter condition and less than half do not satisfy the former. Similarly, we fix q 2 F k 0 n,1 satisfying Eq. (5) so that q0 is one of the last 2 n,1 elements of F.
Using this polynomial p, we define P n to be uniformly distributed over fx; px : x 2 GF2 n g. Similarly, Q n is defined to be uniformly distributed over fx; qx : x 2 GF2 n g.
By Eq. (5), Item 1 of the lemma holds. To establish Item 2, we use the algorithm of Proposition 3.5: We extrapolate a degree k 0 n , 1 polynomial, based on the given k 0 n samples, and test whether its free term is one of the first 2 n,1 elements of F. Clearly, the answer is almost always YES when given k 0 n samples from P n , whereas it is almost always NO when given k 0 n samples from Q n . (Here "almost always" means with probability 1 , 2 , n .) The answer is YES with probability 1 2 when given k 0 n samples from the uniform distribution over f0; 1g 2n . The lemma follows.
Proof of Lemma 3.2
Our proof consists of the following four steps:
1. We consider a bipartite graph in which edges link leftside vertices of the form x; y 2 F k 2 with right-side vertices p 2 F k iff px = y. We claim that for any f : F k 2 7 ! 0; 1 , for almost all p 2 F k the average of f over the neighbors of p approximates the average of f over all F k 2 .
2. We consider an auxiliary multi-graph (having parallel edges and self-loops) over the vertex set F k with edges representing paths of length 2 in the former graph. We show that a good upper bound on the second eigenvalue of the auxiliary graph implies the former claim.
3. Reversing the well-known connection between eigenvalues and rapid-mixing, we show that the rapid-mixing of a random walk on a graph implies a good upper bound on the second eigenvalue of the graph. (This part has appeared implicitly in many works.)
4. Finally, we show that a random walk on the auxiliary graph is sufficiently rapidly mixing (to yield a good enough bound on the second eigenvalue).
Initial simplification. We assume throughout that k 2 jFj (as otherwise Lemma 3.2 holds vacuously). Recall that Lemma 3.2 asserts that for some 0 ; 0 def = Ok 1=c j Fj ,c , all but at most an 0 fraction of the k degree polynomials are f;k; 0 -typical. This statement refers to expectation taken over all x's in F k . As we have seen in the previous section, it is more convenient to consider only x = x 1 ; :::; x k 's consisting of distinct x i 's. Let F k denote the set of such sequences, that is F k def = fx 1 ; :::; x k 2 F k : x i 6 = x j 8i 6 = jg (6) Then, Lemma 3.2 would follow if we establish, for 1 = 0
, that all but at most a 1 fraction of the k degree polynomials satisfy jE x2F k fx;px,E x2F k ;y2F k fx;yj 1 (7) (Lemma 3.2 follows since the difference between expectation taken over x 2 F k and expectation taken over x 2 F k is at most , k 2 jFj ,1 .) From this point on, we consider probability spaces where x is uniformly distributed over F k .
The bipartite graph G F;k . We consider a bipartite graph, denoted G F;k , with vertex set U F;k V F;k , where U F;k def = F k F k and V F;k def = F k . The edge set of the graph, denoted E U F;k V F;k , consists of pairs x; y; p where px = y. Clearly, each vertex p 2 V F;k has exactly jF k j neighbours; specifically, its neighbour set, denoted ,p, equals fx; px : x 2 F k g. Using the fact that x consists of distinct elements, we know that each vertex x; y 2 U F;k has exactly jFj neighbours, corresponding to the jFj degree k polynomials p's which satisfy px = y. Thus, Eq. (7) In order to show that G F;k is a good extractor, we consider an auxiliary multi-graph with vertex set V and edge set corresponding to all possible paths of length 2 in G F;k . That is, for every v;u 2 V and every path of length 2 in G F;k between v and u (passing through a vertex in U F;k ), we introduce an edge in the auxiliary multi-graph. We stress that this multigraph, denoted A F;k , has jF k j self-loops per each vertex, and that it is regular (with degree jF k j j Fj).
Let A denote the normalized adjacency matrix of A F;k (i.e., A F;k 's adjacency matrix divided by its degree), and let F;k denote the second largest (in absolute value) eigenvalue of A. Then we have 
Proof:
Let def = 1=3 , and suppose for contradiction that G F;k is not an ; -extractor. Then, there exists a set V 0 V F;k of cardinality at least j V F;k j so that the distribution induced on U F;k by uniformly selecting v 2 V 0 and u 2 ,v is -far (in variation distance) to the uniform distribution on U.
Denoting by p u the probability assigned to vertex u 2 U F;k , the contradiction hypothesis yields X u2UF;k jp u , j U F;k j ,1 j 2 (9) On the other hand, denoting by ,x the neighbor set of any vertex x in G F;k , we have 
Reversing the eigenvalue connection
It is well-known that good upper bounds on the second eigenvalue of a (regular) graph yield rapid mixing (i.e., fast convergence of a random walk to the uniform distribution). The converse is less known, holds as well and has been used in various papers. In particular, the fact that the trace of the t th power of the (normalized) adjacency matrix is the sum of the eigenvalues t th powers [2] , can be used to derive such a bound (Noga Alon, priv. comm.). 3 For sake of selfcontainment, we provide a proof of the desired result. 3 In this case one may use a upper bound on the t-step "return probability" of random walks. Thus, an upper bound on the max-norm deviation of a t-step random walk from any start vertex implies an upper bound on the second eigenvalue. The hypothesis is thus weaker than the one we use below.
Showing that the auxiliary graph is rapidmixing
We conclude the proof of Lemma 3. 
