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METRIC MEASURE SPACES WITH VARIABLE RICCI BOUNDS AND
COUPLINGS OF BROWNIAN MOTIONS
KARL-THEODOR STURM
Abstract. The goal of this paper is twofold: we study metric measure spaces (X, d,m) with
variable lower bounds for the Ricci curvature and we study pathwise coupling of Brownian
motions. Given any lower semicontinuous function k : X → R we introduce the curvature-
dimension condition CD(k,∞) which canonically extends the curvature-dimension condition
CD(K,∞) of Lott-Sturm-Villani for constant K ∈ R. For infinitesimally Hilbertian spaces we
prove
• its equivalence to an evolution-variation inequality EVIk which in
turn extends the EVIK-inequality of Ambrosio-Gigli-Savare´;
• its stability under convergence and its local-to-global property.
For metric measure spaces with uniform lower curvature bounds K we prove that for each pair
of initial distributions µ1, µ2 on X there exists a coupling Bt = (B
1
t , B
2
t ), t ≥ 0, of two Brownian
motions on X with the given initial distributions such that a.s.
d
(
B
1
s+t, B
2
s+t
)
≤ e
−Kt/2
· d
(
B
1
s , B
2
s
)
(∀s, t ≥ 0).
1. Heat Flow on Metric Measure Spaces
Throughout this paper, a metric measure space will be triple (X, d,m) where (X, d) is a
complete, separable metric space and m is a measure on X equipped with its Borel σ-field
B(X). To simplify the presentation, we also assume in addition that d is a length metric, that
m has full topological support and that the following weak integrability property holds∫
X
e−C·d
2(x′,x) dm(x) <∞ (1.1)
(for some x′ ∈ X and C ∈ R). P(X) will denote the space of Borel probability measures on X.
There are two canonical ways to define the heat flow on a mms (X, d,m)
• either as the gradient flow for the energy E in the Hilbert space L2(X,m)
• or as the gradient flow for the entropy Ent in the Wasserstein space P2(X).
In the sequel, we will briefly present both approaches and we will illustrate that in great gener-
ality both approaches will coincide.
1.1. Eulerian Approach via Energy. Given any function f : X → R we define its pre-energy
by
E0(f) :=
{ ∫
X |Df |
2 dm, if f is bounded and Lipschitz
+∞, else
and its energy – often called Cheeger energy – as the relaxation or lower semicontinuous envelop
of the pre-energy:
E(f) = lim inf
g→f in L2
E0(g).
Here |Df | denotes the metric slope (or local Lipschitz constant) of a Lipschitz function defined
as
|Df(x)| := lim sup
y→x
|f(y)− f(x)|
d(y, x)
.
The energy E is a lower semicontinuous convex functional on L2(X,m). It is 2-homogeneous
but not necessarily quadratic. Its domain Dom(E) := {f ∈ L2(X,m) : E(f) < ∞} is a dense
linear subspace of L2(X,m) [3], Prop. 4.1. For each f ∈ Dom(E) there exists the minimal
weak upper gradient |Df |w, a unique element of minimal norm in {g ∈ L
2(X,m) : ∃fn ∈
Lipb(X), fn → f, |Dfn|⇀ g}. It satisfies E(f) =
∫
|Df |2w dm.
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Proposition 1.1 ([3], Chapter 4). • The gradient flow for the energy E in L2(X,m) de-
fines uniquely a continuous semigroup (Tt)t≥0 of contractions in L
2(X,m).
• For each f ∈ L2(X,m) the trajectory t 7→ Ttf is continuous in t ∈ [0,∞) and locally
Lipschitz continuous in t ∈ (0,∞).
• The heat flow is mass preserving: for each f ∈ L2(X,m) ∩ L1(X,m)∫
Ttf dm =
∫
f dm.
• It is contracting in Lp: for each p ∈ [1,∞] and each f, g ∈ L2(X,m) ∩ Lp(X,m)
‖Ttf − Ttg‖p ≤ ‖f − g‖p.
In more details, the heat flow ft = Ttf0 is defined via the differential inclusion
d
dt
ft ∈ −∂
−E(ft)
where ∂−E denotes the subdifferential of the convex function E . The Laplacian is defined for
those f ∈ L2 with ∂−E(f) 6= ∅ as the the element of minimal L2-norm within −∂−E(f).
In general, the heat semigroup – and equivalently the Laplacian – will neither be linear nor
m-symmetric. The heat flow is linear if and only if the energy is a quadratic functional. And
in this case, the heat semigroup will also be m-symmetric. Note that by this construction, the
heat flow will be the solution to ddtft = ∆ft – whereas in parts of the literature it is regarded as
the solution to ddtft =
1
2∆ft.
Example 1.2 ([17, 18]). Let (M,F,m) be a smooth Finsler space. Then the associated heat flow
on M is linear if and only if the norm F on each tangent space is Hilbertian, or in other words,
if and only the manifold is Riemannian.
Even if the heat semigroup on Finsler spaces is non-linear it shares many properties with
the linear heat semigroup for Dirichlet forms, e.g. integrated Gaussian estimates a` la Davies,
pointwise comparison a` la Cheeger-Yau and gradient estimates a` la Bakry-Emery-Ledoux.
1.2. Lagrangian Approach via Entropy. For p ∈ [1,∞) we define the Lp-Wasserstein dis-
tance between µ0, µ1 ∈ P(X) by
Wp(µ0, µ1) =
(
inf
∫
d(x, y)p dq(x, y)
)1/p
and W∞(µ0, µ1) = inf ‖d(.)‖L∞(X2,q) where in both cases the infimum is taken over all
Borel probability measures q on X × X with marginals µ0 and µ1. Note that W∞(µ0, µ1) =
limp→∞Wp(µ0, µ1).
The case p = 2 will be of particular interest for us. We denote by P2(X) the L
2-Wasserstein
space over (X, d), i.e. the set of all Borel probability measures µ satisfying
∫
X d(x0, x)
2µ(dx) <
∞ for some, hence any, x0 ∈ X.
Given a measure µ ∈ P2(X) we define its relative entropy or Boltzmann entropy by
Ent(µ) :=
∫
ρ log ρ dm ,
if µ = ρm is absolutely continuous w.r.t. m and (ρ log ρ)+ is integrable. Otherwise we set
Ent(µ) = +∞.
Definition 1.3. Given a number K ∈ R we say that (X, d,m) satisfies the curvature-dimension
condition CD(K,∞) if the Boltzmann entropy is K-convex on the L2-Wasserstein space (P2(X),W2).
Here a function S on a metric space (Y, dY ) is called K-convex if every pair of points y0, y1 ∈ Y
can be joined by a (minimizing, constant speed) geodesic
(
yt
)
0≤t≤1
in Y such
S(yt) ≤ (1− t)S(y0) + t S(y1)−
K
2
t(1− t) dY (y0, y1)
2
for all t ∈ [0, 1]. (The latter can equivalently be expressed by the fact that the function u(t) =
S(yt) is upper semicontinuous in t ∈ [0, 1], continuous in (0, 1) and satisfies u
′′ ≥ K|y˙|2 weakly
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in (0, 1).) In the case K = 0 it is the classical convexity. In the general case, K-convexity gives
a precise meaning for weak solutions to the differential inequality D2S ≥ K on geodesic spaces.
Proposition 1.4 ([24], [16], [2]). The curvature-dimension condition CD(K,∞) has important
stability and transformation properties:
• it is preserved under convergence of the underlying mms (with respect to mGH conver-
gence or D-convergence as well as with respect to the ‘pointed versions’ of these conver-
gence concepts);
• it has the local-to-global property (provided the space is non-branching);
• it has the tensorization property (provided all the spaces are non-branching).
Proposition 1.5 ([16], [2]). The curvature-dimension condition CD(K,∞) for K > 0 implies
various functional inequalities, each of them with sharp constants,
• spectral gap estimate
• Talagrand inequality
• logarithmic Sobolev inequality.
Proposition 1.6 ([3]). Assume that the condition CD(K,∞) holds true for some K ∈ R.
(i) For every µ ∈ P2(X) with Ent(µ) < ∞ there exists a unique gradient flow (Ptµ)t≥0 for
the Boltzmann entropy Ent in the L2-Wasserstein space (P2(X),W2), starting in µ.
(ii) For each µ ∈ P2(X) with Ent(µ) <∞ and with f =
dµ
dm ∈ L
2(X,m) the gradient flow of
the entropy and the previously defined gradient flow of the energy coincide:
Pt(f m) = (Ttf)m.
1.3. Wasserstein Contraction, Gradient Estimates, and Bochner’s Formula. ¿From
now on, we will in addition always assume that the metric measure spaces (X, d,m) under
consideration will be “infinitesimally Hilbertian” in the sense that the canonical energy (as
introduced above) is quadratic:
E(u+ v) + E(u− v) = 2E(u) + 2E(v) (∀u, v ∈ Dom(E)).
To simplify the presentation, we also assume that every bounded function f ∈ Dom(E) with
|Df |w ≤ 1 admits a continuous representative (“property C”). Note that property (ii) in the
subsequent theorem already implies that the energy is quadratic. Moreover, each of properties
(i) and (ii) imply the above mentioned property C.
Theorem 1.7 ([2]). For any mms (X, d,m) as above, the following properties are equivalent
(i) Curvature-dimension condition CD(K,∞);
(ii) Evolution-variation inequality EVIK: for every µ0 ∈ P2(X) there exists a curve (µt)t>0
in Dom(Ent) with limt→0 µt = µ0 such that ∀ν ∈ P2(X),∀t > 0
d+
dt
1
2
W 22 (µt, ν) +
K
2
W 22 (µt, ν) ≤ Ent(ν)− Ent(µt);
(iii) L2-Wasserstein contraction: ∀f1, f2 ∈ L
2(X,m),∀t ∈ R+:
W2
(
Tt(f1m), Tt(f2m)
)
≤ e−KtW2
(
(f1m), (f2m)
)
;
(iv) L2-gradient estimate: ∀u ∈ Dom(E) and ∀t > 0
|DTtu|
2
w ≤ e
−2KtTt(|Du|
2
w);
(v) Bochner’s inequality or Bakry-Emery condition BE(K,∞): ∀u ∈ Dom(∆) with ∆u ∈
Dom(E) and ∀φ ∈ Dom(∆) ∩ L∞(X,m) with φ ≥ 0, ∆φ ∈ L∞(X,m)∫ (
1
2
∆−K
)
φ · |Du|2w dm ≥
∫
φ · 〈∇u,∇∆u〉 dm. (1.2)
Corollary 1.8 ([3], [19]). Assume that some/all of the above properties are satisfied. Then
• (E ,Dom(E)) is a strongly local, quasi-regular Dirichlet form.
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• Its carre` du champ operator coincides with the squared minimal weak upper gradient:
Γ(u) = |Du|2w.
• The generator of the Dirichlet form is the negative Laplacian −∆, introduced as the
single-valued subdifferential of E. It is a linear self-adjoint operator.
• The EVIK-curve in (ii) coincides with the heat flow: µt = Ptµ0.
• For every µ0, µ1 ∈ P2(X) with µ0, µ1 ≪ m the geodesic connecting them is unique.
The previous theorem is of fundamental importance for our understanding of curvature bounds
on metric measure spaces and it has plenty of applications. It also allows for various extensions
and improvements. One direction of improvement is to combine the curvature bound K with a
dimension bound N which leads to the curvature-dimension condition CD(K, N) introduced in
[25] and also studied (in slightly modified form) in [27], see also [5], [10]. Erbar-Kuwada-Sturm
[12] succeeded to formulate proper versions (taking into account the additional information of the
upper dimension bound N <∞) of each of the properties in the previous theorem – among them
EVIK,N and BE(K, N) inequalities – and to prove their equivalence. The CD(K, N)-condition
for finite N also has the advantage that it allows to deduce curvature bounds under time change
of the process and/or conformal transformation of the metric [26].
Another direction will be to consider variable curvature bounds instead of uniform bounds.
This will be the topic of the final chapter 3 of this paper. There we will introduce and study
appropriate modifications of the previous properties (i), (ii), (iv) and (v) for non-constant cur-
vature bounds k : X → R. For a more refined approach – in a more ‘regular’ setting however –
which even allows to define a Ricci tensor, see [26].
Yet another direction of improving the previous theorem consists in studying Lp-versions
instead of L2-versions. Using a remarkable self-improvement property of Bochner’s inequality
in the ‘smooth’ Γ2-setting (i.e. assuming the existence of a nice algebra of functions), Bakry
[6] deduced Lp versions of the gradient estimate (iv). Savare´ [22] extended this argument to
the non-smooth setting and combined it with Kuwada’s duality argument [14, 15] to obtain an
Lp-Wasserstein contraction estimate in the spirit of [20].
Theorem 1.9 ([22]). Assume that (X, d,m) satisfies CD(K,∞). Then for all p ∈ [1,∞], all
µ1, µ2 ∈ P(X) and all t ∈ R+
Wp(Ptµ1, Ptµ2) ≤ e
−KtWp(µ1, µ2).
This result will be the key ingredient for the construction of coupled pairs of Brownian motions
on X which is the content of the subsequent chapter.
2. Coupled Pairs of Brownian Motions on X
2.1. Brownian Motion on X. As a consequence of the previous theorem (the classical p = 2
version suffices), the gradient flow (Pt)t>0 extends to all of P2(X) such that for fixed t > 0 the
mapping µ 7→ Ptµ is Lipschitz continuous (w.r.t. the W2-metric). Let us put pt(x, .) = Ptδx.
Then the mapping x 7→ pt(x, .) from X to P2(X) is Lipschitz continuous, in particular, Borel
measurable. Thus pt(., .) is a Markov kernel on (X,B(X)).
Uniqueness of the gradient flow implies Ps(Ptµ) = Ps+tµ for all µ with finite entropy; by
continuity in µ this extends to all of P2(X). Thus (pt)t≥0 is a semigroup of Markov kernels on
(X,B(X)). Note that each of the measures pt(x, .) for x ∈ X and t > 0 is absolutely continuous
w.r.t. m.
Since the Dirichlet form E on L2(X,m) is quasi-regular and local, there exists an m-invariant
continuous strong Markov process which (or more precisely, the transition semigroup of which)
is m-equivalent to the semigroup (pt)t≥0. Since the latter is absolutely continuous w.r.t. m the
continuous Markov process can be chosen to be equivalent to (pt)t≥0 ([13], Theorems 4.5.1 and
4.5.4).
This continuous stochastic process can be obtained as follows: Given the Markov semigroup
(pt)t∈R+ on (X,B(X)), an arbitrary initial distribution µ ∈ P(X) and a finite subset J =
{t1, . . . , tr} of R+ we define the finite dimensional distribution P
µ
J – a probability measure on
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Xr – as follows
P
µ
J (B1 × . . . Br) =
∫
X
∫
B1
. . .
∫
Br
ptr−tr−1(xr−1, dxr) . . . pt1(x0, dx1)µ(dx0).
The probability measures {PµJ : J finite ⊂ R+} constitute a consistent family which implies
that their projective limit
Pµ
R+
= lim
←
P
µ
J
exists: it is a probability measure on (XR+ ,B(X)R+) with the property that
(πJ)∗P
µ
R+
= PµJ
for each finite J ⊂ R+ where πJ denotes the projection ω 7→ (ω(t1), . . . , ω(tr)) from X
R+ onto
Xr. The measures Px
R+
:= Pδx
R+
depend in a measurable way on x and
Pµ
R+
(.) =
∫
X
PxR+(.)µ(dx)
for any µ ∈ P(X) (cf. [8]).
There are various ways to construct a continuous modification out of this stochastic process.
Firstly, since we already know that there exists a continuous modification we may refer to a
result of Doob which states that in this case the subset C(R+,X) has full outer measure w.r.t.
Pµ
R+
. This allows to define a probability measure Pµ on C(R+,X) equipped with the trace
σ-field B(X)R+ ∩ C(R+,X) by
Pµ(A ∩ C(R+,X)) := P
µ
R+
(A) (∀A ∈ B(X)R+).
The process (πt)t≥0 on (C(R+,X),B(X)
R+ ∩ C(R+,X),P
µ) will do the job ([8], Theorem 63.2
and Lemma 63,8) and the process (Bt)t≥0 := (πt/2)t≥0 then will be a Brownian motion on X
with initial distribution µ.
Alternatively, we may restrict the given process (πt)t∈R+ on (X
R+ ,B(X)R+ ,Pµ
R+
) to dyadic
time instances, i.e. replace R+ by the set D := {k · 2
−n : k, n ∈ N0}. Then extend this process
(with time parameter D) by local uniform continuity – outside of a zero set – to a process with
time parameter R+. Indeed, for P
µ
R+
-a.e. ω the limit
Bt(ω) = lim
s→t/2,s∈D
πs(ω)
exists for each t ∈ R+ and the trajectory t 7→ Bt(ω) is continuous. Moreover, for each t ∈ R+ the
random variables πt/2 and Bt coincide P
µ
R+
-a.s. (Cf. [8], Lemma 63.5 and subsequent Remarks
1+2). Note that for the construction of the process (Bt)t∈R+ the measures P
µ
R+
may be replaced
by its projection onto the space XD.
Proposition 2.1. Given any initial distribution µ on X, the stochastic process (Bt)t∈R+ with
values in X, constructed as above on the probability space (XD,B(X)D,Pµ
D
), is a Brownian
motion on X with initial distribution µ.
Recall that by convention a Brownian motion on X has generator 12∆. Note that the link to
the semigroup (Tt)t≥0 – which we defined as the semigroup of selfadjoint operators on L
2(X,m)
with generator ∆ – is given by
Ttu(x) = Ex [u(B2t)]
for m-a.e. x ∈ X, each t > 0 and each Borel measurable L2-function u on X.
2.2. Coupled Semigroups in Discrete Time. For the sequel, we have to introduce additional
notation.
Bu(X2) :=
⋂
α∈P(X2)
Bα(X2)
will denote the σ-field of universally measurable subsets of X2. It is the intersection of all
the Bα(X2) where α runs through the set P(X2) of all Borel probability measures on X2 and
where Bα(X2) is the completion of the Borel σ-field on X2 w.r.t. α ∈ P(X2). Moreover,
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D := {k · 2−n : k, n ∈ N0} will denote the set of nonnegative dyadic numbers whereas Dn :=
{k · 2−n : k ∈ N0} for fixed n ∈ N0.
Lemma 2.2. For each t ∈ R+ there exists a Markov kernel q
∗
t on (X
2,Bu(X2)) with the following
properties:
(i) For each (x, y) ∈ X2 the probability measure q∗t ((x, y), .) is a coupling of the probability
measures pt(x, .) and pt(y, .).
(ii) For each (x, y) ∈ X2 and q∗t ((x, y), .)-a.e. (x
′, y′) ∈ X2
d(x′, y′) ≤ e−Kt · d(x, y).
Proof. Applying Theorem 1.9 with p = ∞ to µ1 = δx, µ2 = δy yields the existence of at least
one probability measure q∗t ((x, y), .) with properties (i) and (ii) for each x, y ∈ X
2. The class of
all these measures is closed (for given x, y). Thus according to a classical measurable selection
theorem (see e.g. [9] , Thm. 6.9.2), we may choose the optimal coupling satisfying (i) and (ii)
in such a way that the map
(x, y) 7→ q∗t ((x, y), .), (X
2,Bu(X2))→
(
P(X2),B
(
P(X2)
))
is measurable. (Note that the σ-field of universally measurable subsets of X2 contains all Souslin
subsets of X2.) 
Lemma 2.3. For each n ∈ N0 there exists a Markov semigroup (q
(n)
t )t∈Dn on (X
2,Bu(X2)) with
the following properties:
(i) For each t ∈ Dn and each (x, y) ∈ X
2 the probability measure q
(n)
t ((x, y), .) is a coupling
of the probability measures pt(x, .) and pt(y, .).
(ii) For each t ∈ Dn, each (x, y) ∈ X
2 and q
(n)
t ((x, y), .)-a.e. (x
′, y′) ∈ X2
d(x′, y′) ≤ e−Kt · d(x, y).
Proof. Given t ∈ Dn, say t = k · 2
−n we put
q
(n)
t := q
∗
2−n ◦ . . . ◦ q
∗
2−n︸ ︷︷ ︸
k times
.
This obviously defines for each t ∈ Dn a Markov kernel on (X
2,Bu(X2)) and q
(n)
s ◦ q
(n)
t = q
(n)
s+t
for all s, t ∈ Dn. Moreover, properties (i) and (ii) of the theorem are inherited (by iteration)
from the corresponding properties (i) and (ii) for the kernel q∗2−n (see previous lemma). Indeed,
for each i = 1, . . . , k, each (xi−1, yi−1) ∈ X
2 and q
(n)
2−n
((xi−1, yi−1), .)-a.e. (xi, yi) ∈ X
2
d(xi, yi) ≤ e
−K2−n · d(xi−1, yi−1).
This yields (ii) for the kernel qt with t = k2
−n.
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Moreover, for each bounded Borel function f on X∫
X2
f(xk) q
(n)
k2−n
((x0, y0), d(xk, yk))
=
∫
X2
[∫
X2
f(xk) q
∗
2−n((xk−1, yk−1), d(xk, yk))
]
(q∗2−n)
k−1((x0, y0), d(xk−1, yk−1))
=
∫
X2
[∫
X2
f(xk) p2−n(xk−1, dxk)
]
(q∗2−n)
k−1((x0, y0), d(xk−1, yk−1))
= . . .
=
∫
X2
[∫
X2
f(xk) p2·2−n(xk−2, dxk)
]
(q∗2−n)
k−2((x0, y0), d(xk−2, yk−2))
= . . .
=
∫
X2
[∫
X2
f(xk) p(k−1)·2−n(x1, dxk)
]
q∗2−n((x0, y0), d(x1, y1))
=
∫
X
f(xk) pk·2−n(x0, dxk).
Similarly, ∫
X2
f(yk) q
(n)
k2−n
((x0, y0), d(xk, yk)) =
∫
X
f(yk) pk·2−n(y0, dyk).
This proves property (i). 
Remark 2.4. For given (x, y) ∈ X2 and t ∈ D, say t = k 2−m, let us consider the set
{q
(n)
t ((x, y), .) : n ≥ m} ⊂ P(X
2).
Being a subset of the set of all couplings of pt(x, .) and pt(y, .), this set is relatively compact,
[27], Lemma 4.4. Thus there exists a coupling qt((x, y), .) and a subsequence (nl)l∈N such that
qt = lim
l→∞
q
nl
t
(in the sense of weak convergence).
2.3. Coupled Stochastic Processes. For the sequel, let us fix an initial distribution α ∈
P(X2) with marginals α1 = (e1)∗α and α2 = (e2)∗α. To simplify notation, in the following
lemma and its proof we drop α from the notation. For any n ∈ N0 and any finite subset J of
Dn, say J = {t1, . . . , tr} with t1 < . . . < tr, we define a probability measure Q
(n)
J on (X
2)|J | by
Q
(n)
J (A1 × . . . ×Ar) =
=
∫
X2
∫
A1
. . .
∫
Ar
q
(n)
tr−tr−1((xr−1, yr−1), d(xr, yr)) . . .
. . . q
(n)
t1 ((x0, y0), d(x1, y1))α(d(x0, y0)).
For fixed n ∈ N0, obviously {Q
(n)
J : J finite ⊂ Dn} is a consistent family of probability
measures.
Lemma 2.5. For fixed finite J ⊂ D, say J ⊂ Dm, the family {Q
(n)
J : n ∈ N0, n ≥ m} is a tight
family of probability measures on (X2)|J |.
Proof. Let J be given as J = {t1, . . . , tr} with ti ∈ Dm. Put P
α1
ti
(.) =
∫
X pti(x0, .)α1(dx0) and
Pα2ti (.) =
∫
X pti(y0, .)α2(dy0). The families {P
α1
ti
: i = 1, . . . , r} and {Pα2ti : i = 1, . . . , r} of
probability measures on X are tight. Thus, given ǫ > 0 there exist compact sets A1, A2 ⊂ X
such that
Pα1ti (X \A1) < ǫ, P
α2
ti
(X \A2) < ǫ (∀i).
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Put
−→
A = (A1 ×A2)
r. Then for all n ∈ N0
Q
(n)
J ((X
2)r \
−→
A ) ≤
r∑
i=1
Q
(n)
ti
(X2 \A1 ×A2)
≤
r∑
i=1
[
Q
(n)
ti
((X \A1)×X) +Q
(n)
ti
(X × (X \ A2))
]
=
r∑
i=1
[
Pα1ti (X \A1) + P
α2
ti
(X \ A2)
]
≤ 2r · ǫ.
Since
−→
A is a compact subset in (X2)|J | this proves the claim. 
Remark 2.6. Given J = {t1, . . . , tr} as above, define
−→e1 : (X
2)r → Xr by ((x1, y1), . . . , (xr, yr)) 7→
(x1, . . . , xr). Then
(−→e1)∗Q
(n)
J = P
α1
J (∀n)
where Pα1J is defined – as before – as a probability measure on X
r by
Pα1J (B1 × . . . Br) =
∫
X
∫
B1
. . .
∫
Br
ptr−tr−1(xr−1, dxr) . . . pt1(x0, dx1)α1(dx0).
Similarly, (−→e2)∗Q
(n)
J = P
α2
J .
Proposition 2.7. (i) There exist a projective family {QαJ : J finite ⊂ D} of probability mea-
sures and a subsequence (nl)l∈N such that for each finite J ⊂ D
Q
(nl)
J → Q
α
J weakly on (X
2)|J |
as l→∞.
(ii) For each finite J ⊂ D
(−→e1)∗Q
α
J = P
α1
J (
−→e2)∗Q
α
J = P
α2
J
where Pα1J and P
α2
J denote the finite dimensional distribution of the heat flow on X with initial
distribution α1 and α2, resp.
Proof. (i) For fixed J the existence of a converging subsequence Q
(nl)
J , l ∈ N, follows from
the tightness result of the previous lemma. A diagonal sequence argument allows to choose
this subsequence jointly for all finite J ⊂ D. The consistency condition is preserved under
convergence.
(ii) is an immediate consequence of Remark 2.6. 
The previous proposition together with Kolmogorov’s extension theorem yields
Corollary 2.8. There exists a probability measure Qα
D
on (X2)D such that for all finite J ⊂ D
(πJ)∗Q
α
D = Q
α
J .
Moreover,
(−→e1)∗Q
α
D = P
α1
D
(−→e2)∗Q
α
D = P
α2
D
.
Now let πt = (π
1
t , π
2
t ) : (X
2)D → X2, ω 7→ (ω1(t), ω2(t)) be the coordinate process. Then
under the measure Qα
D
• (π1t/2)t∈D is a Brownian motion on X (restricted to dyadic time instances) with initial
distribution α1;
• (π2t/2)t∈D is a Brownian motion on X (restricted to dyadic time instances) with initial
distribution α2.
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It follows that under Qα
D
the process (π1t )t∈D has the local uniform continuity property (63.6)
from [8]. The same is true for the process (π2t )t∈D. Hence, also the joint process πt = (π
1
t , π
2
t ), t ∈
D, satisfies an analogous property. Thus for Qα
D
-a.e. ω the limit
Bt = lim
s→t,s∈D
πs/2
exists for each t ∈ R+, it coincides with πt/2 for each t ∈ D and the trajectory t 7→ Bt(ω) is
continuous ([8], Lemma 63.5).
Theorem 2.9. Given any initial distribution α on X2 then the stochastic process (Bt)t∈R+ with
values in X2, constructed as above on the probability space ((X2)D,B(X2)D,Qα
D
), is a coupling
of two Brownian motions (B1t )t∈R+ and (B
2
t )t∈R+ with values in X and with initial distributions
α1 and α2, resp., and it satisfies
d(B1s+t, B
2
s+t) ≤ e
−Kt/2 · d(B1s , B
2
s ) (∀s, t ≥ 0) (2.1)
for Qα
D
-a.e. path.
Remark 2.10. The construction of coupled Brownian motions satisfying the pathwise estimate
(2.1) is well-known in the case of smooth Riemannian manifold, cf. [28] and references therein.
In this case, it is most naturally constructed using the Brownian motion on the frame bundle
and estimates for the stochastic parallel transport.
3. Variable Curvature Bounds
For the remaining discussions, let us assume that (X, d,m) is a mms which satisfies all the
previous requirements (complete separable length space, full support, integrability condition
(1.1), infinitesimally Hilbertian, condition C) and which satisfies one of the equivalent properties
of Theorem 1.7 for some (large negative) K ∈ R. In addition to this uniform bound K we want
to impose another variable curvature bound k. Here and in the sequel k will denote a lower
semicontinuous function on X, bounded from below by the number K and locally m-integrable.
3.1. Bochner Inequality and Gradient Estimates. Given such a function k we define the
Schro¨dinger semigroup (T 2kt )t≥0 as the strongly continuous semigroup of operators on L
2(X,m)
with generator ∆ − 2k. (If k is locally bounded, this operator can be understood in any of the
possible ways. If k is merely L1loc and bounded from below, the operator should be regarded
as the form sum of the Laplacian ∆ and the multiplication operator −2k.) See e.g. [23]. An
explicit representation of this semigroup is given in terms of Brownian motion on X by means
of the Feynman-Kac formula:
T 2kt u(x) = Ex
[
e−
∫ 2t
0
k(Bs)ds · u(B2t)
]
for m-a.e. x ∈ X, each t > 0 and each bounded Borel measurable L2-function u on X. To see
the strong continuity in Lp note that
∫ t
0 k(Bs)ds→ 0 as t→ 0 P
x-a.s. for m-a.e. x ∈ X since k
is locally integrable. Thus Mt = exp(−
∫ 2t
0 k(Bs)ds) is uniformly bounded from above by e
2|K|t
and a.s. continuous at t = 0. Lebesgue’s dominated convergence theorem therefore implies for
each Borel f ∈ Lp(X,m)∫
X
∣∣∣T 2kt f − Ttf
∣∣∣p dm ≤
∫
X
Ex
[∣∣Mt − 1∣∣ · f(B2t)]p dm(x)
≤
∫
X
(∫
X
Ex
[∣∣Mt − 1∣∣p′]p/p′ pt(y, dx)
)
·
∣∣f ∣∣p(y) dm(y)
→ 0
as t→ 0. Since in addition we know
∫
X
∣∣∣Ttf − f ∣∣∣p dm→ 0 this proves the strong continuity in
Lp.
Theorem 3.1. For any mms (X, d,m) as above, the following properties are equivalent
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(iv’) L2-gradient estimate: ∀u ∈ Dom(E) and ∀t > 0
Γ(Ttu) ≤ T
2k
t (Γ(u)). (3.1)
(v’) Bochner’s inequality or Bakry-Emery condition BE(k,∞): ∀u ∈ Dom(∆) with ∆u ∈
Dom(E) and ∀φ ∈ Dom(∆) ∩ L∞(X,m) with φ ≥ 0, ∆φ ∈ L∞(X,m)∫ (
1
2
∆− k
)
φ · Γ(u) dm ≥
∫
φ · Γ(u,∆u) dm. (3.2)
Recall that according to Cor. 1 the square field operator Γ(u) of a function u ∈ Dom(E) coincides
with the squared minimal weak upper gradient |Du|2w.
Proof. The proof follows the argumentation for constant curvature bounds. Put
f(s) =
∫
T 2ks φ · Γ(Tt−su) dm =
∫
φ · T 2ks Γ(Tt−su) dm
and assume (v’). Then
f ′(s) =
∫
(∆ − 2k)T 2ks φ · Γ(Tt−su) dm− 2
∫
T 2ks φ · Γ(Tt−su,∆Tt−su)) dm
≥ 0.
(The regularity issues which guarantee that these calculations are applicable have been discussed
in detail in [2] and [12].) Thus f(t) ≥ f(0). This is the claim in (iv’). Conversely, assume (iv’).
Then f(s) ≥ f(0) for all s > 0. Thus f ′(0) ≥ 0. That is,∫
(∆− 2k)φ · Γ(Ttu) dm− 2
∫
φ · Γ(Ttu,∆Ttu)) dm ≥ 0
for all t > 0. By density (or passing to t→ 0) this yields (v’). 
3.2. Curvature-Dimension Condition and Evolution-Variation Inequality. Let us in-
troduce the adaption of the CD(K,∞)-condition to non-constant curvature bounds.
Definition 3.2. We say that (X, d,m) satisfies the curvature-dimension condition CD(k,∞)
with the curvature bound k : X → R if for every µ0, µ1 ∈ P2(X) ∩ Dom(Ent) there exists a
geodesic (µt)t∈[0,1] in P2(X) connecting them and a probability measure Θ ∈ Γ(X) such that
µt = (et)∗Θ and
Ent(µt) ≤ (1− t) Ent(µ0) + tEnt(µ1)−
∫ 1
0
∫
Γ(X)
g(s, t) · k(γs) · |γ˙|
2 dΘ(γ) ds (3.3)
for all t ∈ [0, 1]. Here et : γ 7→ γ(t) denotes the evaluation map, Γ(X) denotes the space of
(constant speed, minimizing) geodesics in X parametrized by [0, 1] and |γ˙| denotes the speed of
such a geodesic. Moreover, g(s, t) = min{s(1 − t), t(1 − s)} is the Green function of the unit
interval.
Note that for constant k = K∫ 1
0
∫
Γ(X)
g(s, t) · k(γs) · |γ˙|
2 dΘ(γ) ds = K ·
t(1− t)
2
·W 22 (µ0, µ1).
Definition 3.3. We say that (X, d,m) satisfies the evolution-variation inequality EVIk with the
curvature bound k : X → R if for every µ0 ∈ P2(X) there exists a curve (µt)t>0 in Dom(Ent)
with limt→0 µt = µ0 and for each t > 0 and each ν ∈ P2(X) there exits a probability measure Θt
on Γ(X) such that (es)∗Θt for s ∈ [0, 1] defines a geodesic in P2(X) connecting µt and ν and
such that
d+
dt
1
2
W 22 (µt, ν) +
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘt(γ) ds ≤ Ent(ν)− Ent(µt). (3.4)
Note that for both (3.3) and (3.4) the measures Θ and Θt are indeed unique [19], cf. Cor. 1,
provided one restricts the discussion to absolutely continuous measures µ0, µ1 or µt, ν, resp.
Theorem 3.4. For any mms (X, d,m) as above, the following properties are equivalent
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(i’) The curvature-dimension condition CD(k,∞);
(ii’) The evolution-variation inequality EVIk.
Proof. “(i’)=⇒(ii’)”: Let us first note that for each geodesic (ηr)r∈[0,1] with the property (3.3)
a straightforward calculation yields
d+
dr
∣∣∣
r=0
Ent(ηr) ≤ Ent(η1)− Ent(η0)−
∫ 1
0
∫
Γ(X)
(1− s) · k(γs) · |γ˙|
2 dΘ(γ) ds. (3.5)
We apply this to the geodesic connecting µt = η0 and ν = η1. Thanks to [1], Thm 6.3 and Prop.
6.6 we already know
d+
dt
1
2
W 22 (µt, ν) ≤
d+
dr
∣∣∣
r=0
Ent(ηr).
(Originally, this was proven only for ’good’ geodesics. However, according to [19] geodesics in
P2(X) are unique and thus ’good’ - provided their endpoints are absolutely continuous measures.)
Combining this with the previous estimate yields the claim.
“(ii’)=⇒(i’)”: Let an arbitrary geodesic (µr)r∈[0,1] be given, fix r ∈ (0, 1), and let (µ
t
r)t>0 be
the solution to the EVIk-flow starting at µr. Obviously, any EVIk-flow is also an EVIK-flow for
any constant K ≤ k and thus coincides with the heat flow (Ptµr)t>0 starting in µr. Now apply
the EVIk-inequality (3.4) to µ
t
r and ν = µ0 (or ν = µ1, resp.). Then
d+
dt
1
2
W 22 (µ
t
r, µ0) +
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘ0t (γ) ds ≤ Ent(µ0)− Ent(µ
t
r) (3.6)
and
d+
dt
1
2
W 22 (µ
t
r, µ1) +
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘ1t (γ) ds ≤ Ent(µ1)− Ent(µ
t
r) (3.7)
where Θ0t and Θ
1
t denote probability measures on Γ(X) such that (es)∗Θ
0
t , s ∈ [0, 1] and
(es)∗Θ
1
t , s ∈ [0, 1] are geodesics connecting µ
t
r with µ0 or µ1, resp. Since (µr)r∈[0,1] is a geo-
desic
(1− r)W 22 (µ0, µ
t
r) + rW
2
2 (µ
t
r, µ1) ≥ (1− r)rW
2
2 (µ0, µ1)
= (1− r)W 22 (µ0, µr) + rW
2
2 (µr, µ1)
for all t ≥ 0 and thus
(1− r) ·
d+
dt
1
2
W 22 (µ
t
r, µ0) + r ·
d+
dt
1
2
W 22 (µ
t
r, µ1) ≥ 0.
Adding up (3.6) – multiplied by (1− r) – and (3.7) – multiplied by r – and taking into account
(3.2) therefore yields
(1− r)Ent(µ0) + rEnt(µ1)− Ent(µ
t
r)
≥ (1− r)
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘ0t (γ) ds
+r
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘ1t (γ) ds.
Now let us consider the limit t→ 0. Lower semicontinuity of Ent allows to pass to the limit on
the LHS of the previous estimate. Passing to the limit on the RHS is justified by the fact that
Θ 7→
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘ(γ) ds
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is a lower semicontinuous function on the space of probabilty measure on Γ(X). Thus
(1− r)Ent(µ0) + rEnt(µ1)− Ent(µr)
≥ (1− r)
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘ0(γ) ds
+r
∫ 1
0
∫
Γ(X)
(1− s) k(γs) |γ˙|
2 dΘ1(γ) ds (3.8)
where Θ0 and Θ1 now denote probability measures on Γ(X) which represent geodesics in P2(X)
connecting µr with µ0 and µ1, resp.
Now we will reparametrize and glue together the measures Θ0 and Θ1. First we define the
measure Θˆ0 := (Ψ0)∗Θ
0 on the space of geodesics γ : [0, r]→ X and the measure Θˆ1 = (Ψ1)∗Θ
1
on the space of geodesics γ : [r, 1]→ X by means of the rescaling maps
(Ψ0γ)s = γ1−s/r, (Ψ
1γ)s = γ(s−r)/(1−r).
Note that the evaluation map at time r for both measures leads to the same projection
(er)∗Θ
0 = µr = (er)∗Θ
1.
Disintegration w.r.t. µr yields Markov kernels ϑ
0(y, dγ) and ϑ1(y, dγ) such that
Θˆi(dγ) =
∫
X
ϑi(y, dγ)µr(dy)
for i = 0, 1. Let Γr(X) denote the space of constant speed curves γ : [0, 1] → X for which
γ0 := γ
∣∣
[0,r]
and γ1 := γ
∣∣
[r,1]
are geodesics. Define a probability measure Θ on Γr(X) by
Θ(dγ) =
∫
X
ϑ0(y, dγ0)ϑ1(y, dγ0)µr(dy).
By construction, this measure Θ lives on the set of piecewise geodesic curves. Our claim,
however, is that it is indeed supported by the set of geodesics. Let us consider the curve
µ˜s = (es)∗Θ, s ∈ [0, 1], which connects µ0 and µ1. Moreover, W2(µ˜0, µ˜r) = W2(µ0, µr) and
W2(µ˜r, µ˜1) = W2(µr, µ1). Thus (µ˜s)s∈[0,1] is a geodesic in P2(X) and therefore Θ is supported
by the set of geodesics in X.
In terms of this probability measure Θ on Γ(X), (3.8) can be rewritten as
(1− r)Ent(µ0) + rEnt(µ1)− Ent(µr) ≥
∫ 1
0
∫
Γ(X)
g(r, s) k(γs) |γ˙|
2 dΘ(γ) ds.
This is the claim for a given r ∈ [0, 1]. A priori the measure Θ might depend on r. Uniqueness
of the optimal plan Θ, however, implies then that the claim holds for every r. 
3.3. From Bakry-Emery to Curvature-Dimension. The following action estimate in the
spirit of [2], Theorem 4.16, is regarded as a key ingredient for proving that the Bakry-Emery
condition BE(k,∞) implies the curvature-dimension condition CD(k,∞) and the evolution-
variation inequality EVIk.
Lemma 3.5. i) Let ρs = fsm, s ∈ [0, 1] be a regular curve (in the sense of [2], Def. 4.10) and
put ρs,t = Pstρs. Then for every Lipschitz function φ with bounded support and for all t > 0∫
φ1 dρ1,t −
∫
φ0 dρ0 −
∫ 1
0
|ρ˙s|
2 ds + 2t
(
Ent(ρ1,t)− Ent(ρ0)
)
≤ −
∫ 1
0
∫ st
0
∫
X
Tr
(
2k · T 2kst−rΓ(φs)
)
dρs dr ds
where φs = Qsφ, s ∈ [0, 1], denote the Hamilton-Jacobi flow induced by φ.
ii) The same holds true for every geodesic (ρs)s∈[0,1] in P2(X) with absolutely continuous
measures in which case
∫ 1
0 |ρ˙s|
2 ds =W 22 (ρ0, ρ1).
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Proof. i) For k = 0, obviously the RHS vanishes and the estimate coincides with the result in
[2], Thm 4.16. There is only one estimate which changes if one passes from k = 0 to k 6= 0: In
the previous case, the gradient estimate allows to estimate
−
∫ 1
0
∫
X
TstΓ(φs + t g
ǫ
s,t) · fs dmds
in terms of
−
∫ 1
0
∫
X
Γ(Tst(φs + t g
ǫ
s,t)) · fs dmds. (3.9)
(For the definition of gǫs,t we refer to [2].) In the case k 6= 0, our new gradient estimate (3.1) will
allow to estimate
−
∫ 1
0
∫
X
T 2kst Γ(φs + t g
ǫ
s,t) · fs dmds
in terms of the same expression (3.9) as before. Thus∫
φ1 dρ1,t −
∫
φ0 dρ0 −
∫ 1
0
|ρ˙s|
2 ds+ 2t(Ent(ρ1,t)− Ent(ρ0))
≤ −
∫ 1
0
∫
X
TstΓ(φs + t g
ǫ
s,t) · fs dmds
+
∫ 1
0
∫
X
T 2kst Γ(φs + t g
ǫ
s,t) · fs dmds. (3.10)
Duhamel’s principle states that
Tst − T
2k
st =
∫ st
0
Tr
(
2k · T 2kst−r
)
dr
in the sense of operators. Thus the RHS of (3.10) can be estimated by
−
∫ 1
0
∫ st
0
∫
X
Tr
(
2k · T 2kst−rΓ(φs + t g
ǫ
s,t)
)
· fs dmdr ds.
Thanks to the uniform estimates and convergence properties of gǫs,t established in [2], we obtain
in the limit ǫ→ 0 ∫
φ1 dρ1,t −
∫
φ0 dρ0 −
∫ 1
0
|ρ˙s|
2 ds+ 2t(Ent(ρ1,t)− Ent(ρ0))
≤ −
∫ 1
0
∫ st
0
∫
X
Tr
(
2k · T 2kst−rΓ(φs)
)
· fs dmdr ds
which is the first claim.
ii) Given any geodesic (ρs)s∈[0,1] with absolutely continuous measures ρs = fsm, we approxi-
mate it by regular curves (ρns )s∈[0,1]. The measures ρ
n
s will be absolutely continuous with densities
fns . We may choose the approximation such that f
n
s (x) → fs(x) for a.e. (x, s) ∈ X × [0, 1] as
n → ∞. Put ρn1,t = µ
n
t = Ptµ
n
0 and let φs = Qsφ be the Hamilton-Jacobi flow induced by any
Lipschitz function φ with bounded support. Part i) of the lemma then yields∫
φ1 dρ
n
1,t −
∫
φ0 dρ
n
0 −
∫ 1
0
|ρ˙ns |
2 ds+ 2t
(
Ent(ρn1,t)− Ent(ρ
n
0 )
)
≤ −
∫ 1
0
s
∫ t
0
∫
X
Tsr
(
2k · T 2ks(t−r)Γ(φs)
)
· fns dmdr ds.
Of course,
∫
φ1 dρ
n
1,t →
∫
φ1 dρ1,t and
∫
φ0 dρ
n
0 →
∫
φ0 dρ0 as n → ∞ as well as
∫ 1
0 |ρ˙
n
s |
2 ds →
W 22 (ρ0, ρ1). Lower semicontinuity of the entropy implies Ent(ρ1,t) ≤ lim infn→∞Ent(ρ
n
1,t) and by
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construction of the regular curve we may achieve that Ent(ρ0) ≥ lim supn→∞Ent(ρ
n
0 ). Passing
to the limit n→∞ the previous estimate thus yields∫
φ1 dρ1,t −
∫
φ0 dρ0 −W
2
2 (ρ0, ρ1) + 2t
(
Ent(ρ1,t)− Ent(ρ0)
)
≤ − lim sup
n→∞
∫ 1
0
s
∫ t
0
∫
X
Tsr
(
2k · T 2ks(t−r)Γ(φs)
)
· fns dmdr ds
≤ −
∫ 1
0
s
∫ t
0
∫
X
Tsr
(
2k · T 2ks(t−r)Γ(φs)
)
· fs dmdr ds. (3.11)
where the last inequality follows by means of Fatou’s lemma from lower boundedness of
Tsr
(
2k · T 2ks(t−r)Γ(φs)
)
and from the a.e. convergence of fns → fs (together with
∫
fns dm =∫
fs dm). 
Lemma 3.6. Let ρ0 and ρ1 ∈ P2(X)∩Dom(Ent) be given (without restriction, we may assume
that both measures have bounded densities), let (ρs)s∈[0,1] be the unique geodesic connecting them
and put ρ1,t = Ptρ1.
Fix a Kantorovich potential φ0 for the optimal transport from ρ0 to ρ1 and for each t > 0 let φ
t
0
be a Lipschitz function with bounded support such that
∫
φt1 dρ1,t −
∫
φt0 dρ0 ≥W
2
2 (ρ0, ρ1,t)− 2t
2
(i.e. φt0 is ’almost optimal’ for the Kantorovich duality problem for ρ0 and ρ1,t) and
Γ(φts)(x)→ Γ(φs)(x) in L
1(X × [0, 1], dm ⊗ ds)
as t→ 0 where φts = Qsφ
t
0 denotes the Hamilton-Jacobi flow induced by φ
t
0. Then
lim sup
t→0
1
2t
[
W 22 (ρ0, ρ1,t)−W
2
2 (ρ0, ρ1)
]
≤ Ent(ρ0)− Ent(ρ1)−
∫ 1
0
s
∫
X
Γ(φs) · k · fs dmds.
Proof. Due to the CD(K,∞)-condition we know that all the measures ρs will be absolutely
continuous with uniformly bounded densities, say fs ≤ C0.
Applying the estimate of the previous Lemma to the function φt0 (inducing the transport
almost towards the measure ρ1,t) and dividing by −2t gives
−
1
2t
[
W 22 (ρ0, ρ1,t) − W
2
2 (ρ0, ρ1)
]
+ t−
(
Ent(ρ1,t)− Ent(ρ0)
)
≥
1
2t
∫ 1
0
s
∫ t
0
∫
X
Γ(φts) · T
k
s(t−r) (2k · Tsrfs) dmdr ds
≥
∫ 1
0
s
∫
X
Γ(φts) ·
[1
t
∫ t
0
T 2ks(t−r)
((
k ∧ C1
)
· Tsrfs
)
dr
]
dmds
for any C1 ≥ 0. Strong continuity of the semigroups (Tr)r>0 and (T
2k
r )r>0 in L
p implies that for
any p ∈ [1,∞)
1
t
∫ t
0
T 2ks(t−r)
((
k ∧ C1
)
· Tsrfs
)
→
(
k ∧ C1
)
· fs in L
p
as t → 0 and (after passing to a subsequence – which we drop from the notation) also a.e. on
X × [0, 1]. Moreover, note that∣∣∣∣1t
∫ t
0
T 2ks(t−r)
((
k ∧C1
)
· Tsrfs
)∣∣∣∣ ≤ (|K| ∨ C1) · C0 · e2|K|
for a.e. (x, s) and all t ≤ 1. Together with the L1-convergence Γ(φts)→ Γ(φs) this gives that
Γ(φts) ·
1
t
∫ t
0
T 2ks(t−r)
((
k ∧C1
)
· Tsrfs
)
→ Γ(φs) ·
(
k ∧ C1
)
· fs
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in L1(X × [0, ], dm ⊗ ds) as t→ 0. Thus
− lim sup
t→0
1
2t
[
W 22 (ρ0, ρ1,t) − W
2
2 (ρ0, ρ1)
]
−
(
Ent(ρ1)− Ent(ρ0)
)
≥
∫ 1
0
s
∫
X
Γ(φs) ·
(
k ∧C1
)
· fs dmds (3.12)
for all C1 ≥ 0. Monotone convergence allows to pass to the limit C1 →∞ in (3.12). Thus
− lim sup
t→0
1
2t
[
W 22 (ρ0, ρ1,t) − W
2
2 (ρ0, ρ1)
]
−
(
Ent(ρ1)− Ent(ρ0)
)
≥
∫ 1
0
s
∫
X
Γ(φs) · k · fs dmds
which is the claim. 
3.4. Local-to-Global and Stability. Recall our assumption that (X, d,m) is infinitesimally
Hilbertian.
Theorem 3.7. If the curvature-dimension condition CD(k,∞) holds locally then it also holds
globally.
Here we say that the CD(k,∞)-condition holds locally on X if X can be covered by open sets
Ui such that for each pair of measures µ0, µ1 supported in U i a connecting geodesic (µt)t∈[0,1]
exists (which might leave the set U i) with property (3.3).
Proof. According to [19] we know that an optimal transport never charges branching geodesics.
This allows to pass to a “pathwise version” of (3.3), cf. [24] (“localization in space”): for Θ-a.e.
γ ∈ Γ(X) and every t ∈ [0, 1]
log ρt(γt) ≤ (1− t) log ρ0(γ0) + t log ρ1(γ1)−
∫ 1
0
g(s, t) · k(γs) · |γ˙|
2 ds. (3.13)
This in turn is nothing but an integrated version of the fact that t 7→ ρt(γt) is upper semicontinu-
ous on [0, 1], continuous on (0, 1) and satisfies the differential inequality ∂
2
∂t2
log ρt(γt) ≥ k(γt)|γ˙|
2
weakly on (0, 1). This obviously allows for a “localization in time”. The proof thus follows by
a careful adaption of the arguments in [24]. 
As a consequence of the previous local-to-global result we obtain that the curvature-dimension
condition CD(k,∞) is stable under tensorization.
Corollary 3.8. Assume that mms (Xi, di,mi) for i = 1, . . . , n are given, each of which satis-
fies a curvature-dimension condition CD(ki,∞) for some lower semicontinuous, lower bounded
function ki : Xi → R. Then the product space(
X, d,m
)
=
(
X1 × . . . ×Xn,
√
d21 + . . .+ d
2
n,m1 ⊗ . . . mn
)
satisfies the curvature-dimension condition CD(k,∞) for the function
k(x1, . . . , xn) := min{0, k1(x1), . . . , kn(xn)}.
Proof. Let us first prove the claim in the particular case where all the functions ki are continuous.
According to the previous theorem, it suffices to prove that the CD(k,∞)-condition holds locally
on X. Given x ∈ X and ǫ > 0 there exists open neighborhoods Vi ⊃ Ui of xi and constants Ki
such that Vi contains the convex hull of U i (i.e. geodesics with endpoints in U i do not leave Vi)
and such that
ki(y) ≥ Ki ≥ ki(z) − ǫ
for y, z ∈ Vi. Put K := min{0,K1, . . . ,Kn}. Then for optimal transports in Xi with marginals
µi0, µ
i
1 supported in U i the ‘classical’ CD(Ki,∞)-condition (with constant curvature bound Ki)
applies. Due to the tensorization property of the latter [24], the CD(K,∞)-condition (with
constant curvature bound K defined as above) applies to optimal transports in X with marginals
µ0, µ1 supported in U = U1 × . . . × Un. Thus the CD(k − ǫ,∞)-condition holds locally on X.
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According to the previous local-to-global theorem this implies that the CD(k− ǫ,∞)-condition
holds globally onX. Passing to the limit ǫ→ 0 yields (via monotone convergence) the CD(k,∞)-
condition globally on X. This proves the claim in the particular case of continuous ki.
Now let us treat the case of general ki. For each i there exists an monotone sequence of
continuous functions kli : Xi → R such that
kli(x)ր ki(x) (∀x ∈ Xi)
as l→∞. Applying the previous result to the functions (kli)i=1...,n for fixed l yields that X sat-
isfies the CD(kl,∞)-condition globally on X with kl(x1, . . . , xn) := min{0, k
l
1(x1), . . . , k
l
n(xn)}.
In the limit l →∞, the CD(k,∞)-condition follows by monotone convergence. 
Remark 3.9. Obviously, also the BE(k,∞)-condition is stable under tensorization.
Our next goal is to analyze how the curvature-dimension condition CD(k,∞) behaves under
change of measure.
Given functions V and λ on X, we say that V is strongly λ-convex if for every geodesic
γ ∈ Γ(X) and every t ∈ [0, 1]
V (γt) ≤ (1− t)V (γ0) + t V (γ1)−
∫ 1
0
g(s, t) · λ(γs) · |γ˙|
2 ds. (3.14)
Proposition 3.10. If (X, d,m) satisfies the curvature-dimension condition CD(k,∞) and if
V : X → R is strongly λ-convex then (X, d, e−V m) satisfies the curvature-dimension condition
CD(k + λ,∞).
Proof. Recall that the relative entropy Ent′ w.r.t. m′ = e−Vm is given by
Ent′(µ) = Ent(µ) +
∫
V dµ.
Integrating (3.14) w.r.t. the optimal path measure Θ from (3.3) leads to∫
V µt ≤ (1− t)
∫
V dµ0 + t
∫
V dµ1 −
∫ 1
0
∫
Γ(X)
g(s, t) · λ(γs) · |γ˙|
2 dΘ(γ) ds. (3.15)
Adding this to (3.3) yields the claim. 
Finally, we want to study whether the CD(k,∞)-condition is stable under convergence. The
precise formulation of this question already requires some care: the curvature bounds for the
approximating spaces and for the limit space will be functions defined on different spaces. To
avoid additional complications, we will restrict the discussion in the sequel to normalized mms,
i.e. mms (X, d,m) with m(X) = 1.
Recall that a sequence of normalized mms (Xn, dn,mn), n ∈ N, converges to a mms (X, d,m)
in L2-transportation distance D if and only if there exists a metric space (X∗, d∗) and isometric
embeddings ιn : Xn →֒ X
∗, ι : X →֒ X∗ such that the push forward measures converge w.r.t.
L2-Wasserstein distance W ∗2 on (X
∗, d∗):
W ∗2
(
(ιn)∗mn, ι∗m
)
→ 0.
Definition 3.11. We say that a function k : X → R is asymptotically dominated by a sequence
of functions kn : Xn → R if for each ǫ > 0 there exists n
′ ∈ N, isometric embeddings (ιn)n≥n′ , ι
into a common metric space (X∗, d∗) as above and a lower semicontinuous function k∗ : X∗ → R
such that ∀n ≥ n′
k ≤ k∗ ◦ ι on X, k∗ ◦ ιn ≤ kn + ǫ on Xn. (3.16)
Theorem 3.12. For each n ∈ N, let (Xn, dn,mn) be a normalized mms which satisfies the
curvature-dimension condition CD(kn,∞) for some function kn : Xn → R. Assume that for
n → ∞ the sequence of spaces (Xn, dn,mn) converges in D-distance to some normalized mms
(X, d,m) and assume that the function k : X → R is asymptotically dominated by the sequence of
functions kn : Xn → R. Then (X, d,m) satisfies the curvature-dimension condition CD(k,∞).
In brief words: The curvature-dimension condition CD(k,∞) is stable under convergence.
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Proof. Our proof follows the argumentation in [24]. Given the mms (Xn, dn,mn), n ∈ N, and
(X, d,m) as above we may assume without restriction that they are already isometrically em-
bedded as subsets into some space (X∗, d∗). Let qn be anW
∗
2 -optimal coupling of mn and m. Its
disintegration kernel allows to map each probability measure µ which is absolutely continuous
w.r.t. m onto a probability measure µn which is absolutely continuous w.r.t. mn in such a way
that Entn(µ
n) ≤ Ent(µ).
Given two probability measures µ0, µ1 (supported on X) with finite entropy w.r.t. m we
thus obtain in a canonical way corresponding probability measures µn0 , µ
n
1 (supported on Xn)
with finite entropy w.r.t. mn. The curvature-dimension condition CD(kn,∞) for the space
(Xn, dn,mn) yields the existence of a probability measure Θ
n on Γ(Xn) ⊂ Γ(X
∗) which induces
a geodesic µnt = (et)∗Θ
n connecting µn0 , µ
n
1 and which satisfies
Entn(µ
n
t ) ≤ (1− t) Entn(µ
n
0 ) + tEntn(µ
n
1 )
−
∫ 1
0
∫
Γ(Xn)
g(s, t) · kn(γs) · |γ˙|
2 dΘn(γ) ds
for each t. Tightness implies the existence of a converging subsequence – again denoted by
(Θn)n≥n′ – and a limit measure Θ ∈ P(Γ(X
∗)). Lower semicontinuity of n 7→ Entn(µ
n
t ) (w.r.t.
both measures involved) then provides the estimate
Ent(µt) ≤ lim inf
n→∞
Entn(µ
n
t ).
Moreover, by construction we have Ent(µt) = limn→∞ Entn(µ
n
t ) for t = 0 and t = 1. It remains
to prove
lim inf
n→∞
∫ 1
0
∫
Γ(Xn)
g(s, t) · kn(γs) · |γ˙|
2 dΘn(γ) ds
≥
∫ 1
0
∫
Γ(X)
g(s, t) · k(γs) · |γ˙|
2 dΘ(γ) ds.
Using the embedding into X∗ and the estimates between kn, k
∗ and k it suffices to prove
lim inf
n→∞
∫ 1
0
∫
Γ(X∗)
g(s, t) · k∗(γs) · |γ˙|
2 dΘn(γ) ds
≥
∫ 1
0
∫
Γ(X∗)
g(s, t) · k∗(γs) · |γ˙|
2 dΘ(γ) ds.
This finally follows from the weak convergence Θn → Θ and from the fact that
Θ 7→
∫ 1
0
∫
Γ(X∗)
g(s, t) · k∗(γs) · |γ˙|
2 dΘ(γ) ds
is a lower semicontinuous function on P(Γ(X∗)) which in turn follows from the lower semicon-
tinuity of k∗. 
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