Abstract-In this paper, a novel nonlinear learning controller called fuzzy-based goal representation adaptive dynamic programming (Fuzzy-GrADP) is proposed. In the proposed GrADP method, a goal representation network is introduced to generate an adaptive internal reinforcement signal to the critic network to help the controller provide a general mapping between the input and output actions. Moreover, in the proposed architecture, the action network in the GrADP is improved by using the fuzzy hyperbolic model, which combines the merits of the fuzzy model and the neural network model. Based on the back-propagation technique, the parameters in the membership functions and the fuzzy rules are all undergo training and online adapting. The proposed controller is tested on two numerical benchmarks, and the simulation results show that the proposed controller outperforms the original adaptive dynamic fuzzy controller and the pure neural network-based GrADP controller. In addition, the proposed controller is further applied on a large multimachine power system for static var compensator damping control, where simulation results demonstrate the effectiveness of the proposed approach on real applications. Furthermore, in order to demonstrate the theoretical guarantee of the proposed method, Lyapunov stability analysis to support the proposed Fuzzy-GrADP approach has also been carried out.
nonlinear systems [5] . Generally speaking, these control methods are based on nonlinear system modeling, which requires the consideration of both the specific objectives of task and preferences from the users [6] . For nonlinear system modeling, the most widely used approaches are based on conventional philosophy, such as differential-algebraic-equation-based mathematic model. When the system exhibits strong nonlinearities, multivariable coupling, and variation of operation conditions together with unknown model structure and parameters, the conventional mathematics may not be suitable [7] [8] [9] . In these situations, methods that do not require system modeling and also hold online learning ability are highly desired in the real applications. Adaptive dynamic programming (ADP) is such a tool to provide sequential decision and control to address such aforementioned real-life problems [10] . The key idea of ADP is to achieve optimization over time based on the Bellman equation, which has the following form [11] : 
J[x(t), t] =
where x(t) is the state vector of the system, u(t) is the control action, U is the utility function, and α is a discount factor.
the advantages of HDP and DHP, by using the critic network to approximate both J and its derivative simultaneously. Thus, the GDHP is expected to have better performance than HDP and DHP. However, the computational complexities and hardware implementation difficulties are much higher for GDHP.
Variations of these major designs, such as the action-dependent versions, have also been developed in the community [17] . The online "model-free" direct HDP was developed in [16] , where the authors took the advantages of the potential scalability of the adaptive critic designs and the intuitiveness of Q-learning. It is also an online learning scheme that simultaneously updates the value function and the control policy. For the model-based DHP/GDHP design, the authors in [15] proposed that the efficient learning can be achieved with different weight error terms for the control of an autolander helicopter. In [18] and [19] , the authors demonstrated the convergence analysis for model-based DHP/GDHP in terms of the cost function and the control law. In addition, the Levenberg-Marquardt method has been proposed to be integrated into the ADP design, to improve the learning and control of both the tension and height of a looper system in a hot strip mill [20] . Among the ADP designs, the online "model-free" technique has attracted considerable attention. To be specific, the previous total cost-to-go value J(t − 1) is stored and used to obtain the temporal difference for training at any time instance, which enables the online learning, association, and optimization over time. In [21] , the authors proposed to improve the online learning of ADP design with the incorporation of a dual-critic/reference network. This hierarchical ADP design with multiple goal networks has tested maze navigation [22] , energy storage-based power system damping control [23] , power system stability control for a wind farm [24] , and load frequency control for island smart grid with electric vehicles and renewable resources [25] , demonstrating the superior learning performance over the traditional ones.
Meanwhile, fuzzy systems have been used in many applications for its robust control in the presence of noise and uncertainties. In these systems, the linguistic control strategy based on expert knowledge has been converted into automatic control strategy. General speaking, fuzzy systems provide a nonlinear mapping from the input to a set of fuzzy values using fuzzification methods and, then, back to the output using defuzzification techniques [26] . The parameters of membership functions (MFs) and the fuzzy IF-THEN rules are provided according to the experience and knowledge from human experts. However, in reality, there does not exist a systematic way to select the proper MFs and the fuzzy rules [27] . If the preset parameters demonstrate unsatisfied performance, then an adaptive law is applied to update the parameters in the fuzzy rules or the MFs, which is called adaptive fuzzy control [28] [29] [30] . Similar to this concept, the neurofuzzy controller based on neural networks has been proposed in [31] and [32] , where the adaptive-networkbased fuzzy inference system (ANFIS) is a typical structure that belongs to this category [33] . These methods pose certain advantages of the neural network and, thus, could achieve performance over the traditional fuzzy logic controllers. Along this topic, many improvements on the algorithm side and the application side have been intensively carried out in the literature, such as neurofuzzy system modeling with self-constructing rule based on hybrid singular value decomposition and gradient descent method [34] , permanent-magnet synchronous motor drive speed control using self-constructing fuzzy neural network [35] , oscillation energy descent-based adaptive fuzzy-logic static var compensator (SVC) damping controller design [36] , and shortterm load forecasting using radial-basis-function-based ANFIS [37] . Based on aforementioned discussions, it is interesting to combine the advantages of fuzzy and ADP methods together to design a robust controller. Such an idea has been implemented in the community [38] [39] [40] [41] [42] , demonstrating the promising future along this direction.
Inspired by these previous research works, in this paper, we propose a new real-time control framework using goal representation adaptive dynamic programming (GrADP) and fuzzy hyperbolic model (FHM). Moreover, an application study on industrial-scale multimachine power system damping control using SVC is also presented in this research. The main contributions of this paper are summarized as follows.
1) A novel nonlinear learning controller, called fuzzybased goal representation adaptive dynamic programming (Fuzzy-GrADP), based on FHM and GrADP has been proposed in this paper. Different from the original GrADP method, the proposed controller incorporate the advantage of FHM to increase the robustness. Under this framework, the parameters in the MFs and the fuzzy rules have been updated through a learning mechanism and can provide an online sequential control policy. 2) Comparative simulation studies have been carried out for the proposed method with the original GrADP algorithm, the hierarchical GrADP algorithm, the Fuzzy-ADP algorithm, and the traditional ADP algorithm on two classical control benchmarks, which are cart-pole balancing problem and ball-and-beam balancing problem. Simulation results demonstrate that the proposed controller has much better robustness with noise in the environment. 3) Moreover, an application case study on a large multimachine power system for SVC damping control has also been carried out in this paper. As the multimachine power system is much more complex than above two classical benchmarks, the specific controller design, including the wide-area control signal (WACS) selection and the reinforcement signal setting, has all been introduced in detail. Based on dynamic time-domain simulation and a quantitative performance index, the proposed intelligent controller demonstrates increased power system damping and improved system transient stability. 4) The stability analysis for the proposed Fuzzy-GrADP has been carried out in this paper. The constraints for this method have been derived based on the Lyapunov function and can be used for choosing the key parameters. The implementation issues and future research directions are also provided in this research. The rest of the paper is organized as follows. Section II presents the details of the proposed controller architecture and associated learning algorithm. In Sections III and IV, experimental setup and simulation analysis based on two small benchmarks (i.e., cart-pole and ball-and-beam) are presented to show the effectiveness of our approach. Then, a relative large multimachine power system control case study is carried out in Section V, including the input selection and the reinforcement signal design. Then, the stability analysis for the proposed Fuzzy-GrADP is discussed in Section VI. Finally, the concluding remarks, implementation issues, and potential solutions are given in Section VII.
II. ONLINE LEARNING OF THE FUZZY-BASED GOAL REPRESENTATION ADAPTIVE DYNAMIC PROGRAMMING CONTROLLER
The schematic diagram of the proposed Fuzzy-GrADP is shown in Fig. 1 . Compared with traditional two networks ADP (i.e., the action network and the critic work), the GrADP has an additional internal goal network. The key idea of the goal network is to replace the traditional "hand-crafted"-based reinforcement signal setting, hence providing an adaptive internal goal/reward representation to the critic network [21] . As we can see from Fig. 1 , the reinforcement signal r(t) is no longer directly used by the critic network. It will be used by the goal network to generate the internal goal representation signal for the critic network. This way, the goal network facilitates the critic network to better approximate the value function. The motivation of this hierarchical goal representation is to mimic human's brain with multiple-level internal goals to accomplish the long-term final goals [43] . In this paper, one goal representation network is used to serve the internal goal representation signal.
Because of the integration of the goal network and the use of FHM, the learning and the adaptation in the three networks will be different from the GrADP and Fuzzy-ADP. For the feedforward process, the output of the fuzzy logic controller u(t) will have two paths to contribute to the error function formulation: one is through the goal network and the other is through the critic network. For backward propagation, the error function of the goal network is related to the primary reinforcement signal r(t), and the error function of the critic network is related to the internal reinforcement signal s(t). Meanwhile, the updating of the rules and the MFs in the FHM will be composed of two parts: one is from the goal network path and the other is from the critic network path. The detailed learning and adaptation for each module are discussed in the following sections.
A. Goal Network Learning and Adaptation
The structure of the goal network is shown in Fig. 2 . As can be seen from this figure, a neural network with a three-layer nonlinear architecture (with one hidden layer) is used in this paper, where this structure setting is the same as in [21] , [22] , and [44] . The feed-forward propagation of the signal in the goal network is as follows:
where z i (t) is the ith hidden node input of the goal network, y i (t) is the corresponding output of the hidden node, k(t) is the input to the output node of the goal network before the sigmoid function, N h is the number of hidden neurons of the goal network, and (n + 1) is the total number of inputs to the goal network including the action value u(t) from the fuzzy logic controller. Before adjusting the weights in the goal network through BP rule, we need to define the error function first [21] . As shown in Fig. 1 , the primary reinforcement signal r(t) is presented to the goal network directly; then, a secondary/internal reinforcement signal s(t) is generated and sent to the critic network, which in turn is used to provide a better approximation of the J(t) [21] . This way, the primary reinforcement signal r(t) is in a higher hierarchical level and can be a simple binary signal to represent "good" or "bad," or "success" or "failure," while the secondary/internal reinforcement signal s(t) can be a more informative continuous value for improved learning and generalization performance. Therefore, the error function E g (t) is defined as [22] , [44] 
and the chain BP path can be represented as
By applying the chain BP rule, the adaptation of the goal network can be implemented as follows.
1) Δω (2) g : Goal network weights adjustment for the hidden to the output layer:
2) Δω (1) g : Goal network weights adjustment for the input to the hidden layer:
where η g (t) is the learning rate in the goal network. In general, this learning rate starts from an initial value and gradually decreases as the iteration step increases. The detailed parameter setting will be discussed in the parameter setting section. At last, the weights tuning for the goal network is chosen as the gradient descent rule as
B. Critic Network Learning and Adaptation
The critic network is shown in Fig. 3 . As can be seen from this figure, a same three-layer neural network with one hidden layer structure is used. The feed-forward propagation of the signal in the critic network is as follows:
where q i (t) and p i (t) are the input and output of the ith hidden node of the critic network, respectively. In addition, (n + 2) is the total number of inputs to the critic network, including the action value u(t) from the action network and the internal reinforcement signal s(t) from the goal network. The primary reinforcement signal r(t) is used by the goal network, not the critic network. The error function E c (t) used to update the parameters in the critic network is based on the internal reinforcement signal s(t) and is defined as follows: (17) and the chain BP path can be represented as
By applying the chain BP rule, the adaptation of the critic network can be implemented as follows.
1) Δω (2) c : Critic network weights adjustment for the hidden to the output layer: 2) Δω (1) c : Critic network weights adjustment for the input to the hidden layer:
where η c (t) is the learning rate in the critic network. The setting of this parameter is similar to η g (t) in the goal network and will be discussed in the parameter setting section. At last, the weights tuning for the critic network is chosen as the gradient descent rule as
C. Fuzzy Hyperbolic Model Learning and Adaptation
In this paper, the FHM is employed as the control policy approximator, which is different from the original GrADP method with a three-layer neural network as the action network. The FHM is also a fuzzy hyperbolic neural network model (FHNNM) [45] , [46] , which is shown in Fig. 4 . The definition of hyperbolic type fuzzy rules has been described in detail in [45] , which will be briefly introduced as follows.
Definition 1: Given a plant with n input variables x = (x 1 (t), ..., x n (t)) T and n output variablesẋ = (ẋ 1 (t), ..., x n (t))
T , for each output variableẋ k , k = 1, ..., n, the corresponding group of hyperbolic-type fuzzy rules has the following form:
where n fuzzy rules in each rule base. Specifically, there are a total of 2 n input variable combinations of all the possible P x i and N x i in the IF part. This group of fuzzy rules is called hyperbolic type fuzzy rule base (HFRB). If a plant has n output variables, then there will be n HFRBs. As we know, both the FHM and the Takagi-Sugeno (T-S) model are universal approximators and can be used to establish nonlinear mapping for complex environment. The advantage of using FHM over the T-S model is that no premise structure identification nor completeness design of premise variable space is needed [47] . The FHM can be obtained without knowing much information about the real plant, and it can be derived from a set of fuzzy rules. Moreover, the FHM can be seen as a neural network model, where the model parameters can be learned by the BP algorithm [48] . Since the variables of real physical systems are always bounded, it is more reasonable in practice by using FHM. A much more important point is that the norm of derivative for hyperbolic tangent function is less than one; thus, using FHM has less conservatism than using the general neural network for stability conditions [49] . Based on the aforementioned definition and discussion, the feed-forward propagation of the signal in the FHM is as follows:
where θ i (t) is the parameter of the MF, ω r (t) is the output of the "hidden" layer, j i equals to N or P , N r is the number of ω r (t), and R r (t) are the weights to represent fuzzy control rules. The error function E a (t) used to update the parameters in the FHM is to indirectly back propagate the error between the desired ultimate objective U c (t) and the J(t) function from the critic network and is defined as
By applying the chain BP rule, the adaptation of the FHM can be implemented as follows.
1) ΔR r : The adjustment of the fuzzy control rules:
2) Δθ: The adjustment of the parameters in the MFs:
where η a (t) is the learning rate in the FHM. The setting of this parameter is similar to η g (t) in goal network and η c (t) in critic network and will be discussed in the parameter setting section. At last, the parameter tuning for the fuzzy logic controller is chosen as the gradient descent rule as
D. Fuzzy-Based Goal Representation Adaptive Dynamic Programming Learning Process and Parameter Setting
The utility function U c (t) is set as zero to represent success in the paper. Once a system state x(t) is observed (we assume that in this paper, the system/plant to be controlled is fully observable) and sent to the controller, the learning process will occur, and a consequent control action will be generated by the controller.
The flowchart of the simulation procedure is presented in Fig. 5 . The dash lines represent the BP path, and the order of the BP corresponds to the numbers. During each sampling time step, after the feed-forward propagation, the goal network will first update its weights until the stop criterion is satisfied, and the s(t) is sent to the critic network. Then, the critic network will update its weights until the stop criterion is satisfied, and the J(t) is used by the FHM. Finally, the FHM will update its weights until the stop criterion is satisfied, and then, the control action u(t) is sent to the system. The general parameters used in the Fuzzy-GrADP controller are shown in Table I , and the notations are defined as follows: K i number of system state send to the controller, which is corresponding to n in Section II; K oa number of FHM output, depends on the number of units to be controlled; K hg number of goal network hidden neuron, depends on K i and plant, which is corresponding to N h in Section II; K hc number of critic network hidden neuron, depends on K i and plant, which is usually keeping the same as K hg . The specific parameters used in the Fuzzy-GrADP controller are summarized in Table II , and the notations are defined as follows: η a (0) initial learning rate of the FHM; η g (0) initial learning rate of the goal network; η c (0) initial learning rate of the critic network; η a (k) learning rate of the FHM which is decreased by 0.05 every 5 time step until it reach η a (f ) and stay thereafter; η g (k) learning rate of the goal network which is decreased by 0.05 every 5 time step until it reach η g (f ) and stay thereafter; η c (k) learning rate of the critic network which is decreased by 0.05 every 5 time step until it reach η c (f ) and stay thereafter; N a internal cycle of the FHM; N g internal cycle of the goal network; N c internal cycle of the critic network; T a internal training error threshold for the FHM; T g internal training error threshold for the goal network; T c internal training error threshold for the critic network.
III. CASE I: CART-POLE BALANCING PROBLEM

A. Cart-Pole System Model Description
The proposed Fuzzy-GrADP controller has been tested on a cart-pole balancing problem as shown in Fig. 6 , which is the same as that in [21] . The ultimate goal here is to control the force applied on the cart to move it either left or right to keep the balance of the single pole mounted on the cart. The system function of the model is described as follows:
where x is the position of the cart, φ is the angular of the pole, the acceleration g = 9.8 m/s 2 , the mass of the cart m c = 1.0 kg, the mass of the pole m = 0.1 kg, half-pole length l = 0.5 m, the coefficient of friction of the cart μ = 0.0005, and the coefficient of friction the pole μ p = 0.000002. The force F applied to the cart is either 10 or −10 N, and the sgn function in (40) is defined as follows:
and the state vector in this system model is as follows:
B. Results Analysis in Case I
Based on the definition of the state vector, the parameters described in Table I are set as K i = 4, K oa = 1, K hg = 6, and K hc = 6. In our current study, the same criteria as those in [21] to evaluate the performance have been adopted. That equals to a run consists of a maximum of 1000 consecutive trials. It is considered successful if the last trial of the run has lasted 6000 time steps. Otherwise, if the controller is unable to learn to balance the cart-pole within 1000 trials, then the run is considered unsuccessful. Moreover, a pole is considered fallen when the angular is outside the range of [−12
• , 12
• ] or the cart if beyond the range of [−2.4, 2.4] m. Note that the F force applied to the cart is a binary value (i.e., either 10 or −10 N), while the control action u(t) fed to the goal network and critic network is a continuous value.
In order to provide statistical-based comprehensive performance comparison of our proposed approach with the method of the original ADP in [16] , the GrADP in [21] , the FHM Fuzzy-ADP in [42] , and the T-S Fuzzy-HDP in [50] , we set 100 independent runs to this task, where the initial conditions of the plant are set as the same as in [16] . Before each run, the weights in the neural networks are randomized in the range of [−1, 1], the fuzzy control rules R r (t) in FHM are also initialized in the range of [−1, 1], and the parameter of the MF is calculated as θ i (t) = (ϑ − min tanh ) * (max tanh − min tanh )/(max tanh − min tanh ) + min tanh , where max tanh = 1, min tanh = −1, max tanh = 10, min tanh = 0.01, and ϑ is a random number between [−1, 1]. The simulation results of the required average number of trials to be success in the 100 runs are summarized in Table III . For fair comparison, we also added the same type of noises in our simulation. From this table, one can see that the FHM Fuzzy-ADP and the T-S Fuzzy-HDP demonstrate similar control performance, while our approach can provide quite robust performance with the lower required number of trials to be success under the noisy conditions. It could also be observed that the proposed method is unsensitive to the noise type and size. This indicates that by using the three-network-based architecture, the controller is more robust and can work effectively under large level of noises, which are more general cases in reality.
Furthermore, the critic network is used to estimate the costto-go value J(t); thus, we further analyze how the J(t) value and control action u(t) look like in this case. Fig. 7 shows a snapshot of the convergence of the J(t) value during the learning process and the control action u(t) during a typical successful run. The performance of the cart position and the pole angular signal is also presented in this figure. This figure clearly demonstrates that our proposed approach can effectively accomplish the control performance in this case.
IV. CASE II: BALL-AND-BEAM BALANCING PROBLEM
A. Ball-and-Beam System Model Description
The ball-and-beam system is shown in Fig. 8 , which is the same as that in [43] , [51] , and [52] . The system function and parameter setting are described in the following. The motion equations from the Lagrange equation are as follows:
where the mass of the ball m = 0.0162 kg, the roll radius of the ball r = 0.02 m, the inertia moment of the ball I b = 4.32 × 10 −5 kg·m 2 , the friction coefficient of the drive mechanics b = 1 N s / m, the radius of force application l = 0.48 m, the radius of beam l ω = 0.5 m, the stiffness of the drive mechanics K = 0.001 N/m, the gravity g = 9.8 N/kg, the inertia moment of the beam I ω = 0.14025 kg·m 2 , and u is the force of the drive mechanics.
In order to simplify the system model function, we redefine that x 1 = x represents the position of the ball, x 2 =ẋ represents the velocity of the ball, x 3 = α is the angle of the beam with respect to the horizontal axis, and x 4 =α is the angular velocity of the beam. This way, the system function in (43) and (44) 
Then, rewrite (45) and (46) into a matrix notation as follows:
where
The general form of this problem is
and the other two terms in the state vector can be expressed aṡ x 1 = x 2 andẋ 3 = x 4 , thus the state vector could be written as the following compact form: 1 The successful rate of all the test runs. 2 Actuators are subject to the noise. 3 Position sensor are subject to the noise.
B. Results Analysis in Case II
Since the number of the state vector is the same as that in Case I, the parameter setting described in Table I for Case II will remain unchanged. The objective of the task it to keep balancing the ball on the beam for a certain period of time. Specifically, each run consists of a maximum of 1000 trials, and it is considered successful if the last trial of the run has lasted 10 000 time steps. Otherwise, if the controller is unable to learn to balance the ball-and-beam within 1000 trials, then the run is We compare the proposed algorithm with the ADP structure presented in [16] , the GrADP in [21] , the hierarchical GrADP with three goal networks in [43] , and the T-S Fuzzy-HDP in [50] . The results of the required average number of trials to be success and the successful rate in 100 individual runs are shown in Table IV . For fair comparison, we add the same initial condition and types of noise according to [43] Table IV , we can observe that the proposed approach can provide the best performance with uniform or Gaussian noise. Especially, the proposed algorithm is unsensitive to the noise intensity and type, which demonstrates a consistent observation within Case I, namely, effective and robust under noisy conditions.
V. CASE III: MULTIMACHINE POWER SYSTEM CONTROL STUDY
A. Benchmark Power System Description
To demonstrate the feasibility of the proposed Fuzzy-GrADP approach on real applications, a case study is undertaken based on the New England 10-machine 39-bus system. The power system configuration is shown in Fig. 9 . This test system consists of ten generators, 39 buses, and 46 transmission lines. Similar to that in [53] , each generator is modeled as a fourth-order model and equipped with an excitation system, except for generator G10, which is an equivalent infinite bus. The transmission system is modeled as a passive circuit, and the loads are modeled as constant impedances. The mechanical power of each generator is assumed to be constant during the fault simulation. As has been indicated in [54] , this benchmark system is a typical interconnected system with poorly damped interarea oscillation modes. We can see from Fig. 9 that this power system has been divided into two separated subsystems by the transmission line 15-16 and 16-17. Low-frequency oscillation has been observed on the transmission lines when a system fault is occurred. A ±200-Mvar SVC is installed at bus 16 to support the system voltage, therefore increase the system damping. This power system has been widely used as benchmark in the Power and Energy Society [55] [56] [57] and is also employed in this paper to test the effectiveness and efficiency of the proposed approach.
The proposed SVC supplementary controller is shown in Fig. 10 . In this figure, the WACS are collected by the wide-area measurement system (WAMS), which will be used by the The detailed damping controller design will be introduced in the following sections, including the WACS selection and the reinforcement signal setting.
B. Detailed Fuzzy-Based Goal Representation Adaptive Dynamic Programming Design for Damping Control
The benchmark power system is linearized around a nominal operating point [58] . Then, modal analysis is carried out based on this linear model, and only interarea modes are selected and shown in the first three columns in Table V . It can be observed that the damping ratios of all the four interarea modes are less than 0.1. Mode I has the smallest oscillation frequency with 0.61 Hz, while others have relatively larger frequency values. Thus, mode I is the critical interarea mode, which should be provided supplementary control signal to increase its damping. The observability analysis is carried out for mode I, and the results are shown in the last two columns in Table V . We can see that the transmitted active power on line 3-18 has the largest observability value of 0.096, following with the transmitted active power on line 17-18 with observability value of 0.094. Thus, these two signals are selected as the WACS. Since transmission lines 15-16 and 16-17 are the tie lines between the two areas, the active power singles on these lines should also be included in the WACS WACS = ΔP 318 ΔP 1718 ΔP 1516 ΔP 1617 (52) Based on the aforementioned analysis, the finalized WACS is illustrated in (52) , where ΔP are the active power deviations on the transmission lines [59] , [60] . Based on the selected WACS, the reinforcement signal of the intelligent controller is designed in (53) .
C. Results Analysis in Case III
Simulation studies are carried out based on the detailed nonlinear benchmark power system model to verify the effectiveness of the designed Fuzzy-GrADP controller. The proposed control algorithm is also compared with GrADP in [21] and [22] , Fuzzy-ADP in [42] , and the original PI controller without supplementary control. The sampling time of the controller is 20 ms, which is large enough for the controller to finish the adaptation in each time step. The supplementary control signal generated by the proposed intelligent controller is limited between −0.1 to 0.1 p.u.
As demonstrated in (52) , the number of the state vector is 4; therefore, K i in Table I is set as 4. The SVC is the only unit to be controlled; thus, K oa is set as 1. In this case, we set K hg = 12 and K hc = 12 to address the more changeable and unpredictable power system operating conditions. The weights in the two neural networks and the parameters in the FHM are randomly initialized before the training, where the initialization strategy is the same as in Case I and Case II. As it is well known that in the neural network, the initial weights contribute significantly to the performance of the controller [60] , [61] , the trained weights and parameters in the first trial should be saved and carried on for the next trial, regardless of what the simulation result is.
A three-phase ground fault occurs at the end terminal of line 3-4 near bus 3 at t = 0.5 s, followed by tripping the faulty transmission line at t = 0.6 s and reclosing again at t = 1.1 s. With original PI control, the system will need almost 12 s to damp the interarea oscillation after this disturbance. Then, the proposed Fuzzy-GrADP controller is activated in the benchmark power system to provide supplementary control signal to SVC, and the simulation result of the first trial is shown in Fig. 11 . Because of the random initial weights and parameters, we can observe that the proposed intelligent controller does not generate proper control signal during the early stage of the simulation (0.5-4 s) in the first trial. After about 6 s, the proposed intelligent controller learned to damp the line active power swing by adapting the weights in the neural networks and the parameters in the FHM.
The weights in the first trial are carried on as the initial weights for the second trial. The results of the second trial are shown in Figs. 12 and 13 . Specifically, Figs. 12 and 13 show the transmitted active power on lines 3-18 and 17-18 with the original PI control, GrADP control, Fuzzy-ADP control, and the FuzzyGrADP control, respectively. From the simulation results, we can see that with the Fuzzy-GrADP control, the system can become stable after about 5 s. Meanwhile, the proposed FuzzyGrADP approach has the best control performance than the other methods.
To better assess the control performance during the transient process with different methods, a quantitative performance index based on the integral of the time multiplied by the absolute error (ITAE) [62] [63] has been adopted as follows:
where δ i is the rotor angle of the ith generator, δ r is the rotor angle of the reference generator (i.e., G10 in this case), n is the number of all the generators, and T sim is the total simulation time. As indicated in [63] , smaller J ITAE indicates less deviation of synchronization among all the generators and shorter time for the system to reach steady state. Since the rotor angle oscillations of all the generators have been considered, J ITAE is a system-level performance index representing overall stability and dynamic performance. In this paper, this index is used as the supplement and conclusion to the time-domain simulation for a better view of comparison. Table VI shows the comparison of the J ITAE under the same fault with different control methods. It could be observed that the proposed method could achieve the smallest J ITAE value, which means the whole system will have less oscillation under this fault condition. Moreover, based on the J ITAE value of the original PI control, the percentage of damping improvement of each method is also calculated. The proposed method improves the system damping for a number of 48.38%. Now, we can conclude that the Fuzzy-GrADP controller has the best control performance to increase the system damping.
VI. FUZZY-BASED GOAL REPRESENTATION ADAPTIVE DYNAMIC PROGRAMMING STABILITY ANALYSIS
Fuzzy modeling and fuzzy-based network has been introduced into the adaptive control area for many years and has demonstrated its performance with stability analysis from different perspectives [28] , [32] [33] [34] , as well as the successful control performance on power system applications [35] , [36] . Based on the advantages of the fuzzy modeling, researchers also introduced such fuzzy mapping into adaptive/approximate dynamic programming for adaptive online learning control. For instance, in [40] [41], [42] , and [50] , the authors have introduced the fuzzy neural network model into the ADP design and demonstrate better statistical performance on the balancing benchmarks. In [49] , the convergence analysis for the value function and control policy were provided for FHM-based ADP. Meanwhile, the threenetwork/goal representation ADP was proposed to introduce an additional neural network mapping compared with the existing ADP design mentioned above. This additional neural network can provide an adaptive (internal) reinforcement signal for the critic network so that to help the value function approximation and control policy seeking over time [21] . In addition, the stability of GrADP controller is also analyzed in [44] and [64] that such a controller is stable under certain constraints for the key parameters with the Lyapunov method. We are also working on the convergence analysis of the value function and (internal) reinforcement signal with certain monotonic properties based on our previous published results [65] .
In this paper, we proposed a fuzzy-based GrADP structure, in which we use the FHM to seek the control policy. The goal network in the Fuzzy-GrADP is still to provide the adaptive (internal) reinforcement signal for the critic network, which will then evaluate the performance of the action network, i.e., the FHM. The objective of the proposed Fuzzy-GrADP is to keep the control system stable and also to minimize the total cost [66] . Under the conditions derived, we can conclude that the proposed Fuzzy-GrADP method is (asymptotically) stable. On the other hand, we plan to address the convergence of the value function and (internal) reinforcement signal as those in our previous related works [65] . We will first analyze the monotonic properties of both signals and then find the upper/lower bounds. We are currently working for both possible directions to handle the theoretical analysis of the proposed Fuzzy-GrADP method. In this paper, the former method is adopted to show the stability analysis of our proposed structure. Similar to the method in [66] , here, we use R(t) to represent the fuzzy control rules before the output layer in FHM.
In addition, we use ω c (t) and ω g (t) to represent the hidden-tooutput layer weights ω (2) c (t) and ω (2) g (t) and define the outputs of the hidden layers as φ c (t) = p(t), φ g (t) = y(t), in critic and goal networks, respectively.
Define the Lyapunov function candidate as follows:
Based on the Cauchy-Schwarz inequality, we have
For the second term
whereω
with
For the third term, we have the following updating rule:
Set ξ a (t) =R(t)ω(t); then, we have
and according to Cauchy-Schwarz inequality, (70) becomes
For the fourth term
Substituting (64), (68), (71), and (72) into (60), we obtain the first difference of the Lyapunov function candidate as follows:
Set the following constrains:
and define 
VII. CONCLUSION AND DISCUSSIONS
In this paper, a novel FHM-based GrADP algorithm (i.e., Fuzzy-GrADP) was proposed for nonlinear control problems. The parameters in the MFs and the fuzzy rules were updated through a learning mechanism; thus, it was able to provide online sequential control policy. Simulation results on three case studies, i.e., a cart-pole balancing problem, a ball-and-beam balancing problem, and a multimachine power system damping control problem, demonstrated that the proposed control algorithm is effective and robust either in small balancing problems or in large power system damping applications. Furthermore, detailed Lyapunov stability analysis was also carried out in this paper to demonstrate the theoretical convergence guarantee of the proposed approach.
The adjustment of the parameters in the FHM, goal network, and critic network is based on BP that is time consuming. In real power system applications, the sampling time should be long enough to guarantee that the Fuzzy-GrADP controller has adapted the parameters in the three networks. In our simulation, an Inter(R) Core(TM) i7-4770 CPU with 3.4 GHz with MATLAB/Simulink R2013a environment is used. The iteration number in each sampling time step in the FHM, goal network, and critic network is set as N a = 100, N g = 50, and N c = 80 (see Table II ), respectively. In Case I, the average time to fully adapt the parameters in the three networks in each sampling time step is 0.72 ms. In Case II, the average time to fully adapt the parameters in the three parts in each sampling time step is 0.83 ms. In the power system damping control case, the average time to fully adapt the parameters in the three networks in each sampling time step is 5.8 ms. Therefore, in real power system applications, the sampling time for the controller could be chosen as 20 ms (50 Hz).
As indicated in Case III, the Fuzzy-GrADP requires WACS, such as generator speed and transmission line voltage measurements. In the modern power system, this hurdle has been addressed by the largely installation of WAMS. The remote generator or bus signal will be measured by the sensors with a global time tag and sent to the control center, such as energy management system. Even if not all the generators or buses information are available, the state estimation technique will help the controller to get the accurate and real-time system state. The Fuzzy-GrADP is used to damp out the most critical interarea modes, such as low-frequency oscillation mode in largely interconnected power systems. However, some of the unstable local-area modes may also need damping control. The proposed Fuzzy-GrADP controller can be coordinated with traditional power system stabilizer to improve the system dynamic stability in a wide range of operating conditions. Yufei Tang (S'13) received the B.Eng. and M.Eng. degrees in electrical engineering from Hohai University, Nanjing, China, in 2008 and 2011, respectively, and the Ph.D. degree in electrical engineering from the Department of Electrical, Computer, and Biomedical Engineering, University of Rhode Island, Kingston, RI, USA, in 2016.
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