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Abstract
Optimal Matching and Deterministic Sampling
Jeff Abrahamson
Advisor: Ali Shokoufandeh, Ph.D.
Randomness is a fundamental problem in theoretical computer science. This research considers two
questions concerning randomness. First, it examines some extremal point matching problems, ex-
ploring the dependence of matching weight with partition cardinality in vertex-weighted bipartite
graphs. Second, it considers the problem of subset selection, providing several deterministic algo-
rithms for point selection that are as good as or better than random subset selection according to
various criteria.

11. Introduction
Mathematics studies mappings between objects. Computer science concerns itself with projections
of mathematical objects onto certain sorts of machines in the physical world. Theoretical computer
science occupies a nether realm between the two, its practitioners neither the swift beasts of the
earth nor the ethereal creatures of the air, but some odd chimera that believes itself blessed with a
privileged and unique view. This work is of that ilk.
A fundamental question (and quest) in theoretical computer science concerns randomness. We
know randomized algorithms that outperform their deterministic peers [45]. A classic example
concerns computing minimum spanning trees. While the textbook algorithms attributed to Prim
and to Kruskal [53] run in O(m logn) time (and Bor˚uvka’s more complicated algorithm only slightly
better [30, 85, 133]), far more efficient algorithms exist [48, 76, 78, 198, 43], even achieving linear
time under rather special circumstances [77]. Karger, however, showed an algorithm with expected
linear running time [108]. It is an open question whether a deterministic algorithm can compute the
general MST as fast. (Remarkably, sublinear approximations exist as well: cf. Chazelle [46, 47].)
As Saks [153] notes in his 1996 survey, the questions “Does randomness ever provide more than
a polynomial advantage in time over determinism?” and “Does randomness provide more than a
constant factor advantage in space over determinism?” remain unsolved.
One problem of interest in this domain is extremal random matchings. Presented with two random
point sets, how do we expect matching weight to vary with data set size? The seminal work on this
subject is Ajtai et al’s 1984 paper [4], a very deep work that bears no risk of accusation of being
overly detailed in its presentation. The question I address here, in somewhat more general context
than Ajtai et al. considered, is what the asymptotic behavior of optimal matchings of weighted
random point sets is as the size of the sets increases.
A second problem of interest concerns subset selection [122]: given a large data set, we wish to
approximate it (according to some criterion that we specify) by a subset of its members. For many
criteria, random subselection is a good engineering choice with a very high probability of successful
outcome. But it begs the question: must we resort to the brain-dead idiocy of blindly picking data
points when we believe ourselves to be so much more clever? We suppose for the sake of argument
2that we are very patient as well as very clever and so do not hope to beat the neatly speedy solution
of random selection.
1.1 Related Work
Humans have the remarkable ability to see the world around them and to make visual sense of it.
This is an enormously difficult computational problem. Indeed, a fundamental unsolved problem of
computer vision asks how to match features of objects from the visual world in order to determine
whether those objects are similar. Features in computer vision are abstractions of the underlying
shapes: silhouettes, edges, corners, skeletons, etc. Thus, matching objects by features corresponds
(especially in the context of this dissertation) to point set matching. A related and equally important
facet of human vision is the ability to simplify point sets (features) so as to preserve the essence
of the underlying object in some meaningful way. This dissertation addresses, in a rather abstract
way, each of these problems.
More precisely, this dissertation addresses two related but separate questions. The first concerns the
asymptotic weight of optimal matchings. The second concerns algorithms for pattern simplification.
Detailed literature reviews of work related to each of those questions appears with the discussion of
those two problems, in Sections 2.2, 2.3, and 2.4 for optimal matching and in Section 6.1 for pattern
simplification.
1.2 Contribution
Our main contribution in the context of optimal matching will be the development of a new technique
using hierarchically separated trees (HST’s) to prove upper bounds on optimal matching problems.
(We will define HST’s in Definition 2.16. For now, it is reasonable to picture a balanced tree each of
whose non-leaf nodes has the same number of children.) The general approach will be to approximate
matching problems in Euclidean space with matching problems in HST’s, and then to bound the
tree approximation. This will result in several theorems (3.26, 3.28, 3.31, 4.11, 4.12, 4.14), which we
can summarize as follows:
Theorem: Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed
uniformly at random in [0, 1]d and letMn be the expected weight of an optimal matching
3of B against R. Then
Mn = Θ(
√
n) if d = 1
Mn = O(
√
n logn) if d = 2
Mn = Θ(n(d−1)/d) if d ≥ 3.
In the process of proving this, we will prove a supporting result that is important in its own right:
Upper Bound Matching Theorem: Let T be a k-HST withm leaves, uniform branch-
ing factor b, and diameter ∆, with b 6= k2, and let R = {r1, . . . , rn} and B = {b1, . . . , bn}
be sets of red and blue points respectively distributed uniformly and at random on the
leaves of T . Then the expected weight of an optimal matching of R and B in T is
(
k∆
√
n
mlogb k
)(√
m−mlogb k√
b− k
)
.
Under the same assumptions, if b = k2, then the expected weight of an optimal matching
of R and B in T is
∆
√
n logbm.
We will use the Upper Bound Matching Theorem to prove upper bounds on several sets for which
showing reasonable matching results would previously have been intractable: triangles, tetrahedrons,
the Cantor set, and various fractals. In the process of exploring these more exotic sets, we will prove
a further upper bound theorem, a significant insight despite its simplicity once stated:
Generalized Upper Bound Theorem: Let X ⊂ Rd be a bounded set, and let Y ⊆ X.
If the Upper Bound Matching Theorem provides an upper bound of f(n) for optimal
matching on X, then f(n) is also an upper bound for optimal matching on Y .
As an avenue for future work, we propose an algorithm using these results that holds promise to
permit comparisons of shape matching results even when different comparisons were made using
differently sampled shapes.
Finally, we will explore one family of deterministic algorithms for subset selection. The result will be
a non-obvious but not overly deep result: that it is possible to choose points deterministically from a
set, with the goal of choosing a subset whose centroid is close to the centroid of the original set, and
4yet to expect to do at least as well as choosing them randomly. We’ll present three variations on an
algorithm that does this (and prove that it is correct). That algorithm will lead us to a more useful
algorithm for subset selection that preserves the Earth Mover’s Distance. Proving that algorithm
correct remains an open problem for future work, although experimental results suggest that it is
correct.
1.3 Outline
Let us end this introduction with a brief roadmap of where we will go. Chapter 2 introduces some
notation and definitions, as well as some probability theory and other mathematics necessary for
this thesis. This chapter also introduces the problem of optimal matching and discusses the new
approach we will follow. Chapter 3 solves the matching problems from Chapter 2 in the context
of unweighted point sets. Chapter 4 parallels Chapter 3 in structure, but extending the results to
weighted matching. Chapter 5 discusses matching outside the context of rectangular regions and
outlines potential applications of this work for future study. Chapter 6 describes some deterministic
subset selection problems and their solutions, with notes on unsolved problems.
52. Optimal Matching
2.1 Mathematical Preliminaries
While this dissertation does not depend on any too terribly esoteric mathematics, it does make use
of a smattering of facts from probability theory and related disciplines. We review in this section
some mostly well-known definitions and theorems for later use. The impatient reader may safely
skim this section.
Variance and expectation are related:
Lemma 2.1. Let X be a random variable with finite expectation and variance. Then Var(X) =
E(X2)− (EX)2.
Proof.
Var(X) = E(X −EX)2
= E
(
X2 − 2XEX + (EX)2)
= E
(
X2
)− 2E(XEX) +E ((EX)2)
= E
(
X2
)− 2(EX)2 + (EX)2
= E
(
X2
)− (EX)2
Stirling’s formula will often be of use:
Theorem 2.2 (Stirling).
lim
n→∞
n!√
2pin
(
n
e
)n = 1.
This is often written
n! ≈
√
2pin
(n
e
)n
.
A common proof, such as that of Feller [74, II.9], uses the Riemann integral to approximate lnn,
6and so lnn!, and then shows convergence of the sequence of differences between lnn! and the ap-
proximation. Aficionados of proofs of Stirling’s formula may also delight in articles by Feller [73]
and Robbins [150] in the American Mathematical Monthly.
Theorem 2.3 (Markov’s Inequality for non-negative random variables). Let X be a non-negative
random variable. Then
∀c > 0, Pr(X ≥ c) ≤ EX
c
.
Proof. Let
I{X ≥ c} =

1 ifX ≥ c
0 otherwise
Since X ≥ 0, we have that
X ≥ cI{X ≥ c}.
The result follows by taking expectations.
In fact, Markov’s Inequality is an instance of the following more general statement [87]:
Theorem 2.4. Let h : R→ [0,∞) be a non-negative real function. Then
∀a > 0, Pr(h(X) ≥ a) ≤ Eh(X)
a
.
Proof. Consider the event A = {h(X) ≥ a}. Then h(X) ≥ aIA. Taking expectations, we have
Eh(X) ≥ E(aIA) = aPr(A). Dividing by a yields the result.
Markov’s Inequality follows as a corollary:
Corollary 2.5 (Markov Inequality). Let X be a random variable. Then for
∀c > 0, P (|X| ≥ c) ≤ E|X|
c
.
Alternate Proof of Markov’s Inequality. Let h(x) = |X| in Theorem 2.4.
Corollary 2.6 (Boole’s Inequality). Let Ai, i ∈ [n] be a set of events and I{Ai} be their indicator
functions. Then
Pr
(
n⋃
i=1
Ai
)
≤
n∑
i=1
Pr(Ai).
7Proof. Let
N =
n∑
i=1
I{Ai}
denote the number of events Ai that occur. Clearly Pr (∪ni=1Ai) = EN . The Markov inequality
states that
Pr(N ≥ 1) ≤ EN.
If N ≥ 1, at least one of the events must occur, so
EN =
n∑
i=1
EI{Aj} =
n∑
i=1
Pr(Ai).
The result follows.
Theorem 2.7 (Chernoff Bound). Let X have moment generating function φ(t) = EetX . Then for
any c > 0,
P (X ≥ c) ≤ e−tcφ(t), if t > 0
P (X ≤ c) ≤ e−tcφ(t), if t < 0.
Proof. For t > 0,
Pr(X ≥ c) = Pr (etX ≥ etc) ≤ E [etX] e−tc
by Markov’s inequality in the final step. The case that t < 0 follows similarly.
Theorem 2.8 (Kolmogorov’s Inequality, as stated in Grimmett and Stirzaker [87]). Let X1, X2, . . .
be independent random variables with finite means and variances, and let Sn = X1+ · · ·+Xn. Then
∀² > 0, Pr
(
max
k∈[n]
|Sk −ESk| ≥ ²
)
≤ 1
²2
Var(Sn)
Theorem 2.9 (Ho¨lder’s Inequality). Let p, q ∈ R+ with
1
p
+
1
q
= 1.
Then ∫
f(x)g(x) dx ≤
(∫
[f(x)]p dx
)1/p(∫
[g(x)]q dx
)1/q
8Note that the Cauchy-Schwarz inequality is the special case that p = q = 2.
Definition 2.10. Given a probability space (Ω,F) that we also call the sample space, a stochastic
process is a collection of random variables X = {Xt | 0 ≤ t < ∞} on (Ω,F) taking values in a
measure space (S,S), which we call the state space.
For our meager purposes, Ω is either Rd or a discretization of Rd, S = Rd, and S = B(S).
Definition 2.11. Let {Xi} be a sequence of random variables. A martingale with respect to the
sequence {Xi} is a stochastic process {Zi} with the following properties:
1. Zn is a function of X0, . . . , Xn,
2. EZn <∞, and
3. E[Zn+1 | X0, . . . , Xn] = Zn
When the difference between successive values of a martingale may be bounded, we can derive a
bound on the tail of the martingale:
Theorem 2.12 (Hoeffding-Azuma Inequality). Let (Y,F) be a martingale and X1, X2, . . . , a se-
quence of real numbers such that Pr(|Yn − Yn−1| ≤ Xn) = 1 for all n. Then for x > 0,
Pr(|Yn − Y0| ≥ x) ≤ 2 exp
{ − 12x2∑n
i=1X
2
i
}
Thus, the Hoeffding-Azuma inequality holds whenever Zi − Zi−1 is constrained to lie in a random
interval I(X1, . . . , xi−1) whose length is bounded by the constant ci.
2.2 Combinatorics
A number of combinatorial results seem relevant to a discussion of extremal matching problems. If
a graph has hk vertices and minimum degree at least (h − 1)k, then it contains k vertex-disjoint
copies of Kh [92]. Viewed differently, this result, asserts that an equitable k-coloring exists; that
is, a coloring in which no two color classes differ in cardinality by more than one. The theorem is
often stated inversely: that if a graph on n vertices has maximum degree no more than r, then an
equitable (r + 1)-coloring exists.
9Given n points in the plane, the number of distinct interpoint distances, call it here f(n), is bounded
above and below by the following result of Erdo¨s [67]:
√
n− 3
4
− 1
2
≤ f(n) ≤ cn√
logn
Given, moreover, t lines in the plane with
√
n ≤ t ≤ (n2), there exist constants, independent of n
and t, such that the following hold [175, 174]:
• The number of incidences between the points and the lines is less than c1n2/3t2/3.
• If, moreover, k ≤ √n, then the number of lines containing at least k points is less than c2n2/k3.
• If the points are not all colinear, then some point must lie on c3n of the lines determined by
the n points.
• There exist fewer than exp(c4
√
n) sequences of the form 2 ≤ y1 ≤ y2 ≤ y3 ≤ · · · ≤ yt for which
there exist n points and t lines l1, l2, . . . , lt such that line lj contains yj points.
The first two of these properties, at least, extend to the complex plane and are tight in both real
and complex planes [182].
Indyk discusses combinatorial bounds on pattern matching [105]. The discrepancy result we present
in Lemma 3.11 is reflected obscurely in [160].
2.3 The Earth Mover’s Distance
Cohen and Guibas [52, 51] and Rubner et al. [151] introduced a variant of the transshipment, or
transportation, problem [49] in the context of computer vision and shape recognition [186]. Archer
et al. [16] applied the EMD to metric labeling. It is equivalent to the Mallows distance on probability
distributions [120]. The EMD has also found use in recognizing musical fragments [185, 191].
We define the Earth Mover’s Distance as a transportation problem. Let (M,ρ) be a metric space,
and consider two weighted point sets, A = {ai}ni=1 and B = {bi}mi=1 with weight functions wA and
wB . Let WA =
∑n
i=1 wA(ai) and WB =
∑m
i=1 wB(bi) be the total weight of each point set. Then
the Earth Mover’s Distance is
EMD(A,B) = min
F∈F
∑n
i=1
∑m
j=1 fi,jρ(ai, bj)
min(WA,WB)
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where F is the set of feasible flows from A to B and F ∈ F is written F = (fi,j).
The EMD may be formulated as a linear programming problem, since it is a transportation problem:
Minimize
n∑
i=1
m∑
j=1
fi,jρ(ai, bj)
subject to
fi,j ≥ 0
n∑
j=1
fi,j ≤ wA(ai)
m∑
i=1
fi,j ≤ wB(bj)
n∑
i=1
m∑
j=1
fi,j ≤ min(WA,WB)
If WA =WB , the last equation drops out and the inequalities become equality.
In practice, it is generally most efficient to compute the EMD using the simplex method than the
LP formulation above, although Cabello et al. [37] provide (1 + ²)- and (2 + ²)-approximations for
computing minimum EMD under translation and rigid motion respectively. Further approximations
come from work of Assent et al. [17]. Theoretically, however, we find the most useful complexity
bound by considering EMD as a network flow problem. In this case an algorithm of Orlin ([138], [9]
in [116]) provides an O((nm)2 log(n+m)) worst case complexity.
If the masses of the two point sets are not equal, one may either create a phantom mass on the
lighter side to make up the difference, with zero cost links to the heavier side, or else scale the
masses to make the two sides of equal mass. This later technique is sometimes referred to as the
Proportional Transportation Distance: the minimum cost flow that exhausts capacity of the source.
In particular, as above, given a metric space (M,ρ), consider two weighted point sets, A = {ai}ni=1
and B = {bi}mi=1 with weight functions wA and wB . LetWA =
∑n
i=1 wA(ai) andWB =
∑m
i=1 wB(bi)
be the total weight of each point set. The Proportional Transportation Distance
PTD(A,B) = min
F∈F
∑n
i=1
∑m
j=1 fi,jρ(ai, bj)
WA
,
where F is the set of feasible flows from A to B and F ∈ F , written F = (fi,j), has the following
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properties:
1. fi,j ≥ 0, ∀i ∈ [n], ∀j ∈ [m]
2.
∑m
j=1 fi,j = wA(ai), ∀i ∈ [n]
3.
∑n
i=1 fi,j = (WA/WB)bj , ∀j ∈ [m]
4.
∑n
i=1
∑m
j=1 fi,j =WA.
2.4 The Monge-Kantorovich Problem
The Earth Mover’s Distance is eminently a discrete distance. The continuous case is known as
the Monge-Kantorovich Problem (MKP). (Both the discrete and the continuous cases receive the
moniker “mass transportation problem.”) Markowich [124] presents an excellent measure-theoretic
introduction to the topic, a small portion of which I summarize in simplified form below. The
problem apparently has its origins in work by Monge [131] on city planning.
A proper definition of the Monge-Kantorovich Problem requires measure theory. In order to avoid
several pages of mathematical background that we would promptly abandon, we define the MKP
somewhat informally. Let f and g be bounded non-negative Radon measures on Rd. (It suffices to
think of ordinary probability densities.) For convenience, let us assume that f and g have compact
support X and Y respectively, with f(X), g(Y ) both finite and equal. Let T = {T : Rd → Rd |
f(T−1(A)) = g(A),∀A ∈ B(Rd)}, where B(Rd) is the Borel algebra on Rd. That is, T is the set of
all one-to-one measurable mappings that push f into g, mappings that we will call transportation
plans.
If we look at some x ∈ Rd and some T ∈ T , then T is a transportation function and T (x) is the
location of x after transportation. Denote by r : Rd × Rd → R+ a non-negative measure function,
which in the simplest case is Euclidean distance, and which we call work, since r(x, T (x)) is the
work of moving point x to T (x). The total work (transportation cost) of moving X to Y given the
work is then
Cr(f, g;T ) =
∫
X
r(x, T (x))df.
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If we take the infimum over all possible transportation plans T ∈ T , we have
Or(f, g) = inf
T∈T
Cr(f, g;T ).
Clearly the optimization desired is computationally intractable in all but the most trivial instances.
Kantorovich [106, 107], taking advantage of mathematical techniques developed since the time of
Monge, offered a modern formulation and a slight relaxation that is analytically (but not necessarily
computationally) more tractable.
The Monge-Kantorovich problem (related to the Wasserstein metrics [193]) is the subject of ongoing
research in pure mathematics [86, 35, 132, 28, 31, 112, 24, 25, 111, 156, 13, 194]. It has applications
to PDE’s [68, 55, 130], dynamical systems [140], physical motion in the presence of obstacles [72],
image processing [15], image morphing [172, 203, 204, 94] (and so also video), image registration [93],
shape recognition [1], and mechanics [193, 195]. Gangbo’s survey article [80] and Villani’s book [187]
offer comprehensive overviews of the MKP, both far beyond our needs here.
2.5 Defining the Problem
Let {Xi} and {Yi} be two sets of points chosen uniformly at random in [0, 1]d, with |Xi| = |Yi| = i.
We wish to find (asymptotic) bounds on the sequence {di}, where di = Eemd(Xi, Yi) is the expected
matching weight. In fact, for unweighted point sets the problem was solved by Ajtai et al. [4] in
1984 in dimension d = 2. Shor [164] and Leighton and Shor [118] addressed the problem differently
shortly after Ajtai et al.. Rhee and Talagrand [148] have explored upward matching (in [0, 1]2),
where points from X must be matched to points of Y that have greater x- and y-coordinates.
They explored a similar problem in the cube [149]. Talagrand [179] provides a bound for [0, 1]≥3
with arbitrary normed metric. With Yukich [178] he addresses square exponential transportation
cost. Talagrand [176, 180] also explores the problem with majorizing measures. He derives more
theoretical results as well [177].
We first provide results and proofs for other dimensions. Ajtai et al. claim that dimensions other
than 2 are trivial, but proofs for d 6= 2 apparently have escaped the literature (and are apparently
non-trivial to lesser minds than theirs). We continue by expanding their result to weighted point
sets.
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It is worth noting, as an aside, that the division technique that Ajtai et al. use is echoed in work on bin
packing [50, 109]. Ajtai et al.’s optimal matching results see application in measure theory [200, 42]
as well.
2.6 Hierarchically Separated Trees
In order to address this optimal matching problem and, it will turn out, to extend the domain
of solutions, we introduce some new machinery. This will turn out, in Chapter 5, to have rather
far-reaching and surprising consequences.
Definition 2.13. A metric (M,d) dominates a metric (M, d˜) if ∀x, y ∈M, d(x, y) ≥ d˜(x, y).
Definition 2.14. Ametric space (M,d) α-approximates a metric space (M, d˜) if ∀x, y ∈M, d˜(x, y) ≤
d(x, y) ≤ α · d˜(x, y).
That is, (M,d) α-approximates (M, d˜) if it dominates it but not by too much.
Definition 2.15. Let (M,d) be a metric space and S = {(M,di)} be a family of metric spaces over
the same set. We say that S α-probabilistically approximates (M,d) if there exists a probability
distribution over S such that ∀x, y ∈M, Edi(x, y) ≤ α · d(x, y).
Definition 2.16. A k-hierarchically well-separated tree (k-HST) is a rooted weighted tree with two
additional properties: (1) edge weights between nodes and their children are the same for any given
parent node, and (2) the ratio of edge weights along a root-leaf path is at least k (so edges get lighter
by a factor of at least k as one approaches leaves).
Bartal [21] (extended in [22]) proved the following important result:
Theorem 2.17 (Bartal [21], Theorem 8). Every weighted connected graph G can be α-probabilistically
approximated by the set of k-HST’s of diameter diam(T ) = O(diam(G)), where α = O(k log n log[k](min(n,∆))).
If G is a tree, then α = O(k log[k]min(n,∆)), where n is the number of nodes in the tree and ∆ is
the weighted diameter of the tree.
The last part of Theorem 2.17 concerning approximating metrics by families of trees was improved
to O(log n) by Fakcharoenphol [70], and, indeed, it is their tree construction that will motivate our
approach. This will allow us to approximate matching problems with trees and then to bound that
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Figure 2.1: A balanced 3-HST with branching number b = 2 and ∆ = 26.
approximation.1 Gue´noche et al. [89] showed how to extend partial metrics to tree metrics. Linial et
al.[121] discuss embeddings into Euclidean spaces, while Gupta [90] shows an O˜(n1/(d−1)) distortion
bound on embedding.
One final definition will be useful concerning HST’s:
Definition 2.18. If points x and y match by a path in T whose node closest to the root is p, then
we’ll say that the match of x and y transits p, and we’ll refer to their match as a transit of p.
2.7 Approaching a Solution
We will begin by approximating point sets in [0, 1]d by an appropriately dense lattice, allowing us
to impose a tree metric with small approximation (discretization) error. For example, if we use
m leaves for n points, with m À n, then in one dimension each point is within 1/(2m) of a leaf
point. Motivated by the spirit of Theorem 2.17, we will weight the edges of the tree such that the
metric it imposes dominates the Euclidean metric on [0, 1]d. Note that we are motivated by, but do
not directly use, work of Bartal [21, 22] that an appropriate family of trees can approximate any
metric with a distortion factor of O(log n log log n), since improved to O(log n). We then consider
the matching problem in the tree metrics and show bounds on the matching weight.
The strategy is to consider how many points must be matched across any given node of the tree.
For example (Lemma 3.16), only Θ(
√
n) points (the standard deviation of the distribution) must be
matched across the root in the tree for optimal matching in [0, 1]d, the rest of the points matching
within subtrees of the root. The matching weight thus computed is an upper bound of the actual
1It turns out, however, that we will not need their O(logn) bound, since we will prove upper bounds with HST’s
and then be able to prove corresponding and tight lower bounds by other means.
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matching weight, since the tree metric dominates the Euclidean metric. It will turn out that lower
bounds usually are straight-forward to find using combinatorial means. Indeed, it is the upper
bounds that are of most interest, and we compute the lower bounds principally to show that we
have done a good job of finding an upper bound.
Our results using trees to provide upper bounds for unweighted matching problems agree with the
results of Ajtai et al. [4] except in dimension 2, where our bound is slightly looser.
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3. Optimal Unweighted Matching
Having framed the problem in general terms and developed the outline of our approach, we now
consider the specific problem of finding the expected weight of matching unweighted points in [0, 1]d.
We’ll begin in Section 3.1 with an overly simple case, the hydrogen atom of the subject, since it is
completely solvable. (That is, we can find a differential equation for the distribution.) We’ll then
go on to explore the general cases of [0, 1]d.
3.1 One Point is Known
The simplest case of random matching concerns a single red point against a single blue point on the
unit interval [0, 1]. The field of integral geometry has answered that question in full. The technique
involved dates from two papers of William Crofton [56, 58], although it also appears in his 1885
Encyclopedia Britannica article [57].
Klain and Rota [114] and Santalo´ [155, 12] offer introductory books on integral geometry. Nisan’s
survey of extracting randomness [134] is steeped in this theory. An important problem in integral
geometry has been finding the expected area of a triangle formed by three points dropped at ran-
dom within another triangle, first solved by Alagar [5] in 1977 using Crofton’s technique. Several
variations of this problem have since appeared in the literature [183, 184, 40, 117, 159, 158, 64, 98],
as well as related problems concerning convex hulls of random points [32, 63, 125, 115] and [34].
Buchta [33] looked at random polygons in quadrilaterals.
A related problem is Sylvester’s four point problem [196, 197, 26, 139] (and, apparently, [173], which
I have been unable to find). Sylvester’s problem asks for the probability that four points dropped
at random form a triangle (i.e., that one is inside the convex hull of the other three).
Integral geometry has found application more widely. Carmichael [38] computed the mean length
of line segments divided by randomly dropped points. Eisenberg [65] showed an equivalence under
certain circumstances between Crofton’s differential equation and computing expectations by condi-
tioning. Bagchi [20] applies it to finding a natural real-valued function continuous only at rationals,
a result more commonly seen in the context of analysis. The field has also seen success in construct-
ing Buffon curves [60], computing the average distance between points in shapes [61], computing
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constant-width curves [39], characterizing Hamiltonian circuits [137], computing Stoke’s Theorem
in R2 [66], characterizing pseudorandom number generators [81], finding distributions of random
secants in convex bodies [113], studying random walks on a simplex[145, 88], differential forms [154],
the central limit theorem [201], and boundaries of convex regions [202]. For completeness, I also
cite Finch’s chapter on geometric probability constants [75] and several Sloane sequences related to
distributions of points in convex figures[166, 167, 168, 169].
Let X be a finite set of points in D ⊂ Rd, P be some property, P be the fraction of subsets of X
where P holds, P ′ be the enlargement of P , and V measure of D. In particular, let P be some
property dependent only on the relationship of the points of X to each other that is invariant under
isometric transformation.
Then Crofton’s formula is
dP
dV
= n
(
P ′ − P
V
)
= n
(
P (PF ′)− P (PF )
γ(D)
)
. (3.1)
Theorem 3.1. If two points are dropped uniformly and at random on [0, 1], then the probability
distribution function of the distance between them is given by
Pr(d < t | L = α) = 2tα− t
2
α2
.
Proof. Consider two points x1 and x2 dropped at random on the interval [0, α]. Without our
knowledge and just before the random placement, someone extends the interval to be of length
α′ = α+∆α. Consider the following events (Cf. Figure 3.1):
H0 = event that both xi < α
H1 = event that precisely one xi < α
H2 = event that neither xi < α
Denote by d the distance (a random variable) between x1 and x2 and by L the length of the line
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Figure 3.1: The events H0, H1, and H2.
segment (α or α′ for us). Then we have
Pr(d < t | L = α′) =
2∑
i=0
Pr(d < t | Hi, L = α′) Pr(Hi | L = α′)
=
2∑
i=0
Pr(d < t | Hi, L = α′) ·
(
2
i
)
α2−i(∆α)i
(α′)2
To make the notation somewhat simpler, let fα(t) = Pr(d < t | L = α) and denote the same
conditioned on Hi by f iα(t) = Pr(d < t | L = α,Hi). We then have
Pr(d < t | L = α′) = fα′(t)
= f0α′(t) ·
(
2
0
)
α2(∆α)0
(α′)2
+ f1α′(t) ·
(
2
1
)
α1(∆α)1
(α′)2
+ f2α′(t) ·
(
2
2
)
α0(∆α)2
(α′)2
= f0α′(t) ·
α2
(α′)2
+ f1α′(t) · 2
α(∆α)
(α′)2
+ f2α′(t) ·
(∆α)2
(α′)2
Subtract fα(t) = Pr(d < t | L = α) from both sides, divide by ∆α, and take the limit as ∆α → 0
(almost equivalently, as α′ → α):
fα′(t)− fα(t) = f0α′(t) ·
α2
(α′)2
+ f1α′(t) · 2
α(∆α)
(α′)2
+ f2α′(t) ·
(∆α)2
(α′)2
− fα(t)
fα′(t)− fα(t)
∆α
=
[
f0α′(t)
∆α
· α
2
(α′)2
]
+
[
f1α′(t)
∆α
· 2α(∆α)
(α′)2
]
+
[
f2α′(t)
∆α
· (∆α)
2
(α′)2
]
−
[
fα(t)
∆α
]
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When we take the limit, we note that α′ → α and f0α = fα almost surely. The first and fourth terms
are thus identical with opposite sign, while the third term goes to zero, leaving only the second term.
The conditions Hi, in the limit, tell us how many points are on the right endpoint of the interval.
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lim
∆α→0
fα′(t)− fα(t)
∆α
= lim
∆α→0
{[
f0α′(t)
∆α
· α
2
(α′)2
]
+
[
f1α′(t)
∆α
· 2α(∆α)
(α′)2
]
+
[
f2α′(t)
∆α
· (∆α)
2
(α′)2
]
−
[
fα(t)
∆α
]}
= lim
∆α→0
{[
f0α′(t)
∆α
· α
2
(α′)2
]
−
[
f1α′(t) 2α
(α′)2
]
+
[
f2α′(t)(∆α)
1
(α′)2
]
+
[
fα(t)
∆α
]}
= lim
∆α→0
{[
f0α′(t)
∆α
· α
2
(α′)2
]
−
[
fα(t)
∆α
]}
+ lim
∆α→0
[
f1α′(t) 2α
(α′)2
]
+ lim
∆α→0
[
f2α′(t)(∆α)
1
(α′)2
]
= lim
∆α→0
{[
f0α′(t)
∆α
· α
2
(α′)2
]
−
[
fα(t)
∆α
]}
+ lim
∆α→0
[
f1α′(t) 2α
(α′)2
]
+
[
0
]
= lim
∆α→0
{
fα′(t)
∆α
·
(
α2
(α′)2
− 1
)}
+ lim
∆α→0
[
f1α′(t) 2α
(α′)2
]
= lim
∆α→0
{
fα′(t)
∆α
·
(
α2 − (α′)2
(α′)2
)}
+ lim
∆α→0
[
f1α′(t) 2α
(α′)2
]
= lim
∆α→0
{
fα′(t)
∆α
·
(
α2 − α2 − 2(∆α)α− (∆α)2
(α′)2
)}
+ lim
∆α→0
[
f1α′(t) 2α
(α′)2
]
= lim
∆α→0
{
fα′(t)
∆α
·
(−2(∆α)α− (∆α)2
(α′)2
)}
+ lim
∆α→0
[
f1α′(t) 2α
(α′)2
]
= lim
∆α→0
{
fα′(t) ·
(−2α− (∆α)
(α′)2
)}
+ lim
∆α→0
[
f1α′(t) 2α
(α′)2
]
=
[−2fα(t)
α
]
+
[
2f1α(t)
α
]
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But
f1α(t) = Pr(d < t | one point is on the right boundary of the interval) =
t
α
.
In brief, therefore, we have that
dfα(t)
dα
=
−2fα(t)
α
+
2f1α(t)
α
=
−2fα(t)
α
+
2t
α2
,
a differential equation whose solution is
2tα+ c(t)
α2
.
To solve for the constant, we must satisfy the initial conditions fα(0) = 0 and fα(α) = 1:
2 · 0α+ c(0)
α2
= 0
and
2αα+ c(1)
α2
= 1
from which we conclude that c(0) = 0 and c(α) = −α2. Setting c(t) = −t2, then, we write
fα(t) =
2tα− t2
α2
,
or, reverting to the original probabilistic notation,
Pr(d < t | L = α) = 2tα− t
2
α2
.
Kendall and Moran [110] derive the same result by applying Crofton’s formula directly.
Fix the value of L. We can do some elementary arithmetic to compute the expectation, whose value
perfectly follows intuition, and the variance.
Corollary 3.2. Ed = L/3.
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Proof.
Ed =
∫ L
0
t
[
d
dt
Pr(d < t)
]
dt
=
1
L2
∫ L
0
t(2L− 2t) dt
=
1
L2
∫ L
0
2tL− 2t2 dt
=
1
L2
[
t2L− 2t
3
3
]L
0
=
1
L2
(
L3 − 2
3
L3
)
=
L
3
.
Corollary 3.3. Var(d) = L2/18.
Proof.
Ed2 =
∫ L
0
t2
[
d
dt
Pr(d < t)
]
dt
=
1
L2
∫ L
0
t2(2L− 2t) dt
=
1
L2
[
2Lt2
3
− 2t
4
4
]L
0
=
2L2
3
− 2L
2
4
=
L2
6
Noting Lemma 2.1, then, the result follows:
Var(d) = Ed2 − (Ed)2 = L
2
6
− L
2
9
=
L2
18
Thus, for two points on the unit interval, we can compute the complete probability distribution
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function (Theorem 3.1), from which we can easily find the mean (Corollary 3.2) and variance (Corol-
lary 3.3).
3.2 Discrepancy
Littlewood and Offord1 proved the following result in 1943:
Theorem 3.4. Let a1, . . . , an be complex numbers with |ai| ≥ 1∀i ∈ [n] and consider the 2n linear
combinations
∑n
i=1 ²iai with ²i ∈ {−1, 1}. Then the number of these sums that lie in the interior of
any circle of radius 1 is no greater than c2n(log n)/
√
n for some positive constant c.
A related and useful result is this:
Theorem 3.5 (Sperner’s Theorem on Sets [170]). Given a set system (S, S), where S ⊆ 2S is an
antichain in the inclusion lattice over 2S, then
|S| ≤
(
n⌊
n
2
⌋)
where n = |S|.
The assertion that S is an antichain in the inclusion lattice merely states that if A,B ∈ S then
either A = B or else both A−B and B −A are non empty (neither is included in the other).
Theorem 3.6 (Kleitman). Let a1, . . . ,an be vectors in Rd, each of length at least 1, and let
R1, . . . , Rk be k open regions of Rd, each of diameter less than 2. Then the number of linear
combinations
∑n
i=1 ²iai, with ²i ∈ {−1, 1}, that lie in the union ∪iRi is at most the sum of the k
largest binomial coefficients
(
n
j
)
.
Corollary 3.7. If k = 1 in Theorem 3.6, then the number of linear combinations is bounded by(
n
bn/2c
)
.
Consider now a discrete random walk on the one-dimensional integer lattice. We may well ask what
is the expected displacement from the origin after n steps. We’ll answer this with Lemma 3.11. In
the mean time, Corollary 3.7 assures us that the probability of returning to {−1, 0, 1} is no more
than
(
n
bn/2c
)
/2n, which Theorem 3.9 assures us is asymptotically equal to 1/
√
n:
1The theorems of Littlewood and Offord, Sperner, and Kleitman I cite from Aigner and Ziegler [3], who offer
(necessarily) elegant proofs.
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Figure 3.2: A Gaussian and its two tails.
Theorem 3.8. The probability that a one-dimensional discrete random walk returns to {−1, 0, 1}
after n steps is at most 1/
√
n.
Claim 3.9. (
n
n
2
)
∼ c · 2
n
√
n
.
Proof.
(
n
n
2
)
=
n!(
n
2
)
!2
∼
√
2pin
(
n
e
)n[√
2pi
(
n
2
) (
n
2e
)n
2
]2
=
√
2pin
(
n
e
)n
2pin
(
1
2
) (
n
2e
)n
=
√
2pin
(
n
e
)n(
1
2
)
2pin
(
n
e
)n ( 1
2
)n
= c · 2
n
√
n
.
Claim 3.10. (
n
n
2+c
√
n
)(
n
n
2
) ∼ c′
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Proof.
(
n
n
2+c
√
n
)(
n
n
2
) =
[
n!
(n2+c
√
n)!(n2−c
√
n)!
]
[
n!
(n2 )!2
] = (n2 )!2(n
2 + c
√
n
)
!
(
n
2 − c
√
n
)
!
∼
(√
2pi n2
(
n
2e
)n
2
)2
√
2pi
(
n
2 + c
√
n
) (n+2c√n
2e
)n
2+c
√
n√
2pi
(
n
2 − c
√
n
) (n−2c√n
2e
)n
2−c
√
n
=
pin
(
n
2e
)n√
4pi2
(
n2
4 − c2n
) (n+2c√n
2e
)n
2
(
n−2c√n
2e
)n
2
=
pin
(
n
2e
)n√
4pi2
(
n2
4 − c2n
) (
n2−4c2n
4e2
)n
2
=
pin
(
n
2e
)n√
4pi2
(
n2
4 − c2n
)(√
n2−4c2n
4e2
)n
∼ α1n
n
·
(
n
2e
)n(√
n2−4c2n
4e2
)n ∼ α3 · nn(√
n2 − 4c2n)n ∼ α3 · α4 = c′
where the various αi are constants independent of n.
Claims 3.9 and 3.10 permit us to prove
Lemma 3.11. Consider flipping n coins, and let X be a random variable measuring the number of
heads. Let Y = |X − n2 |. Then EY ∼ c
√
n.
An alternate phrasing, motivated by our promise in posing Theorem 3.8, is to say that the expected
deviation from the origin of a random walk after n steps is Θ(
√
n). Since this dissertation mostly
considers discrete processes, we offer first a combinatorial proof, although a proof using calculus is
more straightforward.
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Proof. Asymptotically we have
Pr(Y ≤ c√n) = Pr(n
2
− c√n ≤ X ≤ n
2
+ c
√
n)
=
n
2+c
√
n∑
i=n2−c
√
n
(
n
i
)
2−n
∼ (2c√n)
(
n
n/2
)
2−n Claim 3.10
∼ (2c√n) (c′2n/√n) 2−n Claim 3.9
∼ c2 > 0,
But then we also have that Pr(Y ≥ c√n) ∼ c3 = 1− c2. Since c2 and c3 are non-zero, EY ∼ c
√
n.
Too see this, note that Markov’s Inequality (Theorem 2.3 and Corollary 2.5) gives EY ≥ c√n. But
if EY < c
√
n, then EY/(c
√
n) = o(1), which would be a contradiction. So EY = Θ(
√
n).
As hinted, a simpler proof uses calculus. Here it is natural to think of a slightly revised formulation,
so we restate the lemma:
Lemma 3.12 (The same statement as Lemma 3.11). Let X1, X2, X3, . . . , Xn be random variables
taking values -1 and 1 with equal probability and let Yk =
∑k
i=1Xi for k = 1, . . . , n. Then E|Y | =
Θ(
√
n).
Proof. Since the binomial process provides a normal distribution in the limit, we may write
E|Y | = 2√
2piσ
∫ ∞
0
xe−x
2/2σ2 dx
=
1√
2piσ
∫ ∞
0
e−y/2σ
2
dy (substituting y = x2, dy = 2x dx)
=
1√
2piσ
[
−2σ2e−y/2σ2
]∞
0
=
2σ2√
2piσ
=
√
2
pi
· σ =
√
2
pi
· √n = Θ(√n).
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Lemma 3.11 has the following corollary:
Corollary 3.13. Consider placing n blue points and n red points on the unit line segment [0, 1].
Then the expected difference in number of red and blue points in [0, 13 ], the first third of the segment,
is Θ(
√
n).
Proof. Divide the unit interval [0, 1] = [0, 13 ) ∪ [ 13 , 23 ) ∪ [ 23 , 1] and refer to the three components as
A = [0, 13 ), B = [
1
3 ,
2
3 ), and C = [
2
3 , 1]. Denote by the random variables Ar, Br, and Cr the number
of red points (of n total) that fall in each of A, B, and C respectively, and denote by Ab, Bb, and
Cb the number of blue points in each.
Suppose without loss of generality that Ab > Ar. By Lemma 3.11, suppose without loss of generality
that Ab > Ar ∼ c
√
n with probability ² > 0, for some constant c. Suppose moreover that |Bb−Br| ∼
c
√
n.
We will match the red points of A to the blue points of A by matching the left-most red to the left
most blue, and so forth. Then we will match the red points of B to the blue points of B in the same
fashion. Finally, in a third step, we match the remaining points from A and B as well as the points
of C. We’d like to know the value of Pr(|Ab −Ar| ≥ c
√
n).
Consider the process of placing the red and the blue points. Number the points 1, 2, 3, . . . , n as they
are placed (i.e., in time order rather than in spatial order). We can write indicator variables for
placement in segment A:
Air =
 1 if i
th red point is in A
0 otherwise
Aib =
 1 if i
th blue point is in A
0 otherwise
Then clearly Ar =
∑
Air and Ab =
∑
Aib. Consider A
1
b −A1r. Since the Air and Aib are independent,
we have
Pr
(
A1b −A1r = k
)
=

2
3 if k = 1
5
9 =
(
1
3
)2 + ( 23)2 if k = 0
2
3 if k = −1
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Let Xi = Aib −Air and X = Ab −Ar =
∑(
Aib −Air
)
. We will show that
E|X| ≥
(
4
9
)1/2√
n.
Let f = g in Ho¨lder’s inequality (Theorem 2.9), with 1p =
2
3 and
1
q =
1
3 and so |f |2 = |f |2/3|f |4/3.
∫
|f |2 dx ≤
(∫
f(x)p dx
)1/p(∫
f(x)q dx
)1/q
=
(∫ [
|f |2/3
]3/2)2/3(∫ [
|f |4/3
]3)1/3
=
(∫
|f |
)2/3(∫
|f |4
)1/3
Rearranging terms, (∫
|f |
)2/3
≥
∫ |f |2(∫ |f |4)1/3
and so (∫
|f |
)
≥
(∫ |f |2)3/2(∫ |f |4)1/3·3/2 =
(∫ |f |2)3/2(∫ |f |4)1/2
Changing integrals to expectations, we can write
E|X| ≥
(
E(X2)
)3/2
(E(X4))1/2
. (3.2)
Returning to the proof at hand, Equation 3.2 yields
E|X| ≥
(
E(X2)
)3/2
(E(X4))1/2
=
(
4
9
)3/2
n3/2√
16
81n
2 + 4n9
∼
(
4
9
)1/2√
n.
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To see the numerator, note that
E
(
X2
)
= E
[(∑
Xi
)2]
= E
∑
i
X2i +
∑
i 6=j
XiXj

=
∑
i
E
(
X2i
)
+
∑
i 6=j
(EXi)(EXj)
=
∑
i
4
9
+
∑
i 6=j
0 · 0 Since EXi = 0, ∀i ∈ [n]
=
4n
9
. Since summation is over i ∈ [n]
To see the denominator, consider
E
(
X4
)
= E
(∑
i
Xi
)2(∑
i
Xi
)2
= E
∑
i
X2i +
∑
i 6=j
XiXj
∑
k
X2k +
∑
k 6=l
XkXl

= E
[(∑
i
X2i
)(∑
k
X2k
)]
Other terms are zero, since (i, j) cancels (j, i)
=
∑
i
E
(
X4i
)
+
∑
i6=k
E
(
X2i
)
E
(
X2k
)
=
4n
9
+
(
4
9
)2
n2
=
16
81
n2 +
4n
9
Although EX = 0, the absolute value has positive expectation:
Claim 3.14. Var(X) = 49n.
Proof.
Var(X) = E
(
X2
)− (EX)2 = E (X2) = 4
9
n,
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since EX = 0 and, by Corollary 3.13, EX2 = 49n.
Corollary 3.15. DX = 23
√
n.
Proof.
DX =
√
Var(X).
Finally, let us apply some of the above directly to HST’s, where it will prove particularly fruitful in
the following sections.
Lemma 3.16. The expected number of points that transit a node v in the HST T is Θ(
√
l), where
l is the number of leaf nodes below v.
Proof. Let us at first suppose that the tree’s branching factor is 2d. We can think of the division
from one into 2d subnodes as flipping d coins, and so we imagine, in place of the single node v
with its 2d children, a fictional balanced binary tree of height d with 2d leaves. We want to count
the number of points that would transit any node of this binary tree, assuming that m points are
scattered at the leaves. The sum of those transit numbers is the number of points that would transit
the node v with its 2d children.
Somewhat informally, Claim 3.17 leads us to expect c
√
m points to transit the top node, c
√
m/2
points to transit the nodes one level below, and so forth, such that the desired sum is
c
√
m+ c
√
m/2 + c
√
m/4 + · · ·+ c
√
m/2d−1 ≈ c′√m. (3.3)
The derivation of Equation (3.3) is straightforward, since
√
m distributes out, leaving a geometric
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series:
number of points transiting = c
√
m+ c
√
m/2 + c
√
m/4 + · · ·+ c
√
m/2d−1
= c
√
m
(
1√
1
+
1√
2
+
1√
4
+ · · ·+ 1√
2d−1
)
= c
√
m
(√
2
−0
+
√
2
−1
+
√
2
−2
+ · · ·+
√
2
−(d−1))
= c
√
m
(√
2
−n − 1√
2
−1 − 1
)
= c
√
m
(
1−√2n√
2
m−1 −√2n
)
= c
√
m
 1− 2m/2
2m/2
(
1−√2
2
)

= c
√
m
(
2m/2 − 1
2m/2
)(
2√
2− 1
)
≈ c′√m.
More formally, we can inductively prove a bound on the discrepancy. Let a0 = n, the number of red
points at the root (zero) level. Recursively define ai+1 = ai/2− c√ai. Then ai ≥ n/2i − 2c
√
m/2i.
To see this, note that it is trivially true for i = 0 and suppose that it is true for all positive integers
less than or equal to i. Then
ai+1 =
ai
2
− c√ai ≥ m2i+1 − c
√
m
2i
− c
√
m
2i
− 2c
√
m
2i
≥ m
2i+1
− 2c
√
m
2i+1
.
Noting that the discrepancy is
√
l for every branching factor that is an integral power of 2, and
noting moreover that the discrepancy is non-increasing with branching factor, the result follows.
It is worth noting, above, that the discrepancy at a node about which we speak is just the number
of points that transit the node.
In the previous lemma, we used this result:
Claim 3.17. Let RL and BL represent the number of red and blue points respectively at the first
node below the root on the left and RR and BR the number of points on the right; cf. Figure 3.3.
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R,B
RL, BL RR, BR
Figure 3.3: The top two levels of an HST, showing the partition of red and blue points.
Clearly R = RL+RR and B = BL+BR. We claim moreover the following: E|RL−BL| = Θ(
√
n).
Proof. This is merely a restatement of Theorem 3.11.
3.3 The Upper Bound Matching Theorem
In the remainder of this chapter, our modus operandi will be to prove lower bounds for various
matching problems using combinatorial means, then to prove upper bounds using HST’s. To avoid
working through the calculus of a new HST for each separate problem we encounter, we would like
to develop here the general theory, which we can then hope to apply to each problem as needed to
produce an upper bound. As long as we can produce an appropriate HST for the problem, showing
that it’s metric dominates the natural metric of the problem at hand, we will be able to produce an
upper bound without need to resort to extensive computation.
Let us first provide a definition to restrict somewhat the variety of HST that we will consider:
Definition 3.18. We call a k-HST balanced if
1. every edge parented to the root has the same weight,
2. every edge not parented to the root has weight equal to k times the weight of the edge imme-
diately closer to the root,
3. every non-leaf node has the same number of children (which we will call the branching number
or branching factor), and
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4. every leaf has the same depth.
Lemma 3.19. Let T be a balanced k-HST, k > 1, with depth i and whose edges below the root have
weight α. Then the weighted diameter of T is
di = 2α
(
1− k1−i
1− k−1
)
< 2α
k
k − 1 .
Proof. Since T is a balanced k-HST, the sequence of edge weights as we walk from the root to a leaf
is α, α/k, α/k2, etc. The diameter is therefore
di = 2
(
α+
α
k
+
α
k2
+
α
k3
+ · · ·+ α
ki−1
)
= 2α
(
1 +
1
k
+
1
k2
+
1
k3
+ · · ·+ α
ki−1
)
= 2α
((
1
k
)i − 1
1
k − 1
)
= 2α
(
1− k1−i
1− k−1
)
Since we are interested in the upper bound, we may derive a simpler but slightly greater expression
by considering a family of such trees {Ti} of depth j, each with diameter dj , and compute instead
the weighted diameter of the limit tree, whose weighted diameter, if it exists, is surely greater than
that of T , which is one of the Tj . (The sequence of weights is monotonically increasing.) Since each
Tj is a balanced k-HST, the sequence of edge weights as we walk from the root to a leaf is α, α/k,
α/k2, etc. The limit diameter is therefore
lim
j→∞
dj = 2
(
α+
α
k
+
α
k2
+
α
k3
+ · · ·
)
= 2α
(
1 +
1
k
+
1
k2
+
1
k3
+ · · ·
)
=
2α
1− 1k
=
2αk
k − 1 .
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Note that we needed the assertion that k > 1 in order to have the weight sequence converge.
Henceforth, we will assume that k > 1 for all k-HST’s without explicitly requiring it in the exposition.
Corollary 3.20. Let T be a balanced k-HST of depth i with weighted diameter di. Then the edges
immediately below the root have weight
α =
(
di
2
)(
1− k−1
1− k1−i
)
.
We can now state the main result of this section:
Theorem 3.21 (Upper Bound Matching Theorem). Let T be a balanced k-HST with m leaves,
uniform branching factor b, and diameter ∆, with b 6= k2, and let R = {r1, . . . , rn} and B =
{b1, . . . , bn} be sets of red and blue points respectively distributed uniformly and at random on the
leaves of T . Then the expected weight of an optimal matching of R and B in T is
(
k∆
√
n
mlogb k
)(√
m−mlogb k√
b− k
)
.
Under the same assumptions, if b = k2, then the expected weight of an optimal matching of R and
B in T is
∆
√
n logbm.
An important observation is that the diameter of the tree—the actual weights on the edges—plays
no role in the asymptotic behavior (in the big-O sense) of the matching weight. Thus, once we
prove an asymptotic upper bound for, say, the unit interval (Section 3.4, Lemma 3.25), it applies
just as well to any line segment, regardless of length. Said differently, we have a much more subtle
and profound result: if two matching scenarios are dominated by trees with the same weight factor
(k) and branching number (b), then we conclude the same upper bounds, as a function of n, for
both scenarios. We will use this extensively in Chapter 5, where we will formalize this notion in
Theorem 5.7.
Proof. We first assume that b 6= k2. The expected weight of an optimal matching of R and B in T
is equal to the sum over the nodes of T of the product of the number of points to transit the node
and the leaf to node to leaf path that those transiting matches take. Any nodes that match at the
leaves contribute no weight to the matching.
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We approach the tree level by level. At the root, we expect
√
n points to transit (Lemmas 3.11
and 3.16). The weight of the leaf to node to leaf path is ∆. The children of the root (there are b of
them) expect
√
n/b transits each, and each transit incurs a cost of ∆/k. The series terminates at
the leaves: level λ = logbm− 1. The sum is thus
W = (1)(∆)(
√
n) + (b)
(√
n
b
)(
∆
k
)
+
(
b2
)(√ n
b2
)(
∆
k2
)
+ · · ·+ (bλ)(√ n
bλ
)(
∆
kλ
)
= ∆
√
n
1 + √b
k
+
(√
b
k
)2
+ · · ·+
(√
b
k
)λ
= ∆
√
n

(√
b
k
)λ+1
− 1
√
b
k − 1
 (sum of geometric series, since b 6= k2)
= ∆
√
n
( √
m
kλ+1
− 1
√
b
k − 1
)
(since bλ+1 = m)
= ∆
√
n
( √
m− kλ+1√
bkλ − kλ+1
)
= ∆
√
n
( √
m−mlogb k
1
k
√
bmlogb k −mlogb k
)
(since kλ+1 = klogbm = mlogb k)
=
(
∆
√
n
mlogb k
)(√
m−mlogb k√
b/k − 1
)
=
(
k∆
√
n
mlogb k
)(√
m−mlogb k√
b− k
)
.
Let us now suppose that b = k2. Then the series is no longer geometric, and we have instead
W = (1)(∆)(
√
n) + (b)
(√
n
b
)(
∆
k
)
+
(
b2
)(√ n
b2
)(
∆
k2
)
+ · · ·+ (bλ)(√ n
bλ
)(
∆
kλ
)
= ∆
√
n
1 + √b
k
+
(√
b
k
)2
+ · · ·+
(√
b
k
)λ
= ∆
√
n(λ+ 1)
= ∆
√
n logbm.
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Note 3.22. It is tempting in the above to simplify the sum in the b 6= k2 case by permitting the tree
to be arbitrarily deep, taking comfort in the ever smaller weights of the edges and the knowledge
that we only need an upper bound. Of course, the problem will be that Lemma 3.16 no longer
applies in the limit. Hope springs eternal, however, and if we pass to the limit and sum the infinite
series, we do, indeed, get an incorrect result:
W = (1)(∆)(
√
n) + (b)
(√
n
b
)(
∆
b
)
+
(
b2
)(√ n
b2
)(
∆
k2
)
+ · · ·
= ∆
√
n
1 + √b
k
+
(√
b
k
)2
+ · · ·

= ∆
√
n
(
1
1−
√
b
k
)
= ∆
√
n
(
k
k −√b
)
.
While we have not yet seen application of the Upper Bound Matching Theorem, let us present
here a short counterexample to show that the above simplified computation does not help us with
computing upper bounds. In particular, while this formulation happens to provide a correct result
for matching on [0, 1], it does not for matching on [0, 1]d.
Example 3.23. On [0, 1] (see Section 3.4), we have k = 2, b = 2, and ∆ = 1. So the above (incorrect)
formulation yields
W =
1
√
n2
2−√2 = O(
√
n).
This happens to be the correct result.
On [0, 1]3 (see Section 3.6), however, we have k = 2, b = 8, ∆ =
√
3. In this case, we get
√
3
√
n
(
2
2− 2√2
)
= O(
√
n).
The correct answer on [0, 1]3, however, is n2/3 (cf. Lemma 3.30).
We will use balanced 2-HST’s exclusively, since they correspond nicely with Euclidean distance. In
particular, they correspond to the divide-and-conquer approach of considering successive refinements
of the shape whose Euclidean metric we want to approximate with a dominating metric. Note,
however, that our results extend directly to all Minkowski metrics (Lp).
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Using balanced 2-HST’s permits us to look at the problem from two angles. In one formulation,
we can think of the points as given. The tree summarizes where the points are and so shows one
way, optimal in the tree metric, of matching those points. Formulating differently, however, we can
think of the tree as distributing the points, which are all in some sense provided at the root and
distributed from node to node on direct paths to the leaves. That these two models are equivalent
and that they do provide for uniform distribution is the basis for urn models in probability theory.
A final comment deserves attention before we move on to application of the Upper Bound Matching
Theorem. Using the Upper Bound Matching Theorem to find upper bounds for matching in Eu-
clidean space introduces two sources of distortion (error): the distortion from the dominating metric
imposed by the tree and the discretization distortion resulting from approximating the points to a
lattice. These distortions are both determined by the value m, the number of leaves in the tree, and
so the number of lattice points. Fortunately, as the distortions tend to cancel each other to some
extent, but not for arbitrary value of m! It is a straight-forward matter of arithmetic for the settings
we will examine to find a value of m that makes everything work out properly. Precisely because it
is so straight-forward, it is easy to forget and to see m as a magic number. Nothing could be further
from the case! It is merely a number chosen with malice of foresight so that everything works out
correctly. We will see that for d = 1, m = n2 works quite well, and for d ≥ 3, m = n suits our needs.
No magic: just arithmetic.
3.4 Optimal Unweighted Matching on [0, 1]
Ajtai et al. [4] note without proof that computing optimal unweighted matchings is easy on [0, 1].
Perhaps it is easy, but the proof is surely not obvious. With the theory we developed in Sections 3.2
and 3.3, however, it is not too difficult. We prove separate lower and upper bounds (Lemmas 3.24
and 3.25 respectively) before summarizing them in Theorem 3.26.
Lemma 3.24. Given n red points and n blue points distributed uniformly on [0, 1], the expected
weight of an optimal matching is Ω(
√
n).
Proof. Without loss of generality, suppose that the subinterval [0, 1/3] has n/3+Θ(
√
n) red points.
Let α =
√
n
n =
1√
n
. Then we expect
√
n points to fall into any interval of length α, so we expect to
have about
√
n points in the interval I = [1/3, 1/3 + α]. Let a = 13 + α.
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Figure 3.4: The solid lines represent the optimal matching of the expanded set of red and blue points
in the right set (lower blue points, on [1/3, 1]). The dotted lines represent the optimal matching
of the original right set (upper blue points). Remember that the vertical is purely illustrative: the
matching weight is the horizontal distance only.
Now distribute n blue points uniformly and at random on [0, 1]. Clearly the blue points on [a, 1]
are also a uniformly distributed set of random points. The probability that at most
√
n blue points
falls into I is bounded from below by a positive constant. So with some positive probability we will
have at least as many blue points on [a, 1] as red points on [1/3, 1]. Denote by nb the number of
blue points in [a, 1] and by nr the number of red points in [1/3, 1]. We expect that nb > nr (i.e., it
is more probably than not), so set m = nb − nr.
If we now want to match the red points of [1/3, 1] to the blue points of [a, 1], we have m points
missing, and so we can’t form a perfect matching. So let us pick m additional points (uniformly, at
random) from the set of all red and blue points on [1/3, 1]. Adding this set temporarily to the red
points on [1/3, 1], we can form a perfect matching of nb red points against nb blue points.
Consider for the moment only those blue points in [a, 1] and those red points (including the temporary
additions) in [1/3, 1]. In the following, we’ll call these points the right set of points. Consider an
expansion of only the blue points in the right set so that they cover [1/3, 1]:
x 7→
(
2
√
n
2
√
n+ 3c
)
(x− 1) + 1.
Let us now compare the weight of optimally matching the right set versus optimally matching the
expanded right set (Figure 3.4). On average each blue point moves Θ(1/(2
√
n)) to the left. Let us
call the line segment joining a red point to a blue point a right edge if the blue point is to the right
of (greater than) the red point.
In Figure 3.4, the dotted line segments represent the optimal matching of the right set before
expansion. The solid line segments represent the optimal matching after expansion. Since the blue
points move only to the right in the expansion, clearly a solid right edge came from a dotted right
edge. By symmetry, we expect half of the solid line segments to be right edges, since they are
39
1
16
1
16
1
16
1
8
1
4
1
8
1
4
1
8
1
8
1
16
1
16
1
16
1
16
1
16
10 1
2
Figure 3.5: A balanced 2-HST with branching factor 2 whose metric dominates the Euclidean metric
on [0, 1].
uniformly distributed independent random points on [1/3, 1].
Since the blue points in the right set move on average 1/(2
√
n) to the left, the expected weight of
the dotted edges in [1/3, 1] is greater than the product of the number of right edges, the number of
points, and the expected shift, or
Θ
((
1
2
)(
2
3
· n
))
Θ
((
1
2
√
n
))
= Θ(c
√
n).
Now we must explain about the temporary points. Let us delete the temporary red points as well
as the left-most blue points in the right set (which, post-transformation, are on [1/3, 1]). If there is
a right edge between an old red point (not one of the temporary reds) and a blue point, then after
deletion it will remain a right edge. If we redo the transformation and delete these points, we will
find that a right edge will become a long right edge if the two points are far enough to the left. Let us
use [1/3, 5/6] for “enough.” Long here means Ω(1/
√
n). Then we have (5/6−1/3)n/2−m = n/4−m
long right edges. But the number of long right edges in the optimal matching between the original
two random sets is at least n/4−m with positive constant probability, and all long edges have length
O(1/
√
n). Thus the optimal matching will have length at least their product, O(
√
n), with positive
constant probability. The expected optimal matching weight is thus O(
√
n).
Lemma 3.25. Given n red points and n blue points distributed uniformly on [0, 1], the expected
weight of an optimal matching is O(
√
n).
Proof. Consider n red points and n blue points distributed uniformly on [0, 1]. Construct a balanced
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2-HST(k = 2) with m = n2 leaves, branching factor b = 2 and diameter ∆ = 1. The tree dominates
the Euclidean metric on the unit interval, since, in the best case the distances are equal. (Some dis-
tances are much longer.) See Figure 3.5. The discretization overhead associated with approximating
the red and blue points with the leaves is no more than the cost of moving each point to the nearest
leaf: (2n)(1/2n) = 1.
We are now prepared to apply the Upper Bound Matching Theorem (Theorem 3.21), since b = 2 6=
4 = k2. Noting that logb k = log2 2 = 1, we have
W =
(
2 · 1 · √n
m
)(√
m−m√
2− 2
)
=
2
√
n
n2
· n
2 − n
2−√2 ∼
√
n.
Since the tree metric dominates the Euclidean metric (by the triangle inequality), and since the
expected matching weight in the balanced 2-HST is asymptotically
√
n, we have proved an upper
bound for the Euclidean unit interval.
In the above proof, we set m = n2 without any explanation. In general, the value of m is set with
malice of foresight. That is, we need enough points that the discretization approximation does not
add too much weight to the matching, but not so many that the tree adds too much distortion.
With Lemmas 3.24 and 3.25 we have proved the following:
Theorem 3.26. Given n red points and n blue points distributed uniformly on [0, 1], the expected
weight of an optimal matching is Θ(
√
n).
3.5 Optimal Matching on [0, 1]2
In the plane our HST technique offers loose results, but it is worth pursuing nonetheless. Ajtai et
al. [4] showed that EMn = Ω(
√
n log n), a result on which we can neither improve nor offer new
techniques. In Lemma 3.27, we use the Upper Bound Matching Theorem (Theorem 3.21) to show
that EMn = O(
√
n logn). For good measure, we summarize what we know about matching on
[0, 1]2 in Theorem 3.28.
Lemma 3.27. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]2 and let Mn be the expected weight of an optimal matching of B against R. Then
EMn = O(
√
n log n).
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Figure 3.6: A balanced 2-HST with branching factor 4 whose metric dominates the Euclidean metric
on [0, 1]2. The coordinates of three points are indicated to show how the tree embeds in the unit
square without too cluttering the diagram. The tree in the drawing is slightly distorted so as not to
overtrace lines.
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Proof. Consider n red points and n blue points distributed uniformly on [0, 1]2. Construct a balanced
2-HST (k = 2) with m = n2 leaves, branching factor b = 4 and diameter ∆ =
√
2. The tree
dominates the Euclidean metric on the unit interval, since, in the best case the distances are equal.
(Some distances are much longer.) See Figure 3.6. The discretization overhead associated with
approximating the red and blue points with the leaves is no more than the cost of moving each point
to the nearest leaf: (2n)(1/(
√
2n)) =
√
2.
We are now prepared to apply the Upper Bound Matching Theorem (Theorem 3.21), since b = 4 =
k2. We have
W = ∆
√
n logbm ∼
√
n log n.
Since the tree metric dominates the Euclidean metric, and since the expected matching weight in
the tree is
√
n log n, we have proved an upper bound for [0, 1]2.
In order to achieve the upper bound of Ajtai et al., we could set m = exp( 12
√
log n). Unfortunately,
the discretization error then becomes too large, overwhelming the result from matching in the tree.
Using Ajtai et al.’s lower bound and our upper bound from Lemma 3.27, we immediately have
Theorem 3.28. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]2 and let Mn be the expected weight of an optimal matching of B against R. Then
EMn ∈ Ω(
√
n logn) ∩O(√n logn).
As noted, Ajtai et al.’s result is in fact Θ(
√
n logn).
3.6 Optimal Matching on [0, 1]d, d ≥ 3
We now jump to real dimension 3 and above, showing (Lemma 3.29) that EMn = Ω(n(d−1)/d), then
(Lemma 3.30) that EMn = O(n(d−1)/d), which we summarize with Theorem 3.31.
Lemma 3.29. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]d, d ≥ 3, and let Mn be the optimal matching of B against R. Then EMn =
Ω(n(d−1)/d).
Proof. For each red point ri, consider a ball si of volume 1/n around it. The probability that blue
point bj falls in the ball si for some j ∈ [n] is 1/n, and so the probability that bj does not fall in si
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is 1− 1/n. The probability that no blue point at all falls in si is thus (1− 1/n)n ∼ 1/e.
Let Ri be the random variable taking value 1 if some blue point is within si and 0 if not. Then
E
∑
i∈[n]
Ri =
∑
i∈[n]
ERi = nER1 ∼ n
e
is the expected number of red points that match to a blue point with distance no more than the
radius ρ of a 1/n-volume d-ball. Since Vd(ρ) = Θ(ρd),
1
n
= Θ
(
ρd
) ⇒ ρ = Θ(n−1/d) .
The expected weight of a matching in Rd can be no smaller, then, than
(n
e
)(
c′n−1/d
)
= cn(d−1)/d.
We thus have that EMn = Ω(n(d−1)/d).
Lemma 3.30. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]d, d ≥ 3, and let Mn be the optimal matching of B against R. Then EMn =
O(n(d−1)/d).
One approach to proving the upper bound is by means of a combinatorial sieve. One divides the
unit d-cube into n identical sub-cubes and places a marker at the center of each. One then considers
the expected number of markers that match to a red point within their own sub-cubes. Then one
considers the expected number of marker points that don’t match a red point in their own sub-cubes,
but do match a red point in their own 2-cube (a sub-cube of side length twice the original sub-cubes,
formed by joining together 2d sub-cubes). One continues in this fashion with 4-cubes, 8-cubes, and
so on. The computation becomes terribly messy, and the brave soul who arrives at the end of such
a proof finds the victory Pyrrhic for its obfuscating arithmetic and lack of elegance.
An alternate and clearer approach uses HST’s (and, of course, the Upper Bound Matching Theorem
(Theorem 3.21)):
Proof of Lemma 3.30. Consider n red points and n blue points distributed uniformly on [0, 1]d.
Construct a balanced 2-HST (k = 2) with m = n leaves, branching factor b = 2d, and diameter
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∆ =
√
d. The tree dominates the Euclidean metric on the unit interval, since, in the best case the
distances are equal. (Some distances are much longer.) The discretization overhead associated with
approximating the red and blue points with the leaves is no more than the cost of moving each point
to the nearest leaf: (2n)(1/((
√
d/2)n−1/d)) =
√
dn(d−1)/d.
We are now prepared to apply the Upper Bound Matching Theorem (Theorem 3.21), since b = 2d 6=
4 = k2. Noting that logb k = log2d 2 =
1
d , we have
W =
(
2
√
d
√
n
n1/d
)(√
n− n1/d
2d/2 − 2
)
= Θ(n1/2n−1/dn1/2) = Θ(n(d−1)/d).
Since the tree metric dominates the Euclidean metric, and since the expected matching weight in
the tree is n(d−1)/d, we have proved an upper bound for [0, 1]d.
From Lemmas 3.30 and 3.30, we immediately have
Theorem 3.31. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]d, d ≥ 3, and let Mn be the optimal matching of B against R. Then EMn =
Θ(n(d−1)/d).
3.7 Conclusions
In this section we proved a general result, the Upper Bound Matching Theorem (Theorem 3.21),
that permits us easily to provide upper bounds on unweighted matching weights using HST’s. We
used this to bound the cost of unweighted matching in the unit cube for all finite dimensions, bounds
that we know to be tight in all cases except in [0, 1]2. Using combinatorial arguments, we showed
lower bounds for [0, 1] and for [0, 1]d for d ≥ 3.
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4. Optimal Weighted Matching
Thus far we have developed new machinery that permits us to approach optimal unweighted match-
ing problems more easily than has previously been possible. We have, moreover, used that machinery
to duplicate the results heretofore available in the literature (with a slightly loose result in the single
case of dimension 2). In this chapter, we use our new machinery to extend our optimal matching
results to weighted point sets. We will find that giving weights to the points does not affect the
expected matching weight by more than a constant factor. This and the next chapter, where we
extend our matching results to non-rectangular sets, are the most interesting and most important
applications of the newly developed machinery, and are important contributions of this dissertation,
since they have apparently not been treated at all in the literature.
First, though, let us consider what we mean by weighted matching. We begin by distinguishing
mass functions from weight functions, a semantic distinction that is useful here but not in common
usage.
Definition 4.1. Given a graph G = (V,E), a vertex mass function is a function mv : V → R+. We
say, moreover, that m(G) = m(V ) =
∑
u∈V mv(u).
Definition 4.2. Given a graph G = (V,E) with vertex mass function mv, an edge mass function is
a function me : E → R+ that obeys the following condition:
∀v ∈ V, mv(v) =
∑
e∈E(v)
me(e), (4.1)
where E(v) is the subset of edges with one endpoint at v.
Definition 4.3. Given a graph G = (V,E) with vertex and edge mass functions, an edge weight
function is a function we : E → R+. We say, moreover, that w(G) =
∑
e∈E we(e)me(e).
So mass concerns vertices and weight concerns edges. In what follows we will always assume that
our graphs are embedded in a metric space, such that we corresponds to distance in that space.
Definition 4.4. Given point sets R and B with vertex mass functions mv such that m(R) = m(B),
a bipartite graph G = (R,B,E) whose edge set E satisfies Equation 4.1 is called a weighted matching
of R and B. The weight of the matching is w(G). If m(R) 6= m(B), we extend the definition by
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adding a point of mass |m(R)−m(B)| to the lighter side and at distance zero from all other points.
The matching is the induced subgraph that results from removing the added point at distance zero.
Definition 4.5. Given point sets R and B with vertex mass function mv such that m(R) = m(B),
an optimal weighted matching is a minimum weight matching over all weighted graphs G = (R,B,E):
min
E∈2R×B
w((R,B,E)).
Armed with these definitions, we now address the following problem:
Problem 4.6. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of points distributed uniformly and
at random on the unit d-cube I = [0, 1]d. Let mR : R → [0, 1] and mB : B → [0, 1] be vertex mass
functions, assigned uniformly and at random. What is the expected weight of the optimal weighted
matching?
In what follows, it will be convenient to have at our disposal the following constant, the expected
minimum of two numbers chosen uniformly at random from [0, 1]:
Definition 4.7. Let x and y be two points chosen uniformly at random from the unit interval [0, 1].
Define η = Emin d(x, y).
This quantity could surely be computed, but for our purposes it suffices that it exists and is a
constant (or, more pedantically, a function of the number 2, since we could define the family ηi for
collections of i points: we will not follow this distraction further). In fact, Corollary 3.2 and an
appeal to symmetry immediately gives η = 13 .
4.1 A Special Case: Matching n points against m points, Uniform Mass
While the general problem of optimal weighted matching presents significant challenges, we may
nonetheless discuss at least one special case worthy of note in simpler terms.
In the unit cube [0, 1]d, consider the set R = {r1, . . . , rn} with points of unit weight and the set
B = {b1, . . . , bm} (m > n) whose points each have weight nm , where m = kn for some integer k > 1.
We can consider sets B1, . . . , Bk each randomly sampled from B, with ∪Bi = B and Bi ∩ Bj = ∅
for i 6= j. Then the minimum transportation distance between R and Bi we know from Chapter 3,
and so the minimum transportation distance between R and B = ∪Bi is no more than k times that
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weight. We have proved
Theorem 4.8. Given the set R = {r1, . . . , rn} with points of unit weight and the weighted set
B = {b1, . . . , bm} whose points each have weight nm , where m = kn for some integer k > 1, with R,
B ⊂ [0, 1]d, the optimal weighted matching between R and B is
O(k
√
n) if d = 1 (cf. Lemma 3.25)
O(kn log n) if d = 2 (cf. Lemma 3.27)
O(kn(d−1)/d) if d ≥ 3 (cf. Lemma 3.30).
4.2 A Na¨ıve Approach to Optimal Weighted Matching in [0, 1]d
Section 4.1 suggests an obvious approach to considering weighted matching. In fact, the motivation
leads to false first steps, but is instructive nonetheless. Indeed, the following discussion suggests
that Theorem 4.8 is probably a very rough approximation at best.
As a first step to addressing the general weighted matching problem, let us discretize the vertex
mass functions. Let Mk = { 1k , 2k , . . . , k−1k , 1}. Then we have mR : R → Mk and mB : B → Mk.
The idea will be to divide R and B into horizontal (mass) slices R = R(1) ∪ R(2) ∪ · · · ∪ R(k) and
B = B(1) ∪ B(2) ∪ · · · ∪ B(k) and then to consider unweighted matching on each slice. To simplify
theoretical concerns, however, we construct the sets R(i) and B(i) by the following process.
Let R1, R2, . . . , Rk initially be empty sets. Choose R = {ri}ni=1 ⊂ I uniformly and at random. For
each point ri, choose m ∈ Mk uniformly and at random. Assign ri to Rm. Clearly each Rm is a
uniformly distributed random point set on I. Since the Rm are mutually independent, we can set
R(1) = R1
R(2) = R1 ∪R2
R(3) = R1 ∪R2 ∪R3
...
...
R(k) =
k⋃
m=1
Rm
and the R(i)’s are uniformly randomly distributed, since they are unions of independent uniformly
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distributed random sets. We thus have a vertex mass function on R that is “well-behaved” from the
standpoint of analyzing different mass classes.
If f(n) is the expected weight of an optimal unweighted matching on two sets of cardinality n, then
the weighted matching (up to discrepancy in the size of the weight partitions) is at least upper
bounded by
f
(n
k
)
+ f
(
2n
k
)
+ f
(
3n
k
)
+ · · ·+ f (n) . (4.2)
It suffices to compute this upper bound for the weighted matching on the unit interval to see that
this approach will be inadequate. On the unit interval, an unweighted matching has weight c
√
n.
The weighted matching, then, is upper bounded by
W =
∑
i∈[k]
c
√
i · n
k
We bound W by the following approximation:
Θ(
√
nk) = c
√
n
k
(
2
3
)
k3/2 =
c
√
n
k
(
2
3
)
k3/2 =
c
√
n
k
(
2
3
)
x3/2
∣∣∣k
0
=
c
√
n
k
∫ k
0
√
x dx =
∫ k
0
c
√
xn
k
dx < W <
∫ k+1
1
c
√
xn
k
dx
= c
√
n
k
(
2
3
)[
(k + 1)3/2 − 1
]
= Θ(
√
nk)
The problem with this scheme becomes more apparent when we note that k copies of the same
set of n/k points has optimal matching score k
√
n/k =
√
nk. If the k copies were independently
distributed, the optimal matching would have weight
√
n.
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4.3 Optimal Weighted Matching
We now prove that weighted matching is no heavier than unweighted matching.
Theorem 4.9. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]d with masses assigned uniformly and at random from [0, 1]. Let EMn be the
expected weight of the optimal unweighted matching of B against R and let EWn be the expected
weight of the optimal weighted matching. Then EWn ≤ EMn.
Proof. Find the optimal unweighted matching of R and B. For any point pair, the expected mass
actually available to transfer is η, and so the mass transferred by this matching is ηEMn. Consider
now a second matching of R and B, but with masses reduced by the mass moved in the first
matching. The expected unweighted matching weight is of course still EMn, and so the expected
weighted matching weight is η(1−η)EMn. We continue this process, and in the limit get a weighted
matching with weight
∞∑
i=0
(1− η)iηEMn =
(
1
η
)
ηEMn = EMn.
Since this process is no more efficient than the optimal matching, we have that EWn ≤ EMn.
It remains to prove lower bounds.
Lemma 4.10. Given n red points and n blue points distributed uniformly on [0, 1] with weights
distributed uniformly in [0, 1]. Then the expected weight of an optimal matching is Ω(
√
n).
The proof closely parallels the proof of Lemma 3.24.
Proof. The expected total mass of all n red points is n/2. Without loss of generality, suppose that the
subinterval [0, 1/3] has n/6 +Θ(
√
n) red mass. Let α =
√
n
n =
1√
n
. Then we expect Θ(
√
n) mass to
fall into any interval of length α, so we expect to have Θ(
√
n) mass in the interval I = [1/3, 1/3+α].
Let a = 13 + α.
Now distribute n blue points uniformly and at random on [0, 1]. Clearly the blue points on [a, 1] are
also a uniformly distributed set of random points. The probability that at most Θ(
√
n) blue mass
falls into I is bounded from below by a positive constant. So with some positive probability we will
have at least as much blue mass on [a, 1] as red mass on [1/3, 1]. Denote by nb the mass of blue in
50
[a, 1] and by nr the mass of red in [1/3, 1]. We expect that nb > nr (i.e., it is more probably than
not), so set m = nb − nr.
If we now want to match the red mass of [1/3, 1] to the blue mass of [a, 1], we have m mass missing,
and so we can’t form a perfect matching. So let us pick m additional mass (uniformly, at random)
from the set of all red and blue mass on [1/3, 1]. Adding this set temporarily to the red mass on
[1/3, 1], we can form a perfect matching of nb red mass against nb blue mass.
Consider for the moment only the blue mass in [a, 1] and the red mass (including the temporary
additions) in [1/3, 1]. In the following, we’ll call this mass the right set of mass. Consider an
expansion of only the blue mass in the right set so that they cover [1/3, 1]:
x 7→
(
2
√
n
2
√
n+ 3c
)
(x− 1) + 1.
Let us now compare the weight of optimally matching the right set versus optimally matching the
expanded right set. On average each blue mass moves Θ(1/(2
√
n)) to the left. Let us call the line
segment joining a red mass to a blue mass a right edge if the blue mass is to the right of (greater
than) the red mass. Since the blue mass move only to the right in the expansion, clearly a solid
right edge came from a dotted right edge. By symmetry, we expect half of the solid line segments
to be right edges, since they are uniformly distributed independent random mass on [1/3, 1].
Since the blue mass in the right set moves on average 1/(2
√
n) to the left, the expected weight of
the dotted edges in [1/3, 1] is greater than the product of the number of right edges, the number of
mass, and the expected shift, or
Θ
((
1
2
)(
2
3
· n
))
Θ
((
1
2
√
n
))
= Θ(c
√
n).
Now we must explain about the temporary mass. Let us delete the temporary red mass as well as
the left-most blue mass in the right set (which, post-transformation, are on [1/3, 1]). If there is a
right edge between an old red point (not one of the temporary reds) and a blue point, then after
deletion it will remain a right edge. If we redo the transformation and delete this mass, we will find
that a right edge will become a long right edge if the two points are far enough to the left. Let us use
[1/3, 5/6] for “enough.” Long here means Ω(1/
√
n). Then we have (5/6− 1/3)n/2−m = n/4−m
long right edges. But the number of long right edges in the optimal matching between the original
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two random sets is at least n/4−m with positive constant probability, and all long edges have length
O(1/
√
n). Thus the optimal matching will have length at least their product, O(
√
n), with positive
constant probability. The expected optimal matching weight is thus O(
√
n).
With Lemmas 4.10 and Theorem 4.9 we have proved the following:
Theorem 4.11. Given n red points and n blue points distributed uniformly on [0, 1], the expected
weight of an optimal matching is Θ(
√
n).
In the two dimensional case, the best we can do is less than we’d like. Lemma 4.13 provides a lower
bound of Ω(
√
n), while Theorem 4.9 provides an upper bound of O(
√
n logn) (using Ajtai et al.’s
result for unweighted matching). We can therefore state only the following:
Theorem 4.12. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]2 and let Wn be the expected weight of an optimal weighted matching of B against
R. Then EWn ∈ Ω(
√
n) ∩O(√n log n).
Lemma 4.13. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]d, d ≥ 3, with weights distributed uniformly in [0, 1], and let Wn be the optimal
matching of B against R. Then EWn = Ω(n(d−1)/d).
Proof. For each red point ri, consider a ball si of volume 1/n around it. The probability that blue
point bj falls in the ball si for some j ∈ [n] is 1/n, and so the probability that bj does not fall in si
is 1− 1/n. The probability that no blue point at all falls in si is thus (1− 1/n)n ∼ 1/e.
Let Ri be the random variable taking value 1 if some blue point is within si and 0 if not. Then
E
∑
i∈[n]
Ri =
∑
i∈[n]
ERi = nER1 ∼ n
e
is the expected number of red points that match to a blue point with distance no more than the
radius ρ of a 1/n-volume d-ball. Since Vd(ρ) = Θ(ρd),
1
n
= Θ
(
ρd
) ⇒ ρ = Θ(n−1/d) .
Since the expected mass exchanged (when any is) is η, the expected weight of a matching in Rd can
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be no smaller, then, than
η
1
2
(n
e
)(
c′n−1/d
)
= cn(d−1)/d.
We thus have that EWn = Ω(n(d−1)/d).
As foreshadowed, Lemma 4.13 and Theorem 4.9 prove the following:
Theorem 4.14. Let B = {bi}ni=1 and R = {ri}ni=1 be sets of blue and red points distributed uniformly
at random in [0, 1]d, d ≥ 3, with weights distributed uniformly in [0, 1], and let Mn be the optimal
matching of B against R. Then EMn = Θ(n(d−1)/d).
4.4 Conclusions
In this section we discussed some special cases of weighted matching before defining a general version
of the problem. We showed that the general optimal weighted matching is bounded above by optimal
unweighted matching.
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5. Matching on Non-Rectangular Sets and Future Work
The HST machinery we have developed allows us to extend our optimal matching results in directions
that seem unlikely using the machinery previously described in the literature. We are able to establish
upper bounds on expected optimal matching weight for non-rectangular sets—indeed, for any set
that submits to a regular tiling. Moreover, we can establish reasonable upper bounds for expected
optimal matching on certain sets of measure zero or whose measure is not obvious to determine. By
Bartal’s results on approximating arbitrary metrics with tree metrics [21], we will know our upper
bounds are no worse than log n greater than optimal, although lower bound computations are not
as clear here. Perhaps surprisingly, these discussions will lead us to further insight into matchings
on rectangular sets. At the close of this chapter, we will propose a practical algorithm and avenues
for future work.
5.1 Optimal Matching on Non-Rectangular Sets
We now turn our attention to computing the expected weight of optimally matching n red points and
n blue points distributed uniformly and at random in the interior of a triangle. A triangle is easily
decomposed into four similar triangles by connecting the midpoints of the three sides (Figure 5.1).
Since this may be done recursively, this affords a decomposition amenable to using a balanced 2-HST
with branching factor 4. If at each level we give each edge the weight required for the longest edge,
we have a tree that is identical, up to a constant in edge length, to the tree we used for optimal
matching in [0, 1]2. It follows, then, from the Upper Bound Matching Theorem (Theorem 3.21)
that the same result must hold: the expected weight of an optimal matching is bounded above by
O(
√
n logn).
Theorem 5.1. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of red and blue points distributed
uniformly and at random in the interior of a triangle contained in [0, 1]2. Then the expected weight
of an optimal matching between R and B is O(
√
n log n).
We can continue this technique in higher dimensions. Consider the tetrahedron, which we consider
as embedded in [0, 1]3, since we must give it some bounding box in order to speak meaningfully
of expectation. As in the case of the triangle, we can similarly divide the tetrahedron recursively
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Figure 5.1: The recursive decomposition of a triangle into four similar triangles.
into sets of five similar sub-tetrahedrons. Then a balanced 2-HST (k = 2) with branching factor 5
(b = 5) upper bounds the Euclidean metric on the tetrahedron, and we have
Theorem 5.2. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of red and blue points distributed
uniformly and at random in the interior of a tetrahedron embedded in [0, 1]3. Then the expected
weight of an optimal matching between R and B is O(n1−log5 2).
Proof. Since b = 5 6= 4 = k2, and calling L = log5 2 ≈ .431, the Upper Bound Matching Theorem
(Theorem 3.21) tells us that
W =
(
2∆
√
n
mL
)(√
m−mL√
5− 2
)
= Θ(n1/2m−Lm1/2) = Θ(n1/2m−L+
1
2 ).
We know from the proof of Lemma 3.30 that m = n adds only constant discretization overhead in
[0, 1]3, so the same is true for a tetrahedron embedded in [0, 1]3. The result follows by substituting
m = n above.
In fact, we will see with Theorem 5.7 that we can do better: O(n2/3).
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Figure 5.2: Construction of the (ternary) Cantor set: each successive horizontal section is an iteration
of the recursive removing of middle thirds. The Cantor set has measure zero (and so contains no
segment), is uncountable, and is closed.
5.2 Optimal Matching on Sets of Non-Positive Measure
This section necessarily begins with a disclaimer: this text is a dissertation in computer science
and not in pure mathematics. We have no particular interest aside from curiosity in claiming any
particular matching bounds for sets that a computer scientist is unlikely ever to attempt to construct.
It is visually and mentally stimulating in the following to discuss optimal unweighted matching on,
for example, the Cantor set, but it would be a distraction here to prove that the appropriate results
remain true in the limits of the processes that generate the fractals and other exotic sets of which
we will speak. The truly interesting result is that our machinery is general enough to consider
these things and to give us useful results. The reader, therefore, is implored to remember that we
always mean to consider matching on the log nth iteration of these processes, not the limit. We
will be careful in the statement of our theorems, but it would be a shame to lose visual panache by
prohibiting reference altogether to the limits of these processes.
With that overly long disclaimer, let us begin by noting that the (ternary) Cantor set is formed by
repeatedly removing the open middle third of each line segment in a set of line segments, starting
with [0, 1], see Figure 5.2. The Cantor set arises naturally in topology and, perhaps more commonly,
in elementary measure theory, where it serves as a simple example of an uncountable set of measure
zero.
Consider sets R = {r1, . . . , rn} and B = {b1, . . . , bn} of red and blue points respectively, distributed
uniformly at random on the Cantor set. We are interested in the expected weight of an optimal
matching. Using balanced 2-HST’s, we can at least establish an upper bound. Consider a balanced
2-HST with branching factor b = 2 and m = n2 leaves over the unit interval, in which we think of
the Cantor set as being embedded. The discretization overhead associated with approximating the
red and blue points with the leaves is no more than the cost of moving each point to the nearest
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Figure 5.3: The Sierpinski triangle. We find an upper bound using a balanced 2-HST with branching
factor 3.
leaf: (2n)(1/2n) = 1. (In fact, the distance to the nearest leaf is certainly less than 1/(2n), but
1/(2n) suffices and the real distance presents distracting complexity.) By the Upper Bound Matching
Theorem (Theorem 3.21), then, since b = 2 6= 4 = k2, and noting that logb k = log2 2 = 1, we have
an upper bound of
W =
(
2 · 1 · √n
m
)(√
m−m√
2− 2
)
=
2
√
n
n2
· n
2 − n
2−√2 = Θ(
√
n).
Since the tree metric dominates the Euclidean metric, and since the expected matching weight in
the balanced 2-HST is asymptotically
√
n, we have proved the unexpected result that the expected
weight of an optional matching of n points distributed on the Cantor set is no heavier than the same
points distributed on [0, 1] itself. We have proved
Theorem 5.3. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of red and blue points distributed
uniformly and at random in the set remaining after log n iterations of the Cantor set process. Then
the expected weight of an optimal matching between R and B is O(
√
n).
It is interesting to note that the Smith-Volterra-Cantor set (in which one removes successively smaller
intervals such that the set has positive measure but contains no interval) is dominated by the same
tree, and so we have for it the same upper bound, even though it has positive measure.
Consider now the Sierpinski triangle (see Figure 5.3). Here a balanced 2-HST with branching
factor b = 3 and m leaves dominates the Euclidean metric, offering a nice approximation. Calling
L = log3 2 ≈ .631, we have
W =
(
2 ·∆ · √n
mL
)(√
m−mL√
3− 2
)
=
c
√
n
mL
· (mL −√m) = Θ(√n).
We have thus proved
Theorem 5.4. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of red and blue points distributed
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Figure 5.4: The first four iterations of a Menger sponge. A 20-HST provides a dominating metric
(cf. Theorem 5.6).
Figure 5.5: A Sierpinski carpet [199], constructed by recursively dividing the square into nine equal
subsquares and removing the middle subsquare.
uniformly and at random in the interior of the log3 nth iteration of a Sierpinski triangle. Then the
expected weight of an optimal matching between R and B is O(
√
n).
Note that the value of m here is not important as long as it is a function of n and m > n.
We can find upper bounds for optimal matching on other fractals. A Sierpinski carpet (cf. Figure 5.5)
results from removing sub-squares from a square, but let us consider instead the Menger sponge,
after which we will be well placed to generalize what we have done so far in this chapter.
Definition 5.5. A Menger sponge results from recursively dividing the unit cube into 33 = 27
subcubes, removing the middle cube on each face and the cube in the center, then recursing on each
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subcube (cf. Figure 5.4).
Theorem 5.6. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of red and blue points distributed
uniformly and at random in the interior of the log20 nth iteration of a Menger sponge. For simplicity
of notation, let L = log20 2 ≈ .231. Then the expected weight of an optimal matching between R and
B is O(n1−log20 2).
Proof. To find an upper bound on the expected weight of matchings on the Menger sponge, consider
a balanced 2-HST with m = n leaves and branching factor b = 20 (the number of cubes left behind
at each iteration). Then an upper bound on the weight of an expected matching is
W =
(
2 ·∆ · √n
mL
)(√
m−mL√
20− 2
)
= c1
√
nn−Ln1/2 = n1−L = n1−log20 2 ≈ n.769.
While each level of the tree places its children in the 20 cubes left by the division of the nodes
cube, the maximum distance to a leaf is certainly no greater than if we simply distributed the
leaves uniformly in the cube (on a lattice). If that were the case, we would have a maximum
distance from each point to the nearest leaf of
√
3/(2 3
√
n), and so we would be adding total weight
(2n
√
3)/(2 3
√
n) ∼ n2/3 ≈ n.667 to the matching. Since the matching within the tree has greater
expected weight, the result follows.
The astute reader has perhaps noticed a pattern of similarity between optimal matching on non-
rectangular sets and optimal matching on rectangular sets. Let us now state this generalization
more formally with the following important theorem:
Theorem 5.7 (Generalized Upper Bound Theorem). Let X ⊂ Rd be a bounded set, and let Y ⊆ X.
If the Upper Bound Matching Theorem provides an upper bound of f(n) for optimal matching on
X, then f(n) is also an upper bound for optimal matching on Y .
In other words, removing points from a set can not increase the upper bound on the expected
optimal matching weight, at least as far as we can tell using HST’s and the Upper Bound Matching
Theorem. Note, however, that nothing prevents Y from having a lesser upper bound. (Consider
[0, 1] ⊂ [0, 1]2.) But we can not have a greater upper bound for Y using the Upper Bound Matching
Theorem.
Proof. By hypothesis, we can construct an HST T on X such that the metric of T dominates the
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Figure 5.6: The first four steps in Process 5.8: removing upper-left and lower-right squares.
metric of X and, taking into account discretization error, the Upper Bound Matching Theorem gives
us an upper bound of f(n) for optimally matching two sets of n points each, distributed uniformly at
random on X. Suppose that the expected weight of an optimal matching on Y is g(n) > f(n). Then
we could use the same tree T on Y to find that f is also an upper bound on Y , which contradicts
our assumption that g > f .
As immediate corollaries to the Generalized Upper Bound Theorem we see that an upper bound for
matching on triangles is O(
√
n log n) (Theorem 5.1), for tetrahedrons is O(n2/3) (Theorem 5.2 in the
generalization we promised at the time of its proof), the Cantor set is O(
√
n) (Theorem 5.3), as is the
Smith-Volterra-Cantor set, and the Menger sponge has upper bound O(n2/3), a slight improvement
on Theorem 5.6.
Let us now consider the following process, see Figure 5.6.
Process 5.8. Begin with the unit square, removing the top left and bottom right subsquares.
Repeat this with the remaining two squares, then the remaining four, and so forth. If x is a point on
the boundary of a square we remove, then we do not remove x if every neighborhood of x contains
some point that has neither been removed nor is itself on the boundary of the square we are currently
removing.
Clearly the limit of this process is the diagonal, and so the expected weight of an optimal matching
of two sets of n points is Θ(
√
n).
If we compute an upper bound on the expected weight of an optimal matching, we should surely
expect to find the answer to be no greater than O(
√
n log n). Indeed, we might start with a 4-
branching balanced 2-HST, but then note that two of each four branches will be pruned. But
the result for a 2-branching balanced 2-HST is, up to a constant, the same tree as we used in
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Figure 5.7: The first four steps in Process 5.10: removing upper-left and lower-right squares alter-
nating with removing upper-right and lower-left squares.
Theorem 3.25. Or we might appeal directly to the Upper Bound Matching Theorem (Theorem 3.21).
Theorem 5.9. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of red and blue points distributed
uniformly and at random on the interior of the area remaining after log n iterations of Process 5.8.
Then the expected weight of an optimal matching between R and B is Θ(
√
n).
Consider now the same process as in Process 5.8, except that in alternate steps we remove instead
the upper-right and lower left squares, see Figure 5.7:
Process 5.10. Begin with the unit square. In even steps, remove the top-left and bottom-right
quarter of each square. In odd steps, remove the bottom-left and top-right quarters. We treat
boundary points as in Process 5.8.
Clearly the limit is no longer a line segment. Without worrying about whether the limit of Pro-
cess 5.10 contains any points at all, let us consider the question of optimal matchings among red
and blue points distributed uniformly and at random in the interior of the lognth iteration of this
process, since we are considering finite trees in any case. Clearly the HST in this event is the same
as the tree in the case Process 5.8. We therefore achieve the same upper bound of O(
√
n).
Theorem 5.11. Let R = {r1, . . . , rn} and B = {b1, . . . , bn} be sets of red and blue points distributed
uniformly and at random on the interior of the area remaining after log n iterations of Process 5.10.
Then the expected weight of an optimal matching between R and B is O(
√
n).
5.3 Future Work on Optimal Matching
An obvious extension to this work that we did not have time to pursue considers the question of
non-uniform distributions. Our tree method should be fruitful even in this context by considering
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Figure 5.8: Non-uniform distributions may be approximated by 2-HST’s with non-uniform branch-
ing factors. On the left, we modify the branching factor to change the distribution, leaving the
probability the same at each node (50% chance of distributing to either side). On the right, we
modify the probabilities at the interior nodes, leaving the branching factor constant.
non-uniform branching factors. Figure 5.8 shows an illustrative example. The interest in non-
uniform distributions, beyond the pure theoretical pleasure that comes from being able to make
claims about distributions other than the uniform, lies in the domain of computer vision. The point
distributions that come from randomly sampling the shapes and objects we see around us in the
real world are certainly examples of non-uniform probability distributions.
Suppose we have the sort of point set we often find in computer vision applications: points uniformly
sampled from a shape (a silhouette, a surface, a compact manifold). We are interested in the
behavior of the transportation distance between two such (equal cardinality) random samplings. We
may approximately tile the shape with cubes, but not perfectly. Our results, whether weighted or
unweighted, apply to each cube, regardless of its size. The question, then, is whether these various
cubes are additive in the limit.
Intuition suggests that they should be. We have seen in the proofs that most points match in
the lower levels (smaller cubes or lower down in the HST’s, which is roughly the same thing).
This suggests experimental work to validate the utility of the following procedure for comparing
comparisons of compact manifolds (“shapes”) at different resolution.
Proposition 5.12. Let M be a real, compact, well-behaved d-manifold. Let R = {r1, . . . , rN} and
B = {b1, . . . , bN} be independent, uniformly sampled random point sets on M . Then
EMD(R,B) ∼

V
√
n if d = 1,
V
√
n log n if d = 2, and
V n(d−1)/d if d ≥ 3,
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where V is the measure of M and n = N/V , the sampling density.
This presents a sampling-density-independent measure of object similarity. Given two compact
manifolds M1 and M2 each sampled at n1 and n2 points per unit volume, comparisons of the
manifolds are comparable by scaling by the ratios indicated in Proposition 5.12. Said another way,
we may define a normalized EMD measure:
Normalized-EMD(S1, S2)
¤ S1 and S2 are point sets representing uniformly sampled manifolds.
1 Scale objects to have the same volume (based on triangulation, for example)
2 N ← n1 + n2, the sum of the numbers of points in the two objects
3 return EMD (possibly under transformation) / the factor from Proposition 5.12.
It will be interesting to see if this similarity function indeed returns about 1 for similar object
comparisons regardless of sampling density (as long as the objects are not under-sampled). Algo-
rithm Normalized-EMD promises to permit object comparisons despite different sampling densi-
ties, facilitating the use of different point set databases in the same set of experiments.
5.4 Conclusions
In this section we used the Upper Bound Matching Theorem (Theorem 3.21) to extend our matching
results to various tileable sets: triangles, tetrahedrons, and so forth. The Upper Bound Matching
Theorem served as well to extend our matching results to more exotic sets, such as the Cantor
set and various fractals. These examples let us to prove the Generalized Upper Bound Theorem,
Theorem 5.7. We finished by proposing application of the current work in shape matching in the
context of computer vision.
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6. Deterministic Sampling
6.1 Overview and Related Work
Data compression[23, 29, 36, 100, 119, 71, 163, 192, 205, 206], like subset selection, seeks to represent
points as space efficiently as possible. Claude Shannon [163, 162, 161] formalized the measure
of information content given the probability distribution of the point set. That work provided a
theoretical framework for determining the maximum capacity of a communications channel. Closely
related is the (incomputable) Kolmogorov complexity [165, p. 236].
Rate distortion theory [54] represents a set of points by an optimal reduced point set. It constructs
new points as needed rather than selecting a subset of the original set. The information bottleneck
method [181] permits a trade-off between compressed size and fully detailed quantization.
In the clustering problem[123] a point set is partitioned based on some given similarity measure,
with goal that points in each partition are more similar among themselves than to points in other
partitions. Indyk [102, 103, 62, 102] discusses these problems at length, especially from a geometric
perspective, noting the complexity that increasing dimension presents and offering several approaches
to the problem. Clustering is closely related to the problem of nearest neighbor and k-nearest
neighbor searching [104, 103].
Gupta et al. [91] compiled a review with extensive bibliography of many techniques used in the design
of randomized algorithms. Amir and Dar [14] demonstrate deterministic polynomial algorithms for
uniform random sampling. Even et al. [69] describe efficient deterministic constructions of small
probability spaces. Such constructions have applications in constructing small low discrepancy
sets in high dimensions. Chari et al. [41] present NC algorithms1 for approximating probability
distributions. Chazelle and Friedman [45, 44] have shown that randomized algorithms combined
with divide-and-conquer techniques can be derandomized with only polynomial overhead. Reingold
et al. [146, 147] discuss using “small” amounts of randomness to achieve almost true randomness.
Saks [153] provides a related survey.
The problem we address here was initially motivated by the study of reference functions in shape
1The class NC is the set of decision problems for which there exists a family of circuits of polynomial size and poly-
logarithmic depth. The following formulation is equivalent: the set of decision problems decidable in polylogarithmic
time on a parallel computer with a polynomial number of random access machines [188, p. 107ff].
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recognition. A reference function [10, 2, 9, 11] is a Lipschitz continuous selector function (q.v., below:
Definition 6.2) that is equivariant with respect to a given family of transformations. More formally,
Definition 6.1. Given a class C of shapes in Rd and a set T of transformations of Rd, a reference
function is a function f : C → Rd with the following two properties:
• f is equivariant with respect to T : ∀X ∈ C, ∀T ∈ T , f(T (X)) = T (f(X))
• f is Lipschitz continuous: ∃L > 0 such that ∀X,Y ∈ C, ∀T ∈ T , ‖ f(X)−f(Y ) ‖≤ L ·d(X,Y ).
The Lipschitz constant L is called the quality of the reference function. The image of a shape X
under f is called the reference point of f .
Typically C is the set of compact sets in Rd, sometimes with some additional constraints such as
connectivity, simple connectivity, or not too spiny. The set T is typically “translations,” “rotations,”
“isometries,” or “isometries plus scaling”. Some authors conflate the mapping with its image, thus
identifying reference functions and reference points. The goal of reference function research is to aid
in shape matching by reducing the number of degrees of freedom between two candidate shapes to
be matched. If the reference points of the shapes are aligned, then the theory hopes to show that
the error in distance between the shapes is bounded. Reference functions arise in a mathematics as
selector functions [127, 128, 141, 152, 7, 8, 83, 157, 79, 144, 18, 19, 96, 101, 171, 6, 59, 99, 126, 27,
136, 84, 135, 97, 129, 142, 143].
Definition 6.2. Given topological spaces X and Y and a mapping φ : X → F(Y ), a selection for
φ [129] is a mapping f : X → Y such that ∀x ∈ X, f(x) ∈ φ(x).
Definition 6.3. A selector function ϕ : C(T )→ T maps the set of compact subsets of a topological
space T to points in T . In this paper, when we talk of selector functions, we will require in addition
and without repeating it each time that the function ϕ be continuous and that, moreover, it be the
identity function on points: ∀p ∈ T, ϕ({p}) = p.
One may (less usefully) define selector functions in a more general context by replacing C(T ) with
P(T ), the power set of T .
Neither the mathematics of selector functions nor the work on reference functions interests us greatly
at this point. We note merely that it has influenced this work in its early stages.
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6.2 Defining the Problem
Arguably the simplest technique for reducing the complexity of a point set while nearly preserving
some given intrinsic structural property P is random selection. While no algorithm can hope to
exceed the time bounds of random selection (assuming a free source of randomness), one might
hope to develop deterministic techniques with improved performance as measured by closeness of
preservation of P.
We address the following problem:
Problem 6.4. Let γ : C → Rd be the centroid function on compact sets. Given a finite set S ⊂ Rd
of points and m ∈ Z+, m¿ |S|, find a set T ⊂ S with |T | = m that minimizes |γ(S)− γ(T )|.
Global minimization, of course, is combinatorially expensive. In reality, we look at the closely related
problem in which the goal is to find a T such that |γ(S)− γ(T )| < ², where we choose the ² that we
would expect from uniformly choosing the points of T at random.
We also begin to address the following problem:
Problem 6.5. Given a finite set S ⊂ Rd of points and m ∈ Z+, m ¿ |S|, find a set T ⊂ S with
|T | = m that minimizes emd(S, T ).
Again, in reality we look at the related problem of deterministically selecting T such that emd(S, T ) <
², as above.
Gine´ [82] offers a survey of work on how well sample means approach expected value, as does
Wellner [189, 190].
6.3 Approaching a Solution
The difficulty of the problem lies purely in its combinatorial complexity. The path to solution, then,
lies in computing a combinatorially smaller number of things that permit a greedy solution. In the
case of approximating the centroid, those things are pairs of points. By computing point pairs, of
which there are only O(n2), we can consider greedy algorithms on point pairs rather than more
complicated optimization on individual points. In the case of the EMD version we consider greedy
algorithms on k-nearest neighbor clusters.
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6.4 Preserving the Centroid
6.4.1 Martingales Prove the Obvious
It is often useful to note that what we think is obvious is probably true. In that spirit, what follows
is an application of the Hoeffding-Azuma Inequality that shows that random sampling stands a very
good chance of preserving the centroid.
Let S = {si}ni=1 be a set of points in [0, 1] and S′ = {s′i}mi=1 be a subset of S with m ¿ n. (We
can consider this problem on [0, 1]d for d > 1, but the problem is clearly decomposable as far as
this section is concerned, so we restrict our attention to the notationally simpler case of [0, 1].) Let
γ : 2S → R be the centroid function.
We’ll think of S′ as randomly drawing m points from S without replacement. Let {Xi}mi=1 be a
sequence of random variables, where the value of Xi is the member of S that we pick on the ith
draw. (Without loss of generality, Xi is the value of s′i.) Let us formalize this as a martingale. Let
Z0 = Ec(S′), and let {Zi}mi=1 be a sequence of random variables defined by
Zi = E [c(S′) | X1, . . . , Xi] .
Our goal is to show that |c(S)− c(S′)| is small. In particular, we’ll show in Claim 6.6 that {Zi}mi=1
is a martingale. The bound will then follow by the Hoefding-Azuma Inequality in Theorem 6.7.
Claim 6.6. {Zi}mi=1 is a martingale with respect to {Xi}mi=1.
Proof. To be a martingale, we must satisfy the following three conditions:
• Zi is function of X1, . . . , Xi,
• EZi <∞, and
• E[Zi+1 | X1, . . . , Xi] = Zi for all i ∈ [m− 1]
The first two conditions are obvious, the second following from the fact that the image of c is
67
bounded. The third requires some work.
E[Zi+1 | X1, . . . , Xi] = E [E [c(S′) | X1, . . . , Xi, Xi+1] | X1, . . . , Xi]
= E [E [c(S′) | X1, . . . , Xi] | X1, . . . , Xi] (6.1)
= E [c(S′) | X1, . . . , Xi] (6.2)
= Zi
where Equation (6.2) follows because EX | X = X for any random variable X, from which, in
particular, E(EX | Y ) | Y = EX | Y . Equation (6.1) is derived by noting that
E [c(S′) | X1, . . . , Xi, Xi+1] =
∑
xi+1
E [c(S′) | X1, . . . , Xi, Xi+1 = xi+1] Pr(Xi+1 = xi+1)
=
∑
xi+1
E [c(S′) | X1, . . . , Xi, Xi+1 = xi+1] 1
n− i
= E [c(S′) | X1, . . . , Xi]
We would like to show that Pr(|c(S)− c(S′)| > t) < ² for some suitable definition of t, and ².
The Hoeffding-Azuma Inequality provides that
Theorem 6.7. Let Z0 = γ and suppose there exist constants ci, such that
|Zi − Zi−1| ≤ ci.
Then for i ≥ 0 and ² > 0,
Pr(Zi − Z0 ≥ ²) ≤ Pr( max
1≤k≤n
Zk ≥ ²) ≤ exp
{
−²2
2
∑i
k=1 c
2
k
}
.
Proof. Setting ci = −2d/i, where d is the diameter of S, is surely adequate to fulfill the requirements
above, since the centroid can not change by more than the maximum interpoint distance weighted
by the points X1, . . . , Xi−1.
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6.4.2 Variance and Antipodal Point Algorithms
Let us try to solve the following problems:
Problem 6.8. Given ² > 0, find the smallest set Y we can with the following properties:
• Y ⊆ X,
• |Y | = m, and
• |γ(Y )− γ(X)| < ².
Here the function γ : 2X → R is the centroid function.
A variation of Problem 6.8 is the following:
Problem 6.9. Given a positive integer m < n, find the set Y with the above three properties so as
to achieve the smallest ² that we can.
6.4.3 An Application of the Variance
Hypothesis 6.10. Let X1, X2, . . . Xn+k be n + k random variables (points selected independently
from a uniform distribution) on the square [0, 1]d. For each m, let γm = 1m
∑m
k=1Xi be the centroid
of the first m points, and let D˜n,k = γn+k − γn.
We thus have that D˜n,k is the difference between the n + k’th centroid and the n’th centroid, so
that the variance Var(D˜n,k) is the mean square distance between the two centroids.
Claim 6.11 (Eric Schmutz). Let X = {X1, . . . , Xn+k} and D˜n,k be as in Hypothesis 6.10, with
d = 1. Then Var(D˜n,k) = k12n(n+k) .
Proof. Note that
D˜n,k = γn+k − γn =
(
1
n+ k
− 1
n
) n∑
i=1
Xi +
1
n+ k
n+k∑
i=n+1
Xi.
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The variance of a sum of independent random variables is the sum of their variances, therefore
Var(D˜n,k) =
(
1
n+ k
− 1
n
)2
nVar(X1) +
(
1
(n+ k)2
)
kVarX1
=
(
k
n(n+ k)
)
Var(X1).
But Var(Xi) = 112 , and the result follows.
Corollary 6.12. Let X and D˜n,k be as in Hypothesis 6.10, for arbitrary d ∈ Z+. Then Var(X) =
d
12 .
Proof.
EX =
∫ 1
0
· · ·
∫ 1
0
X dx1 · · · dxd
=
∫ 1
0
· · ·
∫ 1
0
(X1, . . . , Xd) dx1 · · · dxd
=
(
1
2
, . . . ,
1
2
)
,
(EX)2 = EX ·EX = d
4
,
and
E(X2) =
∫ 1
0
· · ·
∫ 1
0
X2 dx1 · · · dxd
=
∫ 1
0
· · ·
∫ 1
0
X21 + · · ·+X2d dx1 · · · dxd
=
d
3
From Lemma 2.1, then,
Var(X) = E(X2)− (EX)2 = d
3
− d
4
=
d
12
.
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Corollary 6.13. Let X and D˜n,k be as in Hypothesis 6.10, for arbitrary d ∈ Z+. Then Var(D˜n,k) =
kd
12n(n+k) .
Proof. The proof is identical to that of Claim 6.11 except in the last step where we instead use
Corollary 6.12.
Definition 6.14. Consider integers m and n such that 0 < m < n. Let X = {x1, . . . , xn} be a
random set of points, and denote γk the centroid of the first k points of X, {x1, . . . , xk}. We define
Dn,m = γn − γm.
Corollary 6.15.
Var(Dn,m) =
(n−m)d
12mn
.
Proof. Dn,m = D˜m,n−m.
Note that if m¿ n, then Var(Dn,m) ∼ d12m .
6.4.4 Choosing Points One at a Time: Lots of Points is Easy
Definition 6.16. Let V be a vector space. Denote the centroid function
γ : 2V → V
{ξ1, . . . , ξj} 7→ 1
j
j∑
i=1
ξi.
Theorem 6.17. Let S = {s1, . . . , sn} be a set of points in Rd viewed as a normed vector space.
Consider the k-set X = {x1, . . . , xk} ⊂ S. Then the set Y = {y1, . . . , yn−k} ⊂ S − X has the
property that γ(Y ) = (n/(n− k))γ(S)− (k/(n− k))γ(X).
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Proof.
γ(S) =
1
n
n∑
i=1
=
1
n
(
k∑
i=1
xi +
n−k∑
i=1
yi
)
=
(
k
n
)
γ(X) +
(
n− k
n
)
γ(Y ).
Rearranging terms, we have
(
n− k
n
)
γ(Y ) = γ(S)−
(
k
n
)
γ(X),
and so
γ(Y ) =
(
n
n− k
)
γ(S)−
(
n
n− k
)(
k
n
)
γ(X) =
(
n
n− k
)
γ(S)−
(
k
n− k
)
γ(X).
It follows that if n = 2k and we identify a set of points X, then an individual point of the set
Y = S−X may be anywhere in Rd, but with each point of Y that we identify, the remaining points
are further and further constrained. If the point set S is sufficiently large relative to X (that is,
n À k), and if its points are sufficiently distributed according to some sufficiently nice probability
distribution, then we can make the following statement:
Not a Theorem. If the hypotheses of Theorem 6.17 are satisfied, and, moreover, if S is distributed
“sufficiently randomly,” then there exists a set Y = {y1, . . . , yk} ⊂ S − X and an ² > 0 such that
| 12 [γ(Y ) + γ(X)]− γ(S)| < ².
Note that the above non-theorem is tautologically true: ² may be as large as desired. We may
correct the problem with
Theorem 6.18. Let f be a probability distribution function on Rd. Let Sn = {s1, . . . , sn} (n ∈ Z+)
be a family of sets of points in Rd viewed as a normed vector space such that each Sn is drawn
randomly according to f . Let X = {x1, . . . , xk} ⊂ Sn be a k-set in Sk. Then ∀² > 0, ∀δ ∈
(0, 1), ∃N > 0 such that with probability ≥ δ, ∀n > N , ∃Y = {y1, . . . , yk} ⊂ Sn − X such that
| 12 [γ(Y ) + γ(X)]− γ(Sn)| < ².
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Proof. I present two proof sketches.
1. (Gambler’s Ruin) Define a region R of radius no more than ² around γ(Sn) − γ(X). The
probability of fewer than k points falling within R approaches zero as n increases without
bound.
2. (Random graph theory) Consider the points of Sn as vertices of a graph. Consider the family
Gn,p(Sn) of random graphs. If the selector function (cf. Definition 6.3, below) is first order
(centroid is not), then by the 0-1 Law the set Y almost surely exists.
6.4.5 Choosing Points One at a Time: Fewer Points is Harder
We start with a definition (recall Definitions 6.2 and 6.3):
Definition 6.19. Given a set S = {s1, . . . , sn} ⊂ Rd, a (continuous) selector function ϕ on Rd,
and a point p ∈ S, then the point antipodal to p in S relative to ϕ is a point q ∈ S that minimizes
|ϕ({p, q})− ϕ(S)|.
Clearly if ϕ = γ, the centroid function, then the point antipodal to p ∈ S relative to γ is just the
point closest to 2γ(S)− p.
Consider the following algorithm for finding antipodal points relative to a continuous selector func-
tion:
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Find-Antipodal-Point(S, ϕ, p)
¤ p ∈ S = {s1, . . . , sn} ⊂ Rd.
1 min-dist ←∞
2 for q ∈ S\{p}
3 do
4 dist ← |ϕ({p, q})− ϕ(S)|
5 if dist < min-dist :
6 then
7 min-dist ← dist
8 min-q ← q
9 return min-q
We will see Find-Antipodal-Point again in procedure Find-Antipodals on page 76.
Note that if ϕ = γ, the procedure appears to simplify to the following:
Find-Antipodal-Point(S, γ, p)
¤ p ∈ S = {s1, . . . , sn} ⊂ Rd.
1 Find the point q ∈ S\{p} closest to 2γ(S)− p
2 return q
Nearest neighbor search, however, is a difficult problem to solve in sublinear time, although some
sublinear approximation algorithms are known [103, 95]. Given knowledge of the selector, in any
event, the search space can sometimes be reduced, as in the case of centroid. Once we can compute
antipodal points, we can find the image under ϕ of each point and its antipodal point:
Find-Antipodal-Pair-Image(S, ϕ, p)
¤ p ∈ S = {s1, . . . , sn} ⊂ Rd.
1 q ← Find-Antipodal-Point(S, ϕ, p)
2 return γ({p, q})
Lemma 6.20. Let S = {s1, . . . , sn} ⊂ Rd. Select a point p at random from S. Then
Find-Antipodal-Pair-Image(S, γ, p) returns a point r such that E|r − γ(S)| < n−1/d. Moreover,
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if x and y are two points chosen at random from S, then
E|γ({x, y})− γ(S)| > E|r − γ(S)|.
Proof. Given the first point p, we expect to find a point q in the d-cube of edge length n−1/d nearest
2γ(S)− p. On the other hand, by Corollary 6.15, we expect
|γ({x, y})− γ(S)| = Dn,2 = (n− 2)d24n ∼
d
24
.
We can extend the idea of “a point antipodal to a point” to the idea of “a point antipodal to a set
of points.”
Definition 6.21. Given a set S = {s1, . . . , sn} ⊂ Rd, a subset T ⊂ S with |T | ¿ |S|, and a
continuous selector function ϕ on Rd, then the point antipodal to T in S relative to ϕ is a point
q ∈ S that minimizes |ϕ(T ∪ {q})− ϕ(S)|.
Consider the following algorithm for finding antipodal points of sets:
Set-Find-Antipodal-Point(S, ϕ, T )
¤ T ⊂ S = {s1, . . . , sn} ⊂ Rd, with |T | ¿ |S|.
1 min-dist ←∞
2 for q ∈ S\T
3 do
4 dist ← |ϕ(T ∪ {q})− ϕ(S)|
5 if dist < min-dist :
6 then
7 min-dist ← dist
8 min-q ← q
9 return min-q
Note that for ϕ = γ, this simplifies to the following:
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Set-Find-Antipodal-Point(S, γ, T )
¤ T ⊂ S = {s1, . . . , sn} ⊂ Rd, with |T | ¿ |S|.
1 Find the point q ∈ S closest to (|T |+ 1)γ(S)− |T |ϕ(T ) subject to q /∈ T .
2 return q
Claim 6.22. The centroid version of Set-Find-Antipodal-Point is correct.
Proof. Note that we want a q (ideally) such that ϕ(S) = ϕ(T∪{q}). Writingm = |T | for convenience,
we can then compute
ϕ(S) = ϕ(T ∪ {q})
=
ϕ({t1}) + · · ·+ ϕ({tm}) + ϕ({q})
m+ 1
=
mϕ(T ) + ϕ({q})
m+ 1
Rearranging terms, then, we have
ϕ({q}) = (m+ 1)ϕ(S)−mϕ(T ).
Theorem 6.23. Let S = {s1, . . . , sn} ⊂ Rd. Select a point, say p1, at random from S and set
X1 = {p1}. For each of i = 1, . . . ,m− 1, set Xi+1 = Xi ∪ {Set-Find-Antipodal-Point(S,Xi)}.
Let T be an m-element subset of S chosen at random. Then
E |γ(Xm)− γ(S)| < E |γ(S)− γ(T )| .
Proof. Let Ti be a family of randomly chosen subsets of S such that |Ti| = i. The Ti may have
non-empty intersection.
The expected deviation of X2 from the centroid is n−1/d, since, given the first point p1, we expect to
find a point p2 in the d-cube of edge length n−1/d nearest γ(S)− p1. On the other hand, we expect
|γ(S)− γ(T2)| = Dn,2 = (n− 2)d24n ∼
d
24
.
The assertion is therefore true for 2 points. We proceed by induction.
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Suppose the assertion is true for 1, . . . , k. In the deterministic case, we pick the point closest to
(
k
n− k
)
γ(X −Xi).
The expected distance from the optimal point is again n−1/d, so the expected deviation of γ(Xi+1)
from γ(S) does not exceed n−1/d, since the point chosen will be near the optimal direction. In the
random case, we have
E |γ(S)− γ(Tk+1)| = (n−m)d2mn .
We now define Find-Antipodals based on Find-Antipodal-Point from page 73. In Find-
Antipodals we find a set of n points near the centroid of a set S = {s1, . . . , sn}, each such point
being the image under ϕ of two distinct points in S.
Find-Antipodals(S, ϕ)
¤ S = {s1, . . . , sn} ⊂ Rd.
1 T ← ∅
2 for s ∈ S
3 do
4 q ← Find-Antipodal-Point(S, ϕ, s)
5 c← ϕ({p, q})
6 T ← T ∪ {(c,first(p, q), second(p, q))}
7 return T
Here the functions first and second simply assure that (c, p, q) and (c, q, p) are not both represented
in T , should they both arise. The order (first and second) may be determined, for example, by using
the coordinates inherited from the real vector space structure.
We now use Find-Antipodals to make a selection T of m ¿ n points from S with the desired
property that |ϕ(T )− ϕ(S)| is small.
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Subselect-Antipodal-Fill-by-Set(S, ϕ,m)
¤ S = {s1, . . . , sn} ⊂ Rd, m¿ n
1 ref -point ← ϕ(S)
2 T ← Find-Antipodals(S, ϕ)
3 Sort T in ascending order on the c values of each triple.
4 U ← T [1..m2 ]
¤ Now set V to be the union of the p and q values of U
5 V ← {x | ∃u ∈ U, x = u[p] ∨ x = u[q]}
6 while |V | < m
7 do
8 V ← Set-Find-Antipodal-Point(S, ϕ, V ) ∪ V
9 return V
The while loop in Subselect-Antipodal-Fill-by-Set compensates for the possibility that V after
line 5 contains duplicate p and q components. Theorem 6.25 justifies this while loop.
Lemma 6.24. Let Uc = {x | ∃u ∈ U, x = u[c]}, where U is the set in line 4 of Subselect-
Antipodal-Fill-by-Set. Then E|ϕ(Uc)− ϕ(S)| < n−1/d.
Proof. By Lemma 6.20 the assertion is true for each point c ∈ Uc. Since the image under ϕ of a
finite point set lies within the convex hull of the set of images of the individual points (why?), the
result follows.
Theorem 6.25. Procedure Subselect-Antipodal-Fill-by-Set returns a set V with the property
that E|ϕ(V )− ϕ(S)| < 2n−1/d.
Proof. Since S is random and uniform, and since m ¿ n, the probability that the points added
by the while loop do not lie within 2n−1/d of their desired location approaches zero. By the same
reasoning, the probability of all the missing points lying in the same half-plane approaches zero, so
the changes almost surely cancel each other to within n−1/d.
It is interesting to note that a slightly modified version of the algorithm using multisets might be
slightly more efficient (although asymptotically the same):
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Subselect-Antipodal-Fill-by-Pair(S, ϕ,m)
¤ S = {s1, . . . , sn} ⊂ Rd, m¿ n
1 ref -point ← ϕ(S)
2 T ← Find-Antipodals(S, ϕ)
3 Sort T on the c values of each triple.
4 U ← T [1..m2 ]
¤ Now set V to be the union of the p and q values of U
5 V ← {x | ∃u ∈ U, x = u[p]} ∪multi {x | ∃u ∈ U, x = u[q]}
6 for v ∈ V duplicated
7 do
¤ Fix each duplicate
8 Remove one copy of v from V
9 u← the point nearest v ∈ S that is not already in V
10 V ← V ∪ {u}
11 return V
Theorem 6.26. Procedure Subselect-Antipodal-Fill-by-Pair returns a set V with the property
that E|ϕ(V )− ϕ(S)| < 2n−1/d.
Proof. For each point that must be fixed, the probability that an unchosen point does not lie within
2n−1/d approaches zero.
It is interesting to note that a slightly modified version of the algorithm using multisets might be
slightly more efficient (although asymptotically the same):
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Subselect-Antipodal-Fill-Fresh-Pairs(S, ϕ,m)
¤ S = {s1, . . . , sn} ⊂ Rd, m¿ n
1 ref -point ← ϕ(S)
2 T ← Find-Antipodals(S, ϕ)
3 Sort T on the c values of each triple.
4 V ← ∅
5 t← T [0]
6 while |V | < m
7 do
¤ Add pairs of points if both elements of the pair are new to V .
8 if t[0] /∈ V and t[1] /∈ V
9 then
10 V ← V ∪ t
11 t← t.next ¤ As long as m < n/3, we won’t run out of pairs.
If m¿ n/3, we’ll moreover do well.
12 return V
Theorem 6.27. Procedure Subselect-Antipodal-Fill-Fresh-Pairs returns a set V with the
property that E|ϕ(V )− ϕ(S)| < 2n−1/d.
Proof. For each point that must be fixed, the probability that an unchosen point does not lie within
2n−1/d approaches zero.
6.5 Future Work: Preserving the Earth Mover’s Distance
In this section we consider the related (and perhaps more practical) problem of preserving the Earth
Mover’s Distance between a point set and a sampled copy of itself. Experimental work suggests the
algorithms of Section 6.5.2 will bear fruit.
6.5.1 Integer and Linear Programming
We first define the Earth Mover’s Distance and note that it is easily solved by linear programming.
That it is so easily solved by linear programming suggests an integer programming algorithm for
EMD-preserving subset selection. Sadly, that algorithm does not work, but provides a starting
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point for an algorithm, EMD-cluster, that might (Conjecture 6.28) work, and which leads nicely
to some open questions.
Consider two point sets P = {pi}ni=1 and Q = {qi}mi=1 together with a mass function m : P ∪Q →
R. From these points we form the directed bipartite graph G = (V,E), where V = P ∪ Q and
E = {(pi, qj)}. We will denote the adjacency matrix by A = (a(pi, qj)). Edge weights equal the
Euclidean distance between vertices, d(pi, qj). We call P the source masses and Q the destination
masses. If the sum of their masses is unequal, we may either scale the masses of one uniformly so
that the sum on each side is the same or else add a single phantom mass on the lighter side to make
up the difference, with zero weight edges from the phantom mass to all the masses on the other side.
The scaling technique is often called the proportional transportation distance [116], although for our
purposes it is not useful to distinguish it from the original EMD. The phantom mass technique is
generally called the Earth Mover’s Distance with unequal masses. To simplify notation and without
loss of generality, we assume that if a phantom point need be added, it already has been. We will
be concerned later only with the proportional technique, but the exposition henceforth is unaffected
by the difference between these two variations on mass transport optimization.
Let C = (c(pi, qj)) be the matrix of edge capacities, W = (d(pi, qj)) the edge weight matrix, and
F = (f(pi, qj)) the flow matrix. (For our purposes here I am not interested in bounding capacity,
so the elements of C may be taken as any numbers greater than the total mass of the points of P
and Q.) Then
{p1, . . . , pn} = P ⊂ V (sources)
{q1, . . . , qm} = Q ⊂ V (destinations)
a(qj , pi) = 0
a(pi, qj) = 1
0 ≤ f(pi, qj) ≤ c(pi, qj) ∀ pi ∈ P, qj ∈ Q
n∑
i=1
m(pi) =
m∑
j=1
m(qj)
We can formulate this optimization problem in linear programming terms as shown in Table 6.1.
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Minimize
n∑
i=1
m∑
j=1
d(pi, qj)f(pi, qj)
subject to
0 ≤ f(pi, qj) ≤ c(pi, qj)
a(p1, q1)f(p1, q1) + · · ·+ a(p1, qm)f(p1, qm) = w(p1)
...
a(pn, q1)f(pn, q1) + · · ·+ a(pn, qm)f(pn, qm) = w(pn)
a(p1, q1)f(p1, q1) + · · ·+ a(pn, q1)f(pn, q1) = w(q1)
...
a(p1, qm)f(p1, qm) + · · ·+ a(pn, qm)f(pn, qm) = w(qm)
Table 6.1: The Earth Mover’s Distance formulation.
More succinctly,
Minimize W • F subject to

F ≤ C
diag(AF ′) = w(P )
diag(A′F ) = w(Q).
In terms of our original sets S and S′, we are interested in the situation where P = S and Q = S′,
which we view as a copy of S and whose members we will indicate si to remind ourselves that they
are separate points that merely co-occupy the same space as the points of S. (In other words, the
graph edge (si, si) is not a self-loop since we view si as a member of S
′. Let X = {x1, . . . , xn} be
the set of indicator variables for S. Indulging in a slight abuse of notation, since we don’t know S′,
we may summarize this formulation as follows:
Minimize EMD(S, S′)
subject to
n∑
i=1
xi = m.
For the full glory of its algebraic minutia, however, see Table 6.2.
We relax the IP formulation to LP by letting xi ∈ [0, 1]. Note, moreover, that a(si, sj) = 1 always,
so we may drop the references to the adjacency matrix entirely. We may also drop the capacity
constraint on flow. Finally, we note that if xj only appears when multiplied by some f(si, sj), then
we may let the xj ’s themselves be absorbed into the flow matrix. In order to drop the xj , note
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Minimize
n∑
i=1
m∑
j=1
xjd(si, sj)f(si, sj)
subject to
0 ≤ f(si, sj) ≤ c(si, sj)
n∑
i=1
xi = m
x1a(s1, s1)f(s1, s1) + · · ·+ xna(s1, sn)f(s1, sn) = 1
...
x1a(sn, s1)f(sn, s1) + · · ·+ xna(sn, sn)f(sn, sn) = 1
x1a(s1, s1)f(s1, s1) + · · ·+ x1a(sn, s1)f(sn, s1) = x1 · n/m
...
xna(s1, sn)f(s1, sn) + · · ·+ xna(sn, sn)f(sn, sn) = xn · n/m
Table 6.2: Integer programming using the Earth Mover’s Distance in the objective function.
Minimize
n∑
i=1
m∑
j=1
d(si, sj)f(si, sj)
subject to
f(s1, s1) + · · ·+ f(s1, sn) = 1
...
f(sn, s1) + · · ·+ f(sn, sn) = 1
f(s1, s1) + · · ·+ f(sn, s1) ≤ n/m
...
f(s1, sn) + · · ·+ f(sn, sn) ≤ n/m
Table 6.3: LP relaxation using the Earth Mover’s Distance in the objective function.
83
that xj ≤ 1 in the equalities . . . = xi · n/m, so we may drop those xj and replace the equality with
... ≤ n/m. We can almost recover the original xj values by noting that
xjf(s1, s1) + · · ·+ xjf(sn, s1) = xj (f(s1, s1) + · · ·+ f(sn, s1)) ≤ n/m
and so
xj ≤ n/m
f(s1, s1) + · · ·+ f(sn, s1)
.
In fact, however, we will not need to recover the xj at all, for the flow will provide the information
we need. (More formally, we replace the xj and the flow matrix F = (f(si, sj)) with a new flow
matrix F˜ = f˜(si, sj)) = (xjf(si, sj)). For simplicity, we will not write the tilde’s in the following.)
Note, too, that the flow constraints relieve us of having to sum the xj ’s, since the flow from S must
match the flow to S′. When m of the inequalities have been changed to equality, all the flow will
have been consumed at S′ and the other flows must necessarily become 0. The LP relaxation is
summarized in Table 6.3. The algorithm corresponding to Algorithm EMD-LP is the following.
EMD-LP(S)
¤ Using the LP relaxation of the IP formulation to find a good set S′ when similarity is EMD.
1 S′ ← ∅
2 Pick some si and put it in S′. (Can this be done better than randomly?)
3 Set the corresponding inequality to equality.
4 while |S′| < m
5 do
6 Solve LP problem from Table 6.3 with appropriate . . . ≤ n/m replaced with . . . = n/m.
7 Select sj that has maximum
∑n
i=1 f(si, sj).
8 Set the corresponding inequality to equality.
9 Add corresponding si to S′.
Sadly, as noted at the beginning of this section, algorithm EMD-LP does not provide useful results in
its current form. It suggests a modification, however, in the form of EMD-Cluster in Section 6.5.2.
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6.5.2 Greedy Nearest Neighbor Search
Suppose we have a set S of N points distributed uniformly and independently at random in [0, 1]d
and that we select a subset T ⊂ S of N/k of them at random for some fixed positive integer k ¿ N .
We know from Ajtai et al. [4] and our own extensions (cf. Chapter 3) that the optimal matching has
expected weight O(
√
n) for d = 1, O(
√
n logn) for d = 2, and O(n(d−1)/d) for d ≥ 3. Can we do at
least as well deterministically?
Note that weighted EMD as a matching algorithm is an unassisted fractional clustering algorithm:
each point in T matches to k points in S. Consider, then, the following algorithm:
EMD-Cluster(S)
¤ Pick a subset of N/k points from N so as to minimize the EMD.
1 T ← ∅
2 U ← S
3 while |U | ≥ k
4 do
5 Choose u ∈ U such that kNN-Weight(u,U, k) is minimal.
6 T ← T ∪NN-Set(u,U, k)
7 U ← U − kNN-Set(u,U, k)
8 return T
EMD-Cluster uses the helper function kNN-Weight and kNN-Set, which find the k nearest
neighbors to u in U and return respectively either their total edge weight (the sum of the distances)
or else the set itself.
An open question is the following:
Conjecture 6.28. Algorithm EMD-cluster has expected performance better than random subset
selection.
In the unit interval, the proof appears approachable by a sieve argument, although the details
remain elusive. In higher dimensions, however, the conjecture appears to be related to optimal
sphere packing (or, in L1, optimal axis-aligned cube packing). As such, an approach motivated by
bin packing may prove fruitful.
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6.6 Conclusions
In this section we considered two subset selection problems. The first of these we are able to solve:
choosing a subset of points whose centroid is close to the centroid of the original set. Our solution
achieves polynomial time by reducing the problem to a combinatorially simpler problem, greedily
choosing pairs of points. The second of the problems, choosing a subset whose Earth Mover’s
Distance from the original set is small, remains an open problem. We present an algorithm that
experiment suggests is promising, but we can not offer a proof of its correctness. In prelude to this,
we paused at the beginning to show that the seemingly obvious assertion that random selection has
a good chance to provide a good subset is, in fact, justified.
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7. Conclusions
In this dissertation we have explored two problems. First, we considered the question of the asymp-
totic weight of random matchings. In the unweighted case, we introduced new machinery that repli-
cates previously known results, providing relatively straight-forward proofs for cases whose proofs
have apparently escaped the literature. The new machinery, however, allowed us to extend our
results to weighted matchings and to random matchings on a number of exotic sets. We proposed
an algorithm applying these results to shape matching.
In the second problem we considered point set simplification. We showed a polynomial time simpli-
fication algorithm that preserved the centroid of the set. Tantalizingly, as future work, we offer an
algorithm that appears to preserve the EMD.
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Appendix A. GNU Free Documentation License
This appendix is present because at least one image is licensed under the GFDL, which requires that
a copy of the license be included with this work.
Version 1.2, November 2002
Copyright c© 2000,2001,2002 Free Software Foundation, Inc.
51 Franklin St, Fifth Floor, Boston, MA 02110-1301 USA
Everyone is permitted to copy and distribute verbatim copies of this license document, but
changing it is not allowed.
Preamble
The purpose of this License is to make a manual, textbook, or other functional and useful document
“free” in the sense of freedom: to assure everyone the effective freedom to copy and redistribute
it, with or without modifying it, either commercially or noncommercially. Secondarily, this License
preserves for the author and publisher a way to get credit for their work, while not being considered
responsible for modifications made by others.
This License is a kind of “copyleft”, which means that derivative works of the document must
themselves be free in the same sense. It complements the GNU General Public License, which is a
copyleft license designed for free software.
We have designed this License in order to use it for manuals for free software, because free software
needs free documentation: a free program should come with manuals providing the same freedoms
that the software does. But this License is not limited to software manuals; it can be used for
any textual work, regardless of subject matter or whether it is published as a printed book. We
recommend this License principally for works whose purpose is instruction or reference.
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A.1 Applicability and Definitions
This License applies to any manual or other work, in any medium, that contains a notice placed by
the copyright holder saying it can be distributed under the terms of this License. Such a notice grants
a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated
herein. The “Document”, below, refers to any such manual or work. Any member of the public is
a licensee, and is addressed as “you”. You accept the license if you copy, modify or distribute the
work in a way requiring permission under copyright law.
A “Modified Version” of the Document means any work containing the Document or a portion
of it, either copied verbatim, or with modifications and/or translated into another language.
A “Secondary Section” is a named appendix or a front-matter section of the Document that deals
exclusively with the relationship of the publishers or authors of the Document to the Document’s
overall subject (or to related matters) and contains nothing that could fall directly within that
overall subject. (Thus, if the Document is in part a textbook of mathematics, a Secondary Section
may not explain any mathematics.) The relationship could be a matter of historical connection
with the subject or with related matters, or of legal, commercial, philosophical, ethical or political
position regarding them.
The “Invariant Sections” are certain Secondary Sections whose titles are designated, as being
those of Invariant Sections, in the notice that says that the Document is released under this License.
If a section does not fit the above definition of Secondary then it is not allowed to be designated as
Invariant. The Document may contain zero Invariant Sections. If the Document does not identify
any Invariant Sections then there are none.
The “Cover Texts” are certain short passages of text that are listed, as Front-Cover Texts or
Back-Cover Texts, in the notice that says that the Document is released under this License. A
Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.
A “Transparent” copy of the Document means a machine-readable copy, represented in a format
whose specification is available to the general public, that is suitable for revising the document
straightforwardly with generic text editors or (for images composed of pixels) generic paint pro-
grams or (for drawings) some widely available drawing editor, and that is suitable for input to text
formatters or for automatic translation to a variety of formats suitable for input to text formatters.
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A copy made in an otherwise Transparent file format whose markup, or absence of markup, has
been arranged to thwart or discourage subsequent modification by readers is not Transparent. An
image format is not Transparent if used for any substantial amount of text. A copy that is not
“Transparent” is called “Opaque”.
Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo
input format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-
conforming simple HTML, PostScript or PDF designed for human modification. Examples of trans-
parent image formats include PNG, XCF and JPG. Opaque formats include proprietary formats that
can be read and edited only by proprietary word processors, SGML or XML for which the DTD
and/or processing tools are not generally available, and the machine-generated HTML, PostScript
or PDF produced by some word processors for output purposes only.
The “Title Page” means, for a printed book, the title page itself, plus such following pages as are
needed to hold, legibly, the material this License requires to appear in the title page. For works
in formats which do not have any title page as such, “Title Page” means the text near the most
prominent appearance of the work’s title, preceding the beginning of the body of the text.
A section “Entitled XYZ” means a named subunit of the Document whose title either is pre-
cisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language.
(Here XYZ stands for a specific section name mentioned below, such as “Acknowledgements”,
“Dedications”, “Endorsements”, or “History”.) To “Preserve the Title” of such a section
when you modify the Document means that it remains a section “Entitled XYZ” according to this
definition.
The Document may include Warranty Disclaimers next to the notice which states that this License
applies to the Document. These Warranty Disclaimers are considered to be included by reference in
this License, but only as regards disclaiming warranties: any other implication that these Warranty
Disclaimers may have is void and has no effect on the meaning of this License.
A.2 VERBATIM COPYING
You may copy and distribute the Document in any medium, either commercially or noncommercially,
provided that this License, the copyright notices, and the license notice saying this License applies
to the Document are reproduced in all copies, and that you add no other conditions whatsoever
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to those of this License. You may not use technical measures to obstruct or control the reading
or further copying of the copies you make or distribute. However, you may accept compensation
in exchange for copies. If you distribute a large enough number of copies you must also follow the
conditions in section A.3.
You may also lend copies, under the same conditions stated above, and you may publicly display
copies.
A.3 COPYING IN QUANTITY
If you publish printed copies (or copies in media that commonly have printed covers) of the Docu-
ment, numbering more than 100, and the Document’s license notice requires Cover Texts, you must
enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts
on the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and
legibly identify you as the publisher of these copies. The front cover must present the full title with
all words of the title equally prominent and visible. You may add other material on the covers
in addition. Copying with changes limited to the covers, as long as they preserve the title of the
Document and satisfy these conditions, can be treated as verbatim copying in other respects.
If the required texts for either cover are too voluminous to fit legibly, you should put the first ones
listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.
If you publish or distribute Opaque copies of the Document numbering more than 100, you must
either include a machine-readable Transparent copy along with each Opaque copy, or state in or
with each Opaque copy a computer-network location from which the general network-using public
has access to download using public-standard network protocols a complete Transparent copy of the
Document, free of added material. If you use the latter option, you must take reasonably prudent
steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent
copy will remain thus accessible at the stated location until at least one year after the last time
you distribute an Opaque copy (directly or through your agents or retailers) of that edition to the
public.
It is requested, but not required, that you contact the authors of the Document well before redis-
tributing any large number of copies, to give them a chance to provide you with an updated version
of the Document.
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A.4 Modifications
You may copy and distribute a Modified Version of the Document under the conditions of sections
2 and 3 above, provided that you release the Modified Version under precisely this License, with
the Modified Version filling the role of the Document, thus licensing distribution and modification
of the Modified Version to whoever possesses a copy of it. In addition, you must do these things in
the Modified Version:
A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document,
and from those of previous versions (which should, if there were any, be listed in the History
section of the Document). You may use the same title as a previous version if the original
publisher of that version gives permission.
B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of
the modifications in the Modified Version, together with at least five of the principal authors
of the Document (all of its principal authors, if it has fewer than five), unless they release you
from this requirement.
C. State on the Title page the name of the publisher of the Modified Version, as the publisher.
D. Preserve all the copyright notices of the Document.
E. Add an appropriate copyright notice for your modifications adjacent to the other copyright
notices.
F. Include, immediately after the copyright notices, a license notice giving the public permission to
use the Modified Version under the terms of this License, in the form shown in the Addendum
below.
G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts
given in the Document’s license notice.
H. Include an unaltered copy of this License.
I. Preserve the section Entitled “History”, Preserve its Title, and add to it an item stating at
least the title, year, new authors, and publisher of the Modified Version as given on the Title
Page. If there is no section Entitled “History” in the Document, create one stating the title,
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year, authors, and publisher of the Document as given on its Title Page, then add an item
describing the Modified Version as stated in the previous sentence.
J. Preserve the network location, if any, given in the Document for public access to a Transparent
copy of the Document, and likewise the network locations given in the Document for previous
versions it was based on. These may be placed in the “History” section. You may omit a
network location for a work that was published at least four years before the Document itself,
or if the original publisher of the version it refers to gives permission.
K. For any section Entitled “Acknowledgements” or “Dedications”, Preserve the Title of the
section, and preserve in the section all the substance and tone of each of the contributor
acknowledgements and/or dedications given therein.
L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles.
Section numbers or the equivalent are not considered part of the section titles.
M. Delete any section Entitled “Endorsements”. Such a section may not be included in the
Modified Version.
N. Do not retitle any existing section to be Entitled “Endorsements” or to conflict in title with
any Invariant Section.
O. Preserve any Warranty Disclaimers.
If the Modified Version includes new front-matter sections or appendices that qualify as Secondary
Sections and contain no material copied from the Document, you may at your option designate some
or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in
the Modified Version’s license notice. These titles must be distinct from any other section titles.
You may add a section Entitled “Endorsements”, provided it contains nothing but endorsements of
your Modified Version by various parties–for example, statements of peer review or that the text
has been approved by an organization as the authoritative definition of a standard.
You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as
a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage
of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made
by) any one entity. If the Document already includes a cover text for the same cover, previously
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added by you or by arrangement made by the same entity you are acting on behalf of, you may not
add another; but you may replace the old one, on explicit permission from the previous publisher
that added the old one.
The author(s) and publisher(s) of the Document do not by this License give permission to use their
names for publicity for or to assert or imply endorsement of any Modified Version.
A.5 Combining Documents
You may combine the Document with other documents released under this License, under the terms
defined in section A.4 above for modified versions, provided that you include in the combination all
of the Invariant Sections of all of the original documents, unmodified, and list them all as Invariant
Sections of your combined work in its license notice, and that you preserve all their Warranty
Disclaimers.
The combined work need only contain one copy of this License, and multiple identical Invariant
Sections may be replaced with a single copy. If there are multiple Invariant Sections with the same
name but different contents, make the title of each such section unique by adding at the end of
it, in parentheses, the name of the original author or publisher of that section if known, or else a
unique number. Make the same adjustment to the section titles in the list of Invariant Sections in
the license notice of the combined work.
In the combination, you must combine any sections Entitled “History” in the various original doc-
uments, forming one section Entitled “History”; likewise combine any sections Entitled “Acknowl-
edgements”, and any sections Entitled “Dedications”. You must delete all sections Entitled “En-
dorsements”.
A.6 Collections of Documents
You may make a collection consisting of the Document and other documents released under this
License, and replace the individual copies of this License in the various documents with a single copy
that is included in the collection, provided that you follow the rules of this License for verbatim
copying of each of the documents in all other respects.
You may extract a single document from such a collection, and distribute it individually under this
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License, provided you insert a copy of this License into the extracted document, and follow this
License in all other respects regarding verbatim copying of that document.
A.7 Aggregation with Independent Works
A compilation of the Document or its derivatives with other separate and independent documents
or works, in or on a volume of a storage or distribution medium, is called an “aggregate” if the
copyright resulting from the compilation is not used to limit the legal rights of the compilation’s
users beyond what the individual works permit. When the Document is included in an aggregate,
this License does not apply to the other works in the aggregate which are not themselves derivative
works of the Document.
If the Cover Text requirement of section A.3 is applicable to these copies of the Document, then
if the Document is less than one half of the entire aggregate, the Document’s Cover Texts may be
placed on covers that bracket the Document within the aggregate, or the electronic equivalent of
covers if the Document is in electronic form. Otherwise they must appear on printed covers that
bracket the whole aggregate.
A.8 Translation
Translation is considered a kind of modification, so you may distribute translations of the Document
under the terms of section A.4. Replacing Invariant Sections with translations requires special
permission from their copyright holders, but you may include translations of some or all Invariant
Sections in addition to the original versions of these Invariant Sections. You may include a translation
of this License, and all the license notices in the Document, and any Warranty Disclaimers, provided
that you also include the original English version of this License and the original versions of those
notices and disclaimers. In case of a disagreement between the translation and the original version
of this License or a notice or disclaimer, the original version will prevail.
If a section in the Document is Entitled “Acknowledgements”, “Dedications”, or “History”, the
requirement (section A.4) to Preserve its Title (section A.1) will typically require changing the
actual title.
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A.9 Termination
You may not copy, modify, sublicense, or distribute the Document except as expressly provided for
under this License. Any other attempt to copy, modify, sublicense or distribute the Document is
void, and will automatically terminate your rights under this License. However, parties who have
received copies, or rights, from you under this License will not have their licenses terminated so long
as such parties remain in full compliance.
A.10 Future Revisions of this License
The Free Software Foundation may publish new, revised versions of the GNU Free Documentation
License from time to time. Such new versions will be similar in spirit to the present version, but
may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.
Each version of the License is given a distinguishing version number. If the Document specifies that
a particular numbered version of this License “or any later version” applies to it, you have the option
of following the terms and conditions either of that specified version or of any later version that has
been published (not as a draft) by the Free Software Foundation. If the Document does not specify
a version number of this License, you may choose any version ever published (not as a draft) by the
Free Software Foundation.
A.11 How to use this License for your Documents
To use this License in a document you have written, include a copy of the License in the document
and put the following copyright and license notices just after the title page:
Copyright c© YEAR YOUR NAME. Permission is granted to copy, distribute and/or
modify this document under the terms of the GNU Free Documentation License, Version
1.2 or any later version published by the Free Software Foundation; with no Invariant
Sections, no Front-Cover Texts, and no Back-Cover Texts. A copy of the license is
included in the section entitled “GNU Free Documentation License”.
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If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the “with . . .
Texts.” line with this:
with the Invariant Sections being LIST THEIR TITLES, with the Front-Cover Texts
being LIST, and with the Back-Cover Texts being LIST.
If you have Invariant Sections without Cover Texts, or some other combination of the three, merge
those two alternatives to suit the situation.
If your document contains nontrivial examples of program code, we recommend releasing these
examples in parallel under your choice of free software license, such as the GNU General Public
License, to permit their use in free software.
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