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APPLYING INTERVAL ARITHMETIC TO REAL, 
INTEGER, AND BOOLEAN CONSTRAINTS 
FRI~DI~RIC BENHAMOU AND WILLIAM J. OLDER 
t> We present in this paper a unified processing for real, integer, and 
Boolean constraints based on a general narrowing algorithm which applies 
to any n-ary relation on ,~. The basic idea is to define, for every such 
relation p, a narrowing function ff based on the approximation of p by a 
Cartesian product of intervals whose bounds are floating-point numbers. 
We then focus on nonconvex relations and establish several properties. 
The more important of these properties is applied to justify the computa- 
tion of usual relations defined in terms of intersections of simpler rela- 
tions. We extend the scope of the narrowing algorithm used in the 
language BNR-Prolog to integer and disequality constraints, to Boolean 
constraints, and to relations mixing numerical and Boolean values. As a 
result, we propose a new Constraint Logic Programming language called 
CLP(BNR), where BNR stands for Booleans, Naturals, and Reals. In this 
language, constraints are expressed in a unique structure, allowing the 
mixing of real numbers, integers, and Booleans. We end with the presenta- 
tion of several examples howing the advantages of such an approach from 
the point of view of the expressiveness, and give some preliminary compu- 
tational results from a prototype. © Elsevier Science Inc., 1997 <~ 
I. INTRODUCTION 
The introduction of relational arithmetic within the Prolog language is strongly 
related to the Constraint Logic Programming scheme [5, 9, 13-15, l l ,  29]. As it is 
now well known, the CLP paradigm replaces the unification concept of the Prolog 
Address correspondence to Fr6d6ric Benhamou, Laboratoire d'Informatique Fondamentale d'Orl6ans, 
Universit6 d'Orl6ans, Bat. IliA, Rue L6onard e Vinci, B.P. 6759, 45067 Orleans Cedex 2, France, 
Email: benhamou@lifo.univ-orleans.fr. 
Received January 1993; accepted March 1996. 
THE JOURNAL OF LOGIC PROGRAMMING 
© Elsevier Science Inc., 1997 
655 Avenue of the Americas, New York, NY 10010 
0743-1066/97/$17.00 
PII S0743-1066(96)00142-2 
2 F. BENHAMOU AND W. J. OLDER 
language by the notion of constraint resolution. Different algebraic structures have 
been tackled in the principal available CLP systems in order to improve Prolog's 
expressiveness and efficiency by adding constraint solving on specific domains. 
These systems provide processing of linear equations on rational and floating-point 
numbers (Prolog III, CLP(9])), polynomial constraints over real and complex 
numbers (CAL), nonlinear and transcendental constraints applying to real intervals 
(BNR-Prolog), Boolean constraints (CHIP, Prolog III), constraints on lists with 
concatenation (Prolog III), and finally, constraints on finite domains (CHIP). 
Some years after the birth of the concept, and as the interest in CLP applica- 
tions is growing, some general remarks can be made. The first one is that the 
majority of the problems which seem to take advantage of the use of CLP come 
from operations research. These problems generally include combinatorial spects, 
and the CLP approach requires the use of efficient constraint solvers over finite 
domains, especially on bounded integers. The second remark is that most of the 
time, the expressive power and efficiency of CLP systems i  reduced by the strong 
partitioning of the structures in which constraints can be expressed. This means 
that one cannot express constraints involving discrete and continuous domains, that 
a Boolean value cannot be involved in any numerical constraint, and that it is not 
possible to use the Boolean value associated with a numerical relation in any 
Boolean constraint. 
We are interested here in the use of interval arithmetic in CLP. Functional 
interval arithmetic has been introduced by Moore [23] to deal with the incorrect 
behaviors of finite precision arithmetic. To provide a relational model for numeric 
processing on intervals in Prolog, relational arithmetic on real intervals has been 
proposed by Cleary in [8]. The two major drawbacks of Cleary's model are the 
constraint-solving restriction to interval-convex relations (relations built from con- 
tinuous, monotonic functions) and the use of nonlogical variables, which tends to 
separate constraint solving on intervals from the CLP scheme. Another elational 
model for interval arithmetic has been independently proposed by HyviSnen in [12]. 
Older and Vellino, in [25], discuss the introduction in BNR-Prolog of relational 
arithmetic on real intervals and propose a general theoretical framework which 
makes use of lattice theory to propose a fixed-point semantics for the processing of 
interval constraint networks and generalizes interval narrowing to any relations. 
More recently, Lee and van Emden [16, 17] have focused on a logical semantics for 
interval narrowing by establishing links between relational interval arithmetic and 
existing CLP systems uch as CLP(.~It) and CHIP. Sidebottom and Havens propose 
in [27] to use Hierarchical Arc Consistency [19] to deal with constraint propagation 
on disjoint intervals. Finally, Benhamou, MacAllester, and Van Hentenryck revisit 
the work described here in [7] and propose a generalized processing of numerical 
constraints using a modified interval Newton method. 
The aim of this paper is to show that interval arithmetic can be used to define a 
CLP language in which expressiveness i  ignificantly extended by allowing the user 
to express constraints on reals, integers, and Booleans (including Booleans repre- 
senting numerical relations) in a unified framework. 
In Section 2, we introduce the set Y of F-intervals and show how any subset of 
9t can be approximated byan F-interval. We then extend the notion of approxima- 
tion to subsets of 9t n and define, for every n-ary relation on 9t, a narrowing 
function which maps ~-n to 5 r". We follow by proving the correctness, contrac- 
tance, monotonicity, and idempotence of these functions. 
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In Section 3, we introduce constraints on real numbers, define the notion of 
stable set of constraints, and give an algorithm which, given a finite set of 
constraints, terminates and produces either inconsistency or a stable set of con- 
straints. 
In Section 4, we give two important properties of the narrowing function with 
respect o union and intersection and show on particular relations how this allows 
us effectively to compute complex and non-interval-convex relations. This is 
applied to disequations and integer constraints, and to Boolean constraints which 
can make use of numerical operations such as addition or multiplication. Among 
other advantages, this gives us a natural way to express cardinality constraints ( ee 
[30]). We end this section by introducing extended comparison relations which 
establish the opposite link between umerical constraints and Boolean constraints, 
i.e., allowing the programmer to use numerical relations in Boolean constraints. 
Section 5 briefly defines CLP(BNR), a an extension of the Constraint Logic 
Programming language BNR-Prolog which includes the different ypes of con- 
straint described above and illustrates the use of CLP(BNR) by presenting a
certain number of program examples and computational results. 
We conclude in Section 6 and discuss future work on the subject. 
2. INTERVAL ARITHMETIC 
2.1. Preliminaries 
We consider ~ u {-  00, + ~}, the set of real numbers augmented with the two 
infinity symbols, and the natural extension of the relation < to this set. For every 





[a, +00) = 
(a, +oo) = 
= 
We will also 
defined forms. 
{x~ fltla <x <_b}, 
{x~ gila <x <b}, 
{x~ gtla <x <b}, 
{x~ 9~la <x <b}, 
{x~la  <x}, 
{x ~ 9~[a <x}, 
{x~ ~tlx_<b}, 
={x~lx<b},  
= ,9~ . 
use the notation (a, b) to denote an interval of any of the above 
1Here, BNR stands for Booleans, Naturals, and Reals. One can make two remarks at this point. On 
one hand, constraint solving is performed over the integers and not restricted to the naturals, and on 
the other hand, the name does not strictly reflect the formal definition proposed in [13] for instances of 
the CLP(X) scheme. Nevertheless, partly for historical reasons, this name was chosen to remind the 
lineage of the language with BNR Prolog. 
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Let ,7  be the set of all intervals. Given a set F = E U { - ~, + ~}, where E is a 
finite subset of 31, we call F-interval any element (a, b> of J such that a ~ F and 
b E F. Let 5 r be the set of F-intervals. We recall that the set inclusion relation is a 
partial ordering on real intervals, and thus on F-intervals. We use vector to mean 
any finite sequence (u~ . . . .  , u,)  of subsets of 31. The ith component of any vector u 
is denoted by u r We call interval vector any vector such that every u i ~ J ,  and 
F-interval vector any vector such that every u i ~ . .  Let ~,~ be the set of all 
F-interval vectors. 
For every n-ary relation P on 31, considered as a subset of 31n, the i-th 
projection of p, denoted ~ri(p), is defined as follows: 
7Ti( p )  ~- {X i E 311(ZlXl . . . . .  Xi_ l ,X i+ 1 . . . . .  X n ~ 31) such that (X  1 . . . . .  Xn) ~ p}.  
We call block (resp. F-block) any n-ary relation p on 31 such that there exists 
an interval vector (resp. an F-interval vector) (u I . . . . .  u n) satisfying 
p=u 1X "" XU n. 
Let ~ '  be the set of all F-blocks. 
For the sake of clarity, we will often hereafter denote any F-block as the 
F-interval vector made of its projections. However, let us mention that ~ '  and 
are not isomorphic since, for any F-interval vector x = (x 1 . . . . .  x,), if any of the x[s 
is the empty set, then x maps to the empty block. 
2.2. Approx imat ions  
In order to introduce the narrowing function associated with any n-ary relation on 
3t, we define the approximation of any subset of 31 by an F-interval, and extend it 
to the approximation of any subset of 31 n by a block. 
For every unary relation p on 31 considered as a subset of 31, the approxima- 
tion of p, denoted apx(p), is the smallest (w.r.t. the inclusion relation) F-interval 
containing the relation p. 
The purpose of this definition is twofold. On one hand, if F-intervals are defined 
as being floating-point intervals (intervals whose bounds are exactly represented 
with floating-point numbers), this definition is closely akin to the ideas at the basis 
of relational interval arithmetic. In the case where p is reduced to a singleton, it 
introduces the representation of real numbers by floating-point intervals (see [8]). 
On the other hand, the generalization which allows p to be any relation on 31 (in 
particular, p is not restricted to be an interval) will be used in the next sections to 
process complex, nonconvex relations. 
The apx function is naturally extended to any n-ary relation on 31 in the 
following way. 
Definition 2.1. For every p c 31n, the approximation of p, denoted apx(p), is the 
smallest (w.r.t. the inclusion relation) F-block containing p. 
The existence of the approximation of any relation relies on the closure of ~ '  
under intersection. It can also be shown that 
apx(p)  = (apx(~' , (p ) )  . . . . .  apx(%(p) ) ) .  
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The principal properties of the apx function are monotonicity and idempotence, 
shown in the two following lemmas. 
Lemma 2.1. Let p and p' be two n-ary relations on 9]. Then, 
pep '  implies apx(p) cal~X(p'). 
PROOF. Since p c p' and p' c apx(p'), then p c apx(p'). Thus, by Definition 2.1, 
since apx(p) is the smallest block containing p and apx(p') is a block, then 
apx(p) c apx(p'). [] 
Lemma 2.2. Let p be an n-ary relation on 3t. Then, 
apx(apx(p)) = apx(p). 
PROOF. Straightforward, since an immediate consequence of Definition 2.1 is that 
for any F-block u, apx(u)= u. [] 
Here follows another proposition which establishes ome properties of the 
approximation with respect o union and intersection (one can note that ~' is not 
closed under set union). 
Proposition 2.1. Let p, p ' be two n-ary relations on 91. Then, 
apx( p u p') = apx(apx(p) w apx(p')) ,  
apx( pn  p') capx(p)  napx(p ' ) .  
(2.1) 
(2.2) 
PROOF. The left-right inclusion proof is straightforward in both cases, since p c 
apx(p) and p 'capx(p ' )  implies pUp 'capx(p)  Uapx(p') and pnp 'c  
apx(p) n apx(p'). Applying Lemma 2.1 gives the result. Here follows the right-left 
proof for (2.1): Since p c p U p' and p' c p u p', then, by Lemma 2.1, apx(p) c 
apx( p U p') and apx( p ') c apx( p u p '). Thus, apx(p) u apx(p') c apx( p u p'), and 
by Lemmas 2.1 and 2.2, apx(apx(p)) u apx(p') c apx( p u p'). [] 
2.3. Narrowing 
The definition of the narrowing function associated with every n-ary relation of 3t 
is the basis of Relational Interval Arithmetic. Informally, given a relation p and an 
F-block u, the result of the narrowing function of p applied to u is the smallest 
F-block containing u n p. Here follows the definition and basic properties of 
narrowing functions. 
Definition 2.2. Let p be an n-ary relation on 92. The narrowing function of p is the 
function ~', ~'~ ~'~,  such that for every F-block u, 
~'(u) = apx(u np) .  
The main properties of the narrowing functions are contractance (the narrowed 
intervals are smaller than the initial intervals), correctness (every valid solution in 
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the theoretical real numbers lies in the narrowed intervals), monotonicity (the 
narrowing preserves the inclusion), and idempotence (the narrowed intervals have 
to be computed but once), as expressed by the following theorem. 
Theorem 2.1. For every p ~ 31 n, and every F-block u, u, 
(1) if(u) c u, (contractance), 
(2) u n p = if(u) n p, (correctness), 
(3) u c v implies if(u) c i (v ) ,  (monotonicity), 
(4) if(if(u)) = if(u), (idempotence). 
PROOF. (1) Contractance. u n p c u, then apx(u n p) c apx(u) (Lemma 2.1), and 
if(u) c u (since u is an F-block). 
(2) Correctness. Let us show first that u n p c p'(u) o p. if(u) = apx(u n p) 
(Definition 2.2), apx(u n p) D u n p (Definition 2.1). Thus, apx(u n p) n p D u np .  
Then, we show that u N p D p'(u) np .  apx(u n p) c u (contractance). Thus, if(u) 
npcunp.  
(3) Monotonicity. This property is a direct consequence of Lemma 2.1. Since by 
hypothesis u c v, so u n p c v np .  Then by Lemma 2.1, apx(u n p) c apx(v n p). 
(4) Idempotence. A direct consequence of the contractance property is that 
i ( i f (u))  c if(u). Thus, we have to show that if(if(u)) ~ fi(u). Since u n p c apx(u n 
p) (Definition 2.1), then u n p c apx(u n p )n  p. Thus, by Lemma 2.1, apx(u N 
p) c apx(apx(u n p) N p), and finally p'(u) c fi(if(u)). [] 
We can now use the narrowing of one particular elation to simplify sets of 
relations, as shown in the following section. 
3. APPLYING NARROWING TO CONSTRAINT SYSTEMS 
3.1. Constraint Systems 
Let V be an infinite countable set of variables representing real numbers, and 
F = E U { - 0% + ~}, where E is a finite subset of ~R. 
One source of confusion in the formulation of Cleary in [8] was the introduction 
of nonlogical variables. In our system, the link with Prolog is made natural by 
defining the universe of discourse as being the set of real numbers as opposed to 
the set of intervals. Then, successive narrowings modify the solution space instead 
of modifying the actual values of the variables. In this framework, variables 
represent unknown numerical quantities. Domains can either be considered as 
constraints restricting the set of possible values for variables or as type restrictions. 
Finally, intervals are the range spaces of the domain function, as expressed in the 
following definitions. 
Definition 3.1. A constraint is an expression of the form p(x  1 . . . . .  Xn) , where p is 
an n-ary relation on ~R, and every x i is either a variable from V or a constant 
from E. 
Definition 3.2. A system :£ is a pair (i, S), where i is a mapping from V w E into J,, 
and S is a finite set of constraints. 
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Definition 3.3. A solution tr of a constraint system Z = (i, S) is a mapping from 
V U E into 9t satisfying 
Vx~E,  tr(x) =x, 
Vx~V,  t r (x )~ i (x ) ,  
Vp(X  I . . . .  ,Xn) ES, (O" (X1)  . . . .  ,Or(Xn)) ~- p. 
It can be noted that a constraint system can also be defined merely as a finite set 
of constraints, since i can be defined as a set of unary relations stating that a 
variable must lie between two given bounds. However, although simplifying the 
definition, this approach complicates the algorithm and is quite far from the actual 
implementation. The purpose of the narrowing algorithm is, given a constraint 
system, to compute a fixed point called stable system, whose definition follows. 
Definition 3.4. A system Z = (i, S) is stable if and only if for every constraint 
p(x I... . .  x,) e S, if u = (i(x]) . . . . .  i(x,)), then 
:u .  
3.2. A Narrowing Algorithm 
The algorithm which is used to compute stable sets of constraints is basically the 
one which is used in BNR-Prolog (see [25]), and is quite close to local consistency 
algorithms (see [18, 21, 22]) applied to infinite bounded domains and n-ary 
relations. The incremental version of the algorithm is described in Figure 1. 
Algor i thm 
input: a st&ble system E = (i, S), 
n constraint c 
$ 4-- S u {c}, 6' ~-- {c}, i' = i 
While C # ~ do 
Choose any constraint d = p(zt . . . .  , zn) from C 
~, -- (i'(=,) ..... i'(=.)) 
,, ,-- -~(~,). 
If any of the v( is empty then stop. The system (i, S u {e}) is inconsistent. 
For every va.ria.ble xj in {z l , . . . ,  zn} Do 
If vj # i(mj) then 
i'(x~) ,-- vj 
For every constraint do in S in which zj appears Do C *-- C U {c"}. 
EndIf 
EndFor 
c , -  c - {e} 
EndWhile 
output: inconsistency or
a stsble system E' = (i', S U {c}) 
F IGURE 1. A nar rowing  a lgor i thm.  
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This algorithm has the following properties: 
1. The algorithm trivially terminates, ince narrowing functions are contractant 
and the number of computable F-intervals is finite. 
2. The algorithm reaches a fixed point which, due to the monotonicity of 
narrowing functions, is unique and does not depend on the order in which the 
constraints are chosen. The proof of this property is given in [25]. 
3. Due to the correctness of narrowing functions, every solution of (i, S U {c}) is 
a solution of E'. 
Over the real numbers, the general problem of determining whether a set of 
constraints has a solution or not is not even decidable. This narrowing procedure 
performs an approximate r solution of such systems and is thus not strong enough 
to guarantee, in the general case, the completeness of the algorithm. However, 
when dealing with interval-convex relations, completeness is achieved modulo the 
floating-point resolution of the underlying arithmetic. 
4. CONSTRAINTS ON REALS, INTEGERS, AND BOOLEANS 
The previous ections define narrowing functions but do not give any indications of 
the type of relations they can handle usefully and do not provide any way to 
compute them. This is the objective of this section. Since we are interested here in 
more practical issues, we will consider F-intervals as being floating-point intervals, 
for any given floating-point representation. 
Interval arithmetic, as presented in [8], generally restricts the definition of the 
narrowing function to these relations p such that for every floating-point vector u, 
every projection of p n u is an interval vector. These relations are called interval- 
convex relations. Here follow the definitions for interval-convexity and its natural 
extension to F-interval-convexity. 
Definition 4.1. An n-ary relation p on ~ is interval-convex (resp. F-interval-convex) 
if for every block (resp. F-block) u and every i in {1 . . . . .  n}, ~ri( p n u) is an 
interval (resp. an F-interval). 
When restricted to this case, the equivalent of the approximation function is 
based on an "outward rounding" function which associates with any interval I the 
smallest floating-point interval J such that I c J. Examples of interval-convex 
relations are 
add = {(x ,y ,z )  ~ .~31x +y =z}, 
leq = {(x,y) ~ ~21x <y}, 
le = {(x,y)  ~ .¢tt2[x <y}, 
eq = {(x,y)  ~ 9~21x =y}. 
For example, for any floating-point vector u =(ul,  uz,U3), the resulting 
floating-point vector v = (vl, v 2, v 3) after applying -~ is given below: 
vl =u l  n (u3euz) ,  
v2=u2 n (u3 eu l ) ,  
U 3 = U 3 ("1 (U  1 ~ U2)  , 
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where @ and e are the regular interval addition and interval subtraction. 2 Similar 
formulas allow one to compute the narrowing functions of the other relations cited 
above. Some usual relations are much more difficult to deal with, for example, 
multiplication. The natural relational definition of multiplication is
mult = {(x,y, z) ~ ~31z =X Xy}. 
The mult relation is not interval-convex, and for every F-block u, the projections of 
mult n u are generally not intervals, but disjunctions of intervals, as can be seen in 
the following example cited in [8]: 
if u = ( [ -2 ,3 ] , [ -o% +oo],[1,1]), then 
~-l(mult n u) = [ - 2, 3], 
7re(mult n u) = [ -0% - 1/2] u [1/3, + ~], 
rr3(mult n u) = [1, 1]). 
However, as suggested in [8], one can express mult as the union of two 
interval-convex relations denoted mult ÷ and mult-, whose definitions are given 
below and whose narrowing projection algorithms are precisely presented in [8]: 
mult += {(x,y,z) ~ ~3lx> 0, xXy=z}, 
mult ={(x ,y ,z )~g i31x<0,  xXy=z}.  
The solution proposed in [8] and also in [16] is to deal with this disjoint union of 
interval-convex relations by choosing one of these subrelations, and postpone the 
processing of the other relation by effectively creating a Prolog choice point, or any 
other explicit backtracking procedure. This can produce many unnecessary and 
undesirable choice points. 
In contrast, making use of the definitions proposed above, the computation of 
the narrowing function on the same example gives the following result: 
m~ult (u) = ( [ -2 ,3 ] , [ -o% +~] ,  [1,1]). 
Obviously, this result does not prune the domains at all. Operationally, in this 
case, it is equivalent to the delay mechanism proposed in other CLP systems [9, 14]. 
The main difference here is that the constraint is awakened and narrows as soon as 
either factor becomes ign-definite. At this point, it is specialized into the appropri- 
ate one of the interval-convex relations: 
multx += {(x,y,z) ~ ~31x > 0, x ×y  =z}, 
multx-= {(x,y,z) ~ 9~31x < 0, xxy  =z}. 
multy += {(x,y,z) ~ ~31y >0,  xxy=z},  
multy-= {(x,y,z) ~ N31y < 0, x ×y =z}. 
Another alternative is to represent domains as disjoint unions of intervals as 
proposed, for example, in [27]. Unfortunately, this complicates the definition of the 
language primitives and can lead to a combinatorial explosion in terms of domain 
representation. 
2 For a more detailed efinition of these functions, one can see [23, 3]. 
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The following section formally describes the general processing of non-interval- 
convex relations by decomposition. 
4.1. Union and Intersection o f  Interval-Convex Relations 
As will be shown in the next sections, it is crucial to be able to make use of the 
expression of any relation in terms of unions and intersections of simpler (i.e., 
interval-convex) relations. In this section, we present wo results. The first gives a 
way to compute the narrowing of the union of two relations, and the second 
expresses conditions under which a similar processing can be done with respect o 
intersection. H. re follows the decomposition property. 
Proposition 4.1. Decomposition. Let p and p' be two n-ary relations on ~.  Then, for 
every block u: 
pU p-t(u) =apx(~'(u) U p' (u)).  (4.1) 
PROOF. 
pU p' (u) = ap..x(u n ( p U p'))  
= apx((u n p) u (u n/9') )  
--- apx(apx(u n p) u apx(u np ' ) )  (Proposition 2.1) 
[] 
With respect o intersection, a similar reasoning leads to the following property 
(the equality does not hold in the general case): 
pU p--t(u) c~'(u)  N fiT~(u). (4.2) 
It is often mentioned that to deal with relations which are expressed in terms of 
intersection of interval-convex relations, one can decompose them and apply the 
narrowing algorithm. This method is not guaranteed to compute the narrowing of 
the intersection i  the general case, as shown in the example below. Consider the 
relation p = Pl N P2, where 
,01 = {(x,y)  ~ ~)~21x =y} and /92 ~--- {(x,y) ~ 9121x = -y}.  
Let us now consider u = ( [ -  1,1], [-1,1]). It is clear that ~'(u)= ([0,0], [0,0]), but 
applying the narrowing algorithm on the system S = {x ~ [ -  1,1], y ~ [ - 1,1], x = 
y, x = -y}, we are not able to narrow either of the two intervals. 
However, in an interesting number of special cases, this way of computing the 
intersection is correct, as is shown in the following. In the following definition, we 
formalize the intuitive notion of a relation depending on (or not depending on) one 
of its arguments. 
Definition 4.2 [/-independence]. An n-ary relation p on 9] is i-independent (i 
{1 . . . .  , n}) iff V(x a . . . . .  x,) ~ 91", Vy ~ ~,  
(x 1 . . . . .  Xn ) ~ p ce, (X 1 . . . . .  Xi_ l, y,xi+ 1 . . . . .  Xn ) ~ p. 
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The negation of /-independence is called i-dependence. An immediate conse- 
quence of this definition is the following property, which we give without proof. 
Proposition 4.2. Let p be an n-ary relation on 9]; then, for all i in {1 . . . . .  n}, the two 
following propositions are equivalent: 
1. p is i-dependent, 
2. there exists a block u such that zri( p C~ u) 4= (~ and 7ri( p n u) 4= 7ri(u). 
The proof is trivial, since this proposition is a restatement of the previous 
definition. Then we show the following theorem (the proof is given in the Ap- 
pendix). 
Theorem 4.1 (Composition). Let p and p' be two F-interval-convex, n-ary relations 
on ~.  I f  there exists at most one i in {1 . . . . .  n} such that p and p ' are i-dependent, 
then we have the two following properties: 
1. p ¢q p ' is F-interval-convex, 
2. for every F-block u, p u p~' (u) = ff(fi-P(u)) ~ fiT~(~'(u)). 
A simple example of application of this theorem is the computation of the 
following relation: 3
p= {(x,y)  ~ ~t21x =y} A {(x,y) ~ 9121x > 0}. 
Let us call Pl = {(x,y) ~ 9~21x =y} and P2 --- {(x,y) ~ ~tZlx > 0}. If we consider 
u = ([  - 2 ,1 ] ,  [ - 1, 2 ] ) ,  then 
p-~(u) = ([ - 1, 1], [ - 1, 1]), 
p--~(p--~(u)) = ([0, 11, [ - 1, 1]), 
pT(u)  = ( [0 ,11 ,  [ - 1,21), 
Pa (P2 (u))  = ([0,1],[0,1]) ,  
p-~(p--~(u)) N p-~(pT(u))  = ([0, 1], [0, 1]). 
Obviously, both Pl and P2 are 1-dependent and P2 is 2-independent. I  is easy, in 
this case, to verify that ~'(u) = ([0, 1], [0, 1]). 
Intuitively, by definition, the left-hand side of the equality is the best possible 
approximation for a given floating-point representation, and thus this theorem can 
be considered as an optimality result. One of its consequences i that any 
expression in which the variables appear only once and the operators are F-inter- 
val-convex is itself F-interval-convex. This corresponds to a symmetrized version of 
a well-known result in classical interval arithmetic [23] and can be related to 
perfect relaxation as described in [22]. In this paper, we focus on the use of this 
theorem to synthesize complex primitives of the language. 
3This is, in fact, one-half of the relation "absolute value," 
abs = ({(x,y) ~ ~2lx ~ 0} A {(x,y) ~ fli21x =y}) 
U({(x,y) ~ ~t21x <0} n {(x,y) E~t21x= -y}). 
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4.2. Integer Constraints and Disequality 
The efficient processing of constraints on finite domains, and thus on bounded 
integers, is one of the most important functionalities required in CLP to solve 
many constraint problems. A narrowing algorithm for integer and disequality 
relations is suggested by Cleary in [8], with the conclusion that the application of 
interval narrowing to these fundamentally non-interval-convex r lations is probably 
worthless due to the great number of created choice points, and the weakness of 
the narrowing applied to disequality. 
However, the narrowing approach presented here computes integer constraints 
quite efficiently. Informally, the effect of narrowing on variables that are con- 
strained to represent integer values is to reduce their domain to closed intervals 
whose bounds are integers. Here follows the description of the algorithms to 
compute the narrowing function for integer (denoted by int). If u = (a, b) is an 
F-interval, then 
in--'~(u) = [[a'], [b']], 
where [a'] is the smallest integer greater than or equal to a', [b'J is the greatest 
integer smaller than or equal to b', and a' and b' are computed by the following 
rules: 
a' = a + 1 if a is an integer and the left bound is open, else a' = a, 
b' = b - 1 if b is an integer and the right bound is open, else b' = b. 
In contrast with the continuous domains, where the approximation of reals by 
intervals makes the disequality relation practically useless, disequations are of 
great importance in the case of finite domains, as was shown in many examples. 
The disequality relation is given by neq={(x,y)~9]21x~y}. It can also be 
expressed as the union of two already defined interval-convex relations as follows: 
neq --- { (x ,y)  ~ 9121x <y} u {(x ,y )  ~ ,~2lx >y}. 
) 
Thus, Proposition 4.1 can be applied to compute neq. Practically, let us 
consider two variables in the relation neq. If one of their domains is reduced to 
one value which is a closed bound of the other domain, then this second domain is 
narrowed by removing that value. For example, 
x ~ (0, 2.12], integer(x),  x 4= 2 ~ x = 1, 
x e (0, 3.99], integer(x),  x =~ 2 ~ x ~ [ 1,3 ]. 
4.3. Boolean Constraints 
The introduction of Boolean constraints into this framework is done by considering 
Boolean variables as integers whose possible values are taken in [0, 1]. The Boolean 
relations are defined as follows: 
and = min = {(x,y,z) ~ 9]31min(x,y) =z}, 
or = max = {(x,y, z) ~ ~31max(x,y)  =z},  
not = {(x ,y )  ~ 9121y = 1 -x} .  
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The design of an algorithm to compute min and max is not trivial. A case analysis 
based on the comparisons of the six involved bounds leads to the study of ninety 
different nondegenerate cases. 4
However, we can apply Proposition 4.1 and Theorem 4.1 since rain and max can 
be expressed in the following way: 
min= ({(x,y,z)  E 9~3[x <y} n {(x,y,z)  ~ 9t3rz =x}) 
u({(x ,  y,z) ~ ~)] 3ix > y} n {(x, y,z)  ~ ~ 3[Z =y}), 
max= ({(x, y,z) a gt31x >_y} n {(x,y,z)  ~ ,9t31z =x}) 
u ({(x ,y ,z )  ~ ,9131x <y} n {(x,y,z)  ~ 9131z =y}). 
The narrowing algorithm applied to such defined Boolean constraints, when 
associated with Boolean enumeration, is comparable to Boolean local consistency 
algorithms (see, for example, [6]). 
Basic examples of Boolean constraint narrowing are 
xV l=y~y=l ,  
xVO=l~x=l ,  
xAy=l  ~x=l ,  y= l, 
xVy=O~x=O,  y=O. 
Moreover, based on the fact that Booleans are defined as numbers, one can 
express relations between Boolean variables by using numerical relations. For 
example, to state that in a sequence (x 1 . . . . .  xn) of Boolean values, at least a of 
them and at most b of them must be true, one can write the following constraint: 5 
a_<x 1 + ... +x,  <b.  
Finally, here are some other usual Boolean functions: 6 
a ~b:a  <b, 
i f a then  belse c : (2 -a -b )×(1-c+a)=0,  
a xor b :a  4=b. 
4.4. Extended Numerical Relations 
One other important feature missing in the standard CLP systems is the possibility 
to use comparison relations in Boolean constraints and thus to express constraints 
such as: given three numbers x, y, and z, if x <y, then x < z <y, else (x < z )v  
(z <y), which can be expressed as 7 
( ~(x  <y) V (x <z <_y)) A ((x <y) V ((x <z) V(z<y) ) )  =1,  
4In effect, if we consider two intervals, they can be either disjoint, overlapping, or nested, each in 
two different ways. For each of these cases, there are fifteen possible ways of placing the bounds of the 
third interval. 
5This is the Boolean expression of the cardinality operator proposed in [30]. 
6Assuming that < and ~ are ternary relations whose third parameter is a Boolean value, as will be 
developed in the next sections. 
7See previous note. 
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or more simply, 
(z>x)  + (z <y) = (x <y) + 1. 
The processing of such constraints i useful as soon as one considers problems 
mixing numbers and Boolean values. One way to introduce these constraints i to 
modify the definition of such relations as equality, inequality, and disequality by 
considering ternary relations involving one Boolean parameter. Here are some of 
these relations: 
eq= ({(x,y,z) ~ 9131x =y} O {(x,y,z) ~ 9~31z = 1}) 
U({( x, y,z) ~ ff~3[x --/:y} n {( x, y,z) ~ ff~3lz = 0}), 
geq=({(x,y,z) ~~31x>y} n {(x,y,z) ~ 9131z = 1}) 
u({(x,y,z)  ~-~3IX <y} n {(x,y,z)  E ~31Z = 0}) .  
Here again, we can apply Proposition 4.1 and Theorem 4.1 to compute correctly 
this type of constraints. 
5. EXAMPLES AND COMPUTATIONAL RESULTS 
In this section, we present some examples of the possible use of the different 
constraints described above, and we give some computational results, based on a 
first prototype of a language called CLP(BNR), which is an extension of BNR-Pro- 
log (see [25]) which includes the processing of the integer and Boolean constraints 
described in the first part of the paper. The syntax is a superset of the standard 
Edinburgh Prolog syntax, and we will assume the reader is familiar with the notions 
of variables, constants, terms, lists, rules, programs, queries, and their usual 
notations. The additional constraints include unary type constraints, Boolean 
relations, and ternary numerical relations whose third parameter is a Boolean. A 
functional notation of the constraints is syntactically provided to simplify the 
writing of programs. A more detailed presentation of CLP(BNR) from the user 
point of view can be found in [26]. 
From the implementation point of view, this prototype consists mainly of a 
BNR-Prolog top-level implementation f interval arithmetic with specific assembler 
subroutines to compute basic narrowing functions. Among other implementation 
imperfections, there is no specific way to compute inequalities, and the actual 
processing of integers, and thus Booleans, is based on the general BNR-Prolog 
floating-point representation. This explains why the following computational results 
are much slower than what we could expect from a final integrated implementation 
of the system. These results are mainly given here to provide a general idea on 
performances and experimental complexity analysis. 
The results have been computed on a standard Macintosh II (2 Mips). For the 
problems presented below, we have separated the set-up part, where Prolog 
behaves like a macro-processor and builds constraint systems, and the enumeration 
part, where the actual solutions are computed. Most of the time, the result tables 
indicate the set-up time and the execution times in seconds and the number of 
necessary backtrackings to find the first solution and all solutions. However, on 
some examples ome of these results have been omitted for practical reasons. 
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We end this preamble by saying a few words on enumeration. As is well known, 
local consistency algorithms on finite domains are complete when they are used 
together with enumeration procedures which compute nondeterministicaUy the 
actual solutions of the considered systems. In fact, a massive part of the interest of 
such approaches relies on the efficiency of the enumeration, and thus on a number 
of particular heuristics. Among these, the most used is the "first-fail principle," 
which consists in enumerating first the more constrained variables (the variables 
whose domain is the smallest and/or  the variables appearing in the greatest 
number of constraints). As the processing of disequalities, as described here, is 
weaker than the mere deletion of the prohibited values from the corresponding 
domains  and due to our top-level implementation, it is more difficult in our case 
to select he more constrained variables. We have thus implemented an approxima- 
tion of the first-fail principle which considers first the variables with the smallest 
difference between their upper and lower bounds. A more sophisticated implemen- 
tation could use a domain bit-map in the integer case and apply this heuristic more 
accurately. 
Finally, a commercial version of CLP(BNR) is currently under development. 
Our first experiments with this optimized version show speed-ups of 800% on 
Boolean problems and 200 to 300% on finite-domains problems with respect o the 
benchmarks presented in the following sections. 
5.1. Linear Arithmetic on Integers 
Even though the originality of the system presented here is its ability to tackle 
constraints which do not fit in the usual specific integer linear case, we just give 
here some benchmarks for linear problems to give a general idea of its perfor- 
mances. As was stated before, it is also clear that our aim here is not to compete, 
from the efficiency point of view, with specialized systems, like CHIP, whose 
implementation has been particularly studied (see, for example, [1]). The first 
example with which we propose to illustrate integer constraints is the well-known 
cryptarithmetic problem DONALD + GERALD = ROBERT, whose purpose is to 
give a different value, taken between 0 and 9, to each letter, in order to verify the 
corresponding additions. The second one is the also famous N-Queens problem, 
which, totally based on integer disequalities, is certainly not one of our best cases. 
Some computational results are given below: 
First solution All solutions 
Problem Set-up time Back Enum time Back Enum time 
DONALD 1.75 s 2 0.38 s 8 0.90 s 
12 queens 6.73 s 58 26.26 s n/a n/a 
14 queens 10.05 s 49 24.73 s n/a n/a 
16 queens 14.33 s 50 26.76 s n/a n/a 
Due to the very large number of acceptable solutions to the N-Queens problem, 
as soon as N > 12, the computation of all of them is quite unrealistic. 9 
SThe computed intervals are only narrowed when the value is one of the interval's bounds. 
9To give an idea, the algorithm proposed in [20] finds the 14200 solutions for N = 12 in 4.5 hours. 
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5.2.  Non l inear  Ar i thmet ic  on  In tegers  
As a first example of nonlinear constraints on integers, we propose the following 
problem. Find n integers x l , . . . ,  x, ,  1 <x i <_ n,  verifying the two following condi- 
tions: 
Xi = E i ,  1 - Ix  i = i. 
i=1  i=1 i=1 i=1 
Any permutation of (1 . . . . .  n) is an obvious solution, but as n grows, there are 
other solutions. To avoid the computat ion of symmetrical solutions, we impose the 
following constraint: x 1 <x 2 < ... <x  n. The first n for which there is more than 
one solution is 9. Here follow the results for this program: 
First solution All solutions 
N Set-up Back Enum time Back Enum time Nb sol 
9 0.98 s 115 6.16 s 392 19.73 s 2 
10 1.11 s 339 17.61 s 1085 55.83 s 6 
11 1.25 s 1025 53.35 s 3179 163.80 s 6 
12 1,31 s 1423 77.83 s 9323 487.30 s 22 
Two other interesting problems are the following ones: 
1. Find three positive integers x, y, z such that 
x2Wy2- -Z  2 . (5.1) 
2. Find four positive integers x, y, w, z which are solutions of  the equation 
x 2 +y2 +w:  =z  2. (5.2) 
The CLP(BNR) program to solve these two equations, assuming the considered 
integers are bounded, is straightforward. In the first case (Equation (5.1)), it is well 
known that the solutions are infinitely many and can be generated by the following 
equations: 
x =u 2 -  u 2, y = 2u~,, z = u 2 + v 2, 
where u and v are any integers satisfying the conditions that u > u > 0, for u, v 
relatively prime and when one of u and v is even (see [28]). The second problem is 
more interesting since, as far as we know, the infinitely many solutions cannot be 
generated with any other equations. Figure 2 shows the program to find all integers 
(bounded by a positive integer n) verifying Equation (5.2). We can assume, without 
diophantine(N):- 
[X ,Y ,Z ,W] : in tegra l (1 ,N) ,  
X**2+Y**2+W**2==Z**2, 
W >= Y, Y >= X, 
enumerate([X,Y,W]). 
FIGURE 2. Program for x 2 +y2 + W 2 = Z 2. 
INTERVAL ARITHMETIC  IN CONSTRAINT PROGRAMMING 17 
loss of generality, that x < y < w. Here follow the computation results for these two 
problems: 
Equation (5.1) Equation (5.2) 
N Enum time Back Nb sol. Enum time Back Nb sol. 
20 0.65 s 13 6 3.36 s 89 22 
50 2.78 s 37 20 30.00 s 564 141 
100 9.23 s 87 52 200.60 s 2299 573 
200 31.90 s 192 127 n/a n/a n/a 
500 179.96 s 559 386 n/a n/a n/a 
5.3. Boolean Constraints 
We have tested our prototype on classical Boolean benchmarks. It should be noted 
that we have used, as often as possible, the addition on Boolean variables to 
express cardinality constraints. Queens is the Boolean version of the N-Queens 
problem previously described. Schur refers to the Schur Lemma: Considering the 
N first integers, if one wants to place them in three boxes in such a way that, for 
every box, and for every integer a and b, a and 2a are not in the same box, and if 
a and b are in the same box, then a + b is not. Pigeon is the pigeon-hole problem, 
where n pigeons have to be placed in p holes, with the condition that only one 
pigeon can be placed in one hole. Here follow the computational results for these 
benchmarks: 
First solution All solutions 
Problem Set-up Back Enum Back Enum Nb sol 
queens 8 1.93 s 21 0.94 s 391 19.56 s 92 
Schur 13 2.45 s 9 0.46 s 179 6.76 s 18 
Schur 14 2.91 s - -  - -  179 6.88 s 0 
pigeons 7/7 0.84 s 0 0.93 s 5039 146.65 s 5040 
pigeons 8/7 0.98 s - -  - -  5039 105.88 s 0 
If we refer, for example, to recent benchmarks provided in [20], the efficiency of 
our prototype is nearly equivalent or slightly better. Considering the strong 
implementation restrictions cited above, we thus can hope our system will provide, 
in addition to, and with the help of, numerical constraint processing, a fairly 
efficient Boolean solver. 
5. 4. Extended Numerical Relations 
An example of the possible use of the extended numerical relations is cited both in 
[9] and [29] as the "magic series" problem. The purpose of this problem is to find a 
sequence of n nonnegative integers (x 0 . . . . .  x,_ 1) such that, for every i ~ {0,..., 
n - 1}, x/ is the number of occurrences of the integer i in the sequence. In other 
words, for every i ~ {0,..., n - 1}, 
n-1  
Xi= E (xy=i ) ,  
j=0 
18 F. BENHAMOU AND W. J. OLDER 
magic(N,L):- 
length(L,N), 






J is I+1, 
constraints(L,Xs,3). 
FIGURE 3. Program for the magic series problem. 
arm(r3,1,0).  
aura( [xlxs] , I , s )  :- 
s == (X==I) + S1 
.um(Xs. I .S1). 
where the value of (x =y)  is 1 if (x =y)  is true and 0 if (x ~y)  is true. Moreover, it 
can be shown that the two following properties are true: 1° 
n-1  
E x, = n, (5.3) 
i=0 
n -1  
E/x i  = n. (5.4) 
i=0 
We have programmed this problem in CLP(BNR), without and with the addi- 
tional constraints. Figure 3 shows the program without any additional redundant 
constraints, and here follow the computational results for this problem: 
Without add. cstrt With Eq. (5.3) With Eqs. (5.3) and (5.4) 
N Set-up Back Enum Back Enum Back Enum 
5 1.60 s 16 17.33 s 5 0.40 s 2 0.20 s 
10 6.48 s 139 17.33 s 15 1.96 s 8 1.00 s 
15 14.43 s 466 112.56 s 24 8.85 s 11 3.66 s 
20 25.66 s n /a  n /a  35 34.68 s 18 11.03 s 
25 40.06 s n /a  n /a  44 108.51 s 21 24.66 s 
30 57.71 s n /a  n,/a 55 281.16 s 28 51.03 s 
5.5. Scheduling with Disjunctive Constraints 
This type of constraints can also be used to deal with scheduling problems with 
resource allocation. Let us consider any scheduling problem involving a set of tasks 
T = {t 1 . . . .  , t,}. To each task t i is associated a pair (b i, di), where b i is the beginning 
and d i is the duration of task ti. The values for beginnings and durations are taken 
in a finite set of time segments. 11 To this set of tasks is associated a set of 
precedence and distance constraints. 12Let us now introduce a set of resources and 
1°In effect, computing the total number of occurrences of numbers gives Equation (5.3), while the 
study of the sum of the elements of the sequence gives Equation (5.4). 
11Although the set of possible segment values is finite, one is not constrained touse a finite domain 
representation for them, as solutions can be found using narrowing, without any enumeration step, 
~2Precedence onstraints are of the type b i + di < bj, meaning that task t i has to be completed 
before the beginning of task tj. Distance constraints are any constraints which can be represented as
precedence constraints by introducing new tasks. An example of distance constraint is: task t i must 
begin at least n segments after task tj has been completed. 
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consider, amongst others, two tasks, t 1 and t 2 which share the same resource. Then 
the following constraint expresses that tasks t I and t 2 cannot be executed concur- 
rently: 
(b l+d l<b2)  v (b  2+d 2<bl )=1.  (5.5) 
One way to treat these constraints, as described in [29], is to use the constraints as 
choice points and to find nondeterministically an ordering of the tasks which 
satisfies the other precedence and distance constraints. In our system, we can make 
use of the extended numerical relations to express directly the constraint (5.5) as 
shown in the following CLP(BNR) rule: 
d is j _const ra in t (B i ,D i ,B2 ,D2)  :- 
(B I+DI :< B2) + (B2+D2:< BI) : : i .  
The addition, as stated in the previous ections, is used to express the fact that the 
disjunction is exclusive. After having set deterministically the whole constraint 
system, the system can find a solution with Boolean enumeration. It has to be 
noted that as soon as either a Boolean or a numerical value is known, the 
computation of the new stable system involves narrowing of other Boolean and 
numerical values, possibly pruning dramatically the search tree. 
We have applied this technique to the bridge problem, cited in [29]. This 
problem involves forty-six tasks, and more than six hundred constraints. In order to 
compute the solution which guarantees the minimum cost, we have implemented 
on top of the system a control predicate which computes a branch-and-bound 
procedure. Here are the computational results for this problem: 
Bridge Set-up time Nb of back. Enum. time 
First solution (cost 110) 12.03 s 0 1.61 s 
Best solution (cost 104) - -  4 5.28 s 
Proof of optimality - -  149 28.66 s 
6. CONCLUSION 
We have shown in this paper that interval arithmetic is a good candidate for 
constraint solving in a CLP language including constraints on real numbers, 
integers, and Booleans. This approach provides a unified framework in which all 
these different ypes of constraints can be freely mixed. This allows the program- 
mer to deal with problems where the combinatorial part is coded with integer 
constraints and involves real coefficients, to include numerical relations in Boolean 
systems, and to improve the expressiveness of Boolean constraints by making use of 
addition, multiplication, and numerical relations. The expressive power of such a 
language is thus an extension of the possibilities of other CLP systems, with the 
two important exceptions of constraints on lists (Prolog III, see [9]) and linear 
resolution on rational/real numbers where Prolog III and CLP(fft) propose 
specific and complete algorithms based on Gaussian elimination and Simplex-like 
methods. The range of possible applications remains close to what has been 
already tackled with CLP methods (planning, scheduling, configuration, resource 
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allocation, circuit design and testing, engineering-oriented KBS, etc.), while strongly 
tightening the links between the combinatorial nd (generally nonlinear) numerical 
aspects of the kind of problems cited above. Future work concerns implementation 
improvements, development of applications for "real-life problems," and design of 
eventual communications with complete algorithms for special cases such as 
rational inear programming. 
APPENDIX: COMPOSITION THEOREM 
Theorem 6.2. Composition. Let p and p ' be two F-interval-convex, n-ary relations on 
3t. I f  there exists at most one i in {1,..., n} such that p and p' are i-dependent, 
then we have the two following properties: 
1. p n p' is F-interval-convex, 
2. for every F-Block u, p U p',kn,1004 >(u) = ~'(p--?'(u)) N p-;~(~(u)). 
We first give without proofs a certain number of technical lemmas. 
Lemma 6.1. Let p be an n-ary relation on ~;  then for every i in {1 .. . .  , n}, 
% (apx(p)) = apx(% (p) ). 
Lemma 6.2. Let p and p' be two n-ary relations on 91; then for every i in {1 . . . . .  n}, if 
p and p'  are both i-independent, hen p cq p'  is i-independent. 
Lemma 6.3. Let u and v be two F-blocks. I f  u N v ¢ Q, then 
Vi E {1 . . . . .  n}, rri(u m v) = rri(u) h rri(v ). 
Lemma 6.4. Let p be an n-ary relation on !)~ and let u be an F-block; then 
apx( p n u) c u. 
Lemma 6.5. Let p and O' be two n-ary relations on 9t, u an F-block. Then the two 
following propositions are true: 
1. p' n apx(pNu)  Capx(pnu)Napx(p '  Nu), 
2. 
We finally establish the proof of the Composition Theorem. 
PROOF. The proof for the case where there is no common/-dependence is a trivial 
specialization of the proof for the general case. We can thus consider without loss 
of generality that p and p' are both 1-dependent and that there exists p ~ {2 . . . . .  n} 
such that: 
p is /-independent for all i ~ {2 . . . . .  p}, 
p' is j-independent for all j ~ {p + 1 . . . . .  n}. 
(A) p np '  n u = Q. By definition of the approximation, we have 
p u o'S(u) =0. 
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By Lemma 6.5(2), it is sufficient o show that #(u)n  p--~'(u)= 0.  Let us suppose 
that ~rl(#(u) n ~(u) )  ~ 0;  then 
7rl(#(u)) n 7rl(P-;~(u)) ~ O (Lemma 6.3). 
Let x 1 be an element of 7r1(#(u)) n ~-l(p -? (u)). Since p and p' are F-interval- 
convex (Lemma 6.4), 
3X ~ pn  u lX= ( x l , x  z . . . . .  xp,Xp+ ~ . . . . .  x , ) ,  
! ! ¢ 
3X  t E p '  (") u ]X  t = (X l ,  x 2 . . . . .  Xp,  Xp+ 1 . . . . .  Xtn) • 
! 
Let  Y=(X l ,  X'z . . . .  ,Xp, Xp.a . . . .  ,xn).  Since X~p and p is /-independent for all 
i ~ {2 . . . . .  p}, Y~ p (Definition 2.2). Since X'  ~ p' and p' is /-independent for all 
i ~ {p + 1 . . . . .  n}, Y E p'  (Definition 2.2). Therefore, 
Vx ~ ~-,(p'(u)) n ~-~(p' (u)) 3Y~ ( p' n p n u)l~-,(Y) =x, 
which is in contradiction with the fact that p np '  n u = O and ends the proof for 
this case. 
(B) p • p' n u + O. Let us first remark that two F-blocks are equal iff all their 
projections are equal. 
(I) First case: Both relations are i -dependent (i = 1). Since the proof of the 
left-right inclusion is trivial, and applying Lemma 6.5(2), it is sufficient o show that 
7"/'i(p(L/) (') p'7~(U)) C "l'l"i(pUy(u)). 
Since #(u) n ~(u)  ~ O, and applying Lemma 6.3, we have 
'B'i(p(L/) np-?' (u)) = ~(#(u) )  n ~,(o~(u)). 
Let x be an element of 7ri(#(u)) n ~-i(p (u)); then 
3x ~ #(u) lX  = (x ,  x2 , . . . ,  xp, x~+ 1,. . . ,  xn), 
3x '  ~ f i (u ) lX '  = (x ,  ' ' ' x ' . ) .  X2, . . . ,Xp ,Xp+ l , . . . ,  
Since for all j ~ {2, . . . .  p}, p is j-independent and for all k ~ {p + 1 . . . . .  n}, p' is 
k-independent, we have 
¢ 
X '¢ = (x ,  x2 , . . . , xp ,xp+ 1 . . . . .  x'n) ~pnp '  nu .  
The intersection of two F-intervals being an F-interval, this ends the proof of both 
properties for this case. 
(II) Second case: Both relat ions are i - independent.  
7ri( p U p'I'--~'(U)) = 7ri(apx( p (7 p' n u)) (Definition 2.2) 
= apx(77"i( p O p '  Ot¢) )  (Lemma 6.1) 
=apx(~i (u) )  (Lemma 6.2) 
~/ / i "  
Applying Lemma 6.3, since p r7 p' A u 4= 0,  we have 
,-/Ti ( ~ p(p¢ (U)) ['-'1 p-~(p(U)))  ~- 7/'i( "-* ~ p(p '  (u))) np-?(~'(u)) 
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We have also 
zri(apx( p N ap_.__xx( p' n u))) (Definition 2.2) 
apx(Tri(pnapx( p' nu) ) )  (Lemma6.1) 
apx(zq(apx( p' nu) ) )  ( p is/-independent) 
apx(apx(zri( p' n u))) (Lemma 6.1) 
= apx(rri( p' n u)) (Idempotence of approximation) 
= apx(zri(u)) ( p' is/-independent) 
=U i . 
The same reasoning leads to ~i( P 7~(#(u))) =u r Since u i is an F-interval, this ends 
the proof of both properties for this case. 
(III) Third ease: p is i-independent, p' is i-dependent (i ~ {p + 1 . . . . .  p'}). 
From Definition 2.2 and Lemma 6.1, it follows that 
~'i(p u p-----t(u)) = apx(~-i( p np '  n u)). 
As shown in the previous part, we have also 
~', ( f i (~(u))  N ~~(f i(u)))  = apx(~/( pn p-~'(u))) N apx(~-i( p' n fi(u))). 
On the other hand, 
ap____xx(zr/( on p-;?(u))) 
= apx(zri(_apx( p' n u))) ( p is/-independent and Proposition 4.2) 
= ap__~x(~ri( p' N u)) (Lemma 6.1 and Idempotence of approximation). 
Since apx(zr/( p' n #(u))) c apx(Tri( p' n u)) (Ix~mma 6.4), 
~'i(#(O;~(u)) N 0;~(~'(u))) =apx(~i( p' n #(u))).  
It remains to establish the following equality: 
ap.___xx('rri( pn  p' nu) )  = apx('rri( p' n #(u))),  
which is true if 
#,( ono '  = #,(o' n 
The left-right inclusion is straightforward. Let x ~ ~'i( P' n t](u)). Then 
~XE p '  n #(u) iX  ~-- (X l ,X  2 . . . . .  Xp,Xp+ 1 . . . .  ,x i  - 1, 
x ,  xi + 1, . . . ,Xp , ,Xp ,+ l , . . . ,Xn) .  
Since p' n #(u) c #(u) n p' (u)(Lemma 6.5), and applying case I, we have 
3X'  ~ ( p'  n p n u ) lX '  = (x , ,x ' z , . . . ,Xp ,Xp+ l , . . . , x ' i -  1, 
t p x ' ,x i '  + 1 . . . .  ,Xp, ,Xp,+l . . . . .  x' ,) .  
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Since X '  E p and p is / - independent  for all i ~ {2 . . . .  , p'}, 
t 
Y= (x1 ,x  2 . . . . .  Xp,Xp+ l , . . . ,X i _ l ,X ,  X i+ l , . . . ,Xp , ,Xp ,+ l . . . . .  Xtn) E D. 
Since X~ p'  and p'  is /- independent for all i ~ {p',  . . . .  n}, Y~ p'. Therefore, 
(p' npnu) l - i (Y )  =x. 
Furthermore, since p' is F-interval-convex, 7ri(p'n ~(u)) is an F-interval. A 
symmetric reasoning handles the case where i ~ {p' + 1 . . . . .  n} and concludes the 
proof  of  the theorem. [] 
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