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vAbstract
The evolution of both fields of Computer Vision (CV) and Artificial Neural
Networks (ANNs) has allowed the development of efficient automatic systems for
the analysis of people’s behaviour. By studying hand movements it is possible
to recognize gestures, often used by people to communicate information in a non-
verbal way. These gestures can also be used to control or interact with devices
without physically touching them. In particular, sign language and semaphoric
hand gestures are the two foremost areas of interest due to their importance in
Human-Human Communication (HHC) and Human-Computer Interaction (HCI),
respectively. While the processing of body movements play a key role in the action
recognition and affective computing fields. The former is essential to understand how
people act in an environment, while the latter tries to interpret people’s emotions
based on their poses and movements; both are essential tasks in many computer
vision applications, including event recognition, and video surveillance.
In this Ph.D. thesis, an original framework for understanding Actions and body
language is presented. The framework is composed of three main modules: in the
first one, a Long Short Term Memory Recurrent Neural Networks (LSTM-RNNs)
based method for the Recognition of Sign Language and Semaphoric Hand Gestures
is proposed; the second module presents a solution based on 2D skeleton and two-
branch stacked LSTM-RNNs for action recognition in video sequences; finally, in
the last module, a solution for basic non-acted emotion recognition by using 3D
skeleton and Deep Neural Networks (DNNs) is provided. The performances of
RNN-LSTMs are explored in depth, due to their ability to model the long term
contextual information of temporal sequences, making them suitable for analysing
body movements. All the modules were tested by using challenging datasets, well
known in the state of the art, showing remarkable results compared to the current
literature methods.

vii
Acknowledgements
First of all, I would like to express my special appreciation and thanks to my advisor
Professor Luigi Cinque. I would like to thank you for encouraging my research since
the Master Degree thesis, and for allowing me to grow up as a research scientist.
I could not have imagined having a better advisor and mentor for my Ph.D study.
A special thanks to Professor Gian Luca Foresti. I would like to thank you for
your insightful comments and encouragement, your guidance helped me in all the
time to widen my research from various perspectives.
Another special thanks to Professor Danilo Avola. Through your support and
teachings, you taught me what it means to be a researcher.
Thanks to my friends of the VisionLab, in these years you have shared with me
victories and defeats, and above all a lot of laughs. During my Ph.D. you have been
one of the most beautiful things that happened to me.
The biggest thanks to my parents, they are my guiding light. Behind all my goals
achieved, there is always your love to encourage me. Inspired by you every day, I
try to become a better person.
Finally, thanks to all my friends and my wonderful girlfriend Ilaria, you are
my lifeline. However things may go wrong, I know you are close to me and I so
everything will be fine.

ix
Contents
1 Introduction 1
1.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 Hand gesture recognition . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Action recognition . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.3 Affect recognition . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Contributions and outline . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Deep Neural Networks 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Neural network basic concepts . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Learning Paradigm . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Multi-layer perceptron . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Neural Network Architectures . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 CNN: Convolutional Neural Network . . . . . . . . . . . . . . 18
2.3.2 RNN: Recurrent Neural Network . . . . . . . . . . . . . . . . 20
2.3.3 LSTM: Long-Short Term Memory Network . . . . . . . . . . 20
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Proposed Framework 25
3.1 Overall architecture overview . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Hand gesture recognition module . . . . . . . . . . . . . . . . . . . . 26
3.2.1 Architecture overview . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.3 Sampling Process . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.4 N-Stacked LSTMs . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.5 Network Training . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Action recognition module . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.1 Architecture overview . . . . . . . . . . . . . . . . . . . . . . 32
3.3.2 2D Skeleton and Feature Extraction . . . . . . . . . . . . . . 33
3.3.3 Two-Branch Stacked LSTM-RNNs . . . . . . . . . . . . . . . 33
3.3.4 Partial Body Occlusion Management . . . . . . . . . . . . . . 34
3.3.5 Multiple Subject Identification . . . . . . . . . . . . . . . . . 36
3.3.6 3D-DenseNet . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Non-acted body affect recognition module . . . . . . . . . . . . . . . 38
3.4.1 Architecture overview . . . . . . . . . . . . . . . . . . . . . . 39
x Contents
3.4.2 Feature description . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.3 Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.4 Proposed network architecture . . . . . . . . . . . . . . . . . 44
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Test and evaluation 47
4.1 Hand gesture recognition experiments . . . . . . . . . . . . . . . . . 47
4.1.1 ASL Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1.2 Selection of the Optimal Number of Stacked LSTMs . . . . . 49
4.1.3 Effectiveness of the Selected Features . . . . . . . . . . . . . . 50
4.1.4 Hand Gesture Recognition on the ASL Dataset . . . . . . . . 50
4.1.5 Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Action recognition experiments . . . . . . . . . . . . . . . . . . . . . 54
4.2.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.2 Data Augmentation by C-RNN-GANs . . . . . . . . . . . . . 56
4.2.3 LSTM Versus Phased LSTM . . . . . . . . . . . . . . . . . . 57
4.2.4 Partial Occlusion Tests . . . . . . . . . . . . . . . . . . . . . 58
4.2.5 Feature Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.6 Quantitative Comparisons . . . . . . . . . . . . . . . . . . . . 61
4.2.7 Two-Branch Stacked LSTM versus 3D-DenseNet . . . . . . . 64
4.3 Non-acted body affect recognition experiments . . . . . . . . . . . . 64
4.3.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.2 Implementation details . . . . . . . . . . . . . . . . . . . . . . 65
4.3.3 Model and feature analysis . . . . . . . . . . . . . . . . . . . 65
4.3.4 Data augmentation . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.5 Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5 Conclusions 73
5.1 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Future developments . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
1Chapter 1
Introduction
You are walking around the city, wearing headphones and listening to your favourite
music. Although you cannot hear people’s speeches and street sounds, your eyes
receive a lot of information that allow you to analyse what is happening in the sur-
rounding environment. In particular, focusing only on the body and hands of people
within your visual field, you could understand what they want to communicate,
what they do, and, in same cases, what they feel. Through the use of hands, people
can communicate with you through the non-verbal language of gestures (i.e., Hand
Gesture Recognition), thus managing your inability to listen because of headphones.
While, examining the whole body movements, you are able to understand the human
action, understanding better the events that are taking place in the scene (i.e.,
Action Recognition). For example, we can detect which person has to take the bus
that is leaving, recognizing who is running at breakneck speed, compared to others
who walk slowly. Recognizing actions is an easy task for us, as they are explicitly
codified in precise body movements, but often the latter can be implicitly related
to affects (i.e., affective computing), much more difficult to classify. Snorting or
tapping the foot or fingers can be considered actions, but at the same time they can
indicate nervousness, if we consider, for example, a person who is waiting for a train
with considerable delay at the station. So, thanks to visual information, we can also
be able to perceive people’s emotions, greatly increasing the degree of awareness of
what is happening around us.
Based on these considerations, in this PhD thesis, a framework based on Computer
Vision (CV) methodologies and Artificial Neural Networks (ANN) is presented to
reproduce the human capacity to understand actions and body language by using
RGB cameras and depth sensors. The framework is mainly composed of three mod-
ules: the first one is used to recognize hand gestures, the second one is involved
in action recognition task and, finally, the last one is focused on body affective
computing.
Hand gesture recognition is still a topic of great interest for the computer
vision community, thanks to the wide range of information that can be expressed
using the many gestures that the fingers can compose. Different categorizations of
hand gestures can be defined depending on the type of information that the hands
intend to transmit. Based on the researches of Kendon [75] and Quek et al. [137], a
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possible taxonomy of hand gesture categories can be proposed as follows:
• Deictic are the hand gestures that involve a pointing activity to establish the
identity or spatial location of an object within the context of an application
domain;
• Manipulative are usually performed by freehand movements to mimic manip-
ulations of physical objects, such as in virtual or augmented reality interfaces;
• Semaphoric are specific hand gestures that define a set of commands and/or
symbols to interact with machines. They are often used alternatively to the
speech modality, when the latter is unusable or ineffective;
• Gesticulation is one of the most natural forms of gesturing. It is commonly
used in combination with conversational speech interfaces. These hand gestures
are often unpredictable and difficult to analyse;
• Language are the hand gestures used for sign language. They are performed
by combining a set of gestures to form grammatical structures for conversational
style interfaces. In case of finger spelling, these gestures can be considered like
semaphoric ones.
Hand gesture recognition provides a means to decode the information expressed
by the reported categories, which are always more used to interact with innovative
applications, such as interactive games [92, 139], serious games [9, 130], sign language
recognisers [6, 77, 101, 105, 161], emotional expression identifiers [12, 175], remote
controllers in robotics [19, 48], advanced computer interfaces [123, 129, 140, 142],
and others. In general, as shown in the taxonomy presented in Fig.1.1, the ap-
proaches used in hand gesture recognition can be divided into two main classes:
3D model-based [24] and appearance-based [97]. The former uses key elements of
the body parts to acquire relevant 3D information, while the latter uses images
or video sequences to acquire key features. In 3D model-based, the hand can be
represented using mainly two ways: volumetric models [207] and skeletal models
[96]. The first ones reproduce with high accuracy the shape of the hand as mesh of
vertices or non-uniform rational B-spline, while the second ones, instead of using all
the parameters of volumetric type, focus on the significant part of the hand, taking
into account a set of equivalent joint angle parameters together with segment lengths.
In the past, several RGB cameras were necessary to obtain a 3D model of the body
parts, including hands. Recent works, supported by advanced devices, e.g., Microsoft
Kinect [205] or LMC [55], as well as novel modelling algorithms based on depth
map concept [158], have enabled the use of 3D models within everyday application
domains. In the proposed hand gesture recognition module, a 3D skeletal model-
based method to classify sign language and semaphoric hand gestures is implemented.
For what concerns human action recognition, in recent years, it is becoming
increasingly important for the computer vision community [133, 33]. This is because
it can be considered a main prerequisite for many smart and automatic applications,
ranging from event interpretation to behaviour understanding. In [146], for example,
a system for the automatic detection of crimes like chain and purse snatching is
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Figure 1.1. Taxonomy of gesture representation models.
reported. In [143], instead, an automated video surveillance system to detect anoma-
lous human behaviours is presented. In general, action recognition approaches can be
distinguished between not-skeleton-based and skeleton-based. The first category is
composed of all those methods that analyse video streams acquired by RGB cameras.
The works in this class, often supported by a preprocessing stage in which foreground
subjects are detected [8, 5], use techniques based on frame-by-frame image analysis to
extract key features (e.g., shapes, regions, keypoints) and compute spatio-temporal
relationships among them [133, 124]. Differently, skeleton-based techniques analyse
video streams acquired by RGB-D cameras and process features derived by skeletons
[134]. The latter allow to calculate a wide range of dynamic attributes (e.g., leg
acceleration, elbow rotation), which can be used to discriminate specific actions
and enrich contextual information useful to classify them in complex scenarios.
Nowadays, most systems that use skeletons are based on consumer RGB-D cameras.
These devices can provide suitable 3D skeletons, but also present several drawbacks
(e.g., low spatial resolutions, saturation problems, optical interferences) due to the
inability of depth sensors (e.g., structured-light, time-of-flight, stereo-vision) to
work properly in uncontrolled outdoor environments [69, 199]. Conversely, RGB
cameras are now robust enough to be used in any kind of environment. Moreover,
recent studies are showing how accurate and reliable 2D skeletons can be generated
even by using a single RGB camera [21], thus overcoming many of the limitations
previously reported. An additional crucial aspect of the action recognition regards
the modelling of long dynamic activities, especially for the classification of complex
activities that share sub-actions. Even if different solutions have been developed in
the current literature [133, 33, 124], none of them can still be considered a reference
point. Recently, Recurrent Neural Networks (RNNs) and, specifically, variants with
Long Short-Term Memory (LSTM) cells [60], have obtained remarkable results in
many applications that manage long sequential data [52, 136, 169, 51, 6, 68]. Despite
this, their use in action recognition still requires to be further investigated. This
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Figure 1.2. Example of methodical approach proposed by Facial Action Coding System.
thesis proposes an action recognition module based on 2D skeleton and two-branch
stacked LSTM-RNNs.
Finally, the last topic covered by this thesis regards the body affect recognition.
Emotions are an important aspect of our daily lives [32] since they affect our cognitive
processes as well as how we respond to social interactions. The affective behaviours
exhibited by a person allow to convey several levels of information to an interlocutor
and can be expressed via various communication channels, including language, facial
expressions, or body postures. Humans are in general apt to understand and interpret
the information given by these behavioural cues which are, in fact, key in human-
human interaction [31]. Affective computing [20] is the research field focused on the
design of autonomous systems that try to reproduce this interpretative human ability.
Over the years, this field has received great interest from the scientific community,
resulting in relevant applications, such as security [53], marketing [10], or health-care
[172]. Most of the available computer vision research on affective computing deals
with the emotions perceived by facial expressions [201, 206, 29]. This is due to the
wide availability of formal models, e.g., the Facial Action Coding System (FACS) [39],
which provides a methodical approach to treat the affect recognition task, as shown
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in Fig.1.2. Contrarily, the lack of formal models has strongly limited the research
on emotions related to postures and body movements. Moreover, it was customary
to consider the body as a simple intensity indicator of the emotions previously
detected by the face [110]. Thanks to later studies [108, 178], body analysis has
been recently considered an important component in the affect recognition task
and, encouraged by this new perspective, several works have started to analyse the
body [45, 72]. Despite the good results shown by these solutions, their experiments
were based on acted expressions performed by actors, which tried to reproduce as
genuine as possible affects. As a matter of fact, a real challenging scenario for an
automatic system is provided by non-acted natural expressions [81, 44], which are
more complex and less separable compared to the acted ones. In the last module,
a solution for basic non-acted emotion recognition based on 3D skeleton and Deep
Neural Networks (DNNs) is provided.
1.1 State of the art
In this Section, the state-of-the-arts of the hand gesture recognition (Sec.1.1.1),
action recognition (Sec.1.1.2) and affect recognition (Sec.1.1.3) fields are presented.
1.1.1 Hand gesture recognition
In the current literature of 3D model-based, hand and body gesture recognition
follows a conventional scheme: the features are acquired from one or more sensors
(such as, Kinect [203, 182, 42], LMC [181, 101]) and machine learning techniques
(e.g., Support Vector Machines (SVMs) [122, 186], Hidden Markov Models (HMMs)
[190, 96], Convolutional Neural Networks (CNNs) [118, 51]) are used to perform a
classification phase. A reference work is reported in [122], where an SVM is used
with Histogram of Oriented Gradients (HOGs) as feature vectors. Wang et al. [186]
and Suryanarayan et al. [170] used an SVM with volumetric shape descriptors. Using
the same classifier, Marin et al. [105] applied a combination of features extracted by
Kinect and LMC sensors. Other interesting solutions are based on HMMs, such as
that proposed in Zun et al. [208], where a robust hand tracking to recognize hand
signed digit gestures is reported.
Different well-known techniques are extended and customized to reach increasingly
better results. An example is shown in [77], where a semi-Markov conditional model
to perform finger-spelling gesture recognition on video sequences is presented. The
Hidden Conditional Random Field (HCRF) method, proposed in Wang et al. [190],
is instead used to recognize different human gestures. Lu et al. [101] use an extension
of the HCRF to recognize dynamic hand gestures driven by depth data. Regarding
the hand pose estimation, the solution proposed in Li et al. [96] shows excellent
results by applying a Randomized Decision Tree (RDT).
Another common solution is based on the use of Dynamic Time Warping (DTW).
Although DTW does not belong to the class of machine learning techniques, it is
often used in time series classification. In Vikram et al. [181], a DTW to support a
handwriting recognition process based on the trajectory of the fingers extracted by a
LMC is presented. In [152], the DTW with a novel error metric to match patterns,
combined with a statistical classifier, is used to perform a tool to aid the study of
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basic music conducting gestures. In Sohn et al. [161], a pattern matching method
by the combination of a DTW and a simple K-Nearest Neighbor (K-NN) classifier is
used.
Recently, the great performance of the deep neural networks has motivated the
use of the CNNs in different application domains, including the gesture recognition.
For example, in [118], a multimodal convolutional neural network for classification
of dynamic poses of varying duration is presented, taking in input the audio stream,
both the video and depth stream of each hand, and the articulated pose information
extracted from depth maps of the upper part of the body. In [195], a Hidden Markov
Model (HMM) is proposed for simultaneous gesture segmentation and recognition
using multimodal input, where a Gaussian-Bernouilli Deep Belief Network (DBN) is
used to handle skeletal dynamics, and a 3D Convolutional Neural Network (3DCNN)
is implemented to manage and fuse batches of depth and RGB images. While, in
[34], a VGG11 network [171] is used to classify 3D dynamic hand gesture, proposing
a new dataset, composed by sequences of hand skeletal data in addition to the depth,
to train this network. Moreover, some recent works, such as [115], have shown how
the LSTMs are potentially more effective than CNNs in recognizing gestures.
1.1.2 Action recognition
In the last decade, action recognition has been extensively studied [133, 33, 124].
These studies have led to the development of a large variety of different approaches,
which can be commonly classified as descriptive, syntactic, or statistical.
The first class includes those approaches that represent actions by composing
logical, spatial, or temporal relationships. A key work is reported in [17], where the
authors describe videos by using spatio-temporal graphs in which nodes correspond
to multi-scale video segments, while arcs define their hierarchical, spatial, and
temporal connections. In a more recent work [95], the authors define occurring
relationships among acts composing an activity by extracting a sequential scheme.
On the latter, a set of concurrent contextual actions and information is coded by
a sequence of symbols. Approaches of the second class define a set of rules and
predicates for each application domain. Actions are represented by means of entities,
which are described by types, attributes, functions, and relationships. A typical
example is reported in [35], where a set of rules is defined to estimate several complex
actions. In particular, the authors initially use a modelling approach to provide
a preliminary classification of the observed action. Afterwards, a common-sense
reasoning algorithm is adopted to analyse and correct the initial estimation. In [174],
the authors use a common-sense domain knowledge algorithm based on first-order
logic production rules. These are used in combination with a relaxed deduction
algorithm to construct a Markov Logic Network (MLN), which is used to perform
probabilistic inference for input queries on events of interest. In [127], to deduce
the objectives of a set of subjects in a video, plausible actions are predicted by
an algorithm based on a Stochastic Context-Sensitive Grammar (SCSG). By the
grammar, hierarchical compositions of events and temporal relations of sub-events
are defined. The alphabets of the SCSG describe actions which are defined by the
poses of subjects and their interactions with objects in the scene.
The approaches considered above, although effective, can have different drawbacks
1.1 State of the art 7
[133, 124, 132, 112]. First, the distinction of fine actions cannot be easily handled.
Second, the modelling of actions, especially by graphs and grammars, can be quite
inconvenient. Finally, in the classification of very long actions various interpretation
errors can occur. To overcome the just reported limitations, and thanks to recent
advances in computational capability, last few years have seen an increasing diffusion
of methods based on the third class. The latter enable the definition of actions by a
set of states and support probabilistic models to easily describe the key dependences.
Relevant works, in this class, are based on Dynamic Bayesian Networks (DBNs). In
[89], the authors use a DBN, an object-oriented action hierarchy, and an approximate
Viterbi-like algorithm, to recognize complex long-term activities. In [191], instead,
the authors describe a Probabilistic Graphical Model (PGM) to incorporate a scene,
an event object interaction, and an event temporal context into DBNs for the
recognition of different events, including actions. Recently, other kinds of solutions
are increasingly proposed. In [135], for example, a method to learn 4-D spatio-
temporal features from body joint coordinate data by using L0 norm constrained
dictionary learning and sparse coding is proposed. In [176], the authors propose a
Multi-label Hierarchical Dirichlet Process (ML-HDP) to recognize human actions
modelling complex activities and motion units, simultaneously. The hierarchical
Bayesian non-parametric model, combining the Improved Dense Trajectories (iDT)
with Motion Boundary Histogram (MBH) descriptor, formulates the co-occurrence
relationship of actions and motion units, therefore highly accurate recognition can
be achieved. To achieve great performance for 3D human action recognition, in [64],
an approach based on manifold analysis and deep network structure with rotation
mapping layers is proposed. As an alternative, methods based on Probabilistic Petri
Nets (PPNs) and Convolutional Neural Networks (CNNs) are also used. In [88], a
Particle Filter Petri Net (PFPN) is used to combine uncertain event observations,
thus determining the likelihood that a particular activity can occur in a video. In
[98], the authors propose an original video representation, named VLAD for Deep
Dynamics (VLAD3), based on deep CNN features, for recognizing complex activities
that share sub-actions. Relying on the idea that human poses are helpful for human
action recognition, in [103], the authors introduce a multitask CNN to estimate
human poses and predict human actions, simultaneously. In [183], to address action
recognition in multi-view videos, a dividing and aggregating multi-branch CNN
is proposed. The lower CNN layers, shared by all views, are used to learn view-
independent features, whereas one CNN per view is used to learn view-specific
features. A message passing mechanism, based on Conditional Random Fields
(CRFs), is used to integrate the different view-specific representations in order to
generate more refined features. Finally, a fusion module combines the prediction
results from all the view-specific classifiers. In [93], instead, to overcome the view
dependence, distances between pair-wise skeleton joints in both the three orthogonal
2D planes and the 3D space are calculated. The authors encode those pair-wise
distances into color texture images, referred as Joint Distance Maps (JDM), then
they use CNNs to learn the discriminative features for human action and interaction
recognition. In [179], contrary to other methods that leverage from a few video
frames, a long-term 3D convolution framework is proposed. The authors introduce
long-term temporal convolutions (LTC) 3D-CNNs, integrating longer 3D max pooling,
to model a large number of frames, thus capturing the action representation at
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its full temporal scale. They demonstrate an advantage over the use of 16 video
frames. However, in [188], to handle long action videos (i.e., long-range temporal
information) Temporal Segment Networks (TSN) have been introduced. The action
video sequence is divided into segments from each of which snippets are randomly
sampled using a sparse temporal sampling strategy. A consensus of CNNs on different
snippets is used to combine the preliminary prediction of each snippet. In [200],
instead, the authors introduce an Attention-based Temporal Weighted CNN (ATW)
to select best clips of a video for action recognition. Differently, in [128], the authors
encode 3D skeletal data into a sequence of RGB images. Then, the obtained motion
images are given as input to ResNets to recognize the human actions. With the
aim to avoid the time-consuming optical flows calculation and speed up the human
action recognition for real-time applications, in [202], a two-stream CNN based on
motion vectors (MVs) is proposed. However, directly training CNN from MVs results
in degrading performance due to noise and lack of fine details in MVs. To solve
the problem, based on the intuition that optical flows and motion vectors inherit
similar structures, the authors transferred knowledge from the optical flows domain
to the motion vectors one, obtaining a very fast approach which meet the real-time
requirement. Among statistical approaches, those based on RNNs and, especially,
on LSTM models are recently gaining great attention [65, 99, 94, 7]. The reason is
that RNNs are suitable for the management of long video sequences. Moreover, they
provide a high level of abstraction, thus allowing a detailed description of events,
including actions. A pioneering work, in this direction, is reported in [65], where
the authors propose a two-stage deep temporal model for group activity recognition
based on two LSTM models. The first designed to represent action dynamics of
individual people, the second designed to aggregate person-level information for
whole activity understanding. In [94], the authors propose a method capable of
locating the attended spatial areas and selective video segments for action recognition.
They used CNNs to model spatial information and LSTM networks to identify the
most temporally indicative video segments. Recently, several solutions have proposed
to manage human skeleton as if they are graphs [197, 157]; obtaining excellent results
in different action recognition challenges based on 3D skeletal data. For example, in
[157], the skeleton data is considered ad a directed acyclic graph (DAG), based on
the kinematic dependency between the joints and bones in the natural human body.
1.1.3 Affect recognition
The most accurate affect recognition systems are based on electroencephalography
[163, 150]. Although these systems achieve excellent results, they are limited by the
use of dedicated sensors that require a controlled environment. The computer vision
applications, on the other hand, are more suitable to work in real and uncontrolled
scenarios, thanks to the use of more versatile sensors, such as RGB, RGB-D, or
thermal cameras. Most of the vision based methods involve emotion recognition
by the analysis of facial expressions [29, 66, 106]. This is due to the presence of a
great deal of labelled data in the state-of-the-art, organized in datasets, such as in
[114]. Although the face is one of the most discriminative ways to identify people’s
emotions, it is not always possible to capture facial expressions in large and crowded
environments. This aspect motivated researchers to try other solutions, including
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body analysis. Thanks to several studies [108, 178, 87], data concerning the body,
correctly labelled with emotions, are beginning to appear. This is also a consequence
of the evolution of sensors and feature extraction techniques, which allow to obtain
increasingly higher performance in the estimation of body data. Thus, in the last
years, different methods for body affect recognition [80, 119, 73] were developed. In
the current literature, approaches are typically divided into two main categories:
body posture-based methods (i.e., focusing on key poses), and body movement-based
methods (i.e., exploiting the analysis of movements).
Body posture-based methods
This type of approach, given a sequence of frames, analyses a key body pose contained
in a single frame. A valid example is reported in [30], where the correlation between
six emotions and body postures is analysed by using anatomical features extracted
from computer-generated mannequins. In [72], several basic machine learning
techniques, such as logistic regression, naive Bayes, and decision tree classifier,
were used to analyse the data acquired by the VICON system. A key work was
proposed in [82], where a Mixture Discriminant Analysis (MDA) and an unsupervised
Expectation Maximization (EM) model were used to build separate cultural models
for affective posture recognition. Postures can communicate both discrete emotion
categories and affective dimensions, as shown in [79], by using body models derived by
analysing several postural configuration features. In [71], a method based on Gaussian
process classification and Bayesian inference, to detect the level of frustration of
students in an Intelligent Tutoring System, is proposed. This solution uses facial and
postural features, where the former is obtained by RGB cameras, while the latter
is derived from a pressure-sensitive chair. The method proposed in [49], extracts
body poses from a depth video corpus of computer-mediated human-human tutoring.
The authors discovered that the identified postural patterns are associated with
frustration, focused attention, decreased involvement, and disengagement affective
states. Finally, one of the main works that focuses on the recognition of non-acted
body emotions is presented in [81], where a benchmark dataset, concerning non-acted
affects extrapolated from people playing with the Nintendo Wii console, is presented.
Using key body postures and an MLP network, the authors manage to get results
which are close to the base rate obtained by human observers.
Body movement-based methods
This type of approach processes human body movements by analysing all the frames
of a sequence. In [131], the authors use a linear model based on cues combination
to examine facial expressions and body movements, so that an affect impression
can be produced. In [45], a small set of visual features extracted from two video
cameras, and an unsupervised learning method based on clustering techniques, are
used as a framework to analyse affective behaviour. While these presented works
show good results on acted data, they still do not address the more difficult non-
acted scenario. The authors of [44], using the dataset proposed in [81], present an
interesting collection of meta-features, based on body movements, to train a Support
Vector Machine (SVM). Focusing on the field of Human–computer interaction (HCI),
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in [149], a measure of the aesthetic experience of people playing Nintendo sport video-
games, is proposed. The authors perform this task using a method to automatically
recognize emotional expressions conveyed by body movements. Finally, in [54], the
proposed method focuses on recognizing natural laughters from fake ones. Achieved
by analysing natural laughter categorisations patterns, animated on a minimal avatar
generated from both natural and acted motion-capture data.
1.2 Contributions and outline
This section reports in brief the contribution of this thesis work with respect to the
state-of-the-art. Concerning the hand gesture recognition, our framework presents
the following contributions:
• the selection of a simple set of features, based on the joint angles, that are
highly discriminative for the recognition of any type of hand gesture, especially
for sign language and semaphoric hand gestures;
• the creation, by the LMC, of a large dataset to support the comparison of sign
language recognizers based on the hand skeleton model. Notice that, the LMC
guarantees a high precision in the estimation of the joint positions [192];
• the capability of analysing and recognizing a large number of hand gestures in
two main areas of interest like sign language and semaphoric hand gestures.
Notice that, the study of static and dynamic hand gestures of the ASL provides
a prerequisite for achieving wider recognition systems for the sign language;
• for the first time in hand gesture recognition field, the use of stacked LSTMs
is explored in depth. Furthermore, even more important, an accuracy of over
96% on the created sign language based dataset and a comparison on the
SHREC dataset that outperforms in accuracy competing approaches of the
current literature, are reported.
While, The key contributions of the proposed action recognition module can be
summarized as follows:
• An alternative approach based on 2D skeletons extracted from RGB videos
to detect and track multiple people performing long dynamic actions even in
uncontrolled and crowded outdoor environments;
• An original pipeline, based on two-branch stacked LSTM-RNNs and lightweight
features derived by 2D skeleton joints, to parallelize the framework performance
and manage partial body occlusions;
• Management of the lack of sufficient data (on three datasets), in training
phase, by the creation of real-looking video sequences generated by means of a
C-RNN-GAN;
• Comparative experiments on two benchmarks showing that the proposed
method outperforms the current state-of-the-art. Other tests, on a total
of eight datasets, showing its robustness in managing incorrect 2D skeleton
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extraction, perspective changes, partial body occlusions, and comparability
with 3D skeleton based approaches.
To conclude, the main contributions of the last module, in relation to the current
literature for natural non-acted affect recognition, can be summarized in three key
points:
• the proposal of an original combination of local and global temporal features to
describe body movements both at a low level, examining a given time instant
(local) as well as at a high level, considering the whole analysed time window
(global);
• the analysis of body movements in relation to time as a consequence of temporal
local features, therefore allowing a dynamic posture examination instead of a
static one;
• the introduction of deep learning, to handle body affect recognition, by lever-
aging a custom architecture based on merging LSTM and MLP networks to
correctly manage the proposed features.
It can be noted that all the modules don not care about the device used to
acquire the input, but they only offer processing methods. The rest of this thesis
is structured as follows. In the Chapter 2, basic concepts and the most common
algorithms used in Deep Learning are presented, giving particular notice to advanced
architectures such as the RNN. The Chapter 3 presents the proposed framework,
describing in detail the pipeline of each module. In Chapter 4, test and evaluation,
performed on all the framework modules, are discussed. Finally, the Chapter 5
concludes this thesis, exposing what are the thoughts about this work and how the
system can be improved in the future.
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Chapter 2
Deep Neural Networks
This chapter is structured as follow. In Section 2.1, the main definition and the
aim of machine learning and ANNs are introduced. In Section 2.2, base concepts
underlying ANNs are presented. In Section 2.3, the most famous ANN architectures,
typically used in deep learning applications, are described in detail. In Section 2.4,
the different type of features analysed in the proposed framework are explained.
Finally, in Section 2.4, a summary of the treated topics is reported.
2.1 Introduction
Machine Learning (ML) [13] is the scientific branch focused on the study of algorithms
and statistical models that computer systems use to learn and act like humans do.
Their learning improves over time in autonomous way, by feeding them data and
information derived from observations and real-world interactions. Over the years,
ML has been employed in numerous application domains, such as: spam filters [117],
search engines [107], text categorization [154], and artificial vision [145, 15].
A remarkable class of ML methods is the family of ANNs, strongly inspired by a
simplification of the biological neural networks that constitute animal brains. An
ANN is based on a collection of connected units, also known as artificial neurons,
where each connection, like the synapses in a biological brain, transmit a signal to
other neurons. The artificial neuron process the input signal and then propagates
the output to other neurons connected to it.
In this PhD thesis, the methodologies presented belong to the branch of DNNs [46],
a typology of ANN algorithms that uses multiple layers of neurons to progressively
compute higher level features from the input data. This branch is often also referred
to as Deep Learning (DL). In the last years, DNN models have improved the state-
of-the-art results of many domains, ranging from speech recognition [59] to object
detection [141].
2.2 Neural network basic concepts
In this section, the common learning paradigms used in ML and basic concepts of
the ANNs are presented.
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2.2.1 Learning Paradigm
The neural networks require a training phase base on sample data, in order to update
their weight and derive the correct predictions for each input. Three main learning
paradigms are used to describe the different typology of training that a network (or
any ML method) can employ, as reported to follow:
• Supervised Learning: this learning paradigm is usually used when a large
and well defined dataset is available for a given task. The algorithms based on
supervise learning take as input an input-label pairs for each data samples,
where the label describes the correct expected output. In this way, the network
tries to create a good world model representation relative to the given task.
Typically the field experts generate a dataset to be used at training time. To
follow, a validation step is used to determine the model abstraction ability. In
case the results are not satisfactory, the network architecture parameters (e.g.,
the learning rate) can be modified in order to improve the performances.
• Unsupervised Learning: in this learning paradigm the input is neither
classified nor labelled. Consequently, the algorithms have to manage the
data without guidance. Objective for this learning paradigm, is to find and
understand common characteristics among the provided samples in order to
aggregate them in the right way and provide the correct output. The required
steps for this paradigm are typically composed of: a dataset generation phase
used to generate the sample data, a model inference via information clustering
of the sample data, and, finally, a validation phase to check the quality of the
selected clustering. Once the training phase is completed, the network can be
used to classify new unseen data. This paradigm is a good choice when there
is no way to manually label a meaningful quantity of samples to apply the
Supervised Learning paradigm.
• Semi-Supervised Learning: this last learning paradigm try to merge same
concept of both Supervised and Unsupervised learning paradigms. The Semi-
Supervised Learning paradigm performs the training using typically a small
amount of labelled data and a large amount of unlabelled data, the latter used
as additional support information. This paradigm is useful when there are
not enough labelled data to produce an accurate model and the resources are
insufficient to get more, so the semi-supervised techniques can be applied to
increase the size of your training data.
2.2.2 Perceptron
The perceptron model is a simple architecture, based on human brain neurons [144],
and it can be used to recognize and classify patterns. A real neuron, as shown in
Fig.2.1, is mainly composed by four main components, namely the dendrites, soma,
axon, and synapses, which allow to receive, elaborate and transmit, electrical signals.
The latter are received via the dendrites and soma, and, then, they are sent out
down the axon. The synapse is the structure that permits to connect an axon and
other neuron dendrites. Neurons are electrically excitable and, if there is a large
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Figure 2.1. Human neuron diagram.
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Figure 2.2. Perceptron architecture.
enough amount of voltage changes over a short time interval, it can generates an
all-or-nothing electrochemical pulse. This potential travels rapidly along the axon,
and activates synaptic connections as it reaches them. The voltage that reaches the
soma can be reduced or increased, based on the type of synaptic signal, which can
be, respectively, inhibitory or excitatory.
The perceptron model is a feed-forward neuron, which means that the data flow is
unidirectional from input to output. A generic j-th perceptron j can receive multiple
inputs which are multiplied by weights and then summed together (i.e., weighted
sum), in accordance with the following equation:
oj = ωj0 +
n∑
i=1
ωjixi (2.1)
where, xi represents the i-th input, wji is the weight associated to the i-th input
and wj0 is the bias for this j-th unit. The bias as the shifting parameter that makes
it possible to move or “translate” the activation function left or right on the graph.
As shown in Fig.2.2, the perceptron output oj is then used in conjunction with
an activation function, generating the final output yj . Sigmoid, Tanh or binary
functions are some of the most common activation functions used by the perceptron.
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Output layer ∈ ℝ4
Figure 2.3. Example of Multi-layer perceptron composed by 8 input nodes, 9 nodes in
both hidden layers, and 4 nodes in the output layer.
2.2.3 Multi-layer perceptron
A perceptron, although it replies well the behaviour of a neuron, cannot handle
non linearly separable inputs. The Multi-Layer Perceptron (MLP) [13] is a network
of perceptrons, called nodes, arranged on multiple layers, designed to handle this
issue. As shown in Fig.2.3, based on their position inside the network, the layers
are divided into three typologies, called input layer, hidden layer and output layer,
respectively. Like the perceptron, the MLP is a “feed-forward” network, where all
units of a layer are connected with those in the next layer via weights, moving the
informations in a unidirectional path from input layer to output. The MLP weights,
usually, are updated during the training phase (i.e., following the supervised learning
paradigm) by using the Back-Propagation (BP) [57] algorithm. The BP uses an
optimization function to chose the best weights for each layer nodes, trying to reduce
the loss, which is a number indicating how the network output is different compared
to the correct result. The loss function can be divided into the following groups:
• The Regression loss functions are used in regression predictive modelling
problem, which involves predicting a real-valued quantity.
• The Binary Classification loss functions are used in predictive modelling
problems, where samples are assigned one of two labels (i.e., binary classifica-
tion).
• The Multi-Class Classification loss functions are used in predictive mod-
elling problems, where samples are assigned one of more than two classes (i.e.,
multi-class classification).
In this PHD thesis, having to deal mainly with multi-class classification problems,
we are focused on Multi-Class Classification Loss Functions. Specifically, we use the
Multi-Class Cross-Entropy Loss, defined by the following equation:
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Figure 2.4. Example of CNN architecture.
Hyˆ(y) = −
N∑
i=1
yˆi log(yi) (2.2)
where N indicates the number of classes, yi is the predicted probability value for
class i and yˆi is the true probability for that class. It should be noted that, in the
case of classification tasks, each node of the output layer is associated with a specific
i-th class. The weight updating of a j-th node in the MLP network can be described
by a general rule, called delta rule. The first step is to compute the weight variation
between k and j, where k represents each node connected in input to j, using the
following equation:
∆wjk = −ηδjxjk (2.3)
where η indicates the learning rate; xjk represents the k-th input of j, where
xjk ≡ yK (i.e., the output of the k-th neuron); and δj is the error. The value δj
depends on the layer to which j belongs, and it is defined as follow:
δj =
{
yj(1− yj)(yˆj − yj), if j is an outout node
yj(1− yj)∑k δkwkjyi, if j is a hidden node. (2.4)
where ∑k δkwkj is the weighted sum of errors obtained by all units connected
to the j-th neuron, and yˆj is the real value of the output node j. Finally, the BT
algorithm updates weights using the following equation:
wkj = wkj + ∆wjk (2.5)
2.3 Neural Network Architectures
In this section, some of the most famous DL architectures are presented and explained
in detail.
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2.3.1 CNN: Convolutional Neural Network
The Convolutional Neural Network (CNN) [91] is a variation of the MLP, inspired by
the animal visual system neurons, which react to specific tiny areas of the visual field,
called receptive fields. Analysing portions of the given sample image, replicating
the animal neuron behaviour, the CNN is able to find discriminative patterns inside
the provided data. In this way, it can perform classification tasks without requiring
human support to extrapolate the features. As in the MLP architecture, the CNN
can be composed of hundreds or even thousands of hidden layers, where each layer
learns different features from the image. Starting from the input, several filters
are applied, obtaining a convoluted output used as input of the next layer. At the
beginning, filters extract basic features (e.g., luminance, edges, etc.), but later, by
varying the training iterations, they start to become more complex, defining each
considered class in a unique way. The main layers, used for learning these complex
features, are mainly three, namely the convolution, ReLU (Rectified Linear Unit),
and pooling layers, respectively. Finally, a classification phase uses the feature
learning output to make a predictions, by using a dense layer in conjunction with a
softmax layer. This architecture can handle different types of inputs, ranging from
texts [78] to sounds [83, 76], not focusing solely on image analysis. An overview of a
CNN architecture is shown in Fig.2.4, while the various mentioned layers are briefly
explained to follow:
• Convolution: this layer applies to the input image a series of convolutional
filters, in order to learn specific features. Each filter (or kernel) slides across
the image and it is used to perform a convolution operation, generating a new
filtered image called feature map. The convolution operation is an element
wise matrix multiplication, where the first term is the image, and the other
one is the kernel. The general expression of a convolution operation is the
follow:
g(x, y) = ω ∗ f(x, y) =
a∑
s=−a
b∑
t=−b
ω(s, t)f(x− s, y − t), (2.6)
where g(x, y) represents the filtered image, f(x, y) is the input image and ω is
the kernel, where −a ≤ s ≤ a and −b ≤ t ≤ b represent the local neighbours
of the pixel. The number of pixels by which the kernel slides across the image
is known by the term stride. Based on the filters used in the convolutions,
different operations can be performed on the image, such as edge detection,
sharpening, and blurring. The output of this layer is represented by all feature
maps obtained by convolutional filters. An example of convolution operation
is shown in Fig.2.5
• ReLU: this layer computes the activation values from each feature map entries,
and it enables a faster and improved learning phase. In fact, with respect
to the more common non-linear activation functions, like sigmoid functions
(or logistic) and hyperbolic tangent, the ReLu function is able to accelerate
the convergence of stochastic gradient descent [84]. Moreover, ReLU allows a
network to easily obtain sparse representations.
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Figure 2.5. Example of convolution operation with stride=1, where the orange matrix
represents the input image, the green one is the kernel and the yellow matrix is the
output feature map.
Figure 2.6. Example of 2× 2 max pooling downsampling on a 4× 4 matrix.
• Pooling: this layer is used to reduce the number of network parameters,
by applying a non-linear downsampling on the feature maps. An example
of pooling filter is given by the max-pooling, where the maximum value is
computed for each patch of the feature map (Fig. 2.6).
• Dense: it is a fully connected layer, where each neuron receives input from
all the neurons in the previous layer (i.e. densely connected). This layer gives
as output a vector with dimension K, where K is the number of considered
classes, which contains the analysis of high-level features generated by the
previous layers.
• Softmax: this layer gives the final classification output. The softmax function
[46] takes as input a vector of dimension K and normalizes it into a probability
distribution. The class with the highest probability represents the prediction
for the input image.
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Figure 2.7. Example of folded (on th left) and unfolded (on the right) RNN unit diagrams.
2.3.2 RNN: Recurrent Neural Network
The most common neural network architectures can not correlate information through
time. For example, in the classification of events in various points of a film, it is
unclear how a MLP could use its reasoning about previous events in the video
sequence to inform later ones. The Recurrent Neural Network (RNN) [51] was
proposed to resolve this issue, using an internal loops that allow information to
persist as a sort of memory.
The RNN architecture presents a network unit A that analyses, at a generic
time step t, its xt input, and generates the ht output. In addition, the unit A passes
information from one time-step to the next one, generating a loop, as shown in
Fig.2.7. As can be seen further in Fig.2.7, the RNN can be represented like a chain
of units, where each unit conveys information to its successor.
Formally, taken x1, . . . , xt ∈ Rn as inputs, the network computes h1, . . . , ht ∈ Rm
outputs, according to the following equation:
ht = σ(Wxhxt +Whhht−1 + bh) (2.7)
where ht represents the state at time t for an hidden neuron; σ indicates the
sigmoid activation function (e.g. tanh function); Wxh is a weight matrix used in
the connection between the input and hidden layers; Whh is a weight matrix among
recursive connections in a layer; Why denotes a weight matrix among the hidden
and output layers, while the bh vector is the bias.
2.3.3 LSTM: Long-Short Term Memory Network
Several factors, such as the error blowing up problem [151] and the vanishing
gradient [50], do not allow the use of common activation functions (e.g., tanh or
sigmoid) to suitably train a network composed by RNNs using long data sequences.
The Long-Short Term Memory (LSTM) architecture, unlike RNNs, was designed to
leverage long-term dependencies and is able to retain information (called cell state)
over long periods of time, by using dedicated gates inside the single units. The
difference between the LSTM and RNN architectures can be seen in Fig.2.8. Then,
the major innovation of LSTM consists in conveying the cell state directly to the
next unit via linear operations, as shown in Fig.2.9a, choosing which information to
keep or remove through the dedicated gates.
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Figure 2.8. Comparison between RNN and LSTM units.
The Forget Gate decides whether information, from the input xt and the previous
hidden state ht−1, has to be kept in the cell state. A sigmoid function σ is applied
to xt and ht, providing either 0 or 1 as an output. Whenever a 1 is returned, the
information is kept in the state cell, otherwise it is forgotten. An overview of the
LSTM forget gate elements is shown in Fig.2.9b. Formally, activation vector equation
of the forget gate can be defined as follows:
ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (2.8)
where hf and Whf are the forget gate hidden state vector and its linked weight
matrix, respectively. The term Wxf encodes the weights of forget gate, the matrix
Wcf indicates the diagonal weights for peep-hole connections between the cell state
vector ct−1 and the forget gate, while bf denotes the forget bias vector.
The Input Gate decides what information can be stored inside the cell state.
Two different path are implemented for this purpose, where the first one applies a
sigmoid function to decide what has to be updated, while the second one uses a
tanh function to create a vector containing the new candidate values for the new
state. The outputs of these two paths are then multiplied and combined with the
previous state ct−1 and the vector ft obtained by the forget gate. An overview of
the input gate paths is shown in 2.10a. Formally, activation vector equations of the
input gate and the cell can be defined as follows:
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Figure 2.9. The LSTM cell-state transferral pathway (a), and the forget gate (b).
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Figure 2.10. The LSTM input (a) and ouput (b) gates.
it = σ(Wxixt +Whiht−1 +Wcict−1 + bi) (2.9)
ct = ft  ct−1 + it  tanh(Wxcxt +Whcht−1 + bc (2.10)
where i, and c denote input gate and cell activation vectors. The terms hω and
Whω (with ω ∈ {i, c}) indicate the hidden state vector and their linked weight matrix,
respectively. The terms Wxi and Wxc encode the weights of input gate and cell.
The matrix Wci indicates the diagonal weights for peep-hole connection between
the cell state vector ct−1 and the input gate, while bi and bc denotes the input gate
and cell bias vectors, respectively. The  operation denotes the element-wise product.
The Output Gate: this gate is used to decide the unit output, and is based on a
filtered version of the updated cell state. A sigmoid function is used to decide what
components of the cell state have to be output, while a tanh function is applied to
the updated cell state to normalize the values between [−1, 1]. The two outputs are
then multiplied and only the chosen parts will result as an output for a given unit.
The gate pathway is shown in Fig. 2.10b. Formally, activation vector equation of
the output gate can be defined as follows:
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ot = σ(Wxoxt +Whoht−1 +Wcoct−1 + bo) (2.11)
where ho and Who are the output gate hidden state vector and its linked weight
matrix, respectively. The term Wxo encodes the weights of output gate, the matrix
Wco indicates the diagonal weights for peep-hole connection between the cell state
vector ct and the output gate, while bo denotes the output bias vector.
Finally, the LSTM unit output at time t, represented by the hidden state ht, can
be expressed as follows:
ht = ot  tanh(ct) (2.12)
2.4 Conclusions
In this chapter, several ANN concepts were presented, starting from a brief intro-
duction of ML and DL, up to the most common DNN architectures. Since the data
processed in this thesis are organized as sequences, the LSTM-based architectures are
the most suitable to be used in the implementation of the proposed modules. Despite
this aspect, the MLPs and CNNs can be used to manage other supplementary data,
calculated such as the information acquired from the surrounding environment, or
global features computed over the entire sequence.
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Proposed Framework
This chapter is structured as follows. In Section 3.1, the architecture of the proposed
framework and its modules at a high level are introduced. In Section 3.2, the features
and the proposed method used for the recognition of hand gestures are described in
detail. In Section 3.3, the architecture implemented for human action analysis is
explained. In Section 3.4, the solution adopted to classify non-acted emotions by
using body movements is presented. Finally, in Section 3.5, considerations on the
framework modules are summarized.
Hand Gesture
Recognition
Non-Acted Body
Affect Recognition
2D Skeleton
Action 
Recognition
Figure 3.1. The overall architecture of the proposed framework.
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3.1 Overall architecture overview
As shown in Fig.3.1, the proposed framework is divided mainly into three modules:
hand gesture recognition, 2D Skeleton Action Recognition and Non-Acted Body
Affect Recognition; the first two are regards the processing of body information
expressed voluntarily, while the latter is used for the analysis of involuntary body
information. The hand gesture and the non-acted body recognition modules work
on 3D skeleton joints obtained by depth sensors, instead, the 2D Skeleton Action
Recognition module is the only one that works on RGB video sequences, from
which 2D skeletal data are extrapolated. In this framework, all the modules are
focused solely on input data processing, abstracting from the acquisition sensors and
methods.
3.2 Hand gesture recognition module
In this Section, the proposed hand gesture recognition method is described. The
designed pipeline (Section 3.2.1) is composed of two main stages. In the first one,
the features are extracted from a 3D hand skeletal data sequence (Section 3.2.2), and
then sampled (Section 3.2.3). Finally, in the second one, the hand gesture features
are classified by means of a trained network model, based on stacked LSTM units
(Sections 3.2.4 and 3.2.5).
3.2.1 Architecture overview
In Fig. 3.2, the whole logical architecture of the proposed method is shown. Let
us consider, each hand gesture acquired by a user is represented by a set X =
{x0,x1, ...,xT−1} of feature vectors, where T indicates the maximum number of
time instants, inside a time interval Θ, in which the features are extracted by
a LMC. Notice that, a LMC is chosen as reference device for the acquisitions
because it is optimized for the hands and the obtained skeleton model provides very
accurate dynamic information about finger bones [192]. The N -stacked LSTMs are
applied to model these sequences of data, where a time series of feature vectors
(one vector for each time instant) is converted into a series of hidden vectors
H = {hN−1,0,hN−1,1, ...,hN−1,T−1}. To follow, the last of these hidden vectors
hT−1 is mapped by a dense layer to an output vector y, which indicates the class
probability of the gesture carried out at time t, with 0 ≤ t ≤ T − 1. Finally, the
classification of the gestures is performed by a softmax layer [18] using K = |C|
classes, where C is the set of the considered gesture classes.
3.2.2 Feature Extraction
Each gesture can be considered as the composition of different poses, where each
pose is characterized by particular angles. Such a concept has already been applied
in several works, using the angles formed by the body joints to recognize human
actions [120, 121, 23]. So, each feature vector xt ∈ X, with 0 ≤ t ≤ T − 1, is mainly
composed by (Fig. 3.3):
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Figure 3.2. Logical architecture of the proposed method. The training phase is performed
by N-stacked LSTMs. Given a sequence of input vectors, the N-stacked LSTMs return an
output vector for each time instant t, with 0 ≤ t ≤ T − 1, that contains the probabilities
for each class. K and T are the different classes of the hand gestures and the maximum
number of time instants in which a gesture is acquired, respectively.
• the internal angles ω1, ω2, ω3, and ω4 of the joints between distal phalanges
and intermediate phalanges. The internal angle ω0, considered for the thumb,
is computed between distal phalanx and proximal phalanx;
• the internal angles β1, β2, β3, and β4 of the joints between intermediate
phalanges and proximal phalanges. The internal angle β0, considered for the
thumb, is computed between proximal phalanx and metacarpal.
Each finger can be seen as a set of segments, where CD is the distal phalanx,
BC is the intermediate phalanx (with the exception of the thumb, where BC is
the proximal phalanx), and AB is the proximal phalanx (with the exception of the
thumb, where AB is the metacarpal). The angles are calculated as follows:
ωj = arccos
(
BC · CD
|BC||CD|
)
(3.1)
βj = arccos
(
AB ·BC
|AB||BC|
)
(3.2)
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Figure 3.3. The features extracted from the hand: joint angles and fingertip positions.
The yellow points indicate the fingertip positions on which the 3D displacements are
computed. The red points indicate the joints on which the angles are computed.
where, j = 0, .., 4. Since the information provided by the angles is not sufficient to
manage all types of existing hand gestures, especially dynamic gestures that perform
movements in 3D space, additional information is used by considering the following
features:
• 3D displacements u5, v5, z5 of the position of the central point Ph of the palm
of the hand. These features are considered to manage hand translation on the
3D space;
• 3D displacements ul, vl, zl of the fingertip positions, with l = 0, .., 4. These
features are considered to manage hand rotation in 3D space;
• the intra-finger angles γ1, γ2, and γ3, i.e., the angles between two consecutive
fingers, where the fingers considered are: the pointer finger, the middle finger,
the ring finger, and the pink finger. These features are used to handle special
cases of static gestures that differ from each other only in intra-finger angles,
as shown in Fig. 3.4.
All the reported features are independent by the reference. Thus, the input vector
assigned to the first layer of the N-Stacked LSTMs, at time t, is:
xt = {ω0, ..., ω4, β0, ..., β4, u0, v0, z0, ..., u5, v5, z5, γ1, γ2, γ3} (3.3)
3.2.3 Sampling Process
Since each person can perform the same gesture with different speeds, and since the
proposed method requires that all the videos that must be analysed are composed
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Figure 3.4. Example of gestures differentiated by the intra-finger angles γ1, γ2, and γ3.
by the same number T of samples, a sampling process to select the most significant
feature values within the entire time interval Θ of the hand gesture sequences was
implemented. This means that data are acquired only in the most significant T time
instants, where a time instant t ∈ Θ is defined as significant when the joint angles
and the hand central point position Ph vary substantially between t and t+ 1 (as
explained below).
Let fωi(t), fβi(t), and fγj (t), with 0 ≤ i ≤ 4 and 1 ≤ j ≤ 3, be the functions
that represent the value of ωi, βi, and γj angles at time t. In addition, let fφ(t) be
the function that represents the value of φ (i.e., the displacement of the centre of
the hand Ph with respect to the previous position at time t− 1) at time t. Then,
for each function fg(t), with g ∈ G and G = {ωi, βi, γj , φ}, the Savitzky-Golay
filter [148] is applied. The Savitzky-Golay filter is a digital filter able to smooth
a set of digital data in order to increase the signal-to-noise ratio without greatly
distorting the signal. Now, the significant variations on the considered features
are identified through the relative maximum and minimum of each fg(t). All the
time instants t, associated with at least one relative minimum or relative maximum
of a feature g, are used to create a new set Θ∗, which represents a set of possible
important time instants to be sampled. In Fig. 3.5, an example of this sampling
phase is shown, where the behaviour of the function fω1(t) (i.e., the angle of the
distal phalanx of the index finger) for an instance of the gesture “milk” is considered.
By applying the Savitzky-Golay filter, the signal shown in Fig. 3.5, that is affected by
a certain amount of noise due to the acquisition device or tremors of the hand, can
be suitably cleaned. Then, the maximum and minimum relative points are identified
and sampled. In the example, only the procedure for the feature ω1 is shown, but
this step is performed for each feature g ∈ G. Now, depending on the cardinality of
the set of the sampled time instants, the following cases must be considered:
• if |Θ∗| < T , then the remaining (|Θ∗| − T ) time instants to be sampled are
randomly selected in Θ;
• if |Θ∗| > T , then, only some significant time instants are sampled for each g
feature. Let Θg be the set of the samples in Θ∗ obtained from the relative
maximum and minimum of the feature g (Θg ⊆ Θ∗), we need to know the
number of time instants Tg that can be sampled for each g such that
∑
g∈G Tg =
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Savitzky-Golay Filter
Figure 3.5. Sampling example for the feature ω1 on the “milk” gesture.
T . Each Tg is obtained thought the following proportion |Θg| : |Θ∗| = Tg : T .
Then, from each Θg set, we randomly take Tg samples.
After the sampling step, each acquisition instance is composed by a sequence
{x0, .., xT−1} of feature vectors. The proposed sampling procedure is dynamically
based on the value of the features.
3.2.4 N-Stacked LSTMs
Although an LSTM allows to manage the problem of the vanishing gradient, the
input time series often have a temporal hierarchy, with information that is spread
out over multiple time scales which can not be adequately recognized by single
LSTM layer. For this reason, stacked LSTMs were adapted in this method. In fact,
by constructing recurring networks formed over multiple layers, a higher abstraction
on the input data is reached [58]. Increased input abstraction does not always
3.2 Hand gesture recognition module 31
bring benefits, because the effectiveness of these networks depends on both task and
analysed input.
In several works, such as [51, 147, 41], it was observed empirically that stacked
LSTMs work better than shallower ones on speech recognition. The audio signals,
analysed for example in speech-to-text task, can be elaborated on more abstractions
ranging from the entire pronounced phrase to the syllables of each word. Moreover,
each abstraction can be captured in different time scales within the considered period.
Like in the case of audio sequences analysed in the speech recognition problem, hand
gestures can be examined over multiple time scales. In fact, each gesture can be
considered as composed by many small movements and sub-gestures of the hand
and, as observed, this type of data processing is particularly suitable for this kind of
network.
Based on these considerations, the LSTM stack-based solution was experimented
and then compared to the performance of a single-level network. For each time
instant t = 0, . . . , T − 1, the activation functions for an LSTM unit at the l-th stack
layer are the following:
il,t = σ(Wxixt +Whihl,t−1 +Wcicl,t−1 + bi) (3.4)
fl,t = σ(Wxfxt +Whfhl,t−1 +Wcfcl,t−1 + bf ) (3.5)
cl,t = ft  ct−1 + il,t  tanh(Wxcxt +Whchl,t−1 + bc) (3.6)
ol,t = σ(Wxoxt +Whohl,t−1 +Wcocl,t−1 + bo) (3.7)
hl,t = ol,t  tanh(cl,t) (3.8)
where i, f , c, and o denote input gate, forget gate, output gate, and cell acti-
vation vectors, respectively. Moreover, hω vectors model the hidden states (with
ω ∈ {i, f ,o, c}) and Whω terms indicate their linked weight matrices. Matrices Wxi,
Wxf , Wxo, and Wxc encode the weights of input gate, forget gate, output gate, and
cell; while Wci, Wcf , and Wco are the diagonal weights for peep-hole connections.
Finally, bi, bf , bc, and bo denote input, forget, cell, and output bias vectors, respec-
tively. Function σ is the logistic sigmoid and  denotes the element-wise product.
The output of whole stacked LSTMs, at time t, is represented by the hN−1,T−1
vector.
Afterwards, a dense layer using a ReLU activation function is applied, thus
connecting each entry value in hN−1,T−1 to an entry of the output vector y via a
weight. This layer is used to map the vector hN−1,T−1 to a number of output nodes
equal to the size of the set of hand gestures to be recognized.
The output y defines a probability distribution over the K possible gesture
classes, where yk (i.e., the kth element of y) is the estimated probability of a specific
class Ck at time t for the acquired gesture X. Finally, all results y are collected and
normalized into the softmax layer, through the following equations:
yˆ =
T−1∑
t=0
y (3.9)
y˜k = p(Ck|X) = e
yˆk∑K−1
q=0 e
yˆq (3.10)
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for each k, with 1 ≤ k ≤ K. The classification of the gesture X will be given by the
highest probability contained in y˜.
3.2.5 Network Training
Given a dataset D composed of M train gesture sequences, the goal is to minimize
the following maximun-likelihood loss function:
L(D) = −
M−1∑
m=0
ln
K−1∑
k=0
δ(k, τ)p(Ck|Dm) (3.11)
where, Dm, 0 ≤ m ≤ M , is an input sequence of the training dataset D, τ is
the ground-truth label of Dm, and δ(•, •) is the Kronecker delta or delta function.
This formulation is referred to the cross-entropy error proposed in [13]. The Back-
Propagation Through Time (BPTT) algorithm [50] is used to obtain the objective
function derived with respect to all the weights and to compute the minimization
based on the stochastic gradient descent.
3.3 Action recognition module
In this section, the proposed human action recognition method based on 2D skeletons
is described. Initially, in Section 3.3.2, the whole architecture is summarized. In
Section 3.3.2, the preliminary extraction method of 2D skeletons from RGB video
sequences is described. To follow, Section 3.3.3, in the hierarchical network model
based upon stacked LSTM units is presented. Next, the solution proposed for the
partial body occlusion and multiple subject tracking issues are defined defined in
Section 3.3.4 and Section 3.3.5, respectively. Finally, in Section 3.3.6, the support
network based on 3D-CNNs, used to manage missing skeletal data, is introduced.
3.3.1 Architecture overview
The overall pipeline of the human action recognition module is shown in Fig. 3.6.
The skeleton extraction stage (including the training step) works in the 2D space by
using, as input, only RGB data. Extending the work in [21], our method further
segment the extracted 2D skeleton into two regions: an upper part U that includes
torso, arms, and head; and a lower part L that includes hips and legs (see Fig. 3.7a).
This subdivision has two main purposes. First, in learning and classification steps
it supports the reduction of the feature space with respect to an entire network,
therefore improving the overall performance of the method. Indeed, most complex
human actions are structured, since they are composed of motions which take place
within the upper and lower body parts; explicitly injecting this knowledge in the
learning process has a stabilizing effect on the energy landscape at training time,
and poor local minima are more easily avoided. Notice that a similar approach
was also taken in [37], although in the latter case the subdivision followed a 5-level
hierarchy and it assumed the skeleton to be embedded in R3. Moreover, in all our
tests, we did not observe significant advantages when using more than two parts.
Second, according to real scenarios in which objects (e.g., cars, advertising signs)
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can hide parts of moving subjects, the subdivision supports an effective strategy for
the body occlusions.
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Figure 3.6. Architecture of the proposed method.
3.3.2 2D Skeleton and Feature Extraction
The skeleton extraction stage aims at estimating a 2D skeleton for each human
subject that appears in an input video. This is obtained via a two-branch CNN
to jointly predict confidence maps for body part detection and PAFs for parts
association, an architecture recently proposed in [21] by which the skeleton structure
of each subject in the scene is represented as a set Jt of 18 joint coordinates in R2.
Let Jt = {ji}17i=0 be the set of joints for a given 2D skeleton at time t = 0, . . . , T ; and,
for a frame acquired at time t, let xt,U ∈ R9 and xt,L ∈ R12 be the feature vectors for
the parts U and L, respectively, constructed as reported in Fig. 3.7b. We denote by
XU = (x0,U , . . . ,xT,U ) and XL = (x0,L, . . . ,xT,L) the ordered collections of upper
and lower body part feature vectors, respectively, along the analysed sequence. The
adoption of angles as features allows our model to capture the change in posture
over time, while acceleration allows to capture the speed of the pose transition.
3.3.3 Two-Branch Stacked LSTM-RNNs
The proposed network is composed of two branches: an upper branch and a lower
branch operating on the features XU and XL, respectively. Each branch is composed
of N -stacked LSTM-RNNs to obtain a higher-level of abstraction on the input
data [58]. In the last years, stacked LSTM models have already been used with
remarkable results for speech recognition tasks [51, 147], where feature abstraction
ranges from phrase- to syllable-level, and where each level of the hierarchy is captured
at different scales within the considered time interval. This intuition can be invariably
applied to video data depicting human actions, which can be regarded as motion
(similarly to audio) sequences consisting of several small movements (the syllables
in our analogy) making up the complete “visual sentence”. Stacked LSTMs are
therefore a suitable choice for this type of classification problem.
According to the formulation previously described in Section 3.2.4, each memory
cell of the first layer LSTMl=0,θ of each stacked LSTMs, where θ ∈ {U,L} denotes
the branch, takes as input both Xθ and hl=0,t−1,θ. While, each memory cell of a
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19,20 ax(j13), ay(j13)
(b)
Figure 3.7. Skeleton joints and linked features: (a) the 18 joints obtained by the 2D
skeleton extraction phase and (b) the joint features used as input in the proposed method.
The symbols ∠(ja, jb, jc) and a{x,y} denote the angle formed by the joint jb and the
acceleration in the {x, y} direction, respectively.
deeper layer, i.e. l > 0, takes as input both hl,t−1,θ and hl−1,t,θ, the latter is the
hidden state, at time t, of the previous LSTMl−1,θ layer. The output of each is
represented by the hidden states hN−1,t,θ of the last layer, which is indicated with
the term yt,θ.
We have further added a fusion layer taking as input the outputs of the two
branches yt,U and yt,L, and yielding the fused prediction yt = yt,U ⊕ yt,L, where ⊕
indicates the concatenation operator. Finally, each vector yt is provided as input
to a dense layer returning a single output vector yˆ, to which in turn we apply a
softmax activation to yield:
y˜(k) = p(Ck|(XU , XL)) = e
yˆ(k)∑K−1
q=0 e
yˆ(q) . (3.12)
Vector y˜ contains the (normalized) probability for each class Ck, with k =
1, . . . ,K. The network is trained by using the cross-entropy loss and the RMSprop
algorithm [38].
3.3.4 Partial Body Occlusion Management
In many real scenarios, we can only have a partial view of the body. In fact, subjects
can be occluded by static or moving objects (e.g., cars) or they can be partially
located outside the field of view of the camera. In most cases, these occlusions do
not concern a single limb, but involve larger body parts, as shown in Fig. 3.8, where
lower (Fig. 3.8a) and upper body parts (Fig. 3.8b) are completely covered. Moreover,
there are some types of human actions that only require of partial body parts to be
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(a) (b)
Figure 3.8. Examples of partial body occlusions in real scenarios: (a) lower part and (b)
upper part.
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Figure 3.9. The CU and CL networks used to manage the partial body occlusions.
recognized, e.g., walking can be distinguished from running by using only leg features.
Relying on the above analysis, we designed our architecture using two feed-forward
networks, called CU and CL, consisting of a dense layer, with a ReLu activation
function, and a softmax layer, to separately analyse each output yt,θ of a single
branch (Fig. 3.9). Each Cθ is trained to recognize only a subset of actions related to
θ using the cross-entropy loss and the RMSprop optimization algorithm. The output
y˜θ denotes the normalized probability for each class that can be recognized by using
only the branch θ. Then, depending on the occluded body part, the network flow is
moved to the branch that manages the part of the body not occluded. If occlusions
do not occur, then the network flow passes through both branches, following the
full pipeline expressed in Sec.3.3.2. Several solutions in different application fields,
ranging from action recognition [183] to person Re-identification [168], have been
proposed to handle the issue of partial occlusion dividing the subject’s body in
multiple parts, thus splitting up the processing. Although these methods have shown
accurate and robust results, they are only focused on RGB images. Differently,
since our proposed method is based on 2D skeletal data, our ad-hoc strategy for
occlusion management has been specifically designed for this type of input. In
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(a) (b)
Figure 3.10. Examples of missing joint coordinates in: (a) lower and (b) upper body parts.
the proposed solution, a body part θ is considered occluded if more than 30% of
the joints are missed in more than half of the analysed video frames, examples as
reported in Fig. 3.10. We have not considered further subdivisions of the network in
sub-branches because a single body limb does not provide enough information for
classification purposes (even in the case of a limited set of actions).
3.3.5 Multiple Subject Identification
When more subjects are present in the scene, the skeleton extraction step returns
multiple skeletons. This information is not propagated across video frames, thus
making necessary the inclusion of a tracking algorithm, within the proposed pipeline,
to reliably associate each skeleton to the linked subject. Examples of this step are
shown in Fig. 3.11. The tracking algorithm proposed in this module extends the
method reported in [204] allowing the tracking of multiple subjects. The extension
is based on three main steps. First, for each frame of the video sequence a gray-scale
image b ∈ Rw×h (where h and w are height and width, respectively) is wrapped
around each skeleton using a bounding box defined by the head/feet joint positions.
Second, each image b is then convoluted with a set z = {z1,1, . . . , zw,h} of rectangular
filters, at multiple scales, to capture possible scale variations of tracked subjects (e.g.,
due to the perspective). Each kernel zi,j assigns the value 1 to the pixel in position
(x, y) when 0 ≤ i ≤ x and 0 ≤ j ≤ y, and 0 otherwise. The resulting convolutions
are reshaped as columns and concatenated into a feature vector xb = {xb1 , . . . , xbm},
with m = (wh)2. Finally, for compactness, the vector xb is projected into a lower-
dimensional vector vb = {vb1 , . . . , vbn} ∈ Rn (with n  m) by means of a sparse
random projector [204].
The low-dimensional representation vb is, lastly, provided to a Naïve Bayes
classifier [56] to estimate the correct label ϑb corresponding to a person s ∈ {1, . . . , S}
in the scene:
ϑb = arg max
s∈{1,...,S}
p(Cs|vb) = arg max
s∈{1,...,S}
p(Cs)p(vb|Cs) (3.13)
where p(Cs) = 1S and p(vb|Cs) is modeled as a Gaussian distribution:
p(vb|Cs) = 1√2piσ2s e
(vb−µs)2
2σ2s (3.14)
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Figure 3.11. Example of multi-person skeleton tracking.
with σ2s being the sample variance of class Cs and µs the corresponding sample mean.
For ϑb = Cs, the values for σ2s and µs are updated according to:
µs = λµs + (1− λ)µˆs (3.15)
σ2s =
√
λσ2s + (1− λ)σˆ2s + λ(1− λ)(µs + µˆs) , (3.16)
where λ is the learning rate (empirically set to 0.85 in our experiments), µˆs is the
mean of the vb values, and σˆs is the corresponding variance. As shown in Fig 3.11,
the output of this tracking step is a set of skeleton sequences, each of them with a
different subject label.
3.3.6 3D-DenseNet
Extracting skeleton information from video sequences is not always possible, es-
pecially for those composed by face close-ups. To improve the robustness of our
approach, with the aim to support the two-branch stacked LSTM in such case, a 3D
CNN-type network is introduced into the pipeline. This support network, other than
helping to manage missing skeletal data, allows us to perform feature extraction
from the scene with which the subject is interacting. In detail, the chosen support
network architecture is the 3D-DenseNet, an alternative version of the standard
DenseNet [63], where all the 2D convolution and pooling layers are replaced by their
3D versions. Although this type of network could be less accurate in analysing the
body movements, it does not depend on the skeletal data correctness, therefore
appearing suitable in several contexts. The strength of the DenseNet derives from
the use of dense blocks. In these blocks, the layers are densely connected together,
receiving in input all previous layers output feature maps. A single layer of a dense
block typically consists of: a batch normalization, a ReLU activation function, and
a convolution (i.e., 3D convolution). A 3D convolution can be easily obtained by
adding the temporal dimension into the input volume, the kernel, and the output
volume of a 2D convolution. The input is represented with three dimensions: height,
width, and depth. The latter is the number of images sampled from the video clip.
The 3D pooling operation involves just adding the temporal dimension to the 2D
pooling operation. In Fig.3.12, the overall architecture of a 3D-DenseNet with 3
dense blocks is shown. Let yc be the output of the last 3D max pooling layer of our
3D-DenseNet, a new vector named y˙ is obtained from the concatenation between yc
and yˆ, as shown in Fig.3.13. In case of partial occlusion (Sec.3.3.4), then y˙ = y˜θ⊕yc
(e.g., if the lower part is occluded, then θ = U). Notice that, in this combination
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Figure 3.12. 3D-DenseNet architecture with 3 dense blocks.
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Figure 3.13. Integration of 3D-DenseNet within the proposed architecture.
with the 3D-DenseNet, the values contained in y˜θ do not need to be normalized
through a softmax function. Since yˆ and y˜θ have different sizes, a simple zero
padding operation will be applied to y˜θ before the concatenation. Next, the vector
y˙ is given as input into a dense level and, finally, a softmax function is applied to
normalize each class probability for the final classification.
3.4 Non-acted body affect recognition module
In this section, the pipeline for non-acted affect recognition by body movements
is defined (Section 3.4.1). Initially, the implemented meta-features are a briefly
introduced (Section 3.4.2). To follow, the procedure applied to create the temporal
local and global feature sets is presented (Section 3.4.3). Finally, our two branch
network used to classify the body movements, in order to recognize the affects, is
described (Section 3.4.4).
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3.4.1 Architecture overview
Ah shown in Fig. 3.14, the overall architecture is reported. The collection of temporal
local feature vectors Vα and temporal global feature vector vβ are extracted from
a frame sequence S = {s0, . . . , st, . . . , sT−1}, representing joints rotations of a 3D
skeleton for each time instant t ∈ [0, T − 1]. Afterwards, Vα and vβ are given as
inputs to the two branches of the proposed network, based on stacked LSTMs and
MLP, respectively. Finally, the output vectors of the two branches, zα and zβ, are
combined and used to obtain the normalized vector yˆ containing the classification.
… …
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Figure 3.14. Architecture of the proposed non-acted body affect recognition method.
3.4.2 Feature description
In order to have an in-depth description of body movements, both classical measures
such as velocity, acceleration, jerk, and snap, as well as more complex meta-features,
are computed starting from the available joints.
All classical measures are derived directly from the 3D skeleton rotations, and
are used to describe movements variations along all the available joint axes (e.g.,
vertical snap of a wrist, horizontal elbow acceleration, etc.). While simpler with
respect to the second category (i.e., meta-features), these quantities allow the system
to describe meaningful, as well as sudden, changes related to the body movement.
For example, a person winning a game might quickly raise his arms, resulting in the
corresponding joints (e.g, wrist, elbow, etc.) having high acceleration.
The meta-feature group, is based on [44]. The term meta-feature is retained
from previous works [44, 45] in order to maintain a continuity with the available
literature. Nonetheless, new features, computed over the proposed procedures, were
introduced to further enrich the already existing studies. In the following paragraphs,
a description of the available meta-features used in this manuscript, as well as what
aspects they can represent for a specific emotion, are given.
Symmetry and Limb Alignment
This meta-feature can estimate asymmetries through three different algorithms: a
pose symmetry algorithm, used to estimate joint misalignment; a pose difference
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algorithm, to return the mean misalignment of corresponding joints among the
two sides of the body; and a directed symmetry algorithm, to reflect asymmetries
directions. The first two algorithms can be good indicators of a person composure.
For example, a calm person can retain a symmetric and aligned body posture more
easily with respect to an angry one. The third algorithm can give hints on the
body asymmetry direction, namely toward which direction the body is oriented.
If a cheerful or frustrated person is considered, the general body limb asymmetry
direction would typically be upwards and outwards (e.g., straight arms raised in
opposite ways), or downwards and inwards (e.g., arms bent toward either the chest
or knees), in accordance with the emotion being felt.
Concerning the actual computation of meta-features themselves, the first algo-
rithm (i.e., pose symmetry) calculates the ratio between horizontal and vertical
symmetries. These symmetries are computed over the X and Y axes of the chosen
limbs, with respect to a central point. For example, chest X and Y axes are used to
compute, respectively, the horizontal and vertical symmetry of the other joints. Two
examples are shown in Fig. 3.15a and Fig. 3.15b. To calculate the second algorithm
(i.e, directed symmetry), the pose symmetry is first computed and its direction (i.e.,
sign) is changed depending on which limb results farther away, according to the
Euclidean distance, from the central point. This choice effectively allows the farthest
limb to guide the asymmetry direction. Finally, for the third algorithm (i.e., pose
difference), an average of the Euclidean distances between corresponding joints is
returned. For example, if the pose difference between the arms is being considered,
the average of the distances between left and right shoulders, elbows, and wrists, is
returned.
Head Alignment and Offset
This meta-feature compares head and chest rotations, and measures the relative
location among head and hips to understand both head and body tilt. These
quantities can help discern whether the person is feeling a submissive emotion (e.g.,
an embarrassed person tends to slightly tilt her head and body downwards) or a
dominant one (e.g., a contemptuous or prideful person generally stands straight with
a raised head, resulting in low tilt).
In order to obtain this meta feature, three different values are computed: head
offset, represented by the Euclidean distance between head and hips X, Y, and Z
axes; head alignment, described by comparing the distance between head and hips X,
Y, and Z rotation angles; and head-chest ratio, representing the average among the
X, Y, and Z ratios computed using head and chest joints (i.e., allows to understand
how head and chest are inclined with respect to one another).
Body Openness
In this thesis, we call Body Openness an extended version of the Leg-Hip Openness
meta-feature presented in [44]. The name “Body Openness” was chosen as it better
represents the extended meta-feature version, which is devised to also handle the
upper body following the studies in [109, 4]. The original meta-feature, leg-hip
openness, examines the distance between the location of each leg, representing lower
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(a) (b) (c) (d)
Figure 3.15. In the image (a) and (b) show examples of body symmetry, where left and
right limbs joints are represented by blue and orange dots, respectively; (c) and (d)
represent upper body openness with high and low ratios, where upper and lower joints
are represented by blue and orange dots, respectively.
body openness, and the ankles distance from the hips, describing how much the torso
is bent. In the improved version used in this work, the same rationale is applied to
the upper body, in order to understand whether a person has a broaden out chest.
To capture this posture aspect, the distances between arms locations are examined
by also taking into account the neck-hips distance. Similarly to the Head Alignment
and Offset meta-feature, the body openness can highlight power poses by analysing
both the lower and upper halves of the body. For example, a prosecutor (i.e., a
confident person) would have an open chest while questioning witnesses. On the
other hand, a student during an oral examination would have a closed chest being,
most likely, stressed out by the situation.
These quantities can be computed as follows: regarding the lower body half
openness, the ratio between hips-ankles and left/right knees distances is calculated.
Low ratios indicate bent legs and torso, corresponding to a crouched position (e.g.,
a person cowering in fear); mid-range ratios denote straight open legs and unbent
torso, representing a power pose in the lower half of the body (e.g., a person showing
confidence); high ratios correspond to straight closed legs and unbent torso, meaning
the person is simply standing (e.g., a person demonstrating calm). Concerning
the upper body half openness, the ratio between neck-hips and elbows distances is
computed. Intuitively, low ratios indicate a power pose in the upper half of the body
(e.g., a confident person with a broaden out chest as shown in Fig. 3.15c); mid-range
ratios correspond to straight arms (i.e., elbows close to the chest) and straight torso
(e.g., a calm or sad person in a neutral pose as shown in Fig. 3.15d); while high
ratios denote open elbows and bent torso (e.g., a person cowering in fear protecting
the head).
Average Rate of Change
This meta-feature calculates the average rate of change of features (e.g., the speed of
a moving shoulder). This measure allows to understand how much movement a given
joint is undergoing when an emotion is being felt, and can help discriminate static
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emotions from dynamic ones. For example, a sad person would hardly jump around,
while a cheerful one is likely to either quickly raise the arms, or walk faster than
normal. In order to obtain this quantity, the ratio between the sum of the changes
of a given feature (e.g., wrist position) and the number of frames analysed (e.g., 20
frames) is computed. Once elaborated, this measure can give human behaviour cues
in association with a specific affect, due to its ability to summarize body postures
changes.
Relative Movement
This meta-feature represents the level of change of a feature at a given moment (e.g.,
an average of the arm movement). To obtain this meta-feature, the ratio between
the average rate of change of a key posture frame neighbourhood, and the average
rate of change over the recording for that given feature, is computed. Intuitively,
the relative movement of a feature expresses how much that specific feature (e.g.
right knee) generally changes. For example, an angry person usually has an high
relative movement associated to both arms and legs.
Smooth-Jerk
This meta-feature computes the body position change frequency as the relative
variance of a feature over time. (e.g., how many times a leg position changes).
In order to compute this value, the ratio between the variance of a key posture
frame neighbourhood, and the variance over the recording for that given feature, is
computed. While similar to the relative movement, the smooth-jerk meta-feature
allows to grasp the effective value of change for a given feature by leveraging its
variance. In more details, if the relative movement can measure the total amount of
change, the smooth-jerk is able to grasp whether changes happened in a fast or slow
way.
Location of Activity
This meta-feature encodes the movement rotation of specific body part features with
respect to the other ones (e.g., how much an arm is moving in relation to the whole
body). To compute this value, the ratio between the relative movement of a feature
and the sum of relative movements of all available features, is computed. This
feature helps describe which body parts are being moved the most. For example, a
furious person with arms flailing about, would have high location of activity values
for the arms joints.
Extra Features
In this work, beyond implementing all meta-features found in [44], we introduced
various new ones based on those presented in the previous paragraphs, in order to
better describe the body affects. In more details, we computed the symmetry and
limb alignment (Sec. 3.4.2) applied on the arms using both 3 (as in [44]) and 4 joints
(e.g., wrist, elbow, shoulder, and collar). This decision was taken since shoulder
and collar allow us to describe the arm movement along different axes. Using a
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fourth joint extends the representational power of the symmetry and limb alignment
meta-feature group, while still closely representing arm movements since collar and
should joints are close to one another. For example, an uneasy person with straight
arms could have a closed chest, which can be captured by also using the collar as an
arm joint.
Moreover, the leg-hip openness in [44] was modified into the body openness
meta-feature. In this proposed version, beyond legs openness and torso bending
degree, upper half body cues can also be captured by outlining chest openness (e.g.,
self-confident people have a broaden out chest) as explained in Sec. 3.4.2.
Finally, further features were also generated starting from the location of activity
group (Sec. 3.4.2). These meta-features were used to obtain the activity location of
head, arms and legs, contrary to [44] which computes this feature only for the head.
In this module we decided to exploit activity information related to all limbs, since
different emotions tend to have different reactions on the body posture as well as on
its movement. For example, if a cheerful and a sad person are considered, they will
have, respectively, high and low activity values on the limbs since the first person
will tend to move more (being happier) than the second one.
3.4.3 Feature extraction
In this module, both classical as well as meta-features can be divided into two main
categories: temporal global features and temporal local features. In this feature extrac-
tion step, both versions (i.e., global and local) of all classical features (i.e.,velocity,
acceleration, jerk, and snap) as well as each of the presented meta-features, are
implemented. By leveraging both representations, the model effectively computes a
coarse summary as well as a fine-grained and time-evolving representation of body
movements. The final result of this feature extraction module is represented by a
collection of vectors Vα and a single vector vβ, i.e., temporal local features and
temporal global features, respectively. Thorough descriptions of both categories are
provided in the following sections.
Temporal Global Features
This group of features is computed over the whole input sequence S. It represents
a global overview of body movements that takes into account time flow, hence
the temporal global feature (TGF) name we devised. Intuitively, given a sequence
containing a body affect, this feature group represents both classical and meta-feature
measures a body has during that specific affect. For example, how often a cheerful
person moves his arms or legs, the average velocity of the body, and so on.
In order to generate these features, a summary of the motion is computed by
averaging the values obtained from the defined features (i.e., both classical and
meta), when analysing a given sequence. This procedure effectively generates a
vector of features that is able to resume various aspects of the movement itself. In
more details, given the set of available features F and a sequence S, the temporal
global features are computed as follows:
TGFf =
1
n
n∑
t=0
f(st), ∀f ∈ F (3.17)
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where n represents the length of the sequence S; st ∈ S are single frames of the
sequence; and f(·) is a function returning the value for any feature in F , on a given
frame s. By leveraging these temporal global features, the proposed method is able
to better grasp generic movements associated to given affects, contrary to [44] that
focuses, instead, on single postures.
Temporal Local Features
This second group of feature is computed on each 3D acquisition st ∈ S. It describes
the variation of body movements as time flows, hence the temporal local feature
(TLF) name we devised. In this group, beyond classical and meta-features, also joints
positions and rotations are analysed. Intuitively, via this feature group it is possible
to grasp small variations along the defined dimensions (i.e., all available features) by
comparing the motion step-by-step. For example, the shoulder movement of a sad,
sulking person would be described, and better define the affect.
In more details, given the set of available meta-features Fmeta and a sequence S,
the temporal local features of meta-features (TLM) are computed as follows:
TLMf,t = f(st)− f(st+1), ∀f ∈ Fmeta (3.18)
where st and st+1 represent two consecutive frames, with st, st+1 ∈ S and
∀t ∈ [0, T − 2]. While, given the set Fclassic, containing positions, rotations, as well
as classical features (i.e., velocity, acceleration, jerk, and snap), and a sequence S,
the temporal local features of classical features (TLC) are computed as follows:
TLCf,t = f(st), ∀f ∈ Fclassic (3.19)
where st ∈ S represents a single frame of the sequence; and t ∈ [0, T −2] indicates
a frame at a given time step. Finally, temporal local features are defined as:
TLF = TLM ∪ TLC. (3.20)
By leveraging these temporal local features, the proposed method is able to
better grasp detailed movements associated to given affects, further extending the
ability to distinguish different emotions.
The final result of this feature extraction step is represented by a collection of
vectors Vα and a single vector vβ , i.e., temporal local features and temporal global
features, respectively.
3.4.4 Proposed network architecture
The proposed network is composed of two branches: a local branch, based on stacked
LSTMs, and a global branch, based on a MLP, operating on the features Vα and vβ ,
respectively. The local branch consists of N -stacked LSTMs to obtain a higher-level
of abstraction on the input data [58]. The choice to use the LSTM derives from
the remarkable results obtained in several issues regarding the analysis of body
movements, such as gesture recognition [6] or action recognition [167].
According to the stacked LSTM architecture (Sec. 3.2.3), each unit of an LSTMl,
at time t, takes as input a vector xt and the previous hidden state hl,t−1. Where
3.5 Conclusions 45
the given input xt indicates a temporal local feature vector vt ∈ Vα if l = 0 (i.e., the
first level of the stack), otherwise it represents the hidden vector of the underlying
layer xt = hl−1,t (i.e., for layers higher than the first one). The output vector zα
of the local branch is represented by hN−1,T−1, namely the hidden state of the last
layer N − 1 at the last time instant T − 1 for the analysed time window.
Regarding the global branch, it is composed by a MLP with 3 hidden layers,
where each hidden node transforms its input, obtained from the weighted sum of the
output values of the previous layer, with a rectified linear unit (ReLU) activation
function. The first hidden layer has weighted connections with the temporal global
feature vector vβ , which represents the input layer. The number of hidden nodes in
each layer (as well as the number of output nodes) is smaller than the number of
input entries, in this way the MLP is used to extrapolate highly significant patterns
from the input, mapping vβ into a low-dimensional description represented by the
output layer vector zβ.
In the last part of the network, the zα and zβ vectors are combined in a new
vector called z, using the concatenation operator. Afterwards, a dense layer using
a ReLU activation function is applied, thus connecting each entry value in z to an
entry of the output vector y via a weight. This layer is used to map the vector z to a
number of output nodes equal to the size of the set of affects to be recognized. The
size of this set is indicated with the value K. The final classification yˆ is obtained
by applying to y a softmax regularization:
yˆ(k) = e
y(k)∑K−1
q=0 e
y(q) . (3.21)
Finally, the proposed network is trained using the cross-entropy loss and the
RMSprop optimization algorithm [38].
3.5 Conclusions
In this chapter, the proposed framework was presented, explaining the implementa-
tion details. For each module, the features given as network input were indicated
and motivated. Since the inputs are mainly data sequences, the use of stacked
LSTMs was fundamental for the realization of each method, although in the action
recognition and body affect recognition modules, it is possible to note how it was
necessary the support of other DNN architectures. In fact, the MLP was used to
analyze the global features obtained from the movements of the body in Section
3.3, while, in Sec. 3.4, the CNNs (specifically the 3DCNNs) allowed to analyse the
surrounding environment and the object details with which people interacted within
the scene.
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Chapter 4
Test and evaluation
This chapter presents the experimental phases of all the proposed framework module
and it is structured as follows. In Section 4.1, the results obtained in the classification
of hand gestures are introduced. In Section 4.2, tests and analysis performed of the
action recognition module are reported. In Section 4.3, the experiments carried out
in the non-acted affect recognition module are described. Finally, in Section 4.4, a
summary discussion on the experiments of the framework modules is summarized.
4.1 Hand gesture recognition experiments
This section describes the experimental tests performed to evaluate the performance
of the proposed Hand gesture recognition module. All the experiments were executed
by using a LMC on an Intel i5 3.2GHz, 16GB RAM, with a GeForce GTX 1050ti
graphics card. The stacked LSTMs and the BPTT algorithm, used to compute the
minimization based on the stochastic gradient descent, were implemented by using
the Keras1 framework.
The main aims of the experimental session were both the validation of the
proposed method, including the assessment of the joint angles as salient features
for the hand gesture recognition, and the outperforming of competing works of the
current state-of-the-art. The achievement of the first goal was obtained by creating a
challenging dataset based on the sign language (Section 4.1.1) on which the optimal
number of stacked LSTMs (Section 4.1.2) and the effectiveness of the selected joint
features (Section 4.1.3) were analysed. In addition, on the same dataset, a set
of well-known metrics was computed to evaluate the overall performance of the
approach (Section 4.1.4). Instead, the second goal was obtain by comparing the
proposed method with other considerable works on the basis of the SHREC dataset
(Section 4.1.5).
4.1.1 ASL Dataset
Currently, there are no public datasets, with a large number of classes and with
information on the hand joints, that allow to test approaches like that we propose.
1https://keras.io/
48 4. Test and evaluation
0,887
0,921
0,9245
0,9641
0,9115
0,908
0,88
0,89
0,9
0,91
0,92
0,93
0,94
0,95
0,96
0,97
0 1 2 3 4 5 6 7
(a)
0,887
0,921
0,9245
0,9641 0,962 0,964
0,88
0,89
0,9
0,91
0,92
0,93
0,94
0,95
0,96
0,97
0 1 2 3 4 5 6 7
(b)
Figure 4.1. Accuracy results on the proposed dataset by varying the number of stacked
LSTMs in the network architecture: (a) accuracy results using 800 epochs for each
considered architecture and (b) accuracy results using 800 epochs for one LSTMs, 2-
stacked LSTMs, 3-stacked LSTMs, and 4-stacked LSTM; for the 5-stacked and 6-stacked
LSTMs are used 1600 and 1800 epochs, respectively. The x-axis indicates the number of
the stacked LSTMs, while the y-axis indicates the accuracy values.
For this reason, we created a new dataset2 composed of 30 hand gestures. In
particular, the dataset consists of 12 dynamic gestures and 18 static gestures taken
by the ASL. These gestures were chosen to stress the ability of the method in learning
the variations of both joint angles and finger positions that occur when a hand
performs a complex hand gesture. The static gestures are: 1, 2-V, 3, 4, 5, 6-W, 7, 8,
9, A, B, C, D, H, I, L, X, and Y. Instead, the dynamic gestures are: bathroom, blue,
finish, green, hungry, milk, past, pig, store, and where.
The dataset is composed of 1200 hand gesture sequences, coming from 20 different
people. Each gesture was collected by 15 males and 5 females, aged 20 to 28 years.
Each person performed the 30 different hand gestures twice, once for each hand. The
sequences from 13 people were used to create the training set, while the sequences of
2https://bitbucket.org/visionlab-sapienza/2018-jrl-ieee-tmm_
-application-dataset/src
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ωi βi γj uw, vw, zw ωi, βi ωi, γj , βi
Accuracy% 62.70% 68.1204 % 46.67% 56.92% 79.74% 85.13%
Table 4.1. Accuracy of the proposed solution obtained on the ASL dataset by varying the
different features, where 0 ≤ i ≤ 4, 0 ≤ j ≤ 3, and 0 ≤ w ≤ 5.
Accuracy Precision Recall F1-Score
96.4102% 96.6434% 96.4102% 96.3717%
Table 4.2. Performance of the method on the ASL dataset using Accuracy, Precision,
Recall, and F1-Score metrics.
the remaining 7 people were used to form the test set. So, the 7 people used in the
tests were never taken into consideration during the training phase. As previously
described in Section 3.2.3, each sequence was acquired according to a sampling
process, with T = 200 and Θ = 5s.
4.1.2 Selection of the Optimal Number of Stacked LSTMs
Several tests were conducted to choose the optimal number of stacked LSTMs needed
to be used in the proposed architecture. The hidden units per LSTM were fixed to
200, i.e., the hidden units were fixed equal to the number of input time instances
considered for each gesture (i.e., T = 200). Fig. 4.1a shows as an architecture
composed by 4 levels provides the best accuracy results by using 800 epochs. In
fact, although several levels of an LSTM allow to analyse complex time sequences by
dividing them into multiple time scales, the 5− LSTM and the 6− LSTM require
more epochs to be trained. Increasing the number of epochs needed to train the
5− LSTM and 6− LSTM architectures (i.e., 1600 epochs for the 5− LSTM and
1800 for the 6− LSTM), the Fig. 4.1b shows how their results improves. We can
notice how greater abstraction on input does not provide substantial benefits from a
certain number of levels, and the accuracy gained by the network begins to converge
to a fixed value.
In conclusion, 4 levels are appropriated for the proposed network and represent
(a) (b)
Figure 4.2. Pairs of gestures joined into a common class: (a) 6 and W hand gestures, 2
and V hand gestures.
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a good compromise between training time and accuracy. The choice of the learning
rate influences the speed of the convergence of the cost function. If the learning
rate is too small, the convergence is obtained slowly, while if the learning rate is too
large, the cost function may not decrease in each iteration and therefore it could not
converge. In the proposed method, the learning rate was set to 0.0001 through large
empirical tests.
4.1.3 Effectiveness of the Selected Features
To verify the effectiveness of the features in classifying the set of gestures taken by
the ASL dataset, various tests were carried out. The adopted network was composed
by 4 stacked LSTMs (as explained in Section 3.2.4). Two different sets of hand
gesture sequences of the ASL dataset (i.e., a set for the training and a separate set
for the classification, respectively) were used to check the contribute of subsets of xt
as features.
The results in Table 4.1 shows that the combination of the features ωi and
βi is sufficient to discriminate a high number of hand gestures. Notice that, this
combination reaches better classification results with respect to the use of these two
features separately. Although the single γj feature does not offer good performance,
it greatly improves the classification when used with ωi and βi. Instead, the
combination of features related to the hand movements (uw, vw, zw) are unable by
themselves to classify the hand gestures but, if combined with the features of the
joint angles, allow the method to achieve high performance (as discussed below).
4.1.4 Hand Gesture Recognition on the ASL Dataset
To evaluate the method, we used very popular metrics: Accuracy, Precision, Recall,
and F1-score. These metrics can be considered a de facto standard to measure
the quality of this class of algorithms [162]. The results are presented in Table 4.2.
According to the tests performed to recognize the different hand gestures, and
to better analyse the proposed method, also the confusion matrix was computed
(Fig. 4.9). Each column of the matrix represents the instances in a predicted gesture,
instead each row represents the instances in a current gesture. The main diagonal
of the matrix represents the instances correctly classified by the stacked LSTMs.
The elements below the diagonal are the false positives, i.e., the gestures that are
incorrectly classified within a class of interest. The elements above the diagonal are
the false negatives, i.e., the gestures incorrectly classified as not belonging to a class
of interest. The distinction of some gestures is very hard, since they are very similar
to other gestures in the dataset. Despite this, the proposed method does not suffer of
ambiguity issues. The only exceptions are given by the gestures 6 with W (Fig. 4.2a)
and 2 with V (Fig. 4.2b). The variations in their joint angles are minimal and
difficult to see even to the human eye. Moreover, the LMC device fails to capture
these variations. For this reason, these gestures have been grouped in the same
class. To quantify the difficulty in recognizing these gestures, we have also performed
tests without grouping these classes, thus obtaining an accuracy of 91.5178%. This
decrease, with respect to the overall accuracy of 96.4102%, is due to the incorrect
classifications related to the classes: 2, 6, v, andW . In Fig. 4.3, the Train/Validation
4.1 Hand gesture recognition experiments 51
plots are shown. The first plot (Fig. 4.3a) shows the Train/Validation accuracy
over the iterations, instead the second plot (Fig. 4.3b) contains the loss curves that
represent the sum of the errors provided for each training or validation instance.
In this work, the loss curves are calculated as maximum-likelihood loss function,
described in Section 3.2.5. Instead, the curves of accuracy represent the training
or validation instances correctly recognized. After a certain number of iterations
(∼ 125000), the validation accuracy curve converges.
Train accuracies
Validation accuracies
(a)
Train losses
Validation losses
(b)
Figure 4.3. Pairs of gestures joined into a common class: (a) 6 and W hand gestures, 2
and V hand gestures.Train/Val Curves: the progress of training and validation over the
iterations based on: (a) the accuracy and (b) the loss. After 100000 iterations, the test
accuracy curve converges. The x-axis represents the progress of training/validation stage
and the y-axis represents the number of training iterations.
4.1.5 Comparisons
We compared the proposed method with significant works of the current state-of-
the-art presented in [160, 36, 125, 121, 34] on the SHREC dataset [34]. The SHREC
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(a)
(b)
Figure 4.4. Confusion matrices obtained on the SHREC dataset: (a) with 14 hand gestures
and (b) with 28 hand gestures.
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Features Accuracy 14 Gestures Accuracy 28 Gestures
Proposed Method 97.62% 91.43%
De Smedt et al. [160] 88.24% 81.90%
De Smedt et al. [34] 82.90% 71.90%
Ohn-Bar et al. [121] 83.85% 76.53%
HON4D [125] 78.53% 74.03%
Devanne et al. [36] 79.61% 62.00%
Table 4.3. Comparison of the accuracy measure among significant state-of-the-art ap-
proaches on the SHREC dataset.
dataset was selected since: (a) it provides different types of data to allow comparisons
between methods based on different acquisition sensors; (b) it allows the classification
of hand gestures with different degrees of complexity; (c) it provides data that allow
to extract all the features necessary for the proposed method. Notice that, the
SHREC dataset contains very challenging semaphoric hand gesture sequences, and
the evaluation of the method on this type of gestures is one of the main targets of
the presented work.
The SHREC dataset is composed by 14 dynamic hand gestures performed by
28 participants (all the participants were right-handed). The hand gestures were
captured by the Intel RealSense short range depth camera. Each gesture was
performed between 1 and 10 times by each participant in two ways: using one finger
and the whole hand. Therefore, the dataset is composed by 2800 sequences. The
depth image, with a resolution of 640x480, and the coordinates of 22 hand joints
(both in the 2D depth image space and in the 3D world space) were saved for each
frame of each sequence in the dataset. For the proposed method, we only needed of
the 3D coordinates of the joints from which we derived the features of our interest.
The depth images and hand skeletons were captured at 30 frames per second (fps)
and the length of the sample gestures ranges from 20 to 170 frames. Since some
sequences of the dataset are very short, to avoid a sampling with a very low T
value, we used the padding technique to increase the length of these sequences to an
acceptable value of T (i.e., T = 100). As shown in Table 4.3, the proposed method
outperforms the accuracy values of the other works both in the dataset divided into
14 hand gesture classes and in the dataset divided into 28 hand gesture classes.
The confusion matrices related to the tests are shown in Fig. 4.4. By analysing
these matrices, it can be observed that the method can accurately classify the hand
gestures made by using only one finger, instead, when these gestures are made by
using the whole hand, some mismatches can occur. In detail, the gesture 16 (SWIPE
LEFT ) is, sometimes, erroneously classified, while, the gesture 18 (SWIPE UP) can
be confused with the gesture 26 (SWIPE V ). By carefully analysing the variations
of the feature values, it is noticeable that the angles obtained from these instances
are similar, moreover the movements of the hand in space are not substantial. In
addition, some of these sequences are composed of few frames. Despite these isolated
cases, we can state that the proposed method achieves excellent performance. This
result demonstrates how the stacked LSTMs and the selected features are a very
powerful solution in recognizing different types of challenging hand gestures.
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4.2 Action recognition experiments
In this section, exhaustive action recognition experiments on a wide range of settings
and conditions are reported. All the experiments were performed on an Intel i7
2.80 GHz CPU with 16GB RAM and a GeForce GTX 1070 graphics card. The
two-branch network and the RMSprop algorithm were implemented by using the
Keras framework and the TensorFlow back-end3. Each LSTM of the proposed
architecture was realized by using 50 units, based on observations performed on
KTH [153] and UCF Sports [164] datasets. Each dataset was split into 70% and
30% for training and validation sets, respectively. Increasing of this number of units
neither decreased the loss nor increased the accuracy, over the epochs.
4.2.1 Datasets
Regarding the evaluation of the method on RGB data, the following four datasets
were used:
- KTH [153], containing 6 types of challenging human actions (i.e., walking,
jogging, running, boxing, hand waving, and hand clapping) performed sev-
eral times by 25 actors in indoor and outdoor scenarios. In addition to the
comparison with the current literature, this benchmark was also used to test
the robustness of the method in presence of partial body occlusions. Besides,
KTH was used to study different RNN architectures and to choose the best
configuration for the proposed pipeline.
- Weizmann [47], containing 90 low-resolution testing video sequences that show
9 different persons performing 10 natural actions (i.e., run, walk, skip, jumping-
jack, jump-forward-on-two-legs, jump-in-place-on-two-legs, gallopsideways,
wave-two-hands, wave-one-hand, and bend). In addition to the comparison
with other key works of the current state-of-the-art, this benchmark was used
to evaluate the method performance when very few video sequences are used
in the training stage.
- UCF Sports [164], containing 150 sequences, at a resolution of 720 × 480,
that show different actions collected from various sports (e.g, diving, golf swing,
kicking, lifting, riding horse, running, skateboarding, swing-bench, swing-side,
and walking). This dataset was mainly used to prove the robustness of the
method in presence of both partial body occlusions (of the lower part) and
noisy data caused by incorrect 2D skeleton extraction.
- IXMAS [193], composed of 13 daily-live motions, each performed 3 times
by 11 actors. In the dataset, the actors assumed a wide range of positions
and orientations. This dataset was mainly used to evaluate the method under
different camera angles and positions.
- HMDB51 [85], composed of 7000 clips distributed in 51 action classes. In
the dataset, the actors perform general facial and body actions, including
actions with object manipulation. This dataset was mainly used to evaluate
3https://www.tensorflow.org/
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Layer # Units
LSTM 256
LSTM 128
LSTM 64
LSTM 20 (# features)
(a)
Layer # Units
LSTM 256
LSTM 128
LSTM 128
Dense (LeakyRelu [104]) 512
Dense (LeakyRelu, Dropout=20%) 256
Dense (sigmoid) 1
(b)
Table 4.4. Layers and units used in the proposed implementation for the: (a) Generator
and (b) Discriminator. In the dense layer, the type of activation function and the
percentage of dropout (if used) are indicated.
the performance of the method, integrating the 3D-DenseNet, on large RGB
datasets.
- UCF101 [165], composed of 13320 clips, collected from YouTube, divided in
101 action classes. This dataset presents a large variations in camera motion,
object appearance and pose, object scale, viewpoint, cluttered background
and illumination conditions. This dataset was mainly used to evaluate the
performance of the method, integrating the 3D-DenseNet, on large RGB
datasets.
- Kinetics400 [74], composed of 400 human action classes, with at least 400
video clips for each class. The clips last around 10s and were collected from
YouTube. The actions cover a broad range of classes including human-object
interactions, such as playing instruments, as well as human-human interactions
like shaking hands.
To show that the accuracy of the proposed method is fully comparable to that
of works based on 3D skeletons, additional comparisons on UT-Kinect [196] and
NTU-RGB+D [155] datasets were also performed:
- UT-Kinect consists of data acquired with a single stationary Kinect sensor.
It comprises 10 action classes (i.e., walk, sit down, stand up, pick up, carry,
throw, push, pull, wave hands, and clap hands) performed by 10 actors, where
each actor performs every action twice.
- NTU-RGB+D consists of 56880 action samples, divided into 60 different
classes, containing, for each sample, RGB videos, depth map sequences, 3D
skeletal data, and infrared videos. This dataset was acquired by 3 Kinect
seonsors concurrently.
For the tests on the two just reported datasets, our method only used the RGB
information to generate the 2D skeletons. Finally, to fully exploit the proposed
architecture and features, on the KTH, UCF Sports, and UT-Kinect datasets, which
present few samples, results both on the original sequences and on the latter enriched
by C-RNN-GANs [113] are presented.
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Generator Generated Sample
Discriminator
N-Stacked
LSTM
Random Sample
Training Set
N-Stacked
LSTM
Dense
Layer
Real
Fake
Figure 4.5. Architecture of the C-RNN-GAN. The Generator produces sequences of
continuous data events starting from random samples derived by a Gaussian distribution.
The Discriminator is trained to distinguish between real action sequence data and
generated data.
Architecture Accuracy
2-Branch, 3-Stacked LSTMs 98.33%
2-Branch, 3-Stacked Phased LSTMs 95.00%
3-Stacked LSTMs 96.67%
3-Stacked Phased LSTMs 93.14%
(a)
Architecture Accuracy
2-Branch, 3-Stacked LSTMs 100%
2-Branch, 3-Stacked Phased LSTMs 86.67%
(b)
Table 4.5. Comparison among different LSTM and phased LSTM architectures on: (a)
KTH and (b) Weizmann datasets.
4.2.2 Data Augmentation by C-RNN-GANs
Usually, deep neural networks need a large amount of data to be trained. Despite
this, some challenging datasets, as KTH, UCF Sports, and UT-Kinect, do not
contain a sufficient number of video sequences. This situation can lead to the
overfitting problem [166], which can be addressed by dropout techniques. In this
work, in addition to a classic dropout solution, a C-RNN-GANs is used to perform
data augmentation on the three datasets reported above. C-RNN-GANs are able
to learn how to produce synthetic data sequences that are indistinguishable from
real data. This goal is obtained through the adversarial work performed by two
networks: Generator and Discriminator (Fig. 4.5). The Generator takes as input a
random sample from a latent space (represented, in our case, by random Gaussian
distributions) and generates a real-looking skeleton feature sequences of a specific
action class. Instead, the Discriminator is trained to tell apart sequences from the
used ground truth dataset with the fake ones given by the Generator. In Table 4.4
details about layers and units that compose our implementation of Generator
(Table 4.4a) and Discriminator (Table 4.4b) are shown. Notice that, the ground
truth set of sequences used in the Discriminator training does not contain those
sequences used later in the test phase of our method, because their presence could
both influence the creation of synthetic sequences and increase the risk of an
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KTH Class
Two-Branch
Stacked LSTM
Single Branch
(Upper or Lower)
Walking 94.44% 100%
Jogging 94.44% 97.22%
Running 97.22% 100%
Hand Clapping 97.22% 100%
Hand Waving 97.22% 100%
Boxing 100% 100%
Table 4.6. Results on the modified video sequences of the KTH dataset on the basis of the
accuracy metric by using the whole two-branch stacked LSTM network, analysing the
entire skeleton, and the single upper or lower branch (as reported in Sec. 3.3.4), focusing
on the not occluded parts of the body.
overlapping between training and testing sets. Following this consideration, for each
dataset reported above, we generated new data according to their experimentation
protocols.
In the KTH dataset, the training set composed of sequences of 16 random
subjects, as described in [126], was used to generate 10 new skeletal data for each
action. To reduce the dependency of the random selection, we produced multiple
different random splits and, afterwards, we repeated the data augmentation process
for each split. Lastly, in the test phase, the final result was obtained as the average
of all runs performed on all splits. In the UCF Sports dataset, for each training set
derived from the use of the leave-one-out cross validation protocol, reported in [86],
we doubled the data contained for each class. Only for the lifting class (the class
with less data) the amount of sequences was quadrupled, thus obtaining 20 videos
for each training set in the dataset. About the UT-Kinect dataset, the C-RNN-GAN
was used to synthesized 15 extra sequences for each class, where each training set
was established by the protocol discussed in [180]. The data augmentation process
was not applied on IXMAS, NTU-RGB+D, and Weizmann datasets, since the first
two datasets were composed of a large number of sequences, while the third was
specifically used to analyse the method performance in extreme situations with few
data.
4.2.3 LSTM Versus Phased LSTM
In a first set of tests, we compared our solution with similar models based on the
recently proposed phased LSTM units [116], which allow to considerably reduce
the training time of a network. In particular, we compared the following four
reference architectures: 3-stacked phased LSTMs, 3-stacked LSTMs, two-branch
with 3-stacked phased LSTMs for each branch, and two-branch with 3-stacked
LSTMs for each branch. The tests were performed on the KTH dataset (without
augmented data) using the standard partition and following the protocol specified in
[153]. Although all architectures achieved remarkable results, Tab. 4.5a shows that
models based on LSTMs perform better than those based on phased LSTMs. This is
due to the fact that phased LSTM units require of an extensive amount of training
data to achieve good performance. Such results were also confirmed by additional
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(a) (b)
Figure 4.6. Examples of skeleton joints extracted from the modified video sequences of the
KTH dataset to test the method under partial occlusions of: (a) upper and (b) lower
body parts.
tests performed on the Weizmann dataset (see Tab. 4.5b), a dataset that contains
less data than KTH, thus exhibiting a decrease in performance of the phased LSTM
based model. The results reported above have motivated our choice in using classical
LSTM units for the proposed architecture, thus providing a method that can work
well even in situations with limited amount of data. Following empirical tests, in our
pipeline the number of stacked LSTMs was set to 3. The increase of this number,
at the expense of an increase in training time, did not lead to a significantly better
accuracy.
4.2.4 Partial Occlusion Tests
The architecture of the proposed method was designed to estimate a human action
even in presence of partially covered subjects. To show the effectiveness of the
method, also in these cases, several tests were performed. Since public datasets in
the action recognition state-of-the-art only present subjects with small occlusions, we
created a customized collection of video sequences on the basis of the KTH dataset.
The modification of the video frames was achieved by using the following simple
steps:
• The tracking algorithm proposed in [204] was used to obtain a bounding box
βi,t for each actor i inside each frame at the time t for all the video sequences
collected in the KTH dataset;
• Each βi,t was divided into two parts: upper and lower;
• Finally, for each video sequence, if the action was focused on the lower body
part (i.e., running, jogging, or walking) a square patch was applied to occlude
the upper bounding box part. Conversely, if the action was focused on the
upper body part (i.e., hand clapping, hand waving, or boxing) a square patch
was applied to occlude the lower bounding box part.
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Figure 4.7. Examples of: (a)(c)(e) classification and (b)(d)(f) feature values for boxing,
hand clapping, and hand waving. In all the plots, x-axis is the time. In the classification
plots (left column), y-axis and z-axis are class probability and class indices, respectively.
In the feature analysis plots (right column), y-axis and z-axis are feature values and
feature indices, respectively.
In Fig. 4.6, examples of the just reported approach are shown. Notice that, on
the KTH database, we considered only occlusions of the lower and upper body parts
for the following reasons: a) a such modified dataset can be easily obtained; b) the
UCF Sports dataset, used in our experimentation, already includes subjects with
partial occlusions of individual limbs. In this case, we were interested in analysing
larger occlusions.
Following the protocol established in [126], in Tab. 4.6 the evaluation of the
method on the modified KTH dataset is shown. The results highlight that the use
of only a specific branch to recognize a targeted subset of actions can bring a greater
accuracy in presence of occlusions. In fact, the remaining not considered classes
would be impossible to recognize without the view of the hidden portion of the body.
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Parisi et al. [126] 94.91%
Ji et al. [67] 90.20%
Wang et al. [184] 94.20%
Gao et al. [43] 95.04%
Proposed Method 98.33%
Proposed Method (with a.d.) 99.50%
(a)
Parisi et al. [126] 100%
Bregonzio et al. [16] 96.66%
Thurau et al. [173] 94.40%
Proposed Method 100%
(b)
Wang et al. [185] 85.60%
Le et al. [90] 86.50%
Wang et al. [184] 89.10%
Weinzaepfel et al. [194] 90.50%
Abdulmunem et al. [2] 90.90%
Rahmani et al. [138] 93.80%
Hou et al. [61] 95.70%
Proposed Method 86.60%
Proposed Method (with a.d.) 88.20%
Proposed Method (with 3D-DenseNet) 99.60%
(c)
Table 4.7. Comparisons with RGB based methods on the: (a) KTH, (b) Weizmann, and (c)
UCF Sports datasets (if present, the a.d. term highlights that the results were obtained
by also including augmented data). In addition, in (c), the results of the proposed
network combined with the 3D-DenseNet are reported.
4.2.5 Feature Analysis
A key aspect of the skeleton features used in the proposed method is their ability in
acquiring detailed information about a recognized action, going beyond the simple
classification task. This gives us the opportunity to have itemized data of the
analysed human movements to have a deeper understanding of the whole action. In
Fig. 4.7 an example is reported. In particular, in Fig. 4.7a, the subject starts to
throw punches within the frame ft when t = 40. Similarly, in Fig. 4.7c, the subject
starts clapping the hands at time t = 25. In all-class probability plot (i.e., Fig. 4.7a,
Fig. 4.7c, and Fig. 4.7e), class indices are defined as follows: 0) Boxing, 1) Hand
Clapping, 2) Hand Waving, 3) Jogging, 4) Running, and 5) Walking. Notice that,
besides, in Fig. 4.7a, the prediction changes over time, in fact before the arm is
completely extended, the feet/arms motion may suggest the beginning of a running
action. Likewise, as shown in Fig. 4.7b, by analysing the variations of the joint
acceleration and angle, how often a subject moves the fists can be computed. Finally,
it is also interesting to observe the correlation between classification and feature
plots. In Fig. 4.7d and Fig. 4.7f, for example, we can see how the variations in
arm acceleration and angle can define periodic oscillations that encode the motion
pattern (i.e., rhythmic movement). Instead, in Fig. 4.7b and Fig. 4.7d, how feature
peaks at small time values can identify the transition from an idle state to a sudden
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Layers Output size Parameters
Convolution 56× 56× 72 7× 7× 7 conv, stride 2
Pooling 28× 28× 36 3× 3× 3 max pool, stride 2
3D Dense Block (1) 28× 28× 36
[
1× 1× 1 conv
3× 3× 3 conv
]
× 6
Transition Layer (1) 14× 14× 814× 14× 8
1× 1× 1 conv
1× 1× 1 average pool, stride2
3D-Dense Block (2) 14× 14× 18
[
1× 1× 1 conv
3× 3× 3 conv
]
× 12
Transition Layer (2) 14× 14× 87× 7× 9
1× 1× 1 conv
1× 1× 1 max pool, stride2
3D-Dense Block (3) 7× 7× 9
[
1× 1× 1 conv
3× 3× 3 conv
]
× 32
Transition Layer (3) 7× 7× 93× 3× 4
1× 1× 1 conv
1× 1× 1 max pool, stride2
Pooling 1× 1× 1 3× 3× 4 global max pool
Table 4.8. Layers and parameters used in the 3D-DenseNet model. Each convolutional
layer inside the dense block and the transition layer consists of batch normalization,
ReLU, and convolution.
motion. All the kinds of information reported above can be used in more complex
applications (e.g., video surveillance, event recognition) to interpret very complex
interactions among subjects.
4.2.6 Quantitative Comparisons
The proposed method has obtained remarkable results with respect to the current
literature in human action recognition. Regarding RGB based approaches, extensive
comparisons on KTH, Weizmann, UCF Sports, HDBM51, UCF101, IXMAS, and
NTU-RGB+D datasets were performed. For the KTH benchmark, a standard
protocol described in [126], where 16 randomly selected subjects were used for
training and other 9 subjects for testing, was followed. As reported in Section 4.2.2,
Method HDBM51 UCF101
Graph distillation [102] N.A. 80.30%
Zhang et al. [202] 55.3% 87.5%
ML-HDP+iDT+sTDD [176] N.A. 89.3%
Opt Flow+RGB+iDT [179] 67.2% 92.7%
Li et al. [94] N.A. 93.6%
Hou et al. [61] N.A. 94.4%
Tu et al. [177] 73.3% 96.3%
Tu et al. [177] (Pretrained on Kinetics) 80.9% 97.9%
Our Method (with 3D-DenseNet) 72.1% 96.2%
(a)
Method Kinetics400
RGB-I3D [22] 72.9%
FLOW-I3D [22] 63.5%
Two Stream ConvNet [159] 61%
Two Stream ARTNet [187] 71.3%
Two Stream I3D [22] 74.9%
TSN (2D ConvNet) [189] 73.9%
TSN (I3D) [189] 75.7%
Our Method (with 3D-DenseNet) 75.1 %
(b)
Table 4.9. Comparisons with the state-of-the-art methods combining the proposed archi-
tecture and 3D-DenseNet on (a) HDBM51, (a) UCF101 datasets and (b) Kinetics400.
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Camera 00 80.50%
Camera 01 76.35%
Camera 02 73.20%
Camera 03 78.00%
All Camera 92.60%
(a)
Histograms of 3D Joints [196] 90.90%
Spatio-Temporal Local Features [209] 87.90%
Lie Group [180] 97.10%
Hankel-HMM [100] 86.80%
Manifold PCA [3] 94.90%
Graph-Joint-LSTM [99] 97.00%
Proposed Method 94.60%
Proposed Method (with a.d.) 95.70%
(b)
Table 4.10. (a) Results on the IXMAS dataset. (b) Comparisons with RGB-D based
methods on the UT-Kinect dataset (if present, the a.d. term highlights that the results
were obtained by also including augmented data).
HON4D [125] 30.56%
Super Normal Vector [198] 31.82%
HOG2 [121] 32.24%
Skeletal Quads [40] 41.36%
Shuffle and Learn [111] 47.50%
Key Poses + SVM [27] 48.90%
Lie Group [180] 50.08%
FTP Dynamic Skeletons [62] 60.23%
P-LSTM [155] 62.93%
ST-LSTM [99] 69.20%
DSSCA-SSLM [156] 74.86%
Joint Distance Maps + CNN [93] 76.20%
ResNet-56 [128] 78.20%
LSTM+CNN [25] 82.89%
Multitask Deep Learning [103] 85.50%
DGNN [157] 89.90%
Proposed Method 69.53%
(a)
HON4D [125] 7.26%
Super Normal Vector [198] 13.61%
HOG2 [121] 22.27%
Skeletal Quads [40] 41.36%
Lie Group [180] 52.76%
Key Poses + SVM [27] 57.70%
FTP Dynamic Skeletons [62] 65.22%
P-LSTM [155] 70.27%
ST-LSTM [99] 77.70%
Joint Distance Maps + CNN [93] 82.30%
ResNet-56 [128] 85.60%
LSTM+CNN [25] 90.10%
DGNN [157] 96.10%
Proposed Method 78.6%
(b)
Table 4.11. Comparisons with the state-of-the-art methods on the NTU-RGB+D dataset
by using: (a) cross-subject evaluation criteria and (b) cross-view evaluation criteria.
multiple splits were generated and the final result was obtained by the average of all
runs on all splits. As shown in Tab. 4.7a, in this benchmark, we outperform the two
best results previously obtained in [126] and [43]. As introduced in the above sections,
the proposed method is also able to obtain excellent results in situations with limited
amount of data, as shown on the Weizmann dataset (see Tab. 4.7b), where our
results are fully comparable with key works of the present state-of-the-art [126].
Also in these evaluations a protocol, named leave-one-out cross-validation, described
in [126], was followed. The UCF Sports dataset (Tab. 4.7c) can be considered very
challenging due to the presence of occlusions, multiple subjects, and complex actions.
Particularly critical is the lifting class, where skeletons cannot be correctly extracted.
Anyway, excluding this class from the performance computation, the method reached
an accuracy of the 91%. For the evaluation on this dataset, the protocol reported
in [86], where each sample is used in turn as a test video, was followed. Unlike
the previous tests, in these estimations a dropout of 30% on the last dense level
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nodes of the network was applied to reduce the overfitting problem. As reported in
Tab. 4.7a and Tab. 4.7c, the use of C-RNN-GANs for the data augmentation phase
can provide a concrete expedient, in term of accuracy, especially for those datasets
whose data is not entirely sufficient for deep learning applications. In Tab.4.7c is
still possible to notice how the 3D-DenseNet significantly improves the classification
accuracy of the proposed method, handling missing skeletal data and integrating
scene information. The parameters used in the construction of the 3D-DenseNet
model, shown in Tab.4.8, are obtained through empirical experiments carried out
on the UCF101 dataset; using 70% of the video sequences as training set and the
remaining 30% as validation set. For each video, n = 20 frames were sampled, by
dividing the sequence into n slots and taking the first frame for each slot. The
combination between the proposed approach and 3D-DenseNet was further tested on
a large amount of data and number of classes, by using the HDBM51, UCF101 and
Kinetics400 datasets. As can be seen from Tab.4.9a, following the same experimental
protocols defined in [177], the accuracy of our method is comparable with the current
state-of-the-art best results on the HDBM51 and UCF101 datasets. However, the
obtained accuracy is far from the one reported in [177], where the network uses a
pre-training procedure by using the Kinetics400 dataset. Instead, we avoided using
of pre-training in order not to influence the validity of results in any way. This is
because the Kinetics400 is a huge dataset and many of the sequences contained in it
are similar to the ones of the HDBM51 and UCF101 datasets. For each dataset used,
we chose to use only the training data provided by standard evaluation protocols,
or the augmented data obtained from the latter. For the Kinetics400, to perform
further challenging experiments, the 1-top protocol specified in [74], was used and the
obtained result is reported in Tab.4.9b. Also, in this case, the method is comparable
with the current state of the art in terms of accuracy. In the HDBM51, UCF101 and
Kinetics400 datasets, the large amount of videos with both missing skeletal data and
face close-ups, makes impossible performing tests using the architecture composed
only by the two-branch stacked LSTMs.
Moreover, a supplementary challenge is introduced by the IXMAS dataset, where
video sequences are acquired from five cameras at different angles and perspectives
with respect to the subjects that perform actions. Evaluations are performed by
using the leave-one-camera-out cross-validation, where all sequences coming from a
camera are used to perform tests and remaining sequences are used for the training.
Due to the impossibility to obtain a reliable skeleton from the sequences acquired
from a nadir camera, in the training step we did not consider the streams captured
by the camera with id = 04. In Tab.4.10a, the results, on each single camera view,
are shown. The result of the last row was obtained by using the leave-one-subject-out
cross-validation on all video sequences of all four cameras.
A final set of qualitative comparisons was performed with RGB-D based methods,
which are designed to make full use of depth information. We point out that our
pipeline is entirely based on RGB information, thus making our approach applicable
in uncontrolled real-world scenarios where depth sensors can present drawbacks and
limitations. Similarly to the UCF Sports dataset, for these tests a dropout of 30%
on the dense layer was applied. Comparisons on the UT-Kinect dataset (Tab. 4.10b)
was, once again, evaluated by the leave-one-subject-out cross-validation, according
to the protocol reported in [180]. While, comparisons on the NTU-RGB+D dataset
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were performed using both cross-subject (Tab. 4.11a) and cross-view (Tab. 4.11b)
evaluation criteria, as described in [155]. The values reported in Tab. 4.10b and
Tab. 4.11 show that the accuracy of the proposed method is fully comparable also
with methods that use depth information, thus highlighting again the versatility
and robustness of the proposed method. Among all the methods shown in Tab. 4.11,
The DGNN [157] gets the best result. This type of network, which manages skeleton
information like a directed acyclic graph (DAG), could also be used on 2D skeleton
information, becoming our direct competitor. However, this method does not provide
solutions to manage occlusions (i.e., missing skeleton joints), multiple people in the
scene and face close-ups; in this way, unlike the solution we propose, it may not be
suitable for managing real applications, such as active video surveillance. As for the
previous experiments, Tab. 4.10b underlines how the use of synthetic data, for the
training step, can significantly improve the classification results.
4.2.7 Two-Branch Stacked LSTM versus 3D-DenseNet
In this section a comparison between the two-branch stacked and the 3D-DenseNet
networks is presented to show how, in some cases, skeletal analysis can offer ad-
vantages over the use of 3D-CNN. The experiments were performed on a custom
dataset, created by merging all the KTH video sequences and a UCF101 class subset,
the latter consisting of 3394 video sequences and 26 classes. As a result, the whole
custom dataset consists of 5785 video sequences divided in 32 classes. These videos
are chosen because, for each person in the scene, it is always possible to acquire the
entire skeleton with few noise. The experiments, performed using 70% of samples
as training and the remaining data as test, indicate that the two-branch stacked
LSTM, obtaining 95.12% accuracy, exceeds the 92.46% accuracy obtained from the
3D-DenseNet. The 3D-DenseNet performs classification errors especially on classes
taken from the KTH dataset, all of which have a homogeneous background and
the people in the video sequences do not interact with any object in the scene. In
conclusion, in case of correct skeletal data acquisition, the architecture based on
LSTM and joint information behaves better than a CNN-based architecture focused
solely on RGB images.
4.3 Non-acted body affect recognition experiments
In this section, implementation details and exhaustive experiments on several con-
figurations of the proposed non-acted body affect recognition module are reported.
We also compare our method with key works of the non-acted affective recognition
literature.
4.3.1 Dataset
The benchmark used in the experiments is the UCLIC Affective Body Posture
and Motion database [81]. This collection is composed by 37 sequences capturing
11 standing humans playing Nintendo Wii Sports games for a minimum of thirty
minutes. The chosen format is the BioVision Hierarchy (BVH), which provides
both a skeleton hierarchy and its motion data. The hierarchy comprises all relevant
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joints for the skeleton, including head, neck, chest, collar, shoulders, elbows, wrists,
hips, knees, and ankles. About the motion data, for each frame of the recording,
the starting X, Y, and Z positions of the hierarchy root are stored, as well as the
various joints rotations. Starting from these values, the 3D location of all body
joints are computed. Kleinsmith et al. [81] analysed the whole dataset and hand-
picked 103 frames across all sequences, representing skeleton configurations in which
emotional expressiveness can be identified, thus defining key postures inside the
available recordings. The authors, following an established protocol, labelled the
frames of the UCLIC dataset according to human observations. The affects identified
inside the sequences, observable while participants play the games, were classified as:
concentration, triumph, frustration, and defeat. Finally, human observations were
used to define a base rate for human capabilities, thus estimating the classification
accuracy for each of these affect classes. In this work, in order to associate movements
evolving through time to single body postures, we retained sequences of poses starting
from the selected key postures. In more details, 103 sequences were retrieved using
the preceding and subsequent 50 frames of a recording, with respect to a given key
posture. To each sequence was then associated the same label as the analysed key
posture, effectively associating movement to the right affect.
4.3.2 Implementation details
All the experiments were performed on an 6-Core Intel i7 2.60GHz CPU with 32GB
RAM. The proposed network was implemented using the TensorFlow [1] framework.
The following assessments were performed using the 10-cross validation average,
according the protocol used in [81].
Both LSTM and MLP branches use 64 hidden units in each layer, where the
LSTM consists in 3-stacked layers and the MLP is composed of 3 hidden dense layers.
To avoid the over-fitting problem, a 30% dropout [166] probability is applied in each
layer of both branches. In the stacked LSTM the dropout is the recurrent one. The
training step was performed using 1500 epochs, with a learning rate of 0.01 and a
batch size of 5. The choice of the LSTM units is based on the results obtained by
comparing the most common recurrent units used in the state-of-the-art, as shown
in Tab. 4.12. This procedure was performed because, as reported in several works
(e.g., [70, 26]), the performance of gated recurrent units may depend heavily on both
dataset and corresponding task. So a trial test phase was required to choose the right
cell. Although the more recent units (i.e., GRU [70], UGRNN [28], and NAS [11])
have obtained higher scores on single affective categories, such as concentrated and
defeated, the LSTM was chosen since able to achieve the best average percentage
overall. Finally, this hardware and network configuration, given an input sequence,
is able to work in real-time once the system is trained.
4.3.3 Model and feature analysis
A key aspect of the proposed method was feature selection. The description of
several feature groups, tested out to find the most effective combination, is reported
below:
M0: this set is represented by a vector of 277 entries, which includes all the temporal
66 4. Test and evaluation
Unit C T F D
LSTM 70.00% 62.86% 20.00% 60.00%
RNN 64.45% 48.57% 20.00% 72.00%
GRU 76.67% 31.43% 10.00% 40.00%
UGRNN 77.78% 51.43% 0.00% 52.00%
NAS 72.22% 52.42% 0.00% 64.00%
Table 4.12. Experimental results for each UCLIC dataset class, using the 10-cross validation
protocol, obtained by varying recurrent neural network units; where C = concentrating,
T = triumphant, F = frustrated, and D = defeated.
global features; In more details, 61 entries are related to the introduced meta-
features, while the remaining 216 entries represent the average X, Y, and Z
values of classic features (i.e., velocity, acceleration, snap, and jerk), computed
over the 18 available joints;
M1: this set is composed of 331 features vectors of length 101. The size of each
vector is defined by the 50 preceding and subsequent frames, with respect to
the analysed key posture. This window size was chosen to ease the computation
of the model, as well as to avoid representing movements that happen too far
in time from a selected posture. In more details, this feature set is composed
of three vectors groups of sizes 61, 216, and 54, representing, respectively,
meta-features, classic features, and 3D joints positions;
R0: this set is represented by the raw Euler joint rotation angles of all available
joints, stored in the UCLIC dataset. This set of rotations uses the same time
window of M1 (i.e., 101 rotation frames);
R1: this set represents the R0 features normalized in [0, 1] taking into account the
joint movement range. This set of rotations uses the same time window of M1.
The obtained results, shown in Tab. 4.13, highlight how the simultaneous use
of the two branches is more effective with respect to the single branches. This
behaviour is easily explained since by using both branches (i.e., employing both
temporal local and global features), the model can use both a summary and detailed
information of a motion to describe an emotion. Moreover, tests emphasize a better
classification of the concentrated, frustrated, and defeated affects whenever the
normalized rotations are considered inside the temporal local features on both single
LSTM branch and full architecture. This outcome is due to the fact that, thanks
to smoother values (i.e., [0, 1] normalized rotations), the LSTM can better handle
body posture motions in the time evolution scenario we devised. Another important
aspect, again backed-up by Tab. 4.13, is the relevance of time-based information.
It should be noted that all the LSTM based models exceed the MLP performance,
which does not consider a detailed motion information but only its overview. A
rationale behind this behaviour can be attributed, for example, to speed variations
on the human joint configuration depending on the current affective state. Indeed,
as shown in Fig. 4.8, a comparison between triumphant and concentrated affects can
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Model Features C T F D
B2 M0 67.78% 62.86% 15.00% 62.00%
B1 M1 72,23% 62.86% 20.00% 62.00%
B1 R0 70.00% 62.86% 20.00% 60.00%
B1 R1 72,23% 65.71% 20.00% 64.00%
B1 R0+M1 75.56% 65.71% 30.00% 64.00%
B1 R1+M1 76.67% 65.71% 20.00% 64.00%
B1 + B2 R0+M1, M0 77.78% 68.57% 30.00% 64.00%
B1 + B2 R1+M1, M0 78.89% 68.57% 35.00% 68.00%
Table 4.13. Experimental results for each UCLIC dataset class, obtained by using the first
branch B1 (based on the stacked LSTM), the second branch B2 (based on the MLP),
and the whole network, varying the features groups.
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Figure 4.8. Body motion comparison between concentrated and triumphant affects on
the 101 analysed time window.
be considered, where the former causes the human subject to perform more dynamic
movements, while the latter leads to a more static motion sequence. Finally, an
overview of the system classification performance, over the UCLIC dataset, is shown
in Fig. 4.9. As expected, most of the results lie on the confusion matrix diagonal.
The misclassified samples are usually associated with the concentrated class, due
to human observers using this affect as the neutral one in the referenced dataset.
During the training step, the network learns this pattern and, following the human
behaviour, uses the concentrated category as the default one. Furthermore, the
frustrated affect has the highest misclassification rates since, in the UCLIC dataset,
only 5 samples for this emotion are available and the identified key postures differ
from one another, as shown in Fig. 4.10. Thus resulting in a really hard affect to
recognize.
To conclude the model analysis, in Fig. 4.11 are shown three sampled sequences,
where the top and central row represent the frustrated emotion, while the bottom
row shows the concentrated affect. The proposed model is able to correctly classify
the first and third sequences while, for the second one, there is a misclassification
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]
Figure 4.9. Confusion matrix of the proposed solution according to the affect set on the
UCLIC dataset over a 10-cross validation run. The rows and columns of the confusion
matrix denote predictions and ground truth, respectively.
Figure 4.10. UCLIC dataset frustrated affect key postures.
indicating the emotion as concentrated. The correct classification for the first sample
is feasible since the model is able to grasp the sudden movement (e.g., via the
smooth-jerk feature) and low symmetry of the body, which can be often seen in
a frustrated person. Regarding the correct classification of the third sample, the
model can correctly represent the low body movement and its high symmetry, which
can usually be observed in a person focusing on a given task. Finally, concerning the
second misclassified sample, the error is caused since first, there are few examples for
this affect, and second, the sequence shows various characteristics of the concentrated
emotion (e.g., high legs and arms symmetry, low values for features analysing motions,
etc.). This second sequence can be easily misclassified, even where there are cues
like the backward tilting head and the upward symmetry of the hands.
4.3.4 Data augmentation
A common issue that afflicts numerous datasets is the low number of labelled samples.
In particular, the UCLIC dataset suffers this aspect, as observable by the class
related to the frustrated affect, thus making the correct classification by automated
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Figure 4.11. UCLIC dataset affect examples. Top and center rows show the frustrated
emotion, while bottom row represents the concentrated affect.
systems a hard task. To overcome this problem, an automatic data augmentation
procedure was devised with the aim to increase the number of samples and to obtain
a uniform distribution of data among the various emotion categories. The conceived
procedure was designed as follows: starting from the original 3D skeleton joint
rotation sequences of the UCLIC dataset, noise was applied to frames near the
labelled key postures, following a uniform Gaussian distribution with low standard
deviation (i.e., ±5◦ per axis angle), thus generating new joint rotation sequences.
This new motion data was then normalized to avoid meaningless rotations, which
are, normally, either unfeasible or extremely rare (e.g., an head turned backwards, or
an hyper-extended elbow) to be used inside the dataset. With this simple approach
the procedure was able to generate synthetic data sequences that are consistent
with the real data, thus achieving a uniform distribution of samples among the four
emotion categories and reaching 250 samples instead of being limited to only 103.
To avoid an over-fitting scenario and wrong recognition rates due to similar samples
being wrongly distributed in both training and test sets, the synthetic sequences
were placed in the same set of the original sample they were generated from. If an
original sample is contained in the test set, during the 10-cross validation approach,
its associated forged sequences are not considered for either the training nor the test
sets. In Tab. 4.14 the results using the augmented data are reported. Models trained
on the synthetic sequences easily outperform their counterparts trained on the
original dataset. These improvements also affect the more challenging frustrated set,
clearly demonstrating that having more real samples would improve the classification
rates, especially with our proposed network. Indeed, this augmented model, can
also correctly classify the second sequence of Fig. 4.11, since, thanks to having more
samples in the training set, the model is able to grasp other cues of the motion such
as the upward hands symmetry and backward tilting head.
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Type of Dataset Features C T F D
Base
R0 70.00% 62.86% 20.00% 60.00%
R1 72,23% 65.71% 20.00% 64.00%
R0+M1, M0 77.78% 68.57% 30.00% 64.00%
R1+M1, M0 78.89% 68.57% 35.00% 68.00%
Augmented
R0 73.28% 67.59% 10.00% 61.00%
R1 74.95% 67.82% 20.00% 61.25%
R0+M1, M0 76.67% 79.05% 50.84% 67.00%
R1+M1, M0 82.22% 80.95% 51.67% 70.00%
Table 4.14. Experimental result comparison, for each UCLIC dataset class, among the
various proposed network models, with or without the augmented data, using the 10-cross
validation protocol.
system C T F D
human base rate 57.00% 64.00% 39.00% 61.00%
Kleinsmith et al. [81] 65.30% 61.90% 16.00% 64.70%
our 78.89% 68.57% 35.00% 68.00%
Table 4.15. Experimental comparisons on the UCLIC dataset using the 10-cross validation
protocol.
4.3.5 Comparisons
The proposed method is compared to the current literature in non-acted body affect
recognition. The results on the UCLIC dataset, shown in Tab. 4.15, highlight how
our method exceeds the pioneer work of Kleinsmith et al. [81] in the classification
of each class. Especially in the recognition of the frustrated affect, that represents
one of the major challenges offered by this dataset, the accuracy is greatly increased.
Our system is able to improve performances thanks to the devised multi-branch
architecture, which can fully leverage both local and global temporal features. Indeed,
the model can better associate body movements to affects due to its fine-grained
(i.e., local via LSTM) and coarse (i.e., global via MLP) description of the motion.
Moreover, our solution is in line with respect to the reported human base rate.
In Tab. 4.16 the overall results based on the average of the accuracy rates,
obtained on each class, are shown. One of the competitors does not consider the
accuracy related to the frustrated class, this is due to the protocol used in [44]
that excludes this class because of the small number of samples. Even if we do
not consider these overall values useful to understand the actual performance of a
method, we have reported them to perform a comparison with [44]. It should be
noted that, even using this measure, our system achieves the best results, especially
when considering the model trained on augmented data. Indeed, this model is able
to achieve accuracy increases of roughly 12%, even when analysing all of four affects.
4.4 Conclusions 71
system NoFrustrated Overall
Garber et al. [44] 66.50% -
Kleinsmith et al. [81] 66.33% 59.22%
our LSTM R1+M1 68.80% 56.60%
our Full R1+M1, M0 71.82% 62.61%
ours Augmented 77.72% 71.21%
Table 4.16. Experimental comparisons on the UCLIC dataset with and without the
frustrated class based on the overall accuracy.
4.4 Conclusions
In this chapter, extensive tests were reported for each module of the framework.
In the gesture recognition module experiments, the proposed method outperforms
competing works on the SHREC dataset. A new dataset was also provided, based on
a large subset of the ASL, to analyse the robustness of the extracted features and the
behaviour of the network when the number of stacked LSTMs change. In the action
recognition experimental section, comparative experiments on RGB data showed
that the proposed method outperforms the current literature on three benchmarks.
While, in the remaining datasets, the method shows robust performance even in
presence of noisy, or limited, data and perspective changes. Additional tests on
two sets of RGB-D data showed that the method is also comparable with methods
that use 3D skeletons, thus making our approach widely applicable in uncontrolled
indoor and outdoor environments. Moreover, this section presented an approach
based on C-RNN-GAN to support the datasets with a limited amount of data.
Supplementary comparisons showed that, although the use of a 3D-CNN offers a
substantial contribution, it does not exceed the performance of the 2-Branch stacked
LSTM network in case of correct skeletal data acquisition. Finally, in the experiments
on body affect recognition, an exhaustive experimental phase was performed on the
UCLIC dataset. Tests using the different feature groups were also performed in
order to show that the configuration used is the best. An augmentation data phase,
carried out by applying Gaussian noise, was also illustrated, together with its results.
The state-of-the-art comparison highlighted how the proposed method surpasses the
other works, and is also in line with human recognition rates.
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Chapter 5
Conclusions
The following section concludes this thesis work by first resuming the contribution
to the state-of-the-art, and then by showing the future developments of the proposed
algorithms
5.1 Contribution
In this thesis, an original framework to analyse human actions and body language is
proposed. The framework is composed by three main modules: the hand gesture
recognition, action recognition and non-acted body affect recognition modules.
In the hand gesture recognition module, an affective set of discriminative features
based on both joint angles and fingertip positions is used in combination with an
LSTM-RNN to obtain high accuracy results. The method we propose outperforms
competing works on the SHREC dataset. This thesis also provides a new dataset,
based on a large subset of the ASL, to train and test the effectiveness of approaches
similar to that we present. This dataset has been also used to analyse the robustness
of the extracted features and the behaviour of the network when the number of
stacked LSTMs change.
To follow, in the action recognition module, a method based on 2D skeleton and
two-branch stacked RNNs with LSTM cells is proposed. The method presents several
key contributions, including an alternative approach based on 2D skeletons and RGB
videos, an original pipeline based on lightweight features and 2D skeleton joints, the
tracking of multiple people, and the robust management of partial body occlusions.
The method, moreover, includes a supplementary network based on 3D-DenseNet to
handle the missing skeleton data, and an approach based on C-RNN-GAN to support
those datasets with a limited amount of data. Extensive evaluations on KTH, Weiz-
mann, UCF Sports, IXMAS, HMDB51, UCF101, UT-Kinect, and NTU-RGB+D
datasets show the effectiveness of the method. In particular, comparisons with
several key works on the first two datasets highlight that the method outperforms
the current literature achieving a recognition rate of 99.5% and 100%, respectively.
Further investigations on the third and fourth datasets underline the successfulness
of the method even in presence of incorrect 2D skeleton extraction and significant
changes in camera angles and positions, respectively. Moreover, additional tests on
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the first and third datasets also show the robustness of the method when partial body
occlusions occur. Supplementary experiments on the third, fifth, and sixth datasets
highlight how the combination between our architecture and the 3D CNN-based
network improves the accuracy of the proposed method, by handling missing skeletal
data cases. Comparisons on the last two datasets show that the accuracy of the
proposed method based on 2D skeletons is fully comparable to that of works based on
3D skeletons. Despite the excellent results, the few samples available in KTH, UCF
Sports, and UT-Kinect datasets could not allow a full exploitation of the proposed
architecture and features. For this reason, only for them, the thesis also reports
experimental results obtained by using an effective data augmentation technique, in
which Continuous Recurrent Neural Networks with Generative Adversarial Networks
(C-RNN-GANs) are used to generate suitable synthetic action sequences.
Finally, as concern the body affect recognition module, an original combination
of local and global temporal features is used, with a custom deep neural network
architecture, to realize a non-acted body affect recognition method. An exhaustive
experimental phase was performed on the only benchmark dataset available in the
current literature. The obtained results shown how the proposed solution outperforms
key works in this topic, thus demonstrating how time based features can improve
the classification performance with respect to the single postures.
5.2 Future developments
In order to improve the proposed framework, we are currently working on several
aspects. Starting from the hand gesture recognition module, we want to integrate
an analysis of the upper body skeleton into the current pipeline, in order to be able
to manage more complex cases, such as the Italian Sign Language (LIS). In fact,
each term of these non-verbal languages is influenced both by the finger movements
and by the hand position relative to the body. The studies carried out for the
realization of the second module (Sec. 3.3) could help in the realization of this step,
thus making the framework a valid support tool for people with muteness.
As concern the non-acted body affect recognition module, we are planning to improve
the UCLIC dataset by integrating new real samples, especially for the frustrated
class, and by defining new affect classes. There are two main problems to manage
to achieve this goal: the first one regards the creation of a valid acquisition protocol
that allows to capture the genuine emotions of the people, without conditioning
them; while, the second one, regards the labelling of the body movements performed
by people, which requires the support of expert researchers in the field of body
language.
Moreover, we are currently working on a new module focused on human hand reha-
bilitation. Using the anomaly detection technique based on LSTM Auto-Encoders
(AEs) [14], in this new module we will try to recognize the degree of hand disability
of the patient, training the network only on 3D skeletal data obtained by healthy
patients. Preliminary tests have highlighted the validity of the idea, showing how
this technique allows to identify the fingers that performed wrong movements during
the execution of the assigned rehabilitation exercise.
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