This paper concerns the problem of constructing a minimum spanning tree (MST) in a synchronous distributed network with n nodes, where each node knows only the identities of itself and its neighbors. We assume the CONGEST model where messages are of size O(log n) bits. Spanning tree construction was long believed to require an amount of communication linear in the number of edges. In 2015, King, Kutten and Thorup presented a Monte Carlo algorithm which broke this communication bound. In particular it showed that an MST could be constructed with time and message complexity O(n log 2 n/ log log n), independent of the number of edges.
INTRODUCTION
The problem of broadcasting over a distributed network algorithms efficiently in terms of time and communication is a fundamental problem which has been considered by many researchers over the last 35 years. If we consider the network as an undirected graph with n nodes and m edges, then the spanning tree (or broadcast tree) allows one node to broadcast to n − 1 other nodes in a network using only n − 1 messages. If each link is weighted, e.g., by the energy Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).
ICDCN '17 January 04-07, 2017, Hyderabad, India needed to send a message over the link, then the minimum spanning tree gives a way to perform the broadcast using the least amount of energy. We show how to efficiently construct a minimum spanning tree (or forest, if the graph is not connected) in a distributed network. Our algorithms are Monte Carlo, and succeed with high probability in the synchronous CONGEST model, where each node may send a message of O(log n) bits to each of its neighbors in a single round.
A simple algorithm for the spanning tree problem is to construct a breadth-first search tree, by having the root node send to its neighbors and these nodes send to their neighbors, etc., adding an edge to each newly discovered node. This takes optimal time, proportional to the graph diameter, and uses O(m) communication. The classic algorithm by Gallager, Humblet and Spira (GHS) for finding an MST in a distributed (asynchronous) [GHS83] takes O(n log n) rounds and uses O(m + n log n) messages. A lower bound of m bits of communication was long conjectured, and has been shown in various models. This bound does not apply to the "standard" model, also called the KT1 model in Peleg [Pel00] , where each node knows its unique identity and those of its neighbors and the weights of the edges incident to it, if identities can be manipulated arbitrarily. In 2015, King, Kutten and Thorup (KKT) [KKT15] gave Monte Carlo algorithms which rely on performing simple arithmetic operations on identities to go below the bound with both message and time complexityÕ(n). In particular, their algorithm for minimum spanning tree has time and message complexity O(n log 2 / log log n), independent of the number of edges. The running time of GHS was improved by Chin and Ting, [CT85] , Gafni [Gaf85] , and then Awerbuch [Awe87], who found an O(n) time algorithm with O(m) messages. In GHS and these algorithms, nodes are merged to build increasingly large subtrees of the MST, known as fragments. A node determines if an incident edge is outgoing from its current fragment by querying the other endpoint of the edge, where the incident edges are considered sequentially in increasing order of weight. Therefore, finding an outgoing edge from a fragment may take a time proportional to the size of the fragment. This then is a bottleneck for the running time of these techniques, which can be as large as n and much larger than the diameter of the MST.
An alternative approach is for a node to query these edges in parallel but this results in increased communication. A series of works reduced time to o(n) but with ω(m) messages. These make use of a breadth-first search tree to communicate quickly. Let D is the network's diameter:
Garay et al. [GKP98] introduced an O(D + n 0.614 ) time algorithm. Kutten and Peleg [KP95] improved this to time O(D + √ n · log * n). In the LOCAL model where messages are of unbounded size, Elkin [Elk04] , pointed out another method where each edge is checked to determine if it is the heaviest on any cycle. This takes time proportional to the M ST − radius, which is the maximum over all non-MST tree edges e, of the minimum length of a cycle in which e is the heaviest edge; it may be much smaller than D. Elkin [Elk04] presented anÕ(M ST − radius + √ n) time algorithm for the CONGEST model. Recently, Panduragan et al. [PRS16] gave an algorithm that simultaneously matches the time lower ofΩ(D + √ n) [Elk06] and the message lower bound of Ω(m) [KPP + 15] in the KT0 model. Our paper explores the question of whether MST construction can be sped up to linear or sublinear time in n and still use only o(m) messages. We show how to construct an MST inÕ(diam(M ST )) time withÕ(n) messages, where diam(M ST ) denotes the maximum hop diameter (unweighted diameter) of any MST in the network. When
, this is less than the lower bound for time of Ω(D + √ n/ log n) [SHK + 12] in the CONGEST model, which holds for Monte Carlo algorithms. However, our result does not contradict this lower bound, as the examples used to establish that bound have MSTs with diameter √ n. Note that GHS can be modified to run iñ O(diam(M ST )) time with O(m) messages (see [PRS16] ). Our key idea is to use the KKT method to find outgoing edges which avoids the time/communication bottleneck described above.
Other related work
A similar model to CONGEST model is the Congested Clique model. In this model, nodes in the network can directly communicate to each other through a complete underlying graph. Graph connectivity and minimum spanning tree problems have been studied in this model as well. Lotker et al. [LPSPP05] which provided an algorithm to compute the MST in O(log log n) rounds. This was improved to an O(log log log n)-round algorithm due to Hegemen et al. [HPP + 15] . Their algorithm is a randomized Monte Carlo which uses Linear Sketches technique to encode the neighborhood of each node, in a manner similar to MST-KKT. Ghaffari and Parter [GP16] have recently improved the time to O(log * n) rounds. The reason for this low number of rounds is that the diameter of the communication network is one and information can be quickly transferred. Therefore, following these ideas directly in the simple CON-GEST model will introduce a factor of O(n) to the time complexity. The two mentioned algorithm still use Θ(n 2 ) messages. However, in [HPP + 15] an algorithm is presented that uses O(n · polylog(n)) messages and O(polylog(n)) rounds. The algorithms for the Congested Clique model do not seem to provide a way to find a linear or near linear time algorithm for MST construction with o(m) messages in the general CONGEST model.
Our Results
We prove the following theorems in the synchronous CON-GEST model where each node knows its neighbors and the weights of edges incident to it, and integer weights no greater than n k for k a constant.
Theorem 1. An MST can be constructed with high probability in a network with n nodes in 1. O(diam(M ST ) log 2 n log log n ) time and O(n log 2 n log log n log diam(M ST )) messages; 2. O(n/ ) time and O((1/ )n 1+ log log n) messages where log log n/ lg n ≤ < 1.
According to the second part of this theorem, choosing a constant value for , e.g. 0.1, we can a have linear time and O(n) and O(n 1.1 log log n) messages which could be significantly less than the number of edges.
Theorem 2. A spanning tree can be constructed with high probability in a network with n nodes in O(n) time and O(n log n log log n) messages.
Overview of the algorithms
First we define some important terms. At any time step of the algorithms a fragment is a subtree of the final MST. Each fragment has a leader which could be any node on that fragment, e.g. the node with smallest ID. Height of a fragment is the maximum number of edges between a node and the leader on that fragment.
Also we define diam(M ST ) to be the hop diameter of the MST which is the maximum number of edges on any path in the MST. Hop diameter of a minimum spanning forest is the maximum hop diameter over all of its spanning trees. Let KKT denote the MST algorithm in [KKT15] , the MST is built up in iterations, from a set of fragments which are disjoint subtrees of the MST. Initially, each node is a fragment. In each iteration, fragments find outgoing edges with minimum weight and merge through these outgoing edges until the MST is found. We observe that the time to find a minimum weight outgoing edge in one fragment is proportional to the height of the fragment (times O( log n log log n )). Height of a fragment is defined to be . The KKT runs for O(log n) iterations; each iteration is assumed to require the worst case time, i.e., that the height of some fragment in the iteration is n.
To achieveÕ(diam(M ST )) time for constructing an MST, it suffices to alter KKT so that it is run in phases, with increasing larger guesses as to the diameter of the MST. Initially, the diameter of the MST is assumed to be a constant. Each fragment verifies with high probability that it has no outgoing edges. If it does, the diameter is doubled and the algorithm is repeated.
To achieve O(n/ ) time for finding the MST is a bit more complicated. We modify KKT so that an iteration on a fragment of height T takes time proportional to its height. We apply a threshold T so that only fragments that have height less than T are permitted to look for outgoing edges. Once enough iterations are executed so that all fragments with height less than T are merged, we are left with a small number of fragments. This allows us to apply fewer iterations to merge them. We repeat until the final MST remains. The algorithm runs in less than log * n phases. For the first phase i = 1, we apply a threshold of T = n/(log n) 2 and run for log n iterations. For the following phases i = 2, 3, ..., log * n, we apply a threshold T (i) = n (log (i) ) 2 and run O(log (i) ) iterations, where log (i) n denotes i iterated logarithms. Each iteration requires n/ time and the total time is therefore O((n/ ) i 1/ log (i) ). The thresholding idea is implemented in a manner similar to [Awe87] . There are two other key points here:
1. The time complexity of the KKT is O(n log n log n log log n ). The application of thresholds removes one log n factor. The factor O( log n log log n ) is due to a log n-ary search for finding the lightest outgoing edge. In order to reach the overall time complexity, we modify FindMin-C from KKT to run an n − ary search using a pipelined broadcast-and-echo which increases communication by an O(n / log n) factor and replaces the O( log n log log n ) time factor by O(1) for constant . 2. In each iteration of KKT, there is a constant probability of reducing the number of fragments by a constant factor. An expected O(log n) iterations are needed to construct the MST. With an additional O(log n) iterations, KKT succeeds with high probability. In order to get high probability of merging all trees with heights below T for each phase, we use O(log n) parallel repetitions of each iteration instead of just one. This does not affect the search time; however, it increases communication by a factor of log n.
We construct a spanning tree in linear time but with less communication than we use for MST construction. As in the MST construction, we use gradually increasing thresholds on the amount of time for each iteration, but in the spanning tree, outgoing edges may form a cycle of fragments. The problem of breaking the cycle in time proportion to the threshold requires a somewhat technical solution.
Organization of the paper
Section 2 describes the preliminaries and reviews the algorithms of [KKT15] . Section 3 shows the modified version of KKT which works inÕ(diam(M ST )) time rounds. Section 4 provides the linear time algorithm minimum spanning tree construction. In Section 5, the spanning tree algorithm is described. In Section 6, the conclusion and open problems are presented.
PRELIMINARIES

The model
The network is an undirected graph G = (V, E) in which |V | = n , |E| = m, and messages of O(log n) bits are allowed. We assume the CONGEST model: Communication proceeds in synchronous rounds (also known as time steps); a message that is sent through a link at the beginning of the round will be received by the end of the round; and in one round a node may send a message to each of its neighbors. Initially each node knows only is its own ID plus the the ID's of its neighbours and the weights of the edges to its neighbors (KT1 model in [Pel00] ).
All nodes know the same upper bound on the network size, i.e., n, and all nodes start at time 0. Edge weights are positive integers less than n k where k is any constant. Note that edge weights can be made unique simply by concatenating the ID's of the nodes to end of edge weights; hence for the remainder of the paper, we assume they are unique. As a result, our network has a unique MST.
Review of KKT and ST-KKT
Throughout the paper KKT and ST-KKT refer to the algorithms in [KKT15] for minimum spanning tree and spanning tree, respectively. These algorithms rely on a basic observation: Every edge with both endpoints in a fragment contributes 2 to the sum of degrees of nodes in the fragment, while an outgoing edge contributes 1. Hence if the parity of this sum is odd, there must be an outgoing edge.
Here we describe some subroutines from KKT [KKT15] that we will use directly or modify.
Broadcast-and-echo(F): A basic communication pattern
in which a leader of a fragment F broadcasts a message to all nodes in the fragment (broadcast) and in response all the nodes (starting from leaves) send up a message towards the leader (echo).
Odd hash function A function h : [1, m] → {0, 1} such that for any non-empty set S ⊆ [1, m], with probability 1/8, hashes an odd number of members from S to 1. In particular, let us say that for some fragment, S is the multiset of all edges connected to the nodes of that fragment. If this fragment has at least one outgoing edge then with probability 1/8, e∈S h(e) mod 2 = 1. This is because any edge whose both endpoints are in the fragment will appear twice and will not contribute to the sum. Therefore, by computing this sum in a fragment with constant probability we can say whether it has an outgoing edge.
TestOut(x, I): With constant probability, returns true if there is an outgoing edge leaving Fx (the fragment of leader x) whose weight is in interval I, and false otherwise. TestOut uses an odd hash function to test if there is an outgoing edge in the given interval.
HP-TestOut(x, I): Does the same thing as TestOut except with high probability.
FindMin-C(x):
Finds the lightest outgoing edge from a fragment Fx with constant probability, using worst case O(|Fx| log n/ log log n) messages and time. If there is no edge leaving the tree FindMin-C always returns ∅. It works by partitioning the whole search range (n k ) each time into log n equal sized intervals and obtaining the result of TestOut for each interval. Then the first interval that has an outgoing edge is picked and partitioned again. Repeating this, after log log n n k = O( log n log log n ) iterations the lightest outgoing edge is found.
FindAny-C(x): Finds any outgoing edge from a fragment
Fx with constant probability, using worst case O(|Fx|) messages and time (one broadcast-and-return). If there is no edge leaving the tree, it always returns ∅. We note that the broadcast requires a O(log n) bit transmission of a hash function and the return requires the return of an O(log n) bit word.
KKT works in O(log n) phases. In each phase, every fragment leader uses FindMin-C to find the lightest outgoing edge with constant probability. Afterwards, the fragments merge using the lightest outgoing edges they have found. This is shown to divide the number of fragments by a constant each time; hence, having O(log n) phases overall. FindMin-C works by broadcasting an odd hash function and an interval which is to be divided to O(log n) equal sized subintervals. For each subinterval in parallel, TestOut is applied to find the first subinterval that has an outgoing edge. Therefore, the dividing process is repeated for this subinterval until the minimum outgoing edge is located. HP-TestOut is used to verify the results returned by TestOut.
MST WITH SMALL DIAMETER
In this section we present a modification of KKT which takes O(diam(M ST ) log 2 n log log n ) time and uses sublinear communication in the number of edges when m is sufficiently large.
Each iteration of KKT allows the fragments O(n) time rounds to look for outgoing edges. However, we know that over the course of algorithm each fragment is actually a part of the final MST. This implies that if the diameter of the MST is low then the diameter of any fragment is low as well. In O(diam(M ST )) time fragments can find lightest outgoing edges. However, we do not know MST's diameter beforehand; hence, we have to guess. In particular, we start from a constant estimate of the diameter of the MST, and simulate a version of KKT assuming our estimation is an upper bound on diameter. We find the MST as soon as our estimationD for diam(M ST ) is greater than diam(M ST ). When we estimateD, we prevent fragments from spending time more than O(D).
We use the thresholding technique to distinguish between fragments with height larger than the desired threshold T on the height of fragments and those with height less than T . Let active fragments be those allowed to look for an outgoing edge, i.e., those with height less than T . For the purpose of distinguishing, before starting an iteration of KKT we do as follows.
The algorithm runs in iterations which are timed according to the global clock. At the start of each iteration all leaders deactivate themselves. Every leaf makes a timer message and sends it upward. A timer is a message with the initial value of threshold T and each time it passes a link its value is decreased by one, and once the value hits zero it will stop being transmitted. Timer message is very similar to the exploration token used by Awerbuch in [Awe87]; however, here, a timer does not try to measure size of a fragment and only cares about the height of a fragment which is the deciding factor for time complexity.
When all the leaves (in all fragments) sent up their timers, every internal node waits for the timers from all its children and when it has received all of them, it sends up the timer with minimum value. Consequently, the leader of each fragment will receive the timers of all of its children if and only if the height of the fragment is no greater than the threshold. If the height of the fragment is no more than T the leader will be activated (along with its fragment) and it can start to look for outgoing edges in the upcoming KKT iteration. Algorithm 1 shows a pseudo-code of this activation process. Now using the Activate procedure we can present the algorithm Diam-KKT which only takes O(diam(M ST ) log 2 n log log n ) time. The algorithm starts by setting the estimation of diam(M ST ), i.e.D, to 1. Afterwards, before running an iteration of KKT it first activates only fragments whose height is less thanD. Intuitively, we are assuming thatD is the real value of diam(M ST ); hence, there is no point in allowing fragments with height bigger thanD to look for outgoing edges. Knowing this, if we were proved wrong and could not find the MST we will make a higher estimation by doublingD. After performing enough iterations, i.e. O(log n), we need to see if we could find the minimum spanning tree/forest or not. To do this, we actually do not need to know the exact size of network; we can test w.h.p the existence of outgoing edges using a verification method. As soon as our estimate is good enough, i.e. diam(M ST ) ≤D < 2 · diam(M ST ), w.h.p the MST is found. If the minimum spanning tree or forest is found, in step 9 of Diam-KKT, no fragment can have outgoing edges; therefore, all nodes of the network receive the message STOP and the algorithm successfully terminates. Next theorem will bound time and message complexity of Diam-KKT.
Theorem
log n log log n ) due to the log n-ary search of FindMin-C. Hence, the overall time complexity is O(diam(M ST ) log 2 n log log n ).
LINEAR TIME ALGORITHM FOR CON-STRUCTING THE MST
DiamKKT is a very fast algorithm if the diameter of the MST is small enough. However, if diam(M ST ) > n log log n log 2 n then it will take ω(n) time rounds. Here, we want to present an algorithm for MST construction which always works in linear time and takes sublinear communication in the number of edges. We again use T , a threshold bounding the height of the fragments looking for outgoing edges.
To this end, we must find a way to detect the minimum outgoing edge in O(T / ) rounds. In fact, we want to get rid of the log log n n (or log n log log n ) that appears in FindMin-C due to a log n-ary search. As before, we assume that the maximum edge weight is less than n k for some constant k. In KKT the range of edge weights is partitioned into log n equal sized intervals; hence, log n log log n narrowing downs are needed to find the minimum outgoing edge. To speed up the process, we narrow down the interval by a factor of n each time, where n > log n.
Similar to KKT, for the i th interval we need one bit to be the result of TestOut(x, Ii), where Ii is the i th part of the interval that we are searching. Then, the leader will pick the first part that has an outgoing edge, i.e. the first interval whose TestOut result is true, and again this new interval will be divided by n .
Nevertheless, in order to do this, each node needs an array of n bits. Sending an array with this magnitude will need n log n consecutive messages. Therefore, we use a pipelining technique so that every leaf sends these messages one after another without delay, and every internal node upon receiving the array from all its children calculates the sum of those arrays and sends it up. In fact, internal nodes will receive the parts of their children's arrays in order; therefore, they can compute the sum for the parts they have received (from Algorithm 1 Activation Algorithm 1: procedure Activate(T ) Takes the value of threshold as input and activates the fragments w.r.t T .
2:
All of the leaves send up a timer with value T . 3:
Every internal node that received timers from all of its children sends up the minimum timer.
4:
Every leader that receives the timers from all of its children is activated. 5: end procedure Algorithm 2 Faster version of KKT when MST has low diameter 1: procedure Diam-KKT 2: SetD = 1. D is the estimation of the MST's diameter.
3:
whileD ≤ 2n do 4:
for i = 1 to i < c log n do c is a sufficiently large constant.
5:
Call activate(D) to activate only fragments with height ≤D.
6:
Active fragments find outgoing edges using FindMin-C within O(D) rounds. 7:
end for 8:
Call activate(D) Start of verification. 9:
Every active fragment uses HP-TestOut to decide w.h.p the existence of an outgoing edge. 10:
Every fragment whose HP-TestOut result is false broadcasts message STOP to all of its nodes. 11:
Every node that has not received STOP, restarts withD = 2D. 12: end while 13: end procedure all children) and send it up without waiting for the whole array to arrive.
It is easy to verify that the time rounds needed for the leader to receive the whole array from all its children is at most T + n log n ≤ 2T if < 1, because the height of the fragment cannot be more than T , otherwise it would not be allowed to look for outgoing edges. Now we show how this pipelining technique helps in getting high probability in a single iteration. The idea is that instead of using only one hash function we use O(log n) pipelined hash functions. But again, we do not wait for the results of the first hash function and then repeat the process with another one. We simultaneously (almost) apply log n randomly chosen hash functions. The leader broadcasts all of the O(log n) hash functions one after another and without any delay. This log n extra messages through each link will not affect the time complexity because the extra O(log n) time will be added to the threshold on fragment's height, which is relatively very large; this pipelining of hash functions only affects message complexity by a factor of O(log n). Algorithm FastFindMin shows how finding the lightest outgoing edge can be done in O(T / ) with high probability using O(log n) hash functions.
We also modify TestOut to take another argument hj which is the hash function that it will use. Note that when we are in the first phase of the algorithm we can have O(log n) iterations. Therefore, we will get high probability with applying only one hash function in FastFindMin-C. We do not give the pseudocode separately for FastFindMin-C. It is FastFindMin but with one hash function instead of O(log n), and it gets constant probability of success. Lemma 1. There exists a constant c for which, FastFindMin finds the lightest outgoing edge w.h.p.
Proof. Imagine I is the current interval under search. Let I f be the first subinterval that has an outgoing edge. Since, as stated in [KKT15] , each hi is an odd hash function, the probability that an odd number of outgoing edges in I f hash into 1 is at least 1/8. Note that non-outgoing edges will cancel each other's parity since they appear exactly twice in the sum. Therefore, the probability of this event not happening is less than 7/8 for one hash function. Using c log n hash functions this probability is reduced to 7 8 c log n .
However, we need to narrow down the interval a total of k/ times, and the whole process fails if any of these narrowing downs fails. Hence, by union bound, the probability of not finding the lightest outgoing edge will be k · (
) c log n . Now, note that we always want n = Ω(log n), because otherwise the whole array can be transmitted in one message; this implies that > Ω( log log n log n ). Thus, for k · (
) c log n to be less than 1/n c 1 it suffices that ( Having all the prerequisites, we can provide the FastMST algorithm which finds an MST in O(n/ ) rounds and with O( n 1+ log log n ) communication w.h.p. FastMST starts with setting the threshold value to n log 2 n . Before executing an iteration for finding outgoing edges the procedure Activate is called to make sure that only fragments whose height is below threshold are communicating and looking for outgoing edges. For every value of threshold (say T = n (log (i) n) 2 ), O(log (i) n) iterations are performed. Next theorem shows that this many iterations are enough to merge all fragments with height below T . Proof. We know from Lemma 1 that FastFindMin fails probability 1/n c 1 for some constant c1. Now, in any iteration, there are at most n fragments. Therefore, by union bound, w.h.p the number of fragments is divided by at least 2 in each iteration. Hence, the number of iterations needed for each phase is log of the number of fragments. Furthermore, there are a total of
O(log (i) n) = O(log n) iterations and they all succeed w.h.p, again by union bound. The maximum edge weight is n k for some constant k and while size of the interval is more than 1 do 4:
x broadcasts odd hash functions h1, h2, . . . , h c log n where hj : [1, n k ] → {0, 1}. 5:
Let Ii be the i th part of the current interval. For i = 1 to n and for j = 1 to c log n calculate TestOut(x, Ii, hj) in the fragment leader by pipelining. 6:
x determines, w.h.p, the first subinterval with an outgoing edge. This is done by picking the minimum i (say im) for which there exists some hash function hm such that TestOut(x, im, hm) = true.
7:
Update I to be Ii m , the first interval with an outgoing edge. 8: end while 9:
Return the outgoing edge. 10: end procedure Algorithm 4 Linear time algorithm for finding the MST 1: procedure FastMST( ) Takes as input.
2:
Initialize F , set of all fragments, to be all of the singletons. 3:
Set threshold counter i = 1.
4:
while i ≤ log * n do 5:
Set the threshold T = n/(log
Set the iteration counter j = 1. 7:
while j ≤ 2 log (i) n do 8:
Call activate(T ) 9:
if i = 1 then 10:
Call FastFindMin-C(x, ) for every fragment leader x. 11: else 12:
Call FastFindMin(x, ) for every fragment leader x.
13:
end if 14:
Merge fragments using the lightest outgoing edges found. 15:
Increase j by one. 16: end while 17:
Increase i by one.
18:
end while 19: end procedure since each time we are narrowing down the range under search by n then a total of k narrowing downs are needed; hence the factor 1 in the time complexity.
When all of the fragments with height < n/(log (i) n) 2 are merged, the number of remaining fragments cannot exceed (log (i) n) 2 . Therefore, for each phase where the threshold is updated from n/(log
Moreover, in the last phase the threshold is exactly n and all of the remaining fragments will merge.
In each iteration only fragments with height below the threshold are allowed to look for outgoing edges. Thus, the overall complexity will be
The last term of this sum is 1 and each time the denominator is losing a log; we can say the denominator is at least doubled each time. Therefore, this sum is less than ∞ i=0 1 2 i = 1, and the theorem follows.
Theorem 5. Algorithm FastMST requires O( n 1+ log log n ) messages.
Proof. As stated in Theorem 4, it takes
k narrowing downs before the lightest outgoing edge is found. For each of these narrowing downs every node needs to communicate an n -bit array upward for each of the O(log n) hash functions. This is O(n log n) bits which can be pipelined in time O(n ). In total, every link will be used for k · n messages after the first phase. Besides, there will be O(log log n) iterations over all phases i ≥ 2. On the other hand, in the first phase, we use only one hash function but we have O(log n) iterations. Thus, considering k is constant, the total message complexity will be:
log n log n log log n) = O( n 1+ log log n).
LINEAR TIME ALGORITHM FOR SPAN-NING TREE
For the construction of spanning tree in linear time we again use a threshold T to only allow fragments with height less than T to look for outgoing edges. Like the previous section we need to boost the probability when we cannot have O(log n) iterations. This will be done by running repetitions of each iteration in parallel.
However, the difficulty will come when we try to handle cycles. In ST-KKT a node realizes that it is on a cycle if it does not hear from at least one of its children after enough time. More precisely, every leaf sends a message upward and every internal node waits to hear from all its children, and if it did not hear from them after enough time (say O(n) rounds) then it must have been on a cycle. In our algorithm, since we are using some threshold we cannot provide enough time to make sure that internal nodes hear from their children. In fact, if an internal node does not hear from all of its children it could be that it is on a cycle or the threshold was not large enough. We need to somehow distinguish between these two cases. In this section we will provide our algorithm for detecting and removing cycles. Throughout this section we assume that each edge has a unique ID made by concatenating the IDs of its endpoints, where the ID of the endpoint with smaller ID comes first.
Handling Cycles
After each fragment finds an outgoing edge, we need to break the cycles, i.e., remove an edge from the cycle. Let us define some important terms first. In iteration i + 1 of the algorithm we have:
Old fragment: A fragment at the end of the i th iteration.
Marked edges of a node: When an old fragment F finds an outgoing edge, the endpoint of the outgoing edge in F is called the tail, while the other endpoint is called the head. A node s can be the head of a number of outgoing edges found either on the this iteration or on previous iterations. These edges are considered the marked edges for node s unless they have been removed from the list of marked edges at some point during the algorithm. Note that an outgoing edge is not considered marked for its tail.
Current leader (of an old fragment): In iteration i + 1 every old fragment tries to find an outgoing edge. If it succeeds in doing so, its current leader will become the tail of the outgoing edge. Otherwise, its current leader is the same as its leader at the end of iteration i.
Cluster: When finding outgoing edges is over, consider the graph formed by the old fragments and edges that are marked for some node at the moment. Each cluster is in fact a connected component in this graph. A cluster contains one or more of the old fragments at this iteration.
Bad edge: Is a marked edge which is either on a cycle (of any length) or on a path of length > T from a leaf in its cluster.
1-bad and 2-bad fragments:
If an old fragment has 2 or more bad edges in total, it is called a 2-bad fragment.
Note that the number of bad edges of an old fragment is the sum of bad edges of its nodes (including the current leader). A 1-bad fragment has exactly 1 bad edge.
Our goal is to keep the invariant that clusters with diameter less than T are merged into fragments with diameter greater than T before T is incremented.
The basic idea of removing cycles in time proportional to the threshold is to remove a cycle only when necessary. Later we will prove that a 2-bad fragment has to belong to a cluster of diameter more than T . In fact, we will prove that the current leader of a 2-bad fragment has to be on a path of length more than T from a leaf in the cluster. Therefore, a cycle that lies in cluster containing 2-bad fragments can wait to be removed until the threshold gets big enough. However, we make sure that the cycle of a cluster with only 1-bad fragments is broken.
One problem is that we do not know if the bad edge of a 1-bad fragment is because of a cycle or a long path. Therefore, when we are eliminating edges to get rid of cycles we might be eliminating edges from a long path as well. This is problematic if the eliminated edges are in a cluster which has 2-bad fragments. In this case a 2-bad fragment might become a 1-bad fragment because we have removed an edge from a long path that was connected to it. We have to prevent this, otherwise new cycles of 1-bad fragments keep appearing that we have to deal with. In order to prevent a 2-bad fragment from becoming 1-bad, we eliminate an edge only if it is at distance more than T from the current leader of 2-bad fragments. In particular, 2-fragments signal 1-bad fragments that are within distance T and forbid them from eliminating edges.
In other words, we make sure that cycles in cluster that only have 1-bad fragments are broken, while we guarantee that eliminated edges do not result in more 1-bad fragments. The steps we follow to remove cycles are as follows: 1) Determining bad edges. 2) Current leader determines B the number of bad edges in its old fragment. 3) a) If B > 1, observe this occurs when there is a path of length more than T from a leaf to the current leader in the cluster. An edge is removed if it is at distance more than T from the current leader of a 2-bad fragment. 2-bad fragments send a ChoiceForbidden signal to 1-bad fragments within distance T and prevent them from eliminating edges. b) If B = 1, and the current leader has not received any ChoiceForbidden signal, it will choose to eliminate either the outgoing edge or the bad edge, depending on which has the smaller ID. Elimination occurs if an edge is chosen by both its endpoints for removal.
When cycles are broken, all fragments merge using the remaining outgoing edges. Note that there are still clusters which have cycles but these clusters have 2-bad fragments. Consequently, they will not look for outgoing edges until the threshold becomes large enough; hence, they cannot form new cycles. As we will prove later, a cluster cannot have more than one cycle. Therefore, the only cycles of such clusters will be removed with the same technique at higher thresholds.
Before presenting the algorithm for removing cycles we prove that clusters that have 2-bad fragments have to have diameter larger than T ; hence, they can be dealt with in higher thresholds. The following lemma proves this.
Lemma 2. If an old fragment F is 2-bad the diameter of its cluster is more than T .
Proof. First we observe that if F is on a cycle it has to have an outgoing edge. The reason is that every fragment can have at most one outgoing edge; hence, the fragments connected to F will form a tree like structure unless F itself has an outgoing edge to one the fragments connected (directly or indirectly) to it. Now, for the same reason all of these connected fragments cannot have more than one cycle because if they did one of the fragments should have had more than one outgoing edge which is a contradiction. Thus, if we imagine that F has two or more bad incoming edges at most one of them could be due to a cycle and the other must be the result of a long height (compared to threshold) that has prevented some timer to reach high enough. This ensures the existence of path with length more than T in F 's cluster and the lemma follows.
Algorithm CycleRemover shows how to break cycles. When fragments find their outgoing edges, we make sure that cycles in clusters with only 1-bad fragments are removed. We do this carefully so that no 2-bad fragment becomes 1-bad after some edges are eliminated. We assume every node keeps a list of marked edges. All nodes only add to their list of marked edges over the course of algorithm unless they receive a Clear message from the leader which tells them to empty their lists. A node will receive the Clear message when it is no longer on a cycle and the height of its cluster is no more than T .
In CycleRemover, we use timers as in the MST algorithm. Every leaf sends up a timer with value T upward to the current leader. Every internal node (including the current leader) that receives the timer from all of its children sends up the timer with minimum value. As a result, after T rounds every node will know which of its marked edges it has not heard from, i.e. bad edges. Then every node of an old fragment sends up the number of its bad edges to the current leader. Again after T rounds, the current leader will know how many bad edges its fragment has; hence, 1-bad and 2-bad fragments are determined. Now, before we break the cycles, we make sure that edges that are within distance T of a 2-bad fragment are not eliminated. To this end, the current leader of every 2-bad fragment sends down the ChoiceForbidden message which is attached to a timer with value T . The leader of any 1-bad fragment that receives such a message does not eliminate any edges. In order to prevent redundancy, if a ChoiceForbidden messages reaches the leader of some 2-bad fragment, it will not be forwarded because that leader has already sent down one such message.
1-bad fragments that have not received the ChoiceForbidden message eliminate either the outgoing edge or the bad edge. In particular, the fragment picks edge that has the smaller ID for removal. This edge is removed only if the fragment on the other side picks it for removal, as well. The next lemma shows that eliminating the node with smaller ID will break the cycles, and this does not affect the asymptotic number of iterations we need to merge all the fragments with height below the threshold.
Lemma 3. If all of 1-bad fragments that have not received the ChoiceForbidden message pick between their bad edge and outgoing edge the one with smaller ID and edges picked by both endpoints are removed, cycles in cluster with only 1-bad fragments will break. This does not affect the asymptotic number of iterations required for merging fragments in the current phase.
Proof. Consider a cycle C that is not broken after calling CycleRemover. If there is at least one 2-bad fragment in that cycle, that fragment will broadcast the ChoiceForbidden message and prevents the height of the cluster from becoming less than T . This whole cluster along with the cycle will be dealt with in higher thresholds. Now, if there is no 2-bad fragment in the cycle, having a cycle itself implies that all of the fragments have to be 1-bad. These 1-bad fragments will not receive any ChoiceForbidden message and hence choose between their outgoing edge and bad edge. On a cycle, the edge with minimum ID among all of the outgoing and bad edges is certain to be eliminated by both of the old fragments connected to it, since they both agree on its elimination. As a result, the cycle will break.
Recall that a 1-bad fragment is either because of cycle or a long path. Let us say the number of 1-bad fragments that have not received ChoiceForbidden on cycle or on top of long path is k. Since only edges with smaller ID are removed after the agreement on both sides, the number of removed edges by CycleRemover is at most k/2. Therefore, the asymptotic number of iterations needed for merging fragments still remains the same.
The algorithm FastST is shown for finding the spanning tree in O(n) rounds and using O(n log n log log n) messages. We do not give the pseudocode for LogFindAny. It does the same thing as FindAny-C except it uses O(log n) hash functions with the same pipelining technique to get high probability of success in finding outgoing edges.
Over the course of the algorithm, we use log * n phases and in each phase we have the threshold T = n/(log (i) n) 2 . In any iteration FindAny-C and LogFindAny spend time proportional to the height of the fragment which is bounded by T . Note that using O(log n) hash functions in a pipelined manner in LogFindAny does not affect time complexity. Therefore, similar to the analysis of Algorithm 4, the time complexity is O(n). Moreover, we are using O(log n) hash functions after the first phase. As in Theorem 5, the overall number of iterations after the phase is O(log log n). Hence, the message complexity is O(n log n) for the first phase, and O(n log n log log n) for the rest of the phases which is O(n log n log log n) overall.
CONCLUSION
We have shown that time can be brought down to linear in n while maintaining a communication which is sublinear in m when the average degree is ω(n ) for the MST and ω(log n log log n) for the spanning tree. We have also shown the first minimum spanning tree construction algorithm which uses time approximately proportional to the diameter of the MST without paying an excessive cost for communication.
Some intriguing questions remain: Can time be reduced to o(n) when the network has small diameter, but the diameter of the MST is large, without m communication? Can MST be computed with a deterministic algorithm, or a Las Vegas when nodes do not know the exact size of the network, or in an asynchronous model, with o(m) communication?
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