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I. INTRODUCTION TO CHARGE-COUPLED DEVICES 
Charge-coupled device (CCD) was invented by W. S. Boyle and 6. E. 
Smith of Bell Laboratories [1] in 1970. The charge-coupling concept is 
a major new innovation and is considered as an important milestone in 
semiconductor electronics. Due to its sin^licity, its high performance 
and its high packing density and potentially low cost, the charge-
coupling device will create major and unique new applications for semi­
conductors that will have a direct impact on our lives. This new device 
produced an intact on the electronic industry as dramatic as that of 
the transistor. In view of its versatile potential applications, it 
has drawn tremendous attention and vigorous investigations have been 
carried out concerning various aspects of the device. 
To produce optimum design, accurate analysis of the charge carrier 
motions is required. This analysis involves solving the continuity 
equation and the Poisson equation simultaneously. However, so far it 
has not been done because of the prohibitive length of computer time 
required in any two-dimensional analysis. With a new method to solve 
the Poisson equation, an accurate two dimensional transient analysis of 
a buried channel charge-coupled device (6CCD) has been accomplished and 
is described in detail in this dissertation. 
In Section I of this dissertation, the basic features of charge-
coupled devices, including the basic transfer mechanisms, operation 
limitations and various applications will be reviewed. 
In Section II, the methods used to solve the Poisson equation and 
the continuity equation will be described in detail. 
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In Section III, some computer calculated results of the transfer 
efficiency and the charge handling capacity will he presented with dis­
cussion. 
A. General Concepts 
1. Principles of operation 
Charge-coupled device consists of an array of closely spaced metal-
oxide-semiconductor (nos) capacitors fabricated by advanced integrated 
circuit technology. When the electrodes are pulsed in proper sequence, 
moving potential wells would be created which serve to store and to 
transfer packets of charge carriers. Therefore, it is important to 
understand the MOS capacitor and how the potential inside the semicon­
ductor depends upon the various electrical and physical parameters. 
A cross-sectional view of an MOS capacitor on a p-t3?pe silicon 
substrate and the corresponding energy band diagrams and potential 
wells are shown in Fig. 1.1. When a positive potential is applied to 
the electrode with respect to the p-type silicon, the majority carriers 
(i.e., holes in this case) will be repulsed from the region beneath the 
electrode and a depletion region will be set up under the oxide in a 
very short time (of the order of the semiconductor dielectric relaxation 
time). There will be a bending of the conduction and valence energy 
band edges due to this applied voltage as indicated in the figure. If 
the applied voltage is in excess of the threshold voltage, the thermally 
generated minority carriers will accumulate in sufficient number to form 
an inversion layer after some time delay and will return the system to 
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the steady-state situation. As the electrons accumulate at the semi­
conductor surface, the potential well there becomes filled and the 
depletion layer tends to shrink in thickness. The thermal relaxation 
time for MOS capacitor ranges from 1 to 100 seconds assuming only bulk 
thermal generation of minority carriers. A typical inversion layer is 
o 
less than 100 A. Equation relating the applied voltage and the surface 
potential is given in Cames and Kosonocky [2] for the one dimensional 
analysis in the y-direction subjected to the appropriate boundary con­
ditions. The surface potential is given by (1.1): 
J 1+ B - 1 (1.1) 
where 
'g' ' "si,) 
= applied gate voltage 
s s 
fixed oxide charge 
lOOOA 
= signal charge of minority carriers (inversion layer charge) 
q = electronic charge 
3 
= doping density in acceptors/cm 
e = dielectric constant of silicon 
s 
= dielectric constant of the oxide 
= thickness of oxide layer 
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According to Equation (1.1), when negative charge gathers at the 
surface, it tends to reduce the surface potential V^. When goes to 
zero, the potential well is full and no more charge can be stored. The 
capacitance of the MOS structure consists of two parallel capaci­
tances, C = G /X and the capacitance associated with the depletion OX ox ox 
layer of the silicon, = ^ 2qN^s^/Vg. depends upon and for large 
enough values of V^, and 
To illustrate the transfer of charge along the surface of the semi­
conductor, the transfer action inside a charge coupled device with a 3-
phase clocking scheme is shown in Fig. 1.2. Suppose initially electrons 
are stored in the potential wells under the electrodes; in order to 
transfer this charge to the right into the potential wells under the 
electrodes, has to go up to while remains low. The surface 
potentials under V^2 electrodes will initially go deeper than that under 
electrodes and the electrons will move toward the potential wells 
under electrodes. Since stays low, the surface potential there 
is higher than that under and electrodes and thus forms poten­
tial barriers which prevent the electrons from moving to the left. Then 
starts to increase and the remaining electrons will move into the 
potential wells under electrodes. Repeating the similar process, 
the charge can be shifted to the output electrode of the device. After 
one complete cycle of the clocking voltage, the charge pattern moves 
one stage (three electrodes in this case) to the right. Clearly the 
electrodes have to be close enough so that the depletion layers overlap 
strongly and the surface potential in the gap region has a smooth tran­
sition from one region to the other. The success of this operation also 
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requires the charge transfer time be much shorter than the time for the 
device to achieve its steady-state condition, such that no significant 
amount of thermally generated charge is accumulated. 
Methods of injecting charge into a CCD depend largely on the ap­
plications. Electrical charge can be placed into the potential wells 
by thermal generation, photoelectric carrier generation or electrical 
charge injection. Only the latter two methods are controllable and thus 
useful for signal insertion. For imaging, an optical system focuses the 
light onto the CCD and the incident light quanta may enter the substrate 
through the transparent electrodes or between the electrodes or through 
the back face of the substrate. These quanta impart their energy to 
the silicon atoms causing the generation of free charge carriers. The 
generated carriers are then collected as a charge pattern under the 
array of electrodes. This pattern is an analogue replica of the varia­
tion of light intensity across the original image. The charge pattern 
may be shifted to the output electrode and converted to a signal voltage 
or current corresponding to the size of the charge packet. 
There are various electrical charge-injection schemes. A schematic 
cross section of a CCD showing the input and output configuration is 
shown in Fig. 1.3. An input diode injects the pulse at the start of the 
array and a sensing diode extracts it at the end of the CCD. Linearity 
and noise are the two most important considerations for input and output 
circuitry. 
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2. Charge transfer mechanisms and limitations 
There are three separate mechanisms that cause the free charge 
carriers to move from under one electrode to the other, they are self-
induced drift, thermal diffusion and fringing field drift. 
Self-induced drift is a charge repulsion effect which causes fast 
charge transfer but it is important only at large charge densities. 
This force lasts for only a brief time at the beginning of the transfer 
cycle, but it is responsible for moving a large fraction of the full 
charge packet. 
Thermal diffusion arises from the fact that the charge carriers 
receive thermal energy from the silicon atoms and as a result they are 
free to move about randomly. In their motion, they tend to move to 
the region of the minimum electronic energy. According to Kim and 
Kenzlinger [3], this mechanism causes an exponential decay of charge 
under the transferring electrode. 
Fringing field drift can help to speed up the charge transfer proc­
ess considerably. The fringing field is the electric field along the 
direction of charge propagation. This field varies with distance along 
the electrodes with the minimum usually occurring at the center of the 
transferring electrode. Generally, the magnitude of the fringing field 
increases with increasing oxide thickness and electrode potentials, and 
decreases with increasing electrode length and doping density. The 
effect of the fringing field upon charge transfer is difficult to assess 
analytically, because it requires to solve the Poisson equation with all 
the boundary conditions. A computer simulation of the transfer process 
under the influence of strong fringing field [4] has indicated that the 
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charge remaining under the transferring electrode will decay exponen­
tially. The rate of charge transfer due to fringing field is usually 
higher than that resulting from thermal diffusion. This mechanism is 
very important because it is mainly responsible for the transfer of the 
last few percent of the charge packet. 
Clearly, the whole charge packet cannot move instantaneously from 
one potential well to another. Also, some of the charge may be trapped 
and cannot move at all. Therefore, in a given period of time not quite 
all of the charge is transferred from one potential well to the next. 
The fraction of the total charge that is transferred is called the 
transfer efficiency q. It is often more convenient to use transfer 
inefficiency e, where e = l-Q. n is a very important figure of merit 
for a CCD, because it determines how many transfers can be made before 
the signal is seriously distorted and delayed. Note that the effect of 
transfer inefficiency through an array of n electrodes is cumulative, 
i.e., 
On = QoH* = Q^Cl - (1.2) 
where is the charge remaining under the nth electrode after n trans­
fers and is the initial charge. Therefore, e must be very small if a 
large number of transfers is required. If we require an overall loss 
less than 10%, then for a 3-phase 330 stage shift register, e must be 
-4 
less than 10 or r| must be greater than 99.99%. 
There are three major causes of transfer inefficiency: (i) Inade­
quate time for the whole charge packet to move from one electrode to the 
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next in one cycle of the clocking pulse. This is the major limitation 
of the operation frequency of CCD. (ii) The existence of potential 
barrier between the transferring and receiving potential wells. These 
barriers may be associated with the interelectrode gaps. These poten­
tial barrier humps can be reduced by the use of overlapping layers of 
metallization to avoid effective gaps, and with proper choice of clock 
voltages the residual barrier effect is negligible, (iii) The CCD per­
formance is strongly influenced by surface or bulk traps. As a charge 
packet arrives at a receiving potential well, a small portion of it is 
trapped by the interface or bulk trap states in that region. When the 
packet is moved on, the states will ençty into the trailing packets with 
various values of time constant, and thus give rise to a small residual 
charge trailing behind the main charge packet and some amplitude attenu­
ation of the original packet. The effect of interface states is more 
severe than that of bulk traps. This effect can be reduced by the use 
of a "fat zero" background charge which tends to keep the slower states 
filled so they do not have to be filled by the signal charge. This 
method allows the CCD to be operated at a lower signal level with rea­
sonable transfer efficiency. 
The transfer inefficiency, in part, is independent of the magni­
tude of the charge transmitted, but also has components that are charge-
amplitude dependent. It is also dependent on the immediate past history 
of the CCD cell since this determines the occupancy of traps. The 
driving pulse amplitude determines the signal-charge stored in the well 
and as the frequency of this driving puise increases, the transfer in­
efficiency also increases. 
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There are other limitations which will affect the performance of a 
CCD, such as accumulation of thermally generated charge both from the 
bulk and the silicon-silicon dioxide interface which will introduce a 
fixed noise pattern to the signal. 
3. Improved CCD structures 
The device described so far transfers and stores the signal charge 
in the potential wells at the silicon-silicon dioxide interface and is 
called surface channel charge coupled device (SCCD). The performance 
of a SCCD is severely limited by interface state trapping. In 1972, an 
iii^ortant development in the improvement of transfer efficiency in CCDs 
has been achieved by a new structure of charge coupled devices called 
buried channel charge-coupled device (BCCD) [5]. In Fig. 1.4, a BCCD is 
shown. In BCCD, interface state trapping is eliminated by displacing 
the channel containing the charge packets away from the Si-SiOg inter­
face. This structure will give rise to greater fringing field between 
adjacent wells, consequently even the last fraction of charge can be 
moved quickly from one well to the next by this field. This speeds 
up the whole transfer process considerably and thus the device can be 
operated at higher clock frequency. The higher mobility found in the 
bulk of the semiconductor also enhances the speed of the device. 
-3 -5 
Transfer inefficiency of 10 to 10 per transfer at about 10 MHz is 
possible for some BCCD designs. One of the disadvantages of BCCD is 
"8 2 its lower charge carrying capacity, which is about 4 % 10 C/cm . It 
is about an order of magnitude less than the 3 % 10 ^ C/cm^ of a SCCD. 
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In 1972, L. J. M. Esser [6] proposed another new type of CCD called 
peristaltic charge-coupled device (PCCD). Esser has shown that in prin­
ciple, all carriers can be transferred with the maximum drift velocity 
(lo/ cm/sec for silicon). Also, the PCCD when operated in external 
field, offers complete transfer even in GHz range. In this new struc­
ture, surface state trapping is also eliminated. 
To improve upon the speed and charge transfer efficiency, struc­
tures other than single level three phase structure are used. The 
major problem of single level three phase structure is the gap between 
adjacent electrodes which, if not small enough, will give rise to poten­
tial barrier bunqps near that region. Furthermore, if oxide in these 
gaps is exposed to the ambient air, the surface potential in the gaps 
is largely uncontrolled and the CCD operation can be adversely affected. 
Another disadvantage of any three phase system is topological, at least 
one crossover of dig-down structure is needed at each stage. The main 
advantage of the three phase single level CCD is that they can be made 
with a minimnm number of processing steps. 
With different structures or doping profiles, the directionality 
of charge flow can be achieved for two phase or four phase CCD. These 
structures are shown in Fig. 1.5. If each potential well has built-in 
asymmetry to determine the direction of charge flow, then a two-phase 
clocking scheme can be used to drive the device. This can be achieved 
by double level metallization or by in^lanting a higher doping density 
region under one end of an electrode. In such arrangement, the poten­
tial wells under the thinner oxide are deeper than those under the 
thicker oxide and the potential wells in the heavily doped regions are 
15 
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shallower. Two phase systems offer simpler topographical layout and a 
higher packing density and eliminate the problems of multi-clock systems. 
4. Applications 
Charge-coupled devices with their simplicity, cos^actaess and low 
power requirement have many io^ortant applications. In the following, we 
will discuss some of its applications. 
a. Charge-coupled delay lines and filters Because CCD can 
provide accurate, clock-controlled time delays of an analog signal, they 
are able to perform a wide range of signal processing functions. In 
radar, CCD delay lines can be used to make the moving target indicator 
filter which discriminates the return signals from stationary and moving 
objects. CCDs are also used for signal compression and multiplexing in 
coimunication system. Another advantage of CCD analog delay lines is 
that analog-to-digital and digital-to-analog conversions are not needed. 
CCD filters can perform many transformations, such as Fourier and 
Hilbert transforms. The advantages of CCD filters are low cost, reason­
able signal-to-noise performance, the possibility to have phase and 
amplitude control and the possibility to tune by adjusting the clock 
frequency. With electrical controlled weighting functions, programmable 
transversal filter has been made. 
b. Charge-coupled memories CCD memories are of interest be­
cause the cost per bit is low and the access time is good. Although 
the predictions of future bit densities and speeds for CCD memories are 
good, some problems still remain [7]. 
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c» Imaging CCD arrays CCDs have a bright future in solid-stage 
imaging. With CCDs, image sensors can be made smaller, consuming less 
power, and are also cheaper. Full TV line-scan arrays have already been 
constructed for special-purpose TV cameras. Sophisticated uses of CCD 
sensors are presently being explored. In the military field, infrared 
image systems are being studied. In CCD image array, it is required 
that there be an integration period during which charge packets are 
created by light quanta and these charge packets are then moved out 
rapidly. If charge packets are moved slowly across a continuously il­
luminated area, integration will continue and the image will be smeared. 
Besides the above applications, CCDs can also be used to make logic 
arrays which can perform logic functions. 
B. Transfer Analysis: Methods and Approaches 
In order to gain understanding and to produce the best design for 
a particular application, one has to know the effects of different 
physical and electrical parameters of the device. Ideally, one would 
like to solve the nonlinear equations describing the charge motion under 
dynamic conditions. Theoretically, this problem involves solving simul­
taneously the time depending Poisson equation and the continuity equa­
tion with the time-varying electrode voltages. The nonlinearity of the 
equations and boundary conditions makes the problem extremely difficult 
to solve. To simplify the problem, we can decouple the Poisson equation 
and the continuity equation. 
Several calculations have been made for the static potential in 
CCDs in the absence of stored charge. Amelio [8] studied the fundamental 
18 
features of the surface potential using finite difference techniques. 
Chang [9] performed a similar analysis by means of Green's function 
method. McKenna and Schryer [10] used the Fourier series method to 
calculate the potential distribution for both SCCD and BCCD. In all 
the above methods, the signal charge density was assumed to be zero. 
With some approximations, El-Sissi and Cobbold [11] obtained some ex­
pressions for the charge distribution, potential, channel thickness and 
location for a one-dimensional model of a BCCD. Kent [12] studied the 
charge distribution and potential in a one-dimensional model of a BCCD 
with numerical method. In 1974, Collet and Vliegenthart [13] calculated 
the two-dimensional potential of a PCCD in the presence of a charge 
packet using numerical method. In order to simulate the transfer proc­
ess, the two-dimensional potential in the presence of a signal charge 
packet has to be calculated many times. If pure numerical method is 
used, the computer time required is excessively long. For instance, 
in Kent's study the calculations of potential in a one-dimensional model 
of BCCD for different amounts of charge density took approximately 4.8 
minutes of processor time on a Honeywell 6000-Series machine when a 
90-point mesh was used. Therefore, we need to have a much faster scheme 
to calculate the potential before we can simulate the transfer process. 
Since the invention of CCDs, many authors have worked on the analy­
sis of charge transfer. In the earliest paper, Engeler et al. [14] 
solved the continuity equation with only the self-induced drift term in 
the continuity equation. Thermal diffusion and self-induced drift were 
considered simultaneously in the equation by Strain and Schryer [15] and 
independently by Kim and Lenzlinger [3]. Amelio [8] in his computer 
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model included the fringing field drift and solved the continuity equa­
tion analytically with some approximations. Using a constant value for 
the fringing field. Heller et [16] had also solved the complete 
equation. Without using the exact pattern for the fringing field, there 
will be a very pronounced effect on the transfer characteristic. Mohsen 
et al. [17] and Cames et al. [18] extended the analysis by including an 
approximate fringing field. A detailed numerical analysis of the trans­
fer process was studied by Chan and Chamberlain [19] and Chang and 
Heller [20] independently. In the above papers, all of them are one-
dimensional analysis for SCCD with the assunqption that the total field 
acting on the mobile carriers was the algebraic sum of a fringing field 
and a self-induced field. This approximation may lead to significant 
errors, as mentioned in Baccarani's paper [21]. In the transfer analy­
sis, the authors of the above publications assumed the receiving poten­
tial well as an infinite sink and the carrier velocity at the edge of 
the transfer gate as infinite. Both assumptions may cause errors in 
the transfer characteristic, because the influence of the charge pre­
sented in the receiving potential wells is of a relevant importance, 
especially during the final stage of transfer. A more accurate analysis 
of SCCD is yet to be done. 
For BCCD, there are only a few publications concerning the transfer 
process. This is because the computation time required is prohibitively 
long and this problem, unlike that of SCCD is two-dimensional in nature. 
Ferguson and Ryan [22] have studied the transient transfer process of the 
BCCD using depletion approximation. In their study, there was a signif­
icant reduction in accuracy. 
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C. Purpose of Study 
Numerical simulation of semiconductor devices is playing an in­
creasing important function as a design tool for the semiconductor 
industry. It is the purpose of this study to develop an accurate yet 
fast con^uter model of BCCD. BCCD is basically a two-dimensional tran­
sient device. Detailed knowledge of the dynamic motion of charge car­
riers is required to produce an optimum design. Since a numerical 
simulation is a means to obtaining improvements in device performance, 
not an end in itself, this study will include the applications of this 
two-dimensional transient analysis to determine the effects due to 
different physical and electrical parameters on the performance of the 
device. The information obtained from such analysis will be useful in 
many designs and applications. An accurate computer model of the CCD 
can be used to predict the performance of the device before it is fab­
ricated. Computer modelling of semiconductor devices, similar to the 
one described in this dissertation is becoming a very in^ortant tool in 
design and development of integrated circuit as the devices are made 
smaller and closer together. 
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II. TWO-DIMENSIONAL TRANSIENT ANALYSIS OF 
BDRIED-CHANNEI CHARGE-COUPLED DEVICE 
A. Tvo-Dimensional Solutions of Poisson Equations 
Although the following analysis can be extended to study different 
CCD structures, we will use a single three phase structure to start 
with. Based on the structure of this type of BCCD (see Fig. 2,1), the 
following assun^tions are made to siniplify the mathematical model. 
(i) The electrodes are assumed to be zero distance apart. For 
an electrode overlap structure or undercut isolation, the 
plate separation is about 0.1 pm. Comparing this narrow gap 
with the electrode length, which is typically about 5 jJm, 
we can see that this is a reasonable approximation. 
(ii) By noting that the length of each electrode in the z-direc-
tion is about 50 pm, it is much greater than its width in 
the x-direction. Therefore, the fields are essentially two-
dimensional near the center of the electrode (z=0). 
(iii) In addition, we assume the thickness of the substrate to be 
infinite. Since the electric field can only penetrate a 
little beyond the depletion region, which is about 7 pm to 
20 pm for a typical applied voltage and the thickness of 
the substrate of a typical CCD is 100 |Jm, this is a very 
good approximation. 
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1. Static two-dimensional potential in the storage mode 
With the above approximations in mind, a schematic diagram of a 
unit cell of a 3-phase BCCD is shown in Fig. 2.2. In all that follows, 
unnormalized quantities are represented by upper case symbols with 
rationalized MRS dimensions, while normalized quantities, employing 
lower case symbols, are dimensionless, unless the dimensions are written 
beside the quantities. 
The Poisson equations in the three different regions are as fol­
lows: 
V^V^(X,Y) = 0 (2.1) 
V^2(X,Y) = -P2(X,Y)/8g (2.2) 
v4g(X,Y) = -P3(X,Y)/Gg (2.3) 
where the charge density p^(X,Y) are nonlinear functions of the poten­
tial V^(X,Y) and is the dielectric constant of silicon. 
According to Kent [12], p^(X,Y) are determined with the following 
assungptions : 
(i) The SiOg is a perfect insulator 
(ii) The generation and recombination rates for holes and elec­
trons are zero 
(iii) Hole and electron currents are zero at the time of observa­
tion 
(iv) The flat-band voltage is zero 
24 
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(v) The injected free holes and electrons are separately in 
equilibrium, and only the holes are present in region 2. 
Conditions (i) through (v) define a static device for which the 
p.(X,Y) are 
PGCX.Y) = - N^(Y)] (2.4) 
PGCX.Y) = Q[NJJ + PGCX.Y) - NG(X,Y)] (2.5) 
where Ng(X,Y) and P^(X,Y) are the number densities of free electrons 
and holes, respectively. To sinçlify the equations, all the quantities 
are normalized in the following ways: 
V .(x,y) = qV.(X,Y)/kT^ 
X = X/Ajj 
y = Y/Ajj 
q = 1.6 X 10 coul 
= absolute temperature 
K = Boltzman's constant 
Njj = donor number density in the n-si region 
N^(Y) = acceptor number density in the p-si region 
2 
Dp = diffusion constant of holes (cm /sec) 
2 jip = hole mobility (cm /sec-volt) 
If in the p-region the doping profile of N^(Y) is assumed to be a 
Gaussian function, the normalized doping density becomes 
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a(y) = N^(Y)/Njj 
= Cg exp ÈrA:) G; > '  I (2.6) 
where is a constant. To normalize the continuity equation in the 
2 following sections, time in seconds is multiplied by and con­
verted to dimensionless quantity. Now we have 
,3/2 
P2(*>y) = exp[u^ - v^Cx.y)] - a(y) (2.7) 
3/2 
p3(x,y) = 1 + (m^m^) exp[u^ - Vg(x,y)] - exp[v2(x,y)] 
(2.8) 
The derivation of these expressions was described in detail by 
Kent, so that it is not repeated here, m^ and m^ are the effective 
mass of holes and electrons in silicon and they are 1.08 m and 0.59 m 
o o 
respectively, m^ is the electron mass and u^ is a constant parameter. 
Large negative values of u^ correspond to small positive charge densi­
ties. 
Using equations (2.7) and (2.8) the normalized Poisson equations 
become 
V^Vj^(x,y) = 0 (2.9) 
V^V2(x,y) = o(y) - (m^m^)^^^ exp(u^ - V2(x,y)] (2.10) 
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V^v^(x,y) = expIvgCx.y)! - 1 -(m^m^)^^^exp[u^ - v^Cx,?)] 
(2.11) 
The boundary conditions for the above equations are 
Vj^(x,0) = Vg(x) (2.12) 
Vj^(x,hj^) = VgCxrh^) (2.13) 
Sx , _ 3*2 
êj" 5y" '"•'h.' " (2 14) 
V2(x,h2) = Vg(x,h2) (2.15) 
8v- 3v« 
3^(*>h2) = ^ ^(X'kg) (2.16) 
Vg(x,hg) = 0 (2.17) 
v^(x,y) = v^(x + &,y) i = 1,2,3 (2.18) 
Ô V .  Sv. 
â^(x,y) = ^ (x + 4,y) (2.19) 
This normalized mathematical model of a BCCD is shown in Fig. 2.3. 
Since equations (2.10) and (2.11) are nonlinear differential equations, 
analytical solutions for these equations are not available. A numerical 
method called nonlinear over-relaxation (NLOR) [23] will be used to 
solve this system of differential equations. This method was also used 
by Fortino and Nadan [24] to solve the Shockley-Poisson equation. The 
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I V (x) ® in 1— 2&/3 —»— -•X 
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SiOL 
2 1/9 " -V2(x.y) 
V V2(x,y) - a(y) - e 
p-si 
o V Cx,y) 3/2 u -V Cx.y) 
V v^Cxjy) = e - 1 - e 
T 
n-si 
y 
Fig. 2.3. A mathematical model of a unit cell of a 3-phase BCCD 
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solution of a nonlinear system was usually obtained by an outer itera­
tion (Newton's method, say) which linearized the system, followed by 
some iterative technique and this process is repeated many times. The 
coinplexity of this approach suggests that a simple and direct method, 
such as NLOR, is highly desirable. 
Consider a system of N nonlinear algebraic equations ^n^ 
= 0 each having continuous first derivatives 
fj^(Xj^,X2.. .Xjj) - 0 k = 1,2,...N (2.20) 
Applying the nonlinear over-relaxation scheme, we have 
axj^ 1^ 1 ' 2 ^ •' 
n+1 n 2W '*2 " " k ^ 
, = x„ - w„ —s n X 
2 " ^2 "2 a f , n+1 _ n _ n. (2.22) 
8x -f2(^ "V) 
f f x  X  
V " = V  - »K 
3XjjV 1 '*2 J 
Before we can apply this method to our system of differential equa­
tions, we have to reduce the continuous system to an "equivalent" dis­
crete system. Finite difference method is used to develop this discrete 
approximation. The length of one unit cell L is partitioned by a mesh 
of 121 points and the mesh length is Ax. In the y-direction, the sili­
con dioxide region is partitioned by a mesh of 4 points and the mesh 
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length is Ay^^. In the p-si region, there are 20 points in the y-direc-
tion and the distance between successive points is Ay^. In the n-si 
region, we assume that at y = hg, the potential is zero and this region 
is partitioned by a mesh of 76 points and the mesh length is Ay^. 
Fig. 2.4 is a schematic diagram of this discrete system, and in all 
subsequent calculations, all the indices arë according to this figure. 
Then equations (2.9) through (2.19) are repesented by the following 
discrete equations: 
=0 (2.24) 
Ax^ Ay,^ 
^I+1,J " 2?!,* + ^ I-Î.J ^ ^ I,J+1 " 2*1,* ^I,J-1 
Ax^  Ay,^  
(2.25) 
_ = 0 
J \m / \ c/ 
^I+l,J " 2Vi,j + Vl-l*j ^  ^ I,J+1 " Z^lJj ^I^J-1 
Ax^ Ay^^ 
. + : * f-îf  ^0 
(2.26) 
'I?l = V 
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J=l-* 
J=25 .. 
&/3 
-h 
2&/3 
+ 
- h^/3 
Ax = &/120 
Ay^ = (hg - h^)/20 
Ay^ - 2Ay2 
120. 122 
119 121 
J=99 .. 
Fig. 2.4. Finite difference net of a unit cell of a S-phase BCCD 
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'I.ioo = » (2 28) 
'l,J = 'm,J ".29) 
Equations (2.13) and (2.15) are automatically satisfied in this discrete 
system. Equation (2.19) is satisfied by making 
'-1,J = '120,J (2.30) 
'l,J = '121.J (2.31) 
To replace the derivatives of equations (2.14) and (2.16), we use the 
derivatives of the cubic interpolation polynomials. 
0yi(*'h^) = (llVj 4 - 18»j 3 t 9VJ_2 - 2vj_p/6Ay^ (2.32) 
= (2Vj , - 9Vj_j + 18VJ_5 - llvj 4)76472 (2.33) 
Then the boundary condition (2.14) is replaced by the 121 equations for 
I = 1 to I = 121 
fox, 
s 
'("'1,4 • "'l,3 * "l,2 - 2'l,l)Myi 
= (2Vj_, - 9Vj 5 + ISVjj - llvj 4)/iy2 
Similarly, equation (2.16) is replaced by 
^1,24 • ^®^I,23 * *^I,22 • 
= (2vj 27 - 26 + 18^1,25 " ^ ^^1,24^/^^3 
(2.34) 
(2.35) 
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Applying the DIOR scheme to equations (2.24) through (2.26), we have 
in the silicon dioxide region. 
" 'I.S 
" ^ "i.j * "i-i.j "i.jti " ^ ij * ''i.j-i 
-(2/Ax^ + Z/Ly^h 
(2.36) 
In p-si region 
^I,J ^ " '"ij 
'l+l.J " 2?!,J + ^ l-l,j ^  ^ I°J+1 ijjbl. * + (-ïf ^ 
J \m„ I \ c/ 
(2.37) 
In n-si region, is equal to j - 2Vj j + n+1 and 
n+1 n 
^I,J " '^I,J " *IJ 
 ^''w+i - ^ ij * "i.j-i 1 
V°c/ 
- f 2/Ay;^ y e'i'J 
° '«-\3/2 u^-Vj5 
e 
(2.38) 
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The boundary conditions, equations (2.34) and (2.35) become 
='^-«1.41  ^ ,n 
. (^ 1.7 - 9'l.6 "''l.S -
'isil * 4) , 
, nH . n (("'1.54 " 
1,24 "1,24 " "l,24 r lia/ay^ + IMyj) 
_ (^1.27 " ^ 1.26 * '^ I^.ZS " 
ll(l/4y, + l/Ay.) 
^ ' (2.4b) 
In this scheme, the (n+1) iterate will substitute for the old (n) 
iterate as soon as it becomes available during the iteration. The 
stability and convergency of this method have been analyzed by Fortino 
and Nadan [24]. j in the above equations may be adjusted at each 
(I,J) and for each n as the iteration progresses as long as stability 
is maintained. For the p-si region, Wj j should be between 1 and 0, 
and for the other regions, Wjj may be set between 1 and 2. As the solu­
tions get closer to the true solutions, one can accelerate convergence 
by going to larger w's and still satisfy the stability requirement. 
Â FORTRAN program was written to implement this method. This 
computer program can be found in Appendix I. In all following calcula­
tions, the following parameters of a 3-phase 6CCD are assumed. 
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Njj = 10^ /^cm^  
Sg/So = 12 
= 8.854 X F/cm 
= Gox/S = 1/3 
Ajj = 4.15 X 10"5 cm 
L = 30 |jm 
T = 300 ®K 
o 
oxide thickness = 0.1 pm 
electrode length (1/3) = 10 jJm 
C = 46 
s 
p-si layer thickness = 5 |Jm 
depletion region boundary = 43.1 lim 
The applied voltages on the electrodes for the storage mode are 
-5V, -15V and -5V. Results of this calculation are shown in Fig. 2.5 
through Fig. 2.7. When the potential calculated by the Fourier series 
method [10] for no signal charge is used as the initial guess, this 
program took approximately 350 seconds for 1100 iterations and reduced 
the maximum error to about 10 With better choice of Wjj, we may be 
able to accelerate the convergence. 
2. Two-dimensional potential in the transfer mode 
In the transfer mode, the charge density p(x,y) is obtained from 
the solution of the continuity equation. Thus, equation (2.10) becomes 
v2v^(x,y) = a(y) - p(x,y) (2.41) 
-v(volt) 
.5(a). 2-dlTOenslonal potential distribution calculated by the NLOR method 
P(xlO^^/cn^) 
2.5(b). 2-.<Ume„,l„„al charge dl,,trlbutl„„ calculated by the NLOR method 
O'l JJU 5.1 ym 10.1 pm y(ym) 
-200 
-40g, 
-60i 
V(volt) = (v/38.61) volt 
X=10.5 Jim -800 
X=15 Jim 
Fig. 2.6(a). Potential profile in the y-directlon calculated by the NLOR method 
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-1000" 
V  Fig. 2.6(b). Potential profile in the x-directlon calculated by the NLOR method 
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Fig. 2.7(a). Charge distribution in the y-direction 
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Observing the potential for h^ < y, we find out that Vg(x,y) is typi­
cally between 0 and -900. Therefore, in region hg < y < e 
= 1 + Vg(x,y). u^ in the last term of equation (2.11) is a parameter 
for the size of the charge packet and it is typically between -1000 to 
-900. In the calculation of last section, u is -960. Therefore, u 
o o 
- Vg(x,y) « -1 and the last term of equation (2.11) can be neglected. 
With these approximations, the system of equations (2.9) to (2.19) 
can be replaced by the following linear system (see Fig. 2.8). 
Vg(x,y) 
V^v^(x,y) = 0 0 < y < h^ (2.42) 
V^V2(x,y) = a(y) - p(x,y) hj^ < y < h^ (2.43) 
V^v^(x,y) = -1 h2 < y < hs (2.44) 
v^v^(x.y) = v^(x>y) hg < y < " (2.45) 
Vj^(x,0) = Vg(x) (2.46) 
Vj^(x,hj^) = V2(x,h^) (2.47) 
3v 
(Xjh^) - (Xjh^) (2.48) 
V2(x,h2) = V2(x,h2) (2.49) 
9v. av, 
a^ (x,t2) = (x.hg) (2.50) 
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-É» X 
V VJ^(X,Y) = 0 
SiO, 
V " c(y) - p(x,y) 
^1(0,y) " v^(Jl,y) 
p-sl 
V. V3(X,Y) = -1 
n-si 
V v^Cx.y) = v^(x,y) 
X 
n-si 
v^(x,") = 0 
Fig. 2.8. Linearized mathematical model of a unit cell of 
a 3-phase BCCD 
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VgCx.hg) = v^Cx.hg) (2.51) 
3V3 3V^ 
3^ (x.hg) = 3^ (2.52) 
v^(x,») = 0 (2.53) 
v^(x,y) = v^(x + &,y) i = 1,2,3,4 (2.54) 
3v. 3v. 
âx^ (x>y) = â;- (x + 4,y) i = 1,2,3,4 (2.55) 
The value of h^ is determined from the solution of last section. 
This will introduce some error to the solution especially near h^. 
In the following, we will briefly derive the solutions of Eqs. 
(2.42) through (2.45) subjected to the boundary conditions (2.46) through 
(2.55) by the Finite Fourier Transform method (FFT). For a given Vg(x), 
the Fourier series expansions of v^Cx) is 
1 * 
V (x) = +53 (a cosA, x + b sinX x) (2.56) 
g 2 o ^ n n n n ' 
where 
= (2n.^/£) (2.57) 
Since v\(x,y) is periodic in x with period Jl, the solutions in all the 
regions can be expanded in the following series 
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TjCx/y) = I G^(y) + Z] (G^(y)cosXj^x + H^(y)sinX^x) (2.58) 
n=l 
V2(x,y) = I E^(y) + H (E^(y)cosX^x + F^(y)sinX^x) (2.59) 
n=l 
V3(x,y) = I C^(y) + ^ (C^(y)cosA^x + D^(y)sinX^x) (2.60) 
n=l 
v^(x,y) = I A^(y) + ^ (A^(y) cos\^x + B^(y)sinX^x) (2.61) 
n=l 
On substituting Eqs. (2.58) through (2.61) to Eqs. (2.42) through (2.45) 
and equating the coefficients of cosA^x and sinX^x after integrating 
both sides of the equations with respect to x, we obtain a system of 
second-order, ordinary differential equations. Solving this sytem of 
ordinary differential equations, we have 
Vi(x,y) = + H^y + Ç 
n=l 
00 
+ G e ^ ! cosX X 
n J n 
(2.62) 
V2(x,y) = + F^y 
+ E 
n-1 
OP 
- - S^(y) cosA^x 
+ F e^^^ + F e 
n n 
2.63) 
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VgCx.y) = 
v^(x,y) = 
0 * fr Ay -X yl 
Co + D^y - y^/2 + ^  jjc^e +C^e ^ J cosX^: 
+ [>>n« " * V 
-y * f «''^ "^ "(A.cosX z + 
' * & 
(A cosX X B sinX x) (2.65) 
a Û. XL n 
Sca(y) r2 \(y-z) ïïT~ f  Pn(25® dz M (2.66) 
Scn(?) 
- 2r 
a a. 
-X^(2-y) 
dz (2.67) 
Ss»(y) 
\(y-z) 
(z)e dz (2.68) 
1 f -\(3-y) 
Ssn(y) *Ér f  ».( ')= 
oil 
dz (2.69) 
P^(z) = I J* F(x,z) cosX^xdx (2.70) 
o^(z) ~ E J* F(x,z) sinX^xdx (2.71) 
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, L 
PQCz) = ï / F(x,z)dx (2.72) 
o 
f(x,y) = cr(y) - p(x,y) (2.73) 
Applying the boundary conditions to Equations (2.62) through (2.65), 
we obtain the values of the constant coefficients. 
+ -2A, h, -X h-
= n + n\e ^ ^  - n S^^(hpe (2.74) 
^ 2\ h, . X h, 
®n = n"V ^ ^  + n - n"S^j^(h^)e (2.75) 
. -2X. h, -A. h, 
H^ = nF^ + n\e -ns^^(hpe (2.76) 
2X. h, X h, 
= n'fa* + n - n'SsaChi): (2.77) 
Ï = C (2.78) 
X h, 
È. = C. + « ° :c.*2) «.79) 
(2.80) 
KK 
î» = ». + f *,.("2) (2-81) 
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, . X h^w 
C» = & "a V (2 83) 
1 h_w 
= (2*4) 
% = Ï (2 «5) 
_ ^{'n - Sca(h2):'^ ^^ (n* + "% + S^ (hi)(n''e 
, Wn" 
(2.86) 
g 2k - :s.(h2)'^ °^ (^n* * n'e * s,„(h^ )(n^  + n'e''""^ )} 
(2.87) 
where 
w - = 1 ± Jl + À "2 (2.88) 
n \ n 
+ 
n" = (n ± i)/2n (2.89) 
Y, . (n" + + »„'• (n* i- n'e'^ "*^ ) (2.90) 
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4 - 4  ^  ^ 
r+ — - Oy - " n^ )h/ Po(=)4= • hf 'zPoWdz 
(l + ha - h^ + ^ ) e 3 
(2.91) 
= -A^e + hj (2.92) 
= A^e ^3(1 + hg) - hgZ/Z (2.93) 
Eq = Cq + h^^/2 + 2p^(z)dz (2.94) 
^1 
^o = \ - ^ - r  Po(z)d: (2 95) 
h 
= F^/n (2.96) 
= a^/2 (2.97) 
When the signal charge density p(x,y) is zero, the above solution 
is equivalent to that given in McKenna and Schryer [10]. A FORTRAN 
program was written to implement this solution and which is found in 
Appendix II. When the signal charge density p(x,y) calculated in the 
last section is used in this Finite Fourier Transform method, the solu­
tions of the storage mode from NIOR method and FFT method are the same 
in the p-si region, where the transfer process takes place. There are 
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some discrepancies between the two solutions in the region near y = hg 
and at y = 0. This is because of the termination of calculation after 
25 terms in the FFT solution and the depletion layer approximation used 
at y = hg. A comparison of potentials calculated by both methods are 
shown in Fig. 2.9. Since only the potentials inside the channel are 
required for solving the continuity equation, the solution from the FFT 
method is sufficient and this solution is very accurate in the channel 
region. 
The advantages of finite Fourier Transform method are two-fold. 
With the FFT method, one can choose to calculate the potential in the 
region of interest, namely the channel region, while with other numerical 
method, such as successive over-relaxation method (SOR), the potential 
at every mesh point has to be calculated. Since the n-si region is 
typically about 100 pm and the p-si region is usually less than 5 |m, 
most of the computation effort is wasted in calculating the potential 
in the n-si region. For instance, in the net shown in Fig. 2.11, only 
880 mesh points out of 12,100 points are inside the region where the 
charge transfer process occurs. Therefore, the conqputation time used to 
find the potential at the other 11,220 mesh points is a waste. Besides 
this, the series solution of the FFT method converges faster than the 
iterative solution of the numerical method. In the charge transfer 
analysis, the FFT method requires four seconds of running time on an 
Itel AS/6 computer and the residual is about 10 while the SOR method 
requires about 60 seconds in 175 iterations to obtain approximately the 
same accuracy. With the great advantage of the FFT method, a two-dimen­
sional charge transfer analysis becomes feasible. A transient analysis 
0.1 lira 5.1 ym 10.1 jjm Y(YM) 
-200 
-400 
V(volt) = (V/38.61) volt -600 
-800 
X=10.5 JJM 
-1000 
V  
Fig. 2.9(a). Potential profile in the y-diroction calculated by the FFT method 
10 Um 20 ym 
Y=1.85 ym 
-700 
-800 
-900 
Y=2.35 ym 
V(volt) = (V/38.61) volt 
-1000 
Fig. 2.9(b). Potential profile in the x-direction calculated by the FFT method 
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of a BCCD, which basically cannot be done one-dimensionally, is described 
in the following section. 
B. Two-Dimensional Charge Transport 
Solving the continuity equation of a BCCD in two dimensions has 
always been an interesting problem, because the knowledge of how charge 
carriers distribute inside the device may give valuable insight for 
improving the device structure. However, so far there is no feasible 
method to simulate this process, because the computation time required 
to solve the Poisson equation and the continuity equation repeatedly 
for the whole transfer process is excessively long. Now with the EFT 
method, we can solve the Poisson equation in a very short time and two-
dimensional transient analysis of charge transport in a BCCD becomes 
practicable. Fig. 2.10 gives a flow diagram of the transient BCCD 
analysis. 
Since all the charge is transferred in a narrow channel inside the 
p-si region, the required analysis is confined in this channel region. 
Assuming there is no trapping and thermal generation, the continuity 
equation for the holes is 
0 (X,Y,T) = - I V . 3 (X,Y,T) (2.98) 
where J is the hole current density 
3(X,Y,T) = qPpë(X,Y,T)P(X,Y,T) - qDpVP(X,Y,T) (2.99) 
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Fig. 2.10. Flow diagram of the transient BCCD analysis 
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Assuming that the charge is transferring from the potential well under 
electrode 2 to that under electrode 3 and the whole process is confined 
inside the channel < y < y^g)> the normalized continuity equation 
and boundary conditions become 
If (x,y,t) = - V • [p(x,y,t)e(x,y,t) - Vp(x,y,t)] 
= - V • [p(x,y,t)e(x,y,t)] + V^p(x,y,t)] (2.100) 
j(x,yci>t) = 0 (2.101) 
j(x,yj.2»t) = 0 (2.102) 
j f,y,t) = 0 (2.103) 
j(2,y,t) = 0 (2.104) 
Due to its complexity, equation (2.100) cannot be solved anaiyti-
where the normalized time t = TD_^/Ajj' 
cally and thus the finite difference method is used to solve this equa­
tion. The same discrete network described in section Â.1 is used (see 
Fig. 2.11). 
Replacing the derivatives in equation (2.100) by the corresponding 
finite differences, the equation becomes 
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SiO. 
J(A,y) = 0 
p-si Charge transport inside this region 
y 
Fig. 2.11. Schematic diagram of charge transport Inside a unit cell of a 
3-phase BCCD 
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p(I,J,n + 1) = p(I,J,n) 
. ^,J,n)e^(I + l,J,n) - p(I - l,J,]i)e^(I - l,J,n) |p(I + l 1  
2A% 
p(I,J + l,n)e (I,J + l,n) - p(I,J - l,n)e (I,J - l,n) 
" ^^
_ p(I + - 2p(I,J.n) + p(I -
_ p(I,J + l,n) - 2p(I,J,a) + p(I,J - l,n) 
^^2 
+ O^AtAx^ + At] (2.105) 
For every n, e (I,J,n) and 8 (I,J,n) are calculated by the EFT method. 
X y 
Explicit method is then used to solve equation (2.105). The value of 
At is very small to make sure that the stability condition is satisfied 
[23]. During the calculation, some p(I,J,n) may become negative and then 
total charge is no longer conserved. Therefore, for every n, p(I,J,n) 
has to be adjusted accordingly when this occurs. With the explicit 
method, this can be done easily. If the implicit method is used, this 
kind of adjustment becomes quite complicated. Another disadvantage of 
the implicit method in this kind of calculation is the iterations re­
quired for eveiry n. It not only takes more computation time and the 
solution is less accurate because larger At is used. A FORTRAN program 
was written to calculate the continuity equation and which is found in 
Appendix III. 
The approach described above can also give us a good approximated 
solution of the steady-state Poisson equations (i.e., equations (2.9) 
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through (2.11)) and thus it can be used to estimate the charge handling 
capacity of the device. This method is described in the next section. 
The program written in Appendix III is used to compute the effects 
of changing different physical and electrical parameters. The results 
and discussions are presented in the next section. 
Due to limited computer fund, the transfers of charge were calcu­
lated for a few intervals of time NT2 with the same electric fields. 
Then the electric fields were recalculated using the new charge dis­
tribution. This will introduce some errors in the transfer analysis. 
Since the interval of time At used in solving the continuity equation 
is very small, the charge distribution does not change very much. We 
can expect the error in the above approach is small. To simulate a 
transfer process in 1 nsec with NTl equal to 10, the program in Appendix 
III will take about 160 seconds cpu time. Without the above approxima­
tion, it will take about 30 minutes cpu time. If SCR method is used 
instead of the FFT method, it requires about 5 hours cpu time. 
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III. RESULTS AND DISCUSSIONS 
A. Charge Handling Capacity 
Basically the amount of charge which can be handled by a CCD 
depends on the doping densities, the geometry of the device and the 
applied gate voltages. The charge handling capability of a BCCD is 
usually smaller than that of a SCCD. This is one of the penalties of 
using a buried channel structure, a reduced charge handling capacity. 
For a BCCD operating in the storage mode, the charge handling capacity 
can be defined as the maximum amount of charge that can be stored under 
the electrode without charge spillage from the storage potential well to 
the adjacent wells and without charge spreading to the silicon dioxide 
interface. This is one of the major functional limitations of a BCCD. 
There is a trade-off between a large signal charge packet and the trans­
fer speed. A large signal is desirable because it is easily detectable 
with good signal-to-noise ratio, but if the charge packet spreads to 
the silicon dioxide interface, interface trapping will reduce the trans­
fer efficiency significantly. Therefore, it is very in^ortant to esti­
mate the charge handling capacity for each design of the device. 
The charge handling capacity of BCCD has been studied one-dimen-
sionally by Kent [12] and El-Sissi and Cobbold [11]. There is a dis­
crepancy between the one-dimensional results obtained from the above 
two studies. When the signal charge is assumed to be centered around 
the potential maximum [11], the calculated signal handling capacity 
appears to be much too low compared with the other one-dimensional re­
sults. In one-dimensional analysis, the electrode is assumed to be very 
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long, such that the influence of adjacent electrodes can be neglected. 
In most cases, this assun^tion will lead to a considerable error. As 
shown in the results given by Mckenna and Schryer [10], the depth of the 
potential well will decrease as the length of the electrode decreases. 
Thus, the potential well calculated in one-dimensional analysis, which 
is accurate if the electrode is very long, will be much deeper than the 
actual potential well. This error will result in over-estimation of the 
maximum charge handling capability of the device. 
In order to calculate the charge handling capacity in the storage 
mode, we have to solve the steady-state Poisson equations (2.9) through 
(2.11). Due to the nonlinearity of these equations, nonlinear iteration 
scheme such as NLOR has to be used. In a two-dimensional analysis, 
this is very time consuming because of the large number of mesh points 
involved and the sensitivity of the exponential terms in the Poisson 
equations. Since the signal charge density p(x,y) is proportional to 
exp(u^ - V2(x,y)), a small error in V2(x,y) will result in a large 
change in p(x,y) and thus the value of VgCx/y) has to be very accurate 
and this requires many more iterations. For instance, in the calcula­
tion described in Section II.A. 1, it took 350 seconds for 1100 itera­
tions to reduce the maximum error of p(x,y) to about 0.002. 
One better and faster approach to estimate the charge handling 
capcity is to use the transient analysis described in Section II.B. In 
the storage mode, the solution of the transient analysis will eventually 
approach the steady-state solution for any initial charge distribution. 
The solutions of v(x,y) and p(x,y) obtained will be very close to those 
solutions obtained by the NLOR method. The only limitation of this 
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approach is the error in the solution of the continuity equation due 
to the finite difference approximation. The advantage of this approach 
is that it can give a very good approximate steady-state solution in a 
few iterations. If more accurate solution is required, the solutions 
obtained by the transient analysis can be refined by substituting it 
into the NIOR scheme. The flow diagram of this approach is shown in 
Fig. 3.1. For At = 0.0078125, the maximum error of p(x,y) is reduced 
to about 0.3 in less than 60 seconds cpu time. This is equivalent to 
the time required for 140 iterations of the MIOR scheme. If NIOR method 
is used, it will take more than 140 iterations to get this accuracy. 
For the NIOR method, the error i5j>(x,y) is given by 
Av.(x,y) 
Ap(x,y) = p(x,y) (1 - e ) (3.1) 
where p(x,y) is the exact solution of the signal charge distribution 
and Av^Cxjy) is the error of V2(x,y). If p(x,y) is 20, in order to 
have Ap(x,y) < 0.3, Av2(x,y) must be less than 0.015. Therefore, 
Av2(x,y) has to be very small in order to get a reasonable accurate 
p(x,y). If an approximated solution obtained by the transient analysis 
is used as the initial guess for the NLOR method, it will take less 
than 300 iterations to reduce Ap(x,y) to about 10 Usually, the solu­
tion obtained after 30 iterations of the transient analysis scheme will 
be good enough, because we are only interested in estimation of the 
charge handling capacity, not the exact charge distribution under 
steady-state condition. With the transient analysis scheme, we can 
save about two-thirds of the time required when the NXOR method alone 
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N2 - 1.MT2 
NI = i.m 
Use NLOR method to refine p(x,y) if necessary 
Calculating E (x,y) and E (x,y) by FFT method 
Solving the continuity 
equation by explicit method 
Fig. 3.1. Flow diagram of the transient analysis approach to estimate 
the charge handling capacity 
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is used to get the same information. This approach was used to find 
the charge handling capacity of BCCD and the results are presented in 
Fig. 3.2 through Fig. 3.6. The results shown in Fig. 3.2 and Fig. 3.3 
indicate that one-dimensional estimation of the charge handling capacity 
could be misleading. In one-dimensional analysis, the charge handling 
capacity is determined as the maximum signal charge that can be stored 
in the bulk channel before charge reaches the silicon dioxide interface. 
Two-dimensional analysis shows that well before the charge spread to 
the interface, it will spill to the adjacent electrodes. This is be­
cause the potential profile in the x-direction is quite flat on the 
lower edge of the channel. (See Fig. 3.3(e)). Therefore, the maximum 
signal handling capacity calculated by one-dimensional analysis is over­
estimated. The charge distribution for different sizes of charge packets 
is shown in Fig. 3.4. As the signal charge increases, the charge dis­
tribution becomes more asymmetry and the signal charge peak moves toward 
the interface. In Fig. 3.5 and Fig. 3.6, the charge distributions for 
different electrode voltages and for different p-layer thicknesses are 
shown. The charge handling capacity depends on the applied voltages, 
the p-layer thickness, the electrode length and the doping profile. 
For different designs the charge handling capacity can be estimated 
easily by the transient analysis scheme. 
B. Transfer Efficiency 
The method described in Section II.B for two-dimensional transient 
analysis of BCCD was used to calculate the transfer efficiency. Different 
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clocking wave forms were used in the analysis. The total charge in 
2 
coul/cm is calculated by the Siiiq>son's rule. 
Q = 1.602 X 10 ill p(x,y)dxdyd2 (coul/cm^) (3.2) 
° •'•'-'vol 
The charge remained under the transferring electrode Q(t) is given by 
L_ hr 
Q(t) = 1.602 X 10 J* f  p(x,y,t)dxdydz (coul/cm^) 
o m  h. (3.3) 
The transfer inefficiency is shown by plotting Q(t)/Q^ versus time. In 
Fig. 3.7, the transfer inefficiency is plotted versus time for different 
square clock pulses. To avoid the backward spilling of the charge from 
the transferring well in the negative x-direction, there should be a 
finite overlap. As shown in Figs. 3.7(a),(b), the charge under the 
transfer electrode decreases slowly if the overlap time (T^) is very 
long. This is because the fringing electric field in the x-direction is 
weak and the major drifting force is from diffusion and self-induced re­
pulsion. When the clocking voltage on electrode 2 dropped to -5 volt, 
the charge under this electrode decreased rapidly until about 15% of the 
charge packet remained. When the charge remaining is small, the diffu­
sion drift and the self-induced drift diminish, and the major drifting 
force is from the fringing field. This last ten percent of the charge 
packet requires a long transfer time. As shown in Fig. 3.7, it took 
another 2 nsec to reduce the remaining charge to 2%. Due to the limited 
amount of computer funds available, the transfer process was not carried 
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on further, but we can expect it will take a much longer time to transfer 
this last 2% of charge. The errors due to finite difference approxima­
tion of the continuous system also limit how far this analysis can go. 
In Fig. 3.8, the transfer inefficient for trapezoidal clock pulses is 
shown. The charge distribution and the corresponding potential distri­
bution are shown in Fig. 3.9 through Fig. 3.14. The figures show when 
some of the charge is transferred, the channel under electrode 2 moves 
away from the interface into a region where the fringing fields are 
stronger. This will enhance the transfer speed. Due to the trapezoidal 
clocking wave form used, the transfer speed is slightly increased be­
cause of a stronger fringing field at the end of the transfer process. 
If the rise time of the trapezoidal clock pulses is longer, it will 
increase the fringing field strength in the final period of the transfer 
process. Besides, if these rising edges of the clock pulses are too 
steep, the operation of the CCD will be degraded because some charge 
may spill backward. As shown in Fig. 3.12, there is a small peak near 
X = lOpm. This is due to backward flowing of charge as the potential 
on electrode 2 finally reaches -5 volts. This problem also occurs for 
the square clock pulses operation. The reason is that both electrodes 
2 and 3 are at -5 volts, the remaining charge under electrode 2 will 
give rise to a high potential over there and the -15 volts on electrode 
3 tends to reduce the potential in the region under electrode 1. This 
will create a negative fringing field between electrodes 1 and 2 and 
drift some of the charge toward electrode 1. Therefore, a peak is 
formed near X = 10|Jm due to the assumption that the current density at 
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X = 10pm is zero. In Fig. 3.15 and Fig. 3.18, the one-dimensional 
charge distributions and fringing fields for the above cases are shown. 
The transfer process at 400 °K was also analyzed. The results 
shown in Fig. 3.19 were conçared with those for 300 ®K. The transfer 
speed is almost reduced by a half. This is mainly due to slower mobil­
ity at higher temperature. The effect of temperature should be consid­
ered in designs and applications. 
With the size of charge packet increased by a factor of 1.4, the 
transfer analysis was repeated. The result shown in Fig. 3.20 indicates 
that it takes about the same time for 90% of the charge to be trans­
ferred. This result may be useful in retrieving the original signals 
from the output signals and thus it may enhance the operation frequency 
of the device. Further investigation is needed for this case. 
Observing the magnitude of the fringing field under electrode 2, 
one can see it does not change very much at the end of the transfer 
process. Therefore, when less than one percent of the charge remains 
in the transfer region, the fringe field does not have to be recalcu­
lated, and this will only produce a small error in the transfer effi­
ciency. 
C. Conclusion 
With the Finite Fourier Transform solutions of the Poisson equa­
tions, an accurate two dimensional transient analysis of BCCD has been 
done. The problem of prohibitive length of computer time required in 
two-dimensional analysis is overcome. The method described in this 
dissertation is about 10 times faster than pure numerical method such 
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as SOR. This method combines both physical insights and mathematical 
techniques. This kind of approach is very useful in analysis of semi­
conductor devices. The advantages of the Finite Fourier Transform 
method are two-fold; (i) it converges faster, and (ii) one can choose 
to calculate the potential in the region required, while in any numerical 
method, the solutions at all the mesh points have to be calculated. In 
many analyses, only the solution in a very small region is required and 
it makes this method very attractive. Although a 3-phase coplanar 
structure of BCCD was used in this study, the method described can be 
used to analyze other structures of BCCD with a slight modification. 
The approach described in this dissertation is a powerful and fast tool 
for analysis of any BCCD. This two-dimensional transient analysis can 
be used to produce optimum design and enhance the performance and ap­
plications of charge-coupled devices. 
Since this method is a means to obtain improvement in device per­
formance, not an end in itself, it is used to study the effects of 
different physical and electrical parameters on the performance of the 
device. The results indicate that a finite overlap of the clocking 
pulses is necessary to prevent backward spilling of charge. Operation 
with trapezoidal clock pulses with long rising time tends to have faster 
transfer speed than operation using square clock pulses, especially in 
the final period of the transfer process. High temperature of the device 
can reduce the transfer speed significantly so that it has to be con­
sidered in design and applications. 
Another application of the two-dimensional transient analysis is 
that it gives a good estimation of the charge handling capacity. The 
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two-dimeasional results show that a one-dimensional estimation of the 
charge handling capacity could be misleading, because charge may spill 
over to the adjacent electrodes before it reaches the silicon dioxide 
interface. This successful application of the transient analysis to 
get an estimation of the charge handling capacity which basically has 
to be calculated from the steady-state Poisson equation, indicates that 
the dynamic analysis described here provides a way to get a good approx­
imate solution of many steady-state problems. The information obtained 
from a two-dimensional analysis is valuable. It can be used to optimize 
design and predict performance before the device is actually fabricated. 
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APPENDIX I 
//E285LDKT JOB I460I,LUKTW,MSGLEVEL=1 
/*JOBPABM LINES=20 
//STEPI EXEC FORTHCL,PEGION,FORT=384K,D=DOl]BIE 
//FORT.SYSIN DD * 
C 
C 
C CALCULATE THE POTENTIAL DISTRIBUTION AND CHARGE DISTRIBUTION 
C BY THE NLOR METHOD FOR THE STORAGE MODE -5,-15,-5 
C 
C 
IMPLICIT REAL*8(A-E,L,0-Z) 
DIMENSION V(121,100),SIGMA(24),P(81,21) 
CHGMA1=.001 
CHGMA2=.001 
CHGMA3=.001 
CHGMA4=.001 
CH(21A5=.001 
READ(5,12) DX,DY1,DY2,DY3,W1,W2,W3 
12 FORMAT(7F10.7) 
READ(5,14) H1,H2,DEBYE,CS,Q0,NLAST 
14 F0RMAT(5F10.7,I5) 
WRITE(6,23) DX,DY1,DY2,DY3,W1,W2,W3 
23 F0RMAT(7F15.7) 
WRITE(6,24) H1,H2,DEBYE,CS,Q0,NLAST 
24 F0RMAT(5F20.7,I10) 
ETA=1.0DO/3.0DO 
SQDX=DX**2 
SQDY1=DY1**2 
SQDY2=DY2**2 
SQDY3=DY3**2 
H1=H1/DEBYE 
H2=H2/DEBYE 
CSH=DLOG(CS)/(H2-H1)**2 
C 
C 
C 
C INITIAL GUESS 
C USE THE POTENTIAL OBTAINED BY THE FOURIER SERIES METHOD 
C 
READ(ll) ((V(I,J),1=1,121),J=1,100) 
C 
DO 15 J=4,24 
YT=H1+(J-4)*DY2 
15 SIGMA(J)=CS*DEXP(-CSH*(YT-H1)**2)-1.ODO 
C 
C 
C THE NLOR METHOD 
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DO 87 1=1,121 
87 V(I,1)=-5.0DO*38.681DO 
DO 88 1=41,81 
88 V(I,1)=-15.ODO*38.681D0 
C 
DO 90 NITER=1,NLAST 
C 
C ROW 2 TO 3 
C 
DO 100 J = 2,3 
DO 110 I = 1,120 
IF(I.EQ.l) R = ((V(I+1,J)-2DO*V(I,J)+V(120,J))/SQDX + (V(I,J+1) 
$ -2D0*V(I,J)+V(I,J-1))/SQDYl)*Wl/(2D0/SQDX+2D0/SQDY1) 
IF(I.GT.l) R = ((V(I+1,J)-2D0*V(I,J)+V(I-1,J))/SQDX + (V(I,J+1) 
$ -2D0*V(I,J)+V(I,J-1))/SQDY1)*W1/(2D0/SQDX+2D0/SQDY1) 
V(I,J) = V(I,J)+R 
IF(CHGMA1.GT.DABS(R)) GO TO 110 
CHGMA1=DABS(R) 
ICHG1=I 
JCHG1=J 
110 CONTINUE 
V(121,J) = V(1,J) 
100 CONTINUE 
C 
C ROW 4 BOUNDARY AT Y=E1 
DO 115 I = 1,121 
R = W1*(ETA/DY1*(11D0*V(I,4)-18D0*V(I,3)+9D0*V(I,2) 
$ -2D0*V(I,1))-(2D0*V(I,7)-9.0D0*V(I,6) 
$ +18DO*V(I,5)-11DO*V(I,4))/DY2)/(11DO*ETA/DY1+11DO/DY2) 
IF(CHGMA2.GT.DABS(R)) GO TO 115 
CHGMA2=DABS(R) 
ICHG2=I 
JCHG2=J 
115 V(I,4) = V(I,4) - R 
C 
C ROW 5 TO 23 
DO 120 J=5,23 
DO 130 1=1,120 
Z=Q0-V(I,J) 
IF(Z.LE.-60.0DO) ZQ=DEXP(60.0DO) 
IF(Z.GE.60.0D0) ZQ=DEXP(60.0DO) 
IF((Z.LT.60.0).AND.(Z.GT.-60.0)) ZQ=DEXP(Z) 
IF(I.GT.l) GO TO nil 
R=W2*((V(I+1,J)-2DO*V(I,J)+V(120,J))/SQDX + (V(I,J+1)-2D0*V(I,J) 
$ +V(I,J-1))/SQDY2 -SIGMA(J)+2.477D0*ZQ)/((2D0/S(g)X+2D0/SQDY2) 
$ +2.477D0*ZQ) 
GO TO 1112 
nil S=W2*((V(I+1,J)-2D0*V(I,J)+V(I-1,J))/SQDX + (V(I,J+1)-2D0*V(I,J) 
$ +V(I,J-1))/SQDY2 -SIGMA(J)+2.477D0*ZQ)/((2D0/SQDX+2D0/SQDY2) 
$ +2.477DO*ZQ) 
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1112 IF(CHGMA3.GT.DABS(R)) GO TO 1113 
CHGMA3=DABS(R) 
ICHG3=I 
ICHG3=J 
1113 IF((I.EQ.61).AND.(J.EQ.13)) CHG1=R 
IF((I.EQ.45).AND.(J.EQ.15)) CHG2=R 
IF((I.EQ.61).AND.(J.EQ.15)) CHG3=R 
IF((I.EQ.75).AND.(J.EQ.15)) CHG4=R 
IF((I.EQ.61).AND.(J.EQ.17)) CHG5=R 
130 V(I,J)=V(I,J)+R 
V(121,J)=V(1,J) 
120 C0NTIN13E 
C 
C ROW 24 BOUNDARY AT Y=H2 
C 
DO 135 1=1,121 
R=W2*(1.ODO/DY2*(11DO*V(I,24)-18D0*V(I,23)+9D0*V(I,22) 
$ -2D0*V(I,21))-(2.ODO*V(I,27)-9.0D0*V(I,26) 
$ +18D0*V(I,25)-llD0*V(I,24))/DY3)/(11.0D0/DY2+11.0D0/DY3) 
IF(CKGMA4.GT.DABS(R)) GO TO 135 
CHGMA4=DABS(R) 
ICHG4=I 
JCHG4=J 
135 V(I,24)=V(I,24)-R 
C 
C ROW 25 TO 99 
C 
DO 140 J=25,99 
DO 150 1=1,120 
Z=QO-V(I,J) 
IF(Z.LE.-60.ODO) ZQ=0.ODO 
IF(Z.GT.-60.0D0) ZQ=DEXP(Z) 
IF(V(I,J).LE.-60.ODO) Zv=O.ODO 
IF(V(I,J).GT.-60.0DO) ZV=DEXP(V(I,J)) 
IF(I.GT.l) GO TO 2221 
R=W3*((V(I+1,J)-2DO*V(I,J)+V(120,J))/SQDX +(V(I,J+1)-2D0*7(I,J) 
$ +V(I,J-1))/SQDY3 -ZV+1DO+2.477DO*ZQ)/((2DO/SQDX+2DO/SQDY3) 
$ +ZV+2.477DO*ZQ) 
GO TO 2222 
2221 R=W3*((V(I+1,J)-2D0*V(I,J)+V(I-1,J))/SQDX +(V(I,J+1)-2D0*V(I,J) 
$ +V(I,J-1))/SQDY3 -ZV+lDO+2.477D0*ZQ)/((2D0/SQDX+2D0/SQDY3) 
$ +ZV+2.477DO*ZQ) 
2222 v(I,J)=V(I,J)+R 
IF(CHGMA5.GT.DABS(R)) GO TO 150 
CHGMA5=DABS(R) 
ICHG5=I 
JCHG5=J 
150 CONTINUE 
V(121,J)=V(1,J) 
140 CONTINUE 
90 CONTINUE 
c 
300 
200 
C 
190 
191 
193 
194 
195 
196 
800 
205 
815 
206 
820 
207 
840 
208 
700 
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DO 200 J=4,24 
DO 300 1=41,121 
IP=I-40 
JP=J-3 
EP=QO-V(I,J) 
IF(EP.LE.-20.0) P(IP,JP)=2.0DO 
IF(EP.GT.-20.0) P(IP,JP)=2.4766D0*DEXP(EP) 
CONTINUE 
CONTINUE 
WRITE(10) ((V(I,J),1=1,121,1),J=l,100) 
WRITE(12) ((P(I,J),I=1,81),J=1,21) 
WRITE(6,190) CHOMAI,ICHGl,JCHGl 
FORMATCl', 'CHGMA1=',E12.5,5X, 'I=',I4,5X, 'J=',I4) 
WRITE(6,191) CHGMA2,ICHG2,JCHG2 
FORMAT(IHO,'CHGMA3= ' ,E12.5,5X,'1=',14,5X,'J=',14) 
WRITE(6,193) CHGMA3,ICHG3,JCHG3 
FORMAT(lEO,'CHGMA3=',E12.5,5X,'I=',I4,5X,'J=',I4) 
WRITE(6,194) CHGMA4,ICHG4,JCHG4 
FORMAT(IHO,'CHGMA4=',E12.5,5X,'I=',I4,5X,'J=',I4) 
WRITE(6,195) CHGMA5,ICHG5,JCHG5 
FORMATdHO, 'CHGMA5=',E12.5,5X, 'I=',I4,5X, 'J=',I4) 
WRITE(6,196)CHG1,CHG2,CHG3,CHG4, CHG5 
FORMATdHO,5E20.8) 
WRITE(6,800) 
FORMAT('l','V(X,y) FOR J=l,23,2 AND 1=1,121,2 ') 
WRITE(6,205) ((V(I,J),J=1,23,2),I=1,121,2) 
FORMATdHO, 12F11.3) 
WRITE(6,815) 
FORMATCl','V(X,Y) FOR J=25,47,2 AND 1=1,121,2') 
WRITE(6,206) ((V(I,J),J=25,47,2),I=1,121,2) 
FORMÂT(IHO,12F11.3) 
WRITE(6,820) 
FORMATCl','V(X,Y) FOR J=49,71,2 AND 1=1,121,2 ') 
WRITE(6,207) ((V(I,J),J=49,71,2),I=1,121,2) 
FORMATdHO, 12F11.3) 
WRITE(6,820) 
FORMATCl','V(X,Y) FOR J=73,95,2 AND 1=1,121,2 ') 
WRITE(6,208) ((V(I,J),J-73,95,2),1=1,121,2) 
FORMAT(IHO,12F11.3) 
WRITE(6,700) 
FORMATCl','P(X,Y) UNDER PHASE 2 GATE FOR 1=1,22,3') 
WRITE(6,301) ((P(I,J),I=1,22,3),J=1,21) 
FORMATdHO, 8E16.7) 
WRITE(6,715) 
FORMATCl','P(X,Y) UNDER PHASE 2 GATE FOR 1=23,41,3') 
WRITE(6,302) ((P(I,J),1=23,41,3),J=1,21 
F0RMAT(1H0,7E16.7) 
WRITE(6,720) 
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720 F0RMAT('1','P(X,Y) Ï3NDER PHASE 3 GATE FOR 1=42,60.3') 
WRITE(6,303) ((P(I,J),I=42,60,3),J=1,21) 
303 F0RMAT(1H0,7E16.7) 
WRITE(6,740) 
740 F0RMAT('1','P(X,Y) UNDER PHASE 3 GATE FOR 1=63,81,3') 
WRITE(6,304) ((P(I,J),I=63,81,3),J=1,21) 
304 F0RMAT(1H0,7E16.7) 
99 STOP 
END 
/* 
//LKED.SYSLMOD DD DSN=H.I4601.MYLIB(NLOR),UNIT=DISK, 
// DISP=(OLD,KEEP),SPACE= 
APPENDIX II 
//E285LUKT JOB 14490,LI]KTW,MSGLEVEL=1 
//STEP 1 EXEC F0RTHCL,REGI0N.F0RT=384K,D=D0UBLE 
//FORT.SYSIN DD * 
C 
C 
C THIS PROGRAM CALCULATES V(X,Y) 
C FOR ANY GIVEN P(X,Y) 
C 
C 
IMPLICIT REAL*8(A-H,L,0-Z) 
DIMENSION P(81,21),V(121,100),BETA(21,50),ALPHA(21,50), 
$ BETAZ(21),SCN(25),SCNT(25),SSN(25),SSNT(25),S0(25),S1(25), 
$ VMU(51),VNU(51),X(121),Y(100),ZT(21),D(80,3),SIGMA(21), 
$ XT(81),YT(21),C(20,3),PX(81),SA(21),SB(21),SC(21),SD(21) 
$ ,TEST(21),BETAP(21) 
C 
C READ THE SIGNAL CHARGE DISTRIBUTION P(X,Y) AND OTHER PARAMETERS 
READ(11) ((P(IP,JP),IP=1,81),JP=1,21) 
READ(5,25) ITERM,NR3,AV0,VH,VL 
25 FORMAT(215,3F10.6) 
READ(5.26) PLAYER,LCELL,OXIDE,CS,TEMP,DEBYE 
26 F0RMAT(6F10.5) 
C 
C DEFINE THE PHYSICAL PARAMETERS 
ETA=1.0D0/3.0D0 
ETAP=(ETA+1.ODO)/(2.ODO*ETA) 
ETAM=(ETA-1.ODO)/(2.ODO*ETA) 
H1=0XIDE/DEBYE 
H2=PLAYER/DEBYE 
L=LCEIL/DEBYE 
NR3=34 
M3=NR3+24 
NH3P=NH3+1 
DY1=H1/3.0DO 
DY2=(H2-H1)/20.0DO 
DY3=DY2*2.0DO 
DX=L/120.0DO 
H3=H2+DY3*NR3 
CSH=DLOG(CS)/(H2-H1)**2 
C 
C DEFINE THE DOPING PROFILE 
DO 5 J=4,24 
JZ=J-3 
YZ=H1+(J-4)*DY2 
SIGMA(JZ)=CS(DEXP(-CSE*(YZ-H1)**2)-1.0DO 
5 CONTINUE 
C 
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C THE IHDEX JZ=1 OR IY=4 IS AT Y=H1 AMD THE INDEX JZ=21 OR IY=24 
C IS AT Y=H2 (K AND JZ ARE THE SAME) 
C THE INDEX IT=L OR IX=41 IS AT X=L/3 AND THE INDEX IT=41 
C OR IX=121 IS AT X=L (I AND IT ARE THE SAME) 
C FOR P,SIGMA,BETAZ,BETAP,BETAL,ALPHA,YT,XT,ZT THE INDEX IS JZ OR IT 
C 
C SET THE INITIAL V(I,J)=0 
DO 10 IX=1,121 
DO 20 IY=1,100 
20 V(IX,IY)=O.ODO 
10 CONTINUE 
C 
C DEFINE THE DATA POINTS 
X(1)=0.0D0 
Y(1)=O.ODO 
DO 40 IY=2,4 
40 Y(IY)=Y(IY-1)+DY1 
DO 50 IY=5,24 
50 Y(IY)=Y(IY-1)+DY2 
DO 60 IY=25,NH3 
60 Y(IY)=Y(IY-1)+DY3 
DO 70 IY=NH3P,100 
70 Y(IY)=Y(IY-1)+DY3 
DO 80 IX=2,121 
80 X(IX)=X(IX-1)+DX 
XT(l)=(LCELL/3.ODO)/DEBYE 
DO 81 IT=2,81 
81 XT(IT)=XT(IT-1)+DX 
YT(1)=0.1D0/DEBYE 
DO 82 JZ=2,21 
82 YT(JZ)=YT(JZ-1)+DY2 
C 
C 
C DEFINE THE FOURIER SERIES COEFFICIENTS OF THE GATE POTENTIAL VG 
VTHERM=1.60219D-19/(1.3807D-23*TEMP) 
WRITE (6,27) PLAYER, LCELL, OXIDE, CS, TEMP ,DEBYE, VTHERM 
27 FORMAT(7E15.6) 
VU0=(-2.ODO*(VH+AVO+VL)/3.ODO)*VTHERM/2.ODO) 
VMUO=0.866025404D0*(2.ODO*AVO-VL-VH) 
VNU0=3.ODO*(VL-VH)/2.ODO 
DO 90 Nl=l,49,3 
N2=N1+1 
N3=Ni+2 
VMU(NI)=VMU0*VTHEPJ1/ (3.141592654D0*N1) 
VMU(N2)=-VMU0*VTHERM/ (3.141592654DO*N2) 
VMU(N3)=O.ODO 
VNU(N1)=VNU0*VTHERM/(3.141592654D0*N1) 
VNU(N2)=VNU0*VTHERM/(3.141592654D0*N2) 
VNU(N3)=O.ODO 
90 CONTINUE 
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C 
C SET THE UPPER LIMIT AND LOWER LIMIT OF JZ SUCH THAT OUTSIDE 
C THESE LIMITS, BETA AND ALPHA ARE ZERO (BETWEEN JZ=JZP1 AND 
C JZ=JZP2 P(IT,JZ,1) IS > O.lD-07) 
JT=1 
99 TEST(JT)=O.ODO 
DO 100 1=1,80 
100 TEST(JT)=TEST(JT)+P(I,JT) 
IF (TEST(JT).GT.0.1D-07) GO TO 110 
JT=JT+1 
GO TO 99 
110 JZP1=JT 
JT=21 
111 TEST(JT)=O.ODO 
DO 120 1=1,80 
120 TEST(JT)=TEST(JT)+P(I,JT) 
IF (TEST(JT).GT.0.1D-07) GO TO 130 
JT=JT-1 
GO TO 111 
130 JZP2=JT 
IF(JZP1.LE.3) JZP1=3 
IF(JZP2.GE.18) JZP2=18 
C 
C CALCULATE BETA,ALPHA,BETAP AND BETAZ OUTSIDE (JZP1,JZP2) 
JZP1M=JZP1-1 
JZP2P=JZP2+1 
JZP1P=JZP1+1 
JZPlM2=JZPl-2 
JZP2M=JZP2-1 
JZP2M2=JZP2-2 
JZP2P2=JZP2+2 
JYPl=JZPl+3 
JYP2=JZP2+3 
JYPlM=jyPl-l 
JYP2P=JYP2+1 
JYP2P2=JYP2+2 
DO 150 'JZ=1,JZP1M 
BETAZ(JZ)=SIGMA(JZ) 
BETAP(JZ)=O.ODO 
DO 140 N=1,ITERM 
BETA(JZ,N)=O.ODO 
140 ALPHA(JZ,N)=0,ODO 
150 CONTINUE 
DO 170 JZ=JZP2P,21 
BETAZ(JZ)=SIGMA(JZ) 
BETAPCJZ)=O.ODO 
DO 160 N=1,ITERM 
BETA(JZ,N)=O.ODO 
160 ALPHA(JZ,N)=O.ODO 
170 CONTINUE 
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C 
C INTERPOLATE P(I,K) BY CUBIC SPLINE FOR JZ=JZP1,JZP2 
DO 290 JZ=JZPI,JZP2 
DO 180 IT=1,81 
180 PX(IT)=P(IT,JZ) 
NX=81 
IC=NX-1 
CALL ICSCCU(XT,PX,NX,D,IC,IER) 
C 
C TO SET THE LEFT AND RIGHT LIMITS OF PX(IT) SUCH THAT 
INSIDE (IXP1,IXP2) PX(IT) IS GREATER THAN OR EQUAL TO 0.0 
1=1 
IXP1=1 
199 IF((PX(I).GT.0.0DO).OR.(I.EQ.80)) GO TO 200 
IXP1=I 
1=1+1 
GO TO 199 
200 1=81 
IXP2=81 
211 IF((PX(I).GT.O.ODO).OR.fI.EQ.l)) GO TO 220 
IXP2=I 
1=1-1 
GO TO 211 
220 IF(IXP1.GE.79) IXP1=38 
IF(IXP2.LE.2) IXP2=42 
C 
C IMPROVE THE CUBIC SPLINE APPROXIMATION BECAUSE WHEN THREE OR 
C OR MORE CONSECUTIVE PX(IT) ARE ZERO THE INTERPOLATING 
POLYNOMIAL WILL OSCILLATE 
IXPlR=IXPl+2 
IXP2L=IXP2-2 
DO 230 I=IXP1,IXP1R 
D(I,3)=O.ODO 
D(I,2)=O.ODO 
230 D(I,1)=(PX(I+1)-PX(I))/DX 
DO 240 I=IXP2L,IXP2 
D(I,3)=0.0D0 
D(I,2)=O.ODO 
240 D(I,1)=CPX(I+1)-PX(I))/DX 
C 
C EVALUATE THE INTEGRALS BETA,BETAZ AND ALPHA BY SUMMING TàE 
C CUBIC SPLINE POLYNOMIAL INTEGRALS FOR EVERY INTERVAL 
BETAZ(JZ)=O.ODO 
BETAP(JZ)=O.ODO 
DO 250 N=1,ITERM 
BETA(JZ,N)=O.ODO 
250 ALPHA(JZ,N)=O.ODO 
DO 270 I=IXP1,IXP2 
CA=D(I,3) 
CB=D(I,2)-3.0DO*XT(I)*D(I,3) 
CC=D(1,1)-2. ODO*XT(I)*D (1,2)+3. ODO*XT(I)**2*D(1,3) 
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CD=PX(I)-D(I,1)*XT(I)+D(I,2)*XT(I)**2-D(I,3)*XT(I)**3 
BETAP(JZ)=BETAP(JZ)+(CA*(XT(I+l)^4-XT(I)**4)/4DO+CB*(XT(I+l) 
$ **3-XT(I)**3)/3.0DCH-CC*(XT(I+l)**2-XT(I)**2)/2.0DO 
$ +CD*(XT(I+1)-XT(I))) 
DO 260 N=1,ITERM 
LN=2*3.141592654D0*N/L 
CNU=DC0S(LN*XT(I+1)) 
CNL=DCOS(IN*XT(I)) 
SfiU=DSIN(IN*XT(I+l) ) 
SNL=DSIN(LN*XT(I)) 
C1U=CA*(3.ODO*IN**2*XT(I+l)**2-6.GDC)/IN**4 
C2U=CA*(LN**3*XT(I+l)**3-6.ODO*LN*XT(I+1))/IN**4 
C3U=CB*(2.ODO*LN*XT(I+l))/LN**3 
CAU=CB*(LN**2*XT(I+l)**2.ODO)/IN**3 
C5U=CC*XT(I+1)/LN 
C1L=CA*(3.0D0*LN**2*XT(I)**2-6.ODD)/IN**4 
C2L=CA*(LN**3*Xr (I)**3-6.ODO*LN*XT(I))/LN**4 
C3L=CB*(2.0DO*LN*XT(I) )/tl}**3 
C4L=CB*(1N**2*XT(I)**2-2.ODO)/LN**3 
C5L=CC*XT(î)/Dî 
BETA(JZ,N)=BETA(JZ,N)+((C1U*CNU-C1L*CNI)+(C2U*SNU-C2L*SNL) 
$ +(C3U*CNU-C3L*CNL)+(C4U*SND-C4L*S1IL)+CC*(CNU 
$ -CNL)/LN**2+(C5U*SNU-C5L*SNL)+ CD*(SNU-SNL)/LN) 
ALPHA(JZ,N)=ALPHA(JZ,N)+((Cn]*SNU-Cll*SNl)-(C2U*CNU-
$ C2L*CNL)+(C3U*SNU-C3L*SNL)- (C4I]*CNU-C4L*C1}L) 
$ +CC*(SKU-S1IL)/IN**2-(C5T]*CNU-C5L*CNI) 
$ -CD*(CNU-CaiL)/LN) 
260 CONTINUE 
270 CONTINUE 
DO 280 N=1,ITEEM 
BETA(JZ,N)=-BETA(JZ,N)*2.ODO/L 
280 ALPHA(JZ,N)=-ALPHA(JZ,N)*2.ODO/L 
BETA2(JZ)=SIGMA(JZ)-BETA?(JZ)/L 
290 CONTINUE 
C 
C EVALUATE THE INTEGRALS SO AND SI BY SUMMING THE CUBIC SPLINE 
C POLYNOMIAL INTEGRALS FOR EVERY INTERVAL 
NX=21 
IC=NX-1 
CALL ICSCCU(YT,BETAZ,NX,C,IC,IER) 
SO(4)=O.ODO 
S1(4)=O.ODO 
DO 300 K=l,20 
CA=C(K,3) 
CB=C(K,2)-3.ODO*YT(K)*C(K,3) 
CC=C(K,1)-2.0D0*YT(K)*C(K,2)+3.0D0*YT(K)**2*C(K,3) 
CD=BETAZ (K) -C (K, 1 )*YT(K)+C (K, 2)*YT (K)**2-C(K,3)*YT (K)**3 
IY=K+4 
S0(IY)=S0(IY-1)+(CA*(Y(IY)**4-Y(IY-1)**4)/4D0+CB*(Y(IY)**3-Y(IY 
$ -1)**3)/3DO+CC*(Y(IY)**2-Y(IY-1)**2)/2DO+CD*(Y(IY)-Y(IY-1))) 
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300 Sl(IY)=Sl(IY-l)+(CA*(Y(IY)**5-y(IY-l)**5)/5DO+CB*(Y(IY)**4-Y(IY 
$ -1)**4)/3D0+CC*(Y(IY)**3-Y(IY-1)**3)/3D0+CD*(Y(IY)**2 
$ -Y(IY-1)**2)/2.0DO) 
C 
C EVALUATE THE DC COEFFICIENTS OF THE FOURIER SERIES 
A0P=(VU0+(H3**2-H2**2)/2. ODO-H1*(H3-H2)*(1 .ODO-1. ODO/ETA) 
$ +H1* (lDO-1. 0D0/ETA)*S0(24) -SI (24) ) / (1D0+H3-H1*(1. ODO 
$ -1.ODO/ETA)) 
D0=-A0P+H3 
C0=A0P*(lD0+H3)-H3**2/2.ODO 
FO=DO-H2-SO(24) 
E0=C0+H2**2/2+Sl(24) 
H0=F0/ETA 
GO=VUO 
C 
C CALCULATE THE POTENTIAL AT EVERY DATA POINT BY FINITE 
C FOURIER TRANSFORM METHOD 
DO 600 N=1,ITERM 
LN=2,ODO*3.I41592654D0*N/L 
LNS=(1.ODO+LN**2)**0.5D0 
LNR=(1.ODO+1.0DO/LN**2)**0.5DO 
LNH1=LN*H1 
LNH2=LN*H2 
LNH3=LN*H3 
WP=1D0+LNR 
WM=1D0-LNR 
ETA1=ETAP*DEXP(-LNH1)+ETAM*DEXP(LNH1) 
ETA2=ETAP+ETAM*DEXP(-2.ODO*LNH1) 
ETA3=ETAP+ETAM*DEXP(2.ODO*LNH1) 
IF (LNH3.GT.30.0) EXD=O.ODO 
IF (LNH3.LE.30.0) EXD=DEXP(-2.0D0*LNH3) 
ETA4=ETAP*WM*EXD+ETAM*WP*DEXP(-2.0D0*LNH1) 
DEM=WM*EXD*ETA3+WP*ETA2 
C 
C CALCULATE THE INTEGRALS SCN,SCNT,SSN,SSNT BY SUMMING THE 
C CUBIC SPLINE POLYNOMIAL INTEGRALS FOR EVERY INTEGRAL 
DO 340 K=l,21 
ZT(K)=BETA(K,N) 
340 CONTINUE 
CALL ICSCCU(YT,ZT,NX,C,IC,IER) 
DO 350 YT=4,JYP1M 
350 SCNT(JY)=O.ODO 
DO 360 JY=JYP2P,24 
360 SCN(JY)=O.ODO 
DO 370 K=JZP1M,JZP1 
C(K,3)=O.ODO 
C(K,2)=O.ODO 
370 C(K,L)=(BETA(K+1,N)-BETA(K,N))/DY2 
DO 380 K=JZP2M,JZP2 
C(K,3)=O.ODO 
C(K,2)=O.ODO 
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380 C(K,1)=(BETA(K+1,N)-BETA(K,N))/DY2 
DO 390 K=JZP1M,JZP2 
SA(K)=C(K,3) 
SB(K)=C(K,2)-3.0D0*YT(K)*C(K,3) 
SC(K)=C(K,1)-2.ODO*YT(K)*C(K,2)+3.ODO*YT(K)**2*C(K,3) 
390 SD (K) =ZT (K)-C(K,1)*YT (K)*C (K, 2)*YT (K)**2-C (K, 3)*YT (K)**3 
DO 400 IY=JYP1,JYP2P 
K=IY-4 
SCNT(IY)=DEXP(-LN*DY2)*SCNT(IY-1)+(I.ODO/(2.ODO*UJ**5))*((SA( 
$ K)*( (Y(IY)*LN)**3-3DO*(Y(IY)*LN)**2+6DO*(Y(IY)*LN)-6DO)+SB(K)* 
$ LH*( (Y(IY)*DI)**2-2DO*Y(IY)*LN+2DO)+SC(K)*LN**2*(Y(IY)*Dï-lDO) 
$ +SD(K)*LN**3)-DEXP(-LN*DY2)*(SA(K)*((Y(IY-l)*LN)**3-3DO*(Y(IY 
$ -l)*LN)**2+6DO*(Y(IY-l)*LN)-6DO)+SB(K)*IN*((Y(IY-l)*I2f)**2-2DO 
$ *Y(IY-1)*LN+2D0)+SC(K)*LN**2*(Y(IY-I)*LN-1D0)+SD(K)*LN**3)) 
400 CONTINUE 
DO 410 IY=JYP2P2,24 
410 SCNT(IY)=DEXP.(-LN*DY2)*SCNT(IY-1) 
JYD=JYP2P-JYP1M 
DO 420 11=1,JYD 
IY=JYP2P-II 
K=IY-3 
SCN(lY)=DEXP(-LN*DY2)*SCN(IY+1)-(0.5D0/LN**5)*(DEXP(-LN*DY2)* 
$ (SA(K)*((Y(IY+1)*LN)**3+3D0*(Y(IY+1)*LN)**2+6D0*(Y(IY+1)*LN)+6D0 
$ ) +SB (K)*IN* ( (Y ( IY+1 )*IN)**2+2D0*Y (IY+1)*LN+2D0) +SC (K)*LN**2* ( 
$ Y(IY+1)*IN+1D0)+SD(K)*LN**3)-(SA(K)*((Y(IY)*IN)**3+3D0*(Y(IY)* 
$ LN)**2+6D0*(Y(IY)*LN)+6D0)+SB(K)*IN*((Y(IY)*IN**2+2D0*Y(IY)*IN+ 
$ 2D0)+SC(K)*LN**2*(Y(IY)*LN+ID0)+SD(K)*LN**3) ) 
420 CONTINUE 
DO 430 JJ=1,JZP1M2 
IY=JYP1M-JJ 
430 SCN(IY)=SCN(IY+1)*DEXP(-LN*DY2) 
DO 440 K=l,21 
440 ZT(K)=ALPHA(K,N) 
CALL ICSCCU(YT,ZT.NX,C.IC,IER) 
DO 450 JY=4,JYP1M 
450 SSNT(JY)=O.ODO 
DO 460 JY=jyP2P,24 
460 SSN(JY)=O.ODO 
DO 470 K=JZP1M,JZP1 
C(K,3)=O.ODO 
C(K,2)=O.ODO 
470 C(K,l)=(AiPEA(Ktl,N)-ALPHA(K,N))/BY2 
DO 480 K=JZP2M,JZP2 
C(K,3)=O.ODO 
C(K,2)=O.ODO 
480 C(K,1)=(ALPHA(K+1,N)-ALPHA(K,N))/DY2 
DO 490 K=JZP1M,JZP2 
SÂ(A.)=C(&,3) 
SB(K)=C(K,2)-3.0D0*YT(K)*C(K,3) 
SC(K)=C(K,l)-2.0D0*YT(K)*C(K,2)+3.0D0*YT(K)**2*C(K,3) 
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SD(K)=ZT(K)-C(K,1)*YT(K)+C(K,2)*YT(K)**2-C(K,3)*YT(K)**3 
DO 500 IY=JYP1,JYP2P 
K=IY-4 
SSNT(IY)=DEXP(-LN*DY2)*SSNT(IY-1)+(1. ODO/ (2. 0D0*I#*5))*((SA( 
$ K)*((Y(IY)*1N)**3-3D0*(Y(IY)*LN)**2+6D0*(Y(IY)*LN)-6D0)+SB(K)* 
$ LN*( (Y(IY)*tN)**2-2D0*Y(IY)*LN+2D0)+SC(K)*LN**2*(Y(IY)*IN-lD0) 
$ +SD(K)*LN**3)-DEXP(-LN*DY2)*(SA(K)*((Y(IY-l)*LN)**3-3DO*(Y(IY 
$ -1)*LN)**2+6D0*(Y(IY-1)*LN)-6D0)+SB(K)*LII*((Y(IY-1)*LN)**2-2D0 
$ *Y(IY-l)*LN+2DO)+SC(K)*ni**2*(Y(IY-l)*m-lDO)+SD(K)*LN**3)) 
CONTIMJE 
DO 510 IY=JYP2P2,24 
SSNT(IY)-DEXP(-m*DY2)*SSNT(IY-l) 
JYD=JYP2P-JYP1M 
DO 520 11=1,JYD 
IY-JYP2P-II 
K=IY-3 
SSN(IY)=DEXP(-LN*DY2)*SSN(IY+1)-(0.5DO/LN**5)*(DEXP(-LN*DY2)* 
$ (SA(K)*((Y(IY+l)*LN)**3+3DO*(Y(IY+l)*LN)**2+6DO*(Y(iy+l)*LN)+6DO 
$ (Y(IY+l)*m)**2+2D0*Y(IY+l)*m+2D0)+SC(K)*m**2*( 
$ Y(IY+l)*LN*ID0)+SD(K)*Di**3) - (SA(K)*( (Y(IY)*IN)—3+3D0*(Y(IY)* 
$ LN)**2+6DO*(Y(IY)*IjJ)+6DO)+SB(K)*IN*( (Y(IY)*LN)**2+2D0*Y(IY)*IN+ 
$ 2D0)+SC (K)*IN**2*(Y (IY)*IN+1D0)+SD (K)*U)**3) ) 
CONTINUE 
DO 530 JJ=1,JZP1M2 
IY=JYP1M-JJ 
SSN(IY)=SSN(iy+l*DEXP(-LN*DY2) 
EE11=-(2.ODO*LNH3-LNH2) 
IF (EE11.GT.-60.0) EX11=DEXP(EE11) 
IF (EE11.LE.-60.0) EX11=O.ODO 
TC1=(VMU(N)+SCN(4)*ETA1)/DEM 
TC2=(SCNT(24)*ETA2)/DEM 
TC4=(SCNT(24)*'^*EX11)/(DEM*ETA) 
TC3=(SCNT(24)*ETA3)/DEM 
TC5=ETAP*SCN(4)*DEXP(-INH1) 
TS1=(VNU(N)+SSN(4)*ETA1)/DEM 
TS2=(SSNT(24)*ETA2)/DEM 
TS3=(SSNT(24)*ETA3)/DEM 
TS4=(SSNT(24)*WM*EX11)/(DEM*ETA) 
TS5=ETAP*SSN(4)*DEXP(D!H1) 
CALCULATE THE POTENTIALS FOR 0 < Y < HI 
DO 582 IY=1,4 
LNY=LN*Y(IY) 
DO 581 IX=1,121 
CN=DCOS(X(IX)*LN) 
SN=DSIN(X(IX)*LN) 
V(IX, IY)=V(IX, IY)+(2D0*(TC1*ETA4-TC4-TC5)*DSINH(LNY) 
$ +VMU(N)*DEXP(-LSY))*CN+(2D0*(TS1*ETA4-TS4-
$ TS5)*DSINH(LNY)+VNU(N)*DEXP(-INY))*SN 
CONTINUE 
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C CALCULATE THE POTENTIALS FOR HI < Y < H2 
DO 584 IY=5,24 
JZ=IY-3 
LNY=LN*Y(IY) 
EE21=-(2.ODO*LNH3-LNY) 
IF(EE21.LE.-60.0D0) EX21=O.ODO 
IF (EE21.GT.-60.0D0) EX21=DEXP(EE21) 
EE22=-(2*LNH3-LNH2-LNY) 
IF(EE22.LE.-60.0D0) EX22=O.ODO 
IF (EE22.GT.-60.0D0) EX22=DEXP(EE22) 
EE23=-LNY 
IF(EE23.LE.-60.0D0) EX23=O.ODO 
IF (EE23.GT.-60.0DO) EX23=DEXP(EE23) 
EE24=-(2*LNH3-LNH2+LNY) 
IF(EE24.LE.-60.ODO) EX24=O.ODO 
IF (EE24.GT.-60.0D0) EX24=DEXP(EE24) 
V21=WM*(TC1*EX21-TC2*EX22) 
V22=WP*TC1*EX23 
V23=WM*TC3*EX24 
V24=WM*(TS1*EX21-TS2*EX22) 
V25=WP*TS1*EX23 
V26=WM*TS3*EX24 
DO 583 IX=l,12i 
CN=DC0S(X(IX)*LN) 
SN=DSIN(X(IX)*LN) 
V(IX,IY)=V(IX,IY)+(V21+V22+V23-SCN(IY)-SCNT(IY))*CN 
$ +(V24+V25+V26-SSN(IY)-SSNT(lY))*SN 
583 CONTINUE 
584 CONTINUE 
C CALCULATE THE POTENTIALS FOR H2 < Y < H3 
DO 586 IY=25,NH3 
LNY=LN*Y(IY) 
EE31=-(2.ODO*LNH3-LNY) 
IF(EE31.LE.-60.0) EX31=O.ODO 
IF(EE31.GT.-60.0) EX31=DEXP(EE31) 
EE32=-(2.0D0*LNH3-LNH2-LNY) 
IF(EE32.LE.-60.0) EX32=O.ODO 
IF(EE32.GT.-60.0) EX32=DEXP(EE32) 
EE33=-(LNY-LNH2) 
XF(EE33.LE.-60.0DO) EX33=O.ODO 
IF(EE33.GT.-60.0DO) EX33=DEXP(EE33) 
EE34=-(LNY-LNH2) 
IF(EE34.LE.-60.0) EX34=O.ODO 
IF(EE34.GT.-60.0) EX34=DEXP(EE34) 
DO 585 IX=1,121 
CN=DCOS(X(IX)*LN) 
SN=DSIN(X(IX)*LN) 
585 V(IX,IY)=V(IX,IY)+(WM*(TC1*EX31-TC2*EX32)+WP*(TC1*EX33 
$ -TC2*EX34) )*CN+(VM*(TS1*EX31-TS2*EX32)+WP*(TS1*EX33-TS2*EX34) )*SN 
586 CONTINUE 
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C CALCULATE THE POTENTIALS FOR Y > H3 
DO 588 IY=NH3P,100 
LNY=LN*Y(IY) 
EE41=-LNH3-LNS*(Y(IY)-H3) 
IF(EE41.LE.-60.0) EX41=0.0D0 
IF(EE41.GT.-60.0) EX41=DEXP(EE41) 
EE42=-LNH3+LNH2-1NS*(Y(IY)-H3) 
IF(EE42.LE.-60.0) EX42=O.ODO 
IF(EE42.GT.-60.0) EX42=DEXP(EE42) 
DO 587 IX=1,121 
CN=DCOS(X(IX)*LN) 
SN=DSIN(X(IX)*LN) 
587 V(IX, IY)=V(IX, IY)+2. ODO*(TC1*EX41-TC2*EX42)*CN 
$ +2.0D0*(TS1*EX41-TS2*EX42)*SN 
588 CONTINUE 
600 CONTINUE 
C 
DO 620 IY=1,4 
DO 610 IX=1,121 
610 V(IX,IY)=V(IX,IY)+GO+HO*Y(IY) 
620 CONTINUE 
DO 640 IY=5,24 
DO 630 IX=1,121 
630 V(IX,IY)=V(IX,IY)+E0+F0*Y(IY)+Y(IY)*S0(IY)-S1(IY) 
640 CONTINUE 
DO 642 IY=25,NH3 
DO 641 IX=1,121 
641 V(IX,IY)=V(IX,IY)+C0+DO*Y(IY)-Y(IY)**2/2.0DO 
642 CONTINUE 
DO 644 IY=NH3P,100 
DO 643 IX=1,121 
643 V(IX,IY)=V(IX,IY)+A0P*DEXP(-(YCIY)-H3)) 
644 CONTINUE 
C 
699 WRITE(6,700) ITERM,NR3,AV0,VH,NL 
700 F0RMAT('1','V(X,Y) FOR J=l,23,2 AND 1=1,21 ',5X,2I5,3F15.5) 
WRITE(6,710) ((V(I,J),J=1,23,2),I=1,121) 
710 FORMAT (1H0,12F11.3) 
WRITE(6,715) 
715 F0RMAT('1','V(X,Y) FOR J=25,47,2 AND 1=1,121 ') 
WRITE 6,720) ((V(I,J),J=25,47,2),I=1,121) 
720 F0RMAT(lfi0,12F11.3) 
WRITE(6,725) 
725 F0RMAT('1','V(X,Y) FOR J=49,71,2 AND 1=1,121 ') 
WRITE(6,730) ((V(I,J),J=49,71,2),1=1,121) 
730 FORMAT(1H0,12F11.3) 
WRITE(6,735) 
735 F0RMAT('1','V(X,Y) FOR J=73,95,2 AND 1=1,121 ') 
WRITE (6,740 ((V(I,J),J=73,95,2),1=1,121) 
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740 FORMAT(IHO,12F11.3) 
DO 880 1=1,121 
DO 881 J=l,100 
881 V(I,J)=V(I,J)/VTHERM 
880 CONTINUE 
WRITE(10) ((V(I,J),I=1,121),J=1,100,2) 
999 STOP 
END 
//LKED.SYSIMOD DD DSN=L. 14490. @MYLIB (FSS ) ,TmT=DISK, 
// DISP=(OLD,KEEP),SPACE= 
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APPENDIX III 
//E285LI)KT JOB 14490,LUKTW 
//STEPl EXEC F0RTHCL,REGI0N.F0RT=384K,D=D0UBLE 
//FORT.SYSIN DD * 
C 
C 
C 
C THIS PROGRAM CALCULATES THE ELECTRIC FIELDS AND SOLVES 
C THE CONTINUITY EQUATION 
C 
C 
IMPLICIT REAL*8(A-H,L,P-Z) 
DIMENSION P(81,21,2),BETA(21,50),ALPHA(2I,50),V(81,25), 
$ BETAZ(21),SCN(25),SCNT(25),SSN(25),SSNT(25),S0(25),S1(25), 
$ VMU(51),VNU(51),X(121),Y(85),ZT(21),D(80,3),SIGMA(21), 
$ XT(81),YT(21),C(20,3),PX(81),SA(21),SB(21),SC(21),SD(21) 
$ ,EX(81,21),EY(81,21),TEST(21),BETAP(21),ILEFT(21),IRIGHT(21) 
C 
C READ THE SIGNAL CHARGE DISTRIBUTION P(X,Y) AND OTHER PARAMETERS 
DO 20 1=1,81 
DO 10 K=l,21 
P(I,K,2)=O.ODO 
10 P(I,K,1)=0.0D0 
20 CONTINUE 
READ(ll) ((P(I,K,1),I=1,81),K=1,21) 
READ(5,25) ITERM.NTl,NT2,NR3,MIN,AVO,VH,VL,DT,TIME 
25 F0RMAT(5I5,5F10.6) 
READ(5,26) PLAYER,LCELL,OXIDE,CS,TEMP,DEBYE 
26 FORMAT(6F10.5) 
C 
C DEFINE THE PHYSICAL PARAMETERS 
ETA=1.0D0/3.0DO 
ETAP=(ETA+1. C-DO) / (2. ODO*ETA) 
ETAM=(ETA-1.ODO)/(2.ODO*ETA) 
H1=0XIDE/DEBYE 
H2=PLAYER/DEBYE 
NR3=34 
NH3=NR3+24 
NH3P=NH3+1 
DY1=H1/3.0D0 
DY2=(H2-H1)/20.0DO 
DY3=DY2*2.0DO 
DX=L/120.ODO 
H3=H2+DY3*NR3 
CSH=DLOG(CS)/(H2-H1)**2 
C 
C DEFINE THE DOPING PROFILE 
DO 30 J=4,24 
JZ=J-3 
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YZ=H1+(J-4)*DY2 
SIGMACJZ)=CS*DEXP(-CSH*(YZ-H1)**2)-1.ODO 
30 CONTINUE 
C 
C THE INDEX JZ=1 OR IY=4 IS AT Y=H1 AND THE INDEX JZ=2I OR IY=24 
C IS AT Y=H2 (K AND JZ ARE THE SAME) 
C THE INDEX IT=1 OR IX=41 IS AT X=L/3 AND THE INDEX IT=4I 
C OR IX=121 IS AT X=L (I AMD IT ABE THE SAME) 
C FOR P, SiaiA, BETAZ, BETAP, BETA .ALPHA ,YT ,XT, ZT THE INDEX IS JZ OR IT 
C 
C DEFINE THE DATA POINTS 
X(1)=O.ODO 
Y(1)=O.ODO 
DO 40 IY=2,4 
40 Y(IY)=Y(IY-1)+DY1 
DO 50 IY=5,24 
50 Y(IY=Y(IY-1)+DY2 
DO 60 IX=2,121 
60 X(IX)=X(IX-1)+DX 
XT(I)=(LCELL/3.ODO)/.4I5D0 
DO 70 IT=2,81 
70 XT(IT)=XT(IT-1)+DX 
YT(1)=0.1D0/.415D0 
DO 80 JZ=2,21 
80 YT(JZ)=YT(JZ-1)+DY2 
C 
C DEFINE THE FOURIER SERIES COEFFICIENTS OF THE GATE POTENTIAL VG 
VTHERM=I.60219D-19/(1.3807D-23*TEMP) 
WRITE(6,27)PIAYER,LCELL,OXIDE,CS,TEMP,DEBYE,VTHERM 
27 FORMAT(7E15.6) 
VUO=(-2.ODO*(VH+AVO+VL)/3.ODO)*VTHERM/2.ODO 
VMUO=0.866025404DO*(2. ODO*AVO-VL-VH) 
YNU0=3.ODO*(VL-VH)/2.ODO 
DO 90 Nl=l,49,3 
N2=N1+1 
N3=Nl+2 
VMU(N1)=VMU0*VTHERM/(3.141592654D0*N1) 
VMU(N2)=-VMU0*VTHERM/(3.14I592654D0*N2) 
VMO(N3)=O.ODO 
VNU (N1)=VNU0*VTHEBM/ (3.141592654D0*N1) 
VNU(N2)=VNU0*VTHERM/(3.141592654D0*N2) 
VNU(N3)=O.ODO 
90 CONTINUE 
c 
C 
c 
c REPEAT THE CALCULATION FOR NEXT TIME INTERVAL 
DO 900 NTIME=1,NT1 
C 
130 
C SET THE UPPER LIMIT AND LOWER LIMIT OF JZ SUCH THAT OUTSIDE 
C THESE LIMITS,BETA AND ALPHA ARE ZERO (BETWEEN JZ=JZP1 AND 
C JZ=JZP2 P(IT,JZ,1) IS > O.lD-07) 
JT=1 
99 TEST(JT)=0.0D0 
DO 100 1=1,80 
100 TEST(JT)=TEST(JT)+P(I,JT,1) 
IF (TEST(JT).GT.0.1D-07) GO TO 110 
JT=JT+1 
GO TO 99 
110 JZP1=JT 
JT=21 
111 TEST(JT)=O.ODO 
DO 120 1=1,80 
120 TEST(JT)=TEST(JT)+P(I,JT,1) 
IF (TEST(JT).GT.0.1D-07) GO TO 130 
JT=JT-1 
GO TO 111 
130 JZP2=JT 
IF(JZP1.LE.3) JZP1=3 
IF(JZP2.GE.18) JZP2=18 
C 
C CALCULATE BETA,ALPHA,BETAP AND BETAZ OUTSIDE (JZP1,JZP2) 
JZP1M=JZP1-1 
JZP2P=JZP2+1 
JZP1P=JZP1+1 
JZPlM2=JZPl-2 
JZP2M=JZP2-1 
JZP2M2=JZP2-2 
JZP2P2=JZP2+2 
JYPl=JZPl+3 
JYP2=JZP2+3 
JYPlM=JY?i-l 
JYP2P=JYP2+1 
JYP2P2=JYP2+2 
DO 150 JZ=1,JZP1M 
BETAZ(JZ)=SIGMA(JZ) 
BETAP(JZ)=0.0D0 
DO 140 N=1,ITERM 
BETA (JZ,N)=0. ODD 
140 ALPHA(JZ,N)=O.ODO 
150 CONTINUE 
DO 170 JZ=JZP2P,21 
BETAZ(JZ)=SIGMA(JZ) 
BETAP(JZ)=O.ODO 
DO L60 N=1,ITERM 
BETA(JZ,N)=O.ODO 
160 ALPHA(JZ,N)=O.ODO 
170 
C 
CONTINUE 
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C INTERPOLATE P(I,K) BY CUBIC SPLINE FOR JZ=JZP1,JZP2 
DO 290 JZ=JZP1,JZP2 
DO 180 IT=1,81 
180 PX(IT)=P(IT,JZ,1) 
NX=81 
IC=NX-1 
CALL ICSCCU(XT,PX,NX,D,IC,IER) 
C 
C TO SET THE LEFT AND RIGHT LIMITS OF PX(IT) SUCH THAT 
C INSIDE (IXP1,IXP2) PX(IT) IS GREATER THAN OR EQUAL TO 0.0 
1=1 
IXP1=1 
199 IF((PX(I).GT.0.0DO).OR.(I.EQ.80)) GO TO 200 
IXP1=I 
1=1+1 
GO TO 199 
200 1=81 
IXP2=81 
211 IF((PX(I).GT.O.ODO).OR.(I.EQ.l)) GO TO 220 
IXP2=I 
1=1-1 
GO TO 211 
220 IF(IXP1.GE.79) IXP1=38 
IF(IXP2.LE.2) IXP2=42 
C 
C IMPROVE THE CUBIC SPLINE APPROXIMATION BECAUSE WHEN THREE OR 
C OR MORE CONSECUTIVE PX(IT) ARE ZERO THE INTERPOLATING 
C POLYNOMIAL WILL OSCILLATE 
IXPlR=IXPl+2 
IXP2L=IXP-2 
DO 230 I=IXP1,IXP1R 
D(I,3)=O.ODO 
D(I,2)=u.0D0 
230 D(I.1)=(PX(I+1)-PX(I))/DX 
DO 240 I=IXP2L,IXP2 
D(I,3)=O.ODO 
D(I,2)=0.0D0 
240 D(I,1)=(PX(I+1)-PX(I))/DX 
C 
C EVALUATE THE INTEGRALS BETAL.BETAZ AND ALPHA BY SUMMING THE 
C CUBIC SPLINE POLYNOMIAL INTEGRALS FOR EVERY INTERVAL 
BETAZ(JZ)=O.ODO 
BETAP(JZ)=0,ODO 
DO 25- N=1,ITERM 
BETA(JZ,N)=O.ODO 
250 ALPHA(JZ,N)=O.ODO 
DO 270 I=IXP1,IXP2 
CA=D(I,3) 
CB=D(I,2)-3.ODO*XT(I)*D(I,3) 
CC=D(I,1)-2.0D0*XT(I)*D(I,2)+3.ODO*XT(I)**2*D(I,3) 
CD=PX(I)-D(I,1)*XT(I)+D(I,2)*XT(I)**2-D(I,3)*XT(I)**3 
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BETAP(JZ)=BETAP(JZ)+(CA*(XT(I+1)**4-XT(I)**4)/4D0+CB*(XT(I+1) 
$ **3-XT(I)**3)/3.0D0+CC*(Xr(I+l)**2-XT(I)**2)/2.0D0 
$ +CD*(XT(I+1)-XT(I))) 
DO 260 N=1,ITESM 
LN=2*3.141592654D0*N/L 
CNU=DCOS (LN*Xr (I+l ) ) 
Cm=DCOS(LN*XT(I)) 
SNU=DSIN(LN*XT(I+1)) 
SIIL=DSIN(IN*XT(I)) 
C1U=CA*(3.ODO*LN**2*XT(I+l)**2-6.ODO)/LN**4 
C2U=CA*(IN**3*XT(I+l)**3-6.ODO*LN*XT(I+1))/LN**4 
C3U=CB*(2.0D0*LN*XT(I+1))/LN**3 
C4U=CB*(Dï**2*XT(I+l)**2-2.ODO)/LN**3 
C5U=CC*XT(I+1)/IN 
ClIr=CA*(3.ODO*IN**2*XT(I)**2-6.ODO)/LN**4 
C2L=CA*(LN**3*XT(I)**3-6.ODO*LN*XT(I))/LN**4 
C3L=CB*(2.ODO*LN*XT(I))/LN**3 
C4L=CB*(LN**2*XT(I)**2-2.ODO)/LN**3 
C5I-=CC*XT(I)/LN 
BETA(JZ ,N)=BETA(JZ ,N)+( (C1TJ*CNU-C1L*CNL)+(C213*SNU-C2L*SNL) 
$ + (C3U*CNU-C3L*CNL)+(C4D*SNU-C4L*SNL)+CC* (CNU 
$ -CNL)/IN**2+(C5U*SNl]-C5L*SNL)+ CD*(SNU-SNL)/IN) 
ALPHA(JZ ,N)=ALPHA( JZ ,N)+( (ClU*SNU-ClL*Sm)- (C2U«fCNU-
$ C2L*C11L)+(C3U*SNU-C3L*SNL)-(C4U*CNU-C4L*CNL) 
$ +CC*(SNU-SNL)/LN^2-(C5U*CîiU-C5L*CNL) 
$ -CD*(CNU-CNL)/m) 
260 CONTINUE 
270 CONTINUE 
DO 280 N=1,ITERM 
BETA(JZ,N)=-BETA(JZ,N)*2.ODO/L 
280 ALPHA(JZ,N)=-ALPHA(JZ,N)*2.ODO/L 
BETAZ(JZ)=SIGMA(JZ)-BETAP(JZ)/L 
290 CONTINUE 
C 
C EVALUATE THE INTEGRALS SO AND SI BY SUMMING THE CUBIC SPLINE 
C POLYNOMIAL INTEGRALS FOR EVERY INTERVAL 
NX=21 
IC=NX-1 
CALL ICSCCU(YT,BETAZ,NX,C,IC,IER) 
SO(4)=O.ODO 
S1(4)=O.ODO 
DO 300 K=l,20 
CA=C(K,3) 
CB=C(K,2)-3,ODO*YT(K)*C(K,3) 
CC=C(K,l)-2.0D0*YT(K)*C(K,2)+3.ODO*YT(K)**2*C(K,3) 
CD=BETAZ(K)-C(K,1)*YT(K)+C(K,2)*YT(K)**2-C(K,3)*YT(K)**3 
IY=K+4 
SO(IY)=SO(IY-1)+(CA*(Y(IY)**4-Y(IY-1)**4)/4DO+CB*(Y(IY)**3-Y(IY 
$ -1)**3)/3D0+CC*(Y(IY)**2-Y(IY-1)**2)/2D0+CD*(Y(IY)-Y(IY-1) )) 
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300 Sl(IY)=Sl(IY-l)+(CA*(Y(IY)**5-Y(IY-l)**5)/5D0+CB*(Y(IY>**4-y(IY 
$ -i)**4)/4D0+CC*(Y(IY)**3-Y(IY-l)**3)/3D0+CD*(Y(IY)**2 
$ -Y(IY-1)**2)/2.0D0) 
C 
C EVALUATE THE DC COEFFICIENTS OF THE FOURIER SERIES 
AOP= (VUO+ (H3**2-H2**2)/2. ODO-Hl* (H3-H2)*(l. ODO-1. ODO/ETA) 
$ +H1*(1D0-1.ODO/ETA)*SO(24)-SI(24))/(1D0+H3-H1*(1.ODO 
$ -1.ODO/ETA)) 
D0=-A0P+H3 
C0=A0P*(1D0+H3)-H3**2/2.ODO 
FO=DO-H2-SO(24) 
E0=C0+H2**2/2+Sl(24) 
H0=F0/ETA 
GO=VUO 
DO 330 JZ=1,21 
DO 320 IT=1,81 
EX(IT,JZ)=O.ODO 
320 EY(IT,JZ)=O.ODO 
330 CONTINUE 
DO 332 IY=1,24 
DO 331 IT=1,81 
331 V(IT,IY)=O.ODO 
332 CONTINUE 
C 
C CALCULATE THE POTENTIAL AT EVERY DATA POINT BY FINITE 
C FOURIER TRANSFORM METHOD 
DO 600 N=1,ITERM 
LN=2.ODO*3.141592654DO*N/L 
LNS=(1.0D0+LN**2)**0.5D0 
LNR=(1.ODO+1.0D0/LN**2)**0.5D0 
LNH1=LN*H1 
LSH2=LN*H2 
LNH3=LN*H3 
WP=1D0+LNR 
WM=1D0-LNR 
ETA1=ETAP*DEXP(-LNH1)+ETAM*DEXP(LNH1) 
ETA2=ETAP+ETAM*DEXP(-2.ODO*LNH1) 
ETA3=ETAP+ETAM*DEXP(2.ODO*LNH1) 
IF (LNH3.GT.30.0) EXD=O.ODO 
IF CLNH3.IE.30.0) EXD=DEXP(-2.0D0*LSH3) 
ETA4=ETAP*WM*EXD+ETAM*WP*DEXP(-2.ODO*LNH1) 
DEM=WK*EXD*ETA3+WP*ETA2 
C 
C CALCULATE THE INTEGRALS SCN,SCNT,SSN,SSNT BY SUMMING THE 
C CUBIC SPLINE POLYNOMIAL INTEGRALS FOR EVERY INTERVAL 
DO 340 K=l,21 
ZT(K)=BETA(K,N) 
340 CONTINUE 
CALL ICSCCU(YT,ZT,NX,C,IC,IER) 
DO 350 jy=4,JYPIM 
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350 SCNT(JY)=O.ODO 
DO 360 JY=JYP2P,24 
360 SCN(JY)=O.ODO 
DO 370 K=JZP1M,JZP1 
C(K,3)=O.ODO 
C(K,2)=O.ODO 
370 C(K,1)=(BETA(K+1,N)-BETA(K,N))/DY2 
DO 380 K=JZP2M,JZP2 
C(K,3)=0,ODO 
C(K,2)=0.0D0 
380 C(K,1)=(BETA(K+1,N)-BETA(K,N))/DY2 
DO 390 K=JZP1M,JZP2 
SÀ(K)=C(K,3) 
SB(K)=C(K,2)-3.ODO*YT(K)*C(K,3) 
SC(K)=C(K,l)-2.ODO*YT(K)*C(K,2)+3.ODO*YT(K)**2*C(K,3) 
390 SD(K)=ZT(K)-C(K,1)*YT(K)+C(K,2)*YT(K)**2-C(K,3)*YT(K)**3 
DO 400 IY=JYP1,JYP2P 
I=IY-4 
SCNT(IY)=DEXP(-LN*DY2)*SCNT(IY-1)+(1.ODO/(2.0D0*IJJ**5))*((SA( 
$ K)*((Y(IY)*LN)**3-3D0*(Y(IY)*LN)**2+6D0*(Y(IY)*LN)-6D0)+SB(K)* 
$ IN*( (Y(IY)*LN)**2-2D0*Y(IY)*1N+2D0)+SC(K)*LIJ**2*(Y(IY)*LN-1D0) 
$ +SD(K)*LÎÎ**3)-DEXP(-LK*DY2)*(SA(K)*((Y(IY-1)*IN)**3-3D0*(Y(IY 
$ -l)*LN)**2+6D0*(Y(IY-l)*Ui)-6D0)+SB(K)*LN*((Y(IY-l)*LN)**2-2D0 
$ *Y(IY-1)*LN+2D0)+SG(K)*LN**2*(Y(IY-1)*LN-1D0)+SD(K)*LN**3) ) 
400 CONTINUE 
DO 410 IY=JYP2P2,24 
410 SCNT(IY)=DEXP(-LN*DY2)*SCNT(IY-1) 
JYD=JYP2P-JYP1M 
DO 420 11=1,JYD 
IY=JYP2P-JYP1M 
DO 420 11=1,JYD 
IY=JYP2P-II 
K=îY-3 
SCN(IY)=DEXP(-LN*DY2)*SCN(IY+1)-(0.5DO/LN**5)*(DEXP(-LN*DY?)* 
$ (SA(K)*((Y(IY+l)*LN)^3+3D0*(Y(IY+l)*lN)**2+6D0*(Y(IY+l)*Li;)+6D0 
$ )+SB(K)*LN* ( (Y ( IY+1)*LN)**2+2D0*Y (IY+1)*LN*2D0) +SC (K)*LN**2* ( 
$ Y(IY+1)*IN+1D0)+SD(K)*LN**3)-(SA(K)*((Y(IY)*LN)**3+3D0*(Y*IY)* 
$ LN)**2+6D0*(Y(IY)*LN)+6D0)+SB(K)*LN*((Y(IY)*LN)**2+2D0*Y(IY)*LN+ 
$ 2D0)+SC(K)*LN**28(Y(IY)*LN+1D0)+SD(K)*LN**3)) 
420 CONTINUE 
DO 430 JJ=1,JZP1M2 
IY=JYP1M-JJ 
430 SCN(IY)=SCNClY+i)*DEXP(-LN*DY2) 
DO 440 K=l,21 
440 ZT(K)=ALPHA(K,N) 
CALL ICSCCU(YT,ZT,NX,C,IC,IER) 
DO 450 JY=4,JYP1M 
450 SSNT(JY)=O.ODO 
DO 460 JY=JYP2P,24 
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460 SSN(JY)=O.ODO 
DO 470 K=JZP1M,JZP1 
C(K,3)=0.0D0 
C(K,2)=O.ODO 
470 C(K,1)=(ALPHA(K+1,N)-ALPHA(K,N))/DY2 
DO 480 K=JZP2M,JZP2 
C(K,3)=0.0D0 
C(K,2)=O.ODO 
480 C (K, 1)=(ALPHA(K+1 ,N)-ALPHA(K,N) )/DY2 
DO 490 K=JZP1M,JZP2 
SA(K)=C(K,3) 
SB(K)=C(K,2)-3.ODO*YT(K)*C(K,3) 
SC(K)=C (K, 1)-2. ODO*YT(K)*C (K, 2)+3. ODO*YT(K)**2*C(K,3) 
490 SD (K) =ZT (K) -C (K, 1)*YT (K)+C (K, 2)*YT (K)**2-C (K, 3)*YT (K)**3 
DO 500 IY=JYP1,JYP2P 
K=IY-4 
SSNT(IY)=DEXP(-LN*DY2)*SSNT (IY-1)+(1. ODO/ (2. 0D0*LN**5) )*( (SA( 
$ K)*((Y(IY)*LN)**3-3D0*(Y(IY)*LN)**2+6D0*(Y(IY)*LN)-6D0)+SB(K)* 
$ LN* ( (Y(IY)*LN)**2-2DO*Y(IY)*LN+2DO)+SC (K)*LN**2* (Y(IY)*LN-1D0) 
$ +SD(K)*LS**3)-DEXP(-LN*DY2)*(SA(K)*( (Y(IY-1)*LN)**3-3D0*(Y(IY 
$ -1)*LN)**2+6DO*(Y(IY-1)*LN)-6DO)+SB(K)*LN*((Y(IY-1)*LN)**2-2DO 
$ *Y(IY-1)*LN+2D0)+SC(K)*LN**2*(Y(IY-1)*LN-1D0)+SD(K)*LN**3)) 
500 CONTINUE 
DO 510 IY=JYP2P2,24 
510 SSNT(IY)=DEXP(-LN*DY2)*SSNT(IY-1) 
JYD=JYP2P-JYP1M 
DO 520 11=1,JYD 
IY=JYP2P-II 
K=IY-3 
SSN(IY)=DEXP(-LN*DY2)*SSN(IY+1)-(0.5DO/LN**5)*(DEXP(-LN*DY2)* 
$ (SA(K)*((Y(IY+1)*LN)**3+3D0*(Y(IY+1)*LN)**2+6D0*(Y(IY+1)*LN)+6D0 
$ )+SB(K)*LN*((Y(IY+l)*LN)**2+2D0*Y(IY+l)*LN+2D0)+SC(K)*LN**2*( 
$ Y(IY+1)*LS+1D0)+SD(K)*DÎ**3)- (SA(K)*((Y(IY)*LN)^3+3D0*(Y(IY)* 
$ LN)**2+6D0*(Y(IY)*LN)+6D0)+SB(K)*LN*( (Y(IY)*LN)**2+2D0*Y(IY)*LN+ 
$  2 D 0 ) + S C ( K ) * L N ^ 2 ' ' l ^ ' L I v ' - S ) )  
520 CONTINUE 
DO 530 JJ=1,JZP1M2 
IY=JYP1M-JJ 
530 SSN(IY)=SSN(IY+1)*DEXP(-LN*DY2) 
C 
TC1=(VMU(N)+SCN(4)*ETA1)/DEM 
TC2=(SCNT(24)*ETA2)/DEM 
TC3=(SCNT(24)*ETA3)/DEM 
TS1=(VNII(N)+SSN(4)*ETA1)/DEM 
TS2=(SSNT(24)*ETA2)/DEM 
TS3=(SSNT(24)*ETA3)/DEM 
C 
C CALCULATE THE POTENTIALS FOR HI < Y < H2 
DO 580 IY=4,24 
JZ=IY-3 
LNY=LN*Y(IY) 
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EE21=-(2.ODO*LNH3-LNY) 
IF(EE21.LE.-60.ODD) EX21=0.ODO 
IF (EE21.GT.-60.ODO) EX21=DEXP(EE21) 
EE22=- (2*LNH3-LNH2-LNÏ) 
IF(EE22.LE.-60.0DO) EX22=O.ODO 
IF (EE22.GT.-60.0D0) EX22=DEXP(EE22) 
EE23=-LNY 
IF(EE23.LE.-60.0D0) EX23=0.0D0 
IF (EE23.GT.-60.0D0) EX23=DEXP(EE23) 
EE24=(-2*LNH3-LNH2+LNy) 
IF(EE24.LE.-60.0D0) EX24=0.0D0 
IF (EE24.GT.-60.0D0) EX24=DEXP(EE24) 
V21=WM*(TC1*EX21-TC2*EX22) 
V22=WP*TC1*EX23 
V23=WM*TC3*EX24 
V24=WM*(TS1*EX21-TS2*EX22) 
V25=WP*TS1*EX23 
V26=WM*TS3*EX24 
DO 570 IT=1,81 
CN=DCOS(XT(IT)*LN) 
SN=DSIN(XT(IT)*LN) 
V(IT,IY)=V(IT,IY)+(V21+V22+V23-SCN(IY)-SCNT(lY) )*CN 
+(V24+V25+V26-SSN(iy)-SSNT(lY))*SN 
CONTINUE 
CONTINUE 
DO 582 IT=1,81 
CN=DCOX(XT(IT)*LN) 
SN=DSIN(XT(IT)*LN) 
V(IT,3)=V(IT,3)+VMU(N)*CN+VNU(N)*SN 
CONTINUE 
DO 620 IY=4,24 
JZ=IY-3 
DO 610 IT=1,81 
V(IT.iy)=V(IT,IY)+E0+F0*Y(IY)+Y(IY)*S0*IY)-S1(IY) 
COKTiKliE 
DO 621 IT=1,81 
V(IT,3)=VU0+V(IT,3) 
DIFFERENTIATE THE CUBIC POLYNOMIALS TO GET EX AND EY 
DO 660 IY=5,23 
JZ=IY-3 
DO 630 IT=2,80 
EY ( IT, J2)=- (V (IT, IY-2) -6. ODO*V (IT, IY-1) +3. ODO*V (IT, lY) 
+2.ODO*V(IT,IY+1))/(6.ODO*DY2) 
DO 640 IT=2,78 
EX(IT,JZ)=-(-2.0D0*V(IT-1,IY)-3.ODO*V(IT,lY) 
+6. ODO*V (IT+1, lY) -V(IT+2, lY) ) / (6. ODO*DX) 
DO 650 IT=79,80 
EX ( IT, JZ)=- (V (IT-2, lY) -6. ODO*V (IT-1, IY)+3. 0D0*V (IT, lY) 
+2.ODO*V(IT+1,lY))/(6.ODO*DX) 
CONTINUE 
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C 
WRITE(6,810) TIME 
810 F0RMAT('1','P(X,Y) FOR K=l,21,2, AND 1=1,81','TIME=',F15.7) 
WRITE(6,820) ((P(I,K,1),K=1,21,2),I=1,81) 
820 FORMAT(IHO,11E12.4) 
WRITE(6,821) 
821 F0RMAT('1','EX(X,Y) FROM K=l,19,2 FOR 1=1,81') 
WRITE(6,822) ((EX(I,K),K=1,19,2),1=1,81) 
822 F0RMAT(lHo,10F12.4) 
WRITE(6,823) 
823 F0RMAT('1','EY(X,Y) FROM K=l,19,2 FOR 1=1,81') 
WRITE(6,824) ((EYI,K),K=1,19,2),1=1,81) 
824 FORMAT(1HO,10F12.4) 
WRITE(6,825)ITERM,NT1,NT2,NR3,MIN,AV0,VH,VL,DT 
825 F0RMAT('1','V(X,Y) FROM J=4,24,2 FOR I=l,8l',5X,5I5,4F15.8) 
WRITE(6,826) ((V(I,J),J=4,24,2),I=1,81) 
826 FORMAT(1HO,11F12.4) 
WRITE(6,827) (V(I,3),I=1,81,10) 
827 F0RMAT(1H0,9F13.3) 
C 
C CALCULATE THE CONTINUITY EQUATION NT2 TIMES BEFORE THE ELECTRIC 
C FIELDS ARE RECALCULATED 
DO 890 NTIME2=1,NT2 
TIME=TIME+DT 
C SET THE RIGHT AND LEFT LIMITS OF THE CALCULATION NET SUCH THAT 
C OUTSIDE THESE LIMITS P(I,K) DOES NOT CHANGE 
DO 560 K=l,21 
1=2 
544 TESTCH=P(I,K,1)+P(I-1,K,1)+P(I+1,K,1)+P(I,K-1,1)+P(I,K+1,1) 
IF((TESTCH.NE.0.0DO).OR.(I.EQ.80)) GO TO 550 
1=1+1 
GO TO 544 
550 ILEFT(I)=I 
1=80 
555 TESTCH=P(I,K,1)+P(I-1,K,1)+P(I+1,K,1)+P(I,K-1,1)+P(I,K+1,1) 
IF((TESTCH.NE.O.ODO).OR.(I.EQ.2)) GO TO 566 
1=1-1 
GO TO 555 
566 IRIGHT(K)=I 
IF(ILEFT(K).LT.IRIGHT(K)) GO TO 560 
ILEFT(K)=2 
IRIGHT(K)=3 
560 CONTINUE 
C 
C 
C POSITIVE CJL,CLR,CJT,CJB MEAN THEY ARE FLOWING INTO IT 
C ASSUME THE CHANNEL BOTTWl IS AT K=MIN AND TRY TO MAKE THE 
C SEQUENCE OF CALCULATION FOLLOWING THE DIRECTION OF CHARGE FLOW 
DO 710 KK=2,20 
IF(KK.LE.MIN) K=KK 
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P(I,K,2)=P(I,K,2)-(P(I,K,2)*(TJR/SUM0UT)+P(I,K,2)*(TJI/Sl]M0UT) 
+P(I ,K,2)*(TJT/SUM01]T)+P(I ,K,2)*(TJB/SI3MOUT) ) 
GO TO 700 
P(IR,K,2)=P(IR,K,2)+TJR 
P(IL,K,2)=P(IL,K,2)+TJI 
P(I,KT,2)=P(I,KT,2)+TJT 
Ta,KB,2)=P(I,KB,2)+TJB 
P(I,K,2)=O.ODO 
CONTINUE 
CONTINIffi 
ADJUSTING THE WHOLE NET TWICE IF THERE ARE S(MfE NEGATIVE 
P(I,K,2) AND MAINTAINING THE CONSERVATION OF CHARGE 
DO 740 NADJ=1,2 
DO 730 KK=2,20 
IF(NADJ.EQ.I) GO TO 711 
IF(KK.LE.MIN) K=KK 
IF(KK.GT.MIN) K=20-(KK-MIN-1) 
GO TO 712 
IF(KK.LE.MIN) K=MIN+2-KK 
IF(KK.GT.MIN) K=KK 
ILJZ=ILEFT(K) 
IRJZ=IRIGHT(K) 
I=IRJZ+1 
DO 720 II=ILJZ,IRJZ 
IF(NADJ.EQ.l) GO TO 713 
I=II 
GO TO 714 
1=1-1 
IF (P(I,K,2).GE.1.0D-40) GO TO 720 
IF((P(I,K,2).LE.1.0D-40).AND.(P(I,K,2).GE.-1.0D-40)) GO TO 719 
CJR=(DT/DX«f2)*(P(I+l,K,l)-P(I,K,l))-(EX(I+l,K)*P(I+l,K,l) 
+EX(I,K)*P(I,K,1))*(DT/(2.ODO*DX)) 
IF(I.EQ.80) CJR=O.ODO 
CJL=(DT/DX**2)*(-(P(I,K,1)-P(I-1,K,1)))+(EX(I,K)*P(I,K,1) 
+EX(I-1,K)*P(I-1,K,1))*(DT/(2.0DO*DX)) 
IF(I.EQ.2) CJL=O.ODO 
CJB=(DT/DY2**2)*(P(I,K+1,1)-P(I,K,1))-(EY(I,K+1)*P(I X+1,1) 
+EY(I,K)*P(I,K,1))*(DT/(2.ODO*DY2)) 
IF(K.EQ.20) CJB=O.ODO 
CJT=(DT/DY2**2)*(-(P(I ,K,1)-P(I ,K-1,1)))+(EY(I ,K)*P(I ,K,1) 
+EY(I ,K-1)*P(I ,K-1,1) )*(DT/ (2. ODO*DY2) ) 
IF(K.EQ.2) CJT=O.ODO 
IF P(I,K,2) IS NEGATIVE, RESET IT TO ZERO AND REDUCE 
THE RECEIVING NEIGHBOR POINTS PROPORTIONALLY 
IF (CJR.LT.O.ODO) TJR=CJR 
IF (CJR.GE.O.ODO) TJR=O.ODO 
IF (CJL.LT.O.ODO) TJL=CJL 
IF (CJL.GE.O.ODO) TJL=O.ODO 
IF (CJT.LT.O.ODO) TJT=CJT 
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IF (CJT.GE.O.ODO) TJT=O.ODO 
IF (CJB.LT.O.ODO) TJB=CJB 
IF (CJB.GE.O.ODO) TJB=O.ODO 
ST]MOI]T=TJR+TJL+TJT+TJB 
IF(S1]M013T.EQ.O.ODO) GO TO 720 
IR=I+1 
IL=I-1 
KT=K-1 
KB=K+1 
P(IR,K,2)=P(IR,K,2)+P(I,K,2)*(TJR/SUM0OT) 
P(IL,K,2)=P(IL,K,2)+P(I,K,2)*(TJL/S1]M0OT) 
P (I ,KT, 2)=P(I ,KT, 2)+P(I ,K, 2)*(TJT/SDM013T) 
P(I,KB,2)=P(I,KB,2)+P(I,K,2)*(TJB/SUMOUT) 
719 P(I,K,2)=O.ODO 
720 CONTINUE 
730 CONTINIffi 
740 CONTINUE 
CHR1=0.0 
CHR2=0.0 
DO 765 K=2,20 
DO 755 1=1,41 
755 CHR1=CHR1+P(I ,K,2) 
DO 760 1=42,80 
760 CHR2=CHR2+P(I,K,2) 
765 CONTINUE 
T0TAL=CHR1+CHR2 
V®ITE(6,775)TIME,CHR1,CHR2,TOTAL 
775 FORMAT(1H0,'TIME=',2F15.7,' Chr2=',F15.7,' T0TAL=',F14.7) 
DO 840 1=1,81 
DO 830 K=l,21 
P(I,K,1)=P(I,K,2) 
P(I,K,2)=0.0D0 
830 CONTINUE 
840 CONTINUE 
890 CONTINUE 
900 CONTINUE 
WRITE(12) ((P(I,K,1),1=1,81),K=1,21) 
999 STOP 
END 
//LKED.SYSLMOD DD DSN=L. 14490.€MÏHB(BCC) ,UNIT=DISK, 
// DISP=(OLD,KEEP),SPACE= 
