ABSTRACT In this paper, we investigate the problem of robust altitude stabilization for the vertical take-off and landing (VTOL) of an unmanned aerial vehicle in the presence of external disturbances (e.g. wind gusts), payload variations, and noisy measurements. The design of the controller is simple; it is based on the minimization of the one-step-ahead predicted position errors. The stability analysis of the closed loop in the presence of external disturbances is presented. The analysis results prove that the tracking errors of attitude, take-off, hovering, and landing are uniformly bounded. Since the proposed control algorithm will be employed for goods delivery by drones, the robustness of this algorithm against low-frequency disturbances and payload variations is a major objective. To this end, integral action is included in the altitude loop to eliminate the induced steady-state error and to drop off the payload in the desired position successfully. Furthermore, the controller is given in the closed form to facilitate its implementation onboard to increase the autonomy of the flight. The numerical simulations are provided to show the effectiveness of the proposed algorithm.
I. INTRODUCTION
Since unmanned aerial vehicles (UAVs) are being rapidly employed in several applications, the development of small-scale and low-cost airplanes is attracting many researchers across the world. Research on the vertical take-off and landing (VTOL) of UAV is gaining more popularity owing to its use in different civil applications including surveillance, search and rescue, and inspections of structures. A special class of this aircraft with four rotors, a quadrotor helicopter, is designed by different laboratories across the world. These quadrotor helicopters can be controlled autonomously or remotely from the ground control station. From the control point of view, they represent a highly coupled and nonlinear multivariable system with an unstable and underactuated nature, and they are subject to different aerodynamic effects such as wind gusts, sensor noises, perturbations, time delay, and payload variations.
Various methods for attitude stabilization or trajectory tracking have been presented, starting from linear modelbased controllers to nonlinear model-based controllers.
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The well-known PID flight controllers were tested and implemented in [1] . However, the control parameters are tuned empirically by trial and error; further, the stability of the closed-loop system with disturbances and uncertainties is not provided. Many other studies implemented linear model-based controllers (LQG, MPC, H∝) that ensure closed-loop stability; it is well-known that performances will degrade when the aircraft leaves the nominal conditions. To overcome this disadvantage, many nonlinear model-based controllers have been developed and tested; for example feedback linearization control [2] , [33] , internal-model-control [3] , [34] , backstepping approach [4] , [5] , [6] , sliding mode control [7] and differential flatness [8] .
UAVs need a robust control system to resist external forces, unmodeled dynamics, and atmospheric disturbances. During the last decade, to counteract these external disturbances and unknown forces, some studies included adaptive mechanisms in the design of the controller [9] , [10] , [11] ; observers were also been used to estimate the unmodeled dynamics and external disturbances [12] . Omari et al. [13] presented a dynamic model that includes both blade flapping and induced drag forces. Based on this model, they designed a hierarchical nonlinear controller to compensate for the nonlinear effects of these drag forces. Lee [14] developed an adaptive tracking controller for the attitude control of the aircraft where the inertia matrix is unknown. The authors in [15] proposed a sliding mode observer for external disturbances. There exists other new techniques that are based on adaptive neural networks [44] and fuzzy logic [45] , [46] , which can solve the robustness problem of the quadrotor during the flight. For instance, neural networks have been used to learn the dynamics of UAV including uncertainties such as aerodynamic frictions and blade flapping [16] . In [40] , the authors combined the adaptive radial basis function neural networks (RBFNNs) and double-loop integral sliding mode method to control a quadrotor subject to disturbances, and uncertainties of parameters. In fact, the adaptive mechanism is included in the control loop to compensate for the disturbances and uncertainties. Further, in [41] the authors developed a control scheme based on wavelet NN-PID for load transportation by a quadrotor with the unknown characteristics of the suspended load. In this work, wavelet neural networks are used to adjust controller gains. The authors in [42] combined Type-2 fuzzy logic controller with neural networks for solving the trajectory tracking problem in the presence of disturbances and wind gust conditions. However, for fully autonomous navigation of these platforms, such algorithms, with high computational cost, are not suitable for onboard implementation. In fact, all algorithms for control, sensing and navigation should be performed in real-time onboard and the processors used have limited computational resources. Further, as more complex scenarios are envisaged, many researchers are working to reach the full autonomy of UAVs [30] with simple and efficient algorithms used onboard to avoid communication problems with the base station [31] .
The major advantage of nonlinear model predictive control (NMPC) resides in its ability to explicitly handle input and state constraints in the controller design. The authors in [17] formulated the NMPC algorithm for planning paths under input and state constraints. Successful tracking performances of the generated position and heading trajectories are obtained. However, in nonlinear model predictive control, a nonlinear optimization problem must be solved online with computational complexity and this drawback weakens the full autonomous navigation of the aircraft. For this reason, the authors in [18] have applied NMPC to aircraft control using a field-programmable gate array (FPGA) to counteract the computational burden of the algorithm. On another hand, to avoid the computational complexity of NMPC, several nonlinear predictive laws have been developed in the past [19] - [21] . These methods are based on the approximation of the one-step-ahead predictive tracking error that is obtained by expanding the output signal and the target in a r th i order Taylor series, where r i is the relative degree of the i th output. Afterward, the deduced quadratic programming (QP) problem is used to derive the optimal control law. In addition, standard numerical procedures exist that can solve this QP fast (see for instance [43] ). The work developed in this paper is the extension of the idea presented in [36] . The one-step-ahead predictive controller, used in a cascade structure, is applied to a more realistic mathematical model of UAV for the altitude stabilization of VTOL. Further, in this work, a stability analysis of the closed system in a mismatched case using the Lyapunov method is provided.
Recent years have witnessed an emergence of new civil applications of UAVs linked to aerial manipulation and transportations [26] . Therefore, many authors have studied the problem of modeling and controlling quadrotor flying with a suspended load [22] - [24] . The authors in [25] are expecting high congestion of UAVs in the airspace due to their increased use, and therefore, they proposed a layered network architecture for coordinating the access of UAVs to airspace to reduce the congestion. In fact, DHL and Amazon are some companies that are using UAVs to deliver items urgently to remote inaccessible locations [27] ; this study fits the context of these applications. In addition to uncertainties and unknown disturbances, the flight is subject to payload variations that induce steady-state errors in the tracking performances. It is a challenging task to achieve this kind of mission successfully.
The main advantages of the proposed control algorithm can be summarized as follows:
• The robustness of the control algorithm in the presence of unknown and variable payloads.
• The robustness of the controller with respect to noise measurements and wind gusts.
• The stability of the tracking error is provided.
• Constraints are explicitly included in the design of the controller.
• In the unconstrained case, the control loop is given in the closed form (no online optimization). On the other hand, in the constrained case, the optimization problem is formulated as a quadratic programming problem. Hence, the contribution of this paper relies on the integration of all these advantages in one algorithm.
Some nonlinear control methods, cited previously, may include the integral action in the loop to eliminate the steady-state error; however, these methods cannot consider constraints on control signals and/or states in the control design. Hence, most of these approaches use the saturation technique to constrain the control signal, which produces a non-optimal solution (see [29] chap.23). On another hand, in the proposed approach, constraints on control signals are included explicitly in the control design. The control algorithm is formulated as a convex optimization problem and the optimal solution can be obtained by using available fast numerical procedures (for instance quadratic programming solvers).
The application intended in this work focuses on the delivery process of payload to inaccessible positions using a small flying machine. For instance, to a mountain summit (or a terrace of a building) where people may be waiting for rescue or help. Consequently, the payload is variable and induces a steady-state error. However, to perform this task correctly, the altitude steady-state error is not tolerated to ensure the parcel is delivered to the right location. Therefore, the proposed algorithm is an effective solution for this type of applications.
The remainder of this paper is arranged as follows. In section 2, a dynamic mathematical model of the quadcopter is presented. Section 3 provides an overview of the predictive controller with its stability issue. The application of the predictive controller in the cascade structure to the UAV is described in this section. To show the effectiveness of the proposed algorithm, simulations are carried out in section 4, using the mismatched model. Further, in this section, constraints on control signals are included in the control design. Finally, section 5 provides some concluding remarks.
II. DYNAMIC MODEL OF THE UAV
The mathematical model of the UAV is widely described in different research works [1, 6, 28] . The dynamic model, with six degrees of freedom, can be split into two sub-systems: the translational movement that describes the position and the velocity of flight, and the rotational movement that describes the attitude, angular rates and moments. The mathematical model is deduced from the fundamental theorem of mechanics in two different frames: The inertial frame I i and the body frame I B (Fig.1) .
Let ξ = x y z T ∈ 3 be the vector that describes the position of the aircraft in the inertial frame and η = φ θ ψ T ∈ 3 be a vector that describes the attitude of the vehicle in the body frame. The three Euler's angles are: φ, the pitch angle − T .
In order to reduce the complexity of the dynamic model, the following assumptions are adopted throughout the study:
1. The structure of the aircraft is rigid, symmetric, and the origin of the fixed aircraft-frame coincides with the center of gravity (CoG) of the aircraft. 2. Full state information is available. 3. The payload is assumed to be symmetric and homogeneous; it is attached to the body frame of the quadrotor at the position ρ = 0 0 −ε T which is located on the Z B -axis. 4. The thrust and drag forces are proportional to the square of the propellers speed. 5. All unstructured modeling uncertainties and noise disturbances are unknown but bounded by some known functions. Under these assumptions, we can apply Newton's laws on the flight system when it is subject to:
-Forces and moments, acting on the CoG of the body.
-Aerodynamic effects acting mainly on the transported payload. Hence, one can get the two sub-dynamic models as follows:
2 :
where
is the transformation matrix between the inertial frame I i and the body frame I B ; S ( ) is the skew-symmetric matrix. It is known that it is difficult to locate the application point of F ext . Thus, we assume that aerodynamic forces, due to wind gusts, are applied on the transported payload at point ρ F = 0 0 − T located on the Z-axis of the body frame with > ε. The angular velocity ∈ 3 and the linear velocity V ∈ 3 are expressed in the body frame I B . Thus, the translational dynamic of the aircraft in the inertial frame becomes
The description of UAV's parameters are listed in the following table.
The nonlinear model (1) is an underactuated system with four inputs signals, which are: the thrust force F and the control vector torque , defined as
where α > 0 is the thrust factor, l is the distance between the CoG of the quadrotor and rotor axes, β > 0 is the drag coefficient, and ω i (i =1,4) is the rotational speed of the i th rotor. In this work, the dynamic model is split into two subsubsystems: the first subsystem is represented by the altitude and attitude vector Z 1 = (z, φ, θ, ψ)
T , while the second subsystem is represented by the horizontal motion vector
T . Since the model will be used to design the controller, external forces, disturbances, and load variations are ignored. Consequently, the nominal dynamic model of the flight is 1 :
and U (t) ∈ R 4 are the state vector and the control vector of the first sub-system. The control vector can be written as a function of the angular velocities of the four rotors as
T ∈ R 4 and V i (t) ∈ R 2 are the state vector and the control vector of the second sub-system respectively. The other variables are defined as follows (see [1] )
III. CONTROL LAWS FOR VTOL-UAV
In this work, we are interested in controlling the position ξ (t) of the aircraft in the inertial frame and the attitude in the body frame. To do so, the VTOL control structure of the aerial vehicle is considered in a two-stage process. First, the attitude and altitude controller of the aircraft are designed without considering the load variations and uncertainties. Then, the controller of the horizontal movement is considered.
A. ONE-STEP-AHEAD PREDICTIVE CONTROL
Consider the first sub-system described by (4a) 1 :
The problem in one-step-ahead predictive control consists in elaborating a control law U (Z 1 , Z 2 , t) that improves the tracking accuracy at the next step (t + h). Therefore, the goal of the one-step-ahead control method is to minimize the following cost function [20] 
where Q ∈ R 4×4 and R ∈ R 4×4 are positive definite and positive semi-definite matrices respectively. A simple and effective way to predict the influence of U (t) on the predicted dynamic error e (t + h) is to expand it into a first order Taylor series expansion, in such a way to obtain the predicted tracking error vector
The minimization of J with respect to U (t) by setting ∂J ∂U = 0 yields the optimal predictive control law
B. STABILITY ANALYSIS IN THE MISMATCHED CASE
In order to analyze the stability of the closed-loop system in the mismatched case, the wind disturbances, load variations, and noise measurements are added to the mathematical model (5). Hence, we obtain the following model 1 :
where the vector γ (t) = L (t) + e T 3 F ext − S(e 3 )R t F ext = L (t) + γ 1 (t) γ 2 (t) γ 3 (t) γ 4 (t) T ∈ R 4 stands for the process uncertainties due to unknown load variations, disturbances, and wind gusts satisfying γ (t) ≤ γ max . In practice, the measured data is also noisy for several reasons: imperfect sensors and wind gusts on the craft. Therefore, δ (t) ∈ 4 denotes the added noise to the measured signals satisfying: δ (t) ∈ C 1 and δ (t) ≤ δ max .
The applied control vector (8) , with R = 0, yields
Note that the size of the control parameter h affects the rate of the convergence or time response and reduces the steady state error. To obtain the dynamic equation of the position error, we perform the following change of variables e 1 (t) = e (t) = Z 1 (t) − Z 1ref and e 2 (t) =ė 1 (t) (11) where
. Substituting equation (10) into equation (9), with the new variables given in (11), yields the following tracking error dynamics
or under the following compact forṁ
, and I 4 is the (4 × 4) identity matrix. Consider a Lyapunov function candidate V = E T SE where S > 0 is a real symmetric positive-definite matrix. The timederivative of V iṡ
V = E T T (h)S + S (h) E + 2E
T SB h γ (t). (14) We can show that (h) is a Hurwitz matrix (stable matrix) for any h > 0; therefore, there exists a symmetric positive definite matrix T solution of the Lyapunov matrix equation
The derivative of V is bounded bẏ
Consider the well-known inequality
for any real parameters a, b, and z > 0. Let z = θ λ min (T ) with 0 < θ < 1; then, the timederivative of the Lyapunov function is bounded bẏ
Thus, the solution of this inequality is given by
.
It follows that E (t) is uniformly bounded for all t ≥ 0 and the dynamic error converges to the compact set
We can conclude that the steady-state error is proportional to the amplitude of both noises and uncertainties that affect the flight dynamics. In the matched case (without noises and uncertainties), the closed system is asymptotically stable and the tracking error, given in equation (12) or (13), converges to the origin.
C. POSTION CONTROL
To control the position of the aircraft in the (x-y) plan, the cascade structure is used. The rotational dynamics, included in sub-system1 (4a), are very high compared to the dynamics of sub-system 2 (4b). Therefore, the rotational dynamics (sub-system: 1 ) described in (4b) 
V i (t) is the input vector to the sub-system ( 2 ). Accordingly, for this external loop, the objective function is
where Q p ∈ R 2×2 and R p ∈ R 2×2 are positive-definite matrices, and e p (t) = Z 3 (t) − Z 3ref is the position tracking error. The control vector that minimizes the cost function (16) is given by
We have to note that the reference signals θ ref and φ ref , used in equation (11), are given by
This is the cascaded control structure, which is typically prescribed for systems involving time-scale separation assumption. That is, the rotational loop is designed to have a faster dynamic than the translational loop. Consequently, the desired targets of the translational movements ξ ref = functions smoothed by means of second-order filters and are given as
where the index i (i = 1, 2, 3) stands for x, y and z. The control parameters ζ i and ω i specify the dynamics of these filters in order to consider the time-scale separation between two loops. Using the stability analysis, seen previously, we can state that the nonlinear system under the cascade structure closed by the control law (8) for both altitude and altitude control and (17) for position control is stable and the dynamic of the position error e p (t) and E (t) are uniformly bounded.
D. INTEGRAL ACTION
Even though the tracking error of the proposed control approach is uniformly bounded, the steady state error, due to the payload variations and low-frequency disturbances, can be eliminated by including integral action in the altitude loop. To this end, the objective function of the altitude control, decoupled from sub-system (4a), is reformulated as follows
where q z and r z are positive constants, e z (t) = z (t) − z ref , and e z0 (t) = ∫ e z (τ ) dτ . In this case, the deduced control signal is
Note that, taking r z ≈ 0 and substituting it in the altitude dynamic equation, we obtain the dynamic of the altitude position with the integral action as
which is asymptotically stable for any h > 0.
IV. SIMULATION RESULTS
To check the effectiveness of the proposed control algorithm, computer simulations are conducted using MAT-LAB/SIMULINK software. The solver used in the simulation utilizes a fixed step size with a sample time T s = 0.01 s (sample frequency of 100 Hz). The numerical values of the parameters of the UAV used in [1] are given as follows To maintain the cascade structure and ensure the stability of the overall system a suitable selection of control parameters is required. Therefore, after some tuning, adequate control parameters are chosen as:
-For the attitude: h = 0.1; Q = 10 2 I 3 ; R = 10 −2 I 2 .
-For the altitude: h = 0.5; q z = 10 2 ; r z = 10 −2 ; ζ = 1; ω z = 0.5rad/s. -For the position control: h = 1; Q p = 10 2 I 2 ; R p = 10 −2 I 2 ; ζ = 1; ω p = 2rad/s.
During the simulation, all initial positions of the flight are set to zero, i.e.
Simulations are first performed to check the performances of the closed-loop system with the controller given in (8), i.e. without the integral action. In order to check the effect of the payload variation on the flight, in the matched case, external disturbances and gusty winds are not considered. It is desired to lift an unknown payload of 6 N at t =0s and to deliver it to the position Z ref = 4m at t = 8s. Figure 2 shows the altitude of the aircraft and its desired trajectory with the payload variation. The effect of the payload variation on the height position is evident. As expected, this unknown payload induced a steady-state error; thus, the payload is delivered in the wrong position. Note that for t > 8s, the load vanished and the height position converged to the desired trajectory. Second, simulations are carried out to check the robustness of the proposed algorithm in the mismatched case. Note that this mismatched case has not been considered in the work presented in [36] . In this case, it is desired to move the aircraft from its initial position (origin) to the desired position −1 −1 4
T .Then, it hovers for a while at the position 0 0 4 T to drop off the payload at t = 20s and it returns back to the position 0 0 0.5 T .
In addition to the load variation, the mismatched case is considered as follows: 1) The external disturbances acting on translational and the rotational dynamics are modeled as [32] 
where ν (t) is the unit step signal. 2) Constraints on control signals: As it is stated in the introduction, the advantage of the proposed controller in comparison with other nonlinear controllers is in its ability to include explicitly the constraints of the control signals in the control design. In this case, the goal of the one-step-ahead predictive control method with integral action is to minimize the following constrained cost function:
subject to the constraints U min ≤ U (t) ≤ U max , where Q ∈ R 5×5 is a positive definite matrix, e(t) = |e z0 e| T = |e z0 e z e φ e θ eψ| T ;
The constraints on the control vector U (t) are explicitly related to the speed of the four rotors that can be expressed as
Using the fact that the maximum thrust force of the quadcopter is F max = 4αω 2 max ≥ max (Mg + L (t)) = 12.376 N , the constraints on the control vector are then given as U min = 0 −3 −3 −0.15 T and U max = 12 3 3 0.15 T .
The solution of the quadratic optimization problem (22) is applied to the aircraft under the payload variation, disturbances (21) and normally distributed noise measurements (σ 2 = 0.01). In [36] the constraints on the speed of four motors were not considered. Therefore, in [36] the controller is given in closed form. Figure 3 depicts the behavior of the roll, pitch, and yaw of the craft during the flight, which are close to the desired references.
The simulation results in figure 4 show that good tracking performances are achieved. The results below demonstrate that the nonlinear predictive algorithm with integral action has strong robustness properties in the presence of load disturbances, wind gusts, and noise measurements. Hence, from these results, one can conclude that the proposed one-stepahead predictive controller can achieve robust altitude stabilization during the VTOL of an unmanned aerial vehicle in the presence of external disturbances and payload variation. Figure 5 depicts the deduced control signals from the optimization of the constrained objective function (22) in the mismatched case. We notice that all control signals are within the saturation limits. Figure 6 shows the scenario when the unknown load has been increased to 8N and the thrust control is constrained to U 1max = 11.8N . The quadrotor, closed by the proposed algorithm, was able to track the desired VOLUME 7, 2019 reference trajectory despite the fact that the payload was unknown and variable. Further, the deduced thrust magnitude lies inside the saturation limits. Table II lists different achievements of some robust nonlinear controllers; it is clear that each control method has its own limitation. Indeed, for the case where the effect of the payload variation is not tested (especially in [1] , [37] , [38] ), these algorithms may eliminate the steady-state error since they incorporate integral action in the loop. However, the induced control signals that lie outside the saturation limits will produce poor tracking performances, and even the instability as stated in [29] .
The solution is to use the control approach that includes the constraints in the controller design. Therefore, we can conclude that the proposed control algorithm (OSAMPC) integrates all benefits of the recent robust nonlinear control approaches. Figure 7 illustrates the position, altitude, and attitude of the UAV at time t =15 s, during its hovering mission before dropping off the payload. Note that Corke [35] developed the 3D plot function used in this simulation.
V. CONCLUSION
This study presented a simple nonlinear control algorithm to solve the problem of delivering a payload by a quadcopter to the desired height in the presence of uncertainties, noise measurements, and wind gusts. A quadrotor model is a complex nonlinear system with six DOF and four inputs (underactuated system).
Various nonlinear control methods have been proposed in the literature to solve the payload transportation problem in a complex environment; however, each method has its own limitation. In this paper, we show that using a cascade structure control design, based on the one-step-ahead nonlinear predictive controller with integral action, is effective to solve the mentioned control problem.
The designed controller ensures the boundedness of all tracking errors. In fact, it was demonstrated, by means of the Lyapunov method, that the tracking errors are uniformly bounded. Further, constraints on control signals have been included in the control design, where a quadratic optimization problem is solved to deduce the optimal solution. Simulations, which were carried out using a real model of a quadrotor, illustrate the accurate position stabilization of altitude and attitude in the presence of uncertainties, noises and wind disturbances with faster payload disturbance rejection. Therefore, the algorithm is robust, computationally inexpensive, and suitable for onboard real-time implementation.
In this work, full-state measurement was assumed and used for the control design. Therefore, additional research should be oriented first towards the construction of an observer to estimate the state, and second towards the discrete time implementation of the continuous-time one-step-ahead predictive controller on a real platform. 
