A wave equation on a one-dimensional interval I has a van der Pol type nonlinear boundary condition at the right end. At the left end, the boundary condition is fixed. At exactly the midpoint of the interval I, energy is injected into the system through a pair of transmission conditions in the feedback form of anti-damping. We wish to study chaotic wave propagation in the system. A cause of chaos by snapback repellers has been identified. These snapback repellers are repelling fixed points possessing homoclinic orbits of the non-invertible map in 2D corresponding to wave reflections and transmissions at, respectively, the boundary and the middleof-the-span points. Existing literature ͓F. R. Marotto, J. Math. Anal. Appl. 63, 199-223 ͑1978͔͒ on snapback repellers contains an error. We clarify the error and give a refined theorem that snapback repellers imply chaos. Numerical simulations of chaotic vibration are also illustrated.
͑ 10͒
͑10Ј͒
We see that if Ͻ0, then the transmission conditions ͑8͒ or ͑8͒Ј would have contributed loss of energy to the system. Indeed, for Ͻ0, ͑8͒ and ͑8͒Ј model ͑the only͒ two primary feedback damping designs we know of today in structural dynamics ͑Ref. 5, pp. 50-51͒. But here in ͑8͒ or ͑8͒Ј, we require Ͼ0. Therefore the in-span conditions ͑8͒ or ͑8͒Ј contribute energy increase to the system. Therefore, physically, ͑8͒ or ͑8͒Ј correspond to feedback anti-damping devices which inject energy into the system. Note that the first two terms ␣w t (1,t) 2 Ϫ␤w t (1,t) 4 , in ͑10͒ or ͑10͒Ј, signify as in Refs. 2-4 the self-regulating ͑or self-exciting͒ effect of the boundary condition ͑6͒ because we have 
͑11Ј͒
i.e., it causes energy to rise if the velocity magnitude ͉w t (1,t)͉ is small, and to fall if ͉w t (1,t)͉ is large, just like what the damping terms do in the van der Pol ordinary differential equation mẍ ϩ(Ϫ␣ẋ ϩ␤ẋ 3 )ϩkxϭ0. Incidentally, the transmission conditions ͑81͒ can be incorporated into the governing equation ͑5͒ by rewriting it as w tt ͑x,t͒Ϫw xx ͑x,t͒Ϫw t ͑0ϩ,t͒␦͑x͒ϭ0, tϾ0, ͑12͒
where ␦(x) is the Dirac delta distribution concentrated at xϭ0. Therefore, ͑8͒Ј does indeed correspond to a pointwise disturbance or excitation. Even though ͑8͒ also corresponds to a pointwise excitation, we do not as yet know of any similar way to incorporate ͑8͒ into the governing equation ͑5͒ through the adding of some delta functions. The advantage of choosing the exact middle-of-the-span point x 0 ϭ0Ϯ in ͑8͒ or ͑8͒Ј is that it makes the method of characteristics easily applicable to our model problem for the purpose of mathematical analysis. If, instead, we replace x 0 ϭ0Ϯ by x 0 ϭaϮ therein, for some arbitrary a, Ϫ1ϽaϽ1, then the problem obviously is much more generally posed. Unfortunately, this generality ͑of x 0 ) also renders the problem highly intractable in mathematical technicality. As we will see below, the approach of the method of characteristics adopted by us is not robust with respect to the choice of energy injection point x 0 ϭ0Ϯ in the sense that a slight perturbation, say, changing x 0 ϭ0Ϯ to x 0 ϭϮ for some small 0, would immediately fail all the mathematical analysis based on this approach. So the question is, how good or sound is the main conclusion of the paper that chaotic vibrations exist when x 0 0Ϯ? This may be responded to, in a nonrigorous way, as follows. From the work in Ref. 6 , we know that, in the linear case, corresponding to the choice x 0 ϭϮ with being irrational, there are many aperiodic solutions and, thus, the general system ͑with x 0 ϭϮ) should be ''even more chaotic'' than the special case x 0 ϭ0Ϯ when the nonlinearity ͑6͒ is present. However, a rigorous proof of this heuristic claim seems to be far out of reach for the time being; more efforts are required in order to be able to treat the general case.
We are now in a position to apply the method of characteristics to treat ͑5͒-͑9͒ as follows. Define, by folding the interval (Ϫ1,0) onto the interval ͑0,1͒, the following: 
The reflection relation at xϭ1, according to ͑6͒, ͑7͒, and ͑14͒, is
͑16͒
where for each given vR the function uϭF ␣,␤ (v) is well defined through the following implicit cubic equation,
Thus ͑16͒ constitutes the right-end boundary condition for ͑15͒. In what follows, we often write R 1,␣␤ simply as R 1 , in case no ambiguities should occur. Remark I.1: In ͑17͒, for given fixed ␣, 0Ͻ␣р1, there exists a unique uR satisfying ͑17͒ for each given vR. Contrarily, if ␣ (0,1͔, i.e., 1Ϫ␣ ͓0,1), for each given vR, then there may exist one, two, or three real solution͑s͒ uR, and thus F ␣,␤ is no longer a well-defined function. See more in ͑31͒-͑33͒ below. ᮀ The reflection ͑i.e., transmission͒ relation at xϭ0, according to ͑8͒, ͑8Ј͒, and ͑14͒, is, respectively,
͑18Ј͒
The above ͓͑18͒ or ͑18Ј͒͒ constitutes the left-end boundary condition for ͑15͒. From now on, we often abbreviate R 0, as R 0 . By abuse of notation, we will make no distinction between R 0, and the matrix on the rhs of ͑18͒.
The original initial conditions ͑9͒ now lead to
for some functions u i,0 (x),v i,0 (x),x(0,1),iϭ1,2, according to ͑14͒. In summary, ͑15͒-͑19͒ constitute the complete set of a well-posed initial-boundary value problem. This system has a unique solution (u 1 ,u 2 ,v 1 ,v 2 ): for tϭ2kϩ, kϭ0,1,2, . . . ,0рϽ2 and 0рxр1,
which has the same form as Ref.
2, ͑13͒ and ͑14͒. In the above, all the R 0 's may be replaced by ϪR 0 's if ͑18Ј͒ ͓or, equivalently, ͑8Ј͔͒͒ takes place in lieu of ͑18͒. Naturally, from the explicit representation ͑20͒ of the solution, the system ͑15͒-͑19͒ manifests chaotic behavior if and only if ͑the iterates of͒ the composite map͑s͒ R 0 R 1 and/or R 1 R 0 is/are chaotic. Actually, R 0 R 1 and R 1 R 0 have identical dynamical behavior. This is seen in the following.
Proposition I.1: For each given ␣, 0Ͻ␣р1, ␤Ͼ0, and Ͼ0, 2, the maps R 0, R 1,␣␤ and R 1,␣␤ R 0, are topologically conjugate.
Proof: First, we note that R 0, is an invertible 2ϫ2 matrix. The rest is then obvious from the following commutative diagram: ᮀ Therefore, investigation of the periodic and chaotic behavior of only R 0 R 1 suffices, because it implies that of R 1 R 0 , and vice versa.
If the transmission conditions ͑8Ј͒ take effect rather than ͑8͒, then we need to use ͑18Ј͒ and, consequently, ͑20͒, but with all R 0 's therein substituted by ϪR 0 's. This means that we must investigate the chaotic behavior of ϪR 0 R 1 rather than R 0 R 1 . From the mathematical analysis point of view, we have found that the treatment of ϪR 0 R 1 is qualitatively the same as that of R 0 R 1 . Henceforth, we will therefore only consider ͑8͒, ͑18͒, and the ensuing R 0 R 1 .
The main objective of this paper is to study the occurrence of chaos for the wave equation system as described. Recall from our earlier studies in Refs. 2-4 that the parameter ␤ plays the role of scaling. Therefore, we may just fix ␤ to be a positive constant, say ␤ϭ1. By varying ␣ and increasingly from zero, either separately or jointly, we have observed through computer simulations at least the following three routes/sources of chaos for the map R 0, R 1,␣␤ :
A. Period doubling
For positive ␣ and close to zero, the map R 0, R which we have sufficient understanding; its discussion will be the focus of the study in this paper ͑see more in Secs. IV and V͒.
C. Nondiffeomorphic horseshoes
The Smale horseshoe is a powerful technique for proving chaos of multidimensional maps. However, the powerful Smale-Birkhoff homoclinic theorem ͑Ref. 7, pp. 482-483͒ requires that the map be a diffeomorphism; so it must at least be invertible. Ours is not the case here because R 1,␣␤ is not invertible for any ␣, 0Ͻ␣р1, ␤Ͼ0; see Remark I.1 and ͑31͒-͑33͒ below. The lack of invertibility of R 1 and, consequently, of R 0 R 1 is related to the prevalent irreversible behavior of time-dependent nonlinear PDEs; see Sec. II. Numerical evidence strongly suggests that the map R 0 R 1 has many periodic points of saddle node type in whose neighborhoods homoclinic orbits originate and, thus, we speculate that they cause chaos. ͑For lack of a better term, we call this a ''non-diffeomorphic horseshoe'' for the time being.͒ See some details in Example V.2. Notwithstanding, we must concede that before a rigorous proof is given, this remains just a speculation. For general non-invertible maps in two-or higher-dimensional spaces, as pointed out by Mira et al. 8 there are not many optional theoretical methods available to rigorously prove the occurrence of chaos. More dedicated cultivation of this area is very desirable.
The organization of the paper proceeds as follows. In Sec. II, we discuss the time irreversibility of our PDE system. In Sec. III, elementary properties of the map, including fixed points, stability, and invariant domains, are studied. In Sec. IV, we study chaos caused by snapback repellers. We point out an error in an earlier work by Marotto 9 and give a refined proof. In Sec. V, we present examples and illustrations of chaotic vibrations.
II. IRREVERSIBILITY FOR NONLINEAR PARTIAL DIFFERENTIAL EQUATIONS: THE LACK OF DIFFEOMORPHISM TO FORM A SMALE HORSESHOE
Recall from Ref. 2 that for 0Ͻ␣р1, ␤Ͼ0, the implicit relation ͑17͒ determines a unique function uϭF(v)ϭF ␣,␤ (v), where
by Cardan's formula. The function F is odd, with two critical points-one maximum and one minimum-at, respectively Ϫv c * and v c * , where v c *ϭ͓(2Ϫ␣)/3͔ͱ(1ϩ␣)/3␤. We also know that F satisfies the following properties:
͑ii͒ 0ϽFЈ͑v ͒Ͻ1 for ͉v͉Ͼv c * ;
͑23͒
͑iii͒ F has three intercepts at vϭϪv I , 0, v I , where
where
, has exactly three fixed points
Now, let us consider the question whether the system ͑15͒-͑19͒ is time reversible. We make a change of variable t‫ۋ‬Ϫt and consider tу0; we obtain the time-reversed system
with boundary conditions
͑28͒
and certain initial conditions
where, in ͑28͒, the relation ũ ϭF ␣,␤ (ṽ ) is defined through the following cubic equation:
Note that ũ and ṽ are restricted to be reals in ͑30͒. The relation F ␣,␤ is not a function, as Cardan's formula for cubic algebraic equations gives the solutions of ͑30͒ as follows: let D͑ṽ ͒ϵϪ 1 27
͑ii͒ If D(ṽ )Ͻ0, then ͑30͒ yields three real solutions:
͑iii͒ If D(ṽ )ϭ0, then ͑30͒ yields two distinct real solutions:
The multiplicity of solutions given in ͑32͒ and ͑33͒ spells trouble for the system ͑26͒-͑29͒. We have the following. 
Theorem II.1 †Lack of global irreversibility of the system "15…-"19… ‡: Let (26)-(29) be the time-reversed system of (15)-(19). Assume that the initial conditions ũ
i,0 (x),ṽ i,0 (x), iϭ1,͉ũ i,0 ͑ x ͉͒Ͻ, or 0р inf x[0,1] ͉ṽ i,0 ͑ x ͉͒Ͻ, for some iϭ1 or 2,
then the solution of the system (26)-(29) is not unique for tϾT, for some TϾ0.
Proof: If ṽ 2,0 (x)ϵ " 0, and if there exists some (0,1) such that
then D(ṽ 2,0 ())р0. By ͑32͒ or ͑33͒, after the reflection at xϭ1 takes place at time tϭ1Ϫ through the relation ͑28͒, we see that the ũ 2 -component lacks uniqueness. Therefore the solution of the system ͑26͒-͑29͒ loses uniqueness after Tϭ1Ϫ. If ṽ 2,0 (x)ϵ0 or if ͑34͒ does not hold for any (0,1), then there exists some (0,1) such that one of the following,
is true. We note that at xϭ0 the reflection matrix R 0 has two eigenvalues: Ϫ1 and ͑2Ϫ͒/͑2ϩ͒, both with magnitudes not larger than 1. Thus R 0 is nonexpansive. By choosing sufficiently small and tracing reflections along characteristics, by using the nonexpansiveness of R 0 plus some detailed arguments ͑which are omitted͒, we obtain from ͑20͒ that at some t 0 Ͼ0, we will gain
Therefore again ͑32͒ or ͑33͒ applies, and, by ͑28͒, the solution loses uniqueness. ᮀ The above irreversible behavior has all but ruled out the direct applicability of Smale's horseshoe to our problem.
III. ELEMENTARY PROPERTIES OF THE MAP
In this section, we perform an elementary stability analysis of fixed points of R 0 R 1 and determine some invariant regions.
Proposition III.1: Let 0Ͻ␣р1, ␤у1, and Ͼ0, 2. Then the map R 0 R 1 has exactly three fixed points:
Proof: We determine the fixed points by solving
From the first component equation in ͑37͒, we obtain 
Substituting these values first into ͑39͒ to obtain F(v 2 ) and next into ͑38a͒, we obtain ͑36͒.
For ϭ1, ͑38b͒ says that v 2 is a v-axis intercept of F. By ͑24͒, there are three intercepts:
Using these values and ͑38b͒ in the second component equation of ͑37͒, we obtain v 1 ϭv 2 /2. Thus we again have ͑36͒ with being set to 1 therein.
The stability analysis of fixed points and periodic points is well known to be important in the understanding of the dynamics of the map R 0 R 1 . We perform such an analysis for the three fixed points given in Proposition III. 
The eigenvalues of J are computed from
If the discriminant ⌬ is negative,
which happens if 2 Ϫ4͑1Ϫ␣ 2 ͒Ͻ0, ͑46͒ then 1 and 2 are complex conjugates of each other and, for 0ϽϽ2,
Therefore the origin is a repelling spiral point.
On the other hand, if ⌬у0, then 2 Ͻ 1 Ͻ0. We now show that 1 ϽϪ1, or, from ͑44͒,
Note that the rhs of the inequality above is non-negative because
Squaring both sides of ͑47͒, we see that 1 ϽϪ1 if and only if
which is always valid. Therefore 2 Ͻ 1 ϽϪ1. ᮀ Corollary III.1: Let 0Ͻ␣р1,␤Ͼ0, and 0ϽϽ2. Then 
, v 2 *ϵv*. 
We want to show that (u 1 ,u 2 )D. By ͑25͒ and ͑53͒, using Ref. 
However,
͑58͒
By ͑57͒ we know that the last inequality in ͑58͒ holds. Therefore u 2 рv 1 * .
͑59͒
Next,
We have
͑60͒
By ͑57͒, we again know that the last inequality in ͑60͒ holds. For these values of ␣, ␤, and ␣,␤ * , we use the computer to plot the orbit (R 0 R 1 )
k P 0 , with P 0 ϭ(0.005,0.005) and 10 4 рkр10 5 . What we obtain is just an attracting period-4 orbit as shown in Fig. 1 . There is another attracting period-4 orbit which is symmetric with respect to the origin of the one shown in Fig. 1 but not 
•͑1ϩ ͒ ͬ v 1 *ϭv 1 * , ͓by ͑55͔͒;
Therefore U 1 is invariant under R 0 R 1 . The invariance of U 2 follows immediately from the oddness of the map R 0 R 1 .
) be the nth iterate. Define the following Liapunov function on U 1 :
͑62͒
Now choose ␦ϭ 1/(1Ϫ). Then (␦ϩ2)/(2Ϫ) Ϫ␦ϭ0, and 2␦ϩ 2Ϫ ϭ 1ϩ 1Ϫ .
Continuing from ͑62͒, we get
͑63͒
Note that equality in ͑63͒ holds when and only when v 2 ϭv 2 * . However, if
ϭv 2 * , then Then, will chaos occur in the bounded invariant rectangle D in ͑53͒ for in the range 0 ϽϽ ␣,␤ * ? Through numerical experiments, we have found that the answer is also negative; the map R 0 R 1 displays only periodic behavior with periods 2 n , i.e., for the parameter range ,0 ϽϽ ␣,␤ * , all orbits are asymptotically periodic; see Example III.1. What we have found empirically is that strange attractors ͑invariant regions͒ for chaotic R 0 R 1 consist mainly of points in D, plus a small portion of points lying outside DഫU 1 ഫU 2 ͑see Figs. 3 and 14 , for example͒.
Also, even though in Proposition III.4 and Theorem III.1 the range of is restricted to 0 ϽϽ1 ͑rather than Ͼ0, 2), numerical experiments indicate that once approaches 1Ϫ, then trajectories become unbounded. Thus, it appears that no chaotic cases are lost if we restrict ,
0ϽϽ1.
Graphical methods, such as Lienard's ͑Ref. 10, pp. 31-33͒, have been found effective and useful in studying systems of nonlinear differential equations in 2D. To conclude this section, we describe a graphical method for the map R 0 R 1 . For any given point (v 1 ,v 2 ), we rewrite the relation ͑56͒ as
͑64͒
Note that in ͑64͒, the terms inside the curly parentheses are a convex combination of two points (v 1 ,F(v 2 )) and (F(v 2 ),v 1 ). Thus such a sum of terms corresponds to a point on the line segment with endpoints (v 1 ,F(v 2 )) and (v 2 ,F(v 1 )). Using ͑64͒, we show the graphical construction in Fig. 2 where C is the curve representing the function v 1 ϭF ␣,␤ (v 2 ), I is the point (0,v I ), L 0 is the straight line v 1 ϭv 2 , P 0 is the point (v 1 ,v 2 ), P 1 is the point (F(v 2 ) ,v 2 ), P 2 is the point (F(v 2 ),F(v 2 )), P 3 is the point (v 1 ,F(v 2 )), P 4 is the point (F(v 2 ),v 1 ), L 1 is the line segment joining P 3 with P 4 , P 5 is a point on L 1 satisfying P 5 P 3 : P 5 P 4 ϭ:2, and P 6 is the image point (u 1 ,u 2 ) satisfying OP 6 :OP 5 ϭ(2ϩ)/(2Ϫ).
IV. SNAPBACK REPELLERS AS A CAUSE OF CHAOS
Difficulties associated with proving chaos for noninvertible maps in two-or higherdimensional spaces have been described itemwise in Secs. I A, B and C. As promised, we now focus our study on Sec. I B, the snapback repellers.
Snapback repellers for ͑noninvertible͒ one-dimensional maps are repelling fixed points with homoclinic orbits. The proof that they cause chaos may be found in Devaney ͑Ref. 11, Theorem 1.16.5, p. 124͒. We have found that that theorem can be properly generalized to N-dimensional noninvertible maps, and that for our 2D model problems under study here, such snapback repellers actually exist and, thus, they cause chaos. However, we are alerted by Ref. 9 , p. 63, that a reference citation for snapback repellers by Marotto 9 already exists in the literature. It turns out that, however, by comparing Marotto's proof with ours, we are surprised that there is an error in Ref. 9 . The error is not grievous; at his writing Marotto might think that it was just a simple fact ͑by changing to an equivalent norm to make things work͒ not worth mentioning at all. We nevertheless feel that the situation is confusing at least, leading us to clarify it below. We will then present a somewhat refined theorem in the spirit of Ref. ''If all eigenvalues of DF(Z) are greater than 1 in norm, then F displays the following local behavior at Z. For some sϾ1 and rϾ0:
(c) for every XS and any periodic point Y of F,
(B r (Z) is the ball with radius r centered at Z.͒ There, Marotto obviously was using the following property: ''Let A be an NϫN real constant matrix such that all of its eigenvalues are larger than 1 in absolute value. Then A satisfies ͉Ax͉у͉x͉, for some Ͼ1, for all xR N .'' ͑66͒
Since in ͑65͒, the norm of Marotto's choice for the underlying space is the l 2 -norm, he must be interpreted to mean that in ͑66͒, there is a Ͼ1 such that
But it is well known that ͑67͒ is false. The following is a simple counterexample. 
Choose a unit vector
What we need is a certain norm in R N or C N making ͑66͒ valid. We show, step by step, how to do this in the following. 
Then ʈDʈ 2 , the operator norm of D corresponding to ͉ ͉ 2 , satisfies
Proof: Just expand any vector zC N in terms of the basis eigenvectors e 1 ,e 2 , . . . ,e n , where e j is the unit vector pointing in the jth axial direction. 
ͬ . ͑69͒
Proof: This can be found in Devaney ͑Ref. 11, Proposition 2.1.12, p. 168͒ or Franklin ͑Ref. 12, Exercise 13, p. 174͒. Its proof can be easily illustrated through the following 3ϫ3 similarity matrix: , for kϭ1,2, . . . ,l, where each J k has the form ͑68͒. Applying Lemma IV.3, we may now assume that each J k has the form ͑69͒. Therefore, J is an -perturbation of a diagonal matrix; call that diagonal matrix D. The diagonal entries of D consist of j Ϫ1 , the multiplicative inverses of the eigenvalues j of A. By Lemma IV.2 and the assumption that ͉ j ͉Ͼ for all j , we have
Since J is an -perturbation of D, for sufficiently small we obtain
because ЈϾ0 depends only on and can thus be made as small as we wish. In C N , we now define a P-norm by
Then, for a zC N ,
By Lemma IV.1, we have
By incorporating Theorem IV.2 into its proof, Theorem IV.1 is now true. However, in what follows, let us provide a somewhat refined version of Theorem IV.1. Let
be a C 1 map. Then for x (1) ,x (2) R N , by applying the mean value theorem to the scalar-valued functions f 1 , . . . , f N , we have (1) ϩ(1Ϫ␣)x (2) ,␣(0,1)͖. We write ͑71͒ as We now choose j so that ( j ) Ϫ1 Ͻ1. We choose V sufficiently small so that F nϩi (V)ʚW, but F nϩi (V)പVϭл, for iϭ1,2, . . . , j. Since VʚW, from ͑72͒, ͑73͒, and Lemma IV.1, for k Ͼ j and for any two points x 1 ,x 2 V, we have Therefore the map F nϩk has a shift sequence
VЈ→V→VЈഫV,
where each member ͑except the leader͒ of the sequence is covered by the image of the predecessor. Therefore F nϩk (VЈഫV)ʛVЈഫV, and VЈഫV has an invariant subset
For any x⌳ we define its binary ͑itinerary͒ symbol as
Then it is a standard procedure to show that F nϩk is topologically conjugate to the shift automorphism on ͚ 2 , the space of all binary symbols. The proof is complete. ᮀ Note that all consequences ͑i͒, ͑ii͒, and ͑iii͒ in Marotto's Theorem IV.1 can be deduced from the symbolic dynamics implied by Theorem IV.3.
Remark IV.1: In verifying the snapback repeller assumption in order to be able to apply Theorem IV.3, one needs to check the following conditions according to Definition IV. In most cases, the verification work must be done through the aid of a computer, which automatically involves numerical errors. The verification of ͑i͒ is easiest, and the computer result can be trusted with total confidence. To verify ͑ii͒, one needs to do computer-aided search of preimages of p and then check whether such preimages can wind up in W loc u (p). This kind of reverse search can easily accumulate large numerical errors. Therefore, the value of M , even if computable in principle, would not be entirely trustworthy. Nevertheless, using the continuity property of F, one can still conclude whether such an M ͑and, consequently, a homoclinic orbit͒ exists or not.
The verification of ͑iii͒ is the most difficult in general, because as we just pointed out in the above paragraph, it is very difficult to pin down an accurate value of M . Even if M is firmly determined, checking whether det DF M (q) 0 is still generally impossible because the evaluation of DF M (q) usually involves computer roundoff errors. On the one hand, using the holomorphic property of the map F with respect to the parameter͑s͒, one may claim that there exist at least some parameter values such that ͑4.13͒ holds for some snapback homoclinic orbit. On the other hand, we can expect, ''almost beyond reasonable doubt,'' that even if ͑77͒ fails, i.e., det DF M (q)ϭ0, there should still be chaos. Through many numerical experiments, we have found that the origin will not be a snapback repeller unless ␣ is close to 1.
We choose ␣ϭ0.9980, ␤ϭ1, and ϭ0.7570. To see whether there is a strange attractor, we plot the iterates
What we obtain is a ''cloud,'' the strange attractor, as shown in Fig. 3 . Note that the point I ϭ(0,v I ) ͑cf. Fig. 2͒ is mapped into the origin:
and in Fig. 3, I is ''hidden in the cloud.'' Therefore, by Remark IV.1, the continuity of R 0 R 1 implies that the origin is a snapback repeller, i.e., ͑76͒ is satisfied. The verification of ͑77͒ is difficult, however, as noted in Remark IV.1. We have made no attempts to verify it. To see chaotic vibration, we consider the system ͑15͒-͑18͒, with the initial data hϭ1/6, x j ϭ j/6, for jϭ1,2,3,4,5; ͑79͒ u 2,0 ͑ x ͒ϭv 1,0 ͑ x ͒ϭv 2,0 ͑ x ͒ϵ0, 0рxр1.
Note that the function given in ͑78͒ is a C 2 -continuous smoothest spline of degree 3. The initial data ͑78͒ and ͑79͒ satisfy the boundary conditions ͑16͒ and ͑18͒. It is not difficult to show ͑by mimicking the proof in Ref. 3, Theorem 6.1 that the system has a unique C 2 -solution (u 1 ,u 2 ,v 1 ,v 2 ) on (x,t)͓0,1͔ϫ͓0,ϱ).
The spatiotemporal profiles of u 1 ,u 2 ,v 1 ,v 2 are displayed, respectively, in Figs. 4, 5, 6, and 7 for the first two time units, i.e., t͓0,2͔.
For time t͓100,102͔, the spatiotemporal profiles of u 1 ,u 2 ,v 1 ,v 2 are displayed, respectively, in Figs. 8, 9, 10, and 11.
The snapshots at tϭ101 of v 1 and v 2 are displayed, respectively, in Figs. 12 and 13. We do not need to display u 1 and u 2 at tϭ101 because u 1 and u 2 are identically zero.
These profiles are computed by using the explicit representation formulas ͑20͒. Note that because of the nondispersive effects of wave propagation, all components u 1 ,u 2 ,v 1 , and v 2 of the system can display a ''totally serene'' ͑i.e., zero or no disturbance͒ zone right next to the chaotic spatiotemporal region. ᮀ Example V.2: A period-4 point as a snapback repeller of (R 0 R 1 ) 4 . Let us choose ␣ϭ0.6, ␤ϭ1, and ϭ0.8200.
The map R 0 R 1 has a strange attractor as shown in Fig. 10 , suggesting that R 0 R 1 is chaotic. Note in Fig. 14 that neither the point I nor the origin lies inside the strange attractor ''cloud;'' in this case, we can easily rule out the origin as a snapback repeller.
The map R 0 R 1 has many period-4 orbits. So let us compute the fixed points of (R 0 R 1 ) 4 by Newton's method. We have obtained three sets of such orbits ͑80͒, ͑82͒, and ͑84͒ and other relevant data as given below: Note that P i ( j) satisfies
Let us now zoom in on Fig. 10 about these period-4 points P 1 (1) ,P 2 (1) , and P 
