Abstract. We state and prove an analogue of the Daleckiǐ-Kreǐn theorem, thus obtaining an explicit formula for the Fréchet derivative of generalized matrix functions. Moreover, we prove the differentiability of generalized matrix functions of real matrices under very mild assumptions. For complex matrices, we argue that, under the same assumptions, generalized matrix functions are real differentiable but generally not complex differentiable. Finally, we discuss the application of our results to the study of the condition number of generalized matrix functions. Along our way, we also derive generalized matrix functional analogues of a few classical theorems on polynomial interpolation of classical matrix functions and their derivatives.
numerical conditioning. Our main result is a "generalized Daleckiǐ-Kreǐn theorem": an explicit formula for the derivative of a generalized matrix function f ⋄ (A). Unlike the classical case, where a closed-form expression for the Fréchet derivative is not known for a generic function and a matrix with nontrivial Jordan form, our theorem holds in full generality. Among the applications of a formula for the derivative of generalized matrix functions is the study of their conditioning: we will discuss this matter in the present paper. More generally, our "generalized Daleckiǐ-Kreǐn theorem" may, at least potentially, be useful whenever there is an interest in studying how f ⋄ (A) changes when A is perturbed. This happens, for example, in complex network analysis [3] .
The paper is structured as follows. Section 2 summarizes the mathematical background that we need: singular value decompositions, generalized matrix functions, Fréchet and Gâteaux derivatives of functions between Banach spaces, and the Daleckiǐ-Kreǐn theorem. Section 3 investigates the existence of the real Fréchet and Gâteaux derivatives of generalized matrix functions, shows that they are always equal to each other, and states and proves our main result: an explicit formula for them. We will also explain why, for complex matrices, generalized matrix functions are generally not complex-differentiable. Finally, Section 4 discusses the application of our results to the study of the condition number of generalized matrix functions.
Background.

Singular value decompositions. Let A ∈ C
m×n have rank r, and throughout the paper we denote ν := min{m, n}.
A singular value decomposition (SVD) [12] of A is a factorization A = U SV * such that S ∈ R m×n is diagonal, i.e., S ij = 0 if i ̸ = j, and U ∈ C m×m and V ∈ C n×n are unitary, i.e., U U * = I m , V V * = I n . Moreover, the diagonal entries S ii = σ i are called the singular values of A and appear in nonincreasing order: σ 1 ≥ · · · ≥ σ r > σ r+1 = · · · = σ ν = 0. The columns of U and V are called the left and right singular vectors of A, respectively. The matrix S is uniquely determined by A, but there exist degrees of freedom in the choice of U and V , which is why one speaks of "an SVD", rather than "the SVD". However, if A ∈ R m×n , then U and V can always be chosen to be real and orthogonal, i.e., U U T = I m , V V T = I n , and we will always implicitly make this assumption whenever we refer to an SVD of a real matrix.
Following [4] , given an SVD of A we define the partial isometries U r ∈ C m×r and V r ∈ C n×r as the matrices whose columns are equal to the r leftmost columns of U and V , respectively, and S r ∈ R r×r as the r × r top-left block of S. The resulting compact SVD (CSVD) of the matrix A is the factorization A = U r S r V * r , whose existence can be immediately deduced from the SVD. For the definition of the CSVD to make sense when r = 0 and U r , S r , V r are empty matrices, we tacitly understand here (and throughout the paper) that, if X ∈ C m×0 and Y ∈ C 0×n , then XY = 0 ∈ C m×n . scalar function. The generalized matrix function f ⋄ : C m×n → C m×n induced by f is defined as
where f (S r ) is the r × r diagonal matrix such that (f (S r )) ii = f ((S r ) ii ) = f (σ i ) f or i = 1, . . . , r.
Remark 2.2. Definition 2.1 is well posed, in the sense that it does not depend on the particular choice of an SVD (and hence of the resulting CSVD).
Indeed, suppose that A has k distinct singular values, denoted by
and suppose that
Here, U (j) , V (j) are matrices with orthonormal columns spanning the jth left and right singular spaces. Note that this implies that the block matrices U r = [ U (1) .
. . U (ℓ) ]
and V r = [ V (1) . . . V (ℓ) ] appear in one arbitray, but fixed, CSVD A = U r S r V r . Noting that σ ij are all positive, with the one possible exception of σ i k which is allowed to be zero, we conclude that the index ℓ is equal to either k or k − 1, according to whether A has full rank or not.
There are some degrees of freedom in the SVD (and hence in the CSVD). In particular, we may map U (j) → U (j) Q j and V (j) → V (j) Z j , for j = 1, . . . , ℓ and where Q j , Z j are arbitrary unitary matrices of the appropriate size. Moreover, Q j and Z j cannot be chosen independently for nonzero singular values, namely, σ ij ̸ = 0 ⇒ Q j = Z j . The latter observation implies that f ⋄ (A) does not depend on which particular CSVD one starts from: indeed, by Definition 2.1 
where X † denotes the Moore-Penrose pseudoinverse of the matrix X [24] and f (Y ) denotes the classical matrix function [18] 
Definition 2.1, being based on the CSVD, is advantageous for computational purposes. In this paper, we will sometimes find more convenient to use the next, equivalent, definition, based on the SVD. Definition 2.7. Let A ∈ C m×n be a rank-r matrix and let A = U SV * be an SVD. Let S ⊆ [0, ∞) be such that σ i ∈ S for all i = 1, . . . , r, and let f : S → R.
Then, we define the scalar function
The generalized matrix function f ⋄ : C m×n → C m×n induced by f is defined as
It is immediate that Definitions 2.1 and 2.7 are equivalent. Indeed, if A = U SV *
is an SVD and labelling by U i (resp. V i ) the ith column of U (resp. V ),
A third characterization is also possible, as briefly mentioned in [18, Definition 2.7 makes it manifest that the scalar functions of the form (2.1) cannot be continuous at 0 unless they are induced by a continuous function f satisfying f (0) = 0. Generalized matrix functions are built upon the modified scalar functions (2.1), and hence the same observation holds for rank deficient matrices.
Remark 2.8.
Example 2.9. Suppose that S contains a right neighbourhood of 0.
Fréchet derivatives, Gâteaux derivatives, and their relation.
In this subsection we review some basic notions in functional analysis. A more detailed treatment can be found, e.g., in [23] , or in [25] for the finite dimensional case.
Suppose that X, Y are Banach spaces and let f :
The map L f is required to be real-linear for real Banach spaces and complex-linear for complex Banach spaces. Since any complex Banach space is also a real Banach space, it is possible for a function f defined on a complex Banach space to be Fréchet real-differentiable but not Fréchet complex-differentiable. Under the assumptions above, L f (x, ·) is called the Fréchet derivative of f at x. It is, by definition, linear in h. When it exists, the Fréchet derivative is equal to the Gâteaux derivative, defined as
t where t ∈ R for real Banach spaces, and t ∈ C for complex Banach spaces.
The existence of the Gâteaux derivative alone does not imply Fréchet differentiability. However, if the Gâteaux derivative exists, additional sufficient conditions are known that imply that f is Fréchet differentiable and the two derivatives coincide, for instance: (i) the Gâteaux derivative is linear in h, and is continuous in x [18, Chapter 3], or (ii) f is jointly (in x and h) continuously Gâteaux differentiable [13, Section 3] , or (iii) X is finite dimensional, f is Lipschitz continuous, and the Gâteaux derivative is linear in h [2, Proposition A.4].
In the following, we will take X = Y = R m×n or C m×n (the latter seen as a real Banach space, for technical reasons to be discussed later on). In particular, X will always be a finite dimensional Banach space, so that any linear map defined on X is necessarily bounded, and the definition of the Fréchet derivative can be slightly simplified accordingly. . This definition can be extended to any square matrix, including those whose Jordan canonical form is not diagonal. The details can be found in classical references such as [12, 18, 20] .
Since C n×n is a Banach space, it makes sense to study the Fréchet derivative of the classical matrix function f (A). Besides the intrinsic theoretical interest, the main application is the study of the condition number of matrix functions, see [18, Chapter 3] . An explicit formula is known for diagonalizable matrices, and was first formulated by Daleckiǐ and Kreǐn. We recall [19] 
where the symbol • denotes the Schur product and the matrix F ∈ C n×n is defined as
3. Main result. The Daleckiǐ-Kreǐn theorem only applies to diagonalizable (by similarity) square matrices. In this section, we derive an analogous result, valid for any matrix, either square or not, and generalized matrix functions. Namely, we first prove the Gâteaux and Fréchet real-differentiability, under suitable assumptions, of generalized matrix functions. Then, we give explicit formulae for the derivatives.
Existence of the real Gâteaux and Fréchet derivatives.
Generalized matrix functions of a complex matrix A are generally 3 not complex-differentiable (neither in the Gâteaux nor in the Fréchet sense), not even in the scalar case.
Example 3.1. Let us compute f
By item (ii) in Proposition 2.4, without loss of generality we may take ρ real and positive. Defining
and expanding in a power series in ϵ,
This shows that, for a generic f , the complex Gâteaux derivative of the generalized matrix function f
Therefore, from now on we will always consider real derivatives of f ⋄ (A), even when A is complex.
Let us start by considering Gâteaux differentiability. 
. However, the theory of [21] applies to any matrix-valued function, possibly complex, which is Hermitian for any value of the real parameter t. Therefore, slightly modifying the proof of [6, Theorem 1] by considering instead the matrix
, we see that every real-analytic matrix-valued function (possibly complex) admits an analytic SVD. In particular, letting A(t) = A + tE, it holds
where U (t), V (t) are analytic and unitary and S(t) is real, analytic and diagonal for all real t, and in particular in some neighbourhood of 0. These facts immediately yield that the real Gâteaux derivative
exists provided that f ⋄ (S(t)) is differentiable at t = 0. The latter condition is satisfied if and only if the scalar function f is differentiable on an open set containing the singular values of A, with the additional conditions that f (0) = 0 and that f is right differentiable at 0 if A is not full rank. Indeed, expanding
where by the chain rule
The computation of the Gâteaux derivative from (3.3) is, in principle, not impossible employing the sophisticated techniques of [6] ; however, this may be very challenging in practice. We will give a much more explicit formula in Theorem 3.8.
If A is not full rank and To fill this gap, we follow a different approach based on polynomial interpolation. The following theorem is a generalized matrix functional analogue of [20, Theorem 6.6.14]. Its first part is new, while the second part was already mentioned (without giving details) in [14] . 
and let q be the unique polynomial of degree 2k − 1 satisfying
Then the real Gâteaux derivatives of f ⋄ (X) and q ⋄ (X) coincide at X = A:
Moreover, let p be the unique polynomial of degree h − 1 satisfying
Proof. The first part of the statement is a consequence of (3.3). Indeed, U 0 , U 1 , V 0 , V 1 , S 0 , S 1 depend on A and E, but not on f . On the other hand, the definition of q guarantees that f 
r , where U r and V r are the partial isometries defining a CSVD of A = U r S r V * r . Suppose first that r = m = n, i.e., A is square and nonsingular. Observe that 
* is an SVD then the Hermitian factor of any polar decomposition of 
The latter is a Sylvester equation in the unknown G H (A, E), whose right hand side depends linearly on the real and imaginary parts E. Hence, it displays the real- For a general A, we will give a proof assuming for simplicity of exposition that m ≥ n: the case n > m is similar, or it can be argued that it follows applying the argument to A * and invoking item (i) in Proposition 2.
r , be a polar decomposition. When A does not have full rank, it is not any more true that the Hermitian factor H is Fréchet real-differentiable at A. However, we will argue that B = AH is, implying that 
] .
We will suppose that E is partitioned coherently with A:
* is an analytic SVD (3.1). Partition
] ,
22 + tU
22 + tV
where the top-left blocks are all r × r and the fact that the off-diagonal blocks of U (t) and V (t), as well as the bottom-right block of S(t), are 0 at t = 0 is a consequence of the zero pattern of
Hence, for B(t) = U (t)f ⋄ (S(t))V (t) * , and with B = B(0), we obtain
where
11 ) * . We deduce that the real Gâteaux derivative of B at A, applied to the perturbation E, has the form
and by (3.4) it is immediate to check that X ∈ C r×r is precisely G B (S r , E 11 ), i.e., the real Gâteaux derivative of the generalized matrix function f
(but seen as a function defined on C r×r rather than on C m×n as elsewhere in this proof) at S r , applied to the perturbation E 11 . Since S r is square and invertible, by the first part of the proof X is also a real Fréchet derivative, and therefore it is real-linear in E 11 , and hence, in E.
Now, differentiating the equations B(t)B(t) * = (A(t)A(t) * ) 2 and B(t) * B(t) = (A(t)
* A(t)) 2 and evaluating them at t = 0 we obtain, respectively,
Computing the (2, [18, Chapter 3] and pseudoinverses of real full rank matrices [11] . To deal with the case of a rank deficient A, we may suppose that f (0) = 0. By Theorem 3.3, it suffices to prove the statement for a polynomial of the form (note that the trailing coefficient is 0 by assumption)
The statement then follows by linearity from Lemma 3. 
In summary, under mild assumptions on the underlying scalar function f , generalized matrix functions on C m×n are real-differentiable, but not complex-differentiable. The only way around this obstacle is to see C m×n as a real Banach space of dimension 2mn. We now turn to an explicit formula for the real Fréchet derivative of complex generalized matrix functions in this context. As a special case, we will also recover the Fréchet derivative of real generalized matrix functions on R m×n .
Explicit formulae for the derivative.
The following theorem is our main result, and it gives an explicit formula for the real Fréchet derivative of a generalized matrix function f ⋄ (X) : C m×n → C m×n . 
Theorem 3.8. [Daleckiǐ-Kreǐn Theorem for generalized matrix functions]
Let A = U SV * be an SVD of A ∈ C m×n , where U ∈ C m×m , V ∈ C n×n , SL f ⋄ (A, E) = U ( F • ℜ( E) + ιH • ℑ( E) + G • Υ( E) ) V * ,(3.
5)
• ι is the imaginary unit;
• the symbol • denotes the Schur product;
( E) is its real part, and ℑ( E) is its imaginary part; • the real-linear operator Υ is the following generalization of the conjugate transposition operator: for any
if m < n and X = [
• F, G ∈ R m×n are defined as follows: 
if i ̸ = j, i, j ≤ ν, and σ i = σ j ̸ = 0; 0 otherwise.
(3.7)
• and H ∈ R m×n is such that with
Proof. Item (ii) in Proposition 2.4 yields
where the last approximate equality is exact up to additive terms of higher order in tE. Therefore, without loss of generality we can assume that A has zero off-diagonal elements and real positive diagonal elements. The strategy of the proof is to first prove the result when E is zero except for one element, equal to either 1 or ι. Using Corollary 3.6, we will compute L f (A, E) for such an E as the limit at the right hand side of (3.2). The result for a general E will then follow by linearity (over the real field). We now examine a few separate cases according to the value and the exact position of the unique nonzero element of E.
We assume first that the nonzero element of E is equal to 1. There are three cases:
-Case 1. If the unique nonzero element of E is its ith diagonal element, then
, where the nonzero element appears in the ith position. Dividing by t and going to the limit t → 0 we obtain diag(0, . . . , 0, f ′ (σ i ), 0, . . . , 0), thus proving the theorem in this case.
-Case 2a. Suppose now that the unique nonzero element of E is in the position (i, j) with i < j ≤ ν. In this case, A + tE is not diagonal, and hence, we need to compute its singular value decomposition to estimate f ⋄ (A + tE). Let us take, without loss of generality (modulo applying a permutation equivalence),
is real and diagonal and U ′ , V ′ are unitary. We now need to distinguish three subcases.
Subcase 2a-(i).
Assume that σ i > σ j . Then, to compute U ′ and V ′ , let us expand them as
, observing that, at the identity matrix, the tangent space to the smooth manifold of unitary matrices is the subspace of skew-Hermitian matrices, as can be easily seen by differentiating the equation XX * = I n and evaluating at X = I n (see also [26, Section 5.4 
] and [5]). Imposing that (3.8) is diagonal and retaining only the O(t) terms leads to the linear system
[ −σ j σ i −σ i σ j ] [ u v ] = [ 1 0 ] , which for σ i ̸ = σ j yields u = σ j σ 2 i − σ 2 j , v = σ i σ 2 i − σ 2 j .
Moreover, with this choice of u and v we have S
* , and hence, by a direct computation,
Subcase 2a-(ii).
The argument given in Subcase 2a-(i) clearly fails when σ i = σ j . However, in this case there are more degrees of freedom in the expansion of U ′ and V ′ in (3.8) . Indeed, we may have
(Here, we are using the fact that a matrix in the tangent space at X = Q of the smooth manifold of unitary matrices can always be written as a skew-Hermitian matrix times Q, as can be easily seen by differentiating the equation XX * = I 2 and evaluating at X = Q; see also [5] .) Let us now suppose σ i = σ j =: σ > 0. We will show that a solution can always be found for Q =
. Indeed, imposing that (3.8) is diagonal and focusing only on the O(t) terms we obtain the condition
Taking, for example, u = 0 and v = (2σ) −1 , we get in particular
Define now
It follows that
It now suffices to observe that
Subcase 2a-(iii).
It remains to discuss the case σ i = σ j = 0. It is immediate to see that
Dividing by t and going to the limit t → 0 yields the statement. -Case 2b. Consider now the case where the unique nonzero element of E lies in the position (i, j) with m < j ≤ n. Again, A + tE is not diagonal, and, similarly to Case 2a, we need first to compute its singular value decomposition. We may assume that i = 1,
for some σ ≥ 0. As before we can expand V ′ in powers of t. This procedure ) is the right derivative of f at x = 0. -Case 5a. Suppose now that the unique nonzero element of E is in the position (i, j) with i < j ≤ ν. As in Case 2a we can take without loss of generality i = 1, j = 2, and we need to distinguish three subcases. However, this time we impose that
is real and diagonal and U ′ , V ′ are unitary.
Subcase 5a-(i). Suppose σ i > σ j . We can expand U ′ and V ′ as in Subcase 2a-(i). Retaining only the O(t) terms and solving for u, v we get
u = ισ j σ 2 i − σ 2 j , v = ισ i σ 2 i − σ 2 j and S ′ = S + O(t 2 ). Computing f ⋄ (A + tE) = (U ′ ⊕ I n−2 )f (S ′ )(V ′ ⊕ I n−2 ) * yields f ⋄ (A + tE) − f ⋄ (A) = ιt ([ 0 α −β 0 ] ⊕ 0 (m−2)×(n−2) ) + O(t 2 ), with α = σ i f (σ i ) − σ j f (σ j ) σ 2 i − σ 2 j and β = σ j f (σ i ) − σ i f (σ j ) σ 2 i − σ 2 j .
Subcase 5a-(ii). Suppose now
)Q, where Q can be any unitary matrix. This time we impose that (3.9) is real and diagonal and find a solution in u, v for the choice
Specifically, some elementary algebraic manipulations yield the condition
For example we can take
we can then proceed precisely as in Subcase 2a-(ii).
Subcase 5a-(iii). Suppose
and the statement follows dividing by t and going to the limit for t → 0. -Case 5b. If the unique nonzero element of E lies in the position (i, j) with m < j ≤ n, the procedure is again analogous to Case 2b. Assume that i = 1, with j < i, the proof is either analogous to Case 5a, if i ≤ m, or to Case 5b, if i > m. We omit the details.
Remark 3.9. The matrices F , G and H have a very peculiar structure:
• the off-diagonal elements of H and F coincide, i.e., H − F is diagonal;
• if m = n, F , G and H are all symmetric;
The formula in Theorem 3.8 simplifies considerably if the matrix A is real. Since this is often the case in many applications, we give an explicit version of our main result specialized to real matrices. 
Taking for example
Further simplifications to Theorem 3.8 are possible by specializing f . We give one of the many possible examples: if f is the constant function 1 then, if A is full rank, f ⋄ (A) is the unitary factor in the polar decomposition of A [18, Chapter 8 ]. An implicit formula for the Fréchet derivative of the latter appeared in [22, Theorem 2.1], which collected it from [17, Proof of Theorem 2.5]. However, the formula in [17, 22] is a theoretical result that was not proposed for the computation of the Fréchet derivative, and in fact, can lead to numerical instabilities if implemented as given. Below, we specialize Theorem 3.8 to obtain an explicit formula, equivalent to [22, Theorem 2.1], which can be used [5] to devise an efficient and stable SVD-based algorithm for the computation of the Fréchet derivative of the unitary factor in a polar decomposition.
Corollary 3.12. For any full rank matrix X ∈ C m×n , m ≥ n, let X = QH be the polar decomposition of X and consider the unitary factor Q(X) as a function of X. Suppose morever that A ∈ C m×n is full rank and that A = U SV * is an SVD. Then, the real Fréchet derivative of Q(X) at X = A, applied to the perturbation E, is 11) with the same notation as in Theorem 3.8 and where:
• F ∈ R m×n is defined as follows:
if i > n, and σ j ̸ = 0; 0 otherwise; (3.12)
and
n×n is square and invertible, then the real Fréchet derivative of
4. Application to conditioning. In this section we apply the theory developed so far to the analysis of the conditioning of generalized matrix functions. To some extent, part of the analysis that we will be deriving may also be inferred starting from the Lipschitz continuity of generalized matrix functions, proved in [1] (assuming f (0) = 0); however, there is no explicit conditioning analysis there, and our treatment includes the case of f (0) ̸ = 0. Since the real case is the most relevant for the applications [4] , and to keep the paper within a reasonable length, we focus on generalized matrix functions of real matrices and only allow real perturbations. We emphasize, however, that an analogous analysis can be performed for generalized matrix functions of complex matrices, starting from Theorem 3.8 rather than its specialization to real matrices, i.e., Corollary 3.10.
The absolute conditioning of a generalized matrix function can be defined as
There are two cases. If f (0) ̸ = 0 and A is rank deficient, then clearly cond f
is not continuous at X = A. More interestingly, it may happen that either f (0) = 0 or f (0) ̸ = 0 but A is full rank. Then, f ⋄ (X) is differentiable at X = A, and ∥f
. If we specialize to any unitarily invariant norm, and if A = U SV T is an SVD, it is immediate that ∥L f ⋄ (A, E)∥ = ∥L f ⋄ (S,Ê)∥ having definedÊ = U T EV . For example, the Frobenius norm is unitarily invariant, and this choice leads to the condition number
where K f ⋄ (X) is the Kronecker form of the Fréchet derivative [18] of f ⋄ at X ∈ R m×n . To define K f ⋄ (X) it is convenient to introduce the vec operator [16] vec :
Then, K f ⋄ (X) is the unique matrix such that, for any
Let us now consider the linear map Υ, defined in the statement of Corollary 3.10. Via the vec operator, it can be represented by the unique matrix
Note that in the special case m = n we recover the well-studied vec-permutation operator [16] .
Lemma 4.1. The matrix P defined in (4.2) is a permutation matrix, and it is symmetric, orthogonal, and involutory. Moreover, it has precisely mn + ν(1 − ν)/2 eigenvalues equal to +1 and ν(ν − 1)/2 eigenvalues equal to −1.
Proof. Since vec(A) and vec(Υ(A)) always contain the same elements, although possibly in a different order, we see that P must be a permutation matrix, and hence, orthogonal: P P T = I mn . Moreover, from the fact that Υ is involutory, i.e., Υ(Υ(A)) ≡ A, we deduce that P is also involutory: P 2 = I mn . Therefore P is also symmetric, P = P T . Any symmetric orthogonal matrix must have all semisimple eigenvalues equal to ±1. Suppose for simplicity m ≥ n (the proof for m < n is analogous). Consider the two subspaces
X ∈ V 2 ⇒ Υ(X) = −X, and that R m×n is equal to the direct sum V 1 ⊕ V 2 . Noting that m ≥ n implies n = ν, this concludes the proof.
For any vector v ∈ R n , we define diag(v) ∈ R n×n to be the diagonal matrix such that (diag(v)) ii = v i . We then have the following corollary of Corollary 3.10. 
where Φ = diag(vec(F )), Γ = diag(vec(G)), F and G are defined as in Corollary 3.10 and P is the matrix defined by (4.2).
Proof. Applying the vec operator to (3.10), and using the properties vec(ABC) = (C T ⊗ A) vec(B) and vec(A • B) = diag(vec(A)) vec(B), we obtain
The statement follows noting that vec(Ê) = vec(U T EV ) = (V T ⊗ U T ) vec(E). Slightly different formulae for K f ⋄ (A) may be deduced by the following lemma. Lemma 4.3. In the notation of Corollary 4.2, ΓP = P Γ and ΦP = P Φ. Proof. The structure of the matrix G and the definition of Υ readily yield the property
Similarly, it is easy to check that
Applying the vec operator to each of these equations yields the statement. 
It is easy to improve the latter estimate by diagonalizing K f (S). The next subsection is devoted to this goal.
The eigenvalues of the Kronecker form of the Fréchet derivative.
For simplicity of exposition, in this subsection we will assume m ≥ n. The results, however, do not change if m < n, except that in certain formulae the roles of the pairs (i, m) and (j, n) must be exchanged. Observe first that, due to the zero structure of G and to the symmetry of P , a simple simultaneous permutation Q of rows and columns leads to the block diagonalization
Each 2 × 2 block has eigenvalues F ij ± G ij , and therefore we have the following theorem. 
Theorem 4.4. For the condition number of a real generalized matrix function, it holds
Proof. It follows from Corollary 3.10 by a direct computation. For a general f , calculating ∥f ⋄ (A)∥ F , or its lower bound ∥f ⋄ (A)∥ 2 , might be nontrivial without computing f ⋄ (A) explicitly or knowing the full singular spectrum of A. In the spirit of this subsection, we provide a lower bound assuming that only the largest and smallest nonzero singular values of A are known. Observe that
Then the eigenvalues of
Moreover, it is easy to see that in the statement and proof of Theorem 4.6 we could replace M by ∥f ⋄ (A)∥ 2 (the reason for not having done so is that the latter may be more difficult to compute in practice). Hence, we obtain the following corollary.
Corollary 4.11. In the notation and under the assumptions of Theorem 4.6, setting µ := √ f (∥A∥ 2 ) 2 + f (σ r ) 2 , it holds
In the notation and under the assumptions of Theorem 4.7, it holds
Example 4.8 showed that the absolute conditioning of generalized matrix functions can be much higher than that of the scalar functions they are induced by. However, the relative condition number for that example is 1. Can generalized matrix functions be much worse conditioned, in the relative sense, than their scalar counterparts? Using Corollary 4.11, one may expect trouble if f (0) ̸ = 0 and A is numerically near to being rank deficient. We illustrate this with a concrete example. To summarize, unlike classical matrix functions, real generalized matrix functions induced by Lipschitz continuous functions satisfying f (0) = 0 -two conditions that are commonly met in practical applications, see [4] -are never numerically dodgier than the scalar functions they are induced by. Informally speaking, this is because the Jordan decomposition is not numerically tame, but the SVD is. Indeed, classical functions of non-normal matrices may encounter issues due to the ill conditioning of the eigenvector matrix Z in Theorem 2.11; on the other hand, since U and V in Corollary 3.10 are orthogonal, the information on the conditioning of generalized matrix functions is directly encoded in the Daleckiǐ-Kreǐn type formula developed in this paper.
An exception to this generally optimistic situation is when f (0) ̸ = 0 and f ⋄ (A) is computed for some rank-deficient, or near-rank deficient, matrix A. In this scenario, one is trying to evaluate numerically a function at, or close to, a point of discontinuity, and the closer A is to having some zero singular values, the harsher potential challenges are to be expected for the numerical computation of f ⋄ (A).
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