In this study, a multiobjective environmental economic power dispatch problem has been converted into a single-objective optimization problem using the weighted sum method. For the solution of the converted problem, the gravitational search algorithm (GSA), which is one of the latest algorithms, has been used. In order to increase the performance of the GSA, opposite positioning quality has been added to the structure of the algorithm (OGSA). The obtained results show that the proposed algorithm has obtained better results and has provided a faster convergence.
Introduction
The economic power dispatch problem is defined as the setting of active power outputs of generation units, for the system load to be satisfied by the units under system constraints and at minimum cost [1] .
In general, power generation units use coal, petroleum, and natural gas as fossil fuels. These fossil fuels cause atmospheric waste emission, composed of particles and gases. These emitted waste gases include CO 2 , SO 2 , and NO x . These gases are harmful for all living beings and cause global warming. Among these, SO 2 emission only depends on fuel depletion and therefore it is easier to perform mathematical modeling. However, NO x emission depends on several factors like steam boiler temperature and air mixture. Therefore, it is extremely hard to perform modeling of NO x gas emission. NO x emission is also more hazardous than other contaminants [2] .
In addition to the minimization of fuel costs, emitted hazardous gases should also be considered in economic dispatch problems. These multiobjective power dispatch problems considering environmental pollution as well are referred to as environmental economic power dispatch problems [1, 2] .
The problem converts to a multiobjective optimization problem when one would like to minimize both fuel cost function and emission amount. These problems are solved in the literature with different two methods. The first is direct and the second one is to modify and then apply methods that solve these problems. One of the methods used for a modified approach is the weighted sum method (WSM) [1] .
Today, heuristic algorithms are used for solving complex problems like economic power dispatch problems that are very hard or impossible to solve by numerical methods. Major ones among these algorithms are the genetic algorithm, ant colony optimization, differential evolution algorithm, particle swarm optimization, harmony search algorithm, and gravitational search algorithm. In recent years, several methods have been developed to improve the performance of heuristic algorithms. One of these methods is adding an oppositionbased positioning feature to the used algorithm. Experimental studies show that the utilizing of opposition-based positioning has improved the convergence rate of optimization algorithms [3] [4] [5] .
In the literature, solutions to several economic power dispatch problems have been sought using various algorithms. The genetic algorithm (GA) [1, 6, 7] , chaotic ant swarm optimization algorithm [8] , bacteria foraging optimization methods [9] , particle swarm optimization (PSO) approach [10, 11] , differential evolution and modified differential evolution algorithms (DE, MDE) [12, 13] , analytic methods [14] , linear programming [15] , artificial bee colony optimization algorithm [16] , charged system search algorithm [17] , and gravitational search algorithm (GSA) [18] [19] [20] can be listed as some of the solution algorithms.
Recently, a novel heuristic search algorithm called the GSA was recommended in [21] . The GSA has been confirmed to have higher performance in solving various nonlinear functions compared with some well-known search methods. Therefore, the GSA algorithm has captured much attention. It has been applied to various optimization problems such as the economic load dispatch problem [22] , forecasting of turbine heat rate [23] , digital filter design [24] , and so on.
Additionally, there are modified variants of the GSA proposed in the literature for enhancing the solution accuracy and the convergence rate. Zahiri [25] presented a fuzzy GSA for data mining. Nobahari et al. proposed a nondominated sorting GSA that utilizes the nondominated sorting concept to update the gravitational acceleration of the particles [26] . Li and Zhou proposed an improved GSA approach for parameter identification for a hydraulic turbine governing system [27] .
In the literature, SO 2 and NO x emissions are evaluated together or separately in various studies. Only NO x emission was taken into account in this study. An existing multiobjective economic power dispatch problem was converted into a single-objective optimization problem by the help of the WSM and the GSA was used for solving. This work aims to accelerate the convergence rate of the GSA by utilizing opposite numbers. The opposition-based GSA (OGSA) is introduced to the economic power dispatch problem. The experimental results show that the proposed application may be a possible strategy to improve the performance of the GSA.
Formulation of the problem
The solution of the environmental economic power dispatch problem is obtained by minimizing the objective function combined with the WSM under system constraints. The objective function of the environmental economic power dispatch problem to be minimized combined with weighted sum method is as follows [1] .
In Eq. (1), ($/h) fuel cost is shown by F n (P G,n ) and ( t/h) NO x emission function is shown by E n (P G,n ) . γ represents the scaling factor, w represents the weight factor varying as (0 ≤ w ≤ 1) , and N G represents the set of all thermal generation units in the system [3] . Here, w = 1.0 corresponds to the minimization of only fuel cost, where w = 0.0 corresponds to the minimization of only NO x emission.
The fuel cost of the generation units in the system is taken as the second-degree function of the active power generation for each facility [1, 2] .
NO x emission generated by each thermal facility is defined in terms of the output power of the facility as follows [2] .
The P G,n unit in Eqs. (2) and (3) is taken as MW. The power balance constraint in the lossy system is taken
Operation limit values of thermal generation units are given in Eq. (4).
Power losses of the system are computed by using the B matrix loss formula in Eq. (6) [6] .
Total fuel cost in the system F T (P G,n ) and total NO x emission E T (P G,n ) are calculated using Eqs. (7) and (8), respectively.
Gravitational search algorithm
In physics, massive objects tend to accelerate towards each other. In Newton's law of gravitation, objects attract one another with a particular force that is "gravitational force". The GSA is one of the newest algorithms, inspired by Newtonian laws of gravity and motion. In the GSA, a number of agents referred to as masses are defined in order to find the optimal solution by simulations of Newtonian laws of gravity and motion [21, 28] .
In order to define the GSA, let us assume a system of s sets where the position of the i th set is defined as follows:
Here, x d i is the position of the ith set in the dth dimension, and n is the size of the search area. The mass of each agent is represented by its fitness and calculated in terms of the fitness of other individuals in the population [21, 28] .
In these equations, M i (t) and f it i (t) represent the mass and the fitness value of the i th agent at time t, respectively. For a minimization problem, best(t) and worst(t) are defined as follows [21, 28] .
When calculating the acceleration of an agent, total force applied on it by other agents is first calculated depending on the law of gravity. Total force acting on the subject agent is defined in Eq. (14) . Later, acceleration of the agent is calculated via Eq. (15) by using the law of motion. As is seen in Eq. (16), the acceleration value of the agent is added to its velocity and a new velocity vector is obtained. Last, the next position of the agent is determined according to Eq. (17) [21, 28] .
Here, rand i and rand j are two numbers that are randomly distributed in the [0, 1] interval. ε is a small value used for eliminating undefined results, and R ij (t) is the Euclidean distance between agents i and j and is defined as R ij (t) = ∥X i (t), X j (t)∥ 2 . k best is a sequence of the first K agents with the biggest mass and the best fitness value, which is a function of time started in K 0 and reduced in time. Here, K 0 is a set of s (total agent number) and is linearly decreased to 1. In the GSA, G(t), which is calculated by Eq. (18), represents the gravitational constant, G 0 an initial value, β a constant, t the current iteration, and t max the final iteration [21, 28] . The GSA algorithm flowchart is displayed in Figure 1 .
Opposition-based positioning
To come up with better solutions, evolutionary algorithms begin the calculating process with an initial population. They develop the individuals in the population by using various development methods in order to obtain the optimal solution. However, the initial population is generally made up of randomly generated individuals in the search space. Instead of randomly generated values, starting calculations with an initial population where the individuals have better fitness values would speed up the development process. In this sense, the concept of opposition-based learning was put forward. According to this approach, the opposition-based status of a number is possibly closer to a solution compared to a randomly generated number. Therefore, compared to its opposition-based value, a number requires a smaller search space to converge to the correct solution [5, 29] .
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Opposition-based number definition
Let x be a real number defined in the [a, b] interval. This number is defined as follows according to the opposition-based positioning theorem.x
This expression can be generalized for multidimensional sequences as in Section 4.2 [5, 29] .
Opposition-based point definition
Let us define a point P = (
The opposition-based position of pointP = (x 1 ,x 2 , ....,x d ) is defined by the following components.
An x point and opposition-based positionx are shown for a one-dimensional space in Figure 2 . Here, [a, b] represents plane boundaries, where c represents the plane center [5, 29] . 
Opposition-based optimization
Let us take a point defined as P = (x 1 , x 2 , ...., x d ) in d-dimensional search space. This point can resemble the candidate solutions of the population in the solution of an optimization problem [11] . By definition of the opposition-based positioned point, the opposition-based position of this point would beP = (x 1 ,x 2 , ....,x d ) .
Then, when both individuals are evaluated concerning the objective function, their fitness functions will be f (P ) and f (P ), respectively. If f (P ) > f (P ), thenP and P individuals could switch places for a better solution. In this study, the opposition-based position of each randomly generated individual in the initial position has been determined for the GSA and individuals with a better fitness value have been switched with individuals with a lower fitness value. Thus, the converging speed of the GSA has been aimed to be increased by initializing the search operation with individuals with a higher fitness value [5, 29] .
Sample problem solution
An IEEE test system with 6 generators and 30 buses has been selected as a sample problem for load P load = 283.4 M W . System values are obtained from [5] and the B loss matrix is given in Table 1 . In order to show that opposition-based positioning enhances the performance of the algorithm, the sample problem has been solved both by the GSA and OGSA. γ = 1000, GSA and OGSA parameter values G 0 = 40 , β = 20 , ε = 10 −6 , and agent number (s) is taken as 30 in the performed study. Tables 2  and 3 . As seen in Table 2 , the speed performance of the GSA method varies between a minimum of 9.4913 s and a maximum of 10.7235 s for different w values, with an average of 10.225 s. When Table 3 is examined, it is seen that speed performance of the OGSA method varies between a minimum of 7.9046 s and a maximum of 9.1005 s for different w values, with an average of 8.1999 s. The OGSA method is better than the GSA in terms of speed.
Minimum fuel cost ( w = 1.0) and minimum emission ( w = 0.0) values are given in Table 4 , with other results from the literature. Table 4 . Results obtained in the literature by different methods for IEEE test system with 30 buses [5] .
Method
Minimum total Minimum total NOx fuel cost emission amount (w = 1.0) (t/h) (w = 0.0) (t/h) GA [2] 607.7800 0.1942 NSBF [4] Going through Table 4 , it is seen that the results obtained by the GSA and OGSA come close to the results in literature and are even better than those.
Graphics showing the changes in total fuel cost and total NO x emission values, obtained with the application of the GSA and OGSA to the test system for w = 1.0 and w = 0.0 with regards to the iterations, are displayed in Figures 3 and 4 , respectively. It can be seen in Figure 3 that with regards to total fuel cost, the OGSA converges to the optimal value with greater speed compared to the GSA. In Figure 4 , a similar condition holds for the convergence in total emission amount. Examining both figures, one can see that the OGSA reaches the optimal value in approximately 35 iterations whereas the GSA reaches it in approximately 65 iterations. Another positive effect of opposition-based positioning on the GSA has been revealed here.
The condition of the OGSA application, in which w is increased from 0.0 to 1.0 with intervals of 0.1 and the total fuel cost is decreased where total NO x emission amount is increased, is displayed in Figure 5 . When the value of w is taken as equal to zero (the fuel cost rates are ignored), the total fuel cost rate and the total NOx emission amount become 605.9982 $/h and 0.220718 t/h, respectively. In the same way when w is taken as equal to 1 (the NOx emission rates are ignored), the total fuel cost rate and the total NOx emission amount become 646.20576 t/h and 0.194179 $/h, respectively.
Conclusions
In this study, the GSA and OGSA have been applied to the system. The GSA and OGSA have both been studied to obtain the best results for all values of weight factor w . In the process, the weight factor has been altered in increments of 0.1 starting from w = 0.0 and reaching w = 1.0. Results obtained by both algorithms come close to the ones in the literature. The OGSA has been found to converge to the solution with a higher speed as compared to the GSA.
