Blood velocity measurements are important in physiological science and clinical diagnosis. Doppler ultrasound is the most commonly used method but can only measure one velocity component. Ultrasound imaging velocimetry (UIV) is a promising technique capable of measuring two velocity components; however, there is a limit on the maximum velocity that can be measured with conventional hardware which results from the way images are acquired by sweeping the ultrasound beam across the field of view. Interleaved UIV is an extension of UIV in which two image frames are acquired concurrently, allowing the effective interframe separation time to be reduced and therefore increasing the maximum velocity that can be measured. The sweeping of the ultrasound beam across the image results in a systematic error which must be corrected: in this work, we derived and implemented a new velocity correction method which accounts for acceleration of the scatterers. We then, for the first time, assessed the performance of interleaved UIV for measuring pulsatile arterial velocities by measuring flows in phantoms and in vivo and comparing the results with spectral Doppler ultrasound and transit-time flow probe data. The velocity and flow rate in the phantom agreed within 5-10% of peak velocity, and 2-9% of peak flow, respectively, and in vivo the velocity difference was 9% of peak velocity. The maximum velocity measured was 1.8 m s 21 , the highest velocity reported with UIV. This will allow flows in diseased arteries to be investigated and so has the potential to increase diagnostic accuracy and enable new vascular research.
Introduction
Arterial blood velocity measurements are used as a diagnostic tool in diseases, including atherosclerosis, coarctation and dissection [1] [2] [3] . Velocity measurements in the heart provide information about valve areas and regurgitation, cardiac shunts and ventricular dysfunction [4] [5] [6] . Measurements of blood velocity are also an important tool in cardiovascular science and are used extensively in animal models of disease and development [7] . In addition, blood velocity measurements are useful in the development of medical devices such as artificial valves, stents and heart pumps [8] .
Doppler ultrasound is currently the chief clinical method for measuring blood velocity [9] . However, an inherent limitation of the standard Doppler method is that only the velocity component parallel to the ultrasound beam is measured. If the angle between the direction of blood flow and the ultrasound beam is known, then it is simple to convert the velocity component to velocity magnitude. In vascular ultrasound, the blood is often assumed to flow parallel to the wall of the vessel. However, this is not always the case, and there are many situations where the blood direction is unknown, particularly in areas of non-cylindrical geometry or disease. Inaccurate angle and sample volume placement causes velocity errors up to 28% [10] . Even when angle corrections can be performed, Doppler methods suffer from several sources of error [11] . As an example of the impact these errors have in the clinic, consider diagnosis of 70% carotid stenosis. Using the peak systolic velocity measured by Doppler 7% of stenoses are undiagnosed leaving patients at risk of transitory ischaemic attack or stroke, whereas 7% of the more than 5000 patients in the UK [12] undergoing carotid endarterectomies each year may be having unnecessary surgery [13] .
Many methods have been proposed to overcome these limitations (reviewed by Taylor & Draney [14] and Evans [15, 16] ). The most notable are vector Doppler and speckle tracking [17, 18] . Since 2000, a technique known as ultrasound imaging velocimetry (UIV) or echo-particle image velocimetry (echo-PIV) by analogy with the popular optical technique, has been under development [19] . In this method, regions of two successive B-mode images of a fluid containing scatterers are cross-correlated to calculate two-dimensional velocity vectors [20] [21] [22] . Hence, the method produces instantaneous, two-dimensional velocity vector fields. UIV has been used to study flow in straight [23, 24] and curved tubes [25] , vessel phantoms [26] and vortex phantoms [27] , and for preliminary in vivo investigations in healthy arteries [26,28 -30] and the heart [28, 31] .
In optical PIV, images are acquired as snapshot pairs through the use of specialized cameras and the interframe time, Dt, can be freely chosen. In contrast, the B-mode ultrasound images used in UIV are formed by reading out data from groups of transducer elements, to produce image lines sequentially, and Dt is the same as the acquisition frame rate of the system. So, in UIV, Dt is determined by the speed of sound, depth and the number of lines in the image [25] .
Zhou et al. [32] showed how the motion of the scatterers and the sweeping of the ultrasound beam across the frame interact to produce potentially large errors in the velocity measurements. Zhou et al. [32] also showed how to correct for beam sweeping, so that errors of just a few per cent are achieved.
Despite this advance, a problem still occurs when the velocity of the scatterers approaches that of the beam sweep. This upper limit on the measureable velocity is well known [26, 33] , with authors reporting velocity measurements up to around 70 cm s 21 [30] . Restricting the field of view [34] , or skipping lines [35] , can increase the frame rate but at the expense of reduced image width or detail. Leow et al. [36] used plane wave imaging, in which the whole image frame is captured simultaneously, to achieve frame rates of 1000 Hz and measured velocities up to 80 cm s
21
. Other examples of the use of high frame rates achieved with plane wave imaging are: UIV of the common carotid [37] ; vector Doppler of healthy and diseased carotid arteries [38] ; and transverse oscillation of carotid and brachial arteries [39] . However, the hardware used for plane wave imaging is specialist and not widely available.
Poelma & Fraser [40] showed how interleaving images can increase the dynamic range up to at least 140 cm s 21 while maintaining the full image. The technique works by halving the beam sweep speed, so that there is time in between each line of the first image to produce a line of the second image. The moment when the second frame is started can be freely chosen, thus re-introducing control of the critical interframe time Dt. The acquisition rate for each image pair is the same as for two images in a conventional sequence; however, the time needed for one image is doubled. Correcting the velocities as described by Zhou et al. [32] is therefore crucial, but provided this is done measurement of substantially higher velocities is achievable.
To date, the interleaved method has not been tested on pulsatile flows, which have periods of accelerating and decelerating flow. As discussed by Zhou et al. [32] , their velocity correction for the ultrasound beam sweep does not account for accelerating ultrasound scatterers. The aims of this work were then to devise and implement a new UIV velocity correction method for accelerating flows, and to compare velocity measurements and derived volumetric flow rates, made using our interleaved UIV method, with Doppler ultrasound velocity and transittime flow rate measurements. The flows were chosen to be representative of those found in arteries during health and disease. The influence of Dt was investigated, and shown to be particularly important during the deceleration phase. The optimum Dt was used when subsequently employing the method to measure aortic blood velocity in the rabbit.
Methods

In vitro experiments
The experimental facility was similar to that used in earlier studies (see [32] ), but adapted to produce pulsatile flow. A 5 mm internal diameter latex tube (098 XA/XB, Primeline Industries, Denver, CO) was held straight in a tank of water with an acoustic absorber below. The working fluid was either water or 35% w/w glycerol in water. The fluid was seeded with SonoVuew contrast medium (Bracco UK Ltd), which consists of 1 -7 mm encapsulated microbubbles of SF 6 gas.
Pulsatile flow was produced by a positive displacement pump (Harvard Instruments Pulsatile Blood Pump for Rabbits, model 1405). The pump was set to a frequency of either 60 or 200 beats per minute (bpm) (to mimic either human or rabbit heart rates), and the stroke volume was adjusted to give a maximum velocity of either 1.1, 1.6 or 1.8 m s
21
. The flow waveforms were intended to be typical of the types of flows found in arteries, rather than matching any specific artery. The instantaneous flow rate was measured using a transit-time ultrasound flow probe (Transonic TS420) connected to a laptop running NOTOCORD-hem software (Notocord, France) which was used to perform an ensemble average of 10 cycles, aligned by the 'foot' of the waveform. The mean flow rate was also obtained, using a stopwatch and measuring cylinder.
An Ultrasonix RP500 (Ultrasonix Medical Corporation, Canada), with a linear 128 element, 38 mm long 5 -14 MHz transducer (LP14-5/38) was used to obtain radio frequency data. The SONIX software was used for positioning the transducer, which was placed at the downstream end of the tube, allowing an entrance length of 50 cm (100 diameters). The entrance length for pulsatile flow can be estimated as L/D ¼ 0.049Re ta , where Re ta is the Reynolds number based on the time averaged cross-sectional mean velocity [41] . This entrance length therefore resulted in fully developed flow for Re ta , 1020, which was true for all water-glycerol experiments. For UIV data acquisition, the transducer was clamped perpendicular to the tube so as to produce an image of a longitudinal section through the mid-plane.
Following the UIV data acquisition, the position of the probe was adjusted such that an image of the same section of the tube was obtained, but with the ultrasound beam at an angle of between 548 and 608 to the tube wall. The SONIX software was again used for positioning the transducer, and to set all of the Doppler ultrasound parameters: a 1 mm Doppler sample volume was positioned in the middle of the tube; the frequency was 6.6 MHz; the wall filter was between 133 and 250 Hz; and the beam was focused on the sample volume so had a depth of between 1.7 and 2.5 cm. The pulse repetition frequency (between 6.7 and 12.5 kHz) was adjusted to give the maximum velocity resolution without aliasing. Radiofrequency data were recorded and post-processed using Matlab to give the Doppler spectrum and an ensemble average of 10 cycles was produced. Experiment parameters are given in table 1.
In vivo experiment
A male New Zealand White rabbit (Harlan Laboratories, UK) was kept in a pen in a rabbit-only room to acclimatize for two weeks under normal diet (including plain alfalfa pellets, hay and carrots). At 2.5 months old (2.33 kg), the rabbit was brought into the procedure room and wrapped in a towel for comfort. Hypnorm (0.3 ml kg
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) was injected in the calf muscle. The left ear was shaved, and marginal ear vein was cannulated using a 23G butterfly needle connected to a three-way tap with Sonovue (25 mg in 5 ml sodium chloride 0.9%) and sterile saline solution. Throughout anaesthesia (1 h), the body temperature was maintained at 378C by a warming plate. A pulse oximeter was connected to the tail for blood oxygenation and heart rate monitoring. The fur around the abdominal region was shaved, and the rabbit was placed on its back for access to the aorta. Ultrasound gel was applied to produce an acoustic window on the abdomen. 20 min following Hypnorm injection a syringe pump was used to provide a continuous infusion of Sonovue at a rate of 2 ml min 21 for 2 min. Images of the rabbit's abdominal aorta in longitudinal section were acquired using the Ultrasonix system as above. Based on the in vitro results, the UIV data were acquired with Dt ¼ 31t (t is the time taken to produce a single line of the image, see §2.3). A Doppler spectrum was then recorded at the same location on the artery. Upon completion of data acquisition, the rabbit was coming out of anaesthesia. It was given 10 ml sterile saline solution subcutaneously and kept in a box until able to walk. Body weight, food and water intake, and general condition were monitored the next day and found normal.
Interleaved ultrasound imaging velocimetry data acquisition and processing
The interleaved imaging technique is outlined here; see Poelma & Fraser [40] for a more detailed explanation. In conventional B-mode imaging, the transducer elements are read out simultaneously, but so as to produce the image lines sequentially. So the image is produced starting from one side of the transducer and progressing line by line until the full image has been created. The time taken to produce each line, t, is governed by the transducer response time (time interval between finishing receiving signals from one pulse and starting the next), t r , the image depth, d, and the speed of sound, c:
The transducer response time was 23.5 ms [32] . The time taken to produce the whole image is Jt, where J is the total number of elements, and therefore lines in the image, which is 128 for our transducer. After sweeping across the elements to form this image, the second image is formed in the same way. The time difference between scanning a single line in the first image and the same line in the second image is the interframe time, Dt ¼ Jt. In interleaved imaging (figure 1), the first image is recorded using only the odd timesteps (i ¼ 1, 3. . .) so line j is recorded at timestep i ¼ 2j 2 1. The even timesteps (i ¼ 2, 4. . .) are used to record the second image frame of the pair. The start time for recording the second image can be any one of the even timesteps; in figure 1, for example, it is timestep 6. The time difference between scanning the same line in the two successive frames is then Dt ¼ mt, where m is the number of timesteps between the start of the acquisition of the two frames-m ¼ 5 in the example.
Using interleaved imaging, the time taken to record a single image is double that of conventional imaging, T ¼ 2 Jt. In our current implementation, it is longer than double, because some of the timesteps at the beginning and end of recording the pair are empty (figure 1). However, the sequence could be arranged so that the next image pair begins in the empty timesteps at the end of the current pair, to eliminate any wasted time. The interframe time is significantly reduced, compared with conventional imaging, and is variable Dt ¼ mt. The theoretical lower limit of Dt is t, which would require an image line to be recorded twice before moving to the next line.
To implement interleaved imaging, the Ultrasonix RP500 was programmed using a Matlab interface to the Texo software development toolkit. This Matlab interface was developed by Dr Jean Martial Mari (University of French Polynesia) and details are at www.ultrasonix.com/wikisonix.
Images of pulsatile flow were acquired with depths of 2 cm and 6 cm. Values of Dt were between 7t and 63t, corresponding to 0.35-3.1 ms (2 cm) or 0.71-6.4 ms (6 cm). A conventional imaging sequence was also used for comparison, and for that Dt was 128t, corresponding to 6.3 ms (2 cm) or 13.0 ms (6 cm). The direction of the beam sweep was chosen to be opposite to that of the mean flow (see below). Data were acquired for 25 s, giving between 64 and 165 image pairs depending on depth and Dt. The 25 s data acquisition time gave 25 pulse cycles for the 60 bpm flow and 80 pulse cycles for the 200 bpm flow. Table 1 . Flow-related parameters for the in vitro experiments. The viscosity, m, and density, r, of 35% w/w glycerol in water were assumed to be 0.003 Pa s and 1088 kg m 23 [42] . The frequency given is the frequency set by the pump. V max and V min are the maximum and minimum velocities measured from the Doppler spectrum. Q max and Q ta are the maximum and cycle averaged flow rates measured by the transit time flow probe. Re ta is the cycle averaged Reynolds number: Re ta ¼ Q ta Dr=Am where D and A are the diameter and cross-sectional area of the pipe. Data were processed using a multi-pass PIV algorithm that uses image deformation and correlation averaging [43] . The analysis started with interrogation areas (IAs) of 32 Â 64 pixels and decreased to 4 Â 8 pixels with 50% overlap for the final iterations. This corresponded to a spatial resolution of 0.59 Â 0.08 mm 2 in the x-and y-directions, respectively. Because the flow was in the xdirection, the IAs were larger in this direction, and smaller in the y-direction in which there were velocity gradients. As the flow in this work was time-dependent, a new procedure was developed to ensemble average the correlation at each phase. To correctly bin the data for the correlation averaging, the PIV algorithm consisted of two stages. In the first stage a single PIV iteration was used to produce a rough estimate for the velocity magnitude in the region of interest. This signal was then used to align each of the cycles by using a cross correlation to determine the phase shift. This phase shift was then used to align the raw data before the second, multi-iteration PIV algorithm was applied. The temporal resolution was 50/pulse cycle, which gave 50 or 166 Hz for the 60 and 200 bpm pulse rates, respectively.
The new velocity correction method was derived as follows. Following the analysis by Zhou et al. [32] , the position in the x-direction of a scatterer in an unsteady flow at the time it is detected by the sweeping ultrasound beam can be equated with the corresponding position of the beam (figure 2):
where x, V x and a x are the x-components of the position, velocity and acceleration of the scatterer at the beginning of the image frame acquisition, and x 0 is the position in the image which is also the position of the beam. If the ultrasound beam sweep velocity is V s , the time at which the scatterer and beam meet is
ð2:3Þ Differentiation with respect to t then gives The velocity measurements are made over a finite time period, so at the time n the real velocity in the x-direction can be written V x n , the real acceleration a x n and the measured velocity
Then, because the velocity measurements are made over time we can introduce approximations for a x n and da x n /dt as functions of V x . For example, second-order central difference approximations are
where V x n2 1 and V x nþ 1 are the real velocities at timesteps n 2 1 and n þ 1, respectively, and DT is the time between successive image pairs (this is not the same as Dt, the time between image frames within the same pair). Making this substitution leads to a set of N simultaneous equations of the form
which relate the real velocity V x to the velocity V 0 x found from processing the images using the PIV algorithm. We used fourth-order approximations for a x n and da x n /dt to achieve smoother results, but the method is the same as for the second-order approximations shown above. Because we are assuming that the flow is periodic-this assumption underlies the use of ensemble averaging-there are a total of N unknowns, so the system of equations can be solved. This was done using matrix left division ('\') in Matlab. The y-component of velocity V y was found in the same way, and so the calculation of V y depends on V 
To assess the error associated with the acceleration part of the beam sweep correction, the velocity found using equation (2.9) was compared with that from equation (2.8) .
Rearranging the velocity correction equation for V x , equation (2.9), gives an equation for the observed velocity V x 0 , dependent on the real velocity of the scatterer and the beam sweep
It is clear that as scatterer velocities approach the beam sweep velocity, V 0 x becomes infinite. That is, the displacement of the scatterers between the images is larger than the size of the interrogation area, even for the largest possible areas, because the sweeping beam cannot 'catch up' with the moving scatterers. This is true even for interleaved imaging. However, if the direction of the beam sweep is opposite to that of the scatterers, there is theoretically no maximum V 0 x ; the denominator in (2.10) simply gets bigger. This is why the direction of the beam sweep was chosen to be opposite to that of the mean flow.
Results
All data and code are available for download from the University of Bath Research Data Archive [44] .
3.1.
In vitro experiments 3.1.1. Baseline flow condition Figure 3 shows results for the straight tube containing glycerol-water, with a pulsatile frequency of 60 bpm and peak velocity around 1.1 m s 21 (flow 'a', parameters typical of healthy arterial flow in the human). The image depth was 2 cm and Dt ¼ 31t. The velocity vector plots show that the velocity can be measured across the whole width of the transducer. The resolution of the vector plots is higher than illustrated; for clarity, only every eighth vector in the x-direction and every fourth vector in the y-direction are shown. Figure 3e shows a comparison of the velocity in the centre of the tube with the Doppler spectrum obtained at the same positon. The Doppler spectrum shown is the ensemble average of 50 individual pulse cycles. The sample volume for the UIV (also shown in figure 3e) encompassed the width of the image, but had the same height as the Doppler sample volume. Although the temporal resolution of the Doppler measurements is much higher than the UIV ones, there is still excellent agreement between the magnitudes of the two velocity waves. To assess the difference, the maximum of the Doppler spectrum was calculated throughout the cycle, and the mean of the absolute difference between this and the average UIV was found. The difference was 7.9 cm s 21 or 7.5% of the peak velocity (table 2). The maximum of the Doppler spectrum was used because it is less sensitive to location than the mean, and provided the Doppler angle is less than 608, the error is less than 30% [45] .
The flow waveform was estimated from the UIV (figure 3f ). The inner walls of the tube were detected automatically and used to predict the centre of the tube. The radial position of each velocity vector was then found, and the velocity was integrated cylindrically to find the flow rate. A comparison between this flow rate and the flow rate measured using the transit time flow meter (figure 3f ) shows a very good agreement through the majority of the pulse cycle (mean absolute difference is 60 ml min 21 or 4.4% of peak flow, table 2). However, owing to the temporal resolution of the UIV, the first peak is not captured. This error could potentially be resolved by acquiring data for longer, and then using more phase bins for the correlation average in the PIV algorithm; however, for in vivo measurements, temporal flow variations limit the desirable acquisition time.
There is also a difference in the shape of the main peak.
Influence of interframe time Dt
Reducing Dt to Dt ¼ 15t had the effect of smoothing out the velocity waveform, with the result that small peaks, such as the one occurring at 0.16 s, were not detected, and the main peak was reduced (figure 4a). The mean absolute difference compared with Doppler was 11 cm s 21 and compared with transit time flow rate was 84 ml min
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. This happens, because when Dt is smaller, the displacement of the scatterers between the two frames is smaller and hence the velocity resolution is reduced. Conversely, increasing Dt increases the velocity resolution; with Dt ¼ 95t (figure 4b), the UIV velocity waveform neatly outlined the top of the Doppler spectrum during the acceleration and peak phases of the pulse cycle. However, during the deceleration phase, it is clear that the longer Dt reduces the quality of the velocity measurement (mean absolute difference compared with Doppler was 11 cm s 21 and compared with transit time flow rate was 82 ml min
). During deceleration, the flow is transitional, and the scatterers gain random three-dimensional velocity fluctuations. The in-plane velocity fluctuations mean the relative positions of the scatterers differ between the image frames, and the out-of-plane velocity component means that the scatterers might not appear in the second frame. These two effects both result in an increasing loss of correlation for longer Dt [46] . This random process results in a spread of measured velocities. The effect is even more notable in the results using the conventional, rather than interleaved, imaging method, which has Dt ¼ 128t (figure 4c). The flow rate measurements with lower Dt agree with the transit time flow meter; however, for Dt . 79t, the flow is underestimated during deceleration at around 0.5 s (figure 4d). The difference between Table 2 . Differences between UIV measurements and validation measurements. Table shows the data for the optimum Dt. For each method the mean absolute difference between the UIV measurement and the validation measurement is given, as well as the value as a percentage of the maximum over the pulse cycle. For the Doppler comparison, the average UIV value in the sample volume was compared with the maximum in the Doppler spectrum. rsif.royalsocietypublishing.org J. R. Soc. Interface 14: 20160761 velocity profiles during peak velocity and during deceleration is shown in figure 4e,f.
Influence of increased pulse cycle frequency
The frequency of the pulse cycle was then increased to 200 bpm (flow 'b', figure 5). The centreline velocities for all the values of Dt are very similar, although the longer values do give slightly better velocity resolution (most notably in the second peak.) The peak velocity was underestimated at 0.86 m s
21
, compared with the 1.1 m s 21 obtained by Doppler. The short duration of this velocity 'spike' in the Doppler spectrum is likely to explain why it was not seen in either the UIV or flow probe results. There was no signal loss in the UIV results during deceleration, which could be because the deceleration phase is so short that there is not enough time for transition to occur [47] .
Influence of increased peak velocity
While maintaining a pulse rate of 200 bpm, the peak velocity was then increased to 1.8 m s 21 (flow 'c', figure 6 ). For this flow waveform, the main peak in the velocity wave was well ); however, Re ta was 2120 in the case of water, compared with 500 for water-glycerol. Comparing these flow waveforms, it is clear that with the lower viscosity fluid the signal 'dropout' occurs at a shorter Dt (63t, compared with 79t for the higher viscosity fluid). In the low viscosity (high Reynolds number) case, the transition to turbulence occurs sooner, and/or leads to more turbulent fluctuations and hence more signal loss. Increasing the peak velocity to 1.6 m s 21 required Dt 15t to properly capture the velocity and flow waveforms throughout the entire pulse cycle.
Influence of increased image depth
Increasing the image depth (flow 'e', figure 8) did not cause any problems for the velocity measurement provided that the value for Dt remained similar. For example, the flow waveforms with the depth of 2 cm and Dt ¼ 15t (0.74 ms) and 63t (3.12 ms) were very similar to those with depth of 6 cm and Dt ¼ 7t (0.71 ms) and 31t (3.14 ms), respectively. Likewise, the waveform with depth 6 cm and Dt ¼ 63t (6.39 ms) was similar to that obtained from the conventional UIV method which has Dt ¼ 128t (6.33 ms).
Comparison with theoretical velocity profiles
Velocity profiles were produced by averaging the velocity along the length of the tube. The change in the velocity profile throughout the cycle is shown in figure 3g . Womersley solved the velocity field for pulsatile flow in a long straight tube when the pressure gradient is known [48] and using that theory the profile can be calculated from either the centreline or mean velocity [49] . The tube used here was flexible, so an exact match is not expected; however, for interest, we calculated the Womersley profiles using the flow rate from the transit time flow probe and the mean tube radius measured from the B-mode images. The resulting theoretical profiles for flow 'a' are shown in figure 3g and the mean absolute difference between Womersely and UIV was found to be 6.4 cm s 21 or 6% of the peak velocity.
This Womersley comparison was repeated for the remaining flows and the mean absolute difference between the Womersley profiles and the UIV profiles was 9-11% of the peak velocity.
Assessment of variability in the measurements and the flow
The UIV algorithm uses correlation averaging (as explained in §2. 3 and [43] ) over a number of pulse cycles which means there is no intrinsic estimate of the variability in the results. An estimate of the upper limit on the variability in the results was produced in the following way. The UIV processing was repeated using just 30% of the original data; this corresponded to about 7.5 pulse cycles at 60 bpm and 21 pulse cycles at 200 bpm. The first 30% was used to produce one timedependent velocity field, the next 30% produced a second velocity field and the third 30% produced a third velocity field. The variability between these independent velocity fields was assessed by comparing the velocity in the sample volume and the flow rate, as presented above for the full data. The mean standard deviation in the velocity was between 1 and 4 cm s 21 (1-6% of peak velocity), and the mean standard deviation in the flow rate was 2-5% of the peak flow rate. The actual variability in the flow was assessed using the standard rsif.royalsocietypublishing.org J. R. Soc. Interface 14: 20160761 deviation of the flow rate measured using the transit time flow meter and this was 0.8-1.5% of the peak flow rate.
In vivo experiment
The UIV data were acquired for 25 s but owing to motion, possibly breathing or difficulty holding the transducer in position, only 10 s of the data were usable. This corresponded to around 40 cardiac cycles.
Velocity vectors are plotted for the entire field of view at 0.036 s in figure 9a , and for a subregion of interest for further timesteps in figure 9c -e. Note that for clarity not all of the vectors have been plotted; the resolution of the full vector field is twice that for the straight tube experiments in the x-direction (0.30 Â 0.08 mm 2 , x Â y directions).
The shape of the velocity waveform measured with UIV (figure 9b) was in good agreement with the Doppler spectrum and the mean absolute difference was 7 cm s 21 or 9% of peak velocity. Peak systolic velocities were 77 and 82 cm s 21 with UIV and Doppler, respectively. The difference is likely to be due to the practical difficulty of aligning the transducer with the centre of the aorta and holding it steady, as well as the known errors in Doppler ultrasound; in vivo Doppler velocity measurement errors may be up to 75% even with an experienced sonographer [10, 50] . Peak systolic flow was calculated to be 175 ml min
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, within the range found for similar anaesthetized rabbits [51] .
The variability in the flow was assessed using the Doppler spectrum. The maximum velocity at peak systole was recorded for 10 successive cycles, and the standard deviation was 3 cm s 21 or 3.5% of the peak systolic velocity.
Discussion
In this work, a method for using conventional clinical ultrasound hardware to map arterial velocities has been developed. The method is based on interleaved imaging [40] , which extends the dynamic range of UIV by enabling shorter Dt without reducing image resolution or field of view. Here the interleaved method has been extended to include phase-based correlation averaging [43] and a method of correcting the velocities for errors introduced by accelerating flows and the sweeping ultrasound beam, a problem first identified by Zhou et al. [32] . Interleaved UIV was used to measure velocity and flow in a straight tube phantom with a variety of flow waveforms. These experiments demonstrated that peak velocities of , in diseased arteries they can be much higher: for example with a carotid stenosis of 50 -70%, the velocity is in the range 125 -230 cm s 21 [2] . Peak velocities measured using conventional UIV are around 70 cm s 21 [30] , although 110 cm s 21 was obtained in this study.
This work has revealed a previously unreported problem with conventional UIV: the measurement of velocity in decelerating flow. The transitional nature of decelerating flows means the scatterers become decorrelated within shorter times and hence require a shorter Dt. Conventional UIV was unable to measure velocity for the complete deceleration phase of the 1.1 m s 21 peak velocity, 60 bpm flow. However, reducing Dt to less than or equal to 63t enabled accurate measurement of the velocity throughout the decelerating phase. Increasing the Reynolds number required even smaller Dt.
Acceleration correction
The problem of velocity errors introduced by ultrasound beam sweeping has been reported before [25] , and velocity correction methods for the velocity components parallel and perpendicular to the direction of the ultrasound beam sweep have been derived for steady flow [32] . Zhou et al.
[32] also reported that there is an additional error in accelerating flows but did not give a correction method. Here we have introduced a method for correcting this additional error which is based on finding the acceleration from the difference between consecutive velocity measurements. To investigate the difference made to the velocity measurements by the new correction method, the results were compared with those found using the steady flow velocity correction method in equation (2.9) [32] (figure 10). During the flow acceleration phase, the steady flow method overestimates the velocity compared with the new method, whereas during deceleration the opposite is true. The new correction method can be thought of as containing two parts: the steady velocity correction, V x steady À V 0 x , which was found using equation (2.10) and an additional correction for the acceleration V x 2 V x stready . Because, in this experiment, the direction of the flow is always opposite to the ultrasound beam sweep direction, the steady velocity correction is positive throughout the cycle. The direction of the additional acceleration correction is negative during acceleration and positive during deceleration. At the phases where there is a low velocity, but significant acceleration, the magnitude of the additional acceleration correction can be greater than the steady velocity correction. The additional acceleration correction varies with position in the image, increasing in magnitude in the direction of the beam sweep. The magnitude of the total correction, V x À V 0 x , was generally around 10% of the real velocity, V x , but could reach over 60%.
Limitations
The flow waveforms used in the phantom experiments were intended to be representative of arterial flows in the human and rabbit, rather than exactly matching specific arteries. The flows had large in-plane velocity components. UIV rsif.royalsocietypublishing.org J. R. Soc. Interface 14: 20160761 suffers limitations in the presence of large out-of-plane velocity components, because the scatterers leave the field of view [46] . With the reduction in Dt, the interleaved method should significantly reduce these limitations, similar to the improvement shown in measuring decelerating flow. For more complicated arterial geometries such as curves, bifurcations and diseased regions, the flow fields are more complicated, and there is a greater need for two velocity components to describe the flow [52, 53] . These flows also have significant out of plane components. The benefits of UIV, and particularly interlaced UIV which has the ability to shorten Dt, will be substantial in these types of flows and investigating them is an important next step. The introduction of three-dimensional ultrasound could provide three components of the flow. The method implemented here relied on post-processing to ensemble average the data. The ensemble averaging has some limitations. The flow phantom data were acquired for 25 s which is significantly longer than a single Doppler measurement. To assess the impact of using less data for the ensemble average, the processing was repeated successively using 10% less data each time. With only 30% of the original data (about 7.5 s), the differences between the UIV results and the validation techniques were slightly higher than with the full data: the difference in the velocity compared with the Doppler spectrum was 9 -10% of peak velocity and the difference in the flow rate compared with the transit time flow meter was 5-7% of peak flow. Another potential problem relates to arrhythmias and more unusual measurement situations such as cardiac arrest. Development of a graphical user interface with real-time information would be very helpful for in vivo studies. The real-time system should allow the correlation to be built up over time, similar to 'persistence', or image averaging, that is currently implemented on ultrasound scanners. This could be done using a phase locked sliding correlation average.
Both spectral Doppler ultrasound and transit time flow measurement have associated errors, such as spectral broadening and manual angle correction. The combined use of both techniques for validation provides greater certainty in the results.
Conclusion
Interleaved UIV provides time resolved, angle independent and full field-of-view maps of in vivo velocities using conventional ultrasound hardware. Provided the appropriate correction is implemented to account for ultrasound beam sweeping, including the new acceleration correction method introduced here, the measurements are accurate: percentage errors were 5-10% compared with spectral Doppler and 2-9% compared with the transit time flow meter. Conventional UIV measurements have been found to be unreliable during flow deceleration, even for moderate decelerations. Interlaced UIV successfully reduces the interframe time, facilitating measurements of pulsatile blood velocities up to at least 1.8 m s 21 , including during the deceleration phase.
This could enable its use in clinical assessments and thus increase diagnostic accuracy, and allow its use in physiological research, opening up new possibilities for studying the links between blood flow and disease progression. analysis of results. All authors contributed to drafting and revising the manuscript and gave final approval for publication.
