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Abstract
Rank Histograms are suitable tools to assess the quality of ensembles within an ensemble
prediction system or framework. By counting the rank of a given variable in the ensemble, we
are basically making a sample analysis, which does not allow us to distinguish if the origin of
its variability is external noise or comes from chaotic sources. The recently introduced Mean to
Variance Logarithmic (MVL) Diagram accounts for the spatial variability, being very sensitive to
the spatial localization produced by innitesimal perturbations of spatiotemporal chaotic systems.
By using as a benchmark a simple model subject to noise, we show the distinct information given
by Rank Histograms and MVL Diagrams. Hence, the main eects of the external noise can be
visualized in a graphic. From the MVL diagram we clearly observe a reduction of the amplitude
growth rate and of the spatial localization (chaos suppression), while from the Rank Histogram
we observe changes in the reliability of the ensemble. We conclude that in a complex framework
including spatiotemporal chaos and noise, both provide a more complete forecasting picture.
KEYWORDS: Rank histogram, MVL diagram, ensemble evolution, noise, space-time chaos,
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1. Introduction
It is well known that noise and chaos represent, respectively, two kinds of essentially dif-
ferent phenomena that, are present in many physical systems. Noise is induced by genuine
stochastic sources, while chaos only shows pseudo-randomness that is deterministic in its
origin (as an example of the pseudo-random behavior in chaotic systems see (Caroll and Pec-
ora, 1993a, 1993b; Anishchenko et al., 1993)). Spatiotemporal chaos is intrinsically irregular
in both space and time and represents a prototype of deterministic pseudo-randomness. In
order to deepen our understanding of chaotic systems, it is interesting to see what would
happen as a result of the interaction between these two sources of irregularities. Even more
important is the eect of both phenomena in the predictability of general physical systems
and in particular those involved in weather forecasting.
In the last decade weather forecasting has been the main driving force behind most of
the studies performed on predictability, and the eld in which the majority of techniques
of practical use have been created. Such approach, the Ensemble Prediction System has
been established as the most appropriate methodology to deal with the uncertainties of the
atmospheric models used in weather forecasting (Gneiting and Raftery, 2005). An ensemble
provides a probabilistic forecast which comprises multiple runs of one or several numerical
weather models. Uncertainties due to models can be classied as external noise, whereas
uncertainties due to initial conditions come from the chaotic eect of amplication of small
perturbations. In a realistic representation of the atmosphere both aspects must be taken
into account and it is important to quantify the contribution of each, in order to optimize
the models, the ensemble structure, and the choice of the initial conditions. In this paper we
show how the recently introducedMean to Variance Logarithmic Diagram (MVL) (Gutierrez
et al., 2008) allows us to distinguish between these kinds of variability and is thus a useful
tool for weather prediction.
In standard methods of ensemble forecasting the evolution of initial errors is usually as-
sessed by root-mean-square (RMS) errors or other methods based on sample statistics to
measure the spread of ensemble members. These methods are convenient to quantify uncer-
tainties in general, but they are not sensitive to the origin of the noise (Kalnay, 2002). Re-
cently, some studies have focused on the spatiotemporal analysis of perturbations to provide
us the possibility of using statistical indicators sensitive to the chaotic origin of determin-
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istic noise (Lopez et al.,2004). It is known that spatial chaos in its innitesimal evolution
leads to localized perturbations due to the relaxation towards the attractor (Pikovsky and
Politi, 1998), but the way in which the noise aects this process is not obvious (Gottwald
and Melbourne, 2005). Hence, to study complex systems with chaotic behavior and noise
eects, both points of view are necessary.
Here we exemplify this assertion by comparing the information obtained from standard
Rank Histograms (RH) and MVL diagrams in a simple model of spatiotemporal chaos sub-
ject to noise. We use the Lorenz`96 model (Lorenz, 1996; Lorenz and Emanuel, 1998), with
an external noisy forcing, i.e. the model takes into account two kinds of perturbations, a
deterministic perturbation given by the chaotic behavior of the model and a stochastic one
which we have assumed as an eective way of including other \uncontrolled" contributions
for a more realistic evolution. The relevance of this model rests on the fact that it repre-
sents a simple but still realistic description of some physical properties of global atmospheric
models.
This work is organized as follows: in section 2 we describe the Lorenz'96 model and
we introduce the ensemble prediction system. In the following two sections we describe
the Rank Histogram and the MVL Diagram. In section 5 we compare both for dierent
situations. In the last section we present some conclusions.
2. Model and prediction system
We have chosen the so called Lorenz'96 model (Lorenz, 1996; Lorenz and Emanuel, 1998;
Wilks, 2005) in order to have spatial chaos and we also introduced parametric noise in
order to take into account stochastic uctuations. It is the same model exploited in Revelli
et al. (2008a, 2008b) to investigate the resonant behavior due to the entanglement between
noise and chaos in an extended system. In spite of the fact that it is a kind of toy-model it
has a clear relevance to real systems as it is of interest for the analysis of climate behavior
and weather prediction (Lorenz and Emanuel, 1998; Orrell, 2003; Wilks, 2005).
2.1 The Lorenz'96 model
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The model equations are
_xj(t) =  xj 1(xj 2   xj+1)  xj + F; (1)
where xj(t) is usually associated with a scalar meteorological quantity such as the geopo-
tential or the temperature, j = 1; 2; ::L represent the space, and _xj indicates the time
derivative of xj. F is the forcing term that we take as uctuating although it is usually
assumed constant.
The Lorenz'96 model has been heuristically formulated as the simplest way to take into
account certain properties of global atmospheric models. The terms included in the equation
intend to simulate advection, dissipation, and forcing respectively. In contrast with other
toy models used in the analysis of extended chaotic systems and based on coupled map
lattices, the Lorenz'96 model exhibits extended chaos (when the F parameter exceeds a
determinate threshold value F > 9=8) with a spatial structure in the form of moving waves.
A commonly used parameter is F = 8, which adjusts the length of these waves to 5 spatial
units. If, moreover, L = 40 the spatial structure mimics geostrophic waves. It is worth
noting that the system has scaled variables with unit coecients, hence the time unit is the
dissipative decay time.
Noise was introduced in the model (Revelli et al., 2008a, 2008b) as a spatiotemporally
uctuating parameter Fj(t) = F0 + 	j(t), with 	j(t) a spatially white noise dichotomic
process. That is, 	j(t) adopts the values  with a transition rate : each state changes
according to the waiting time distribution 'i(t)  e t. The noise intensity for this process
is dened through  = 
2
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. The choice of a dichotomic noise is made in order to avoid
unnecessary complications (Gutierrez et al., 1993) as we are dealing with two kinds of noise:
a pseudo-random one, generated by chaos, and an external (true) random one introduced in a
parametric way. Since the pseudo-random chaotic stationary noise would be quasi-gaussian,
the choice of an external noise of a dierent kind helps us to distinguish between both eects.
However, if necessary, one can take the limit of Gaussian white noise, !1, !1 with
 constant. In order to simulate a meteorological quantity extended around a latitude circle,
we consider periodic boundary conditions x0 = xL, x 1 = xL 1. We take L = 128, instead
of the typical value of L = 40, with the aim of enhancing the strength of chaos.
In this work, as will be explained later, we will assume that the reality is given by the
model without noise F = F0 = 8 (or  = 0), and the modeling incorporates noise. In this
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way we take into account that reality is chaotic and unique and, moreover, models with
more or less accuracy can be simulated by varying the intensity of noise.
2.2 The Ensemble Prediction System
The Ensemble Prediction System (EPS) seems to be the most appropriate methodology
to treat uncertainties in the atmospheric models used in weather forecasting (Molteni, et al.,
1996; Palmer et al., 2002). With this method it is possible to use well known deterministic
models in a probabilistic framework. Uncertainties due to modeling are accounted for by
using ensembles of distinct models (multi-model approach) (Hagedorn et al., 2005) or adding
stochastic terms to the weather models. Those due to the propagation and amplication
of initial errors are included as members generated with the same model but with distinct
perturbed initial conditions.
A typical prediction system based on ensembles contains a control trajectory and ensemble
members, which are to be compared with the reality. This is in fact a kind of assimilation
of the real data given in a format compatible with the model. On one hand, the control and
ensemble trajectories belong basically to the same set of data, both generated by the noisy
model. In this work we assume the reality is described as a realization of the Lorenz'96
model without noise xj(t). At a given time t0 we prepare the ensemble the initial condition
of the control trajectory as identical to reality xc;j( = 0) = xj(t0) and those of each member
of the ensemble as a perturbation of the control trajectory xn;j( = 0) = xc;j( = 0) xn;j,
n = 1::::N=2. Note that we always include two symmetric initial perturbations xn;j in
order to have a symmetric ensemble withN members. The evolution of the ensemble (control
included) is evolved for several forecast horizons,  = 1; 2::, using the Lorenz'96 model with
exactly the same realization of noise for each member of the ensemble and the control itself.
A set of members fxn;j()g including a control trajectory xc;j() is then obtained as forecasts
of reality xj(t0 + ). In this paper we have used ensembles of N = 100 members averaging
over 100 distinct realizations.
The spread of the ensemble is analyzed by taking as reference either the control
trajectory xn;j() = xn;j()   xc;j() or the reality, xn;j() = xn;j()   xj(t0 + ). In
order to distinguish among them, we will refer to x as perturbations and x as errors. If
the system's evolution occurs without noise, we refer to perturbations, and it corresponds
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to a perfect model case. It is worth stressing that, although we want to give a realistic
mimic it is also important to present clearly the separation of eects. On the one hand
x is only amplied by chaotic eects. On the other hand x is only aected by model
uncertainties that are amplied by chaos. There would be an intermediate case (adding
uctuations to the initial condition in x(0)) that is not treated in this paper since it does
not exhibit new behavior and tends to complicate the situation.
3. Rank Histograms
The Rank Histogram (RH) (Harrison et al., 1995; Anderson, 1996; Hamill et al., 1996;
Talagrand et al., 1997) (also known as Talagrand Diagram) is an excellent way to detect
systematic aws of an ensemble prediction system. It allows one to detect where a verifying
analysis usually falls with respect to the ensemble forecast data (arranged in increasing order
at each grid point). Such a diagram is basically built up by depicting, in our case, the state
distribution of a given Lorenz variable. To obtain the RH in our EPS scheme we examine
the ensemble of forecast values fxn;i()gts at a determined spatial point i, at time ts and a
forecast horizon  xi(ts+ ). Once the corresponding rank has been determined, the process
is repeated, changing the sampling time ts, as many times as needed in order to obtain a
stable histogram of ranks. In this work we make a standard (analyzing errors in EPS) and a
non-standard use of RHs. The non-standard use implies the study of perturbations, that is
by adopting as reference the control trajectory fxc;i()gts instead of the \real" one xi(ts+).
3.1 Denition
Dealing with a generic case let us indicate with U = (u1 < u2 < :::; un) the sorted
values of the ensemble, and with V the \reality" (or true state). In practice, as we have an
imperfect knowledge of the \reality", we describe it through a probability distribution. This
distribution is \calibrated" or \reliable" if the probabilities indicate the \real" likelihood
of event occurrence. In case of a nite-sized ensemble, this occurs if the \reality" and the
ensemble can be considered samples from the same probability distribution. In such a case
E[P (V < ui)] = i
n+ 1
; (2)
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where E[P (V < ui)] denotes the expected value of the probability P . If we dene the
bounding ensemble members uo and un+1 such that E[P (V < uo)] = 0 and E[P (V <
un+1)] = 1, then
E[P (ui 1  V < ui)] = 1
n+ 1
: (3)
It is worth noting that the expected value is the same for each one of the n+1 ranks relative
to the sorted ensemble.
A Rank Histogram is obtained by repeatedly tallying the rank of \reality" respect to
the ensemble distribution. Let R = (r1; r2; :::; rn+1) indicate the RH, with n + 1 possible
intervals. The count at a given interval is obtained from
iX
j=1
rj = hP (V < ui)i; (4)
where hP (V < ui)i indicates an average over a large sample of statistically independent
points. The last equation is equivalent to
rj = hP (ui 1  V < ui)i: (5)
Hence, the population of the jth histogram interval is the fraction of times that the \reality"
falls between the sorted ensemble members j   1 and j.
3.2 Interpretation of the Rank Histogram
Rank Histograms are commonly used to assess the reliability of an ensemble forecast
in relation to an observation (verication). The advantage of using RH to compare two
given random variables relies on the additional information obtained by the shape of the
histogram. As we have mentioned above, a at histogram is taken as a sign of reliability,
a
T
-shaped histogram indicates too much variability in the ensemble, and
S
-shaped one
denotes a lack of variability (Hamill, 2001). This interpretation is correct when both the
forecast and reality are nearly independent random variables, but if we use the RH in a
more general case some additional considerations must be added. Simple examples showing
the dierent interpretation of shapes in RH are presented in (Hamill, 2001). It can be
seen how the dependence of variables can change the standard interpretation of RH. For
instance, at or
S
-shaped histograms can be also due to an eect of conditional bias. In our
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case the analysis of perturbations at the rst stages of evolution presents a clear example
of dependence between variables of the ensemble uj = x
c
i + x
j
i (0) and what is taken as
verication, the control v = ucj . In this case E[P (uj < v)] = E[P (x
j
i (0) < 0)], and if the
initial perturbation is taken as a Gaussian random variable, the resulting RH is peaked in
the middle of the histogram independently of the degree of dispersion of the ensemble.
4. Mean-variance of logarithms Diagram
At this point we consider the Mean Variance of Logarithms or MVL Diagram (Gutierrez
et al., 2008), where the evolution of two indices (indicated below) are displayed along the
axis of a two dimensional diagram. Such a diagram is a powerful tool to characterize and
graphically represent the evolution of nite perturbations in systems with spatiotemporal
chaos. Hence it should be useful to analyze the dynamics of perturbations or errors in
an EPS. Perturbations are the dierences between each member of the ensemble and the
control. When the spatial system is chaotic, as in the case of the atmosphere, small initial
perturbations show two distinctive characteristics, exponential growth of the amplitude and
spatial localization. Both phenomena can be explained as a manifestation of the chaotic
eect of stretching and folding in a functional space, where each spatial point corresponds
to a dimension. Spatial localization appears because there are directions (spatial points)
more unstable than others. The dierence with a case of low dimensional chaos, such as the
standard 3-D Lorenz69 model (Lorenz, 1996), is that in spatiotemporal chaos these direction
are not xed, and the localization phenomenon becomes dynamic.
Traditionally, only the amplitude growth has been used to characterize a chaotic system
through the Lyapunov exponent. In Lopez et al. (2004) it has been shown how a more
complete analysis of nite perturbations requires a knowledge of the spatial localization.
The MVL Diagram quanties both aspects of amplitude growth and spatial localization in
a simple scheme.
4.1 Denition
When analyzing perturbations of a system with spatiotemporal chaos, it is observed
that very quickly they become localized due to the multiplicative character of the growth.
This results in log-normal (or generally log-based) statistics. Note that logarithmic normal
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statistics of error growth is a general property of chaotic systems and not a spatial eect, as
shown some years ago by Benzi and Carnevale (1998) in low dimensional chaotic systems.
Due to this log-normal characteristic (Lopez et al., 2004), the behavior of the logarithm of
absolute values of perturbations
hi(t) = ln(jxi(t)j) (6)
was analyzed. The evolution of this quantity results to be similar to the one of kinetic
roughening of interfaces dened in space i and time t (Pikovsky and Politi, 1998). This
type of processes can be characterized by using the rst two moments, mean and variance
(spatial mean is represented by an over-line ::: whereas, as before, h:::i means averaging over
samples).
 Spatial mean of the \interface", given by
M(t) = hhi(t)i = h 1
L
ihi(t)i
= hln (i jxi(t)j)1=Li = ln (t) (7)
evolves in a characteristic linear regime as M(t)  ln (0)+t (where  is the leading
Lyapunov exponent, see (Lopez et al., 2004) for details), until saturation by nonlinear
eects.
 Squared width of the interface (roughness) is dened as the variance of perturbations
V (t) around the spatial mean
V (t) = h

hi(t)  hi(t)
2i (8)
This magnitude grows, as explained below, as a power-law of the form V (t)  t2 in
the linear regime. In the nonlinear regime the variance decays due to nonlinear eects.
The MVL Diagram is obtained by plotting V against M . The mean M is associated
with the exponential growth in time. The variance V accounts for the spatial localization.
These two magnitudes give useful information about dierent aspects of the dynamics of
growth that can be used to characterize ensembles in a prediction system based on them.
Here it is important to remark that, by denition and contrary to what happens in RH, the
MVL representation only considers spatial eects of perturbations, without any reference
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to the sampling of the ensemble (note that the index of each member is irrelevant). In this
aspect RH and MVL Diagrams are complementary, and as we will see, useful to characterize
ensembles.
4.2 Analogy with the growth of rough interfaces
The analogy with the growth of rough interfaces provides us with a very sound theory that
allows the use of known scaling dynamics laws with universal denitions and the possibility
of dening characteristic lengths (Barabasi and Stanley, 1995). A compact picture of the
growth of a rough interface, h(x; t), can be obtained by considering the evolution of two
characteristic lengths, one horizontal dened as a correlation length lc(t), the other vertical
dened as the squared width of the interface V (t).
The spatial correlation length lc(t) can be obtained from a correlation function such as
C(y; t) = hh(x+ y; t)h(x; t)i  V (t)   y2, for y < lc(t). The scaling laws of the interfacial
growth postulate that the correlation length grows as a power law lc(t)  tz, z being the so
called dynamic exponent. While the interface grows, the correlated parts of length lc(t) are
fractal curves with roughness exponent , so V (t)  lc(t)2  t2, and  = z. Finally, the
growth process saturates when the correlation length reaches the system size, lc(tsat) = L in
a saturation time tsat.
These laws indicate that all length scales (horizontal and vertical) and times are related
to each other. This is the reason why we can use a vertical length, V the squared width of
the interface, as a measure of correlation in the logarithmic perturbation. Moreover, the
exponents ; ; z are universal. Our interfaces evolve in the so called KPZ universality with
values  = 1=2,  = 1=3, and z = 3=2 (Barabasi and Stanley, 1995).
4.3 Localization of perturbations
In Fig. 1 we show a typicalMVL Diagram corresponding to the evolution of perturbations
xi for the Lorenz'96 model. Here, the initial conditions are random with a Gaussian
distribution, with a small variance  = 5  10 10. Hence, we are considering the case of a
perfect model with the aim of focusing only on the eects of chaos. Now the noise intensity
is zero, reality and control coincide, and also perturbations and errors are identical, by
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denition.The evolution goes from left to right, and each point in the diagram corresponds
to a given forecast horizon. M() gives the logarithmic amplitude, and is a measure of
the amplitude growth on logarithmic scale. The variance of the logarithmic uctuation V ,
corresponds to the squared width of the above dened interface, and its evolution follows
the typical scaling laws, growing with V ()   2=3 as an innitesimal uctuation in the rst
part of the curve. The second part, with a decreasing variance (negative slope), corresponds
to the eect of the nonlinearities that progressively destroy the acquired correlation.
In order to oer a better picture of the growth of the interface, we show the eect of
localization on perturbations and errors, as it is the main distinctive eect emerging from
chaos. As this phenomenon is far from being intuitive, on the left hand side of the gure we
show snapshots of the perturbation space evolution xi for a generic member of the ensemble
at four dierent representative forecasting times.
Each point (progressing from (a) to (d)) establishes a typical characteristic evolution time
in the MVL Diagram. Points (a) and (b) indicate some representative times for the system
evolution on the positive slope part of the curve. That is, in the part of the curve where
innitesimal perturbations eects are relevant, with the linearized equations governing the
evolution of the system. Point (c) indicates the maximum of the curve, corresponding with
the time associated to the maximum localization of innitesimal perturbations' growth.
Point (d), located on the curve's negative slope part, shows a representative time when
nonlinear (nite perturbations) eects are relevant. This is an important phenomenon that
appears when considering nite perturbations: the progressive loss of correlation due to
nonlinear eects that saturates the growth. Finally, at point (e) the system reaches the
asymptotic region and the form of perturbations becomes again Gaussian (not plotted in
the gure) similar to the initial point a. Note that the MVL Diagram shows clearly the two
regimes of innitesimal and nite uctuations (Fig.1).
From this picture we can see how an increase of the logarithmic variance V corresponds
to a stronger spatial localization in perturbations rather than to an increase in dispersion.
This happens in all log-normal (or other log-based) statistical distributions that come from
a random multiplicative process.
4.4 Interpretation of the MVL Diagram
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When using MVL Diagrams to analyze perturbations or errors in EPS three important
features can be highlighted.
 The amplitude growth is obtained as exp[M()], with  the forecast horizon in section
2.2. Into fact, for a large enough  we could obtain the main Lyapunov exponent,
M()   , but it is not usually the case since saturation by nonlinear eects appears
very quickly (Lopez et al., 2004).
 V () is an index of spatial localization that can be used as a quantier of the strength
of chaos in the presence of noise. Note that V () is also a robust indicator of the
type of statistical distribution of perturbations. For instance, Gaussian perturbations
exhibit a characteristic value of V  1:23 regardless of the amplitude of the initial
perturbation (Gutierrez et al., 2008).
 The slope of the curve is an indicator of dynamical assimilation. A positive slope
indicates increasing localization that occurs when perturbations tend to the attractor.
A negative slope means that perturbations are not dynamically compatible with the
current ow (Gutierrez et al., 2008).
In conclusion, MVL Diagrams can be easily calculated in any prediction system based on
ensembles, and they can be simply interpreted. They oer information about the initializa-
tion procedures and the model formulation which in general constitute a kind of ngerprint
of the model. An example of how this technique is used for model inter-comparison in EPS
can be found in Fernandez et al. (2009).
4.5 Eects of noise: the MVL of errors
TheMVL Diagram has only been used to analyze perturbations in spatiotemporal chaotic
systems. The extension to the analysis of errors is straightforward, simply by taking the
interface hi = log(xi) and continuing with the same interpretation. The nontrivial and
relevant point is how the eect of noise changes the known pure chaotic picture.
When considering errors with distinct intensities (noise is added to the ensemble evo-
lution) the MVL Diagram changes in such a way that the bell-shape form is retained but
with a lower value of the maximum of V than in the MVL Diagram for the case without
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noise. Hence, we can infer that the bell-shape is due to the chaotic characteristic of the
model and the reduction of the bell maximum's height is related to the noise eect. This is
clearly shown in Figs. 2 and 3 where the MVL diagrams correspond to cases where noise
was added to the evolution of the Lorenz`96 model. In order to analyze with more detail
the eect of the noise in the right hand panels of Fig.3 we also depict the time evolution of
both components, M(t) and V (t). Note that the time origin (not plotted) is the same in
all cases and we start plotting the rst value of the evolution. Then the rst eect of noise
appears at this initial time, where the amplitude changes instantaneously. The second eect
can be observed in the slope of the amplitude, M(t)=t, that is close to the main Lyapunov
exponent. This slope becomes smaller for stronger noise. If we associate the strength of
chaos to the value of the main Lyapunov exponent, we can say that an eect of noise is to
reduce this intensity, a phenomenon known as chaos reduction (Balanov et al, 2003; Choe et
al, 2005; Liao et al, 2008). Finally, the saturation time of the amplitude, or the time where
the spatial localization (measured by V ) becomes maximum, is also reduced by noise. Note
that this time can be related to the forecast time, and then it is an important element in the
predictability analysis. As a consequence we can say that the forecast time becomes shorter
due to the eect of noise despite having a smaller Lyapunov exponent. This is perceived as
a contradiction that occurs due to the initial growth of the amplitude that induces a shorter
saturation time.
It is worth remarking here that we are studying a particular case, where the Lorenz'96
parameter (F ) for the control and the ensemble are the same as in reality. However, more
general situations could be considered, with dierent parameters, a problem that will be
the subject of further work.
5. Error analysis with RH and MVL Diagrams
MVL Diagrams provide a good picture of the dynamical evolution of perturbations and
errors but they are not sensitive to statistical aspects of the ensemble in relation to sampling.
For instance, information about the reliability of ensembles is not attainable from MVL
Diagrams. Conversely, RH oer information about the ensemble's reliability while being
much less sensitive to the eects of noise. When the diagrams are observed together, one
expects to get a very complete characterization of the ensemble evolution, useful for dealing
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with EPS in complex systems.
We illustrate this fact in two interesting situations that analyze, respectively, the eect
of noise in a case with random initial conditions, and the use of dynamically assimilated
initial conditions in the case of a perfect model. In this way we try to isolate distinct
aspects that are important in the treatment of errors. In order to have the joint information
from RH and MVL Diagrams we have plotted simultaneously the extreme left ( Tl), central
(Tm), and extreme right (Tr) values of the RH, with the normalized variance V
 = V=Vmax,
versus time, for the above mentioned cases.
5.1 Deterministic and stochastic noise
In Fig. 4 we show three cases corresponding to the inclusion of dierent intensities of
noise, and with an uncorrelated Gaussian initial perturbation. The rst case, upper panel, is
a perfect model situation, without noise. As the only uctuating eects are due to chaos, the
variation of both diagrams' results well synchronized. The time at which localization takes
place corresponds to a delta shaped convex diagram, whereas when localization is lost by
nonlinear eects, the RH takes on a at shape. The delta peaked RH remains constant over
the whole innitesimal phase, indicating that although perturbations localize and changes
its statistics very fast (the slope of V (t) is steeper), they remain independent of the control
trajectory. The end of the deterministic eect, given by the time at which V becomes small
and stationary, coincides with the beginning of the stochastic time, when the RH becomes
almost at.
In the second case, middle panel in Fig. 4, we include noise but moderate enough to
have
T
-shapes at the beginning of evolution. In the RH we can observe three zones in
which the shape is markedly convex ( < 250), lightly convex ( < 2500), and almost at
( > 2500). The course of the deterministic noise, when V increases by chaos and decreases
by nonlinearity, is mainly included in the intermediated zone. The end of the deterministic
period is also within this zone and this occurs well before the beginning of the stochastic
regime. Roughly speaking we could say that the eect of moderate noise consists of a weak
suppression of chaos that develops as a loss of spatial localization together with a gain of
reliability.
In the third case in lower panel in Fig. 4, the noise is very strong, producing a marked
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shape in the RH, indicating a complete domination of the noise, until the stochastic time
at which the diagram becomes at. The eect of chaos is completely hidden in the RH but,
surprisingly, it is perfectly identied in the MVL Diagram.
5.2 Localized initial conditions in a perfect model case
In the previous subsection we have used random initial conditions, and we were able
to see in the MVL Diagram how such initial conditions localize due to the eect of the
deterministic chaos. This randomness in the initial conditions is a source of uncertainty
that can be minimized by using adequately prepared conditions. A good choice is the use of
dynamically localized perturbations, coming from either a combination of Lyapunov vectors
or an ensemble of bred vectors. In this paper we use logarithmic bred vectors generated as
explained in Primo et al. (2008). A breeding cycle is performed by evolving with Eq. (1)
two close trajectories and normalizing in order to keep a given amplitude constant (here we
adopt A = 10 4). After a number of cycles of breeding, perturbations become stationary
and ready to be used as dynamically assimilated initial conditions.
In Fig. 5 we show theMVL Diagram, without noise, for two dierent cases: using random
initial conditions and using dynamically localized initial conditions with bred vectors. The
random initial condition case follows a typical trajectory that can be explained, using the
analogy with rough interfaces, as the growth of the height (M) and squared width (V ) of an
interface in the KPZ universality class (Primo et al., 2006). The case of dynamically localized
initial conditions is not standard since the localization is not complete and it increases slowly
in a relaxational way. Note that with very small initial amplitudes the random perturbation
can achieve better localization than the initially localized case. Figure 6 shows in two panels
from top to bottom, the time evolution of RH (also including the time dependence of V )
corresponding to the situation indicated in the previous MVL Diagram. As before, and in
order to have the joint information from RH and MVL Diagrams, in Fig. 6 (and later in
Fig. 8) we have plotted simultaneously the extreme left, the central, and the extreme right
values of RH, together with the normalized variance V , versus time.
In Fig. 7 we show once again theMVL Diagram, also without noise, for two other dierent
initial conditions: dynamically localized initial conditions using bred vectors and localized
but dynamically non compatible initial conditions (non dynamically assimilated). Now, the
15
dynamically localized initial conditions are completely saturated, so the localization remains
constant until the appearance of the eect of nonlinearities, when the variance V begins to
decrease. The non dynamically assimilated initial conditions are obtained by a simple disor-
dering of the previously obtained dynamically assimilated initial conditions. The evolution
in this case shows a rapid decrease of variance V due to the lack of compatibility with the
dynamics, followed by a gain in localization when the perturbation becomes assimilated.
Figure 8, similarly to Fig. 6, shows in panels from top to bottom, the time evolution of
the RH together with the time dependence of V , corresponding to the situation indicated
in Fig. 7.
The important message here is that all the indicated situations are clearly identied with
the variance of V , whereas the RH is insensitive to changes due to the chaotic behavior.
Two important aspects should be remarked. Firstly, it can be observed from Fig. 6
and 8 that when the initial ensemble is dynamically prepared, the RH is almost at from
the very beginning. This can be understood since an initial prepared ensemble comes from
a stationary evolution state that produces statistical independence between members and
the control. The ensemble reproduces or follows the control simulation's evolution, as it is
sampled from the same distribution (Smith, 1999).
Hence, with a dynamically prepared initial ensemble we obtain a better spatial resolution
(increase of V ) with more reliability (atter RH). Obviously, both eects are a consequence
of the elimination of spurious spatial noise. The second remark is related to the ability of the
logarithmic variance to detect badly assimilated initial conditions (last panel of Fig. 8). In
this gure the initial condition has been localized as in the previous one but the dynamical
compatibility was perturbed by a simple disordering of the obtained initial condition. Note
that RH are insensitive to these eects of dynamical assimilation.
Finally, for the sake of completeness, we show in Fig. 9 the MVL diagram in a case of
dynamically prepared initial conditions with noise. The eects of noise are the same as
in the case of random perturbations, but now, besides the instantaneous initial change of
amplitude, there is also a reduction of the spatial localization (V ).
6. Conclusions
Forecasting in a complex framework with model uncertainties (noise) and chaos (ampli-
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cation of initial perturbations) requires a complete analysis including techniques coming
from the theory of chaotic perturbations and sampling. In this paper we propose the joint
use of RH and MVL Diagrams to determine the properties of a simple prediction system
based on ensembles. Data is generated in a Lorenz'96 model with controlled noise and
mimicking and ensemble prediction system.
RHs inform about the statistical quality of the ensemble (reliability) whereas MVL Dia-
grams take into account the eect of chaos and noise in the form of spatial resolution and
dynamical assimilation. We deal simultaneously with perturbations (simulations without
noise) and errors (simulations including noise). Notice that the standard use of RH is for
errors and, conversely, MVL Diagrams deal with perturbations. In both cases the extension
to a more general use is straightforward.
Although all the analysis in this paper is based on a "toy model" (Lorenz96 model) we
expect that the main conclusions will remain valid for more complicated models. That is
because the spatial localization phenomenon is a general property of chaotic systems and V
is a robust quantier of spatial localization in any system. In fact, the MVL diagram has
been successfully applied to the analysis of realistic weather models, as shown in Fernandez
et al. (2009).
From the observations of RH and MVL Diagrams applied to perturbations and errors
and with more or less dynamically prepared initial conditions we can obtain some general
conclusions. The eect of moderate noise is a kind of chaos suppression mechanism that acts
to reduce the spatial resolution (reduced localization) and increase the reliability (atter
rank histograms). Strong noise destroys completely the reliability (well formed
S
-shaped
rank histogram). However, the great sensitivity of MVL Diagrams to detect the presence
of chaos in a strong noisy environment is outstanding. We conclude by remarking our main
result: rank and MVL Diagrams give dierent information that is useful to optimize the
performance of EPS operating on complex systems including spatial chaos and noise.
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Figure Captions
Figure 1: Right: MVL Diagram where ve typical times, described in the text. Left: four
snapshots of the system's amplitudes associated to the points indicated on the right. Note
the dierent vertical scales in the four cases. Simulations are without noise (perfect model)
and the initial condition corresponds to a random Gaussian distribution with  = 510 10.
Figure 2: Right: MVL Diagram where four typical times are indicated. Left: snapshots
of the system's amplitudes associated to the points indicated on the right. The parameters
are the same as in Fig. (1), but now including noise with  = 10 5 and  = 10.
Figure 3: Left:MVL Diagrams for dierent noise intensities with  = 10. Open circles
 = 0, black squares  = 10 4, crosses  = 10 1. Initial conditions are the same in all
three cases, and as in the previous gures.Right: Evolution of M(t) and V (t). Note that
the initial point is not plotted.
Figure 4: Left: Rank Histograms at three separate times, and right time behavior for
three positions in the histogram with the normalized variance V  = V=Vm (rhs). Left: crosses
for t = 64, black squares for t = 960, and open circles for t = 2048. Right: continuous line
for Tl (position 1), dash-dotted line for Tm (position 50), and dashed line for Tr (position
100). V  is shown with a thick continuous line. Parameters as in Fig. 2. From top to
bottom  = 0,  = 10 4,  = 10 1.
Figure 5: MVL Diagrams for dierent initial conditions. Same parameters as in Fig.
1, also without noise. The dierent curves correspond to: open circles with random initial
conditions; black squares to dynamically localized initial conditions using bred vectors.
Figure 6: Evolution of Tl, Tm, Tr and V
 with the same lines as in Fig. 4 and without
noise. From top to bottom: random initial conditions and the localized initial conditions
after breeding.
Figure 7: MVL Diagrams for dierent initial conditions. Same parameters as in Fig.
1, also without noise. The dierent curves correspond to: open circles to dynamically
localized initial conditions using bred vectors (assimilated), black squares to localized but
not dynamically compatible initial conditions.
Figure 8: Evolution of Tl, Tm, Tr, and V
 with the same lines as in Fig. 4 and without
noise. Upper panel: Dynamically assimilated initial conditions after breeding; lower panel:
localized but non-assimilated initial conditions.
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Figure 9: MVL Diagrams for dierent noise intensities with  = 10. Open circles  = 0,
black squares  = 10 4, crosses  = 10 1. Initial conditions are the same in all three cases,
now dynamically assimilated after breeding. Note that the initial point is not plotted.
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FIG. 1: Right: MVL Diagram where ve typical times, described in the text. Left: four snapshots
of the system's amplitudes associated to the points indicated on the right. Note the dierent
vertical scales in the four cases. Simulations are without noise (perfect model) and the initial
condition corresponds to a random Gaussian distribution with  = 5 10 10.
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FIG. 2: Right: MVL Diagram where four typical times are indicated. Left: snapshots of the
system's amplitudes associated to the points indicated on the right. The parameters are the same
as in Fig. (1), but now including noise with  = 10 5 and  = 10.
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FIG. 3: Left:MVL Diagrams for dierent noise intensities with  = 10. Open circles  = 0, black
squares  = 10 4, crosses  = 10 1. Initial conditions are the same in all three cases, and as in
the previous gures.Right: Evolution of M(t) and V (t). Note that the initial point is not plotted.
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FIG. 4: Left: Rank Histograms at three separate times, and right time behavior for three positions
in the histogram with the normalized variance V  = V=Vm (rhs). Left: crosses for t = 64, black
squares for t = 960, and open circles for t = 2048. Right: continuous line for Tl (position 1),
dash-dotted line for Tm (position 50), and dashed line for Tr (position 100). V
 is shown with a
thick continuous line. Parameters as in Fig. 2. From top to bottom  = 0,  = 10 4,  = 10 1.
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FIG. 5: MVL Diagrams for dierent initial conditions. Same parameters as in Fig. 1, also without
noise. The dierent curves correspond to: open circles with random initial conditions; black squares
to dynamically localized initial conditions using bred vectors.
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FIG. 6: Evolution of Tl, Tm, Tr and V
 with the same lines as in Fig. 4 and without noise. From
top to bottom: random initial conditions and the localized initial conditions after breeding.
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FIG. 7: MVL Diagrams for dierent initial conditions. Same parameters as in Fig. 1, also without
noise. The dierent curves correspond to: open circles to dynamically localized initial conditions
using bred vectors (assimilated), black squares to localized but not dynamically compatible initial
conditions.
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FIG. 8: Evolution of Tl, Tm, Tr, and V
 with the same lines as in Fig. 4 and without noise.
Upper panel: Dynamically assimilated initial conditions after breeding; lower panel: localized but
non-assimilated initial conditions.
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FIG. 9: MVL Diagrams for dierent noise intensities with  = 10. Open circles  = 0, black
squares  = 10 4, crosses  = 10 1. Initial conditions are the same in all three cases, now
dynamically assimilated after breeding. Note that the initial point is not plotted.
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