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“The beginning is easy to recite for us,
The ending is nowhere in sight for us.
And though the answers may some day be nearer,
Things will get worse, before they get clearer.”
Arthur Roberts,
Some People don’t Know Where to Stop (1952).
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Zusammenfassung
Um Physik jenseits des Standardmodells zu entdecken, muss man zwangsweise den
Higgs Sektor besser verstehen. Nachdem die Gru¨nde dafu¨r rezensiert sind, diskutie-
ren wir zwei zusammengeho¨rige Ansa¨tze: entweder man kann das pha¨nomenologische
Problem angehen, maximale Ausku¨nfte aus Teilchenphysik Experimente zu heraus-
ziehen, oder die theoretische Untersuchung unternehmen, um die Kenntnis von dem
Higgs Sektor zu verbessern.
Ersten Teil dieser Dissertation nehmen wir einen pha¨nomenologische Standpunkt
ein, und diskutieren das generelle Problem, infraroten Standard Modell Korrekturen
in eine Modell-unabha¨ngige Beschreibung von neuer Physik in Higgs Zerfa¨lle und
Produktion zu einfu¨gen. Erstens analysieren wir infrarote elektromagnetische Kor-
rekturen (Bremsstrahlung). Wir stellen einen kompakten Formalismus bereit, um
allgemeingu¨ltig Fermionen Bremsstrahlung in fu¨hrender logarithmischer Approxima-
tion zu beschreiben, danach erla¨utern wir ihn durch die h → 2e 2µ Fallstudie. Zwei-
tens diskutieren wir doppelt-logarithmische Masse-Singularita¨ten, die sich aus dem
elektroschwachen Sektor ergeben. Masse-Singularita¨ten sind fu¨r Higgs Produktions-
prozesse bei hohen Energie wichtig, und wir stellen eine detaillierte Analyse dieser
Beitra¨gen in neuer Physik Szenarien bereit. Wir beschra¨nken hier unsere Diskussion
auf die Higgsstrahlung Fallstudie.
Zweiten Teil der Dissertation nehmen wir einen zusammengeho¨rigen Standpunkt
ein und fu¨hren eine theoretische Studie der hoch-Energie Supersymmetrie durch. Wir
nu¨tzen wichtige Merkmale der supersymmetrischen Theorien — wie die hoch einge-
schra¨nkt Struktur des supersymmetrischen Higgs Sektor, Eichkopplungen Vereinigung
und Spontane elektroschwache Symmetriebrechung durch Strahlungskorrekturen —
aus. Damit ziehen wir intrigante Schlussfolgerungen u¨ber die Durchfu¨hrbarkeit von
supersymmetrischen Theorien in der (mh,mt) Ebene.
ii
Abstract
After reviewing the reasons to believe that the road to shed light to Beyond
Standard Model physics pass through a better understanding of the Higgs sector,
we outline two complementary approaches along this main line: either tackling the
phenomenological challenge to extract as much information as possible from collider
experiments, or undertaking a theoretical investigation of new physics scenarios in
order to gain knowledge on possible explanations to the Higgs mysteries.
In the first part of the dissertation, we adopt a phenomenological approach and
discuss the general problem of including infrared Standard-Model-like corrections in
a model-independent new physics characterisation of Higgs decay and production
processes. We deal first with infrared electromagnetic corrections (bremsstrahlung),
providing a compact formalism to generally describe fermion bremsstrahlung in lead-
ing logarithmic approximation and then exemplifying its effectiveness through the
h → 2e 2µ case study. Subsequently we switch to a discussion of double-logarithmic
mass singularities stemming from the electroweak sector, which affects among the
others also Higgs production processes in the high-energy regime. We provide here
a detailed analysis of such mass singularities in generic new physics scenarios for the
case study of Higgsstrahlung.
In the second part of the dissertation, we adopt a complementary approach and
perform a theoretical study of high-scale supersymmetry. We exploit the highly con-
strained structure of the Higgs sector in such theories, together with other of their
important features such as gauge coupling unification and radiative breaking of elec-
troweak symmetry, to draw intriguing conclusions regarding the viability of such
theories in the (mh,mt) plane.
iii
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Introduction
Nowadays, the most experimentally successful theory describing physics at its fun-
damental level is the Standard Model of Particle Physics. Despite its astonishing
agreement with experimental data, it is widely believed that the Standard Model
needs an ultraviolet completion, that is a theoretical improvement of the theory in
order to more properly describe the behaviour of nature at higher energies (i.e. smaller
distances).
Arguably, the most compelling reasons suggesting the existence of Beyond Stan-
dard Model physics come from the Higgs sector of the theory. The scalar potential
of the Higgs boson is puzzling the physics community since decades and the inner-
most dynamic triggering the electroweak symmetry breakdown is still not properly
understood. Furthermore, the very peculiar features displayed by Yukawa interac-
tions, such as fermion masses hierarchies and Cabibbo–Kobayashi–Maskawa matrix
structure, should just be seen as coincidences within the Standard Model, where
no explanation of their origin is given. These issues have motivated an impressive
theoretical effort, undertaken in the last four decades, to understand the hidden mech-
anisms behind the peculiarities of the Higgs sector and to unveil the right direction
through the correct Standard Model ultraviolet completion.
In parallel, experimental physics has progressively pushed up the high-energy
fronter, in order to eventually directly probe the Higgs sector in collider experiments,
looking for revealing signatures of Beyond Standard Model physics. Despite the re-
cent discovery of the Higgs boson [1, 2], its properties are still largely unknown. For
this reason, an extensive program of precision measurements will be carried on at the
Large Hadron Collided (LHC) facility for the decade to come.
Waiting for new, more precise data to be collected in the near future, one pos-
sibility to push further the investigation of Higgs sector is to adopt a pragmatic
bottom-up approach to new physics. In particular, the important issue can be tack-
led of parametrising experimental data and characterising Higgs properties with high
precision and least theoretical bias possible. Accomplishing such a task would pro-
vide experimentalists and theorists with a common and clear language to compare
collider’s results with phenomenological predictions, avoiding continuous recasting
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of experimental analyses for different purposes as well as the hermeticity of some
theoretical speculations.
A clear effort in the above direction has been made with the development of the
so-called Higgs Pseudo Observables (hPO) framework [3, 4]. The basic idea of such
program was to naturally extend the κ-framework adopted in the first run of LHC ex-
periments [5–7], providing a general parametrisation, in terms of pseudo observables,
of amplitudes for Higgs production and decay processes. To directly parametrise
on-shell amplitudes, rather than computing them starting from explicit new physics
Lagrangians (either effective or renormalisable), comes with several advantages. On
the one hand, it discharge us from making several additional theoretical assump-
tions that are unavoidably connected with a Lagrangian approach. On the other
hand, pseudo observables can be more transparently connected to raw data, allow-
ing a clearer interpretations of experiments. Furthermore, pseudo observables allows
for a systematic inclusion of higher-order corrections due to infrared physics (which
is usually assumed to be Standard-Model-like), , leading to an accurate theoretical
description of Higgs processes which recovers the best up-to-date Standard Model
predictions in absence of new physics effects.
An important aspect of collider phenomenology is to properly take into account
the kinematic distortion of decay and scattering processes due to radiative corrections.
These includes the soft emission of photons and/or gluons, the so-called initial and
final state radiation, as well as electroweak corrections in the high-energy regime,
where W and Z bosons produce distortion of the same nature as the QED and QCD
ones. Therefore, in order for the hPO framework to be a viable bridge between theory
and experiments, a systematic and model-independent inclusion of radiative effects
should be embedded in its language.
The first part of this dissertation will deal with the issue of including radiative
corrections in the hPO description of Higgs decay and production processes [8]. As
far as Higgs decays are concerned, only QED and QCD effects are relevant, since
the Higgs mass sets an upper limit to the energy of the process too low to advocate
for relevant distortions due to W and Z bosons. Being the Higgs decays involving
coloured final states generally of less interest, we will further restrict our attention
only to QED radiative effects.
The aspect of radiative corrections in electrodynamic is tightly constrained by
crucial theorems developed in the 1960’s [9–16]. Exploiting those results, we derive a
simple but powerful formalism able to describe the kinematic distortion of processes’
spectra due to soft and/or collinear photon emission by fermion currents. Such a
tool is then exploited for a detailed differential analysis of the h → 4` decay in the
hPO framework, to exemplify its application and emphasise the importance of QED
radiative corrections. However, it is worth stressing that the developed formalism
is by no mean limited to the hPO framework nor to Higgs processes and the same
machinery has been also exploited in other contexts [17].
Higgs production processes call for additional concerns. A first issue is that
coloured initial states are unavoidably involved, therefore QCD radiative corrections
must be taken into account. However, in this dissertation we focus on a second,
more subtle point. As already stressed, in the high-energy regime purely electroweak
corrections due to W and Z bosons also generate distortion effects, but with a trouble-
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some addition: a complicated interplay among different processes due to the SU(2)L
rotation of initial and final state takes place as a consequence of soft W and Z re-
scattering.
Within the Standard Model, a detailed analyses of electroweak double- and single-
logarithmic mass singularities have already been carried out in the literature [18–23],
but a suitable extension to new physics scenario was missing. In this dissertation, we
tackle the problem of a general discussion of double-logarithmic mass singularities in
generic new physics scenarios, adopting an hPO perspective. Once again, analysis is
performed and conclusions are drawn for a case study, namely Higgsstrahlung pro-
cesses, but the developed methodology has wider validity and applications.
A completely different possibility is to pursue the investigation of the Higgs sector
from a more model-building oriented top-down perspective. Rather than to assume
the peculiarities of the Standard Model (and of the Higgs sector in particular) as
inputs, as in bottom-up strategies, in top-down approaches the aim is to explain them,
deriving their pattern from educated guesses on the structure of Beyond Standard
Model physics.
Supersymmetric theories have long been considered the most appealing Standard
Model ultraviolet completion. They are theoretically well-motivated, provide viable
solutions to some long-standing problems of particle physics and are an essential in-
gredient of promising theoretical speculations such as supergravity and string theory.
Despite the recent crisis of natural theories with TeV-scale supersymmetry, due to
the negative results of direct searches at LHC, high-scale supersymmetric theories are
still intriguing and with far-reaching consequences.
In this dissertation, we focus on the Minimal Supersymmetric Standard Model
(MSSM) as a case study of supersymmetric theories. Disregarding naturalness con-
siderations on the scale of supersymmetry breaking, the parameter space of the MSSM
is explored to analyse its intriguing features, such as gauge coupling unification and
successful prediction of the quartic Higgs coupling value.
Many studies in this direction have already been performed in the past (see
e.g. [24–26]). Before the Higgs discovery, their main focus was to determine the Higgs
mass viable region through a detailed investigation of the quartic Higgs coupling
matching condition provided by supersymmetric theories. After the direct measure-
ment of the Higgs mass, those studies continued with a different perspective: hope-
fully, an analysis of the landscape of possible quartic Higgs couplings could point out
revealing peculiarities (or criticalities) of the physical value chosen by nature.
Here we present a significant conceptual improvement of such kind of investiga-
tions. A first important refinement regards the way the parameter space of MSSM is
scanned. Differently from many previous works, a “natural” range for the spectrum of
soft supersymmetry-breaking terms is suitably defined and imposed at its input scale
(e.g. the scale of grand unification) rather than at low scales, where such spectrum
can easily be broadened by running effects due to the renormalisation group flow.
A second notable addition is the further scan over different top-quark masses since,
as a matter of fact, it would be quite unreasonable to scan over the quartic Higgs
coupling only. Indeed, the top Yukawa plays a major role in the supersymmetric
matching condition for the quartic Higgs coupling, as well as in the renormalisation
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group flow of many MSSM parameters. Furthermore, the physical value of top-quark
mass chosen by nature is undeniably as peculiar and intriguing as the Higgs mass and
an investigation of its possible criticalities is of equal interest.
Finally, another important novelty of our analysis is a systematic investigation
of the so-called Radiative Electroweak Symmetry Breakdown (REWSB). Under suit-
able conditions, the theory can be seen to preserve the electroweak symmetry at its
input scale, triggering its spontaneous breakdown at lower energies entirely through
radiative effects driven by renormalisation group flow. This is an intriguing possi-
bility which is included and studied within our scan of the parameter space of MSSM.
The dissertation is organised as follows. Chapter 1 discusses some general moti-
vations to go beyond the Standard Model and to focus on the Higgs sector in par-
ticular. Chapter 2, 3 and 4 are dedicated to a bottom-up study of Higgs collider
phenomenology. In chapter 2 we review the general hPO parametrisation first pro-
posed in Ref. [3,4]. In chapter 3 we investigate the distortion of Higgs decay spectra
due to infrared QED effects (bremsstrahlung). In chapter 4 we extend the discussion
to infrared distortion effects due to electroweak physics, which plays a role in Higgs
production processes. Chapters 5 and 6 deal with our top-down analysis of supersym-
metry. In chapter 5 we review supersymmetric theories in general, focusing then on
the MSSM. In chapter 6, High-Scale Supersymmetry (and the MSSM in particular)
is analysed from the perspective outlined above, with the attempt to shed light to an
interesting criticality of the physical Higgs and top-quark masses.
CHAPTER 1
Remarks on the Standard Model of Particle Physics
1.1 Why going beyond the Standard Model
The Standard Model of Particle Physics is a very successful theory. Its predictions,
tested in the last three decades with increasingly high precision, are in excellent
agreement with experimental data for a wide range of phenomena. The coronation of
this success has been the recent discovery of the Higgs boson [1,2], the missing piece
of this theory that was still seeking for an experimental confirmation. Thus, if we do
not take into account a few number of discrepancies between Standard Model and
cosmological observations, and with the notable exception of evidence for neutrino
masses (all to be briefly discussed in section 1.1.1), we are facing a rather astonishing
absence of new physics signals.
Despite this lacking of experimental proofs, nowadays it is widely believed that
the Standard Model is just an effective theory, i.e. the low energy approximation of a
more fundamental theory. Therefore, if accepting that the Standard Model needs an
ultraviolet completion, the most urgent question becomes which is the energy scale of
such new physics. A great number of scenarios have been proposed so far to answer
this compelling question, and a complete list of them is far beyond the scope of this
dissertation. In this section, we will limit ourself to a general discussion of the energy
scale at which such new physics might show up.
The need for a Beyond Standard Model theory becomes more pressing when the
concept of naturalness is introduced. If adopted as a research instrument, this theo-
retical tool provides striking evidences that the Standard Model cannot be a definitive
theory and, if pushed further, it could also give important hints on the energy scale
where new physics should first occur.
1.1.1 Experimental evidence for new physics
As already mentioned, there are just a few experimental clues for Beyond Standard
Model physics and most of them come from the comparison of Standard Model predic-
tions with cosmological observations. Referring to the literature for a more complete
discussion, we outline below the most intriguing of such discrepancies.
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• Dark matter. Nowadays there is overwhelming evidence that the 84.5% of the
total matter in the universe is constituted of dark matter [27], i.e. matter made
of particles not included in the Standard Model and with largely unknown
properties. Then the Standard Model obviously needs a completion to include
one (or more) new particle(s) able to explain the very dark matter existence.
• Baryon asymmetry. Another well established cosmological observation is that
there is exceedingly more matter than antimatter in the universe, an anomaly
known as baryon asymmetry. Even though the Standard Model can in principle
address such asymmetry, it spectacularly fails to quantitatively reproduce its
amount [28]. This failure leads to a conflict between the Standard Model of
particle physics and our present cosmological models. Maybe new interactions
and mechanisms in the new physics sector could solve this problem.
• Inflation. The inflation mechanism was first proposed in the 1980’s to solve
some serious cosmological problems (such as the horizon and the flatness prob-
lems) [29]. In the last decades this theory has gained increasing credit and
consideration, but the Standard Model is unable to explain in a satisfactory
way the inflation era, resulting in a conflict between these two theories.
• Neutrino masses and mixing. Apart from the above cosmological arguments, the
only known evidence for Beyond Standard Model physics are neutrino masses
and oscillation. Within the Standard Model, neutrinos are massless particles.
Instead, neutrinos are definitely massive particles, as shown by different exper-
iments by now. In more recent years also the phenomenon of neutrino flavour
oscillation has been studied and confirmed by experiments [30–33]. Both these
observations require a mandatory modification of the Standard Model in order
to accommodate such phenomena. There is not a unique way to do that and
the solution to this problem can shed light to the new physics sector, as it will
be briefly sketched later.
In summary, except for the neutrino masses and mixing, an unambiguous signal of
new physics (such as an experimental deviation from the Standard Model predictions
or an unexpected resonance at collider experiments) is still missing. Why is it so,
despite the fact that an ultraviolet completion of the Standard Model should exist,
is one of the most compelling questions in modern particle physics.
1.1.2 The energy scale of new physics
Independently from experimental observations, it can be theoretically argued that the
Standard Model cannot be a theory valid up to arbitrarily high energies. The reason
is a long-standing problem: the Standard Model does not include gravity interactions
and, in fact, a consistent quantum theory of gravitation is still missing. Maybe this
unification cannot be reached within the context of quantum field theories and a
dramatic change of perspective might be needed, such as a string theory approach
[34, 35]. Nevertheless, the energy scale at which quantum gravity effects eventually
show up represents an ultimate ultraviolet cutoff for the Standard Model. In other
words, even in the absence of any other kind of new physics, the Standard Model
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needs at least the ultraviolet completion necessary to include gravity. Nowadays
there is a broad agreement on putting such cutoff scale directly at the Planck scale,
Λ ∼ mP ' 1019 GeV, since no theoretical reasons can be found to lower this bound1.
As mentioned, it is also believed that at those energies the quantum field theory
approach eventually stops to be applicable and new techniques must be developed.
The above argument put an ultimate cutoff scale for the Standard Model at the
Planck scale. However, there are some theoretical and experimental clues that new
physics might exists at slightly lower energies, the so-called GUT scale, mG ∼ 1014÷
1016 GeV.
The first indication of physics at the GUT scale comes from the evolution of the
three Standard Model gauge coupling under the renormalisation group flow. In the
Standard Model they all merge at nearly the same value at energies ∼ 1014 GeV [36]
and an even better situation occurs in the Minimal Supersymmetric Standard Model
(MSSM), where they exactly merge at energies ∼ 1016 GeV [36], as it will be discussed
in chapters 5 and 6. This gauge coupling unification is a genuine prediction of Grand
Unified Theories (GUT), where the Standard Model gauge group is embedded in a
simple group such as SU(5) or SO(10) [37,38].
A second theoretical clue comes from the see-saw mechanism, that tries to ex-
plain the small non-vanishing neutrino masses. It is well-known that there exist only
one independent five-dimensional effective operator compatible with Standard Model
symmetries [39], the Weinberg operator:
L5 = y
Λ
(φ˜†L)TC(φ˜†L) , (1.1)
where φ˜ is the charge conjugate of the Higgs doublet, L is the lepton left-handed
doublet and C is the charge conjugation matrix. Here Λ represents the energy scale
of the physics which originates this effective term and y is a dimensionless O(1)
coupling constant2. After the electroweak symmetry breakdown, this term generates
a mass for the left-handed neutrinos3:
mνL =
y2v2
Λ
, (1.2)
with v = 176 GeV the Higgs vacuum expectation value (v.e.v.). Now, if one tries to
deduce the energy scale Λ by inverting this relation, one gets
Λ ' 3 · 1014
(
0.1 eV
mνL
)
y2 GeV , (1.3)
suggesting that, if the see-saw mechanism is the right answer to neutrino masses, the
new physics behind it could be possibly found at the GUT scale.
The energy scales of new physics discussed so far (mP and mG) are very far from
nowadays experimentally achievable energies (such as the TeV scale at LHC). This
1It can be said that the choice of this scale is a “natural” one, since the Planck mass is directly
related to the Newton constant GN : mP ≡
√
1/GN . This concept of naturalness will be thoroughly
discussed later.
2Again, this could be seen as a “natural” choice for the value of this parameter.
3The current upper cosmological bound for neutrino masses is
∑
imνi . 0.3 eV [40]. Weaker
bounds derive from laboratory experiments, for example mνe . 2 eV [41].
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enormous energy gap would generate an high decoupling between the Standard Model
and the new physics sector, which in turns could explain why experiments have not
seen new physics signals yet. But then the interesting question becomes if this is the
end of the story, i.e. if new physics appears only at very high energies, unreachable
to nowadays collider experiments. Perhaps the answer is positive, but only if one
completely ignores the naturalness problem. How this principle works and how it can
be used to explore new physics scenarios is the topic of the next sections.
1.1.3 The naturalness problem
If accepted as a physical principle, the concept of naturalness can be used as a powerful
theoretical tool that can put in crisis the Standard Model at much lower energy scales.
Following the formulation of naturalness by ’t Hooft [42], a theory is natural if,
for all its parameters p which are small with respect to their fundamental scale Λ,
the limit p→ 0 corresponds to an enhancement of the symmetry of the system.
To understand the meaning of this definition, we take as an example the fermion
masses mf . Regularizing the theory through an ultraviolet cutoff Λ and computing
the loop corrections δmf to mf , naively these corrections could be expected to be
proportional to Λ. However, since the limit mf → 0 restores the fermion chiral
symmetry, every contribution to δmf should be proportional to mf itself (in order
to vanish in the mf → 0 limit). Then the dependence of δmf through Λ can only be
logarithmic, ∼ log Λ. This mechanism, that is a direct consequence of the fulfilment
of the ’t Hooft condition, protect the fermion masses from planckian corrections and
makes a small value for the mf/mP ratio natural.
A complementary request to a natural theory is for all parameters that do not
satisfy the ’t Hooft condition to have an O (1) value with respect to their fundamental
scale. Then, it can be said that a naturalness problem arises every time a theory
exhibits a small parameter without furnishing any symmetry to protect its value.
We can turn this problem to a more quantitative form by introducing the notion
of fine tuning. Once identified the unnatural small parameter p and its fundamental
scale4 Λ, one may define the amount f of fine tuning by:
f ≡ p
Λ
. (1.4)
The smaller f , the bigger the required fine tuning.
Generally, an high fine tuning would go against the belief that the observable
properties of a physical theory are stable under small variations of its fundamental
parameters. One talks about the naturalness of a theory to describe such behaviour.
Once formalised these concepts, it can be easily argued that the Standard Model
is not a natural theory and a (sometimes huge) fine tuning is needed to explain the
experimental values of several quantities. The most urgent questions arising from
this principle and some attempts to solve them are:
4We have already argued that the natural scale for a parameter of mass dimension 1 is Λ = mP .
Thus, for [p] = d in mass unit, we will have Λ = (mP )
d and f ≡ p/(mP )d. Note that the alternative
choice f ≡ (p1/d)/mP would led to significantly different values for f .
1.1. Why going beyond the Standard Model 9
• Cosmological constant. Cosmological observation are consistent with the ex-
istence of a cosmological constant. However its experimental value, Λcosmo ∼
10−47 GeV4 [27], is 123 order of magnitudes smaller than its natural theoretical
value, Λcosmo ∼ m4P ∼ 1076 GeV4. Until now this discrepancy has remained a
true mystery to us.
• Hierarchy problem. The Standard Model Higgs sector includes one independent
dimensionful parameter, equivalently the Higgs vacuum expectation value or
the Higgs mass, of order ∼ 102 GeV. Theoretically one would have expected a
value of order ∼ mP ∼ 1019 GeV, leading to an astonishing fine tuning of 17
order of magnitude.
• Charge quantisation. The experiments suggest that the proton and electron
charges are equal and opposite in sign: |Qe+Qp| < 10−21 [41]. In the Standard
Model this should be seen as a fine tuning (f ' 10−21) since it does not provide
any natural explanation for such coincidence. Theories of grand unification
could be a possible solution, since they predict a quantisation of hypercharge
[43].
• Strong CP problem. The dimension-four term
∫
d4x θQCD 
µνρσGaµνG
a
ρσ, should
in principle appear in the Standard Model Lagrangian, leading to a CP violation
in the strong sector. However, its dimensionless coupling has an incredibly
small upper bound, θQCD . 10−10 [41]. The Peccei–Quinn mechanism could
explain this value, and in turn it also imply the existence of a new particle, the
axion [44,45].
• Flavour puzzle. The fermion mass spectrum ranges from ∼ 170 GeV (top-
quark mass) to ∼ 10−3 GeV (electron mass). Even though the smallness of the
fermion masses cannot seen as a naturalness problem, such huge hierarchy in the
mass spectrum (more that five orders of magnitude) is unnatural. Furthermore,
also the Cabibbo–Kobayashi–Maskawa matrix, describing the flavour mixing
between quark families, presents unexplained hierarchies.
According to the naturalness concept, all these problems require a Standard Model
completion to accommodate them in a natural way. In particular, the hierarchy
problem has dominated the phenomenological speculations of the last three decades,
as it will be better discussed in the next section.
What itemised above are difficulties of the Standard Model, arising from the nat-
uralness concept, that can be put in a numerical form (i.e. the fine tuning f can be
quantitatively evaluated). However, other questions can be related to naturalness,
once this principle is somehow extended to include more qualitative aspects. These
new problems can be summarised with the following question: why the Standard
Model is the way it is? In other words, is there any natural explanation for all the
peculiar features of the Standard Model (such as particle content, particle quantum
numbers, number of families, gauge groups)? After all, one verify an amazing cancel-
lation of all gauge anomalies due to the particular choices of these Standard Model
features. Can it be just a coincidence? Of course, according to personal taste, these
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last issues can appear of philosophical nature and then with not much or no impor-
tance. But it is also completely licit to believe that a satisfactory physical theory
should explain, or at least motivate, also these aspects.
1.2 The mysteries of the Higgs sector
Dissecting the Standard Model into its different pieces, there is little doubt that the
Higgs sector is by far the least understood and the worst measured one.
In sharp contrast with the tightly constrained structure that the gauge sector
must display, the Yukawa matrices appearing in the Higgs sector should be consid-
ered, within the Standard Model, just irreducible input parameters. Of the overall
18 independent parameters of the theory, 13 are needed just to describe Yukawa in-
teractions. Despite the numerous efforts made in the literature since the 1970’s, no
clear theory to predict those parameters nor to explain their peculiar structure has
so far emerged.
The very nature of the Higgs boson, even after its discovery, is still largely dis-
puted. Its quantum numbers under the SU(2)L gauge group has been for long under
debate, the contention between linear [39, 46–48] and non-linear [49–53] Standard
Model effective field theory being just an example in that direction. Also its status
of elementary particle is animatedly discussed, the possibility for the Higgs to be a
composite particle being a thriving direction of research in present literature [54].
Most of all, however, what has puzzled particle physicist ever since the Standard
Model formulation was the electroweak symmetry breakdown scale or, equivalently
said, the Higgs mass scale. As already sketched in section 1.1.3, the dimensionful
parameter appearing in the Higgs scalar potential is unnatural, in the sense that its
mass scale is 17 order of magnitude smaller than what one would expect it to be,
i.e. mP . This is known in the literature as the hierarchy problem. Below, we will
examine such issue from a different and more quantitative perspective.
1.2.1 Higgs mass corrections and the hierarchy problem
As already sketched, the core of the hierarchy problem is that the Higgs boson is
unnaturally light. When discussing the naturalness concept, it has been argued that
the fermions can have masses far below the Planck scale in a natural way, since chiral
symmetry is restored in the massless fermions limit . In the case of the Higgs boson
mass mh, no such symmetry enhancement is found in the mh → 0 limit. This, in
turn, implies that loop corrections δm2h to m
2
h are quadratically divergent, rather
than logarithmically divergent as in the case of fermion masses, making unnatural a
physical mass mh far away from mP , where is thought that quantum field theories
find their ultimate ultraviolet cutoff.
To make this last point clearer we can use a simple λφ4 theory, describing a single
scalar boson φ. Indeed, introducing a cutoff scale Λ, the diagram given in Fig. 1.1
gives a contribution
δm2 = λS
∫ Λ dk4
(2pi)4
1
k2
∼ λS
16pi2
∫ Λ
dk2 ∼ λS Λ
2
16pi2
, (1.5)
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Figure 1.1: One-loop, quadratic divergent
scalar mass correction in λφ4 theory.
Figure 1.2: One-loop correction to Higgs
squared mass m2h due to a Dirac fermion.
where this turns out to be the correct result. Eq. (1.5) can be interpreted as the
one-loop correction to the boson mass m2; as anticipated, it presents a quadratic
dependence on Λ.
Thus, in this theory, at one-loop level the physical mass of the boson is
m2 = m20 +
λS
16pi2
Λ2 , (1.6)
where m20 is the bare mass, i.e. the parameter entering in the Lagrangian of the theory.
We can now appreciate the problem arising from assuming the physical mass m far
away from its fundamental scale Λ: even if we put a small value of the bare mass m0
(that is a small value of the tree level boson mass), this hierarchy would be spoiled
by one-loop corrections; if we insist to impose a small value of m at the one-loop
order, we need an awkward fine tuning in order to gain a cancellation between the
two contributions on the r.h.s. of Eq. (1.6).
In the Standard Model, the Higgs mass receives the most sizeable one-loop correc-
tions from the top quark, through the diagram of Figure 1.2. For a generic fermion
f with Yukawa coupling λf , such one-loop correction reads
δm2h = −
|λf |2
8pi2
Λ2 , (1.7)
which is again quadratically divergent. Regardless of the specific expression of one-
loop corrections to m2h, the important point to stress is that such corrections are
quadratically sensitive to the ultimate cutoff scale Λ. If we were to put such scale
directly at mP , the Standard Model would require a fine tuning
f ≡ m
2
h
δm2h
' m
2
h
Λ2
∼ 10−34 . (1.8)
The intrinsic awkwardness of condition, Eq. (1.8), which looks extremely unlikely
and lacks of an explanation whatsoever, is the essence of the hierarchy problem. A
possible solution to eliminate (or at least reduce) such huge fine tuning could be
to drastically lower the cutoff scale Λ, assuming that new physics first shows up at
energies not far above the electroweak scale in order to stabilise the Higgs mass. This
simple intuition has triggered and supported a formidable, four-decades-long and still
ongoing theoretical effort toward the exploration of Beyond Standard Model theories
just above the electroweak scale.
1.2.2 Two paradigms to investigate the Higgs sector
We have so far stressed the reasons why the Higgs sector should deserve particular
attention and further dedicated studies. We have also underlined different aspects
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which such investigation can focus on, such as the origin of Yukawa interactions or
solutions to the hierarchy problem. Whatever the choice, two different (and actually
complementary) strategies can be adopted.
A first methodology is the so-called bottom-up approach. In such a strategy, the
available experimental data (the “bottom”) are taken as first steps to build and anal-
yse viable phenomenological models (i.e. to move “up”), in the hope of deriving some
general conclusions which can further drive the theoretical investigation. Within such
perspective, precise and diversified experimental data are of utmost importance to
guide the subsequent phenomenological speculation and, to this extent, a formidable
program of Higgs precision measurements will be performed at LHC in future years.
The opposite strategy that can be adopted is a top-down paradigm. Within
top-down approaches, educated guesses on origin and aspect of new physics are the
starting point for theoretical investigation on the structure of those theories. The
ambitious aim of such an approach is to shed light to the Standard Model structure
and parameters (i.e. to move “down”), starting from first principles (the “top”).
In this dissertation, we will examine selected topics in Higgs physics, some of
them originating from a bottom-up approach, others appearing from a top-down
perspective.
CHAPTER 2
Higgs Pseudo Observables
2.1 Why pseudo observables?
In physics, as in whole of science, the fundamental research is based on the com-
parison between experimental results and theoretical expectations. Sometimes a new
phenomenon is observed before anyone has ever foreseen it and an innovative theoret-
ical work is needed in order to explain it. Sometimes a theoretical insight anticipates,
perhaps by decades, its experimental verification. However, the underlying dynamic
can be always brought back to such (over)simplified pattern: a physical quantity A
is experimentally measured and then compared with its theoretical prediction.
Needless to say, the quantity A should be a measurable quantity, in order for the
above process to be meaningful. As trivial as this requirement might appear to a lay-
man, every physicist knows its significance when it comes to quantum physics, where
the definition of physical observable is highly non-trivial and of pivotal importance.
The concept of observable in quantum field theory is definitely a sensible topic, whose
discussion could easily occupy a whole dissertation on its own. For our present pur-
poses, let us adopt a practical definition, perhaps a bit self-referential, considering an
observable whatever quantity can be directly measured through an experiment.
Even with such a pragmatic point of view, the distinction between observable
and non-observable quantities is not a completely settled issue. Indeed, in last few
decades particle physics’ experiments have reached unprecedented level of complex-
ities, especially collider experiments. Particles colliders and their detectors are ex-
tremely convoluted machines, whose measurements and signals are processed at the
hardware and software level even before being selected and stored for subsequent
complicated analyses. In such a setting, an ambiguous gray zone clearly arises in our
naive observable vs. non-observable distinction.
The physical quantities truly measured by a particle collider are the so-called raw
data, which are e.g. the energy deposited in a calorimeter in a given event, or the
signal registered by silicon trackers, and so on. In order to be useful in any way,
those raw data should clearly be combined together. Such minimal recast of raw data
results in what we will refer to as realistic observables (ROs), for example fiducial
cross-sections or forward-backward asymmetries.
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Of course one would like to deal with ROs, which suffers from the minimal amount
of post-processing needed to convert raw data into useful physical quantities and for
this reason are considered completely model independent. However, these qualities
of ROs come with a high price both for experimentalists and theorists:
• From the experimental side, to combine different measurements of ROs (both
among different experiments and within the same one) is an extremely complex
task, given the large number of measurements with different cuts and the com-
plicated structure of the experimental covariance matrices relating their errors.
• From the theoretical side, the prediction of ROs is a very convoluted exercise.
Different physical phenomena undertake a complicated interplay which should
be correctly described in order to produce a reliable prediction. Even owing
such result and observing a discrepancy compared to the experimental RO, to
disentangle the underlying physics and identify the origin of such disagreement
is equally complicated.
These practical difficulties related to ROs motivate the need to go a step further
in recasting experimental results. The aim of such extra processing should be:
• To put those results in a more practical format, which allows an easier combina-
tion among different measurements. At the same time, such additional analysis
should avoid as far as possible any theoretical assumption.
• To allow a clear association of the measured quantities with theoretical ob-
jects. This would facilitate both the calculation of reliable phenomenological
predictions and the theoretical interpretation of any anomalous result.
A drawback of such simplification of experimental results is the unavoidable intro-
duction of some minimum theoretical bias. For this reason, the observables extracted
in this way are commonly called pseudo observables (POs) meaning that, despite
they are still technically measurable quantities (i.e. observables), an elaborated post-
processing of the experimental data was needed to extract them. POs put themselves
in the gray zone between observables and non-observables and they are often depicted
as a bridge connecting these two categories. However, it should be stressed that POs
are experimentally defined: they should be thought as measurable quantities to be
compared with their theoretical predictions and not vice versa.
2.1.1 Theoretical strategy
The theoretical strategy to reduce a RO into POs typically goes through the descrip-
tion of the former in terms of some set of amplitudes. A specific analytical structure
of those amplitudes is then assumed based on some motivated theoretical arguments.
Such analytical decomposition will eventually depend upon a limited set of unknown
parameters, called POs.
The connection between POs and ROs should be discussed in further detail. First
of all, the underlying amplitudes deployed to describe the process under study will
have a parametric dependence upon the POs, as well as upon a Standard Model
complement (SM), which are the additional input parameters needed and assumed to
2.1. Why pseudo observables? 15
be Standard-Model-like (typical examples are the Fermi constant GF , or the gauge
coupling constants). In formulas:
Atot =
∑
i
Ai(PO,SM) . (2.1)
Once the matrix element Atot is computed, squared and integrated to obtain the
cross section of the underlying hard process, one should take into account the soft
QED and QCD corrections due to the initial- and final-state radiation (ISR, FSR).
Only after the kinematic distortion of the process due to ISR and FSR is correctly
taken into account, one is eventually able to closely relate ROs and POs.
To summarise, the relation between ROs and POs can be schematically repre-
sented as:
RO =
[∣∣A ( PO⊕ SM)∣∣2 ⊗ (ISR + FSR)]⊗ experimental
setup (cuts, ...)
. (2.2)
The remaining of this chapter is devoted to a more thorough discussion of a
sensible definition of POs, preliminarily in the context of Z,W decays and then in
the context of Higgs processes. The complementary discussion regarding the ISR and
FSR dressing of the matrix elements, needed to faithfully describe ROs in terms of
POs, is left to chapters 3 and 4.
2.1.2 POs at LEP
The pseudo observable approach to collider measurements was first successfully de-
ployed in the 1990’s at LEP. One of the main goal of the LEP program was to precisely
measure the properties of the Z boson [55–57]. The issue of effectively combining the
results obtained by the four different LEP experiments (OPAL, ALEPH, DELPHI,
L3) arose and the PO approach was chosen to overcome the difficulties related to this
task [58,59]. A comprehensive summary of POs at LEP if far beyond the purposes of
this dissertation. We will just focus our attention to a representative example of PO
parametrisation, useful both to exemplify the PO paradigm and for our subsequent
discussion.
As already well known in the 1990’s, the effective interactions of the Z and W
bosons to fermions could be modified by new physics effects. Partial decay widths
and forward-backward asymmetries in Z → ff¯ and W → f1f¯2 decays were extremely
interesting observables to this regard, since they are very sensitive to such Zff¯ and
Wff¯ ′ coupling modifications. These possible new physics effects were taken into
account by introducing appropriate POs to describe on-shell couplings of Z and W
to fermions. In particular, one can parametrise the V → ff¯ ′ amplitude in terms of
such POs as follows [58],
A (Z → ff¯) = i εZµ ∑
f=fL,fR
gffZ f¯γµf ,
A (W+ → ff¯ ′) = i εWµ gff ′W f¯Lγµf ′L , (2.3)
where εZ,Wµ are the polarisation vectors of Z,W .
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Eq. (2.3), once squared and dressed with ISR and FSR (as discussed in Eq. (2.2)),
can be successfully used to express partial decay widths and forward-backward asym-
metries of Z and W bosons in terms of their effective couplings with fermions, gffZ ,
g`νW and g
ud
W . These POs can be computed in any effective field theory (EFT) setting.
Within the Standard Model and at tree level, one finds
gff, SMZ =
g
cW
(
T f3 −Qfs2W
)
, g`ν, SMW =
g√
2
, gud, SMW =
g√
2
Vud , (2.4)
where sW = sin θW , cW = cos θW and Vud denote the Cabibbo–Kobayashi–Maskawa
(CKM) matrix elements. The LEP experiments measured these POs with an incred-
ible precision, reaching in many cases the per mill level and no significant deviation
from their Standard Model expectations was found [59].
2.1.3 POs in Higgs phenomenology
Let us now turn back the discussion to the LHC era and in particular to Higgs physics.
The phenomenology of processes involving one on-shell Higgs boson is a broad
and incredibly rich source of informations about the structure of the electroweak
sector and a great variety of such processes will be analysed by ATLAS and CMS
collaborations in upcoming years [60]. It is therefore of utmost importance to agree
on a framework to cast and combine those experimental results, in order to provide
a common language both to experimentalists and theorists.
These premises are self-advocating a PO parametrisation of Higgs processes. Such
decomposition is again advisable to be performed at the amplitude level, in order to
own a direct link both to measurable cross-sections (i.e. ROs) as well as to easily
computable quantities in perturbation theory. An immediate simplification is then
provided by the narrow width of the Higgs particle, which allows the full factorisation
of processes involving one on-shell Higgs into two parts: production and decay.
Once identified the objects to be parametrised with POs (i.e. Higgs production
and decay amplitudes), we have to clearly identify the minimum theoretical bias
needed to provide a coherent description of the processes under study, at the same
time avoiding the proliferation of countless parameters that would frustrate any effort
to constrain them.
Our key assumption, vindicated by current status of direct search experiments,
is the absence of light new physics states interacting with the Higgs sector. In other
words, new physics will be assumed heavier enough to justify an EFT point of view
when analysing its contributions to Higgs processes. In fact, the EFT perspective
will be used to systematically neglect new physics interaction terms with canonical
dimension1 D > 6.
It should be stressed that our deployment of EFT is limited to the power counting
stated above, which in turn relies only on the general property that, in absence of
light new physics, higher-dimensional operators suffer from a higher suppression. In
particular, we will not rely at all on any detail about the realisation of such EFT
and in fact we will not need to make any assumption regarding custodial symmetry
1 The power counting will be based on the canonical dimensional analysis: bosons (h, Z,W ) and
derivatives (i.e. momenta) count as 1, fermions count as 3/2.
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and SU(2)L properties of the Higgs boson. This is an important model independence
that could not be achieved in effective Lagrangian descriptions of Higgs processes,
which need a precise EFT basis (under definite hypotheses) in order to be predictive
[39,46–53].
To summarise, we want to characterise Higgs phenomenology through a compre-
hensive PO description of the amplitudes for Higgs decay and production processes,
under the only theoretical assumption that no light new physics is involved. Such
a program represents a neat improvement and a natural generalisation of the κ-
framework so far adopted in LHC experiments [5].
The rest of this chapter is devoted to a review of the Higgs PO (hPO) parametri-
sation. After the early attempts proposed in Refs. [61,62], a more general analysis of
Higgs decay channels has been proposed in Ref. [3] and will be discussed in section
2.2. The generalisation of such parametrisation to Higgs production processes was
first performed in Ref. [4] and will be reviewed in section 2.3.
2.2 POs in Higgs decay
In this section, we will discuss the parametrisation of Higgs decay amplitudes. The
phenomenology of such decays in generic Beyond Standard Model contexts is ex-
tremely wide and, though possible in principle, we will not thoroughly explore it, in
order to keep the presentation more concise. In particular, following the assumptions
of Ref. [3],
- we limit our attention to processes with at most four particles in the final state
(besides soft QED and QCD radiation),
- we assume an exact U(1)f symmetry acting on each of the light fermion species
2
and therefore no lepton flavour violating decay will be taken into account,
- we neglect decays resulting from the effective coupling of the Higgs to gluons,
such category being hardly accessible from the experimental point of view,
- we do not consider contributions coming from effective dipole interactions of
the Higgs field to light fermions and electroweak gauge bosons, being the in-
terference of these contributions with the leading Standard Model amplitudes
suppressed by the light fermion masses.
In addition, one should keep in mind that we will only consider new physics contri-
butions coming from interaction terms with canonical dimension D ≤ 6, as already
discussed in section 2.1.3.
2.2.1 h→ 4f decays
The h→ 4f amplitudes are particularly interesting due to their rich kinematic struc-
ture. To analyse such structure with LHC data will allow both to study the effective
2In the case of left-handed fermions, such U(1)fL symmetry is understood to act on the full
SU(2)L doublet.
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hZZ and hW+W− couplings (which cannot be probed on-shell) and to investigate
possible new physics couplings of the Higgs with new massive states.
The purpose of our approach is to characterise as precisely as possible the three-
point function
G(Jµ, J ′ν , h) = 〈0|T
{
Jµ(x), J
′
ν(y), h(0)
}|0〉 (2.5)
of an Higgs boson and two fermion currents, where all particles are on shell. As it
will be discussed in the next section, this correlation function can be also probed in
Higgs production processes, namely Higgs associated production (pp → h + Z,W )
and vector boson fusion (pp→ pp+ h).
We want to take into account possible additional contributions to G(Jµ, J ′ν , h)
from new physics interactions with dimension D ≤ 6. Such problem is simplified by
the fact that a local interaction hJµJ
′
νg
µν has canonical dimension D = 7 and we
can thus neglect it. As a result, the correlation function (2.5) is non-local at the
electroweak scale, with at least one fermion pair generated by the propagation of one
electroweak gauge boson. This crucial observation has two major consequences:
- Any h → 4f amplitude can be decomposed into a sum of neutral-current
(NC) and charged-current (CC) contributions, according to the charge of the
intermediate-state gauge boson(s) involved.
- The form factors involved in both NC and CC amplitudes can be Laurent-
expanded around the physical poles produced by the propagation of the Stan-
dard Model gauge bosons (Z, W and γ).
These considerations can be symbolically represented by the following equation:
h→ 4f =
∑
V (′)=Z,A,W
[
(h→ V ∗ff¯ → 4f) + (h→ ff¯ V ′ ∗ → 4f)
+ (h→ V ∗V ′ ∗ → 4f)
]
, (2.6)
where the sum over V (′) accounts for NC and CC contributions (not both of them
may always be present), while the different intermediate virtual states represent the
different terms in the pole expansion of those contributions. In Eq. (2.6), an additional
suitable sum to properly symmetrise the amplitude is also implicitly understood, as
it will be discussed later.
Along the line of the above discussion, our PO description of correlation function
(2.5) can be preformed in two steps. First, we define a comprehensive PO framework
for the underlying NC and CC processes. Then, we explain how to describe real-
istic h → 4f decay amplitudes by means of such parametrisation. This discussion
will be carried out here for leptonic channels, which are more interesting from the
experimental point of view3.
3The analysis of processes involving quarks is absolutely equivalent, with the only additional
technical complication of the non-diagonal structure of the POs in flavour space (due to the CKM
mixing), which would force us to keep track of numerous additional flavour indices.
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In full generality, the tensor structure of the amplitude for both NC and CC
processes can be decomposed as follows:
A (h→ J(q1)J ′(q2))nc, cc = i 2m2Vv Jµ J ′ †ν T µνnc, cc(q1, q2) ,
T µνnc, cc(q1, q2) = F ``
′
L (q
2
1, q
2
2)nc, cc g
µν + F ``
′
T (q
2
1, q
2
2)nc, cc
q1 ·q2 gµν − qµ2 qν1
m2V
+ F ``
′
CP(q
2
1, q
2
2)nc, cc
εµναβ q1α q2β
m2V
, (2.7)
where J
(′)
µ = ¯`(′)γµ`(′) for NC and J
(′)
µ = ¯`
(′)
L γµν
(′)
L for CC (ν
(′)
L being the SU(2)L
partner of `
(′)
L ). Fermions are understood to be chiral. The mV normalisation has
been chosen for future convenience, beingmV = mZ ,mW for NC and CC, respectively.
The scalar form factors F (q21, q
2
2) of Eq. (2.7) can be now Laurent-expanded around
the physical poles of the propagating Standard Model gauge bosons, accordingly to
their charge and tensor properties. Each term of the expansion will then be controlled
by a different PO.
For NC form factors, one gets
F ``
′
L (q
2
1, q
2
2) = κZZ
g``Z g
`′`′
Z
PZ(q21)PZ(q
2
2)
+
``Z
m2Z
g`
′`′
Z
PZ(q22)
+
`
′`′
Z
m2Z
g``Z
PZ(q21)
+ ∆SML (q
2
1, q
2
2) ,
F ``
′
T (q
2
1, q
2
2) = ZZ
g``Z g
`′`′
Z
PZ(q21)PZ(q
2
2)
+ Zγ
(
eQ`
q21
g`
′`′
Z
PZ(q22)
+
eQ`′
q22
g``Z
PZ(q21)
)
+ γγ
e2Q`Q`′
q21q
2
2
+ ∆SMT (q
2
1, q
2
2) ,
F ``
′
CP(q
2
1, q
2
2) = + 
CP
ZZ
g``Z g
`′`′
Z
PZ(q21)PZ(q
2
2)
+ CPZγ
(
eQ`
q21
g`
′`′
Z
PZ(q22)
+
eQ`′
q22
g``Z
PZ(q21)
)
+ CPγγ
e2Q`Q`′
q21q
2
2
, (2.8)
while for CC form factor one gets
F ``
′
L (q
2
1, q
2
2) = κWW
g`νW (g
`′ν′
W )
∗
PW (q21)PW (q
2
2)
+
`νW
m2W
(g`
′ν′
W )
∗
PW (q22)
+
(`
′ν′
W )
∗
m2W
g``W
PW (q21)
,
F ``
′
T (q
2
1, q
2
2) = WW
g`νW (g
`′ν′
W )
∗
PW (q21)PW (q
2
2)
,
F ``
′
CP(q
2
1, q
2
2) = 
CP
WW
g`νW (g
`′ν′
W )
∗
PW (q21)PW (q
2
2)
, (2.9)
In Eqs. (2.8) and (2.9), g`1`2Z,W are the POs defined in Eq. (2.3), while PV (q
2) =
q2 −m2V + imV ΓV .
Let us briefly summarise the full list of POs introduced to describe NC and CC
h→ JJ ′ processes:
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- κZZ , κWW , which parametrise the Standard-Model-like hZZ and hWW inter-
actions. These are the only POs receiving a non-vanishing tree-level Standard
Model contribution. Due to the chosen overall normalisation, we have
κSM, treeZZ = κ
SM, tree
WW = 1 . (2.10)
- 
(CP)
ZZ , 
(CP)
Zγ , 
(CP)
γγ , 
(CP)
WW , which parametrise the non-standard interactions of the
Higgs with the Standard Model gauge bosons. These are real-valued, flavour-
universal POs whose Standard Model tree-level prediction vanishes. Some of the
CP-even POs receives small Standard Model contributions at next-to-leading
order (NLO) [63,64], which are nevertheless below the 1% level and practically
unobservable [65].
- ``Z , 
`ν
W , which parametrise the contact interactions of the Higgs with a fermion
current and a Standard Model gauge boson. These are flavour-dependent pa-
rameters. ``Z are real-valued, 
`ν
W are complex-valued.
- ∆SML,T (q
2
1, q
2
2). These functions encode non-local Standard Model contributions
generated beyond tree level, which cannot be described in terms of D ≤ 6
effective operators.
As promised, owing the parametrisation of the underlying NC and CC processes,
we can now discuss the complete decomposition of a generic h→ 4f amplitude. Once
again, we will limit ourselves to (visible) leptonic decay channels, the generalisation
to quark channels being notationally involved but conceptually straightforward.
The discussion is actually simpler than it might seems. In the case of h→ 2` 2`′,
with ` 6= `′, the full amplitude is determined by a single neutral current amplitude.
For the case h → 2` 2`, the proper symmetrisation of the underlying NC amplitude
is needed:
A (h→ `(p1)¯`(p2)`(p3)¯`(p4) ) = A (h→ J(p1 + p2)J ′(p3 + p4) )nc
+A (h→ J(p1 + p4)J ′(p3 + p2) )nc . (2.11)
The h→ `ν¯ ¯`′ν ′ decay, with ` 6= `′ (and ν(′) the SU(2)L partner of `(′)), receives again
contribution from a single (CC) amplitude. Finally, the h → `¯`νν¯ channel results
from the sum of a NC and CC process:
A (h→ `(p1)¯`(p2)ν(p3)ν¯(p4) ) = A (h→ J(p1 + p2)J ′(p3 + p4) )nc
+A (h→ J(p1 + p4)J ′(p2 + p3) )cc . (2.12)
On top of these prescriptions, one should of course remember to perform a sum
over all possible fermion chiralities whenever the fermion polarisations are not exper-
imentally accessible.
2.2.2 h→ γγ and h→ ff¯γ
The formalism introduced to describe the h → 4f decay modes is automatically
able to parametrise two additional interesting Higgs decay channels: h → γγ and
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h → ff¯γ. Indeed, it is evident from Eq. (2.6) that such two channels has been
already considered (in the off-shell case) as part of the h→ 4f decomposition.
Just by comparison with Eqs. (2.7) and (2.8), we can immediately write down:
A (h→ γ(q, ε)γ(q′, ε′)) = i 2
v
ε′µεν
[
γγ(q ·q′ gµν − qµq′ν) + CPγγ εµναβqαq′β
]
, (2.13)
A (h→ J(p)γ(q, ε)) = i 2
v
Jµεν
[
F fγT (p
2)(p·q gµν − pµqν) + F fγCP(p2) εµναβpαqβ
]
,
(2.14)
where Jµ = f¯γµf and, in complete analogy with Eq. (2.8),
F fγT (p
2) = Zγ
gffZ
PZ(p2)
+ γγ
eQf
p2
+ ∆SMT,fγ(p
2) ,
F fγCP(p
2) = CPZγ
gffZ
PZ(p2)
+ CPγγ
eQf
p2
. (2.15)
Once again, ∆SMT,fγ(p
2) encodes non-local Standard Model contribution arising at loop
level.
2.2.3 Parameter counting and symmetry limits
We are now ready to identify the number of independent POs necessary to describe
various sets of Higgs decay amplitudes, under the main assumption that only terms
arising at D ≤ 6 in a generic EFT expansion are kept. We focus our attention on
leptonic channels involving the first two generations, which are more interesting from
the experimental point of view.
The neutral current processes h → 2e 2µ, h → 4e and h → 4µ, together with
the photon channels h → γγ and h → `+`−γ, can be described in terms of 11 real
parameters,
κZZ , 
(CP)
ZZ , 
(CP)
Zγ , 
(CP)
γγ , 
eLeL
Z , 
eReR
Z , 
µLµL
Z , 
µRµR
Z , (2.16)
of which only {(CP)Zγ , (CP)γγ } are necessary to describe h → γγ, `+`−γ. The charged-
current process h → e−ν¯eeµ+νµ needs 7 further independent real parameters to be
completely specified:
κWW , 
(CP)
WW , 
eLν
W , 
µLν
W , (2.17)
where eLνeW and 
µLνµ
W are complex. Finally, the mixed processes h → 2e 2ν and
h→ 2µ 2ν can be described through the already introduced coefficients plus 2 further
real parameters:
νeνeZ , 
νµνµ
Z . (2.18)
Overall, we have introduced 20 real parameters. However, one could use symmetry
arguments that allow to reduce such number of free parameters while remaining, at
the same time, as model-independent as possible:
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• One possibility is to assume flavour universality (i.e. enlarging the flavour sym-
metry to the full U(3)5 flavour group). In our setup, this assumption affects
the contact interaction coefficient, which becomes generation independent:
eLeLZ = 
µLµL
Z , 
eReR
Z = 
µRµR
Z , 
eLν
W = 
µLν
W , 
νeνe
Z = 
νµνµ
Z . (2.19)
Since the last coefficients are complex in general, these are five relations which
allow to reduce the number of parameters to 15. This assumption can be tested
directly from data by comparing the extraction of the contact terms from h→
2e 2µ, h→ 4e and h→ 4µ modes.
• Another motivated assumption could be to take CP as a good approximate
symmetry of the Beyond Standard Model sector and the Higgs as a CP-even
state. This allows us to set to zero six independent (real) coefficients:
CPZZ = 
CP
Zγ = 
CP
γγ = 
CP
WW = i 
eLνe
W = i 
µLνµ
W = 0 . (2.20)
Assuming at the same time flavour universality, the number of free real param-
eters reduces to 10.
• In numerous scenarios, the Beyond Standard Model sector is invariant under
the custodial symmetry group G = SU(2)L × SU(2)R × U(1)X , spontaneously
broken to the diagonal H = SU(2)L+R × U(1)X . Depending on the details
regarding the implementation of such symmetry, non-trivial relations among
different POs can be derived (see e.g. [3, 48,66]).
2.2.4 differential distribution for h→ 2e 2µ
The study of differential decay distributions is of great importance and has gained
attention in the literature [67–70]. CMS already performed a comprehensive study of
h → 4` decays with present data, in the context of hV V anomalous couplings [71].
Such kind of analyses can be effectively exploited to extract the Higgs POs defined
in section 2.2.2.
One can take as an example the h→ 2e 2µ decay,
h→ e−(p1)e+(p2)µ−(p3)µ+(p4) , (2.21)
which is a particularly clean channel. Calculating the modification of the total rate
and keeping only terms linear in X and δκZZ ≡ κZZ − 1, one finds [3]:
Γ(h→ 2e 2µ)
ΓSM (h→ 2e 2µ) = 1 + 2δκZZ − 2.5(
eReR
Z + 
µRµR
Z ) + 2.9(
eLeL
Z + 
µLµL
Z )
+ 0.5ZZ − 0.9Zγ + 0.01γγ . (2.22)
Obviously, the measurement of the total rate is not enough to extract the POs and
one should exploit the full kinematics of the process.
We then focus our attention to the double-differential decay distribution in each
lepton pair’s invariant mass, which is to say
F``(q21, q22) =
d2Γ(h→ 2e 2µ)
dq21dq
2
2
, (2.23)
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Figure 2.1: Left : Comparison of resulting dilepton spectrum F`(
√
q2) between the Standard
Model and three different new physics benchmarks (benchmark 1: κZZ = 1.3, 
eReR
Z =
µRµRZ = −eLeLZ = −µLµLZ = 0.05; benchmark 2: κZZ = 0, eLeLZ = µLµLZ = 0.26; benchmark
3: κZZ = 0.3, 
eLeL
Z = −0.45). Right : Comparison between LO Standard Model prediction for
F`(
√
q2) and NLO electroweak prediction through the Monte Carlo generator Prophecy4f [72].
where q1 = p1 + p2 and q2 = p3 + p4 (see Eq. (2.21)). Fully analytic expressions for
F``(q21, q22) has been derived in Ref. [3]. For the purposes of this dissertation, it is
only important to remark that:
• F``(q21, q22) is a second-order polynomial in the POs for each value of q21 and q22.
This implies that, in principle, owing the experimental values of F``(q21, q22) for
a sufficient number of bins would allow an exhaustive fit of the POs involved in
the process.
• Given the kinematic of the process, one can derive√
q21 +
√
q22 ≤ mh , (2.24)
which allows to define the single-differential decay width as
F`(q21) =
∫ ζ2
0
dq22 F``(q21, q22) , (2.25)
where ζ = mh−
√
q21. In principle we could also define F`(q22) from the analogous
integration over q21. One should however notice that the two functions would
differ only by terms suppressed by m2µ/q
2
i , irrelevant for all practical purposes.
The single-differential width F`(q21) is as well a precious source of information and
it can be used to disentangle new physics contributions from different POs. As an
example, in Figure 2.1 we compare the Standard Model prediction for F`(
√
q2) with
three different new physics benchmarks, all predicting small deviations of the total
decay width (according to Eq. (2.22)):
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Figure 2.2: The Standard Model Higgs boson production cross sections as a function of the
center of mass energy,
√
s, for pp collisions [74]. The theoretical uncertainties are indicated
as a band.
- Benchmark 1 (κZZ = 1.3, 
eReR
Z = 
µRµR
Z = −eLeLZ = −µLµLZ = 0.05) represents
a mild deviation of POs from their Standard Model values. As a result, the
dilepton spectrum F`(q21) receives a moderate distortion (up to 15% in the
central region).
- Benchmark 2 (κZZ = 0, 
eLeL
Z = 
µLµL
Z = 0.26) represents a sizeable deviation
from the Standard Model point. However, the PO configuration is such that
deviations in the dilepton spectrum are not dramatic (up to 40% in the central
region).
- Benchmark 3 (κZZ = 0.3, 
eLeL
Z = −0.45) represents a scenario with a sizeable
distortion of the Standard Model spectrum.
It should be clear at this point that the study of differential distributions in
h → 2e 2µ decay has a great potential in discovering and disentangling new physics
effects. However, in order to reach the required level of precision, the issue of ISR and
FSR introduced in section 2.1 (see Eq. (2.2)) should be addressed. The importance of
including distortions due to ISR and FSR is shown in the right plot of Figure 2.1. The
analytic prediction for F`(
√
q2) within the Standard Model (at leading order, LO) is
compared with the NLO electroweak results [73] obtained through the Monte Carlo
generator Prophecy4f [72], which suitably takes ISR and FSR effects into account.
Such distortions reaches the 20% of the leading-order value in the central
√
q2 region,
legitimising our need to include those effects in our discussion. In chapter 3 we will
address such issues from an analytical perspective.
2.3 POs in Higgs production
The dominant Higgs production mechanism at LHC is by far gluon-gluon fusion
(gg → h), as can be appreciated in Fig. 2.2 [74]. Nevertheless the leading electroweak
processes, namely vector-boson fusion (VBF, f1f2 → h + f3f4) and associated V h
production (f1f2 → h+W/Z), are experimentally accessible and extremely interesting
mechanisms, since they can provide complementary channels to characterise the Higgs
boson properties.
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In this section we want to extend the hPO framework, so far deployed for Higgs
decays, to VBF and V h production processes. The reason for such effort is twofold.
On the one hand, electroweak production processes are closely connected to the h→
4f decays by crossing symmetry. As a result, the set of POs needed to describe the
two class of processes is the same. The only important difference is that, while in the
h → 4f case we were mainly interested in leptonic channels (h → 4`, h → 2`2ν), for
Higgs production we should clearly focus our attention to quark currents (i.e. initial
state partons and final state jets). On the other hand, studying production cross
section allows us to explore different kinematic regimes compared to Higgs decays. By
construction, the momentum transfer appearing in Higgs decay amplitudes is limited
by the Higgs mass, while such limitation is not present in production amplitudes.
This fact would also allows us to test the momentum expansion that is intrinsic in
the PO decomposition, as well as in any effective field theory approach to physics
beyond the Standard Model.
Despite the similarities at the fundamental level, the phenomenological description
of VBF and V h in terms of hPO is significantly more challenging compared to that
of Higgs decays. On reason are QCD corrections, which play a non-negligible role
in production processes [75–80]. Although technically challenging, this fact does not
represent a conceptual problem for the PO approach: the leading QCD corrections
factorise in VBF and V h, similarly to the factorisation of QED corrections which will
be discussed in the next chapter. Another reason is the non-trivial relation between
kinematic variables at the basis of the PO decomposition (i.e. the momentum transfer
of the partonic currents, q2) and the kinematic variables accessible in pp collisions,
especially in the VBF case.
In this dissertation we are only interested in the PO parametrisation of the relevant
amplitudes, in order to subsequently discuss in chapter 4 the electroweak corrections
due to their ISR and FSR dressing. The complications related to QCD soft radiation
and collider accessibility of the kinematic variables has been mentioned here only for
completeness and will not be discussed further.
2.3.1 VBF Higgs production
VBF is intimately related to h→ 4f discussed in section 2.2.1 by crossing symmetry.
In fact, both processes can be described by the same Green function G(Jµ, J ′ν , h) of
Eq. (2.5),
G(Jµ, J ′ν , h) = 〈0|T
{
Jµ(x), J
′
ν(y), h(0)
}|0〉 .
As a consequence, the discussion of VBF can be made in close analogy to the
discussion of section 2.2.1. In particular, we can again introduce the meaningful
distinction between underlying NC and CC processes, perhaps both present and in-
terfering with each other. We will first take care of parametrising such underlying
processes, then discussing once again how to combine them to describe real processes.
Owing the distinction between NC and CC processes, the qiqj → qkqmh amplitude
can be generally parametrised as follows:
A (qi(p1)qj(p2)→ qk(p3)qm(p4)h(ph))nc, cc = i
2m2V
v
(q¯i(p3)γµqk(p1)) (q¯m(p4)γµqj(p2))
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× T µνnc, cc(q1, q2) ,
T µνnc, cc(q1, q2) = F ijkmL (q21, q22)nc, cc gµν + F ijkmT (q21, q22)nc, cc
q1 ·q2 gµν − qµ2 qν1
m2V
+ F ijkmCP (q
2
1, q
2
2)nc, cc
εµναβ q1α q2β
m2V
, (2.26)
where q1 = p1 − p3, q2 = p2 − p4 and mV = mZ,W depending whether the process is
NC or CC.
As anticipated, the tensor structures T µνnc, cc(q1, q2) are in complete analogy with
Eq. (2.7). In fact, also the form factors F (q21, q
2
2) are defined exactly as in Eqs. (2.8),
(2.9), once the flavour indices are suitably generalised to consider the quark currents
case. For example, F ijkmL (q
2
1, q
2
2)nc reads:
F ijklL (q
2
1, q
2
2)nc,cc = κV V
gikV g
jm
V
PV (q21)PV (q
2
2)
+
ikV
m2V
gjmV
PV (q22)
+
jmV
m2V
gikV
PV (q21)
+ ∆SML (q
2
1, q
2
2) ,
(2.27)
where V = Z,W for NC and CC, respectively. The generalisation of the remaining
form factors is straightforward and we refer to the original literature for their explicit
expressions4 [4].
Once parametrised the underlying NC and CC processes, one should again un-
dertake a proper symmetrisation of the amplitude to describe real processes. For
example, in uu → uuh two NC processes interfere, while in ud → udh there is an
interference between a NC and a CC process. A proper sum over all possible chan-
nels is thus to be performed, once again in complete analogy to the one discussed in
Eqs. (2.11), (2.12).
We want to stress once more that the POs appearing in VBF parametrisation
(Eq. (2.27) and similar) are the same that appear in Eqs. (2.8), (2.9). This is because
they all belong to the same tensor and Laurent decomposition of the underlying Green
function G(Jµ, J ′ν , h), which is the same for VBF and h → 4f decays. The only sig-
nificant difference is that, while in Higgs decays the most interesting channels are the
ones involving lepton currents (h→ 4`, 2`2ν), VBF is clearly able to probe only quark
currents. This fact gives decay and production channels complementary features when
it comes to test the flavour-dependent POs (i.e. 
fifj
V ). Flavour-independent ones are
instead typically best constrained using decay channels due to their higher cleanness.
2.3.2 Associated V h production
At first sight the associated V h production process, qq¯ → V h, cannot be described
by the three-point Green function G(Jµ, J ′ν , h) , used to parametrise both h→ 4f and
VBF, since we are now dealing with different external legs.
However, before rushing conclusions, one should have a closer look at the assump-
tions used to decompose G(Jµ, J ′ν , h). In particular it should be recalled that, as a
4We warn the reader that, in the original articles, form factors for the NC and CC case are called
F and G respectively.
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consequence of our EFT approach (i.e. neglecting interactions with canonical dimen-
sion D > 6), such correlation function is non-local and the propagation of at least one
electroweak gauge boson should always be advocated in the decomposition. Through
Eq. (2.6) one can see that, by imposing V ∗ to be on shell (and removing the second
decay steps), the PO description of h → 4f can be straightforwardly exploited to
describe h→ V ff , the latter being intimately related to V h production by crossing
symmetry.
The above argument eventually allows us to describe the amplitude for ff¯ → V h
with exactly the same formalism and the same POs used so far. Using a compact
notation encoding both NC and CC processes, we then decompose the V h production
amplitude in a way that should be by now familiar to the reader:
A (f1(p1) f¯2(p2)→ V (k)h(ph)) = 2 i m2V
v
f¯2(p2)γνf1(p1)
∗
V µ(k)
×
[
F f1f2VL (q
2) ηµν + F f1f2VT (q
2)
qµkν − (q · k)ηµν
m2V
+ F f1f2VCP (q
2)
µναβqαkβ
m2V
]
,
(2.28)
where the form factors read
F f1f2VL (q
2) = κV V
gf1f2V
PV (q2)
+
f1f2V
m2V
+ ∆SML (q
2) ,
F f1f2VT (q
2) = V V
gf1f2V
PV (q2)
+ δV Z Zγ
eQf1
q2
+ ∆SMT (q
2) ,
F f1f2VCP (q
2) = CPV V
gf1f2V
PV (q2)
− δV Z CPZγ
eQf1
q2
, (2.29)
with V = Z,W±. Here δV Z is a Kronecker delta, giving 1 for V = Z and 0 otherwise.
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CHAPTER 3
Radiative corrections in Higgs decay
3.1 The issue of initial- and final-state radiation
In the previous chapter, we have analysed various Higgs processes, performing a
parametrisation of their underlying Green functions. In fact, we were able to describe
all processes of interest using only the correlation function
G(Jµ, J ′ν , h) = 〈0|T
{
Jµ(x), J
′
ν(y), h(0)
}|0〉
introduced in Eq. (2.5).
Since we are working at the Green function level, it should be immediately clear
that the PO framework is not a tree-level description which requires loop corrections
and a renormalisation procedure, but is rather the parametrisation of a well-defined,
non-perturbative object, G(Jµ, J ′ν , h). Nevertheless, we should care about another
kind of next-to-leading order (NLO) corrections, namely the ones related to the issue
of initial- and final-state radiation (ISR and FSR), already anticipated in section 2.1.
In order to understand the need of taking into account ISR and FSR, we should
go back to the very concept of observable. A particular scattering or decay process
should be considered an observable only if such process can be unambiguously distin-
guished, at least in principle, from the background. However, in the case of the extra
emission of one (or more) undetectably soft photon(s) or gluon(s), such distinction
is meaningless. In other words, processes with emission of massless boson(s) with
energy lower than an experimental threshold1 should be seen as processes equiva-
lent2 to the one where no soft radiation is emitted, therefore only the sum of all of
them (non-radiative and soft-radiative) can be legitimately considered a well-defined
observable.
The issue of soft radiation conceptually justify why we should always include ISR
and FSR in our discussion, since they are necessary ingredients to relate realistic
observables (ROs) to POs (the latter parametrising only the non-radiative process,
1Such threshold can be considered extremely small, but it is nevertheless always a finite experi-
mental quantity.
2In other words, soft-radiative and non-radiative processes should be effectively considered as
degenerate, since experimentally indistinguishable.
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which is not a proper observable). In this chapter, we will concentrate ourselves to
the discussion of QED corrections (i.e. soft photon emission), since we are eventually
interested in discussing h → 4` processes. The corrections due to ISR and FSR will
be from now on called simply radiative corrections3.
Two important questions immediately arise from our present discussion:
- Though conceptually relevant, radiative corrections are in principle suppressed
by the small fine structure constant, α/pi ∼ 10−3. Why should we care about
corrections of this size?
- In principle, radiative corrections could completely change the structure of the
non-radiative amplitude. Was our effort to parametrise non-radiative ampli-
tudes worthless?
The remaining of this section is devoted to the discussion of these issues. As we
will find out, radiative corrections are much bigger than the naive α/pi estimate
and, fortunately, they will not ruin the description of the non-radiative amplitude
performed in chapter 2.
3.1.1 Infrared divergences and mass singularities
In discussing the degeneracy between non-radiative and soft-radiative processes, we
have omitted one detail of crucial importance to understand the relevance of radiative
corrections. Indeed, both non-radiative and soft-radiative processes, if individually
computed, exhibit singularities known as infrared (IR) divergences.
IR divergences (also called soft divergences or soft singularities) are a well known
issue that has plagued QED since its early days. Even after a careful renormalisation
procedure is performed (i.e. ultraviolet divergences are removed), one-loop amplitudes
involving a photon loop and charged external states display residual IR divergences
which necessitate an additional regulator (i.e. an IR cutoff). The IR divergences issue
was formally settled in the 1960’s, when it was proven that those divergences system-
atically cancel at all order in perturbation theory when non-radiative amplitudes are
combined with soft-radiative amplitudes to create proper observables [9–12].
There is a crucial difference between ultraviolet (UV) and IR divergences. The
regulator of UV divergences is a completely non-physical parameter, therefore the final
results display no dependence upon it whatsoever. On the contrary, once healed IR
divergences one is left with a residual dependence upon the particular IR cutoff used
to discern between soft (i.e. undetectable) and hard (i.e. detectable) photons. This
is absolutely reasonable, since such parameter plays a crucial role in the definition of
the observable itself.
Let us call such IR cutoff λγ for the time being, postponing the details regarding its
possible definitions. It is important to notice that, at any finite order in perturbation
theory, we expect our IR-safe observable to have a singularity for λγ → 0. As a
consequence, we are expecting our radiative corrections to benefit from a significant
3This nomenclature should not generate confusion. “Radiative corrections” won’t refer to one-loop
corrections coming from a renormalisation procedure, since from that point of view our parametri-
sation is non-perturbative.
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enhancement whenever λγ is sufficiently small
4. Such enhancement turns out to be
logarithmic (∝ log λγ) and in some circumstances can significantly compensate the
α/pi suppression, justifying our interest for radiative corrections.
We have seen that IR divergences lead to an enhancement of radiative corrections,
whenever the IR cutoff λγ is sufficiently small (as in many experimental setups). There
is another important class of divergences (and related enhancements) that should be
discussed, which will play an important role also in chapter 4: mass singularities.
Let us consider QED with a massless charged fermion. Computing the transition
probability involving one of such massless fermions f in the initial or final state, one
would still face singularities even after recovering the IR divergences discussed so
far [11]. The reason is that, in this case, there are additional degenerate processes to
be included. Indeed, In such a theory the two states |f(p)〉 and |f(p′)γ(p − p′)〉 can
be both on-shell as long as p′ and p− p′ are collinear. These additional states, corre-
sponding to collinear emission(s) of an arbitrarily hard photon(s), are experimentally
indistinguishable from the single particle state |f(p)〉 and should be included in the
computation in order to recover a finite result.
These divergences arising in the fermion massless limit are called mass singu-
larities or collinear divergences. In the Standard Model there aren’t such massless
charged particles. Nevertheless, we should care about mass singularities for two rea-
sons.
• In inclusive observables, i.e. processes involving photon radiation of arbitrarily
hardness, no such mass singularities are expected. But as soon as exclusive
observables are considered, i.e. processes where only undetectably soft photons
are included (to recover IR divergences), we expect the presence of contribution
formally divergent in the mf → 0 limit, for the same reason we were expecting
singularities in the λγ → 0 limit.
We will refer to these contribution as mass singularities, since they are direct
remnants of the collinear divergences that would be there if mf = 0. Such mass
singularities, once again logarithmic (∝ logmf ), can be significant when dealing
with light fermions and give enhanced contributions to radiative correction.
They are thus not only conceptually but also numerically important.
• Whenever an explicit computation is performed neglecting fermion masses (as
it will be the case later on), one should take care of recovering mass singularities
that emerge as a direct consequence of such approximation. In particular, one
should define the IR cutoff λγ in such a way to regulate also those singularities
(or introduce a second suitable cutoff).
3.1.2 Factorisation of radiative corrections
We have understood that radiative corrections, despite the perturbative α/pi sup-
pression, can benefit from significant enhancement due to IR divergences and mass
singularities, usually both present:
log λγ , logmf , log λγ logmf . (3.1)
4Such singularity for λγ → 0 vanishes when a resummation at all order is performed [12]. However,
such considerations are relevant only when (α/pi) log λγ & 1.
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The last term correspond to a double logarithmic enhancement (both collinear and
soft divergent) which is known in literature as Sudakov double logarithm [81].
We should now discuss the aspect of those radiative corrections. Our main concern
is to make sure that such corrections can be effectively included in our description
of the non-radiative amplitude performed in chapter 2. Fortunately, this will be the
case. Here we will just summarise the main results concerning radiative corrections
which we need for our subsequent discussion. A detailed proof of such results is
beyond the purposes of this dissertations and we refer to the literature for further
details [9–16].
Let us call dΓnr a specific non-radiative process differential transition probability,
dΓsoft-rad(λγ) the one for the soft-radiative process (i.e. undetectable photon), and
dΓhard-rad(λγ) the one for the hard-radiative process (i.e. detectable photon). The
two latter widths clearly display a dependence upon the IR threshold λγ which define
a detectable photon. One should notice that only the sum dΓnr + dΓsoft-rad(λγ) is
IR-safe, as discussed in section 3.1.1.
The first crucial result, that can be shown to hold up to non-logarithmic-enhanced
non-factorisable corrections, is:
dΓnr + dΓsoft-rad(λγ) = dΓ
nr′ · ωv(λγ) , (3.2)
dΓhard-rad(λγ) = dΓ
nr′ · ωr(λγ , {xi}) , (3.3)
where dΓnr′ is IR-safe5 and {xi} is a set of differential variables introduced to fully
characterise the radiative process6. All (IR-safe) radiative corrections, including loga-
rithmic singularities (see Eq. (3.1)), are now encoded in the so-called flux or radiator
function
ω(λγ , {xi}) = ωv(λγ) Πi δ(1− xi) + ωr(λγ , {xi}) , (3.4)
which allows us to write:[
dΓnr + dΓsoft-rad + dΓhard-rad
]
(λγ , {xi}) = dΓnr′ · ω(λγ , {xi}) . (3.5)
In Eq. (3.4), ωv(λγ) encodes the virtual corrections, which are actually the IR-safe
sum of virtual corrections (in Γnr) and real corrections for undetectably soft photon
emissions (in Γsoft-rad). Instead, ωr(λγ , {xi}) encodes the real corrections associated
to the emission of a detectable photon (i.e. associated to Γhard-rad).
The implications of Eq. (3.5) are pivotal. Such factorisation legitimises our anal-
ysis and decomposition of non-radiative amplitudes performed in chapter 2, since
radiative corrections can them be taken into account by dressing non-radiative am-
plitudes with suitable radiator functions ω. This also eventually justify the description
of ISR and FSR given in Eq. (2.2), where such factorisation was assumed without
further explanations.
The second important result that can be shown is:∫
inclusive
dxi ω(λγ , {xi}) = 1 +O (α/pi) , (3.6)
5As a consequence of the Low theorem [13–16], dΓnr′ has the analytical structure of dΓnr once
healed from IR divergences.
6We will conventionally set xi ∈ [0, 1], the non-radiative limit being xi = 1 ∀ i.
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where the integration over all differential variables is meant to recover the fully in-
clusive observable, i.e. with arbitrary hard photon(s) emission. As long as we can
neglect non-enhanced O (α/pi) contributions, Eq. (3.6) gives us an extremely useful
normalisation condition for the radiator function. Indeed, let us assume the explicit
computation of ωr to be much simpler than the evaluation of ωv (as it will be the
case). Once obtained ωr, we can easily derive ωv from Eqs. (3.4), (3.6):
ωv(λγ) = 1−
∫
inclusive
dxi ωr(λγ , {xi}) . (3.7)
This relation will be extensively used in the following sections.
3.2 Radiator function of a fermion current
In this section we will address the very specific problem of identifying the expression
of radiator function ω(λγ , {xi}), introduced in Eq. (3.4), in the case of radiation from
a fermion neutral current,
Jµ(q) = f¯(p1)γµf(p2) , p1 + p2 = q , (3.8)
where the fermion f is understood to be chiral.
For the sake of the argument, let us consider the decay of a neutral particle7 X
into a neutral current Jµ and other particles Y , X → Y Jµ. We want to suitably
describe the radiative dressing of such decay,
X → Y J∗µ → Y Jµ γ , (3.9)
where the photon is emitted from the fermion current8. We already know that we
can describe the inclusive process X → Y Jµ(+γ) in terms of the non-radiative width
and a radiator function,
dΓ(X → Y Jµ(+γ)) = dΓ(X → Y Jµ) · ω(λγ , {xi}) . (3.10)
Our aim is now to explicitly compute ω(λγ , {xi}).
The discussion can in principle be carried out to consider an arbitrary number
of photon emissions. However, one should notice that every extra photon brings an
additional α/pi suppression factor. For this reason, we will limit ourselves to a single
photon emission, systematically neglecting any O (α2/pi2) term. We will also neglect
those O (α/pi) terms which do not benefit from any logarithmic enhancement9.
3.2.1 Non-interference with other radiative processes
As specified above, we are interested in the radiator function parametrising the emis-
sion of a photon from a neutral current final state. However, there are generally other
radiative amplitudes that contribute to X → Y Jµ γ and those amplitudes interfere
in principle with each other. In our case, the three different radiative amplitudes are
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X
Y
Jµ
γ
A1(X → Y + Jµγ)
X
Y
Jµ
γ
A2(X → Y γ + Jµ)
X
Y
Jµ
γ
A3(X → Y Jµγ)
Figure 3.1: The three class of diagrams contributing to X → Y Jµγ. Photon emission from
the Jµ leg (A1) is the one we are interested in. As explained below, A1 does not interfere
neither with A2 nor with A3.
depicted in Figure 3.1: photon emission from Jµ (A1), photon emission from Y (A2),
photon emission from the hard process itself (A3).
Clearly, from a purely quantum-mechanical point of view, defining a photon emis-
sion from the Jµ leg makes sense if and only if A1 does not interfere with A2 and A3.
Indeed, only in the absence of interference we can consistently compute a decay width
corresponding only to the radiative process (3.9). Fortunately, this can be generally
proven to be the case.
The explicit proof that the photon emission from a neutral current Jµ does not
interfere, in Leading Logarithmic Approximation (LLA), with other amplitudes with
same final state is rather technical and is postponed to appendix A.110. The quali-
tative argument behind such property can be summarised as follows. Since Jµ is a
neutral current, it can be considered a globally chargeless final state which cannot
electromagnetically interact with its surroundings. This neutrality avoids any kind of
interference with other amplitudes, though in principle we should have expected it.
Due to the non-interference of process (3.9) with other photon emission processes,
we are allowed to carry on the discussion focusing only on the former. Other possible
photon emission channels can then be taken into account in an additive fashion.
Eventually, the complete radiator function can be defined as the sum of all radiators
from all non-interfering channels contributing to radiative corrections.
Once settled this subtle issue, for the rest of the discussion we will refer to X →
Y Jµγ only as process (3.9), being allowed for our purposes to neglect other (possible)
radiative channels.
3.2.2 Formal definition of the radiator function ωJ(λγ, x)
We want to derive a general expression for the radiator function ω of Eq. (3.10). In
order to succeed, we should first of all properly define the radiator itself.
7The following discussion is nevertheless completely general and can be extended to decays of
charged particles or scattering processes, as long as we have a neutral current Jµ in the final state.
8We will later show that this is as a matter of fact a meaningful definition.
9In other words, we will work in Leading Logarithmic Approximation (LLA).
10In appendix A.1 it will be proved that the interference term Re(A∗1A2,3) is always free from soft
divergences. The issue of extending such result to single-logarithmic collinear singularities is more
delicate and we will limit ourselves to some general remarks.
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As a first step, let us properly define our decay widths by fixing their kinematic:
Γ0 = Γ
(
X(PX)→ Y ({bi}) `+(p+) `−(p−)
)
, (3.11)
Γrad = Γ
(
X(PX)→ Y ({bi}) `+(p′+) `−(p′−) γ(k)
)
, (3.12)
where p+ + p− = q0, p′+ + p′− = q, q + k = q0 and PX = q0 +
∑
i{bi}. Here {bi}
collectively denotes the momenta of all particles in the Y final state (there will be no
need to further specify such state).
Writing down explicitly the integrations over the phase space, we can recast Γ0,
Γrad as:
Γ0 =
(2pi)4
2MX
∫
dΦ(PX ; {bi}, p+, p−) |M0|2 , (3.13)
Γrad =
(2pi)4
2MX
∫
dΦ(PX ; {bi}, p+, p−, k) |Mrad|2 , (3.14)
where dΦ(P ; p1, . . . , pn) is the phase space for a particle P decaying into n particles
with momenta pi (i = 1, . . . , n), following the notation of Ref. [41]
11. Such phase
space can be split using an auxiliary kinematic variable q [41]:
dΦ(P ; p1, . . . , pn) = dΦ(P ; p1, . . . , pj , q) dΦ(q; pj+1, . . . , pn) (2pi)
3dq2 , (3.15)
where clearly q =
∑n
i=j+1 pi. Exploiting Eq. (3.15), we can conveniently recast
Eqs. (3.13), (3.14) as follows:
Γ0 =
(2pi)7
2MX
∫
dΦY (PX ; {bi}, q0) dΦ`(q0; p+, p−) dq20 |M0|2 , (3.16)
Γrad =
(2pi)10
2MX
∫
dΦY (PX ; {bi}, q0) dΦγ(q0; q, k) dΦ`(q; p+, p−) dq20 dq2 |Mrad|2 ,
(3.17)
where q and q0 have been already defined after Eq. (3.12). For future reference, let
us write down explicitly the phase space for the two-body decay (in the rest frame of
the decaying particle):
dΦ(P ; p1, p2) =
1
8(2pi)6
λ(P 2, p21, p
2
2)
P 2
dΩp , (3.18)
where λ(x, y, z)2 = x2+y2+z2−2xy−2xz−2yz, while Ωp is the solid angle describing
the ~p1 3-momentum (clearly, ~p1 = −~p2 in P rest frame).
Introducing the new variable x = q2/q20, we can now formally define the piece of
radiator corresponding to real emission from a neutral current Jµ (see Eq. (3.3)) as:
dΓrad
dx
= Γ0 · ωJr (λγ , x) . (3.19)
11See section 47. Kinematics.
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Assuming no other contributions to real emission, we can then exploit Eq. (3.7) to
find ωJv (λγ) and thus the full radiator (Eq. (3.4)):
ωJv (λγ) = 1−
∫
dxωJr (λγ , x) ,
ωJ(λγ , x) = ω
J
v (λγ)δ(1− x) + ωJr (λγ , x) . (3.20)
In order to avoid future confusion, from now on the ‘J ’ superscript will denote the
radiator function in the specific case of a single Jµ current.
3.2.3 Master formula for ωJr (λγ, x)
Owing a proper definition of ωJ(λγ , x), Eqs. (3.19) and (3.20), we can now derive a
master formula for its general expression.
The first, crucial observation is that we are allowed to differentiate Eq. (3.19) with
respects to the kinematic variables which are not necessary for the factorisation of
radiative corrections. In particular, the integration over dΦγ is the only one needed to
ensure the existence of a factorisable radiator function. By differentiation of Eq. (3.19)
we get:
d
dx
(
d2Γrad
dΦY dq20
)
=
(
d2Γ0
dΦY dq20
)
· ωJr (λγ , x) . (3.21)
Before plugging Eqs. (3.16), (3.17) into Eq. (3.21), we should first say something
more about the matrix elementsM0,Mrad. Indeed, it can be easily shown that their
generic expressions read
M0 = Yµ Jµ0 ,
Mrad = Yµ Jµrad , (3.22)
where Yµ is common to both matrix elements, J
µ
0 =
¯`(p−)γµ`(p+), while J
µ
rad is given
by the sum of the two Feynman diagrams of Figure 3.2. If we now compute the
squared amplitudes |M|2, taking care of summing over final polarisation states, we
get:
|M0|2 = Y †µYν Lµν0 , Lµν0 =
∑
`pol
Jµ †0 J
ν
0 , (3.23)
|Mrad|2 = Y †µYν Lµνrad , Lµνrad =
∑
γ pol
∑
`pol
Jµ †rad J
ν
rad , (3.24)
where “` pol” and “γ pol” denote the sum over lepton and photon polarisations,
respectively.
We can now derive a general expression for ωJr (λγ , x). Deploying Eqs. (3.16),
(3.17), (3.18), (3.23), (3.24) into definition (3.21), we get:
(2pi)3q20 Y
†
µYν
∫
dΦγ β dΩ` L
µν
rad = ω
J
r (λγ , x)Y
†
µYν
∫
β0 dΩ` L
µν
0 , (3.25)
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q0
`−(p−)
`+(p+)
γ(k)
µ
q0
`−(p−)
`+(p+)
γ(k)µ
Figure 3.2: The two Feynman diagrams contributing to Jµrad, with p−+ p+ = q, k+ q = q0.
where β2(0) = 1− 4m2`/q2(0) comes from the 2-body phase space of `±. We can exploit
our freedom to chose the angular frame to get rid of the unpleasant integration over
dΩ`. Furthermore, we claim that equation (3.25) still holds if we drop the Y
†
µYν terms
on both sides12. If we now contract both sides with gµν , we finally get
ωJr (λγ , x) =
1
32(2pi)3
β
β0
q20
q20 + 2m
2
`
(1− x)
∫
cut(λγ)
dΩγ (−gµν Lµνrad) , (3.26)
where we have substituted gµν L
µν
0 = −4(q20 + 2m2` ). This is our master formula for
ωJr (λγ , x).
The integration over dΩγ in Eq. (3.26) should be performed in the rest frame of
q0, where Ωγ can be identified as the solid angle describing ~k = −~q. Such integra-
tion clearly depends upon the details on the IR cutoff λγ . The integrand is instead
universal and can be computed from Eq. (3.24) using the diagrams of Figure 3.2. Its
expression reads:
−gµν Lµνrad = 64piα
(
−1 + 2
1− β2c2θ
+
4x(1 + x`)
(1− x)2(1− β2c2θ)
− 8x`(1 + x`)
(1− x)2(1− β2c2θ)2
)
,
(3.27)
where x` = 2m
2
`/q
2
0, while cθ is the polar angle of the Ωγ coordinates: dΩγ = dφ dcθ.
3.2.4 Explicit expressions for ωJ(λγ, x)
Given definition (3.20) and master formula (3.26), we are ready to provide an explicit
expression for ωJ(λγ , x). The only missing ingredient is a formal definition of the IR
cutoff λγ , which influences the integration over dΩγ in (3.26).
The IR cutoff should always be defined in order to emulate as accurately as pos-
sible the behaviour of the experiment itself. Such matching is always a very delicate
issue. In our case, we will be interested in mimicking the ATLAS and CMS detectors.
To achieve this result, we define a minimal invariant mass of a single lepton plus
photon m∗. More precisely, we will consider the soft and/or collinear emission of a
photon as undetectable if it satisfies the following condition:
|`(p± + k)〉 → |`(p±)〉 · |γ(k)〉 undetectable if (p± + k)2 ≤ m2∗ . (3.28)
12A formal proof of this property would lead us too far from the purposes of our discussion. The
idea is that if one could prove that Yµ, which represents a whole family of 4-vectors, completely spans
Lorentz space, the cancellation we claim would be a trivial result of complex linear algebra.
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With such definition, one successfully emulates the limited resolution of the electro-
magnetic calorimeters of the two LHC detectors.
Condition (3.28) is very useful in the massless fermions limit, since it recovers
both soft and collinear divergences. Indeed, taking p2± = m2` = 0, Eq. (3.28) reads
(p± + k)2 =
1
2
q20(1− x)(1± cθ) ≤ m2∗ . (3.29)
From Eq. (3.29) one can easily realise that both soft (x→ 1) and/or collinear (cθ →
±1) photons are systematically considered as undetectable, as it should be.
Condition (3.29) gives us an explicit definition of the region of integration over
dΩγ . By explicit evaluation of master formulas (3.20) and (3.26), one eventually gets
ωJ(x∗, x) = ωr(x∗, x) + ωv(x∗, x)δ(1− x) ,
ωJr (x∗, x) =
α
pi
(
x− 1 + 1 + x
2
1− x log
(
2(1− x)− x∗
x∗
))
θ(1− x− x∗) ,
ωJv (x∗) = 1−
α
2pi
(
5
2
− pi
2
3
+ 3 log
x∗
2
+ 2 log2
x∗
2
)
, (3.30)
where x∗ = 2m2∗/q20. It is interesting to notice that the Heaviside step function13 θ in
the ωJr expression is an automatic result of the integration in dcθ due to Eq. (3.29).
Indeed, for x > 1 − x∗, the two conditions (3.29) cannot be simultaneously satisfied
whatsoever and the region of integration vanishes. It is worth to remember that,
in the case of multiple radiative channels, one should first add all the different real
contributions ωJr together and then compute the single virtual correction ω
J
v through
Eq. (3.20).
As a final addendum to this section, it is worth noting that Eq. (3.28) is not the
only possible definition of an IR cutoff. In fact, such choice is unsuitable whenever
it is favourable to retain the lepton mass dependence, for kinematic or other reasons.
In that case, one might be also interested in a full photon acceptance. Inclusively
integrating over Ωγ , one gets:
ω˜Jr (x`, x) = −
α
pi
(1 + x2 + 2xx`)β − 2(1 + x2 − 2x`(1− x+ x`)) arctanh(β)
(1− x)(1 + x`)
√
1− 2x`
. (3.31)
Two final comments on radiator (3.31):
- Soft divergences are still to be recovered and indeed ω˜Jr (x`, x) is divergent for
x → 1. A possibility is to add (this time by hand) an extra θ(1 − x − x∗) in
Eq. (3.31), contextually defining a threshold x∗ for undetectably soft photons.
- ω˜Jr (x`, x) cannot be analytically integrated in dx. A good solution would be
to analytically integrate only the logarithmic divergences of ω˜Jr (x`, x), then
numerically integrating the residual (non-singular) part. This was for example
the strategy deployed in Ref. [17].
13This is the usual step function, defined as θ(x) = 1 for x > 0, θ(x) = 0 for x < 0.
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3.3 Radiative corrections in h→ 2e 2µ
Once examined to some extent the general issue of radiative corrections from fermion
currents, we will now focus our discussion to a specific Higgs decay, h→ 2e 2µ [8]. We
have already explained in chapter 2 the relevance of such process. In addition, we have
argued in section 2.2.4 that the inclusion of radiative corrections, i.e. the spectrum
distortion due to ISR and FSR, is of utmost importance in order to disentangle
genuine new physics effects from NLO Standard Model effects. Once developed the
necessary tools in section 3.2, we are now ready to quantitatively discuss how to
include radiative corrections in the generic PO description of h→ 2e 2µ.
We will again limit our computations at NLO (i.e. at the O (α/pi) level) and at
LLA (i.e. neglecting finite α/pi contributions). Furthermore, we will work in the
massless lepton limit, lepton masses being negligible in the kinematic regimes we are
interested in.
3.3.1 Differential description of h→ 2e 2µ(+γ)
As a first step, we need to extend the formalism introduced in section 2.2.4 in order
to describe the inclusive h → 2e 2µ(+γ) process, where an extra detectable γ can
be either emitted or not14. As IR cutoff we will use the minimal lepton plus photon
invariant mass m∗ discussed in section 3.2.4, Eq. (3.28).
Let us call
√
q201,02 and
√
q21,2 the invariant masses of the two lepton currents
(e+e− and µ+µ−) before and after bremsstrahlung, respectively. We further define
xi =
q2i
q20i
, x∗i =
2m2∗
q20i
, i = 1, 2 , (3.32)
where
√
xi parametrises the fraction of invariant mass retained by the i-th lepton pair
after bremsstrahlung (for xi = 1, no detectable photon has been emitted). Our final
goal is to determine the differential distribution
F``γ(q201, q202, x1, x2) =
d4Γ (h→ 2e 2µ(+γ))
dq201dq
2
02dx1dx2
, (3.33)
which fully encode all information about the radiative distortion of the h → 2e 2µ
decay.
As a result of factorisation of radiative corrections discussed in section 3.1, we
are able to express the radiative spectrum F``γ in terms of the non-radiative Fnr``
spectrum and a suitable radiator function ω. In formulas:
F``γ(q201, q202, x1, x2) = Fnr`` (q201, q202) · ωtot(x∗1, x∗2, x1, x2) , (3.34)
where Fnr`` has been first defined in Eq. (2.23),
Fnr`` (q201, q202) =
d2Γ(h→ 2e 2µ)
dq201dq
2
02
. (3.35)
14It is important to require the extra emitted photon to be detectable. Indeed, as discussed, an
indefinite number of undetectable photons is always emitted, this being the ultimate reason for IR
divergences.
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A1(h→ 2e γ + 2µ) A2(h→ 2e+ 2µγ) A3(h→ 2e 2µγ)
Figure 3.3: The three possible bremsstrahlung channels in h → 4` γ. A1,2 corre-
spond to a photon emission from one of the two lepton currents. A3 corresponds to a
photon emission from the hard process itself and is thus related to the Green function
〈0|T {Jµ(x), J ′ν(y), γ(z), h(0)}|0〉. Such correlation function can be proven to be IR-safe [10].
3.3.2 The radiator function ωtot
We now want to deploy the discussion of previous sections to find and explicit ex-
pression for ωtot(x∗1, x∗2, x1, x2). First of all, let us follow the usual strategy and
introduce the distinction between virtual and real part of the radiator,
ωtot(x∗1, x∗2, x1, x2) = ωv(x∗1, x∗2) δ(1− x1) δ(1− x2) + ωr(x∗1, x∗2, x1, x2) . (3.36)
We will explicitly evaluate ωr, thus obtaining ωv through Eq. (3.7).
In order to determine ωr(x∗1, x∗2, x1, x2), we should identify all the different ra-
diative channels contributing to h → 2e 2µγ. These are summarised in Figure 3.3:
the photon can be emitted either by one of the fermion currents (A1, A2) or by the
hard process itself (A3). We have already argued in section 3.2.1 that A1 and A2
do not interfere with each other and with A3. Furthermore, A3 can be proven to be
IR-safe [10], thus it does not contribute at all to ωr.
Following the above observations, we can conclude that ωr is simply the sum of
the two radiators describing real photon emission by the two fermion neutral currents:
ωr(x∗1, x∗2, x1, x2) = ωJr (x∗1, x1) δ(1− x2) + ωJr (x∗2, x2) δ(1− x1) , (3.37)
where ωJr (x∗, x) is given in Eq. (3.30). The Dirac δ functions are needed to ensure
that we are describing the photon itself as a single quantum15. We can now explicitly
compute ωv(x∗1, x∗2) through Eq. (3.7),
ωv(x∗1, x∗2) = 1−
∫ 1
0
dx1
∫ 1
0
dx2 ωr(x∗1, x∗2, x1, x2)
= ωJv (x∗1) + ω
J
v (x∗2)− 1 , (3.38)
where ωJv (x∗) is again given in Eq. (3.30).
To summarise, the full radiator function for h→ 2e 2µγ reads:
ωtot(x∗1, x∗2, x1, x2) =
(
ωJv (x∗1) + ω
J
v (x∗2)− 1
)
δ(1− x1) δ(1− x2)
+ ωJr (x∗1, x1) δ(1− x2) + ωJr (x∗2, x2) δ(1− x1) . (3.39)
15If x1 6= 1 we should impose x2 = 1 and vice versa. Otherwise, x1,2 6= 1 would imply that the
(single) emitted photon carries energy drained from both fermion currents, a scenario which is clearly
forbidden (in absence of interference).
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3.3.3 ISR and FSR dressing of the non-radiative spectrum
Eqs. (3.34) and (3.39) give us an explicit definition of F``γ(q201, q202, x1, x2), which
fully characterise the radiative process h→ 2e 2µγ, Eq. (3.33). We can now go back
to the original purpose of our discussion, namely the ISR and FSR dressing of the
non-radiative process h→ 2e 2µ within the general PO framework.
In ATLAS and CMS analyses, the h → 2e 2µ spectrum is reconstructed without
an effort to trace back possible photon(s) emission [71]. In order to mimic such
experimental measure we should integrate, for each {√q21,√q22} bin, over all possible
pre-bremsstrahlung {√q201,√q202} bins from which the event can migrate through
a suitable photon emission. In formulas, the above prescription for the radiative
dressing of the F`` spectrum reads:
Frad`` (q21, q22) =
∫∫
D(q01,q02)
dq201dq
2
02 F``γ
(
q201, q
2
02,
q21
q201
,
q22
q202
)
, (3.40)
where the integration domain is defined as
D(q201, q202) =
{
(q201, q
2
02) | q20i ≥ q2i ∧
√
q201 +
√
q202 ≤ mh
}
, (3.41)
according to Eq. (2.24). Making integration (3.40) explicit and changing the variables
from q2i to
√
q2i , one finds:
Frad``
(√
q21,
√
q22
)
=
∫ mh−√q2
√
q21
d
√
q201
∫ mh−√q201
√
q22
d
√
q202 ·
4
√
q21
√
q22
q201q
2
02
×Fnr`` (
√
q201,
√
q202) · ωtot(x∗1, x∗2, x1, x2) , (3.42)
with xi = q
2
i /q
2
0i and x∗i = 2m
2∗/q20i.
As already seen in section 2.2.4, the single-differential distribution F`
(
q2
)
is an-
other interesting observable. Indeed, such one-dimensional function is more effec-
tive to exemplify our analysis and to appreciate the impact of radiative corrections.
Following Eq. (2.25), we can define the non-radiative single-differential distribution
Fnr`
(√
q20
)
as
Fnr` (
√
q201) =
∫ mh−√q201
0
d
√
q202Fnr`` (
√
q201,
√
q202) . (3.43)
Plugging Eq. (3.42) into Eq. (3.43) and performing a smart recast of the integra-
tion, it is indeed possible to show that
Frad`
(√
q21
)
=
∫ mh
√
q21
d
√
q201
2
√
q21
q201
· Fnr`
(√
q201
)
ωJ(x∗1, x1) , (3.44)
where ωJ(x∗1, x1) is the radiator function for a single fermion current, defined in
Eq. (3.30). Eq. (3.44) gives us a general formula able to “dress” with radiative
corrections a generic non-radiative dilepton spectrum (i.e. whether or not new physics
is involved in the decay).
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Figure 3.4: Different predictions for the dilepton decay spectrum F`(
√
q2). Left : Compari-
son, within the Standard Model, between LO analytical result (dashed black), NLO analytical
result through convolution (3.44) (solid black, m∗ = 1 GeV) and NLO numerical result ob-
tained through the Monte Carlo generator Prophecy4f [72]. Right : Comparison of NLO
results (obtained through convolution (3.44), m∗ = 1 GeV) between the Standard Model and
the three benchmarks discussed in section 2.2.4 (see text for details).
A first test of Eq. (3.44) would be to compare its predictions with the full NLO
corrections, available for the Standard Model case and already discussed in Figure 2.1.
Such a comparison is presented in Figure 3.4 (left plot), in the case of m∗ = 1 GeV.
One can immediately appreciate how convolution (3.44) provides an excellent approx-
imation (within 1% accuracy) to the spectrum obtained with full NLO electroweak
corrections16.
Having demonstrated the validity of our description of ISR and FSR by means
of Eq. (3.44), we are in position to apply the method in the presence of arbitrary
new physics contributions to h → 2e 2µ decay, parametrisable in the PO framework
introduced in section 2.2.1. As an illustrative example, we consider the impact of the
leading QED corrections for the three benchmark new physics scenarios (compared
with the Standard Model) introduced in section 2.2.4 (Figure 2.1, left plot). Such
comparison is proposed in Figure 3.4 (right plot).
- Benchmark 1 (κZZ = 1.3, 
eReR
Z = 
µRµR
Z = −eLeLZ = −µLµLZ = 0.05), blue
line. Here the deviation at LO from the Standard Model spectrum is small. As
a consequence, small deformations in the spectrum are obtained (upper panel)
and the relative QED corrections are Standard-Model-like (lower panel). In this
regime, the leading QED corrections could be reasonably estimated from the
16The ∼ 2% deviations at the borders of the phase space are expected due the breakdown of the
approximation
√
q20  m∗, implicitly assumed in the analytic evaluation of radiation function. We
will briefly return on this issue in chapter 4.
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Standard Model result (via an appropriate NLO/LO re-weighting).
- Benchmark 2 (κZZ = 0, 
eLeL
Z = 
µLµL
Z = 0.26), red line. Here the deviation from
the Standard Model point is sizeable. However, the PO configuration is such
that the deviations from the Standard Model in the spectrum are small. This
implies that the relative impact of QED corrections is still Standard-Model-like.
- Benchmark 3 (κZZ = 0.3, 
eLeL
Z = −0.45), green line. In this example we observe
a sizeable distortion of the dilepton shape (upper panel). As a consequence, the
relative impact of the QED corrections is quite different from the Standard
Model case. A description of radiative corrections by NLO/LO re-weighting of
the Standard Model result would not provide a good approximation and the
full formalism of Eq. (3.44) is needed.
Our final conclusions regarding the h→ 2e 2µ decay may not appear particularly
impressive, since only under extreme configurations of PO values the naive estimate
of radiative corrections through NLO/LO re-weighting of the Standard Model is not
a viable option. Nevertheless, one should keep in mind some broader take-home
messages that arise from the discussion in this chapter:
• Though implemented in the PO framework, our description of radiative correc-
tions in h→ 2e 2µ is not restricted to such formalism and it can be applied to
“dress” arbitrary NP descriptions of such decay, even within different frame-
works or explicit models. It would be perhaps too precipitate to conclude that
a scenario is unlikely, just because it appears exotic in the PO parameter space.
Furthermore, our formalism is undoubtedly an improvement of the very naive
NLO/LO Standard-Model-like re-weighting.
• It should also be appreciated that convolution (3.44), from the computational
point of view, is incredibly more efficient than a Monte Carlo simulation with
Prophecy4f. The full NLO results shown in Figure 3.4 (left plot) has been
obtained by generating 200 million events through Prophecy4f [72], definitely
a non-negligible computational task. On the contrary, Eq. (3.44) can be easily
implemented and run in few minutes on any laptop.
• As a final remark, it should be appreciated that our whole h→ 2e 2µ discussion
can be seen as an introductory example of how to use results of section 3.2
to build up a reliable radiator for a generic collider process which involves
neutral current(s) in the final state. In other words, one can use our discussion
to perform accurate NLO phenomenological studies (within and beyond the
Standard Model) without relying on lengthy (and perhaps not yet available)
full NLO results.
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CHAPTER 4
Electroweak corrections in Higgs production
In chapter 3 we have addressed the problem of QED radiative corrections. In this
chapter, we will address the related issue of radiative corrections within the full
electroweak theory, thus considering the additional contributions coming from the W
and Z bosons.
The great difference between QED and electroweak theory is of course that the
latter undergoes a spontaneous symmetry breakdown. This profound difference will
force us to adopt another strategy to evaluate electroweak radiative corrections. After
a very brief general introduction (section 4.1), we will immediately turn our attention
to the very specific case of associated V h production, introduced in section 2.3.2. We
will first develop a general strategy within the Standard Model (section 4.2). The
next step will be to extend our arguments to the hPO framework, which will lead us
to our final results and considerations (section 4.3).
4.1 Electroweak mass singularities
At a first sight, it might appear a bit obscure why one should care about radiative
corrections of a broken gauge symmetry, where bosons acquire masses and thus ev-
erything is IR-safe. In order to understand for what reason and to what extent one
can talk about W and Z radiative corrections, we will exploit a close analogy with
QED. Once understood the nature of electroweak IR corrections, we will turn our
attention to the specific case of associated V h production.
4.1.1 The nature of electroweak mass singularities
As extensively discussed in chapter 3, electromagnetic radiative corrections are not
only conceptually but also numerically important, since they benefit from logarith-
mic enhancements. Those enhancements, in turns, were due to the existence of two
different IR-singular phenomena:
• Soft photon emissions. Since photons are massless, 4-momentum conservation
does not forbid the radiation of infinitesimally soft real photons. The transition
probability of soft-bremsstrahlung processes turns out to be logarithmically
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divergent, ∼ logEγ , thus leading to an enhancement of properly defined IR-
safe observable.
• Collinear photon emission. An IR divergence of completely different mathemat-
ical origin is triggered whenever a massless fermion emits a collinear photon.
Though no charged massless fermions exist in the Standard Model, contribu-
tions formally divergent for mf → 0 are expected and those divergences are
again logarithmic, ∼ logmf . Such contributions are often called mass singular-
ities.
The above arguments need to be further discussed for the purposes of the present
chapter. Clearly, on can genuinely talk about a numerical enhancement only if soft
and/or collinear logarithms, logEγ , logmf , are actually bigger than O (1). Of course,
such a mathematical requirement can be formalised only for logarithms of dimension-
less quantities. If we normalise Eγ ,mf by the overall energy scale of the process, Etot,
we can then write:
log
E2γ
E2tot
 1 , log m
2
f
E2tot
 1 , (4.1)
where we take by convention the ratio of squared energies.
Condition (4.1) gives us a better defined requirement to determine whether or not
one can consider the logarithmic enhancement of radiative corrections as numerically
relevant. For example, in chapter 3 the relevant energy scale of the process Jµ(q0)→
Jµ(q) γ(k) was
√
q20. Therefore, the logarithmic enhancement is expected to fade
away whenever m2∗ ≈ q20: this is indeed the reason why our predictions were less
accurate at the borders of phase space, as commented in section 3.3.3, footnote 16.
Of course, the identification of the process scale Etot is of crucial importance for
the whole argument. More relevant, a given process can have different energy scales
involved and this might complicate the discussion. We will comment on this point
later on, but first we should turn our attention to the importance of electroweak
radiative corrections.
From the above discussion it should be clear that, in order to experience loga-
rithmic enhancement of radiative corrections, a “true” IR divergence (such as the
one associated to soft photons) is not necessary. Indeed, a “would-be” IR divergence
(such as the mass singularities associated to collinear photons) is enough to experi-
ence such enhancement, as soon as the energy scale Etot of the process is sufficiently
larger than the physical IR cutoff of such divergence.
The intuitive concept of “would-be” IR divergence gives us a bridge to understand
the meaning of radiative corrections (which are an IR physics phenomenon) due to
W and Z bosons (which are massive bosons, i.e. IR safe objects). The argument
is as follows. In the v → 0 limit1 (i.e. massless W,Z limit), one would see IR soft
and/or collinear divergences due to the emission of electroweak bosons. Triggering
the electroweak symmetry breakdown, those contributions are still present, but they
have clearly turned into “would-be” IR divergence, i.e. terms which are singular in
the mV → 0 limit (V = W,Z). For these reasons, such contributions are often called
1Here and in the following, v will denote the Higgs vacuum expectation value (v.e.v.).
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electroweak mass singularities and their appearance is known since many years (see,
for instance, [18–22]).
It should not be surprising that electroweak mass singularities are (once again)
logarithmic and they look like
log
m2V
E2tot
, log2
m2V
E2tot
, (4.2)
where the second term corresponds to a soft and collinear mass singularity (i.e. is a
Sudakov double logarithm).
The aspect of electroweak mass singularities immediately explains why we have
not considered them while discussing radiative corrections in Higgs decays. Indeed,
in such processes, we clearly have Etot ≤ mh, thus preventing any enhancement of the
logarithms in Eq. (4.2). However, the discussion is rather different for electroweak
Higgs production processes. In such case, Etot is not limited by the Higgs mass but
rather by the energy of the underlying parton collision, which can reach the TeV scale
at LHC.
These are the reasons why we should care about W and Z mass singularities
when discussing electroweak Higgs production processes. Unfortunately, despite the
analogy with QED exploited to understand the nature of such singularities, very
little can be recovered of the general results discussed in chapter 3 to address this
new issue. On the one hand, the non-abelian structure of the electroweak theory
invalidate many useful results which hold for QED, including the very existence of
a factorisable radiator function. Such results should be re-derived from scratch. On
the other hand, the fact that W and Z are massive nullifies our strategy of deriving
the virtual corrections from the computation of real emissions. The very concept of
“undetectably soft W , Z” does not hold and we should find another way to evaluate
the mass singularities, through loop computations.
From time to time, we will briefly comment on the general solutions of these
issues during our discussion. However, the focus of this chapter will be to address
these problems in the very specific case of associated V h production. For this reason,
we now turn our attention to such process, clearly stating the goals we want to achieve
and the hypotheses under which our results will be obtained.
4.1.2 Electroweak mass singularities in associated V h production
Our final aim is to identify the leading electroweak radiative corrections to V h pro-
duction processes:
A (f1(p1) f¯2(p2)→ V (k)h(ph)) , (4.3)
within the framework where amplitudes (4.3) are parametrised using the Higgs POs,
see section 2.3.2. Given the electroweak loop suppression, g/4pi ∼ 10−3, and the
conceptual difficulty of the task, we will focus only on double-logarithmic (DL) mass
singularities (Sudakov double logarithms), since they benefit the largest enhancement.
In our loop computation of DL contributions we restrict ourselves to the kinematic
region where all external momenta are on shell, whereas all Mandelstam invariants
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are assumed to be much larger than mV :
S ∼ T ∼ U ∼ E2tot  m2V , (4.4)
where S = (p1 + p2)
2, T = (p1 + k)
2, U = (p1 + ph)
2. On the one hand, assumption
(4.4) legitimises the largeness of DL contributions which, according to Eq. (4.2), can
be expressed as
log2
(
S
m2V
)
, log2
(
T
m2V
)
, log2
(
U
m2V
)
. (4.5)
On the other hand, such kinematic regime will provide us with an effective expansion
parameter, v/Etot  1. In principle, it would be nice to keep the discussion at the
lowest order, namely O ((v/Etot)0). Unfortunately, this is not possible for the process
under study, qq¯ → V h (V = W,Z), since already the tree-level matrix element (within
the Standard Model) is of order2 O (v/Etot).
These premises allows us to clearly state the approximations which we will rely
on to compute the DL mass singularities in V h production:
- We will neglect fermion masses and Yukawa interactions. The only exception to
this assumption would have been the top quark, which is however of no concern
for our present purposes.
- We will also neglect CKM-suppressed contributions. In other words, we will
consider the W–fermion interactions as diagonal. The extension of our results
to relax such assumption would not be difficult but notationally quite involved,
thus we will not explicitly discuss it in the following.
- According to Eq. (4.4), we will perform a perturbative expansion using as ex-
pansion parameter v/Etot  1. In particular, we will stop ourselves at the first
order, neglecting terms of order O (v2/E2tot) or higher.
A couple of subtleties related to the v/Etot power counting should be immediately
pointed out. The first one regards longitudinal polarisation of vector bosons (µL),
which have a dangerous behaviour,
µL(k) =
kµ
mV
+O
(mV
k0
)
∼ (v/Etot)−1 . (4.6)
This is particularly annoying, since it can potentially ruin the power counting we
want to deploy. Indeed an O (v2/E2tot) amplitude, negligible according to the as-
sumptions above, can experience an enhancement as soon as a longitudinal gauge
boson is involve, thus becoming relevant. The possible solutions are:
- To work at the v2/E2tot order while computing all amplitudes, subsequently tak-
ing into account possible Etot/v enhancements when dealing with longitudinal
polarisations.
2This is not completely true since, as it will be discussed later, longitudinal polarisations are
healed from such suppression.
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- To exploit the Goldstone Boson Equivalence Theorem (GBET) [82,83] to relate
amplitudes involving external longitudinal gauge bosons to amplitudes involv-
ing external would-be Goldstone bosons, therefore getting rid of longitudinal
polarisations and their annoying enhanced behaviour.
In the next section, the first strategy will be adopted to reach our final results. We
will later on deploy the second strategy to obtain a nice consistency check of our
computations, in section 4.2.4.
A second subtlety related to our v/Etot power counting concerns the pieces of
amplitudes featuring a boson pole, i.e. proportionals to 1/(q2−m2V ). The PO param-
etrisation distinguishes in principle between poles at different masses (see for example
the distinction between 
(CP)
ZZ and 
(CP)
Zγ , Eq. (2.29)). However, one should notice that
1
q2 −m2V1
=
1
q2 −m2V2
+O
(
m2Vi
q2
)
, (4.7)
which implies, since q2 ∼ E2tot, that we will not be able to distinguish between poles at
different masses, given our approximations. In our results, poles at different masses
will all appear simply as a 1/q2 = 1/S pole.
4.2 Computation within the Standard Model
As a first step toward a general description of DL mass singularities in the PO frame-
work, we will perform a detailed computation of such contributions within the Stan-
dard Model, for a generic V h production process.
As argued in the previous section, the differences between QED and electroweak
theory force us to rely on completely different theoretical results and methodologies.
A very useful discussion is given in Ref. [23], where the issue of factorisation of
electroweak mass singularities (both single and double logarithms) is addressed in
very general terms. Unfortunately, Ref. [23] limits its discussion to the zero order,
O ((v2/Etot)0), and thus it could be applied to V h production only for longitudinal
final state gauge bosons.
The aim of this section is a complete identification of DL mass singularities in
V h production both for longitudinal and transverse final state gauge bosons. We are
thus forced to push one step further the discussion in Ref. [23] in order to extend it to
next-to-leading order in the v/Etot expansion. As already discussed, we will make no
distinction between boson’s polarisations, subsequently taking into account potential
enhancement of O (v2/E2tot) terms due to Eq. (4.6). On the contrary, Ref. [23] exploits
the GBET to deal with longitudinal polarisations. In this way, our treatment of
longitudinal polarisations will be complementary to the one in [23] and we will be able
to perform a non-trivial cross check between the two results. This will be performed
in section 4.2.4.
Despite the different handling of longitudinal polarisations, the computation of
DL mass singularities performed in this section will follow closely the argument given
in Ref. [23]. Such argument can be sketched as follows:
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1. Adopting a diagrammatic point of view, all relevant topologies contributing to
mass singularities are identified.
2. Exploiting the common structure of all diagrams involved, a general master
formula to extract the mass singularities is derived.
3. General prescriptions to perform the sum over all possible Feynman diagrams
involved are given.
The genuinely original contribution of this section is the extension of such discussion
to the next-to-leading order in the v/Etot expansion, an issue completely overlooked
in Ref. [23]. Our focus will be on the process we are interested in, V h production.
However, it is worth to stress that the following discussion could be also seen as a
first step toward a general next-to-leading order description of DL mass singularities.
4.2.1 Notation and conventions
Though we will try to limit the technicalities to their minimal amount, the following
discussion of DL mass singularities will be rather involved. For this reason, we in-
troduce here a moderate amount of notation and conventions, in order to make the
subsequent analysis more fluent.
As anticipated above, we will perform the computations in a diagrammatic fash-
ion. In particular, we will work in the ’t Hooft–Feynman gauge. We will symbolically
call ϕ a generic particle, f (f¯) the fermions (antifermions), V the gauge bosons (A,
Z, W±), φ the would-be Goldstone bosons (φZ , φ±) while Φ = φ, h will denote all
scalars. Throughout the discussion, (anti)fermions f (f¯) should always be understood
to be chiral fermions (meaning that the two fermion chiralities should be considered
as different fermions).
As a convention, we will consider amplitudes where all external particles and
momenta are incoming. The matrix element for such processes will be called
A (ϕ1 ϕ2 ϕ3 ϕ4 → 0) =Mϕ1ϕ2ϕ3ϕ4 . (4.8)
Whenever those matrix elements should be understood to be at tree level (i.e. Born
level), we will add a ‘0’ subscript,M...ϕi...0 . The corresponding amplitudes for physical
2→ 2 scattering processes can be easily obtained fromM...ϕi... by crossing symmetry.
Here follows the list of all tree-level scattering processes that will be needed in
our discussion:
A (f1(p1) f¯2(p2)→ V¯ (−k)h(−ph)) =Mf1f¯2V h0 = Gf1f¯2V h0µ µV (k) ,
A (f1(p1) f¯2(p2)→ φ¯(−k)h(−ph)) =Mf1f¯2φh0 ,
A (f1(p1) f¯2(p2)→ φ¯1(−k1) φ¯2(−k2)) =Mf1f¯2φ1φ20 ,
A (f1(p1) f¯2(p2)→ V¯ (−k1) φ¯(−k2)) =Mf1f¯2V φ0 = Gf1f¯2V φ0µ µV (k1) ,
A (f1(p1) f¯2(p2)→ V¯1(−k1) V¯2(−k2)) =Mf1f¯2V1V20 = Gf1f¯2V1V20µ1µ2 µ1V1(k1) µ2V2(k2) .
(4.9)
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For future convenience, in amplitudes involving one (or more) vector gauge boson(s)
we have also explicitly decomposedM0 in amputated Green function G0 (µν) and bo-
son’s polarisation µV . It is worth to immediately point out that processesMf1f¯2V h0 and
Mf1f¯2V φ0 are order O (v/Etot), while processes Mf1f¯2φh0 , Mf1f¯2φ1φ20 , and Mf1f¯2V1V20
are order O ((v/Etot)0).
As it will become clear in the following, when building one-loop diagrams lead-
ing to DL contributions the relevant interactions are the trilinear Standard Model
vertices. For our purposes, we can divide them in three groups accordingly to the
behaviour of their Feynman rules:
1. V V V , V ΦΦ, V ff¯ Feynman rules do not feature a v and can be considered
O ((v/Etot)0). We will call these vertices “unsuppressed”. The couplings corre-
sponding to these gauge vertices will be parametrised by the matrices ieIVϕ1ϕ2 .
2. V V Φ, ΦΦΦ Feynman rules, on the contrary, features a v and can thus be
considered O (v/Etot). We will call these vertices “suppressed”. The couplings
corresponding to these vertices will be parametrised by the matrices ie2vΥΦϕ1ϕ2 .
3. Φff¯ Feynman rules are proportional to Yukawa couplings and are thus negligi-
ble.
A detailed discussion of the IVϕ1ϕ2 and Υ
Φ
ϕ1ϕ2 matrices used to parametrise the Stan-
dard Model vertices, together with their explicit formulas, can be found in appendix
B.1.
4.2.2 Loop diagrams producing DL mass singularities
As a first step, we have to determine all classes of Feynman diagrams that potentially
give rise to DL mass singularities. To this end we can exploit the detailed discussion
in Ref. [23]. We can summarise the main outcomes of such discussion as follows:
i. DL mass singularities arise from the subset of loop diagrams where a virtual
particle is exchanged between two on-shell external particles [10].
ii. Further, DL mass singularities originates from specific regions of momenta in-
tegration (so called leading regions), where the exchanged virtual particle mo-
mentum qµ becomes soft and collinear to one of the external momenta [10].
iii. To evaluate such DL contributions, one can make use of the eikonal approxima-
tion, which consists of setting the soft momentum qµ → 0 everywhere but in the
propagators. In this way the loop integral assumes the form of a scalar three-
point function (usually called C0) from which the relevant DL mass singularities
can be easily extracted.
Result i provide us with a comprehensive list of all loop diagrams possibly leading
to DL contributions. In fact, we just need to dress the tree-level amplitude Mf1f¯2V h0
(see Figure 4.1) with all possible soft-particle exchanges between external legs allowed
by the Feynman rules of the theory.
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M0
Figure 4.1: Diagrammatic representation of tree-level V h production amplitude, Mf1f¯2V h0 .
(a) (b) (c) (d)
Figure 4.2: The four possibilities of a soft scalar exchange between V and h external legs.
In eikonal approximation diagrams (a) and (b) vanish, while diagrams (c) and (d) turn out
to be O (v3/E3tot) and thus negligible.
We can actually further shrink the subset of relevant diagrams by exploiting our
v/Etot expansion, with the help of results ii and iii. Indeed, evaluating the v/Etot
order of each diagram for qµ → 0 (eikonal approximation), we can consistently drop all
diagrams which are O (v3/E3tot) or more3. Such analysis leads us to very interesting
and useful results.
• A soft fermion exchange can always be neglected, since the numerator of the
fermion propagator simply vanishes in eikonal approximation (once neglected
fermion masses).
• A soft scalar exchange from a fermion leg is negligible, since Yukawa-suppressed.
On the other hand, a soft scalar exchange between V and h legs is always
O (v3/E3tot) or worse, thus should not be considered as well.
We can prove the latter statement by explicit evaluation of the v/Etot order
of all possible soft scalar exchanges between V and h, represented in Fig. 4.2.
Diagrams 4.2.a and 4.2.b vanish in eikonal approximation, given V (k) · k = 0.
Diagram 4.2.c is clearly O (v3/E3tot), since Mff¯V h0 ∼ O (v/Etot) and the two
vertices V V φ, φφφ are both O (v/Etot) as well. Diagram 4.2.d can be proven
to be O (v3/E3tot), once evaluated in eikonal approximation and once used the
Slavnov–Taylor identity Gf1f¯2V1V20µν pνV2 = MV2 G
f1f¯2V1φ2
0µ ∼ O
(
v2/E2tot
)
.
• A soft vector gauge boson (V ) exchange is the only possibility which leads to
relevant contributions, i.e. O (v/Etot).
3One should recall that, even though we are interested in O (v/Etot) results, we are forced at
this point to retain O (v2/E2tot) contributions, since longitudinal V polarisations can enhance those
pieces to the relevant O (v/Etot) order.
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Therefore, for our purposes, loop diagrams with a soft V exchange are the only
ones that should be considered further. In fact, it was already proved in Ref. [23]
that a soft V exchange is the only one leading to O ((v/Etot)0) DL mass singularities,
independently on the process under study. We managed here to extend this conclusion
to O (v2/E2tot), in the specific case of V h production4.
The possible soft V exchanges which dress the Born process, Figure 4.1, can be
categorised using two different criteria. The first criterion regards the v/Etot order of
the hard process M0:
A. Processes which involve O (v/Etot) hard scatterings (i.e. Mff¯V Φ0 ). The soft V
exchange then involves unsuppressed vertices (i.e. V V V , V φφ or V ff¯).
B. Processes which involve O ((v/Etot)0) hard scatterings (i.e.Mff¯V V0 orMff¯ΦΦ0 ).
The soft V exchange will then involve a suppressed V V φ vertex.
The second criterion concerns the topology of the soft V exchange:
I. Soft V exchange between the two fermions.
II. Soft V exchange between a fermion and the gauge boson.
III. Soft V exchange between a fermion and the Higgs.
IV. Soft V exchange between the gauge boson and the Higgs.
For diagrams of type I and II, the hard process is a V h production process,Mff¯V h0 or
Mff¯φh0 . For diagrams of type III and IV, the hard process is an electroweak scattering
process (not involving the Higgs5), Mff¯V V0 , Mff¯V φ0 or Mff¯φφ0 .
Table 4.1 summarises all possible diagrams with a V exchange, ordered according
to the two criteria above. The diagrams in the first column (type-A diagrams) could
have been predicted by the analysis of Ref. [23] and, in fact, for their evaluation one
can almost straightforwardly rely on the discussion therein (except for a subtlety re-
lated to the V V V vertex, to be discussed in the following). On the contrary, diagrams
in the second column (type-B diagrams) are a novelty, since they display a suppressed
V V Φ vertex. Therefore, their evaluation will require a non-trivial improvement of
the arguments in Ref. [23].
We will now proceed with the evaluation of the 12 classes of diagrams of Table
4.1. One should keep in mind that each class can produce more than one Feynman
diagram, once the particles running in the loop are specified. In particular, a sum
over all possible soft V bosons (A,Z,W±) is always understood.
4An interesting question might be whether this conclusion can be generalised to other processes.
However, it seems that the possibility of a soft-Φ exchange between V and Φ legs cannot be a priori
excluded without relying on explicit details regarding the hard process involved.
5As we will discussion in section 4.3, there is one small exception to this consideration involving
type-IVB diagrams.
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A B
I ∅
II 1: 2: 1: 2:
III 1: 2: 1: 2:
IV 1: 2:
Table 4.1: Summary of possible soft V exchanges to be considered to account for DL
contributions. In the A column are diagrams with a hard process M0 ∼ O (v/Etot) and
unsuppressed soft V scattering, while in the B column are diagrams with an O ((v2/E2tot) hard
process M0 and a soft V scattering involving a V V Φ vertex (which is O (v/Etot) according
to our power counting).
4.2.3 Master formula for DL mass singularities
We will evaluate loop diagrams of Table 4.1 by computing their amplitude in a gener-
alised fashion and exploiting results ii and iii stated in section 4.2.2. As a first step,
simplified expressions for the soft V exchange vertices can be found within the eikonal
approximation. Such expressions for each possible vertex are summarised below:
V µs
M0
f1 f2
= −2 pµi
eIVsf2f1
Di
M0 ,
V µs
Gρ0
V1 V2
=
eIVsV2V1
Di
(
µV1p
ρ
i − 2 pµi ρV1
)
G0 ρ ,
V µs
M0
f¯1 f¯2
= −2 pµi
eIVs
f¯2f¯1
Di
M0 ,
V µs
Gρ0
h V2
=
e2 vΥhV2Vs
Di
Gµ0 ,
V µs
M0
h φ
= −2 pµi
eIVsφh
Di
M0 ,
V µs
M0
V1 φ2
=
e2 vΥφ2
V¯1Vs
Di
µV1M0 . (4.10)
In all above expressions, a shorthand notation for the trilinear vertices (involving
IV and ΥΦ matrices) has been used. We refer to appendix B.1 for the explanation
of such notation. By convention, the soft boson V µs and the external leg have been
considered incoming, while the internal leg is oriented from the soft vertex to the
hard process. The external leg has incoming momentum pαi , while Di is the internal
particle propagator’s denominator (in Feynman gauge).
Once again, it is worth to compare our results with Ref. [23]. For V ff¯ and V φh
vertices we recover the same expressions as in [23] (as it should be, since they are
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Rµi 1
Di
Rνj
1
Dj
ϕi
ϕj
−i
DV
ηµν M0
Figure 4.3: Generalised loop diagram involving a Vs exchange between external particles ϕi
and ϕj (whose incoming momenta are pi,j).
unsuppressed vertices). The expression for the V V V vertex instead displays an extra
term: indeed, the piece proportional to pρi was dropped in [23] since it could be argued
that
G0 ρ ∼ O
(
(v/Etot)
0
) ⇒ pρi G0 ρ ∼ O (v/Etot) (4.11)
due to the Slavnov–Taylor identities. However, since the left hand side of implication
(4.11) no longer holds in our setup, we are forced to keep also such extra term, which
indeed turns out to give non-negligible contributions. Finally, the expressions for the
V V Φ vertices finds no correspondence in [23], since those vertices are O (v/Etot) and
only a genuine next-to-leading order analysis in v/Etot needs to retain them.
With an abuse of notation, we now introduce the following expression to sum-
marise all vertices in Eq. (4.10):
µ
i
=
1
Di
Rµi M0 , (4.12)
where the substitution RµiM0→Rµρi G0 ρ should be understood to take place whenever
needed6.
We are now able to extract the DL mass singularities from loop diagrams of Table
4.1 through a generalised computation. The generalised representation of the loop
diagram to be evaluated is represented in Figure 4.3. With the (ab)use of Eq. (4.12),
we can derive:
=
1
(4pi)2
ηµνR
µ
i R
ν
jM0
[
−i (4pi)2
∫
ddq
(2pi)d
1
DiDjDV
]
=
1
(4pi)2
ηµνR
µ
i R
ν
jM0 ·
1
4 pi ·pj DL(2 pi ·pj , V, ϕi, ϕj) . (4.13)
To derive the second equality we have evaluated the DL mass singularities of the loop
function in square brackets (which is a simple C0 scalar loop function), along the line
of Ref. [23]. To encode DL contributions, we have introduced the shorthand notation
DL(Σ, Vs, ϕi, ϕj) = log
2
(
Σ
M2Vs
)
− 1
2
δVsA
(
log2
(
m2ϕ1
λ2
)
+ log2
(
m2ϕ2
λ2
))
, (4.14)
6The use of expression RµiM0 to replace Rµρi G0 ρ is an improper identification and should be
understood to be just a formal substitution to unify the notation.
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where λ is a fictitious photon mass which regulates IR divergences.
Using master formula (4.13) and vertices expressions (4.10), we are now able to
evaluate all class of diagrams of Table 4.1. One finds:
=
α
4pi
I V¯s
f ′1f1
IVs
f¯ ′2f¯2
·DL(S, Vs, f1, f2) · Mf
′
1f¯
′
2V¯ h
0 ,
=
α
4pi
I V¯s
f ′1f1
IVs
V¯ ′V¯ ·DL(T, Vs, f1, V ) ·
(
Mf ′1f¯2V¯ ′h0 +
p1 ·V
T
kρ Gf ′1f¯2V¯ ′h0 ρ
)
,
=
α
4pi
I V¯s
f¯ ′2f¯2
IVs
V¯ ′V¯ ·DL(U, Vs, f2, V ) ·
(
Mf1f¯ ′2V¯ ′h0 +
p2 ·V
U
kρ Gf1f¯ ′2V¯ ′h0 ρ
)
,
=
α
4pi
I V¯s
f¯ ′2f¯2
IVφVsh ·DL(T, Vs, f2, h) · M
f1f¯ ′2V¯ φVs
0 ,
=
α
4pi
I V¯s
f ′1f1
IVφVsh ·DL(U, Vs, f1, h) · M
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0 ,
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α
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V¯ ′V¯ I
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·DL(S, Vs, V, h) ·
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Mf1f¯2V¯ ′φVs0 +
ph ·V
S
kρ Gf1f¯2V¯ ′φVs0 ρ
)
,
= − α
4pi
eΥφ
′
V Vs
I V¯s
f ′1f1
v
T
·DL(T, Vs, f1, V ) · p1 ·V Mf
′
1f¯2φ¯
′h
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= − α
4pi
eΥφ
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V Vs
I V¯s
f¯ ′1f¯1
v
U
·DL(U, Vs, f2, V ) · p2 ·V Mf1f¯
′
2φ¯
′h
0 ,
=
α
4pi
eΥhVsVsI
V¯s
f¯ ′2f¯2
v
T
·DL(T, Vs, f2, h) · µV pν2 G
f1f¯ ′2V¯ Vs
0µν ,
=
α
4pi
eΥhVsVsI
V¯s
f ′1f1
v
U
·DL(U, Vs, f1, h) · µV pν1 G
f ′1f¯2V¯ Vs
0µν ,
=
α
4pi
eΥhVsVsI
V¯s
V V ′
v
S
·DL(S, Vs, V, h) ·
(
µV k
ν − 1
2
νV k
µ
)
Gf1f¯2V¯ ′Vs0µν ,
= − α
4pi
eΥΦ
′
V V¯s
IVs
φ¯′′h
v
S
·DL(S, Vs, V, h) · ph ·VMf1f¯2Φ¯
′φ¯′′
0 . (4.15)
Conventions for particle names are specified in Fig. 4.4 for each diagram class. All
particles and momenta are understood to be incoming. The final connection to the
physical 2 → 2 scattering process is eventually given by crossing symmetry (see
Eqs. (4.9)). The poles 1/S, 1/T , 1/U appearing in some of the expressions should
be interpreted with the caveat expressed in Eq. (4.7): possible shifts of these poles
by an amount of order v2 have been neglected for consistency with the rest of the
O (v/Etot) computation (e.g. a 1/S term could be a photon pole as well as a Z or W
pole).
For the last time, let us discuss the new features of Eqs. (4.15) with respect to
results in Ref. [23]. Referring to Table 4.1 for diagram’s nomenclature, we can see
that:
- Diagrams IA and IIIA have exactly the same expressions as in [23]. This is clear
since for those diagrams we have obtained the same soft V vertices’ expressions,
Eqs. (4.10).
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Figure 4: Convention for particle names used to derive results in Eq. (12). All particles should be
understood to be incoming. The direction of Vs is irrelevant, since a sum over all Vs possibilities
(A,Z,W±) is eventually performed.
=
↵
4⇡
eVsVs⌥
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VsVsI
V¯s
f 01f1
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·DL(U, Vs, f1, h) · ✏µV p⌫1 Gf
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 ¯00h
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Conventions for particle names are specified in Fig. 4 for each diagram class. All particles
and momenta are understood to be incoming. The final connection to the physical 2 ! 2
scattering process is eventually given by crossing symmetry (see Eqs. (7)).
Eqs. (12) were the last ingredient missing to allow a complete computation of DL mass sin-
gularities in associated production processes. The explicit computation of DL contributions
for associated production processes can now be performed along this simple path:
1. To specify the process under study, i.e. its external legs.
2. To find all loop diagrams contributing to DL mass singularities, by taking diagrams of
Table 1 and identifying for each of them all possibilities for the loop particle content.
3. To compute the DL contributions from each loop diagram by using Eqs. (12).
4. To sum all contributions together.
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Figure 4.4: Convention for particle names used to derive results in Eqs. (4.15). All particles
should be understood to be incoming. The direction of Vs is irrelevant, since a sum over all
Vs possibilities (A,Z,W
±) is eventually performed.
- Results of diagrams IIA and IVA have two different pieces. The first one recovers
the result in [23], while the second one has a different structure and stems from
the additional ∝pρi piece in V V soft vertices discussed after Eqs. (4.10).
- Type-B diagrams has in general more complicated expressions. These results
are new and needs a different cross check, since they all stems from V V Φ vertices
which are neglected in Ref. [23].
Eqs. (4.15) were the last ingredient missing to allow the explicit computation of
DL mass singularities in V h production processes, within the Standard Model. Such
computation can now be performed along this simple path:
1. To specify the process under study, i.e. its external legs.
2. To find all loop diagrams contributing to DL mass singularities, by taking di-
agrams of Table 4.1 and identifying for each of them all possible loop p rticle
contents.
3. To compute the DL contributions from each loop diagram using Eqs. (4.15).
4. To sum all contributions together.
4.2.4 Cross checks of the Standard Model results
Our final expressions for O (v/Etot) DL mass singularities in V h production processes
has been derived in Eqs. (4.15). A first check of our expressions has been already per-
formed above, where we have compared results in Eqs. (4.15) with Ref. [23] whenever
a correspondence was possible. Clearly, a more detailed and complete cross check
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of our results would be preferable. In particular, it would be useful to compare our
explicit results for the six possible V h production processes (χ = L,R),
uχu¯χ → Zh , dχd¯χ → Zh , uLd¯L →W+h , dLu¯L →W−h , (4.16)
with a second independent computation of DL mass singularities.
A first possibility, already sketched in section 4.1.2, is to compare our full results
with the one obtained through Ref. [23], for the case of longitudinal W or Z bosons in
the final state. The strategy in [23] to evaluate those mass singularities is to exploit the
GBET and then work with diagrams featuring φ external legs. Our strategy instead
keeps V external legs and then applies Eq. (4.6) at the end of the computation. In
the end, the two results should coincide up to O (v/Etot) terms.
Such analytical comparison for longitudinal final state bosons has been performed
for all six processes of Eq. (4.16). Remarkably, not only the O ((v/Etot)0) coincides,
but one also finds out that no terms of order O (v/Etot) appears. In other words,
the first non-vanishing corrections to the O ((v/Etot)0) results for longitudinal po-
larisations turn out to be order O (v2/E2tot). This result is particularly pleasant,
since it relieves us from warring about O (v2/E2tot) terms in expressions (4.15): those
contributions are simply vanishing.
Despite the positive results obtained so far, a cross check of the genuine O (v/Etot)
contributions is still missing. Given the limited set of different processes to be anal-
ysed, Eq. (4.16), a brute-force evaluation of the Standard Model one-loop diagrams
with an automated tool is a viable solution. This is indeed the strategy we deployed
to perform a final check of our results.
More specifically, we used the FeynArts [84] and FormCalc [85] packages for Math-
ematica to analytically evaluate the one-loop results for processes (4.16), performing
a Passarino–Veltman reduction [86] to express the final results in terms of scalar loop
integral functions (A0, B0, C0, D0). We then retained only terms featuring a C0 or
D0 scalar function, since these are the only ones that can produce Sudakov double
logarithms (see for example [87]). Once extracted the DL mass singularities from
C0, D0 using the eikonal approximation, we dropped all negligible terms according
to our approximations (see section 4.1.2) to obtain an independent evaluation of the
full O (v/Etot) results.
Through this procedure we obtained a full match of DL mass singularities be-
tween our master formulas, Eqs. (4.15), and the brute-force computations, for all six
processes of Eq. (4.16). It is worth stressing the highly non-trivial value of such cross
check, since there is not even a one-to-one correspondence between the diagrams
of Table 4.1 and the explicit Feynman diagrams entering the brute-force one-loop
computations.
Type-IVB diagrams of Table 4.1, for example, corresponds to the sum of two loop
diagrams: a triangle diagram in S-channel and a box diagram. Diagrammatically:
⇒ + . (4.17)
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The same box diagram, on the other hand, contributes not only to that type-IVB
diagram, but also to other diagrams of Table 4.1, according to which internal box
line is considered soft. Diagrammatically:
⇒ + + . (4.18)
This intricate correspondence between the two computations was nevertheless un-
folded and each line of Eqs. (4.15) has been cross-checked individually, in order to
add robustness to our final result.
4.3 Discussion in the PO framework
The final purpose of this section is to apply the analysis of DL mass singularities
performed in the previous section to the PO description of V h production.
To this end, we will first discuss what should be improved in the arguments of
section 4.2 in order to extend those results to the PO parametrisation. As a result, we
will be able to carry out a general computation of DL corrections in the hPO frame-
work. At that point we will manage to perform a phenomenological analysis of the
interesting effects arising in V h production due to electroweak radiative corrections.
4.3.1 Extension of computations in the PO framework
There are two important differences between Standard Model and PO framework
that should be immediately stressed. On the one hand, the discussion within the
Standard Model has been carried out in a perturbative fashion, analysing the one-
loop radiative dressing of a tree-level (Born) amplitude. On the contrary, we would
now like to discuss DL contributions in terms of radiative dressing of Green functions,
since this is the language of the PO parametrisation. On the other hand, within the
PO framework we should take into account new physics terms whose presence was a
priori excluded in the Standard Model computation.
Before any quantitative analysis about how to extend our results to POs, we
should first of all make sure that the two important differences outlined above do not
introduce qualitative changes in the discussion of section 4.2. In other words, nothing
guarantees that the whole argument of the previous section can still be deployed at
all within the PO framework. Nevertheless, as a matter of fact, we will be able to
fully recover the argument of section 4.2, with very few quantitative changes in our
master formulas.
An crucial step toward a PO-oriented interpretation of results in section 4.2 is to
observe that the whole argument still holds if the tree-level matrix elements M0 are
substituted with non-perturbative correlations functions. This might appear at first
sight an odd statement: the one-loop dressing of a Green function seems an inconsis-
tent approach, a perturbative improvement of a non-perturbative object. However,
one should keep in mind that such one-loop computation is not meant to derive UV
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corrections to such Green function (which would be inconsistent), but only the ra-
diative (i.e. IR) corrections which deform its analytical structure. Indeed, we are
retaining from such loop computation only the mass singularities emerging in eikonal
approximation.
The eikonal approximation itself gives us another way to explain the correctness
of our claim. The result that DL mass singularities appear only in diagrams with
exchange of a soft and collinear virtual particle between external legs still holds in the
PO framework, since it relies only on the analytical structure of the loop computation
involved [10]. From a diagrammatic perspective, we can summarise our argument as
follows:
lim
qµ→0
qµ = × . (4.19)
In other words, we can effectively describe these classes of diagrams in eikonal ap-
proximation as the product of a hard process, which can as well be described through
a non-perturbative Green function, and a soft re-scattering of a gauge boson.
As we will discuss in a moment, there is still work to be done in order to integrate
the PO point of view (i.e. correlation functions) within the one-loop-fashioned com-
putation of DL mass singularities exploited in section 4.2. For example, we should be
careful at every step of the argument that new physics effects do not spoil results that
were deployed within the Standard Model, identifying any quantitative modification
of our formulas when switching to the PO description. However, Eq. (4.19) is already
a major step forward, since it authorises us to deploy the same qualitative strategy
of section 4.2 to evaluate electroweak radiative corrections in the PO framework.
Once verified that the structure of the argument of section 4.2 remain unchanged
for the PO case, we should turn our attention to the quantitative aspects of the
analysis. In particular, we would like to recover a result as master formulas (4.15).
It turns out that the re-derivation of Eqs. (4.15) in our new setup requires different
arguments depending on the hard process involved which, as already clear from Table
4.1, can be of three kinds: V h production (i.e.Mff¯V h), “φh” production (i.e.Mff¯φh),
electroweak scatterings (which do not feature an h leg).
We first state our final results, i.e. the prescriptions to be adopted in order to
extend the validity of master formulas (4.15) to the PO scenario. As anticipated,
those prescriptions are different depending on the kind of hard process involved:
1. When the hard process is V h production (diagrams IA, IIA), one should just
substitute, in Eqs. (4.15), Mf1f¯2V h0 (or Gf1f¯2V h0 ρ ) with the corresponding PO
parametrisation, Eq. (2.28).
2. When the hard process is “φh” production (diagrams IIB and, on special cases,
IVB), one should again substitute Mf1f¯2φh0 with the corresponding PO param-
etrisation. The PO parametrisation of the non-physical ff¯ → φV h amplitude
is given by the usual GBET,
Mf1f¯2φV h = i(QV −1) 1
mV
pµφV Gf1f¯2V hµ , (4.20)
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where Gf1f¯2V hµ is given by Eq. (2.28) once removed the polarisation vector µV .
3. Whenever the soft V exchange involves an h leg (diagrams IIIA, IIIB, IVA,
IVB), one should add an extra κV V factor for each h leg involved (where V is
the exchanged soft boson). This rule applies to all diagrams whose hard process
is an electroweak scattering process (in that case, exactly one extra κV V factor
should be added), but not exclusively to them, as will be discussed below.
Each prescription above requires a dedicated discussion in order to prove it. The
first prescription, regarding V h hard processes, actually does not need further com-
ments than Eq. (4.19). Once argued that the soft-dressing factorises from the hard
process itself, we can fully recover the discussion of the former from section 4.2 (since
Standard-Model-like) and then exploit the PO parametrisation to express the latter.
This is basically what prescription 1 says.
The second prescription adds a further step, since in this case the GBET is needed
in order to obtain an expression, within the PO framework, for the (non-physical)
correlation functions involving would-be Goldstone bosons. One might be concerned
about the applicability of the GBET in the unfamiliar PO scenario. However, it
should be recalled that the proof of the GBET relies only on the Slavnov–Taylor
identities of a spontaneously broken SU(2)L×U(1)Y → U(1)Q symmetry. Rephrasing
this crucial observation, the GBET still holds in generic new physics scenarios, as
long as the underlying gauge structure and spontaneous symmetry breaking pattern
is kept. These are all conditions fulfilled by the PO framework, thus the deployment
of the GBET, Eq. (4.20), is fully justified.
Though mathematically meaningful, one might still feel uncomfortable with the
extension of PO parametrisation, born to describe physical correlation functions char-
acterising Higgs processes, to a non-physical amplitude like ff¯ → φh. However, one
should not over-think Eq. (4.20). In the end, it is just an analytical continuation of
the PO parametrisation needed to perform the computations, exactly as our loop for-
malism is just an analytical tool to extract the DL mass singularities we are interested
in.
We are left with the discussion of the third prescription, whose formulation is
rather simple but whose proof will need a bit more words to be fully unfolded. The
initial observation is that, if an h leg is involved in the soft V exchange, the soft
exchange itself should be seen as an Higgs process and thus should be described
through the PO parametrisation. In other words, the PO framework should be used
to evaluate both factors on the right-hand side of Eq. (4.19). The first two prescrip-
tions were dealing with situations where the first factor (the hard process) was to
be described using Higgs POs. The third prescription deals with situations where
Higgs POs should be used to describe the soft V exchange. We will refer to the latter
contingency as “soft PO”.
A soft PO is a delicate issue, since it forces us to describe the soft V exchange
as a whole. This in principle invalidates the entire analysis that through Eqs. (4.10)
arrives at master formula (4.13). However, as we will now show, a formal treatment
of soft PO turns out to be equivalent to the old Standard-Model-like discussion, the
only difference being exactly prescription 3 stated above.
As an explicit example, we consider the loop diagram of Fig. 4.5, where a VsVsh
62 4. ELECTROWEAK CORRECTIONS IN HIGGS PRODUCTION
f1 V¯
f¯2 h
M0
Vs
Vsf¯
′
2
Figure 4.5: Example of loop diagram in-
volving an h leg in the soft V exchange.
f1 V¯
f¯2 h
M0
Vsf¯
′
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soft PO
Figure 4.6: Loop diagram of Fig. 4.5,
with the soft Vs exchange interpreted as a
“soft PO”.
soft vertex is involved. Using the soft PO point of view, the whole Vs re-scattering
should be considered as a V h production process (i.e. f1f2 → Vsh), taking place at
a very soft invariant mass (according to the eikonal approximation qµ → 0). This
interpretation is depicted in Figure 4.6.
One should now perform the computation of DL mass singularities using the point
of view of Figure 4.6, i.e. putting parametrisation (2.28) in the loop amplitude. The
crucial observation is that, in eikonal approximation, only the FL piece survives, and
moreover only the κV V piece has the pole structure needed to develop Sudakov double
logarithms7. At this point, one can immediately realise that parametrisation (2.28),
in these limits, exactly recovers the Standard Model amplitude up the multiplicative
factor κV V itself
8.
The above discussion, exemplified for the diagram of Figure 4.5, can be straight-
forwardly extended to all soft PO configurations. It is a completely general feature of
the PO parametrisation that only the FL part survives in eikonal approximation and
that, considering that part, only the κV V piece has the pole structure needed to de-
velop DL mass singularities. Since the κV V piece represent a multiplicative distortion
of the Standard Model amplitude by construction, prescription 3 has been proven.
The above argument is completely general and set the issue of soft POs. It is
worth to stress a couple of point which, if overlooked in the first place, might cause
confusion later on.
• The example chosen to discuss soft POs, Figure 4.5, was a type IIIB diagram
(see Table 4.1) and therefore featured a soft V h production process. However,
other classes of diagrams features different soft POs. Type IIIA diagrams fea-
tures a soft φh production, whose discussion can be linked to the one above
using the GBET. Type IVA and IVB diagrams feature a soft Higgs decay in-
stead. The detailed discussion might differ a bit from soft V h production, but
it can be easily shown that prescription 3 still holds.
• A second subtlety is related to certain IVB diagrams. While filling out explicitly
the virtual states, solutions as the one depicted in Figure 4.7 might appear.
Situations of that kind simultaneously involves a V h hard process and soft POs
7Indeed, as already discussed, we need at least three propagators to develop DL mass singularities.
The additional 1/PV (q
2) pole of the κV V piece of the parametrisation is therefore essential.
8This last feature should be of no surprise, since the κV V piece of the PO parametrisation was
designed exactly to recover the Standard Model in the κV V → 1 limit, see Eq. (2.10).
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Figure 4.7: Possible loop diagram of type IVB featuring both a hard V h process and soft
POs (two soft Higgs decays, bringing an extra κ2V V factor).
(two soft Higgs decays), thus both prescription 2 and 3 should be applied. What
is particularly annoying of these diagrams is that their dependence upon POs
is not linear and an extra κ2V V factor arises.
The three prescriptions proven above are all we need to extent master formulas
(4.15) to the PO framework. We are now able to compute and describe in full gen-
erality the DL mass singularities for every V h production process. This will be the
focus of next session.
4.3.2 Results in the PO framework
In this section, we want to qualitatively and quantitatively discuss the dressing of PO
parametrisation with DL mass singularities. The first important thing to immediately
point out is that, differently from QED, electroweak radiative corrections are not
just a diagonal factor. On the contrary, they trigger a mixing between different
POs. In other words, DL corrections will not be straightforwardly proportional to
the “undressed” amplitude itself, but they will also depend upon POs from different
amplitudes.
The fundamental reason for the PO mixing phenomenon is the non-abelian struc-
ture of the electroweak theory. By having a look at diagrams in Figure 4.4, it can be
immediately realised that the hard process usually have different external legs than
the original process to be dressed, since soft W or Z boson exchanges trigger a switch
among SU(2)L partners.
Though conceptually simple, the PO mixing phenomenon complicates the quan-
titative discussion of electroweak radiative corrections considerably. Nevertheless, at
a closer look such mixing is not completely anarchic and one can group the phe-
nomenology of PO mixing in three categories:
• The bulk of DL corrections is a linear mixing between POs. However, two dif-
ferent POs mix linearly under a specific condition, namely only if they refer
to the same tensor and pole structures. This can be understood since radia-
tive corrections cannot have effects on those structures, which are amplitude’s
properties determined by UV physics. Performing such grouping, we get:
{κZZ , κWW } , {uuZ , ddZ , udW } , {ZZ , Zγ , WW } , {CPZZ , CPZγ , CPWW } . (4.21)
• As discussed in section 4.3.1, some diagrams give rise to DL corrections which
features an extra κ2V V factor (see Figure 4.7 and relative discussion). Such
non-linear effect does not affect CP-odd POs.
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• Finally, we also observe DL corrections resulting in new kinematic and tensor
structures. A first effect is the rise of extra contributions to ∆T , which ceases
both to be Standard-Model-like and to be a scalar function of q2 only. A second
effect is the appearance of an extra tensor structure in Eq. (2.28):
A (f1f¯2 → V h) = 2i m2V
v
f¯2γνf1 
∗
V µ(k)
[
· · ·+ ∆˜T
(
pµ∆k
ν − (p∆ ·k) ηµν
m2V
)]
,
(4.22)
where pµ∆ = p
µ
1 − pµ2 (with momenta defined as in Eq. (2.28)). Both ∆T and
∆˜T are linear in the contact terms 
ff ′
V and feature 1/T and 1/U poles (but
never 1/S poles). Indeed, these extra terms origin from diagrams type II and
III, where the soft V is exchanged between an initial fermion and a final leg.
In the original hPO decomposition [3, 4], reviewed in chapter 2, the fermion
current was considered as a whole, completely characterisable through its total
momentum qµ. This is why the additional tensor structure of Eq. (4.22) was
not included, since such a structure arises only if the internal kinematic of the
fermion current is resolved. Indeed, such a structure is generated radiatively
from type II and III diagrams exactly because through these diagrams the
two fermions interact non-symmetrically with the rest of the process9 (the two
asymmetries being the different momenta and, for charged currents, the different
quantum numbers under SU(2)L).
Once explained the different radiative effects we should characterise, we can switch
to a quantitative description of them. In particular, given a generic PO ζ, we should
specify both its linear mixing with the POs belonging to the same class and its
possible non-linear correction. Calling δDLζ the DL corrections to ζ, we can cast
them as follows:
δDLκV V =
α
4pi
∑
V ′=Z,W
ΛLV V ′ κV ′V ′ +
α
4pi
NLV κ
3
V V ,
δDLV V =
α
4pi
∑
V ′=Z,W
ΛTV V ′ V ′V ′ +
α
4pi
ΛTV γ Zγ +
α
4pi
κ2V V
∑
{[f1f2]}
NTV,[f1f2] 
f1f2
V ,
δDLCPV V =
α
4pi
∑
V ′=Z,W
ΛCPV V ′ 
CP
V ′V ′ +
α
4pi
ΛCPV γ 
CP
Zγ ,
δDLf1f2V =
α
4pi
∑
V ′=Z,W
{[f ′1f ′2]}
Λf
[f1f2],[f ′1f
′
2]

f ′1f
′
2
V ′ +
α
4pi
κ2V VN
f
V 
f1f2
V . (4.23)
with V = {Z,W}. In the expressions above, matrices Λ encode the linear mixing
between POs, while N encode the non-linear mixing proportional to κ2V V . It should
be kept in mind that, according to Eq. (4.7) and relative discussion, it is meaningless
to distinguish between 
(CP)
ZZ and 
(CP)
Zγ within our approximations. This is the reason
9For this reason, one would expect the form factor ∆˜T to vanish under suitably defined symmetry
limits. In particular, for neutral currents one should verify that limU→T ∆˜T = 0. This is indeed the
case, see appendix B.2, Eq. (B.34).
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why Eqs. (4.23) do not include δDL
(CP)
Zγ : they has been simply added to δ
DL
(CP)
ZZ ,
since only such sum is a well defined object at order O (v2/E2tot).
Together with the explicit formulas for Λ and N , we also need to give the expres-
sions for ∆T and ∆˜T . All of this is done in Appendix B.2, since such expressions are
quite lengthy and notationally involved and not at all interesting from the qualitative
point of view.
A few final comments are in order.
• As for the discussion of chapter 3, the results of this chapter can be extended
to generic descriptions of Beyond Standard Model physics in V h production.
Indeed, even if immersed in the PO language, our arguments are completely
general and can be easily interpreted and deployed within different formalisms.
Even if the intermediate step of the PO parametrisation is advisable for the rea-
sons outlined in section 2.1, DL mass singularities can be also directly computed
through our results in explicit new physics models.
• Results in section 4.2, i.e. the extension of the analysis of DL corrections in
Ref. [23] at order O (v/Etot) within or beyond the Standard Model, in principle
can be applied to other processes, as long as the possibility of a soft φ exchange
is shown to be negligible (see section 4.2.2, footnote 4).
More important, the v/Etot expansion itself should be proven to be a consistent
expansion. In 2 → 2 scattering processes, requirement (4.4) is enough since
the three Mandelstam variable completely characterise the kinematic. In turns,
this allows to clearly define the kinematic regime where the v/Etot expansion
holds. However, in processes with more than 4 legs such as VBF, the issue
is more subtle and it is in principle possible to have kinematic invariants that
stays at low energy even if the overall process takes place at very high energies.
Such latter behaviour is very dangerous, since it breaks the underlying power
counting deployed in section 4.2, and it is the ultimate reason why we have not
extended our discussion to VBF in this chapter.
• The issue of single logarithmic mass singularities has been completely over-
looked in this chapter, albeit they are known to play a significant role in certain
circumstances, for instance if the DL contributions undergo accidental cancel-
lations [88]. The difficulty of extending the analysis of Ref. [23], which consider
also single logarithms, to a more general framework is twofold. On the one hand,
from the purely technical point of view, the extension to generic new physics
scenarios of such discussion is more involved, since it more heavily deploys a se-
ries of Standard Model properties which should be re-derived or bypassed when
switching to more general contexts. On the other hand, the very approach of
deploying the point of view of Green functions, a necessary condition to ap-
ply the PO framework, is not guaranteed to work also for single logarithmic
corrections.
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CHAPTER 5
Supersymmetry
In chapter 1 we outlined the reasons why the Higgs sector deserves particular atten-
tions and further dedicated studies. In chapters 2 through 4 we adopted a bottom-
up perspective, admitting our ignorance about possible new physics completions of
the Standard Model and addressing the humbler but not less important problem of
parametrising in a general as well as accurate manner collider Higgs phenomenology.
In this and the following chapter we will instead tackle the problem from an
opposite perspective, adopting a top-down approach. On the one hand, top-down
strategies are unavoidably less general and (several) initial assumptions are needed,
sometimes with nothing but reasonable guesses to support them. However, on the
other hand, they can lead to very interesting and definite conclusions that cannot be
achieved within more conservative approaches.
5.1 Supersymmetric theories
In our top-down approach, we will focus our attention on a particular class of Stan-
dard Model extensions called supersymmetric theories. Historically, supersymmetry
was developed in the early 1970’s to circumvent some no-go theorems (and in partic-
ular the Coleman–Mandula theorem [89]) regarding the (im)possibility of combining
spacetime and internal symmetries in any but a trivial way.
In a modern language, the basic idea of supersymmetric theories is to relate
fermionic and bosonic states through a supersymmetry transformation. The oper-
ators Q,Q† that generate such transformations must be anticommuting spinors, with
Q|Boson〉 = |Fermion〉 , Q|Fermion〉 = |Boson〉 . (5.1)
Being Q and Q† fermionic operators, they carry spin angular momentum 1/2, so it is
clear that supersymmetry must be a spacetime symmetry. The possible forms for such
symmetries in an interacting quantum field theory are highly restricted by the Haag–
 Lopuszan´ski–Sohnius extension [90] of the Coleman–Mandula theorem. For realistic
theories with chiral fermions (as in the Standard Model), this theorem implies that the
generators Q and Q† must satisfy an algebra of anticommutation and commutation
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relations with schematic form
{Q,Q†} = Pµ ,
{Q,Q} = {Q†, Q†} = 0 ,
[Pµ, Q] = [Pµ, Q†] = 0 ,
[T a, Q] = [T a, Q†] = 0 , (5.2)
where Pµ is the four-momentum generator of spacetime translations, while T a are the
generators of gauge transformations. Relations (5.2) define a supersymmetric algebra
or superalgebra. It is worth noting that the introduction of anticommutation relations
in the superalgebra is the extra ingredient allowing to bypass the Coleman–Mandula
no-go theorem.
From the mathematical point of view, nothing would prevent us from introducing
an “extended” supersymmetry, which means considering more than one distinct copy
of supersymmetry generators Q,Q†. Though mathematically amusing, such theories
are not phenomenologically viable in four dimensions and higher-dimensional field
theories with suitable compactification of extra dimensions would be needed. The
ordinary, non-extended, phenomenologically viable type of supersymmetric models
are sometimes called N = 1 supersymmetry, with N referring to the numbers of
distinct Q,Q† generators.
5.1.1 Hierarchy problem and supersymmetry breaking
The single-particle states of a supersymmetric theory fall into irreducible representa-
tions of the superalgebra, called supermultiplets. Each supermultiplet contains both
fermion and boson states, which are commonly known as superpartners of each other
and are loosely related by relations (5.1). One should immediately point out that:
• Since the squared-mass operator −P 2 is an invariant of the superalgebra (it
commutes with the operators Q, Q†, as well as with all spacetime operators),
it follows immediately that particles inhabiting the same irreducible supermul-
tiplet must have equal eigenvalues of −P 2, i.e. equal masses.
• Since operators Q, Q† commute with all generators of internal (gauge) trans-
formations, superpartners must belong to the same representation of the gauge
group (meaning they must have same electric charge, weak isospin and color
degrees of freedom).
• It can be also rigorously shown that each supermultiplet must contain an equal
number of fermionic and bosonic degrees of freedom.
A far-reaching consequence of superpartners properties has made the fortune of
supersymmetry in the past decades. As we have discussed in section 1.2, the Higgs
squared mass receives quadratically divergent one-loop contributions, which are the
essence of the hierarchy problem. Recalling Eqs. (1.5) and (1.7), for scalars and
fermions such corrections take the form
δm2h
∣∣
scalar
=
λS
16pi2
Λ2 , δm2h
∣∣
fermion
= −|λf |
2
8pi2
Λ2 , (5.3)
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where λS , λf are the couplings of the Higgs with the particle circulating in the loop.
If, as supersymmetry implies, there are two (real) scalar superpartners for each (Weyl)
fermion, we would have
∑
δm2h = 0 as soon as
λS = |λf |2 , (5.4)
a condition which is in fact imposed by supersymmetry. In other words, the tightly
constrained structure of supersymmetric theories forces the quadratically divergent
Higgs squared mass corrections to vanish [91]: supersymmetry seems therefore to
furnish a clear-cut solution to the hierarchy problem.
There is an easier way to justify the Higgs mass stability in supersymmetric theo-
ries. Owing to supersymmetry, the Higgs boson should have a fermionic superpartner
(called Higgsino) which must have the same mass as the ordinary Higgs (for exact
supersymmetry). However, the Higgsino mass is protected by the well-known chiral
symmetry of fermions, therefore the hierarchy problem is solved without further re-
quirements but supersymmetry itself. In other words supersymmetry, relating each
scalar mass to a fermion mass, bounds the former through the UV-safe behaviour of
the latter.
At this point we are forced to stress an aspect of supersymmetric theories which
has been already excessively delayed. Indeed, it seems overwhelmingly clear that
none of the Standard Model particles have superpartners of exactly the same mass
(and quantum numbers), i.e. we do not observe in nature bosonic states with mass
equal to any Standard Model fermion or vice versa. It is therefore an unavoidable
conclusion that supersymmetry must be a broken symmetry in the vacuum state
chosen by nature.
An important clue as to the nature of supersymmetry breaking can be obtained
by returning to the motivation provided by the hierarchy problem. We have seen that
supersymmetry forces us to introduce bosonic superpartners for each Standard Model
fermion, which is just what is needed to enable a cancellation of the quadratically sen-
sitive (Λ2) loop corrections to the Higgs squared mass. This sort of cancellation also
requires that the associated dimensionless couplings should be related (see Eq. (5.4)),
as indeed occurs in unbroken supersymmetry1. Now, if broken supersymmetry is
still to provide a solution to the hierarchy problem, then the relationships between
dimensionless couplings that hold in an unbroken supersymmetric theory must be
maintained. Otherwise, there would be quadratically divergent loop corrections to
the Higgs scalar mass of the form
δm2h =
1
8pi2
(
λS − |λf |2
)
Λ2 . (5.5)
We are therefore led to consider “soft” supersymmetry breaking [92]. This means
that the effective broken-supersymmetry Lagrangian can be written in the form
L = LSUSY + Lsoft , (5.6)
1In fact, unbroken supersymmetry guarantees that quadratic divergences in scalar squared masses
must vanish to all orders in perturbation theory. This can be seen as a consequence of the degeneracy
of scalar and fermion masses, as discussed above.
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where LSUSY preserves supersymmetry invariance, while Lsoft violates it but contains
only mass terms and coupling parameters with positive mass dimension.
Without further justification, soft supersymmetry breaking might seem a rather
arbitrary condition. Fortunately, theoretical models for supersymmetry breaking do
indeed yield effective Lagrangians satisfying the above requirements. If the largest
mass scale associated with the soft terms is denoted msoft, then the additional non-
supersymmetric corrections to the Higgs scalar squared mass must vanish in the
msoft→ 0 limit, so by dimensional analysis they cannot be proportional to Λ2. The
corrections also cannot go like δm2h ∼ msoftΛ, because in general loop momentum
integrals cannot diverge linearly. So they must be of the form
δm2H = m
2
soft
[
λ
16pi2
ln(Λ/msoft) + . . .
]
. (5.7)
Here λ is schematic for various dimensionless couplings, and dots stand both for
finite terms and for higher loop corrections (which depend on Λ through powers of
logarithms).
As it is clear from Eq. (5.7), is now the soft supersymmetry breaking scale msoft
that governs the quadratic divergences in loop corrections to Higgs mass. A possible
line of thought, highly exploited in past decades, is to conclude that msoft itself should
be not much above the electroweak scale, in order to provide a neat solution to the
hierarchy problem without excessive fine tuning. However, since msoft determines also
the mass splitting between know Standard Model particles and their superpartners,
the problematic drawback of such reasoning is that superpartners masses cannot
be too huge. In particular, the absence so far of any positive result from collider
searches of superpartners [41] poses major challenges to the popular assumption that
supersymmetry is broken not too far above the electroweak scale.
Instead of dealing with those intrinsic difficulties of “low-scale” supersymmetry, a
different perspective can be adopted. Indeed, one can renounce the ambition to solve
the hierarchy problem, which as a matter of fact was not among the original motiva-
tions of supersymmetric theories, focusing instead on other successful aspects of those
theories, for example gauge coupling unification [93–96]. Under these premises, msoft
can be pushed as high as 106 GeV (or even higher, depending on which requirements
are relaxed) [26], neutralising the tensions with collider searches and opening wide
scenarios for viable and still successful supersymmetric theories.
We will come back to the above phenomenological issues in chapter 6. For the
remaining of the present chapter, we will limit ourselves to a formal discussion of
supersymmetric theories and no assumption on the msoft scale will be needed what-
soever. In particular, we now move to a quantitative discussion of supersymmetric
Lagrangians.
5.1.2 Supersymmetric Lagrangians
As already explained, particles of supersymmetric theories are grouped into super-
multiplets, i.e. representations of the supersymmetric algebra. For the case of N = 1
renormalisable supersymmetric theories (without gravity), each superalgebra repre-
sentation can be reduced to a combination of two irreducible supermultiplet’s classes:
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• Chiral (or matter) supermultiplet. It consists of a single spin-1/2 Weyl fermion
and one complex scalar (both have two degrees of freedom on shell).
• Vector (or gauge) supermultiplet. It consists of a massless spin-1 boson (which
should be a gauge boson for renormalisability) and a massless spin-1/2 Weyl
fermion (called gaugino). They both have two degrees of freedom on shell.
An important observation is that a gaugino should transform as the adjoint rep-
resentation of the gauge group (as its superpartner does). Since the adjoint rep-
resentation is always real, the two gaugino helicities always have the same gauge
transformation. In a spontaneously broken gauge theory, where gauginos acquire
mass, the above property tells us that left- and right-handed gauginos’ components
should still have the same gauge transformation. Therefore, only chiral supermulti-
plets can account for chiral fermions whose left- and right-handed components have
different quantum numbers (as in the Standard Model). It will be important to keep
this in mind when building viable phenomenological supersymmetric models in the
next section.
We now turn to the description of supersymmetric Lagrangians for chiral and
vector supermultiplets. We will just state here without justification the main results
which will be needed for our purpose, which is the introduction of the Minimal Su-
persymmetric Standard Model (MSSM) in the next section. In particular, no space
will be given to the definition of supersymmetric transformations, nor to the explicit
proof that those Lagrangians are actually supersymmetric. An extended and peda-
gogic discussion of those issues can be found e.g. in Ref. [97], which we refer to for
all results stated in this section.
We start from the simplest example of supersymmetric Lagrangian. It involves
a single chiral supermultiplet, whose scalar and fermion components will be called φ
and ψ, respectively. The simplest Lagrangian involving just the two kinetic energy
terms for φ and ψ,
Lfree = −∂µφ∗ ∂µφ+ i ψ†σ¯µ∂µψ , (5.8)
can be shown to be supersymmetric2. This is called the massless, non-interacting
Wess–Zumino model [98, 99]. In Eq. (5.8) we have σ¯µ = (1,−σi), where σi are the
Pauli matrices.
The next step is to extend the discussion to many chiral supermultiplets and
investigate the most general possible theory of masses and non-gauge interactions for
those particles. The result can be proven to be the following:
L = −∂µφ∗i∂µφi + iψ†iσ¯µ∂µψi − 1
2
(
W ijψiψj +W
∗
ijψ
†iψ†j
)
−W iW ∗i , (5.9)
where indices i, j label the different chiral supermultiplets and a sum over those indices
is understood. Interaction terms in Eq. (5.9) are encoded in W ij and W i, which are
defined as
W i =
δW
δφi
, W ij =
δ2W
δφiδφj
, (5.10)
2The issue of the auxiliary field F , needed to preserve supersymmetry off shell, will not be discussed
here.
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where W , called superpotential, is a polynomial in the scalar fields φi of third degree
and mass dimension 3. Its general form reads:
W = Liφi +
1
2
M ijφiφj +
1
6
yijkφiφjφk , (5.11)
where the Li parameters are only allowed when φi is a gauge singlet. Since we will
not be interested in such possibility, we will drop from now on the linear term in
Eq. (5.11). Plugging Eqs. (5.10), (5.11) into Eq. (5.9), we find:
Lchiral = −∂µφ∗i∂µφi + iψ†iσ¯µ∂µψi − 1
2
(
M ijψiψj + y
ijkφiψiψj + h.c.
)
−V (φ, φ∗) ,
V (φ, φ∗) =
1
2
M∗ikM
kjφ∗iφj +
1
2
M iny∗jknφiφ
∗jφ∗k +
1
8
yijny∗klnφiφjφ
∗kφ∗l + h.c. .
(5.12)
from Lagrangian (5.12), one can appreciate that the scalar potential V (φ, φ∗) is
automatically bounded from below and non-negative. Furthermore, it can be easily
verified that fermions and scalars have the same squared-mass matrix with real non-
negative eigenvalues, namely (M2)ji = M
∗
ikM
kj . This is in accordance with the
imperative requirement of complex scalar and Weyl fermions to be coupled in mass-
degenerate supermultiplets.
Together with the mass terms for fermions and scalars, Lagrangian (5.12) displays
Yukawa interactions between fermions and scalars as well as trilinear and quadrilinear
interactions among scalars, all governed by the M ij and yijk parameters. We will see
that, when gauge symmetry is introduced, strong bounds arises for the possible non-
zero elements of the M ij and yijk tensors.
We should now introduce vector supermultiplets in our discussion. Calling F aµν the
usual Yang–Mills filed strength tensor for gauge bosons and λa the gauginos (where a
is the index of the adjoint representation of the gauge group), the vector Lagrangian
is
Lgauge = −1
4
F aµνF
µνa + iλ†aσ¯µ∇µλa , (5.13)
where the covariant derivative for the gaugino field reads
∇µλa = ∂µλa − gfabcAbµλc . (5.14)
Lagrangian (5.13) is easy to digest. Together with the familiar piece involving
the field strength tensor F aµν , it only features the kinetic term for the gaugino field
λa, with the only substitution of the ordinary derivative ∂µ with a suitably defined
covariant derivative ∇µ. We can straightforwardly define such covariant derivative
also for chiral supermultiplets,
∇µφi = ∂µφi − igAaµ(T aφ)i ,
∇µφ∗i = ∂µφ∗i + igAaµ(φ∗T a)i ,
∇µψi = ∂µψi − igAaµ(T aψ)i . (5.15)
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One would be tempted to conclude that the full supersymmetric Lagrangian in-
volving both chiral and vector supermultiplets could be obtained summing Lchiral of
Eq. (5.12) and Lgauge of Eq. (5.13), with the substitution in the former of ordinary
derivatives with the covariant derivatives defined in Eqs. (5.15). Though appealing,
this would not be completely correct and it turns out that additional terms are re-
quired in order to preserve supersymmetry invariance. Once taken such extra pieces
into account, the full supersymmetric Lagrangian becomes
L = Lgauge + Lchiral|∂→∇ −
√
2 ga ((φ
∗T aψ)λa + h.c.)− 1
2
∑
a
g2a(φ
∗T aφ)2 , (5.16)
where ga are the gauge couplings of the distinct simple subgroups of the complete
gauge group (for instance, the Standard Model gauge group SU(3)C×SU(2)L×U(1Y )
has three different gauge couplings gs, g and g
′).
Few comments are in order:
• The additional terms in Lagrangian (5.16) consist of interactions whose strength
is fixed by the requirements of supersymmetry to be proportional to gauge
couplings, even though they are not gauge interactions from the point of view of
ordinary gauge field theories. The scalar-fermion-gaugino terms can be thought
of as the “supersymmetrisation” of the usual gauge boson couplings to matter
fields. The second term contributes instead to the scalar potential.
• The complete scalar potential now reads
V (φ, φ∗) = M∗ikM
kjφ∗iφj +
(
1
2
M iny∗jknφiφ
∗jφ∗k + h.c.
)
+
1
4
yijny∗klnφiφjφ
∗kφ∗l +
1
2
∑
a
g2a(φ
∗T aφ)2 . (5.17)
It is an interesting and unique feature of supersymmetric theories that the
scalar potential is completely determined by the other interactions of the theory:
fermion mass terms (M ij), Yukawa couplings (yijk) and gauge couplings (ga).
• In a given theory, only a subset of the parameters M ij , yijk are allowed to be
non-zero. The mass matrix entries M ij can only be non-vanishing for i and j
such that φi and φj belongs to gauge group representations which are conjugate
of each other. Likewise, the Yukawa couplings yijk can be non-zero only if φi,
φj and φk belong to representations that can be combined to form a singlet.
We are now left with the discussion of the last irreducible ingredient of every
realistic phenomenological supersymmetric model, namely the soft supersymmetry
breaking interactions. From a theoretical perspective, we expect that supersymmetry,
if it exists at all, should be an exact symmetry that is broken spontaneously. Many
models of spontaneous symmetry breaking have indeed been proposed, involving new
particles and interactions at very high mass scales, but there is no consensus on
exactly how this should be done.
Nevertheless, from a practical point of view, we can completely disregard any
theoretical detail on how to achieve spontaneous supersymmetry breaking and simply
74 5. SUPERSYMMETRY
parametrise our ignorance introducing in the effective supersymmetric Lagrangian
extra terms that break supersymmetry explicitly.
Recalling, as argued in section 5.1.1, that supersymmetry-breaking couplings
should be soft, i.e. of positive mass dimension, such possible soft terms3 in the La-
grangian of a general theory are
Lsoft = −1
2
(
Ma λ
aλa +
1
3
aijkφiφjφk + b
ijφiφj + h.c.
)
− (m2)ij φj∗φi . (5.18)
They consist of gaugino masses Ma for each gauge group, scalar squared-mass terms
(m2)ji and b
ij and trilinear scalar couplings aijk. It has been shown rigorously that
a softly broken supersymmetric theory with Lsoft as given by Eq. (5.18) is indeed
free of quadratic divergences in quantum corrections to scalar masses, to all orders in
perturbation theory [104].
The terms in Lsoft clearly do break supersymmetry, because they involve only
scalars and gauginos and not their respective superpartners. In fact, the soft terms in
Lsoft are capable of giving masses to all of the scalars and gauginos in a theory, even
if the gauge bosons and fermions in chiral supermultiplets are massless (or relatively
light). Gaugino masses Ma are always allowed by gauge symmetry. The (m
2)ij terms
are allowed for i, j such that φi, φ
j∗ transform in complex conjugate representations
of each other under all gauge symmetries; in particular this is true of course when
i = j, so every scalar is eligible to get a mass in this way if supersymmetry is broken.
The remaining soft terms may or may not be allowed by symmetries. The aijk
and bij terms have the same form as the yijk and M ij terms in the superpotential
(5.11), so they will each be allowed by gauge invariance if and only if a corresponding
superpotential term is allowed.
5.2 Minimal Supersymmetric Standard Model
Once discussed the general features of supersymmetric theories and Lagrangians, we
turn now our attention to viable phenomenological supersymmetric models.
Clearly, the irreducible requirement for a realistic supersymmetric model [105,106]
is to embrace all Standard Model particles. A crucial observation, already outlined
above, is that only chiral supermultiplets can contain fermions whose left- and right-
handed components have different quantum numbers under the gauge group. There-
fore, all Standard Model fermions must be member of chiral supermultiplets. Each
chiral Standard Model fermion thus has its complex scalar superpartner, whose name
is constructed by prepending an ‘s’ to the fermion’s name (e.g. “selectron” and “stau”
are the scalar superpartners of electron and tau, respectively, and both are of course
“sleptons”). In addition, Standard Model vector bosons must clearly reside in vector
supermultiplets, therefore they have fermionic superpartners called “winos”, “bino”,
“zino” and “gluino” (superpartners of the W s, Z, B and g bosons, respectively).
The Higgs sector deserves a separate discussion. It might be tempting to just
advocate one extra chiral supermultiplet, the Higgs being the scalar component and
3More exotic terms as “tadpole” scalar interactions, non-holomorphic trilinear scalar interactions
and fermion-gaugino mass mixing [100–103] are of no concern for the subsequent discussion and are
therefore omitted.
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Names spin 0 spin 1/2 SU(3)C , SU(2)L, U(1)Y
(s)quarks
Q˜ = (u˜L d˜L) Q = (uL dL)
(
3, 2, 16
)
u˜R uR
(
3, 1, 23
)
d˜R dR
(
3, 1, −13
)
(s)leptons
L˜ = (ν˜L e˜L) L = (νL eL)
(
1, 2, −12
)
e˜R eR (1, 1, 1)
Higgs(inos)
Hu = (H
+
u H
0
u) H˜u = (H˜
+
u H˜
0
u)
(
1, 2, 12
)
Hd = (H
0
d H
−
d ) H˜d = (H˜
0
d H˜
−
d )
(
1, 2, −12
)
Table 5.1: Chiral supermultiplets in the Minimal Supersymmetric Standard Model. There
are three replicas (flavours) for each (s)fermion supermultiplet. The spin-0 fields are all
complex scalars while spin-1/2 are all Weyl fermions.
Names spin 1/2 spin 1 SU(3)C , SU(2)L, U(1)Y
gluino, gluon g˜ g (8, 1, 0)
winos, W W˜± W˜ 0 W± W 0 (1, 3, 0)
bino, B B˜0 B0 (1, 1, 0)
Table 5.2: Vector supermultiplets in the Minimal Supersymmetric Standard Model.
the “Higgsino” its spin-1/2 superpartner. As a matter of fact, it can be easily shown
(analysing the quantum numbers of the theory) that just one Higgs doublet cannot
reproduce all Higgs Yukawa couplings of the Standard Model through an holomorphic
superpotential W . Furthermore, such a single-Higgs supersymmetric theory can be
proven to feature electroweak gauge anomalies. Therefore, at least two distinct Higgs
chiral supermultiplets are needed to successfully reproduce the Standard Model Higgs
sector. This means that there will be two different scalar Higgs doublets, together
with their fermionic superpartners.
Tables 5.1, 5.2 summarise the particle content outlined above. These chiral and
vector supermultiplets are the minimal ensemble needed to enclose the Standard
Model within a supersymmetric theory and, for this reason, the model with such
particle content is called Minimal Supersymmetric Standard Model (MSSM). In the
remaining of this section, we will review the key features of the MSSM needed for the
phenomenological discussion of chapter 6, starting from the MSSM Lagrangian. We
refer the reader to the literature (see e.g. [97]) for more thorough reviews.
5.2.1 MSSM Lagrangian
From the general (though synthetic) review of section 5.1.2 we already know the
generic structure of supersymmetric Lagrangians. Therefore, once owing the parti-
cle content of the MSSM (Tables 5.1 and 5.2) it is straightforward to construct its
Lagrangian.
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The supersymmetric-conserving piece of LMSSM can be read from Eq. (5.16) once
specified the superpotential (see Eq. (5.11)) for the MSSM. It is easy to show that its
most generic form is
WMSSM = µ H˜uH˜d + u˜
∗
R Yu Q˜H˜u − d˜∗R Yd Q˜H˜d − e˜∗R Ye L˜H˜d . (5.19)
The four terms in WMSSM are the only mass and Yukawa terms (i.e. non-vanishing
M ij and yijk coefficients) allowed by gauge symmetry, according to the quantum
numbers of MSSM’s supermultiplets (see section 5.1.2, in particular the discussion
after Eq. (5.16)).
The first term in Eq. (5.19), µ H˜uH˜d, is traditionally called “µ term”. It is the
supersymmetric version of the Higgs boson mass in the Standard Model. From the
explicit expression for the scalar potential, Eq. (5.17), we can see that the µ term
provides for Higgsino mass terms
LHiggsino mass = −µ (H˜+u H˜−d − H˜0uH˜0d) + h.c. , (5.20)
as well as Higgs squared-mass terms
Lsupersymmetric Higgs mass = −|µ|2
(|H0u|2 + |H+u |2 + |H0d |2 + |H−d |2) . (5.21)
Since Eq. (5.21) is non-negative with a minimum at H0u = H
0
d = 0, we cannot
understand electroweak symmetry breaking before including supersymmetry-breaking
terms for the Higgs scalars. This will be done later in this section.
The other three terms in Eq. (5.19) are the Yukawa couplings needed to phe-
nomenologically reproduce the Standard Model. Given the impossibility of adding
pieces proportional to H∗u,d due to supersymmetry requirements, it is now clear why
two separate Higgs doublets with different quantum numbers are needed even in the
most minimal supersymmetrisation of the Standard Model. Yu, Yd, Ye are 3 × 3 ma-
trices in flavour space, the supersymmetry version of the Standard Model Yukawa
matrices; it is customary to assume their entries negligible but for their (3, 3) flavour
component, matching the top, bottom and tau Yukawa couplings, respectively:
Yu =
 0 0 00 0 0
0 0 yt
 , Yd =
 0 0 00 0 0
0 0 yb
 , Ye =
 0 0 00 0 0
0 0 yτ
 . (5.22)
Supersymmetric Lagrangian (5.16) and superpotential (5.19) are all is needed
to define the supersymmetric part of MSSM Lagrangian. Remarkably, even if the
particle content of the theory is more than doubled with respect to the Standard
Model, we are actually left with less parameters than the Standard Model itself:
gauge and Yukawa parameters are the same, we have traded the Higgs v.e.v. for µ
and there is no room left for free parameters in the scalar potential (as λ). Of course,
such a counting is misleading since, as observed, such supersymmetric Lagrangian is
not even able to account for electroweak symmetry breakdown.
It is therefore advisable to introduce the soft supersymmetry-breaking Lagrangian
of the MSSM before going any further in the discussion. Referring to the general form
of Lsoft, Eq. (5.18), it can be seen that the most generic one for the MSSM reads
LMSSMsoft =−
1
2
(
M1B˜B˜ +M2W˜W˜ +M3g˜g˜ + h.c.
)
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−
(
u˜∗RAuQ˜Hu − d˜∗RAdQ˜Hd − e˜∗RAeL˜Hd + h.c.
)
− Q˜†M2
Q˜
Q˜− L˜†M2
L˜
L˜− u˜∗RM2u˜ u˜R − d˜∗RM2d˜ d˜R − e˜∗RM2e˜ e˜R
−m2HuH∗uHu −m2HdH∗dHd − (bHuHd + h.c.) . (5.23)
This is the most general soft supersymmetry-breaking Lagrangian of the form (5.18)
that is compatible with gauge invariance and matter parity conservation in the MSSM.
In the first line of Eq. (5.23), where gauge indices of gauginos have been sup-
pressed, M1, M2 and M3 are bino, wino and gluino mass terms, respectively. The
second line contains the trilinear scalar couplings of the type aijk in Eq. (5.18), where
Au, Ad and Ae are all complex 3×3 matrices in flavour space with mass dimension 1.
These terms resembles the ones in superpotential (5.19) since, as discussed in section
5.1.2, both terms shall exist under the same requirements. The third line consists
of squark and slepton masses of the (m2)ji type in Eq. (5.18), where M
2
Q˜
, M2
L˜
, M2u˜ ,
M2
d˜
and M2e˜ are all 3× 3 hermitian matrices in flavour space with mass dimension 2.
Finally, in the last line we have supersymmetry-breaking contributions to the Higgs
potential: m2Hu and m
2
Hd
are squared-mass terms of the (m2)ji type, while b is the
only squared-mass term of the type bij inEq. (5.18) that can occur in the MSSM4
(for the same reason why the µ term is the only supersymmetric mass term in the
superpotential). As argued in section 5.1.1, we expect
M1,M2,M3, Au, Ad, Ae ∼ msoft ,
M2
Q˜
,M2
L˜
,M2u˜ ,M
2
d˜
,M2e˜ ,m
2
Hu ,m
2
Hd
, b ∼ m2soft . (5.24)
Unlike the supersymmetry-preserving part of the Lagrangian, the above LMSSMsoft in-
troduces many new parameters that were not present in the ordinary Standard Model.
A careful count [107] reveals that there are 105 physical masses, phases and mixing
angles in the MSSM Lagrangian that have no counterpart in the ordinary Standard
Model. Thus, in principle, supersymmetry breaking (as opposed to supersymmetry
itself) appears to introduce a tremendous arbitrariness in the Lagrangian.
5.2.2 Electroweak symmetry breaking
In the MSSM, the description of electroweak symmetry breaking is slightly compli-
cated by the fact that there are two complex Higgs doublets Hu = (H
+
u , H
0
u) and
Hd = (H
0
d , H
−
d ) rather than just one as in the ordinary Standard Model. The classical
scalar potential for the Higgs scalar fields in the MSSM is given by
V = (|µ|2 +m2Hu)(|H0u|2 + |H+u |2) + (|µ|2 +m2Hd)(|H0d |2 + |H−d |2)
+ [b(H+u H
−
d −H0uH0d) + h.c.]
+
1
8
(g2 + g′2)(|H0u|2 + |H+u |2 − |H0d |2 − |H−d |2)2 +
1
2
g2|H+u H0∗d +H0uH−∗d |2 .
(5.25)
4It is worth mentioning that b can be taken real and positive without loss of generality.
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The terms proportional to |µ|2 come from Eq. (5.21). The terms proportional to g2
and g′2 come from the last term of supersymmetric Lagrangian (5.16). Finally, terms
proportional to m2Hu,d , b come from the last line of Eq. (5.23).
We now want to investigate classical field configurations looking for the minimum
of potential (5.25). First, one can see that, exploiting gauge invariance, it is possible
to set
〈H+u 〉 = 〈H−d 〉 = 0 (5.26)
and 〈H0u〉,〈H0d〉, b real without loss of generality. This, among all, ensures the electro-
magnetic vacuum to be unbroken and CP to be preserved after electroweak symmetry
breakdown. Exploiting Eq. (5.26), the scalar potential becomes
V = (|µ|2 +m2Hu)|H0u|2 + (|µ|2 +m2Hd)|H0d |2 − 2 bH0uH0d
+
1
8
(g2 + g′2)(|H0u|2 − |H0d |2)2 . (5.27)
In order for scalar potential (5.27) to be viable, we must first make sure that such
potential is bounded from below. In fact, the second line in Eq. (5.27) is a positive
quartic interaction which stabilises the potential in all directions but the flat one,
〈H0u〉 = 〈H0d〉. Along such flat direction, we must require the quadratic coupling to
be positive, so that a first important requirement is
2|µ|2 +m2Hu +m2Hd > 2b . (5.28)
Once assured the scalar potential to have a minimum for finite values of H0u,d, we
should further require such minimum to break the electroweak symmetry. In other
words, we should avoid the field configuration 〈H0u〉 = 〈H0d〉 = 0 to be a minimum of
the theory. It is rather easy to prove that such requirement is fulfilled if and only if
(|µ|2 +m2Hu)(|µ|2 +m2Hd) < b2 . (5.29)
Condition (5.29) will play an important role in the analysis of chapter 6. For
the time being, let us stress that this condition is needed for the scalar potential to
realistically reproduce the spontaneous symmetry breakdown that the electroweak
gauge group undergoes at the electroweak scale. In other words, Eq. (5.29) must be
interpreted as a condition for the running parameters µ, b and m2Hu,d , to be required
specifically at the electroweak scale.
A consequence of the above caveat is that, even in the case Eq. (5.29) is satisfied
and the electroweak symmetry is spontaneously broken at low scales, the situation at
msoft or higher scales might be radically different. Namely, it is not difficult to design
models where Eq. (5.29) is not satisfied at msoft but then, through running effects, it is
fulfilled at lower scales. In these models, electroweak symmetry breakdown is actually
triggered by quantum corrections: this mechanism is therefore known as Radiative
Electroweak Symmetry Breakdown (REWSB) [108, 109]. This is a very interesting
possibility and great attention will be given to it in the next chapter.
Having established the conditions necessary for 〈H0u〉 and 〈H0d〉 to break the elec-
troweak vacuum, we can now require that they are compatible with the observed
phenomenology of electroweak symmetry breaking. Let us write
vu = 〈H0u〉 , vd = 〈H0d〉 . (5.30)
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These vacuum expectation values are related to the known mass of the Z0 boson and
the electroweak gauge couplings:
v2u + v
2
d = v
2 =
2m2Z
g2 + g′2
≈ (174 GeV)2 . (5.31)
The vu,d ratio is traditionally written as
tanβ ≡ vu
vd
. (5.32)
The value of tanβ is not fixed by present experiments, but it depends on the La-
grangian parameters of the MSSM in a calculable way. Since vu = v sinβ and
vd = v cosβ were taken to be real and positive by convention, we have 0 < β < pi/2.
Actually, it can be done much better than that and tanβ & 1.1 can be shown to be
a necessary requirement to avoid Landau poles in the running value of yt(Q).
Now we can write down the conditions under which the potential (5.27) has a
minimum satisfying Eqs. (5.31) and (5.32): m
2
Hu
+ |µ|2 − b cotβ − 12 m2Z cos(2β) = 0
m2Hd + |µ|2 − b tanβ + 12 m2Z cos(2β) = 0
. (5.33)
It is easy to check that these equations also satisfy the necessary conditions (5.28),
(5.29).
Once understood the vacuum of the theory, one can go back to the scalar poten-
tial (5.25) to work out the mass eigenstates after electroweak symmetry breakdown.
Referring to the literature for a detailed analysis, let us just account here for the
important results. In the unbroken phase, Hu and Hd doublets have a total of 8
degrees of freedom (two complex scalars each). Once the electroweak symmetry is
spontaneously broken, 3 degrees of freedom are “eaten” to give mass to W and Z
bosons and we are left with 5 real scalars: 2 CP-even neutrals (the old-fashioned
Higgs, h, and a more massive H0), 1 CP-odd neutral (A0) and two charged Higgses
(H±). At tree level, their masses reads:
m2A0 = 2|µ|2 +m2Hu +m2Hd , (5.34)
m2h,H0 =
1
2
(
m2A0 +m
2
Z ∓
√
(m2
A0
−m2Z)2 + 4m2Zm2A0 sin2(2β)
)
, (5.35)
m2H± = m
2
A0 +m
2
W . (5.36)
In principle, the masses of A0, H0 andH± can be arbitrarily large. In contrast, the
mass of h is bounded from above. From Eq. (5.35), one finds at tree-level [110,111]:
mh < mZ | cos(2β)| . (5.37)
Tree level bound (5.37) is spectacularly wrong. However, such formula is subjected
to quantum corrections that are relatively drastic, the largest contributions typically
coming from top quark and stop squark loops. As a matter of fact, such quantum
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corrections are able to account for the tree-level defiance of Eq. (5.37) and for the
experimentally measured Higgs mass of 125 GeV [24].
The most important information carried by Eq. (5.35) is actually that the Higgs
mass itself can be in principle expressed as a function of the other parameters of the
MSSM. Differently but equivalently said, conversely from the Standard Model the
MSSM does not feature the quartic Higgs coupling λ as a free parameter of the scalar
potential (as already observed in section 5.2.1); rather the opposite, λ is a prediction
of the MSSM. One can therefore turn its attention to the matching condition of λ at
the scale at which supersymmetry is broken, i.e. msoft. At tree level, one finds:
λ(msoft) =
1
4
[
g2(msoft) + g
′2(msoft)
]
cos2 2β . (5.38)
Once again, tree-level condition (5.38) receives sizeable loop corrections that must
be taken into account in order to perform a meaningful phenomenological investiga-
tion. These will be discussed further in chapter 6, where the λ matching condition at
msoft will be a fundamental ingredient of our analysis.
5.2.3 Renormalisation group equations
Once analysed the features of MSSM at its low-energy frontier, we now turn our
attention to the high energy behaviour of the most important MSSM parameters.
Renormalisation group (RG) equations are a fundamental tool to relate the physics
at the electroweak scale with the values of MSSM parameters at higher scales, where
supersymmetry holds and is eventually broken. A careful study of the high-energy
running of MSSM parameters can indeed furnish interesting and important insights
into supersymmetric theories. An example, sketched in section 5.2.2 and that will
be further elaborated the next chapter, is REWSB, i.e. the fact that electroweak
symmetry breakdown might be entirely triggered at low energy by running effects.
Another celebrated example is the apparent unification of gauge couplings in the
MSSM, as we will now discuss.
Let us adopt the canonical normalisation of gauge couplings according to grand
unification theories,
g1 =
√
5/3 g′ , g2 = g , g3 = gs . (5.39)
The one-loop RG equations for Standard Model and MSSM are
d
dt
ga =
1
16pi2
bag
3
a , (b1, b2, b3) =
{
(41/10,−19/6,−7) Standard Model
(33/5, 1,−3) MSSM (5.40)
where t = log(µ/µ0) and µ is the RG scale. The MSSM coefficients are larger because
of the extra positive contributions from MSSM particles. The quantities αa = g
2
a/4pi
have the nice property that their reciprocals run linearly with RG scale at one-loop
order:
d
dt
α−1a = −
ba
2pi
, (a = 1, 2, 3) . (5.41)
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Figure 5.1: One-loop renormalisation group evolution of the inverse gauge couplings α−1a (µ)
in the Standard Model (dashed black lines) and in the MSSM for two different values of msoft:
1 TeV (left plot, blue lines) and 100 TeV (right plot, red lines). In the MSSM, all sparticles
masses are taken at the common threshold msoft.
Figure 5.1 compares the RG evolution of the inverse of the gauge couplings, α−1a ,
in the Standard Model (dashed lines) and MSSM (solid lines) for two different values
of msoft. Unlike the Standard Model, the MSSM includes just the right particle
content to ensure that the gauge couplings can unify [93–96], as predicted by grand
unified theories (GUTs) [37,38], around a scale mG ∼ 1016 GeV [36]. This unification
is of course not perfect and there is a residual mismatch (at the percent level), which
however can easily be ascribed to threshold corrections due to whatever new particles
exist at the GUT scale. While such apparent unification might be just an accident,
it may also be taken as a strong hint in favour of supersymmetry and grand unified
theories.
Note that as msoft raises, mG decreases slightly and the merging of the gauge cou-
pling is progressively ruined, as appreciable by comparison of left and right plot of
Figure 5.1. It would be interesting to understand at which energy scale msoft becomes
too large to account for unification at all any more. Such question is clearly plagued
by some subjectivity in the quantitative definition of satisfactory gauge coupling uni-
fication, since a certain amount of mismatch can be always accounted for advocating
sufficiently large threshold corrections at mG. Nevertheless, attempts to address this
issue will be discussed further in the next chapter, see section 6.1.1.
If the hint furnished by RG analysis to gauge couplings are to be taken seriously,
we can hope to extract other interesting features of supersymmetric theories if we
push further our study of RG evolutions of MSSM parameters. This will be indeed
the focus of chapter 6. Before moving to such investigation, although, we necessarily
have to review the relevant one-loop RG equations of the MSSM parameters that will
be used and the approximations under which such equations have been derived.
Having already discussed the RG equations for the gauge couplings g1,2,3, we turn
first our attention to the other supersymmetric parameters. A necessary RG equation
is the one for the supersymmetric top Yukawa yt, introduced in Eq. (5.22). It should
be pointed out that yt is related to the Standard Model top Yukawa gt through the
matching condition
gt(msoft) = yt(msoft) sinβ . (5.42)
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Such matching is clearly imposed at the scale msoft, where the supersymmetric theory
breaks into the ordinary Standard Model. The sinβ factor comes from the fact
that up-type quarks couple to Hu, whose v.e.v. obeys the relation vu = v sinβ (see
Eq. (5.32) and discussion below).
The RG equation for yt is
16pi2
d
dt
yt = yt
[
6|yt|2 − 13
15
g21 − 3g22 −
16
3
g23
]
, (5.43)
where additional contributions proportional to the other Yukawa couplings, in partic-
ular yb and yτ , have been omitted
5. As a matter of fact, yt will be the only relevant
Yukawa coupling in our analysis and the only one that will be further considered for
the rest of this section and for whole chapter 6.
The last supersymmetric parameter left is µ. It RG equation reads
16pi2
d
dt
µ = µ
(
3y2t −
3
5
g21 − 3g22
)
. (5.44)
One important property displayed both by Eqs. (5.43) and (5.44) is that the β-
functions for each supersymmetric parameter are proportional to the parameter itself:
this is actually a result of a very important theorem known as supersymmetric non-
renormalisation theorem [112,113].
Switching to supersymmetry-breaking parameters, the simplest RG equations to
introduce next are the ones for the gaugino masses M1,2,3, which read
16pi2
d
dt
Ma = 2 bag
2
aMa , (a = 1, 2, 3) , (5.45)
with ba given in Eq. (5.40). It follows that the three ratios Ma/g
2
a are each constant
(RG scale independent) up to small two-loop corrections. Since the gauge couplings
are observed to unify at mG, it is a popular assumption that gaugino masses also
unify around that scale,
M1(mG) = M2(mG) = M3(mG) . (5.46)
This is a common result for GUT models and we will rely on it in the next chapter.
As a further assumption, M1,2,3 will all be taken real-valued and positive.
Next we consider the holomorphic soft parameters Au, Ad, Ae. A common simpli-
fying assumption to deal with those complex matrices is to assume them proportional
to the Yukawa couplings Yu, Yd and Ye, respectively:
Au ∝ Yu , Ad ∝ Yd , Ae ∝ Ye . (5.47)
Such assumption can be traced back to the fact that Yukawa interactions in the
superpotential, Eq. (5.19), and A terms in Lsoft, Eq. (5.23), have the same form and
therefore they might have a common origin.
5This is justified only as long as tanβ  mt/mb, otherwise one would actually get yb ∼ yt and
our approximation would be plainly wrong. Even though such large tanβ models exist (see [97] and
references therein), we will not consider them further in our discussion.
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Given Eq. (5.22) and neglecting yb and yτ contributions, assumption (5.47) leaves
us with
Au =
 0 0 00 0 0
0 0 At yt
 , Ad ∼ 0 , Ae ∼ 0 , (5.48)
and the only parameter left to care about is At. Its RG equation reads
16pi2
d
dt
At = 12Aty
2
t +
26
15
g21M1 + 6 g
2
2M2 +
32
3
g23M3 . (5.49)
Differently from supersymmetric parameters, β-functions of soft parameters are not
proportional to the parameter itself. So, even if At vanishes at the input scale, the
RG corrections proportional to gaugino masses appearing in Eq. (5.49) ensure that
it will not vanish at the electroweak scale. This is also the case for the b term, whose
RG equation is
16pi2
d
dt
b = b
(
3y2t −
3
5
g21 − 3g22
)
+ µ
(
6Aty
2
t +
6
5
g21M1 + 6g
2
2M2
)
. (5.50)
The last RG equations still to be discuss are the one for the scalar squared masses
of the MSSM, namely the Higgs scalar squared masses m2Hu,d and the sfermion
squared-mass matrices M2ζ . A common simplifying assumption for the latter is to
assume them to be flavour blind at the input scale:
M2ζ (mG) = m
2
ζ0 1 , ζ = {Q˜, u˜, d˜, L˜, e˜ } . (5.51)
Even assuming Eq. (5.51) to hold atmG, third-generation squarks and sleptons receive
extra contributions to their RG flow due to their large Yukawa couplings, determining
at low energies a mass splitting between the first two and the third family of sfermions.
Nevertheless, at least the flavour-diagonal form of M2ζ can be assumed to hold at any
scale up to negligible corrections.
Under assumption (5.51), the RG equations of m2Hu,d read
16pi2
d
dt
m2Hu = −6 g22M22 −
6
5
g21M
2
1 +
3
5
g21S + 3Xt , (5.52)
16pi2
d
dt
m2Hd = −6 g22M22 −
6
5
g21M
2
1 −
3
5
g21S , (5.53)
where
Xt = 2|yt|2
(
m2Hu +m
2
Q3 +m
2
u3 + |At|2
)
, (5.54)
S = Tr[YζM
2
ζ ] = m
2
Hu −m2Hd + Tr[M2Q˜ − 2M2u˜ +M2d˜ −M2L˜ +M2e˜ ] , (5.55)
where m2Q3 and m
2
u3 are the (3, 3) entries of the M
2
Q˜
and M2u˜ matrices, respectively.
A first important remark is that the Xt term in Eq. (5.52) is in standard config-
urations the dominant contribution to the RG flow of m2Hu . Being Xt(t) > 0, such
term usually drives m2Hu(t) negative in the infrared despite the opposite contribution
of gaugino terms. In turns, negative (or positive but nevertheless very small) values
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of m2Hu(msoft) are crucial to trigger electroweak symmetry breakdown, Eq. (5.29), in
viable MSSM scenarios. We will return to this issue next chapter.
A second point is that the S term, present in both Eqs. (5.52), (5.53) and defined
in Eq. (5.55), let all squark and sfermion masses of all generations come into play when
analysing the RG flow of m2Hu,d . This is particularly troublesome since it makes an
exact analysis of one-loop supersymmetry RG flows considerably more complicated.
Fortunately, the trace over sfermion squared-mass matrices in Eq. (5.55) can be seen
to have a numerically negligible contribution to the MSSM RG flow. We can therefore
safely approximate its expression to a more docile one: forgetting about the first two
sfermion generations, in chapter 6 we will assume
S ≈ m2Hu −m2Hd +m2Q3 − 2m2u3 . (5.56)
Once made unnecessary to deal with the RG flow of the full squared-mass sfermion
matrices, we are left with discussing RG equations for m2Q3,u3 , since they enter in the
expression of the crucial Xt term, Eq. (5.54). They obey the differential equation
16pi2
d
dt
m2Q3 = Xt −
2
15
g21M
2
1 − 6 g22M22 −
32
3
g23M
2
3 +
1
5
g21S , (5.57)
16pi2
d
dt
m2u3 = 2Xt −
32
15
g21M
2
1 −
32
3
g23M
2
3 −
4
5
g21S . (5.58)
CHAPTER 6
Aspects of High-Scale Supersymmetry
6.1 Study motivations
The parameter space of the MSSM is poorly constrained by experimental data. Little
(or nothing) we know about the mass spectrum of superpartners and, disregarding
naturalness considerations concerning the Higgs mass, we do not even have a clear
hint of what the supersymmetry scale1 mS (at which supersymmetry is broken) might
be.
Despite such disorienting lack of direct experimental hints, very interesting in-
sights can come from theoretical studies of the structure and behaviour of supersym-
metric theories under renormalisation group (RG) flow, which intimately connects
high- and low-energy aspects of such theories. These investigations, in turns, can
furnish clues on the viable MSSM parameter space and possibly shed light on im-
portant issues like at what scale supersymmetry is broken and superpartners’ masses
are. This is the philosophy that motivates the approach adopted in the study of this
last chapter.
6.1.1 Review of literature’s previous results
Several important progresses have already been made along the direction outlined
above. In order to frame this chapter’s contributions in the right contest, we should
therefore first review what has already been obtained in the literature.
As discussed in section 5.2.3, gauge coupling unification is a very promising feature
of MSSM. Understanding to what extent and under which premises such unification
can be achieved is a very interesting issue which has been addressed in past and recent
literature [26,93–96].
At first approximation, the running of gauge couplings is only influenced by the
supersymmetry scale mS . Such a rough analysis has been exemplified in Figure 5.1. A
more refined treatment must of course take into account threshold corrections at mS
1Along the present chapter, to reduce the notation clutter, we will use the shorter notation mS
for the supersymmetry-breaking scale msoft of chapter 5, referring to it simply as the supersymmetry
scale.
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Figure 6.1: Minimum amount (in percent) by which gauge coupling unification is missed
in High-Scale Supersymmetry. The gray band is obtained by scanning supersymmetric mass
parameters within the range [1/3, 3]mS , under the condition of reproducing observed Higgs
mass (from Ref. [26]).
due to the new particle content, i.e. the corrections due to the fact that superpartner’s
masses are not all perfectly degenerate at mS . In the absence of clear hints of how the
superpartner’s spectrum might look like, a reasonable approach could be to assume
it limited to a “natural” window around mS and scan over the parameter space.
In Figure 6.1 we show the result of such an analysis, performed in Ref. [26]. The
sparticles spectrum has been assumed to lie in a natural range within 1/3 and 3 times
the supersymmetry scale mS and a scan of the parameter space has been performed.
A first conclusion is that perfect gauge coupling unification can be achieved within
natural configuration of supersymmetric parameters for mS up to ∼ 106 GeV. Techni-
cally, even slightly higher scales for mS can still be advocated considering additional
(unknown) threshold corrections at the GUT scale, although for too high mS the
original improvement of gauge unification with respect to the Standard Model simply
fades away.
The approach outlined above, i.e. overcoming our ignorance of parameter space
by identifying a reasonable region to scan, is a prototype of the strategy that we
will exploit in our study. This methodology is of course a double-edged sword. On
the one hand, it undoubtedly increase the generality of whatever conclusion could
be drawn from such analysis. On the other hand, without a careful choice of the
region of parameter space to scan, such an investigation might be both extremely
time-consuming and fruitless, since enlarging the freedom of a model always enlarge
the range of possibilities and (almost) everything might be obtained under sufficiency
loose assumptions. Particular attention should therefore always been paid to the
choice made to perform the scan.
Another major feature of supersymmetric theories, suitable for these kind of anal-
yses, is the celebrated prediction of the Higgs quartic coupling λ in terms of the other
MSSM parameters. In section 5.2.2 we have already introduced the tree-level rela-
tion for λ(mS), Eq. (5.38), warning that one-loop corrections are extremely sizeable.
In particular, corrections proportional to the top-Yukawa coupling gt, arising when
integrating out the stop scalars, should be considered de facto O (1).
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Figure 6.2: Higgs mass as a function of supersymmetry scale mS , with degenerate sparticles
spectrum. The stop-mixing parameter At has been scanned to maximise (upper lines) and
minimise (lower lines) mh for different tanβ values (see Ref. [26] for details).
The full one-loop expression of λ(mS) is extremely lengthy and not particularly
enlightening and we refer to the literature for the explicit formulas [25, 26]. The
important point is that such expression provides a powerful matching condition of
the Standard Model value of λ(mS) in terms of MSSM parameters at the same scale.
Schematically:
λSM(mS) = λMSSM(mS) ,
λMSSM(mS) =
1
4
[
g2(mS) + g
′2(mS)
]
cos2 2β + ∆λ1`oop , (6.1)
where ∆λ1`oop depends upon the sparticles spectrum and other MSSM parameters
values at the supersymmetry scale mS .
Before the Higgs discovery, relation (6.1) has been deployed as a predicting tool
to guess the possible mass range for the Higgs. In Ref. [24] an upper limit for the
Higgs mass of 141 ± 2 GeV was set through a detailed study of matching condition
Eq. (6.1). A more recent example of such kind of analysis is taken from Ref. [26] and
shown in Figure 6.2, where the upper limit mh . 141 GeV can still be appreciated.
It might be thought that, after Higgs discovery and precise measurement of its
mass, this approach is only of historical interest. On the contrary, the exact knowledge
of the Higgs mass have eventually opened the possibility of a different interpretation of
these analyses. Indeed, a conscientious study of the “space of possible Higgs masses”
might reveal intriguing features of the particular Higgs mass chosen by nature among
all viable vacua, as it will be discussed below.
6.1.2 Novelties of our approach
Our analysis will investigate some intriguing features of the MSSM, adopting a scan-
ning approach similar to the ones exemplified in the previous section. Therefore, we
will scan among the parameter space of MSSM (including different benchmark values
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of the supersymmetry scale mS itself), the basic reason for this being to enlarge the
generality of our conclusions.
However, there will be a significant novelty in our handling of MSSM parameter
space. As discussed above, the choice of the parameter region to be analysed is
a delicate issue and, typically, a natural range for the parameters is chosen at the
matching scale mS . This might seems a reasonable choice but, as a matter of fact, is
slightly inconsistent. Indeed, naturalness can be considered a legitimate requirement
of a theory only at its input scale, i.e. before any running effect could spuriously
ruin it. For this reason, we will impose our natural boundary conditions for the
MSSM parameters not at mS but at mG, i.e. at the energy scale where MSSM might
eventually encounter its GUT completion. A clear drawback of this choice is that
such an analysis unavoidably becomes more convoluted and a whole computational
machinery should be developed to run all parameters down to the matching scale mS
for each scanned configuration in a reasonable computational time.
Together with MSSM parameters, we will also scan over the quartic Higgs coupling
λ. In other words, we will consider different MSSM scenarios with different values
of the Higgs mass mh, as already done in the literature [25, 26] and exemplified
in the previous section. This choice is meant to study the landscape of possible
Standard Model parameter configurations, in order to enlarge our perspective and
to shed a different light on the physical mh value, perhaps unrevealing hidden and
surprising features of it. Furthermore, the study of the landscape of possible mh
values can acquire a physical meaning in the light of some cosmological arguments
such as “multiverse” approaches and anthropic selection [114].
Another important novelty of our approach is to consider not only Higgs but also
top-quark mass mt (i.e. its Yukawa coupling gt) as a scanned parameter, something
that has never been done before in the context of supersymmetric theories. There
are multiple reasons for taking such additional step. On the one hand, mt can be
considered a peculiar Standard Model value just as mh, deserving a similar consid-
eration and subject to analogous anthropic arguments. On the other hand, gt has
an O (1) influence on the λ matching condition, Eq. (6.1). It could be therefore seen
as inconsistent to take into account possible variations of the input parameter λSM,
neglecting potentially more important changes in gt. Finally, yt (the supersymmetric
top-Yukawa coupling) has a strong influence on the RG flow of many soft parameters
and changes in its values have deep consequences in other sectors of the theory and
on the electroweak symmetry breakdown itself, as we will see. For these reasons, it is
definitely interesting to study the mt landscape and the effects of different gt values
on the MSSM features.
Our novel point of view just outlined, that is examining the (mh,mt) landscape
2
for High-Scale MSSM with natural parameter configurations at the GUT scale, gives
us the opportunity to investigate another interesting feature of these theories: the
Radiative Electroweak Symmetry Breakdown (REWSB). As sketched in section 5.2.2,
REWSB is an interesting scenario in which the SU(2)L symmetry is preserved at the
input scale (in our case, mG) and its spontaneous breakdown (i.e. condition (5.29))
is triggered at lower energies purely by RG effects. Therefore within our approach,
where configuration of parameters at mG is given and all RG flows are handled,we
2Which is really the (λ, gt) landscape.
6.2. Methodology 89
are in the position of including the study of REWSB with little effort.
To summarise the key new features of the approach adopted in the following, we
immerse the MSSM in the {mh,mt} landscape, not limiting ourselves to vary only
the quartic Higgs coupling λ but also the top-Yukawa gt. With these premises, we
will study the fulfilment of λ matching condition (6.1) imposing natural configuration
of MSSM parameters at the GUT scale mG, rather than at that supersymmetry scale
mS as usually done in the literature. Such a different point of view requires a difficult
handling of RG flows to relate parameter’s values at high and low scales. As a reward,
we will be in position of studying with little effort the conditions under which REWSB
can be achieved.
6.2 Methodology
In the previous section we have explained philosophy and motivations of our analysis.
Furthermore, we have outlined the intriguing features that supersymmetric theories
can display and that we want to investigate in detail for the MSSM. These are
- gauge coupling unification,
- prediction of the quartic Higgs coupling λ in terms of the other parameters of
the model,
- naturalness of the theory at its input scale (the GUT scale for us) and
- electroweak symmetry breakdown triggered at low scales by RG flow (REWSB).
First of all, the above requirements should be formulated in a quantitative fashion.
Next, we want to develop a strategy to study their simultaneous fulfilment, rather
than analyse them one by one. Both these issues will be addressed in this section.
6.2.1 Quantitative definition of requirements
Before moving any further in our discussion, we should state precisely what we mean
by imposing gauge coupling unification and λ matching, as well as provide a quanti-
tative prescription for REWSB and naturalness of parameters.
As explained in sections 5.2.3 and 6.1.1, the issue of gauge coupling unification
has already been extensively studied in the literature with many dedicated analyses.
We will not try to reproduce literature’s results here, but rather exploit them to
take certain conclusions for granted. In particular, we will simply translate gauge
coupling unification requirement into an upper limit for mS of 10
6 GeV, according
to Ref. [26] and similar studies. In other words, we will assume that the merging of
gauge coupling at the GUT scale (which worsen as mS increases) is satisfactory as
long as mS . 106 GeV.
Once taken for granted that gauge coupling unification is achieved, we should
only care about a sensible definition of the GUT scale itself, mG. Given that a small
residual mismatch among gauge couplings always remain, it is reasonable to define
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mG in such a way to minimise it. For this reason, we will operatively define mG as:
mG = min
µ
(√
(g1(µ)− g2(µ))2 + (g2(µ)− g3(µ))2 + (g1(µ)− g3(µ))2
g1(µ) + g2(µ) + g3(µ)
)
. (6.2)
A different choice, common in the literature, could have been to simply set mG as
the energy at which g1(µ) = g2(µ). It is worth noting that different definitions may
lead to O (1) variations in the exact value of mG. However, being the sensitivity of
the RG flow to the input scale only logarithmic, it is intrinsically irrelevant for our
purposes to define mG with an accuracy better than O (1).
Another important requirement concerns the matching at mS of the RG-improved
value of the quartic Higgs coupling, λSM(mS), with its prediction in terms of MSSM
parameters, λMSSM(mS), as sketched in Eq. (6.1). We will from now on refer to such
condition simply as λ-matching. Since both the RG equations and the matching ex-
pression are derived in perturbation theory, higher-order corrections are unavoidably
neglected and clearly an exact equality cannot be required. Therefore, the λ-matching
condition takes the form
|λSM(mS)− λMSSM(mS)| < λthr , (6.3)
where λthr is the established threshold of a satisfactory matching. Such threshold has
been chosen to be an absolute difference, rather than a ratio, since λSM renormalise
in a non-multiplicative fashion and therefore the absolute magnitude of corrections is
the physically meaningful value.
A suitable definition of λthr is clearly of crucial importance. A reasonable choice
is to set λthr of the same size of the leading terms neglected in the expression for
λMSSM(mS). In our setup, we will use for λMSSM(mS) the full one-loop result given in
Ref. [26]. Therefore, it would be advisable to adjust
λthr ∼ max
(
∆λ2`oop
)
, (6.4)
where ∆λ2`oop are the leading two-loop contributions to λMSSM(mS), which also are
given in Ref. [26]. The maximal values of ∆λ2`oop for different supersymmetry scales
are plotted in Figure 6.3. According to this analysis, the chosen values of λthr for
mS = {5, 100, 1000} TeV (i.e. the mS values that will be used for the analysis of
section 6.3) are summarised in Table 6.1.
The next issue to be discussed is a suitable definition of naturalness of soft MSSM
parameters at the input scale mG. Let us first summarise the dimensionful parameters
we will be concerned with in our analysis:
M1 , M2 , M3 , m
2
Hu , m
2
Hd
, m2Q3 , m
2
u3 , At , |µ|2 , b . (6.5)
Operatively, we will take M3(mG) as the reference mass to quantitatively define a
natural range for the above parameters at mG. In other words, naturalness at mG of
all parameters listed in Eq. (6.5) will be judged through their quantitative comparison
with M3(mG) or M
2
3 (mG). As a more conservative requirement, we will also assume
that
M1(mG) = M2(mG) = M3(mG) , (6.6)
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Figure 6.3: Maximal value of ∆λ2`oop as
a function of mS .
mS λthr
5 TeV 0.01
100 TeV 0.006
1000 TeV 0.004
Table 6.1: Selected values of λthr for
different mS used in our analysis.
as it is usually the case in GUT models.
The last feature we are interested in is the REWSB, discussed in section 5.2.3.
From the algorithmic point of view, requiring the electroweak symmetry to be broken
the way it is at low scale means to impose Eqs. (5.29) and (5.33) at the scale mS . If
we want to superimpose the condition that electroweak symmetry is not broken at
all at mG, we should require Eq. (5.29) to be unfulfilled at high scales, that is:(|µ(mG)|2 +m2Hu(mG)) (|µ(mG)|2 +m2Hd(mG)) > b2(mG) . (6.7)
Eq. (6.7) will be our operative definition of REWSB.
6.2.2 Development of a global analysis
Given the individual definitions above for all the requirements we are interested in,
we now want to perform an integrated analysis that takes all of them into account.
Let us recall that we want to perform our study considering different input values of
mh and mt. Such values are understood to be given at the electroweak scale, that
will be precisely identified with the MS top-quark mass, m¯t = 163 GeV.
We therefore need to develop a machinery that, given (mh,mt) as input parame-
ters (at the scale m¯t), performs a scan over tanβ and over a natural range of parame-
ters (6.5), determining whether a parameter configuration exists that displays all the
features we want to impose.
Such a machinery is summarised in Table 6.2. It is a four-step procedure that can
be summarised as follows.
• Step 1, in which the GUT scale mG is determined.
The one-loop running of the Standard Model coupling constants g1,2,3(µ) is
performed up to mS using Standard Model RG equations and further up using
supersymmetric RG equations. We are then able to determine the GUT scale
mG using Eq. (6.2). It is worth pointing out that this step is just needed once
for each mS value.
• Step 2, in which needed boundary conditions at mS and mG are determined.
Starting from mh(m¯t) and mt(m¯t), we can determine the quartic Higgs coupling
λSM = m
2
h/2v
2 and the Standard Model top-Yukawa coupling gt = mt/v at the
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Step m¯t mS mG
1 g1,2,3(m¯t) −→ g1,2,3(mS) −→ g1,2,3(µ)
Eq. (6.2) → mG
2 M3(mS) = mS −→ M3(mG)
gt(m¯t) =
mt
v −→ yt(mS) = gt(mS)sinβ
λ(m¯t) =
m2h
2v2
−→ λ(mS)
3 scan over different {tanβ,At,mQ3,u3 ,mHu,d} configurations at mG:
Eqs. (6.6), (6.11):
M1,2(mS)
At(mS)
mQ3,u3(mS)
mHu,d(mS)
 ←−

M1,2(mG)
At(mG)
mQ3,u3(mG)
mHu,d(mG)

↓
Eq. (6.9):{
µ(mS)
b(mS)
}
−→
{
µ(mG)
b(mG)
}
↓ ↓
• EWSB, Eq. (6.12) • Naturalness, Eq. (6.13)
• λ match, Eq. (6.3) • REWSB, Eq. (6.7)
4 Is there a configuration of Step 3 that satisfies all conditions?
• Yes → {mh,mt} is a viable point.
• No → {mh,mt} is not a viable point.
Table 6.2: Performed analysis on a specific (mh,mt) point.
electroweak scale and run them up to mS . From gt(mS) we are able to infer
the supersymmetric top-Yukawa coupling yt = gt/ sinβ, while λSM(mS) will be
later compared with its MSSM prediction.
As an operative assumption, we identify the gluino pole mass with the super-
symmetry scale itself, M3(mS) = mS . Through the RG equations, M3(mG) can
thus be derived. As already discussed, such value will be used as a reference
value for the natural range of all soft parameters (6.5) at the GUT scale.
• Step 3, in which the scan over different configurations of MSSM parameters is
performed.
So far, the only MSSM parameters fixed are gaugino masses M1,2,3 (M3 has been
determined in Step 2 and M1,2(mG) follow from Eq. (6.6)) and the top-Yukawa
coupling yt. The parameters still unknown and relevant for our analysis are:
tanβ , At , mQ3,u3 , mHu,d , µ , b . (6.8)
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Not all of them are independent, given the two conditions (5.33). To scan
the viable parameter configurations, we will use the following strategy: to fix
{tanβ,mQ3,u3 , At,mHu,d} at mG, to run them down to mS , to invert Eq. (5.33)
to find |µ(mS)|, b(mS), |µ|
2 = −12 tan 2β
(
m2Z cot 2β +m
2
Hd
cotβ −m2Hu tanβ
)
b = −12 tan 2β
(
m2Z cos 2β +m
2
Hd
−m2Hu
) , (6.9)
and finally to run µ and b up to mG.
The definition of the scanned region is of critical importance. For tanβ, it is
sufficient to fix a reasonable range; we will use3
tanβ ∈ [1.1, 10] . (6.10)
For the remaining parameters, a “natural” range around M3(mG) is imple-
mented:
m2Hu,d(mG) = rHu,dM
2
3 (mG)
m2Q3,u3(mG) = rQ,U M
2
3 (mG)
At(mG) = rtM3(mG)
, {rt,Q,u,Hu,Hd} ∈
(
1
r¯
, r¯
)
, (6.11)
where we will choose r¯ = 3. For each parameter configuration, we check:
– Electroweak symmetry breakdown achievement. In our setup, to require
the EWSB to take place means to check |µ|2 of Eq. (6.9) to be positive:
− 1
2
tan 2β
(
m2Z cot 2β +m
2
Hd
(mS) cotβ −m2Hu(mS) tanβ
)
> 0 . (6.12)
– λ matching condition, Eq. (6.3).
– µ(mG) and b(mG) naturalness. To be consistent with Eq. (6.11), natural-
ness requirement for µ and b at GUT scale clearly reads
rµ,b ∈
(
1
r¯
, r¯
)
,
{
rµ ≡ µ(mG)2/M3(mG)2
rb ≡ b(mG)/M3(mG)2
, (6.13)
where the same r¯ as in Eq. (6.11) should be used.
– REWSB, Eq. (6.7), as an optional condition.
• Step 4, in which the (mh,mt) point is judged.
The scan of Step 3 can have two outcomes: either no configuration that satisfies
all requirements has been found, or at least one configuration has fulfilled all
of them. In the former case the (mh,mt) point is considered not viable, in the
latter is considered viable.
3We are not interested in large-tanβ scenarios.
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The whole (mh,mt) plane can be scanned using the four-steps procedure outlined
above. The set of all (mh,mt) points which results viable according to this analysis
will be referred to as the viable region for the MSSM in the (mh,mt) plane.
From the computational point of view, the most challenging task is to perform
Step 3, i.e. the scan of a natural range of soft parameters At, m
2
Q3,u3
, m2Hu,d , in a rea-
sonable running time. As a matter of fact, for a sensible scan of such five-dimensional
parameter space at least O (104) configurations should be probed. Clearly, a full
numerical handling of such RG flow would be prohibitively time consuming and, to
avoid it,, analytical solutions to the RG equations of the soft parameters have been
developed and implemented. A brief discussion of them is provided in appendix C.
6.3 Analysis of the results
Exploiting the machinery developed in section 6.2, we are now ready to present the
results of our analysis. We will investigate the shape and important features of
the viable region for the MSSM in the (mh,mt) plane for different values of the
supersymmetry scale mS and for different setups of our requirements.
6.3.1 Low-energy MSSM
First, we analyse the results obtained in a low-energy MSSM scenario, setting mS =
5 GeV. Figure 6.4 shows the viable regions according to two different approaches:
• In green is shown the viable region obtained through simple arguments concern-
ing the λ-matching only. In such an analysis, only condition (6.3) is imposed,
no RG flow is handled and the scanning of relevant MSSM parameters is per-
formed directly at the matching scale mS . In the following, we will refer to this
approach as the naive λ-matching analysis and to its results as the naive viable
region.
• In blue the result of our complete analysis is shown, without the REWSB re-
quirement.
The naive viable region (in green) has two boundaries determined by two opposite
situations. For points on the right of the lower green curve, the quartic Higgs coupling
is too high to be properly matched even when threshold corrections are taken into
account. For points above the upper green curve, instead, λ(mS) eventually becomes
negative of an amount that cannot be accommodate through threshold corrections.
Our viable region (in blue) is obviously more restrictive that the naive one, since it
is found through a more thorough study. It has a peculiar shape that can be divided
in three different pieces: an up border (representing the highest allowed mt value for
a given mh), a right border (that goes from the end of the up border down to a visible
“shoulder”) and a down border (that from the above mentioned shoulder goes down
to mt = 0). Each of these curves has a different origin and explanation.
• The blue up border, though a continuous line, can be better understood if
split in two parts: a low-mh part (mh . 100 GeV, viable for low tanβ values,
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Figure 6.4: Viable region from naive arguments on λ-matching (green) and from the
whole developed procedure without REWSB (blue). The physical Standard Model values
for (mh,mt) are also shown for reference.
tanβ . 3) and a high-mh part (mh & 100 GeV, viable for high tanβ values,
tanβ & 3).
The low-mh part has in principle the same origin as the green up border of
Figure 6.4: it is a limit above which λ(mS) has become too negative to be
addressed even considering threshold corrections. The reason for the blue curve
to be lower than the green one is simple: the latter has been computed by
tuning threshold corrections to their best-case value, regardless whether or not
a scenario exists in which such value can be obtained. The blue border, retaining
also information of this kind, is clearly more restrictive.
In the high-mh part of the up border (i.e. the high-mt part) an additional
consideration plays a major role. Namely, the requirement that yt(µ) does not
develop a Landau pole before reaching the GUT scale mG becomes a non-trivial
constraint. This forces us to raise tanβ as mt increases (since this has the effect
of lowering the input value yt(mS)), thus affecting the λ matching conditions.
• The blue right border has the same origin as the green right border: it is a limit
over which λ(mS) becomes too high to be accommodated. Again, the shift
between green and blue curves is not a surprise, since the latter is obtained
through a more constrained analysis.
Instead, a qualitative difference between the two right borders is their low end
point: while the green one goes down to mt ∼ 0, the blue one stops at mt ∼
100 GeV, where a shoulder appears. For mt values below this edge, the origin
of the blue border is qualitative different, as explained below.
• The blue down border not only presents a visible discontinuity that separates
it from the blue right border, but it also has a completely different explanation.
Namely, for mt values below this curve, the smaller value of tanβ required by
λ-matching is too high to achieve electroweak symmetry breakdown (within our
naturalness assumptions). Some comments are in order:
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Figure 6.5: Comparison between the viable region for the chosen set of parameter (in blue)
and the region resulting from the modification of one of these parameters (in magenta, see
the discussion for details). The green curves of Figure 6.4 are also shown for reference.
– For low mt, the tension between λ-matching and condition (6.12) is clear.
The former prefers high values for tanβ, in order to increase λMSSM. The
latter prefers low values for tanβ to compensate the small mt value, which
reduces the yt influence on RG flows (such influence being crucial to achieve
electroweak symmetry breakdown).
– Once understood that this “shoulder” featured by the blue region origi-
nates from more involved considerations regarding the achievement at once
of electroweak symmetry breakdown and λ-matching, it is rather clear why
the green borders, based on a more naive analysis, are missing such feature
completely.
– The achievement of electroweak symmetry breakdown in the absence of big
RG flow effects) depends critically on the choice of boundary conditions
imposed at mG. In particular, if the r¯ in Eq. (6.11) was enlarged, one
would expect this excluded region to shrink.
In order to get a better understanding of the viable region’s features discussed
above, it is interesting to study how its shape changes as the analysis parameters are
modified. These comparisons are proposed in Figure 6.5.
The top-left plot of Figure 6.5 shows (in magenta) how the viable region expands
when the boundary conditions at mG are scanned more widely (precisely, in Eq. (6.11)
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Figure 6.6: Naive viable region (green) and viable region with (red) and without (blue) the
additional REWSB condition.
we switch from r¯ = 3 to r¯ = 10). For up and right borders a small shift toward the
green curves can be seen, due to the larger parameter space scanned searching for a
satisfactory λ-matching. In addition, there is a dramatic change in the down border.
The reason for this has been already foreseen above: since now a bigger splitting
between m2Hu(mG) and m
2
Hd
(mG) is allowed, electroweak symmetry breakdown is
achievable for higher tanβ, making the λ-matching easier.
The top-right plot of Figure 6.5 shows (in magenta) the slight change in the high-
mh part of the up border when the requirement of the absence of a Landau pole
for yt(µ) is made more stringent (precisely, that such a pole does not arise up to
µ = 103mG). This prove what claimed above, i.e. that such condition plays a major
role in bounding from above this part of the border.
The bottom-left plot of Figure 6.5 shows (in magenta) how the viable region
shrinks if the λ-matching condition is made tighter (precisely, in Eq. (6.3) we switch
from λthr = 0.01 to λthr = 0.002). The shift between blue and magenta borders is
higher wherever λ(mS) is harder to match: these “tougher” regions are the down
border (as already exhaustively explained) and the low-mh part of the up border,
where (as already said) λ-matching is the main obstacle.
The bottom-right plot of Figure 6.5 is the last comparison we propose. In magenta
is shown the shift in the right border due to a reduction of the maximal tanβ value
considered (precisely, from tanβ ≤ 10 to tanβ ≤ 5). One can appreciate how small
is the contribution to the overall viable region from configurations with high tanβ.
6.3.2 The Radiative EWSB condition
Still considering a low-energy MSSM scenario (with mS = 5 TeV), we can now ex-
amine how the viable region shrinks when the additional requirement of REWSB,
Eq. (6.7), is imposed.
Before showing the results, it is useful to comment further on meaning and con-
sequences of requiring REWSB. First, at zero order one can interpret Eq. (6.7) as
a constraint to the boundary conditions at mG for m
2
Hu,d
. Since the main conse-
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quence of reducing the range of initial conditions for m2Hu,d(mG) is to obstacle the
λ-matching, we should expect the REWSB requirement to affect predominantly the
regions where such matching is harder to reach. Second, REWSB is clearly easier to
achieve when the RG flow effects are bigger, with particular emphasis on the radiative
effects of yt(µ) on m
2
Hu
(µ). Thus, we should expect REWSB to be harder to achieve
in the low-mt region.
Keeping the above considerations in mind, Figure 6.6 compares the resulting vi-
able regions with (red) and without (blue) requiring REWSB. One can see a slight
difference in the low-mh part of the up border and dramatic change of the down
border behaviour. In fact, according to the discussion above, these were the regions
where changes were expected, since the most sensible to the λ-matching condition
(see Figure 6.4, top-right plot and respective discussion).
The down border (in red) appearing once REWSB is imposed deserves a more
detailed discussion. Starting from its shoulder with the right border and going to
lower mh (i.e. lower mt), the first part of this border just follows the former one (blue
curve): mt is still sufficiently high to trigger REWSB without difficulties. Around
mt ≈ 75 GeV the red border detaches itself from the blue one, still allowing smaller
values for mt as mh decreases but with a milder slope than the blue curve: REWSB
is starting to be a non-trivial requirement.
Besides from small quantitative changes, the main outcome of the REWSB re-
quirement is the existence of a critical mt value (∼ 50 GeV for mS = 5 TeV) below
which REWSB cannot be achieved whatsoever. This is rather clear once considered
that a sufficiently large yt value is crucial in order to trigger the essential RG flow
effects involved.
6.3.3 Analysis for different supersymmetry scales
So far, we have discussed the behaviour of the allowed region only in a low-energy
MSSM scenario (mS = 5 GeV). It is interesting to see how these results change
when adopting different supersymmetry scales: Figure 6.7 shows the viable regions
(according to the different analyses) obtained for mS = 100 TeV (left plot) and
mS = 1000 TeV (right plot). One can immediately recognise in both plots the general
qualitative features already outlined for the mS = 5 TeV scenario. In fact, the whole
discussion above can be straightforwardly applied also to these cases. As explained in
section 6.2.1, we will not consider supersymmetry scales higher than mS ∼ 106 GeV.
More can be said if we compare together the results from different supersymmetry
scales. Before showing such comparisons, let us point out a few remarks about what
we are expecting.
• As a consequence of raising the supersymmetry scale, we are lengthening the
Standard Model RG flow of λ(µ). In particular, in the high-mt region the
negative contribution to such RG flow from gt results in
d
dµλ(µ) < 0, thus
λSM(mS) is sensibly decreasing as mS increases. In the low-mt region, instead,
d
dµλ(µ) > 0 and λSM(mS) is increasing with mS . We can expect this to have
major consequences.
• Another consequence of the amplified Standard Model RG flow effects is the
different matching value of yt at mS , yt(mS) = gt(mS)/ tanβ. More precisely,
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Figure 6.7: Naive viable region (green curves), viable region with (red curves) and without
(blue curves) REWSB, for mS = 100 TeV (left plot) and mS = 1000 TeV (right plot).
since ddµgt(µ) < 0, gt(mS) (and thus yt(mS)) decreases as mS increases. This
has two major effects: it reduces the problem concerning a Landau pole for
yt(µ) and it reduces the influence of yt(µ) in the MSSM RG flow.
• As mS increases, the energy gap with the GUT scale reduces. However, one
immediately notice that this is a small effect, since mS ≈ 103 ÷ 106 GeV while
mG ≈ 1016 GeV. Therefore, this effect is not expected to play any significant
role.
Stated the above remarks, we are ready to compare the results for three different
supersymmetry scales: {5, 100, 1000} TeV. Such comparison is proposed in Figure
6.8. For reference, in all three plots a dot indicates the physical (mh,mt) values, thus
spotting the physical Standard Model point.
The left plot of Figure 6.8 shows the naive viable region for the three mS values
(solid line: mS = 5 TeV, dashed line: mS = 100 TeV, dotted line: mS = 1000 TeV).
The up border presents an overall shift to lower mt values as mS increases. The right
border presents a similar shift (though milder) for high mt values, whereas it has a
shift to smaller mh as mS increases in the low-mt region.
These features of the borders for of naive viable regions are well explained by
the above remarks about λ(µ). The up border (being in the high-mt region) faces
negatives λ(mS) values for lower mt as mS increases, causing the overall down shift.
The right border present a right (left) shift for high (low) mt values: provided a longer
negative (positive) running for λ(µ), a higher (lower) λ(mh) value can be matched
for higher mS scales.
From the left plot of Figure 6.8 one can infer the overall naive viable region allowed
by λ-matching arguments only, for arbitrary supersymmetry scale. For the reasons
just explained, the overall up border will correspond to the up border for the lowest
mS value. The overall right border, instead, will be a combination of the right borders
for different mS , the main contributions coming from the lowest mS value for small
mt and from the highest mS value for big mt.
In the central plot of Figure 6.8, the viable regions coming from the complete
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Figure 6.8: Comparison of viable
regions for three different mS values:
mS = 5 TeV (solid line), mS =
100 TeV (dashed line), mS = 1000 TeV
(dotted line). In all plots, a dot points
at the physical Standard Model values
for (mh,mt). Top-left plot : compari-
son of the naive viable regions. Top-
right (bottom-left) plot : comparison of
the viable regions without (with) the
optional REWSB condition; together
with the overall naive viable region
(lime, see text for details).
analysis (without REWSB condition) are compared. Together with the three blue
regions, the overall naive viable region discussed above is superimposed in lime. The
down shift of the up border, the right shift of the right border and the left shift of the
down border as mS increases are explained by the same arguments used for the left
plot. As an additional remark, the tip of the blue regions not only shifts to higher mh
but also to higher mt for higher mS . This is a direct consequence of the remark made
above about the gt(µ) running: since yt(mS) is smaller for higher mS , the absence
of a Landau pole is a less severe constraint and higher mt values are allowed as mS
increases.
The right plot of Figure 6.8 shows the viable regions coming from the complete
analysis including the REWSB condition, together with the overall naive viable region
(lime). Together with the features already discussed for the central plot, one can
notice a clear up shift of the lowest allowed mt value as mS increases. The reason is
again to be ascribed to the different values of yt(mS) for different mS , that critically
affects the running of m2Hu(µ): bigger mS implies smaller yt(mS) and thus smaller
yt(µ), resulting in a reduced pull-down effect of yt(µ) on m
2
Hu
(µ) in the infrared due
to RG flow, which crucially challenges the REWSB achievement.
It is actually quite puzzling, and perhaps a bit annoying, that the physical Stan-
dard Model values for mh, mt lie in a spot which results viable for supersymmetry
scales spanning from mS & 5 TeV up to energies much higher than the ones required
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Figure 6.9: Regions of absolute stabil-
ity, metastability and instability of Standard
Model vacuum in the (mh,mt) plane (from
[120]).
Figure 6.10: Comparison, in the (mh,mt)
plane, between MSSM viable region (for any
mS) and Standard Model vacuum metasta-
bility region.
for gauge coupling unification (actually as high as 109 GeV and perhaps even higher).
6.3.4 A comparison with Standard Model vacuum metastability
The point of view we have adopted in this chapter, that is the (mh,mt) plane per-
spective, has been notably used in the literature for another scenario: the Standard
Model itself.
Those studies have focused their attention on a fascinating Standard Model fea-
ture, that is the instability of the Higgs potential and therefore of the electroweak
vacuum [24, 115–120]. An example of such vacuum stability analysis is shown in
Figure 6.9 [120]. Intriguingly, we seem to be rather close to the boundary of sta-
bility [120–122] and this translates into a very long lifetime (many orders of magni-
tude larger than the age of the universe) against decay by quantum tunnelling. One
therefore concludes that this metastability does not represent an inconsistency of the
Standard Model and cannot be used to argue in favour of new physics. The poten-
tial instability has also very interesting cosmological implications and might have a
deeper significance (see e.g. [123–125] for some attempts in those direction).
It is not in our purposes to give here a thorough review of those studies. The point
we would like to stress is that such a peculiar feature of the Standard Model, namely
that it has apparently chosen a narrow window of metastability among all the viable
(mh,mt) choices available, has triggered a rising interest and lots of speculations in
recent literature.
With the study we carried out in this chapter, we are now in the position to make
a claim of similar philosophy for the MSSM (and somehow more loosely for super-
symmetric theories in general). Combining the viable regions for different mS values
(and requiring REWSB), we can infer an overall MSSM viable region for any mS .
According to our analysis, such a region enclose all (mh,mt) points which admit an
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MSSM parameter configuration satisfying all conditions we imposed: gauge coupling
unification, λ-matching, naturalness at the input scale mG and REWSB.
The resulting overall viable region is shown in Figure 6.10, compared with the
Standard Model metastability region of Figure 6.9. As it can be appreciated, we
again find an intriguing double criticality of both the mh and mt masses, which lie
in the narrow window of the MSSM viable region. We claim that such result is not
less surprising that the vacuum metastability of the Standard Model, suitable for the
same kind of speculations which were proposed for the latter and arguably subjected
to even more interesting conclusions.
Conclusion
Though its experimental triumph, the Standard Model of Particle Physics is theoret-
ically unsatisfactory for many reasons. Therefore, since its formulation in the early
1970’s a formidable theoretical effort has been undertaken to answer the many open
issues left unsolved by such a theory.
Most, if not all, of Standard Model open questions resides in the Higgs sector.
Yukawa interactions create a queer and inscrutable pattern of fermion masses and
mixing angles, which within the Standard Model cannot but be assumed without ex-
planations. The scalar potential is tuned and unjustified: the Higgs mass scale raises
unsolved naturalness issues, the quartic Higgs coupling value results in a mysterious
criticality of the electroweak vacuum, the cosmological constant problem itself can
be associated with a tuning of the constant scalar potential term. Furthermore, the
very Higgs nature (elementary or composite, SU(2)L doublet or non-linear represen-
tations, how many Higgses) is still largely unknown and the possible existence of
non-standard Higgs interactions is nowadays widely discussed in the literature.
Undertaking the task of unveiling the mysteries of the Higgs sector, a possibility is
to tackle the problem of studying Higgs features and interactions with high precision
and minimum theoretical bias. The language of Pseudo Observables (POs) developed
in the 1990’s to deal with LEP precision measurements [58, 59], being based on the
analytical characterisation of on-shell amplitudes, provides the optimal tool to achieve
such goal.
For these reason, the Higgs PO (hPO) framework has been developed to fully
characterise Higgs production and decays processes relevant for LHC physics [3, 4].
An important effect to be taken into account in collider experiments is the kinematic
distortion of spectra due to QED and QCD initial- and final-state radiation (ISR
and FSR). To embed such effects into the hPO language is therefore of the utmost
importance for precise measurements of PO parameters [8].
In chapter 3, we have provided a clean and general discussion of electrodynamic
ISR and FSR effects in the case of fermion currents, being them the most sizeable
ones (due to the light fermion masses, especially of electrons). Exploiting theoretical
results of the 1960’s regarding the factorisation of QED radiative corrections [13–16],
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we derived a completely general master formula for the radiator function of a fermion
current. Such radiator universally describes ISR and FSR effects due to fermions in
terms of its mathematical convolution with the spectrum of the hard process involved,
regardless of what such process might be.
As a second step, we focused our attention to h→ 2e 2µ, a particularly clean and
interesting decay channel. In such specific case study, we showed the effectiveness
and precision of our formalism. First we reproduced at the percent level, through our
radiator function, the up-to-date Standard Model results available in the literature
for h → 4` radiative corrections [73]. Second, we applied such formalism within the
hPO framework, as an example of its flexibility. As a matter of fact, we could have
applied it to a generic new physics scenario, without relying on the hPO formalism
which, in this respect, is just a complementary tool.
For scattering processes at energies sufficiently higher than the electroweak scale,
W and Z bosons produces kinematic distortion analogous to ISR and FSR in cromo-
and electrodynamics. A detailed discussion of such effects within the Standard Model
was already present in the literature [23], however a suitable generalisation to new
physics scenarios was missing. Furthermore, the above mentioned analysis was relying
on a perturbative expansion at leading order in v/E (v being the Higgs v.e.v. and
E the energy scale of the process), which was to be push at next-to-leading order to
describe the processes we were interested in (Higgsstrahlung).
In chapter 4, we provided a solution to the above shortcomings. In the explicit case
of associated Higgs production and focusing on double-logarithmic mass singularities,
we first extended at the next-to-leading order in v/E the Standard Model analysis
of Ref. [23]. Such a result provides a relevant step forward in the direction of a full
next-to-leading order result for electroweak radiative corrections within the Standard
Model.
Next, we identified all necessary precautions needed to extend our results to
the more general hPO framework, which were summarised in a simple set of rules.
Through such rules, we derived completely general expressions for electroweak double-
logarithmic mass singularities in associated Higgs production processes. We also
characterised the underlying structure of next-to-leading order mixing among differ-
ent POs, due to their non-trivial relations under SU(2)L rotation of initial and final
states. Once again, the hPO framework should be seen as a complementary tool and
our discussion and results for electroweak double-logarithmic mass singularities can
as well be adapted to different new physics descriptions.
Another possible direction to investigate the Higgs sector is to adopt a top-down
perspective, trying to understand if the Standard Model parameters can be derived
from theoretical speculations on well-motivated new physics scenarios. On this regard,
supersymmetry unquestionably represents an appealing Beyond Standard Model pro-
posal. It possesses many mathematical properties which furnish flourishing premises
for fascinating theoretical speculations such as supergravity and string theory. It
also displays intriguing features such as gauge coupling unification, which opens the
possibility of Grand Unified Theories.
Most of all, supersymmetry could shed light on the structure of the Higgs scalar
potential, since supersymmetric theories predict it in terms of the other Lagrangian
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parameters. In these contexts, the quartic Higgs coupling (λ) should therefore be seen
as fixed from other theory features, instead of an input parameter (with mysterious
features within the Standard Model). Furthermore, if the supersymmetry-breaking
scale is taken sufficiently near the electroweak scale, such theories provides a clear-cut
solution to the hierarchy problem, a feature which has made the fortune of supersym-
metry in the past decades.
Even disregarding naturalness considerations, to impose the quartic Higgs cou-
pling to match its supersymmetry prediction (a procedure we called λ-matching) is
actually a non-trivial condition. By analysing the feasibility of such requirement for
different values of λ (and therefore of the Higgs mass), intriguing considerations can
be made regarding the peculiarities of its physical value chosen by nature. Several
investigations in this direction were already present in the literature (see e.g. [24–26]).
In chapter 6, the above and other considerations were gathered together to perform
an investigation of the feasibility of the Minimal Supersymmetric Standard Model
(MSSM) for different values of both λ and the top-Yukawa coupling (gt). The reason
to include the top Yukawa among the interesting parameters to be scanned were
several: it has a major influence on the renormalisation group flow of the MSSM
parameters, it give sizeable contributions to the one-loop λ-matching conditions and
its physical value makes the top-quark mass (mt) arguably as peculiar as the Higgs
mass (mh) itself.
Adopting such original (mh,mt) plane perspective, the MSSM parameter space
was explored, searching for “natural” parameter configurations at the input scale
(that we assumed to be the GUT scale) which allow for concomitant gauge coupling
unification, electroweak symmetry breakdown and satisfactory λ-matching. The im-
position of a suitably defined “natural” spectrum for the soft breaking terms at high
scales, rather than at the low supersymmetry breaking scale, was technically more
involved but definitely more legitimate and was another major novelties of our ap-
proach.
We found out that the above requirements highly constrain the viable MSSM re-
gion in the (mh,mt) plane. Interestingly enough, the physical Standard Model values
put themselves almost at the upper border of such region, revealing the peculiarity
not only of the Higgs mass (as already pointed out in the literature) but also of the
top-quark mass. Furthermore, it is intriguing (though unfortunate) to notice that the
physical mh,mt values do not allow to put sensible constraints to the supersymmetry
scale itself.
Our novel approach also allowed us to investigate another fascinating feature of
supersymmetric theories, the possibility of Radiative Electroweak Symmetry Break-
down (REWSB) [108,109]. In such scenarios, the electroweak symmetry is unbroken
at the input scale and its breakdown at lower energies is triggered by radiative effects.
As was reasonable to presume, such additional requirement sets a lower limit on mt,
below which the influence of the top Yukawa on the renormalisation group flow of the
soft breaking terms is insufficient to trigger the necessary radiative effects needed for
REWSB achievement.
Gathering together the obtained results, we were finally able to derive the gen-
eral viable MSSM region in the (mh,mt) plane. We observed that such a region is
not much bigger than the Standard Model electroweak vacuum metastability region,
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which has triggered so much theoretical attention over the past years [24, 115–125].
As a final remark, we advocated that our results are not less intriguing than the
above mentioned ones regarding Standard Model cosmological metastability, suitable
for the same kind of speculations and arguably subjected to even more interesting
conclusions.
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APPENDIX A
Complements to Chapter 3
A.1 Non-interference of fermion current bremsstrahlung
In this appendix we explicitly prove the non-interference of the bremsstrahlung from
a neutral fermion current with other amplitudes with same final state, as claimed
in chapter 3, section 3.2.1. More precisely, we want to show that the interference
between the two real emission diagrams in Figure A.1 vanishes in leading logarithmic
approximation (LLA). This will be proved rigorously for soft divergences (single-
and double-logarithmic), while as far as single-logarithmic collinear singularities are
concerned we will limit ourselves to few important remarks.
First of all, we exploit the Kinoshita–Lee–Nauenberg (KLN) theorem [10, 11] to
relate such real emission interference terms with a one-loop diagram. We can indeed
exploit such theorem to state that:
2 Re
 · + ·

LLA
= 0 . (A.1)
If we show that the virtual contribution is infrared-safe on its own, we can end our
proof concluding that both addends on the left-hand side of Eq. (A.1) individually
vanish in LLA.
The virtual contribution in Eq. (A.1) is given by the two diagrams depicted in
Figure A.2. There, Gµα is the Green function describing the hard process plus an
additional photon leg. Details on the expression for such correlation function will be
later derived. For the moment it is sufficient to observe that it is generally a function
of a set of (irrelevant) kinematic variables {bi}, of photon’s outgoing momentum k
and fermion current momentum q: Gµα({bi}, k, q).
Calling Ma and Mb the amplitudes corresponding to diagrams in Figure A.2.a
and A.2.b respectively, their explicit expressions read:[ Ma
Mb
]
=
∫
d4k
(2pi)4
Gµα({bi}, k, q)Dαβ(k) · u¯f (p1)
 γβ /p1−/k+m(p1−k)2−m2 Γµ
Γµ
−/p2+/k+m
(p2−k)2−m2 γβ
 vf (p2) ,
(A.2)
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Jµ
γ
(a)
Jµ
γ
(b)
Figure A.1: The two classes of photon emission diagrams which are shown not to interfere in
LLA. Diagram (a) depicts bremsstrahlung from the neutral current Jµ. Diagram (b) depicts a
photon emission from a different part of the process, regardless whether from another external
leg or not.
Jµ(q)
µ
α
Gµα
(a)
Jµ(q)
µ
α
Gµα
(b)
Figure A.2: The two loop diagrams contributing to the virtual term on the left-hand side
of Eq. (A.1). One photon propagator’s end is attached to either of the two fermions of Jµ
and the other to the rest of the hard process. In Gµα a sum over all possible ways with which
the virtual photon can be connected to the hard process is understood, further details are
irrelevant for the validity of the argument.
where Γµ = γµ(v+a γ5) generalises the notation used in chapter 3, where J
µ is either
a left- (v = −a = 1/2) or right-handed (v = a = 1/2) vector current. Dαβ(k) is the
photon propagator, whose momentum has been chosen for convenience to be equal
to the loop momentum. The (anti)fermion f , (f¯) has spinor uf (vf ), momentum p1
(p2) and mass m.
The amplitudesMa,b in Eq. (A.2) give rise to soft divergences in the soft-k region,
where both the /k term in the numerator and the k2 term in the denominator can be
neglected. In such (eikonal) approximation, our one-loop amplitudes read:[ Ma
Mb
]
eik
=
∫
d4k
(2pi)4
Gµα({bi}, k, q)Dαβ(k)
 − pβ1p1·k
pβ2
p2·k
 u¯f (p1)Γµvf (p2) , (A.3)
once the equations of motion (/p−m)u(p) = (/p+m)v(p) = 0 are exploited.
The O (α) virtual contribution to |M|2 is found by interference ofMa+Mb with
the tree-level amplitude,
Mtree = G˜µ({bi}, q) · u¯f (p1) Γµ vf (p2) , (A.4)
where there is no need to further specify G˜µ and, from now on, the explicit dependence
of Gµα, G˜µ upon {bi} will be omitted to reduce the notation clutter. In the soft-k
limit an summing over fermion polarisations, such interference term reads
(Ma +Mb)M∗tree =
∫
d4k
(2pi)4
Gµα(k, q) G˜∗ν(q)Dαβ(k)
(
pβ2
p2 · k −
pβ1
p1 · k
)
Tµν , (A.5)
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with
Tµν = Tr
[
(/p1 +m)Γ
µ(/p2 −m)Γν
]
= 4
(
(v2+a2)(pµ1p
ν
2 + p
ν
1p
µ
2 − p1 ·p2 gµν)−m2(v2−a2)gµν + 2 i a v µνρσp1ρp2σ
)
.
(A.6)
Integrating Eq. (A.5) over the phase space dΦ ({bi}, p1, p2), which is obviously
symmetric in the p1↔p2 exchange, it is clear that only the piece of Tµν antisymmetric
in p1↔p2 survives. Therefore:∫
dΦ (Ma +Mb)M∗tree =
∫
dΦ
∫
d4k
(2pi)4
Gµα(k, q) G˜∗ν(q)Dαβ(k)×
×
(
pβ2
p2 · k −
pβ1
p1 · k
)
8 i a v µνρσp1ρp2σ . (A.7)
The integral above lead to soft divergences only for the Gµα(k, q) contributions with
asymptotic Gµα(k, q) ∼ 1/
√
k2 behaviour. As a direct consequence of the KLN and
the Low theorem1 [13–16], such contributions are necessarily proportional to the tree
level amplitude itself,
Gµα(k, q) = Sα(q, k) G˜µ(q) +O
(
(k2)0
)
, Sα ∼ 1√
k2
, (A.8)
and Sα real. Now, it is easy to realise that the real part of the soft-divergent inter-
ference term (A.7) is zero, being the contraction of a piece symmetric in (µ, ν) with
the Levi–Civita tensor µνρσ.
Our proof that soft-divergent contributions of amplitudes (A.2) vanish has relied
heavily on the soft photon approximation, which provided us with identity (A.8) and
therefore (loosely speaking) with the evenness in (µ, ν) of GµαG˜ν . If we repeat our
previous argument in the collinear limit, kµ = x pµ1,2 + 
µ and p21,2 = 0, we eventually
get∫
dΦ (Ma +Mb)M∗tree =
∫
dΦ
∫
d4k
(2pi)4
Gµα(k, q) G˜∗ν(q)Dαβ(k) (x− 1)×
×
(
2 pβ2
k2 − p2 ·k −
2 pβ1
k2 − p2 ·k
)
8 i a v µνρσp1ρp2σ .
(A.9)
Though the above expression resembles Eq. (A.7), we are not anymore able to argue
a general cancellation of IR divergences. Nevertheless, one can appreciate the highly
constrained structure that the possibly surviving collinear singularities must assume
according to our general argument.
1To be politically correct, the Low–Burnett–Kroll–Goldberger–Gell-Mann soft theorem.
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APPENDIX B
Complements to Chapter 4
B.1 Standard Model trilinear Feynman rules
From discussion of section 4.2 clearly emerges that only trilinear Standard Model
Feynman rules are needed to evaluate DL mass singularities. In this appendix, we
introduce and explain the compact notation (involving the IV and ΥΦ matrices) used
in chapter 4 to parametrise those trilinear vertices.
The Standard Model Feynman rules will be stated here without derivation. The
consistency of our conventions can be easily checked by comparison with the existing
literature (see e.g. [126]).
B.1.1 Gauge interactions and the IVϕiϕj matrices
Through chapter 4 we have used matrices IV to parametrise the trilinear gauge in-
teractions, i.e. those interactions which arises from the Standard Model gauge sector
(and thus do not feature a dependency upon the v.e.v. v), following the notation in
Ref. [23].
In fact, matrices IV are just the generators of the SU(2) × U(1) gauge group,
which can be expressed in terms of the electric charge Q and the weak isospin T a as
IA = −Q , IZ = T
3 − s2WQ
sW cW
, I± =
T 1 ± T 2√
2 sW
, (B.1)
where sW and cW are the sine and cosine of the Weinberg angle θW , respectively.
Due to above definitions and normalisations, ieIVϕ1ϕ2 always corresponds to the
coupling of the gauge vertex V ϕ¯1ϕ2, where all fields are incoming. The exact expres-
sions for the relevant Feynman rules are:
V aµ
f¯2
f1
= i e IV
a
f2f1 γµ , (B.2)
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V aµ
Φ1(p1)
Φ2(p2)
= i e IV
a
Φ¯1Φ2
(p2 − p1)µ , (B.3)
V
a1
µ1
(k1)
V
a2
µ2
(k2)
V
a3
µ3
(k3)
= −i e IV a1
V¯ a2V a3
[
ηµ1µ2(k1 − k2)µ3 + ηµ2µ3(k2 − k3)µ1
+ηµ3µ1(k3 − k1)µ2
]
,
(B.4)
where all particle and momenta are incoming.
For reference, we report below also the explicit values for the IV matrices.
• Fermions.
IAf1f1 = −Qf1 ,
IZf1f1 =
1
sW cW
(T 3 − s2WQ)f1 ,
IW
±
f1f2 =
{
1√
2 sW
if Qf1 −Qf2 = ±1 and f1,2 left handed
0 otherwise
. (B.5)
For matrix elements involving antifermions f¯ , one should exploit the relation
IVf¯1f¯2 = −I
V¯
f1f2 . (B.6)
• Scalars. Defining our basis as {h, φZ , φ+, φ−}, matrices IVφ1φ2 reads:
IA =

0
0
−1
1
 , IW+ = 12sW

0 0 0 −1
0 0 0 −i
1 i 0 0
0 0 0 0
 ,
IZ =
1
2sW cW

0 −i
i 0
ω
−ω
 , IW− = (IW+)† ,
(B.7)
where ω = c2W − s2W .
• Vectors.
IV
a
V¯ cV b =

(−)p+1 if V aV bV c = pi(AW+W−)
(−)p cWsW if V aV bV c = pi(ZW+W−)
0 otherwise
, (B.8)
where (−)p is the sign of the permutation pi and care must be taken for the first
lower index V¯ c which is charged conjugate.
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B.1.2 V V Φ vertices and the ΥΦViVj matrices
The V V Φ trilinear interactions, arising from the EWSB of the theory and thus featur-
ing a v dependence in their Feynman rules, have been parametrised using the ΥΦViVj
matrices. These matrices are formally defined through the IV matrices as
ΥΦViVj ≡
{
I V¯i , IVj
}
hΦ
. (B.9)
From the above definition follows that ie2vΥΦV1V2ηµν is the Feynman rule associ-
ated to the vertex ΦV¯1V2, where all fields are incoming. Explicitly:
Φ
V µ1
V ν2
= i e2 vΥΦV1V2 ηµν . (B.10)
The explicit values of the non-vanishing ΥΦV1V2 matrix elements, derivable from
Eq. (B.9), read:
Υφ
±
W±Z =
{
IW
∓
, IZ
}
hφ±
= − 1
2 cW
, ΥhW±W± =
{
IW
∓
, IW
±}
hh
=
1
2 s2W
,
Υφ
±
W±A =
{
IW
∓
, IA
}
hφ±
= − 1
2 sW
, ΥhZZ =
{
IZ , IZ
}
hh
=
1
2 c2Ws
2
W
.
(B.11)
Of course we have Υφ
V¯1V2
= Υφ
V¯2V1
. Finally, it is immediate to verify that
M2V a =
1
2
e2 v2 ΥhV aV a . (B.12)
B.2 Explicit results for DL mass singularities in V h pro-
duction
We list here the explicit results for the double-logarithmic (DL) electroweak mixing
of POs. These are expressed in terms of the linear mixing matrices ΛL, ΛT , ΛCP ,
Λf and of the non-linear mixing terms NL, NT , Nf . In addition, the expressions for
the form factors ∆T and ∆˜T , genuinely arising at next-to-leading order in v/Etot, are
also given.
As explained in chapter 4, the explicit expressions for the Λ and N elements
are different for each of the six processes f1f¯2 → V h in Eq. (4.16). Nevertheless,
a common expression for them can be found leaving the f1, f2 couplings with the
A and Z bosons (i.e. IA and IZ) implicit. In order to do so, we should introduce
a short-cut notation for the f1f¯2 → V h process: q = f1, r its SU(2)L partner (for
f1 left-handed), (−)q the charge sign of q and δqL = 1 for f1 left-handed, δqL = 0
otherwise. Such rather cumbersome (but necessary) notation is summarised in Table
B.1.
Furthermore, we define the following invariants encoding the double logarithms:
ξSq = I
Z
qq
2
log2
(
S
m2V
)
+ IAqq
2
(
log2
(
S
λ2
)
− log2
(
m2q
λ2
))
, (B.13)
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f1f¯2
uLu¯L uRu¯R dLd¯L dRd¯R dLu¯L uLd¯L
q uL uR dL dR dL uL
r dL uL uL dL
(−)q + + − − − +
δqL 1 0 1 0
Table B.1: Summary, for the six different processes f1f¯2 → V h, of the values for the q, r
indices and the (−)q, δqL invariants appearing in the expressions of appendix B.2.
ξSW =
1
2s2W
log2
(
S
m2V
)
, (B.14)
ξTUqr = I
Z
rr log
2
(
T
m2V
)
− IZqq log2
(
U
m2V
)
, (B.15)
ξTU± = log
2
(
T
m2V
)
± log2
(
U
m2V
)
, (B.16)
ξSTUqr = −
2
9
DL(S,A, q, r) + (−)q (IArr DL(U,A, q,W )− IAqq DL(T,A, r,W )) , (B.17)
with DL(. . .) defined in Eq. (4.14).
Exploiting the notation discussed above, the entries of the ΛL, ΛT , ΛCP matrices
read:
ΛLZZ = Λ
T
ZZ = Λ
CP
ZZ = −
[
ξSq + δqL
IZrr
IZqq
ξSW
]
, (B.18)
ΛLZW =
1
c2W
ΛTZW −
1
IZqq
(
sW
cW
IAqq + (−)q δqL
s2W − c2W
2sW cW
)
ξSW , (B.19)
ΛTZW = Λ
CP
ZW = −(−)q δqL
c3W
2s3W
1
IZqq
ξTU+ , (B.20)
ΛTZγ = −ΛCPZγ =
IAqq
IZqq
ξSq + δqL
IArr
IZqq
ξSW , (B.21)
ΛLWW = Λ
T
WW +
1
2
ξSW − (−)q
1
6c2W
ξTU− , (B.22)
ΛTWW = Λ
CP
WW = −(−)q
cW
sW
ξTUrq − 2s2W IZqq IZrr ξSW − ξSTU, (B.23)
ΛLWZ = (−)q
1
cWsW
ξTUqr −
s2W − c2W
2c2W
ξSW , (B.24)
ΛTWZ = Λ
CP
WW = (−)q
1
cWsW
ξTUqr . (B.25)
The entries of the Λf matrix read instead:
Λf[qq],[qq] = −ξSq , (B.26)
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Λf[qq],[rr] = −δqL ξSW , (B.27)
Λf[qq],[qr] = −
1
2
√
2cWs2W
(−)q δqL ξTU+ , (B.28)
Λf[qr],[uu] =
cW
4
√
2s2W
((−)qξTU− − ξTU+ ) , Λf[qr],[dd] =
cW
4
√
2s2W
((−)qξTU− + ξTU+ ) ,
(B.29)
Λf[qr],[qr] = −ξSTUqr + (−)q
s2W − c2W
2sW cW
ξTUrq − 2s2W IZqqIZrr ξSW . (B.30)
Finally, the entries of the non-linear mixing terms N are:
NLZ = N
f
Z = −
1
2c2W
ξSW , N
L
W = N
f
W = −
1
2
ξSW , (B.31)
NTZ,[f1f1] = −δf1q
1
e c2W I
Z
qq
ξSW , N
T
W,[f1f2]
= −δf1q
√
2sW
e
ξSW . (B.32)
Regarding the additional form factors ∆T and ∆˜T , their expression for neutral
current processes read:
∆T |qq¯→Zh =
α
4pi
(−)q δqL s
2
W − c2W
2
√
2cWs2W
(
1
T
log2
(
T
m2V
)
+
1
U
log2
(
U
m2V
))
uLdLW ,
(B.33)
∆˜T
∣∣∣
qq¯→Zh
=
α
4pi
(−)q δqL s
2
W − c2W
2
√
2cWs2W
(
1
T
log2
(
T
m2V
)
− 1
U
log2
(
U
m2V
))
uLdLW ,
(B.34)
and one can indeed verify that limU→T ∆˜T = 0, as discussed in chapter 4 (see section
4.3.2, footnote 9). The expressions for charged current processes read instead:
∆T |qr¯→Wh =
α
4pi
(−)q
[
cW
2
√
2s2W
(
rrZ
T
log2
(
T
m2V
)
− 
qq
Z
U
log2
(
U
m2V
))
− 
qr
W
sW cW
(
IZqq
T
log2
(
T
m2V
)
− I
Z
rr
U
log2
(
U
m2V
))]
, (B.35)
∆˜T
∣∣∣
qr¯→Wh
=
α
4pi
(−)q
[
cW
2
√
2s2W
(
rrZ
T
log2
(
T
m2V
)
+
qqZ
U
log2
(
U
m2V
))
− 
qr
W
sW cW
(
IZqq
T
log2
(
T
m2V
)
+
IZrr
U
log2
(
U
m2V
))]
. (B.36)
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APPENDIX C
Complements to Chapter 6
C.1 Analytic solutions of the one-loop MSSM RG flow
In this appendix, we describe some analytical solutions of the renormalisation group
(RG) equations, which turned out to be extremely useful to drastically reduce the
running time of the scan described in chapter 6, section 6.2.2.
We first present some useful results that can be obtained by simple integrations of
the RG equations for gauge couplings (g1,2,3), supersymmetric top-Yukawa coupling
(yt) and gauginos’ masses (M1,2,3). Exploiting those results, analytical solutions
for the RG flow of the soft parameters At, m
2
Q3,u3
, m2Hu,d , µ, b are proved and its
effectiveness for our scan is explained.
Along this appendix, we will express the RG equations in terms of the logarithmic
parameter t = log(µ/µ0), with µ the RG scale. Furthermore, we will use κ to denote
the omnipresent loop factor
κ =
1
16pi2
. (C.1)
C.1.1 Useful preliminary results
The RG equations for the gauge couplings were given in Eq. (5.40):
d
dt
ga = κ ba g
3
a , (b1, b2, b3) =
(
33
5
, 1,−3
)
, (C.2)
which can be generalised in
d
dt
gγa = κ γ ba g
γ+2
a (C.3)
for γ 6= 0. Translating Eqs. (C.2), (C.3) into integral equations, one gets:∫ t
t0
ds g2a(s) =
1
k ba
log
g2a(t)
g2a(t0)
, (C.4)
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∫ t
t0
ds gγa(s) =
1
k ba(γ − 2)
(
gγ−2a (t)− gγ−2a (t0)
)
, γ 6= 2 . (C.5)
The RG equation for yt was given in Eq. (5.43):
d
dt
yt = κ yt
[
6|yt|2 − 13
15
g21 − 3g22 −
16
3
g23
]
. (C.6)
Translating it to an integral equation for future convenience,∫ t
t0
ds |yt|2(s) = 1
κ
(
1
6
log
yt(t)
yt(t0)
+
13
1188
log
g21(t)
g21(t0)
+
1
4
log
g22(t)
g22(t0)
− 4
27
log
g23(t)
g23(t0)
)
,
(C.7)
where we have made used of Eq. (C.4).
The RG equation for gauginos’ masses M1,2,3 were given in Eq. (5.45):
d
dt
Ma = 2κ ba g
2
aMa . (C.8)
with ba given in Eq. (C.4). Translating Eqs. (C.2), (C.8) into a general integral (which
will turn our useful in the following):∫ t
t0
ds gγa(s)M
δ
a(s) =
1
κ ba(γ + 2δ − 2)
(
gγ−2a (t)M
δ
a(t)− gγ−2a (t0)M δa(t0)
)
. (C.9)
The last useful integral is the one from the RG equation for At, Eq. (5.49),
d
dt
At = κ
[
12At y
2
t +
26
15
g21 M1 + 6 g
2
2 M2 +
32
3
g23 M3
]
, (C.10)
from which we find, using Eq. (C.9),∫ t
t0
ds Aty
2
t =
1
12κ
((
At(t)−At(t0)
)− 13
99
(
M1(t)−M1(t0)
)
− 3(M2(t)−M2(t0))+ 16
9
(
M3(t)−M3(t0)
))
. (C.11)
C.1.2 Soft parameters’ RG flow
The best way to handle the scan over the different At, m
2
Q3,u3
, m2Hu,d configurations
would have been to own an analytical solution to their initial value problem. Unfortu-
nately, such a general integral was out of our reach. Instead, we developed analytical
formulas that furnish the general solution to the initial value problem once owing the
numerical solution in a single case.
In other words, once found one numerical integration for a certain initial con-
dition, the solution corresponding to a different initial condition have been derived
analytically as a function of the given numerical solution and of the two sets of ini-
tial conditions. This was done for the RG equations of At, and for the coupled RG
equations of m2Q3,u3 , m
2
Hu,d
.
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In the following we report such analytical formulas. It is crucial to realise that, as
far as the RG equations for At, m
2
Q3,u3
and m2Hu,d are concerned, yt, g1,2,3, M1,2,3 can
all be seen as fixed functions (to be computed numerically) for each different (mh,mt)
point.
According to the above observation, the RG equation for At, Eq. (C.10), can be
regarded as a first-order linear inhomogeneous differential equation with non-constant
coefficients,
d
dt
At = d(t)At + f(t) , (C.12)
with
d(t) = 12κ y2t , (C.13)
f(t) = κ
[
26
15
g21 M1 + 6 g
2
2 M2 +
32
3
g23 M3
]
. (C.14)
The general integral of the initial value problem At(t0) = A
′
t therefore reads:
At(t) = e
∆(t)
(
A′t +
∫ t
t0
ds f(s) e−∆(s)
)
, (C.15)
∆(t) =
∫ t
t0
ds d(s) = 2 log
yt(t)
yt(t0)
+
13
99
log
g21(t)
g21(t0)
+ 3 log
g22(t)
g22(t0)
− 16
9
log
g23(t)
g23(t0)
,
(C.16)
where the expression for ∆(t) comes straightforwardly from Eq. (C.7). Though the
explicit evaluation of the integral in Eq. (C.15) is prohibitive, we can notice that such
term cancels when evaluating the difference between solutions. Therefore, assuming a
numerical solution A′t(t) to the initial value problem A′t(t0) = A′t is given, the solution
A′′t (t) to the initial value problem A′′t (t0) = A′′t can be easily extrapolated:
A′′t (t) = A
′
t(t) + (A
′′
t −A′t)
(
yt(t)
yt(t0)
)2( g1(t)
g1(t0)
) 26
99
(
g2(t)
g2(t0)
)6( g3(t)
g3(t0)
)− 32
9
. (C.17)
A completely analogous procedure can be adopted for the coupled RG equations
of m2Q3,u3 , m
2
Hu,d
. Considering yt, g1,2,3, M1,2,3 as well as At as fixed functions and
further assuming the approximate expression (5.56) for the S term appearing in the
RG equations, those differential equations can again be seen to be first-order and
linear:
d
dt
~vm = D~vm + ~c , (C.18)
where
~vm =

mQ3
mu3
mHu
mHd
 , (C.19)
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1
κ
D =

1 1 1 0
2 2 2 0
3 3 3 0
0 0 0 0
 · 2y2t +

1 −2 1 −1
−4 8 −4 4
3 −6 3 −3
−3 6 −3 3
 · 15 g21 , (C.20)
1
κ
~c =

2
4
6
0
A2t y2t − 115

2
32
18
18
 g21 M21 − 6

1
0
1
1
 g22 M22 − 323

1
1
0
0
 g23 M23 . (C.21)
The matrix D(t) has the fortuitous and extremely convenient property to be
diagonalisable by a t-independent matrix R,
R =
1
3

−1 1 1 −3
4 2 −1 0
−3 3 0 3
3 0 3 0
 , Dˆ = R−1DR = κ

3g21
12y2t
0
0
 . (C.22)
Exploiting the rotation matrix R, it is easy to decouple the linear system (C.18) into
four independent equations and solve them with the same philosophy used for At.
Given the numerical solution ~v ′m(t) to the initial value problem ~v ′m(t0) = ~v ′m, the
solution ~v ′′m(t) to the initial value problem ~v ′′m(t0) = ~v ′′m reads:
~v ′′m(t) = ~v
′
m(t) + (~v
′′
m − ~v ′m)Re∆ˆ(t)R−1 , (C.23)
∆ˆ(t) =
∫ t
t0
ds Dˆ(s) . (C.24)
Integral (C.24) can be performed using Eqs. (C.4), (C.7). One finds:
e∆ˆ(t) =

(
g1(t)
g1(t0)
) 10
22 (
yt(t)
yt(t0)
)2 (
g1(t)
g1(t0)
) 26
99
(
g2(t)
g2(t0)
)6 (
g3(t)
g3(t0)
)− 32
9
1
1
 . (C.25)
We are left to discuss the RG equations for µ and b, given in Eqs. (5.44), (5.50),
d
dt
µ = κµ
(
3 y2t −
3
5
g21 − 3 g22
)
d
dt
b = κ
[
b
(
3 y2t −
3
5
g21 − 3 g22
)
+ µ
(
6At y
2
t +
6
5
g21 M1 + 6g
2
2 M2
)] . (C.26)
Those equations can be conveniently recast into two homogeneous linear equations
as follow: 
d
dt
µ = κµ
(
3y2t −
3
5
g21 − 3 g22
)
d
dt
b
µ
= κ
[
6At y
2
t +
6
5
g21 M1 + 6 g
2
2 M2
] . (C.27)
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Exploiting Eqs. (C.4), (C.7), (C.9), (C.11) we can analytically integrate the system
(C.27) and find:
log
µ(t)
µ(t0)
=
1
2
log
yt(t)
yt(t0)
− 5
396
log
g21(t)
g21(t0)
− 3
4
log
g22(t)
g22(t0)
− 4
9
log
g23(t)
g23(t0)
, (C.28)
b(t) =
(
b(t0)
µ(t0)
+
1
2
(
At(t)−At(t0)
)
+
5
198
(
M1(t)−M1(t0)
)
+
3
2
(
M2(t)−M2(t0)
)
+
8
9
(
M3(t)−M3(t0)
))
µ(t) . (C.29)
124 C. COMPLEMENTS TO CHAPTER 6
Scientific publications of A. Pattori
Published articles
- M. Bordone, A. Greljo, G. Isidori, D. Marzocca and A. Pattori, “Higgs Pseudo
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