This paper presents a computer vision framework for detecting and tracking diffraction images of linear structures in differential interference contrast (DIC) microscopy. The tracker can resolve image displacements of 1/10 of a pixel despite the weak and orientation-dependent contrast in DIC, as well as the variable blur in such image data caused by vertical specimen movement. In our high numerical aperture, high magnification microscope set-up, this resolution corresponds to 5 nm in object space. In video DIC similar resolution has been reported hitherto only for rotationally symmetric targets such as bead images. The tracker was developed for measuring deflections of clamped microtubules with a freely moving second end. By analysing the thermal fluctuations of such microtubules it was possible to derive their elasticity.
Introduction
Elasticity measurements based on light microscopic shape analysis are well established in biophysics to characterize the mechanics of biopolymers such as microtubules (MTs) and actin filaments. The curvature along the polymer axis gives information about the bending moment associated with the impact of external bending energy. Bending moment and bending energy are coupled by Young's elastic modulus E and the geometric moment of inertia I (Feynman et al., 1964) . For isotropic rods these two parameters can be separated. In the case of MTs, however, the molecular structure is not isotropic. For this reason the elasticity of an MT is usually specified by the product EI, which is referred to as the flexural rigidity or bending stiffness.
Numerous techniques have been reported where the flexural rigidity of MTs was quantified from correlating bending energy with positional deflections of the MT axes. Bending was induced by passive excitation through thermal energy (Mizushima-Sugano et al., 1983; Gittes et al., 1993; Venier et al., 1994; Mickey & Howard, 1995) or by controlled forces, e.g. applied via optical traps or hydrodynamic flow (Venier et al., 1994; Kurachi et al., 1995; Felgner et al., 1996) . In all these experiments the precise measurement of image positions of a single axis point or a set of points for continuous axis representations was a critical issue. To our knowledge, these measurements were made manually based on visual inspection of microscope movies.
Our implementation of an automatic point tracker on MT axes was motivated by investigations by Tran, Salmon and colleagues (unpublished data) , where the flexural rigidity was derived from measurements of thermal fluctuations at the free ends of clamped MTs. This type of rigidity analysis relies on the equation
which suggests that the flexural rigidity of an MT and the mean square deflection hd 2 i of an axis point at a distance l from the clamped end are inversely proportional (Venier et al., 1994) . The deflection of an axis point is defined as the shortest distance to the relaxed, i.e. straight, MT axis (Felgner et al., 1996) . Equation (1) implies that the movement of the target point corresponds to a random walk around the locus of the relaxed MT axis. In the limit of infinitely many measurements the deflection data converge towards normal distribution with variance hd 2 i (Papoulis, 1991) . Also, it is assumed that l is much smaller than the persistence length of MTs (> 5000 m according to Gittes et al., 1993) . The remaining parameters involved in Eq. (1) describe the absolute temperature T of the experimental environment and the Boltzman constant k B .
To generate a sample set large enough such that the normal distribution is a valid characterization of the deflection data, the position of a distinct target point has to be measured repetitively at many time points. In the past, this was accomplished by manual tracking of MT images in digitized differential image contrast (DIC) video streams. Besides being the most strenuous way of data acquisition, this approach bore limitations in terms of resolution, data completeness and reproducibility. The resolution in image space was limited to the pixel grid. Owing to the stiffness of MTs at room temperature, thermal fluctuation could therefore be perceived only at the very end of the tube. The confinement to measurements at only the MT ends, however, was problematic for two reasons. (1) The longer the MT the higher is the probability of the MT end moving out of focus. A good portion of the video sequence could not be evaluated because the MT end was not visible. Thinking of thermal fluctuations as a 3D process, it is clear that such data dropping yields a systematic elimination of the largest deflections. (2) The operator tends to regard the last visible stretch of the fading line image as the MT end. This is correct only as long as the entire MT stays in focus. In all other cases, the position of an apparent MT end is recorded. Both systematic elimination of large deflections and positional measurements of apparent MT ends result in biased deflection statistics and, thus, biased estimates of the flexural rigidity. Furthermore, the selection of valid frames showing the entire MT in focus relies on subjective decisions by the operator.
Many of the above mentioned problems have been solved by applying the computer vision system proposed in this paper. The effort in sampling large sets of MT deflections has been substantially reduced, while at the same time resolution, robustness and reproducibility have been increased. Expressed in the image domain, the tracking sensitivity amounts to 1/10 of a pixel. With the side length of a square pixel of 54 nm (cf. Section 4) this corresponds to 5 nm in object domain.
We have used the software to verify the manual measurements. The complete list of revised values of flexural rigidity will be published elsewhere with emphasis on the biophysical interpretation of the results. The aim of this paper is to report our algorithmic developments for automated processing of DIC images. None of the described algorithms is bound to MT deflection analysis. The paper presents a general framework for detecting and tracking line images in light microscopy. Such tools are relevant in cell biology for dynamic studies of various subcellular structures but also in materials science to analyse, e.g. the kinetics of micromechanical devices. Importantly, the application of the tracking algorithm is limited neither to DIC nor to general light microscopy, yet the algorithm proves to be especially suited for the processing of DIC images. It is robust against low signal-to-noise ratio (SNR) and it can cope with the variations in image blur and the orientationdependent contrast, which are both typical properties of high resolution DIC image sequences.
The remaining part of this paper is organized as follows: Section 2 introduces tracking strategies discussed in the computer vision literature and reviews related work in automated tracking of structures in microscope images. Section 3 presents the tracking framework including the initialization of MT segments as targets. Results from tracking MT deflections are given in Section 4 in conjunction with rigidity measurements. We conclude with a discussion of the system's potential and give an outlook to future algorithmic developments (Section 5). The appendix provides further mathematical and computational details, which are helpful to implement the framework.
Approaches to visual tracking and related work
The central task in visual tracking is to solve the correspondence problem between two frames of an image sequence: the image of the target object has to be localized in the frame captured at time t and must be relocated in the frame taken after a time step dt. Correspondence can be sought either on the level of the image signal or on a symbolic level. When tracking targets on the symbolic level, the image of the target is decomposed into a set of timeinvariant features such as landmarks, lines or edges. The features are extracted independently from the two frames. Then, correspondence is established by matching the configuration of features. Alternatively, signal-based tracking methods seek inter-frame correspondence for all pixels within a region of interest (ROI). The ROI either contains the entire image of the target object or just a part of it. In the second case, multiple ROIs are tracked simultaneously in order to describe the complete object dynamics in space. Since symbol-based methods rely on the inter-frame matching of image features they are referred to as feature-based tracking techniques. Signal-based techniques, by contrast, match the texture of image regions from one frame to the next. Therefore, they are termed region-based.
For light microscope images region-based trackers are generally advantageous. As the tracked ROIs contain a large number of pixels, noise is effectively averaged. Even with the weak SNR encountered in many imaging modes of light microscopy, region-based tracking techniques can achieve sub-pixel sensitivity. Feature-based tracking, on the other hand, relies on the local detection of high intensity variations in the target image. This procedure is more susceptible to noise perturbation and thus suffers from larger tracking uncertainty. Sub-pixel measurements are relevant to a lot of tracking applications. Even with high NA digital microscopes the pixel coverage in object space cannot be set to less than 50 × 50 nm 2 (Inoue & Spring, 1997 ), yet in many cases it is required to study object dynamics in the range 1-10 nm.
Region-based tracking has been addressed in traditional applications of computer vision such as robot control (Hutchinson et al., 1996) , motion analysis (Rehg & Kanade, 1994; Bascle & Deriche, 1995) and image registration (Berger & Danuser, 1997) . The use of region-based tracking in quantitative microscopy has been reported on much fewer occasions. What makes region-based tracking difficult is the potential variability of the target image over time. This variability arises from four principal sources: variation in object shape, variation in image contrast, interference with images of other objects in the scene, and image noise. To find robust inter-frame matches for every pixel in the ROI, the tracking model has to account for all four factors. In microscopy, the contrast changes in particular are difficult to control. Only a minute axial displacement of the target object or a change in focus can result in a completely altered picture. Furthermore, when dealing with biological targets, complex shape variations may occur. The difficulty in modelling such image variability caused feature-based methods to be the much more popular tracking approach (Leitner et al., 1995; Walter et al., 1997; Soll & Wessels, 1998) .
With regard to DIC, the contrast depends on the axial position and the orientation of the object. The image of the target alters with object rotation except for the rotationinvariant image of a sphere. Indeed, region-based tracking in DIC imagery has, to our knowledge, largely been limited to measuring the movement of beads (Gelles et al., 1988) or subdiffraction particles. In the region-based tracking framework presented in this paper we account for image variability due to object rotation and out of focus motion. Both effects are relevant when tracking MT fluctuations. The problem of shape deformation causing additional changes in the MT images is overcome by tracking multiple short segments along the MT axis. The lengths of the segments are chosen small enough such that inter-frame variations in segment curvature are negligible.
Automatic measurement of shape fluctuations for rigidity analysis has been reported by Käs et al. (1993) for rhodamine-labelled actin filaments. Their method belongs to the class of feature-based techniques. They extracted from each frame a complete representation of the line axis. This was especially easy in their case because the diffraction images of fluorescing filaments produce bright lines on a dark background. The bending moment of the filament was then obtained by integrating the squared curvature along the axis. In this type of analysis there is no need to establish an inter-frame correspondence between the axis representations. Besides the different properties of fluorescence and DIC microscope images, which demand different image processing strategies, our approach deviates in precisely this aspect. Our method relies on a frame by frame tracking of a series of axis points. Thus, we perform relative measurements, while Käs et al. (1993) extracted absolute axis contours without connecting the image information of consecutive frames. In general, relative measurements tend to be more accurate. However, the two methods are too different to be directly compared in terms of performance.
Algorithmic framework

Sum of squared differences (SSD) tracking
The starting point for region-based tracking is the formulation of the brightness development of a pixel i over the period dt between two frames. The change in brightness is given by 
Suppose that the ROI consists of a set W ¼ {1 . . . M} of pixels. The transition of the ROI image I(x i ,t),∀iʦW to the image I(
,∀iʦW, is controlled by two factors: the geometric transition of the pixel coordinates
The central issue in region-based tracking is to find models for the displacement field d i , ∀iʦW and the brightness change dI i , ∀iʦW, which optimally reflect the variability of the ROI image over the period dt. A common strategy is to introduce parametric transition models
and
The pixel displacement is written as a function g i ( ) of the pixel coordinates and p geometric transition parameters defining the vector y G . 
Estimates ŷ G , ŷ P of the parameter vectors y G , y P , are computed by establishing optimal matches between the two pixel sets w(t) and w(t þ dt), which are spatially displaced and changed in brightness. The goodness of match is measured by a correspondence operator F [.,.] . It determines either the similarity or the dissimilarity between the brightness values of two corresponding pixels. The most frequent choices for F [.,.] are the cross-correlation to measure similarity and the squared difference (SD) to measure dissimilarity. Substituting SD for F [.,.] in Eq. (4) yields the sum of squared differences (SSD) as the objective function in tracking:
In the first part of the appendix we discuss the two main advantages of SSD over cross-correlation tracking: (1) the SSD formalism yields maximum likelihood estimates of the parameters in the transition models, (2) the computational cost for solving the SSD minimization is almost independent of the number of parameters in the transition models. This renders fast tracking possible even if a relatively large number of parameters is required to properly describe the inter-frame variability of the ROI image. Several technical variants of SSD minimization have been proposed in the literature, e.g. by Hager & Belhumeur (1998) , or Davis & Freeman (1998) . In the second section of the appendix we describe an alternative strategy, which is especially suitable for the tracking application dealt with in this paper.
Transition models for diffraction line images in DIC
While the SSD framework has generic applicability to tracking, the transition models g(.) and f (.) impose specific knowledge of the variability in the DIC image of a travelling MT segment. Consider the pixel set w(t) forming the image of a locally straight MT segment at time t. The pixel coordinates x i (t) are determined relative to an orthonormal basis {u 1 , u 2 } whose origin coincides with the upper left corner of the electronic image sensor. Within the segment image we define a reference point with coordinates x 0 (t), which is precisely aligned with the MT axis (cf. Fig. 1A ). The orientation of the segment is described by the unit vector
T pointing in the direction perpendicular to the MT axis in x 0 (t). With thermal fluctuations the segment is translated and rotated in the 3D object space. The pixel set w(t þ dt) forms the shifted, rotated and scaled image of the same MT segment at t þ dt. In DIC, object motion changes not only the location but also the contrast of the image, as illustrated in intensity profiles, however, reveals the contrast change. The effect of segment translation in the vertical direction of the object space is demonstrated in Fig. 1(D) . Out-of-focus motion causes image blur, which broadens and flattens the peaks of the DIC profile. Obviously, blur variation has two effects: (1) it scales the image perpendicular to the segment axis and (2) it induces contrast changes.
Formalizing the above observations in a mathematical model, we obtain the following expressions for the geometric and photometric image transitions:
with
The geometric transition of the segment image is described based on three parameters: the displacement d of the reference point, the rotation df, and the scaling of the segment image. The vector d · u f constrains the displacement measurement to the direction perpendicular to the segment axis. Thus, in the course of tracking, the reference point does not slide along the MT axis but represents a location at a fixed distance from the MT origin. Starting with t ¼ 0 the coordinates of the reference point in the nth frame of the movie, i.e. at the time point t ¼ nT with T being the elapsed time between two consecutive frames, is obtained by accumulating the displacements:
The parameter d(t) describes the displacement between the time points t and t þ T. In Section 3.3 we present a framework for the initialization of the segment position x 0 (0), as well as orientation f(0) in the very first frame of the movie. Analogous to the position update, the orientation f(t ¼ nT) is estimated by accumulation of n inter-frame rotations df(t), t ¼ 0. . .(n ¹ 1)T. Notice that with the formulation of Eq. (6) the centre of rotation coincides with the reference point. The same holds for the scaling of the segment image, which is also introduced relative to the reference point. If, over the time step dt, the segment moves into focus, the scaling parameter m will take a value < 1, and in the case of out of focus motion a value > 1. The photometric variability is modelled with the brightness correction Eq. (7), which is linear in the pixel brightness. In the case of thermal fluctuations both rotation and blur variation are small such that the contrast changes can readily be approximated with gain or loss in pixel brightness a · I i . For contrast decrease, the gain parameter a takes a value < 1, for increase a value > 1. In addition to contrast changes we introduce a brightness variation parameter b, which accounts for illumination flicker.
Initialization of the tracker
The initialization of the tracker in the first frame of the movie serves three purposes: (1) definition of a reference point with coordinates x 0 (0) on the MT axis; (2) estimation of the initial orientation f(0) of the MT axis in the reference point; (3) selection of the pixel set w forming the segment image around the reference point.
The SSD framework tracks changes in position and orientation of the segment image, yet we also need the absolute position and orientation. Absolute segment positions are required for the generation of a polygonal model of the MT axis from multiple segments and for computing point deflections relative to the relaxed MT axis. The segment orientation is used to constrain the displacement measurement perpendicular to the segment.
The most important step in initialization, however, is to select the pixel set w. If the set is too narrow in width, i.e. pixels at the periphery of the segment image are excluded from the set, the iterative solution to SSD minimization will converge slower and within a smaller area of the parameter domain (cf. Appendix). Also, the fewer pixels the ROI contains, the less effective is the averaging of image noise. If the set is too wide, i.e. pixels are included which do not belong to the segment image, the tracking result will be influenced by pixels in the surrounding background and by pixels in adjacent MT images. Both classes of pixel disturb the tracking as they do not obey the underlying transition models. In our case, the models Eqs (6) and (7) are strictly formulated for pixels which belong to the image of a spatially fluctuating MT segment. In SSD tracking packages it is often assumed that, compared to the target image, the background is homogeneous; thus, background pixels have a negligible brightness gradient. As explained in the Appendix, the numeric influence of a pixel i ʦ w on the SSD minimization is given by the vector-matrix product ٌ
,y G ) of the geometric transition model. Pixels with negligible brightness gradients, i.e. ٌ u I(x i )Ϸ0, obviously do not contribute to the result of SSD minimization. Therefore, pixels from a background with homogeneous brightness would not contaminate the tracking, in spite of the inapplicability of the transition models. For DIC diffraction images, this argument fails. Because of the low SNR and the video contrast enhancement, background pixels involve a brightness gradient whose magnitude is similar to those of the image of an MT segment (cf. image profiles in Figs 1 and 3). Background pixels must be eliminated from the ROI. The same holds for interfering pixels from adjacent MT images which would bias the tracking in a similar way.
The initialization procedure is executed in four steps.
(1) The operator draws a window which contains approximately the image of the MT segment. The situation is illustrated in Figs 2A and 2B. The manually selected window has the centre coordinates c init and covers a pixel set Q init . (2) A line filtering scheme is applied to this window which returns a non-negative response map r (x h ) Ն 0, h ʦ Q init (Fig. 2C1 ). The filter response in the position x h represents a measure for the probability that the pixel h belongs to a DIC line image. Pixels with non-zero probability are supplemented with an estimate of the local orientation f(x h ), ∀h ʦ Q init of the hypothetical line going through x h (Fig. 2C2) . (3) The response and orientation maps are aggregated in a transformation, r h ,f h ‫ۋ‬ a (F,r) , where a(.) has a global maximum at [F max , r max ] (cf. Fig. 2D ). As depicted by Fig. 2(A) , the parameter F max determines the orientation of the segment and r max represents the shortest distance between the initial window centre and the segment axis. Accordingly, orientation and reference position of the segment are obtained by
ð9Þ (4) The line filtering is repeated in a new window covering the set Q end . The centre of the window is shifted by r max · u f (0) relative to the manually initialized window such that it is aligned with the segment axis. Besides line probability and orientation the filtering scheme has a third output map which specifies the line width for each pixel with non-zero probability. Using the line width map in conjunction with the estimates for reference position and line orientation, all those pixels are selected from Q end , which belong to the image of the segment. They constitute the set w(0) shown in Fig. 2(B) . Further details about line filtering and aggregation are given in the Appendix.
Results in tracking thermal fluctuations
Using the framework described in Section 3 we tracked the thermal fluctuations of single MTs. The procedures for in vitro nucleation of MTs onto Lytechinus pictus sperm flagellar axonemes and the mounting of them in an observation chamber are discussed by Tran et al. (1997) . The axonemes spontaneously adhered to the glass slide at the bottom of the chamber, which ensured that the nucleation site was spatially fixed while the other end of the MT could freely sway. Single MT dynamics were filmed by video-enhanced differential interference contrast (VE-DIC) light microscopy, as presented in the paper by Salmon & Tran (1998) . Briefly, we used a Zeiss Universal upright microscope equipped with DIC optics, a Zeiss Plan 100 ×/1.25 NA oil-immersion objective, and a 1.4 NA condenser, and illuminated with a 100 W mercury arc lamp through an Ellis optical fibre. Image acquisition and processing was done with a Hamamatsu C2400 Newvicon video camera and Hamamatsu Argus 10 image processor. The side length of a square pixel of this camera converts to 54 nm in object space. The movies were recorded onto a Panasonic 6570 A S-VHS tape recorder at video rate, 30 frames/s. Then they were digitized to sequences of TIFF files with a Scion LG-3 PCI image framegrabber board. The capture rate was 15 frames/s, which translates to 67 ms intervals between consecutive frames. The stack of TIFF files was the input data for the tracking software. The scenario of a tracking experiment is illustrated in Fig. 3. Figure 3(A) shows the first frame (n ¼ 0) of the movie superimposed by eight initialization windows defining eight segments on a MT. The picture displays the situation after completed initialization, i.e. the window centres are precisely aligned with the axis image and the local axis orientation is known in each segment (represented by the short line overlays perpendicular to the MT axis). The pixel sets forming the ROIs for actual tracking are not plotted (cf. Section 3.3). The perimeter of a window was chosen such that the enclosed MT segment covered approximately the stretch between the centres of the two adjacent windows. This does not hold for the segment closest to the free end of the MT. Between this window and the last but one in the row we recognize the diffraction image of a particle (arrows in Fig. 3 ). In the course of the movie, e.g. in the frame displayed in Fig. 3 (C), the images of particle and MT interfere. As discussed earlier in the context of ROI initialization (Section 3.3), such interference biases the SSD tracking, making the fluctuation measurement in this very stretch of the MT impossible.
Figures 3(B) and (C) display tracking results for the frames n ¼ 31 and n ¼ 47. To visualize segment rotation and scaling relative to the start frame n ¼ 0, the estimated geometric transitions of the ROIs inside the windows were also applied to the four corners of the initialization windows. For all the segments the updated orientation (n) was determined. As we assume that the segments perform random walks, the mean position gives an estimate for the segment location on the relaxed MT axis. 2. A straight line was fitted to the mean positions of all segments along one MT axis. The straight line represents a best estimate for the relaxed MT axis. 3. The deflection d(n) of a segment in frame n was defined as the shortest distance of x 0 (n) to the relaxed MT axis. From all the deflections in one segment we computed the mean square deflection
Assuming normal distributed deflection data, the mean square deflection is the best estimate for the distribution variance. It was introduced into Eq. (1), which relates the rigidity of an MT and the deflection variance in any point along the MT axis. The parameter l in Eq. (1) was calculated as the distance between the mean segment position and the nucleation site. Table 1 lists the square root of the deflection variance (standard deviation) and the rigidity values for all the trajectories shown in Fig. 4 Fig. 4 ; standard deviation of the normal distributed segment deflections, calculated from the square root of the mean square deflection; mean distance between the nucleation site and segment position; flexural rigidity calculated according to Eq. (1). trajectories to rigidity estimates relies on a stable position of the nucleation site. However, there are vibrations in the optical set-up, and both glass slide and axoneme may slightly move relative to the optical axis of the microscope. Figure 4 (B) plots the trajectory x nucl. (n),∀n ¼ 1 . . . N of the nucleation site of MT A, which was measured using a slightly modified version of the SSD tracker. Essentially, the modified version included a geometric transition model with two translation parameters, such that displacements of the nucleation site in all image directions were quantifiable. The variation in position amounted to about 1/2 of a pixel in each direction with one clear outlier. In object space, this corresponded to 27 nm. The amount of jitter exceeded the measurement uncertainty of SSD tracking (see below) and thus had to be accounted for in the deflection statistics. Before calculating the rigidity based on the above procedure we subtracted the trajectory of the nucleation site from the trajectories of all segments along the analysed MT.
The rigidity values derived from multiple segment trajectories along one MT axis are supposed to be equal if the MT represents a homogeneous rod without pivotal points. For MT A, the values in Table 1 have a mean 46.5 × 10 ¹24 and a standard deviation Ϯ 7.9 × 10 ¹24 . The standard deviation of the mean (standard error) is Ϯ 3.0 × 10 ¹24 . The rigidity derived from the trajectory of segment A8 significantly deviates from the results in A1 to A7. When eliminating A8 from the analysis the standard deviation decreases to Ϯ 5.8 × 10 ¹24 , and the standard deviation of the mean to Ϯ 2.4 × 10 ¹24 . This corresponds to 13% relative error in the rigidity measurement derived from a single segment, and to 5% relative error in the mean of all measurements along MT A. The variation of the rigidity values, however, does not specify along the MT the precision of a tracked segment displacement. To obtain an estimate of tracking precision, the module for SSD minimization has been supplemented with error propagation (Koch, 1988) . For every completed tracking step, standard deviations of the estimates of the geometric transition parameters
T are computed. The standard deviations depend on the amount of image noise and the contrast of the segment image. The higher the contrast, the smaller the standard deviation, ergo the higher the tracking precision. On the other hand, the standard deviations are directly proportional to the image noise. More noise results in less tracking precision. Over all processed DIC images, the standard deviation of the displacement parameter was on average 1/10 of a pixel. This means that a displacement estimate falls inside the interval d Ϯ 1/10 pixel with a confidence probability of 66%. The parameter d denotes the true but unknown segment displacement. In object space, this precision corresponds to 5 nm. The precision is independent of the magnitude of the displacement. This would mean that the relative error in the mean square deflection statistics, and therefore the derived rigidity, decreases for segments further away from the clamped MT end. On the other hand, the longer the distance between nucleation site and target segment, the higher is the probability that the enclosed portion of the MT does not represent a homogeneous rod, which violates the model in Eq. (1).
Figure 5(A) and (B) display the positional deflections d(n) for the segments A1, A4 and A7, and B1, B3 and B6, respectively. All deflection curves show the same shape and are in phase. The correlation between the deflection measurements in A1 and A7 is r 2 ¼ 0.94, the one between the measurements in A1 and A4 r 2 ¼ 0.97. From the biomechanical perspective this confirms that (1) there are no pivotal points along the MT axis, i.e. the simple bending model of a homogeneous rod is applicable to MTs, and (2) only one bending mode is observable, i.e. the persistence length of an MT is indeed much larger than the length of the polymers observed in our movies (cf. Gittes et al., 1993) .
The qualitative conclusion that the measurements of all segments along one MT are consistent can also be drawn from the inlays in Fig. 4(A) . They compare the trajectories of the segments A1 and A7. Although the inlay for A1 has a zoom factor four times higher than the one for A7, the fluctuations perpendicular to the MT axis look very similar. The trajectory of A7 has a larger motion component along the MT axis. This originates from errors in the estimate f of the segment orientation. According to Eq. (6), the displacement of the reference point in a segment is constrained to the direction orthogonal to the segment axis. Errors in f cause the application of a constraint which also has a component parallel to the segment. The larger the displacements between consecutive frames, the more the trajectory is affected by this artefact, yet its ultimate impact on the rigidity values is negligible as the deflection statistics rely on only the fluctuation component orthogonal to the MT axis.
With regard to the tracking sensitivity, the high correlation between the deflection curves at different sites along the MT gives evidence that the sub-pixel deflections measured near the MT origin are statistically significant. In particular, this also holds for the changes in deflection, which represent the displacements actually tracked. Figure 6 displays the displacements measured in segment A1; 88% of the displacements are smaller than one pixel, i.e. smaller than 54 nm in object space. The percentiles for 5 nm, 10 nm and 20 nm displacements are 13%, 25% and 47%, respectively. A significant number of the detected movements were on the single nanometre scale, which indicates the high sensitivity of the tracker. Regarding the 5 nm standard deviation propagated as the tracking precision, displacements smaller than 10 nm would have to be considered statistically insignificant on a 95% confidence level. In other words, any change in the deflection curve of A1 which is smaller than 10 nm would be random. We have checked the randomness of small displacements as follows. We substituted all changes in deflection between consecutive data points smaller than 10 nm with an arbitrary value, which was obtained by a normal distribution random generator with zero mean and 5 nm standard deviation. Then, we re-computed the correlation coefficient r 2 between the modified deflection curve of A1 and the deflection curve of segment A7. If the majority of the substituted changes were random, the correlation coefficient would not alter. However, the replacements caused a decrease in the coefficient from r 2 ¼ 94% to r 2 ¼ 90%. Although the decrease is not very striking, this experiment confirmed that many of the displacements smaller than 10 nm were not random. Consequently, the propagated precision of 5 nm appears to be a realistic estimate and we can claim a tracking sensitivity of better than 10 nm.
The thermal fluctuation also has a vertical component. As discussed in Section 3.2, the vertical movement of a segment causes a scaling (n) of the segment image. Notice that the scaling values are not centred with respect to 1.0. In our implementation, the scaling value in frame n equals 1.0 if the segment image has the same width as in frame n ¼ 0. The relationship between the vertical segment position in frame 0 and the one of the relaxed MT, which defines the mean scaling value, is arbitrary. Also, the relaxed MT can be tilted relative to the in-focus plane such that the absolute scaling values of multiple segments along one MT axis are incomparable. Nevertheless, changes in scaling might be correlated between different segments, analogous to the coupling of positional deflections in lateral direction. Figures 7(A) and (B) show the scale fluctuations of segments A1 and B1 contrasted with the fluctuations of A7 and B6, respectively. As suspected, scale fluctuations at MT ends are much larger than in the vicinity of the nucleation site. Also, over long periods the fluctuations of outer and inner segments are in phase. This suggests that the measured scale variations are caused by vertical movements. The tracker appears to have, in principle, the potential to quantify displacements in 3D. However, close to the nucleation site the vertical movements are often too small to induce statistically significant scaling values. The propagated precision (standard deviation) of the scaling values amounts to 0.03. Therefore, relying on at least 95% confidence, many of the tracked scaling values between 0.94 and 1.06 in A1 or B1 do not describe vertical shifts but are subject to measurement noise. Table 1 suggests that MT A and B have different stiffness although both MTs are supposed to have identical molecular structures. They have been nucleated on the same axoneme under the same biochemical conditions. The difference has to be explained with an artefact in the deflection distribution of MT B. deflection distributions of A1, A7, B1 and B6 against the normal distribution associated with a random walk. The testing follows the procedure by Kolmogoroff-Smirnov (Papoulis, 1991) . To compare deflections from different segments we first normalized the values to
Under the hypothesis of normal distributed deflection data, the values d 0 (n) obey the density function
The corresponding distribution function
is plotted as a dotted line. The vertical bars depict the 99% confidence band of the Kolmogoroff-Smirnov test. We superimposed the cumulative histograms P (d 0 (n*)) ¼ n*/N of the four segments, with d 0 (n*),∀n* ¼ 1 . . . N being the list of N normalized deflection values sorted in ascending order. If at any point the cumulative histograms fall outside the confidence band the corresponding deflections do not originate from random walk fluctuations. For both A1 and A7 the random walk hypothesis was accepted. However, segment B1 exceeds the confidence band at several positions. The cumulative histogram suggests that the distribution is bimodal, with modes at about ¹ 0.8 and þ 0.8 on the scale of the normalized deflections, i.e. at about Ϯ 1.3 pixels in the original domain. A bimodal distribution means that the segment fluctuates around two relaxation positions (mode 1 and mode 2). As it appears in Fig. 5(B the deflection modes are not alternately occupied but sequentially. After 4 s the fluctuation centre gets shifted. The same bimodality applies to segment B6. However, with regard to Fig. 8(B) the bimodality would be accepted only with somewhat less than 99% confidence.
The superposition of the two modes in one histogram yields an artificial spread in the deflection distribution. Consequently, the rigidity derived from such data is biased towards smaller values as the mean square deflection is overestimated (cf. ¹24 Nm 2 to the rigidity of MT A is insignificant on the 99% confidence level. Figure 9 depicts dynamic axis models of MT A and MT B for a few time points 0.5 s apart. The origin of all polygons is the position of the nucleation site. The horizontal axes of the cartoons coincide with the directions of the relaxed MTs. In particular, in MT A, the profiles show that the relaxed axis contains bends, e.g. between A1 and A5. The amplitude of this more S-shaped part (approximately Ϯ 1 pixel) is significantly larger than the measurement uncertainty of the tracking algorithm. Presumably, such bends originate from structural defects in the polymer. Similar observations have been made by Käs et al. (1993) on actin filaments. This hypothesis is supported by bends that are preserved over the entire observation period.
As a second result, the cartoon reveals the tendency of segment A8 to turn inwards. The observation is reflected in Table 1 by a significantly larger rigidity value derived from the fluctuation in A8. Compared to the deflections of A1 to A7 the distribution of A8 must show an artefact. The artefact is caused by a pivotal point located between A7 and A8. Pivotal points may originate from weaker bonds in the MT lattice or from mechanical interaction of the MT with other objects. For the present case, we speculate that there is a collision between the MT and the particle whose diffraction image is pointed out in the discussion of Fig. 3 . The diffraction-limited separability of the microscope precludes the visual judgement of whether MT and particle do touch or not. However, the fact that the inward bending occurs only on the very side of the relaxed MT axis where the particle is located gives strong evidence for such mechanical interference.
Discussion
This paper describes a complete framework for the detection and tracking of submicroscopic, linear structures which are observable as diffraction line images under DIC. We demonstrated the performance of the tracker based on measuring thermal fluctuations of MTs. Between consecutive frames movements as small as 1/10 of a pixel were significantly quantifiable despite the low SNR in DIC imaging. In the object domain this corresponded to displacements of about 5 nm. Simultaneously to the displacements, the tracker also determines rotation and For illustration purposes the polygons are held together in the positions of the nucleation sites, which are plotted as the origins of the graphs. However, the straight connection from the origins to the segments A1 respectively B1 do not reflect the real shapes of the MTs in the vicinity of the nucleation site. While the initialization of a segment image ensures that the tracked reference point is perfectly aligned with the axis (cf. Section 3.3), the initialization procedure at the nucleation site is much simpler. Since we are only interested in the trajectory of the nucleation site, and not in absolute positions (cf. Section 4), the reference point for tracking the nucleation site is manually defined by visual inspection. In MT B the manual definition of the nucleation site shows an obvious misalignment with the axis. As manifest in Fig. 4 , the position of this site is only vaguely defined in the image, especially in the direction perpendicular to the axis. The arrow in the cartoon for MT A indicates the position of a particle which interferes with the thermal fluctuation of this MT.
scaling of the line image. Rotation estimates were used to track the local orientation of the segment axis. This allowed us to constrain in each tracking step the displacement measurement to the direction perpendicular to the MT axis. The scaling of the line images is associated with changes in focus blur induced by vertical movements. In a qualitative way, we showed that the estimates of image scaling were in agreement with the expected axial movement of an MT and thus that the tracker could be extended to 3D. In the future, we will calibrate the relationship between image scaling and the vertical position of a submicroscopic object, giving us novel means of 3D microscopy without axial scanning. The central question in analysing the performance of the tracker is concerned with the sensitivity: what is the smallest displacement which can be resolved by the algorithm? The ultimate experiment to determine the sensitivity of a tracking algorithm would be to physically move the object, in our case the MT, in controlled steps. The number of steps made until a movement is significantly detected would specify the tracking resolution. However, owing to the claimed single nanometre sensitivity of our tracker, this experiment would require a specimen stage or micromanipulator with sub-nanometre precision for a single step. At the moment, we are technically not able to establish such proof.
Instead, we pursue the route of analysing the theoretical bounds and sources of errors which limit the tracking sensitivity. Given the microscope image as a band-limited, noise-contaminated signal, there must be a lower bound for detecting a positional change of a distinct feature in the image. The question of what is the smallest, discernible shift of a signal feature has been studied extensively in the area of time delay estimation in sonar and radar systems (Carter, 1993) . Adopting the results by Quazi (1981) to the situation of tracking a target in a diffraction limited image sequence, we get the Cramer-Rao lower bound for the uncertainty of a displacement measurement:
Assuming additive, normal distributed image noise, the SNR is defined as the maximal brightness change in the target divided by the standard deviation of noise. We estimated the standard deviation based on the procedure by Voorhees & Poggio (1987) . The further parameters in Eq. (10) represent the following quantities: M is the number of pixels forming the target image, s specifies the side length of the pixel in object space, l is the wavelength of light, and NA denotes the numerical aperture of the microscope. Substitution of the parameters with the real values of a tracked MT segment (M ¼ 200 pixels, i.e. a segment 20 pixels long with a width of 10 pixels; s ¼ 54 nm; SNR ¼ 22/ 4.2; l ¼ 550 nm; NA ¼ 1.25), yields a Cramer-Rao bound of 1.25 nm. This defines the ultimate precision (standard deviation) in estimating displacements which is achievable in our image data. Cramer-Rao bound and tracking resolution, i.e. the smallest, discernible step, are directly related. Resolution is a matter of what can be accepted as a statistically significant displacement subject to the optimal measurement precision. Therefore, the resolution is simply a multiple of the Cramer-Rao bound, where the multiplication factor is defined by the requested confidence probability.
Considering the Cramer-Rao bound of 1.25 nm, the propagated and experimentally justified precision (standard deviation of a measured displacement) of 5 nm of our algorithm indicates that we have not yet reached the ultimate limit of tracking. Basically, there are two errors which diminish the performance of our framework: (1) errors due to image interpolation during iterative SSD minimization; (2) errors in the formulation of the geometric and photometric transition models. Figure 10 demonstrates that of the two possible sources the contribution of interpolation errors is negligible. The graph plots the estimation errors in tracking a priori known displacements of an MT segment. We synthesized an image sequence by shifting a frame of our original DIC movie by values between 0 and 1 pixel. Then we applied our tracking framework to recover these movements. The differences between the tracked and the known displacements represent an error which is caused only by image interpolation. Note that the synthetically applied inter-frame transition is strictly limited to a translative movement which is rigorously addressed by the tracking model Eq. (6). Errors from incomplete transition models can be excluded in this test. The maximum error caused by interpolation amounts to 0.002 pixels, which is two orders of magnitude below the effective tracking precision of 0.1 pixels. Figure 10 also depicts the number of iterations needed to find an SSD minimum in these experiments. The more iterations, i.e. the more interpolations, that are necessary to compute the solution (cf. Appendix), the larger becomes the estimation error.
From the analysis of interpolation effects we conclude that the difference between effective and theoretically achievable precision must originate from simplifications in the applied transition models. We neglect two effects which may bias the tracking.
(1) The model does not account for a bending of the segment; although we tracked relatively short segments (20 pixels), there are changes in the curvature which become significant at this high level of precision. (2) A similar effect applies to the third dimension. Equation (6) contains a global scaling parameter for the entire segment image. Such scaling is only capable of compensating image transitions that are associated with rigid body translation of the segment in vertical direction. If, however, the vertical movements at the ends of the tracked segment differ from each other, the change in image scale becomes a function of the pixel position and can no longer be described by a single scaling parameter.
In future developments we will focus on two improvements of the tracker. (1) Instead of tracking multiple segments as rigid targets we will formulate a geometric transition model for the entire MT image based on the mechanical model of a bending rod with homogeneous stiffness. This will not only improve the description of interframe transition of the MT image but, as the number M of analysed pixels is increased will further enhance the theoretically achievable precision (cf. Eq. (10)). (2) MT fluctuations will be rigorously modelled as a 3D process. We will formulate the local scaling of the axis as a function of 3D movements of a bending rod with homogeneous stiffness. Structural defects and pivotal points which may cause deviations of the real MT from being a simple rod, and thus would bias the tracking result, will be handled with a new version of SSD minimization based on robust statistics.
Properties of SSD tracking making it superior to crosscorrelation tracking
(A) Maximum likelihood estimation. In addition to the deterministic intensity change
, the brightness value of a pixel varies over time due to noise perturbation. Hence, the brightness development in Eq. (2) must be supplemented with a stochastic term v i describing image noise. We model the perturbation term as an additive component and get:
This form agrees with the non-linear Gauss-Markov model (Koch, 1987 (B) Low computational cost (almost) independent of the transition model complexity. For both the cross-correlation and the SD operator, Eq. (3) results in a non-linear, nonconvex objective function which has to be solved with some type of very costly global optimization procedure (Gill et al., 1981) . In the case of cross-correlation this is generally accomplished with an exhaustive search: the match between the ROI I(x i , t), ∀ i ʦ w and a shifted pattern
The vector s j represents the jth guess out of a set of J hypothetical ROI displacements s
If, in addition to the translation component, a rotation of the ROI has to be accounted for, the procedure will be repeated K times at ROI orientations f k , ∀k ¼ 1. . .K. In this case the geometric transition parameters are selected from the J · K crosscorrelation measurements. For every additional degree of freedom in the geometric transition model the computational cost increases with the power of the total number of parameters. For models with more than translation and rotation the cost to search the parameter estimates becomes prohibitive. Indeed, correlation-based tracking is generally limited to only two translation parameters, which is appropriate only for rotation invariant targets such as bead images (Gelles et al., 1988) .
SSD minimization as written in Eq. (5) could also be accomplished with exhaustive search techniques. However, there is an analytic solution to the problem which makes the computation much less expensive. The estimates ŷ G and ŷ P are a solution to Eq. (5) if
The second portion of Eq. (A.2), denoted by the symbol [.j.] , is a vector that augments the transposed 1 × q parameter gradient of the photometric transition model ٌ y Pf i (ŷ P ) to the product between the two gradients ٌ (6) we ensure determinability of all parameters by constraining the displacement perpendicular to the segment axis, i.e. to the direction parallel to the mean brightness gradient.
The equation system (A.2) will be non-linear even with models g(.) and f (.) linear in the parameters y G and y
P
. The inherent non-linearity is caused by the term
. It requires the computation of the brightness gradient at the pixel position
. This position, however, is not known in the beginning as it depends on an estimate ŷ G of the geometric parameters itself. The different SSD trackers discussed in the literature are distinguished basically by the method of handling the non-linearity. The common thread between all those methods is the single or repeated numeric solution of a (p þ q) × (p þ q) equation system which resembles Eq. (A.2). Even for complex transition models with a relatively large number of parameters this step is computationally inexpensive. The same is true for the calculation of the Jacobean matrix of the geometric transition model. The most costly part is the computation of the image gradient ٌ u I i at all pixel locations in the ROI, which is eventually performed several times. Importantly, the cost for this task is independent of the complexity of the transition model. The cost is proportional to the one for evaluating a single cross-correlation measurement. This makes SSD tracking particularly advantageous when more than two translation components must be taken into account in order to properly model the variability of the ROI image.
Iterative solution to SSD minimization
The SSD objective function in Eq. (5) is generally nonconvex and includes multiple local minima. To avoid costly global optimization, initial parameter guesses have to be found which place the starting point of a parameter search in an area of the parameter space which is locally convex and contains the global SSD minimum (convergence area). Then, it is possible to apply a more efficient, local optimization technique which finds the minimum using the gradient of the objective function.
To elucidate our way of choosing initial guesses, we first have to introduce a technical detail of our SSD tracking. Actually, we do not match the images of MT segments between consecutive frames but, to get the location of the segment at the time point t ¼ nT, we match the segment image in frame n with the original image in frame 0. This has the advantage that tracking errors in previous steps do not influence the localization of the segment in frame n. The implementation of this strategy requires the following modification of the geometric transition model Eq. (6): by processing all previous frames, is added to the pixel coordinates of the ROI in frame 0. This is equivalent to shifting the ROI to the segment position x i t (nT) at time point t ¼ nT. Therefore, in Eq. (A3) the parameter d still denotes the displacement of the reference point between the frames n and n þ 1; however, the parameters df and describe the rotation and scaling of the segment image from frame 0 to frame n þ 1. Notice that in this case the orientation of the segment in frame n þ 1 is given by
The rotation and scaling of the segment image between the first and any later frame in the movie is supposed to be small for thermal fluctuations. For those parameters we can set initial guesses df (k ¼ 0) ¼ 0 and m (k ¼ 0) ¼ 1. The counter k specifies the number of completed iterations in the course of SSD minimization. The same argument holds for the displacement parameter. Although we match the segment image in frame 0 with the segment image in frame n þ 1 the displacement parameter d represents only the change in segment position between frame n and n þ 1. The time sampling of our movies (15 frames/s) was sufficiently high such that the inter-frame fluctuation of an MT was generally small enough to start the iterative solution with d(k ¼ 0) ¼ 0 (cf. Fig. 6 ).
In our solution to SSD minimization the parameters of the geometric and photometric transition model are estimated in separate steps. The reason for splitting the computation is that both geometric and photometric transition produce a change of the brightness distribution. The assignment of which part of the brightness variation originates from a geometric transition and which from a photometric transition bears some ambiguity. Numerically, this manifests itself in high correlation between the geometric and thewhich cause ĵ 2 > j 2 . Thus, whether the global minimum has been reached or not can be verified by testing ĵ 2 against an a priori guess j 2 of the variance of image noise. An a priori guess of image noise can be obtained using the procedure of Voorhees & Poggio (1987) .
Matching failure was diagnosed in less than 1% of the frames and only for segments close to the free end of an MT. The main cause was not that the initial parameter guesses fell insufficiently close to the global minimum, but that outof-focus motion between two frames faded the contrast until complete invisibility of the segment image. In such situations it was nonsensical to reinitialize the iteration with a better parameter guess and the frame was simply discarded.
Line filtering and aggregation
(A) Non-linear, multi-scale filtering for DIC line detection. Suppose for the moment that the orientation of the target segment, described by the unit vector u f ¼ [cosf, sinf], is known.
The thin line in Fig. 11A depicts the theoretical brightness profile parallel to u f . An MT represents a transparent phase retarder with a diameter of approximately 25 nm, and a difference in refractive index to the surrounding medium n MT ¹ n Water ¼ 0.19. Based on the DIC image formation model suggested by Preza et al. (1999) we synthesized the profile using the parameters of our microscope (cf. Section 4). The profile is characterized by the sequence of a falling edge followed by a rising and another falling edge. Together they generate two main lobes which yield the typical DIC image transition from grey to black to white and back to grey. The same sequence of edges can be observed in the measured profile, which is plotted in Fig. 11A as a bold line. Notice the noise perturbation in the brightness signal. Noise generates additional brightness variations with magnitudes similar to those of the actual edges. In such a disposition the rising edge, for instance, does not give enough evidence for reliable line centre. What makes the line signal visually salient is the characteristic ensemble of the three edges. This exponential term. They account for the difference between the local orientation (x h ) and the hypothetical orientation F of the line segment. The weights are controlled by the parameter j which reflects the standard deviation of the values in (x h ), ∀ h ʦ Q. We set the value to 1 degree. The first term d(.) of Eq. (A.9) denotes the Delta Dirac function. As demonstrated in Fig. 2(D) , for our application this transform has a global maximum at [F max , r max ]. These parameters determine orientation and position of the line segment relative to the window centre.
