T-cell receptor (TCR) triggering and subsequent T-cell activation are essential for the adaptive immune response. Recently, multiple lines of evidence have shown that force transduction across the TCR complex is involved during TCR triggering, and that the T cell might use its force-generation machinery to probe the mechanical properties of the opposing antigen-presenting cell, giving rise to different signaling and physiological responses. Mechanistically, actin polymerization and turnover have been shown to be essential for force generation by T cells, but how these actin dynamics are regulated spatiotemporally remains poorly understood. Here, we report that traction forces generated by T cells are regulated by dynamic microtubules (MTs) at the interface. These MTs suppress Rho activation, nonmuscle myosin II bipolar filament assembly, and actin retrograde flow at the T-cell-substrate interface. Our results suggest a novel role of the MT cytoskeleton in regulating force generation during T-cell activation.
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mechanobiology | T-cell activation | microtubule | actin | myosin II T lymphocytes, central players in the adaptive immune response, are activated when T-cell receptors (TCRs) on their surface recognize cognate peptide-major histocompatibility complex (pMHC) expressed on the surface of antigen-presenting cells (APCs). A burst of actin polymerization is triggered upon TCR stimulation (1) , leading to an enhancement of the cell/APC contact area as the T cell spreads over the surface of the APC (2) and the formation of a macromolecular protein assembly known as the immunological synapse (IS) (3, 4) . Accompanying IS formation, T cells also undergo a rapid polarization of the microtubule (MT) cytoskeleton, within 1-2 min after initial contact, that facilitates directional secretion of cytokines and cytolytic factors toward the APC (5-7). Therefore, the contact zone between T cells and APCs is a site at which the MT and actin cytoskeletons could potentially interact to regulate signaling.
Recent studies have established that T cells generate significant traction stresses at the cell-cell interface, albeit relatively weak compared with adherent cells (8) (9) (10) (11) . These forces, which peak 5-10 min after stimulation, facilitate T-cell activation, in part, by inducing conformational changes in the TCR-CD3 complex (12) (13) (14) (15) . Although actin polymerization/depolymerization dynamics are essential for T cells to maintain dynamic traction stresses and to drive calcium influx and integrin affinity maturation (9, 16, 17) , the regulatory pathways that control these cytoskeletal forces are not completely understood. In particular, whether and how the polarized MT cytoskeleton interacts with the actin cytoskeleton and regulates force generation at the T-cell-APC contact remain open questions.
MTs in the cell exist in two populations: dynamic/tyrosinated MTs and stable MTs that have undergone posttranslational modifications, including detyrosination and acetylation (18) . Previous studies of T-cell activation have elucidated that microtubuleorganizing center (MTOC) translocation is associated with the formation of stable MTs. For example, overexpression of histone deacetylase 6, which deacetylates tubulin, results in defective MTOC translocation (19) . A similar phenotype is observed when formins (including DIA1, FMNL1, and INF2), which are capable of inducing MT acetylation (20) , are depleted (5, 21) . On the other hand, the biological functions of the MT cytoskeleton after the MTOC has translocated are less understood. In adherent cells, dynamic MTs appear to have an indirect role in force generation, engaging in a negative feedback loop with focal adhesion assembly (22, 23) , and global MT depolymerization induces an increase in traction forces (24) . Here, we combine results from traction force microscopy (TFM) and quantitative analysis of cytoskeletal dynamics to elucidate a role for MTs in the regulation of T-cell forces during activation. We find that MTs at the T-cell contact are dynamic and undergo growth and catastrophes as shown earlier (25, 26) , which suppresses Rho-associated contractility and actin flow, regulating force generation during activation. Our results thus suggest a key role for the cross-talk between these two cytoskeletal components during T-cell activation, which could be of general importance for understanding mechanisms underlying force generation in other cellular systems.
Results

MT Network Forms a Radially Emanating Dynamic Array During T-Cell
Activation. To study cytoskeletal dynamics during signaling activation, we activated E6-1 Jurkat T cells on coverslips coated with anti-CD3∊, as described earlier (2) . To characterize MT dynamics in live cells, we transfected EGFP-actin-expressing Jurkat cells with TagRFP-T-β-tubulin and conducted dual-color imaging in total internal reflection fluorescence (TIRF) mode. After contact with the stimulatory surface, MT growth/catastrophe was sustained for at least 10 min (Movie S1). To visualize the MT and actin cytoskeletons simultaneously with high spatial resolution, we permeabilized E6-1 Jurkat cells after 10 min of anti-CD3 stimulation on coverslips fixed and stained for tubulin and F-actin (27) .
Significance T-cell activation is an essential event in the adaptive immune response to fight against infections. T cells were recently shown to be mechanosensitive, and to exert forces actively on the opposing antigen-presenting cell during activation. However, the molecular basis of force generation by T cells is poorly understood. Here, we report a molecular mechanism that involves the T-cell microtubule (MT) and actomyosin cytoskeletons, which interact through Rho GTPase activity. Our study highlights the role played by the MT cytoskeleton in regulating actomyosingenerated forces, which play a key role in T-cell activation.
Extraction by 1% Triton X-100 removed cytosolic proteins efficiently, preserving the centrosome, which was visible in TIRF illumination as a focal point from which MTs emanated (Fig. 1A) . We found that MTs were largely contained within the F-actin meshwork at the periphery, consistent with a recent microscopy study of cytotoxic T-cell-APC conjugates (26) . This cytoskeletal organization is reminiscent of the cytoskeletal organization in neuronal growth cones (28) and the leading edge of migrating cells (29) , apart from the fact that the IS is relatively radially symmetrical.
Although labeled tubulin provided an overall visualization of MT architecture, the cytosolic pool of free tubulin reduced the signal-to-noise ratio of the MTs, making the analysis of growing MTs in live cells challenging. We therefore transfected Jurkat T cells with end-binding protein 3 (EB3)-EGFP, which localizes to growing tips or plus-ends of MTs (30) . As expected, in cells where the MTOC had presumably translocated to the contact zone, the centrosome appeared as a common initiation point for EB3 comets (Fig. 1B and Movie S2). Such extensive growth of MTs was specific to TCR stimulation, because cells plated on poly-L-lysine-coated coverslips showed very few EB3 comets in the beginning and almost no comets after 10 min of contact (Movie S3).
We tracked and quantified the position and instantaneous speed of growing MT tips (as marked by EB3-EGFP comets) using plusTipTracker software (30) . To determine if these two parameters showed spatial dependence, we measured the radial and angular positions of these growing MT tips, defined by a polar coordinate system with the cell centroid as the origin (details are provided in Materials and Methods). The radial distribution of tips differs significantly from the uniform ray model (Fig. S1A) , in which MTs were assumed to emanate from the MTOC uniformly at all angles and to grow radially without hindrance. As shown in Fig. S1B , the empirical cumulative distribution function of the normalized radius significantly shifted to the left (Kolmogorov-Smirnov test: P = 0 between the experimental distribution and linearly distributed random radius), meaning that the cell center has high visit rates by growing MTs. Furthermore, by taking the ratio between the probability density functions (pdfs) of the experimental data and the uniform ray model (∼ r), we found that MT plus-tips are enriched near the cell center. The abundance of plus-tips decreases to a local dip when r reaches 0.6-0.7 and is abruptly abolished when r > 0.9 (Fig. S1C) . Therefore, MT growth is regulated spatially, in which a minor "sink" is present near r = 0.6 and the cell periphery is a major sink.
In individual cells, we observed that the growth speed distribution remained nearly constant with activation time (Fig. S2A) . We therefore pooled the individual tip speeds between the ninth and tenth minutes of contact in different cells to represent the overall MT growth speed. The speed distribution best fits a gamma distribution (χ 2 goodness of fit: P = 9.4 × 10 −6 ; shape parameter: 1.38 ± 0.02; scale parameter: 76 ± 1 nm·s . For cells with the centrosome located reasonably close to the cell centroid (three examples are shown in Movie S2, with the approximate positions of the centrosomes labeled by the yellow circles), we found that the EB3 comets sped up when reaching out from the centrosome to a normalized radius of about 0.6-0.7 and slowed down significantly as they moved outward (Fig. S2B) . To determine if MT growth speed is dependent on growth direction, we decomposed the instantaneous velocities into radial and tangential components. Both components showed no dependence on activation time ( Fig. S2 C and D) . Notably, the median angular velocities remained around zero, signifying no inherent helicities in the MT growth direction. On the other hand, we found that radial growth speed, but not angular speed, depends on the radial position ( Fig. 1 D and E) , confirming that the spatial regulation of MT growth is primarily in the radial direction. Because the F-actin network and dynamics vary significantly with the radial distance from the cell centroid (16, 31) , this spatial dependence of MT speeds suggests that local actin architecture may modulate MT growth speed and direction.
Dynamic MTs Regulate Traction Stress Through Rho Kinase Activity.
Our previous studies have shown that the actin cytoskeleton is important for force generation in T cells (9) . To determine whether dynamic MTs also contribute to force generation, we used TFM to measure changes in traction stresses after smallmolecule inhibition, as described in our earlier work (9). We used nocodazole (100 nM) or Taxol (500 nM) to inhibit MT growth. These doses have been previously used to study the mechanism of MTOC translocation during T-cell activation (7) and do not interfere with TCR signaling (32) . Application of either of these two drugs to the cell after 10 min of activation rapidly decreased the number of dynamic MTs (Movie S4), although the decrease was more dramatic with nocodazole. We observed increased traction stresses after the addition of nocodazole, as indicated by the heat map ( Fig. 2A) . The stress ratio was calculated as the ratio of median stress in the time interval 9-15 min after drug treatment to the median stress in the time interval 0-3 min before drug treatment. Traction stress levels increased significantly upon inhibition of MT dynamics (40% for nocodazole, 20% for Taxol), as shown in Fig. 2B [stress ratio (median ± quartile deviation): 1.5 ± 0.5, n = 31 cells, MannWhitney U test: P = 0.03 for nocodazole; stress ratio =1.3 ± 0.3, n = 30 cells, P = 0.05 for Taxol; stress ratio =1.1 ± 0.3, n = 75 cells for vehicle]. Although spreading is radially symmetrical, we note that the stress generation is heterogeneous over the contact zone potentially due to variations in cytoskeletal dynamics. Our previous work (9) has shown that there is significant signaling activation and cytoskeletal rearrangement while the traction stress reaches a plateau over this time interval. Dynamic MTs have been shown to regulate Rho guanine nucleotide exchange factor (RhoGEF) activity, and the activation of Rho kinase (33, 34) and the Rho/Rho kinase (ROCK) pathway is known to regulate contractility in multiple cell types by modulating myosin phosphorylation (33, 35) . We therefore hypothesized that the enhancement of traction stress by inhibition of MT dynamics might be caused by the up-regulation of Rho-ROCK activity, which would then increase contractility at the T-cell contact zone. If such were the case, simultaneous application of the ROCK inhibitor Y-27632 and nocodazole would negate the stress-strengthening effect of nocodazole alone. Consistent with our hypothesis, coapplication of 100 μM Y-27632 and 100 nM nocodazole resulted in a decrease in stress, to a similar extent as Y-27632 treatment alone ( Fig. 2C ; stress ratio = 0.8 ± 0.2, n = 23 cells, P = 0.03). To investigate whether MT dynamics are upstream of Rho signaling or whether they operate independently but have opposite effects on traction stresses, we examined if inhibition of MT dynamics increased traction stresses when ROCK activity was already suppressed. We activated Jurkat T cells on elastic substrates in the presence of Y-27632 for 15 min and then applied nocodazole. Nocodazole treatment did not increase traction stresses when ROCK was inhibited ( Fig. 2D ; nocodazole stress ratio =1.2 ± 0.2, n = 25 cells, P = 0.8; vehicle stress ratio =1.2 ± 0.2, n = 20 cells). This result indicates that these pathways do not regulate stress independently and that Rho-ROCK signaling lies downstream of dynamic MTs in regulating stress maintenance. Taken together, our results suggest that dynamic MTs regulate traction stresses in T cells potentially through the Rho-ROCK pathway.
Dynamic MTs Regulate Nonmuscle Myosin II Phosphorylation. ROCK activation is known to lead to nonmuscle myosin II (NMII) light chain phosphorylation through the inhibition of myosin phosphatase (36, 37) , which, in turn, leads to NMII assembly and clustering (35, 38) . To elucidate the potential mechanism by which MT dynamics modulate force generation, we next investigated how ROCK activation and MT dynamics modulate NMII II accumulation and phosphorylation. We transfected Jurkat cells with EGFP-tagged myosin regulatory light chain (MLC-EGFP) and visualized NMII simultaneously with F-actin, MTs, and NMII heavy chain A (MYH9), using immunostaining as described earlier. NMII localized to the lamellar ring between the cell edge and the actin-sparse central region, forming an "NMII-rich zone" in the cell (Fig. S3A) . Overlay with MTs revealed significant overlap between NMII and MTs in the lamella, indicating that the lamella was a potential zone where MT-actomyosin interactions could take place (Fig. S3B) . Finally, we found that MYH9 localized to the periphery of the NMII ring (Fig. S3C) .
Phosphorylation of MLC at threonine-18 and serine-19 promotes NMII bipolar filament assembly and ATPase activity in vitro (39, 40) . Large-scale phosphoproteomics analysis has shown that serine-19 of MLC is the primary site of phosphorylation during T-cell activation (41) . We therefore interrogated the localization of phosphorylated MLC (pMLC) with an antibody against mono-pMLC at serine 19. Upon permeabilization and fixation after 10 min of stimulation, we found that pMLC localized to the NMII-rich zone in the cell (Fig. 3A) . Cells that exhibited higher levels of NMII filament assembly (as indicated by MLC intensity levels) showed significantly increased colocalization of pMLC with NMII filaments, as indicated by the positive correlation between MLC intensity in NMII-rich regions and the respective pMLC staining ( Fig. 3B ; n = 41 cells, regression slope > 0, P = 0.005; the indices are defined in Materials and Methods), confirming that MLC in these NMII-rich regions was phosphorylated.
To investigate the effect of ROCK activation and MT dynamics on pMLC levels at the contact zone, we treated cells with the respective inhibitors after 10 min of activation, and fixed them at 20 min. For Jurkat cells, Y-27632 treatment reduced pMLC levels, whereas nocodazole treatment resulted in increased pMLC levels ( Fig. 3 C and E and Table S1 ). We obtained similar results for primary human CD4 + cells, in which Y-27632 treatment reduced pMLC levels and nocodazole treatment resulted in an increase in pMLC levels ( Fig. 3 D and F and Table S2 ). We carried out two independent experiments for each cell type and observed similar results. This finding indicates that inhibition of MT dynamics (which increases traction stresses generated by T cells) positively correlates with pMLC levels at the activating cell-surface contact.
NMII Light Chain Phosphorylation Regulates Traction Stress. We next examined whether Rho signaling regulates traction stress maintenance through NMII phosphorylation. We used calyculin A (CA), a serine/threonine protein phosphatase inhibitor that inhibits myosin phosphatase activity (37, 42) , at a concentration of 5 nM. CA treatment increased traction stresses after 15 min by 30% (Fig. 4 A, B , and G; stress ratio=1.4 ± 0.4, n = 23 cells, Mann-Whitney U test: P = 0.03). Because CA inhibits both type 1 and type 2A protein phosphatases, we used okadaic acid (OA), at a concentration that preferentially inhibits type 2A phosphatase (20 nM), as a negative control (42) . The stress ratio after OA treatment did not differ from the stress ratio of vehicle significantly (P = 0.15), but it was lower than with CA treatment (stress ratio =0.9 ± 0.2, n = 15 cells, P = 0.007; Fig. 4 C, D , and G). Therefore, we infer that the effect of CA is most likely due to its inhibition of myosin phosphatase (a type 1 phosphatase) ( 44), and our data indicate that NMII contractility contributes to traction maintenance in Jurkat T cells. Because myosin phosphatase activity lies downstream of Rho activity (36), we next examined whether the inhibition of myosin phosphatase could reverse the stress relaxation effects of ROCK inhibition by coapplication of CA and Y-27632 compared with the stress ratio upon application of Y-27632 alone. As shown in Fig. 4 E-G, CA reversed the effect of Y-27632 (stress ratio =1.0 ± 0.4, n = 25 cells, P = 0.8). Overall, our data suggest a positive correlation between ROCK-controlled NMII light chain phosphorylation and traction stress maintenance.
Regulation of Actomyosin Dynamics During Contact Formation. A number of studies have revealed a close connection between actomyosin dynamics and traction stresses exerted by the cell (45, 46) . Given our observations of traction stress modulation, we proceeded to examine how the spatial distribution and dynamics of the actomyosin cytoskeleton are regulated by MT dynamics and Rho kinase activity. TagRFP-T-actin-expressing Jurkat cells were transfected with MLC-EGFP to visualize both proteins simultaneously using TIRF. We observed that NMII accumulated and underwent retrograde flow that spanned the lamellar region (Fig. 5A and Movie S5). A closer look at the dynamics of these NMII-rich filaments indicated that they accumulated at the anterior, formed arcs while traveling in a retrograde manner, and disassembled upon reaching the posterior of the lamella (Movie S6). We quantified myosin intensity and retrograde flow speeds of actin and myosin as shown in the work flow in Fig. S4 .
We found that the NMII TIRF intensity (blue) inside the contact zone, normalized by the respective average intensities measured in the 9-to 10-min time window, increased in the first 10 min and saturated thereafter, whereas actin intensity (red) stayed roughly constant (Fig. S5A) . We defined the ratio of average intensity in the 9-to 10-min time window to average intensity in the 0-to 1-min time window as the "protein recruitment index." Comparison of protein recruitment indices showed that during cell spreading, the total actin content at the interface remained constant despite considerable polymerization/depolymerization dynamics (index = 0.96 ± 0.18, n = 111 cells), whereas the NMII levels increased significantly with time ( Fig. S5B ; index =1.1 ± 0.2, n = 180 cells, Mann-Whitney U test: P = 0.002).
To quantify the retrograde flows of actin and NMII, we performed optical flow analysis of NMII and actin image sequences between consecutive frames (2.5-or 5-s interval) (Fig. S4 D and G and Movie S7). We calibrated the optical flow tracking results with the optical flow tracking results from simulated flow and kymography of live-cell image sequences (Fig. S4J) . The pdfs of NMII and actin retrograde flow speed between 9 and 10 min of activation both showed a single peak (Fig. 5B) . We found the NMII speed to be 17 ± 8 nm·s −1 (median ± quartile deviation; n = 195,443 vectors) and the actin speed to be 27 ± 14 nm·s (median ± quartile deviation; n = 185,658 vectors). To examine whether NMII speeds are correlated with actin speeds, we plotted NMII speeds (v NMII ) in various polar angles against the corresponding actin speeds (v actin ) (Fig. S5C) . We found that the NMII/ actin speed relation fit well with the formula: v NMII = v 0 e sinhðβvactin+γÞ , with the hyperbolic sine function centered at − γ β = 48 nm·s −1 and with a characteristic speed of 1 β = 19 nm·s −1 ( Fig. S5C ; n = 106 cells, 1,400,981 NMII/actin speed pairs). The slope of the v NMII − v actin curve about the center (v 0 αβ) was 0.34 and increased at higher v actin , which agrees with kymography-based results in previous work that lamellar actin flow speeds are about 40% of the lamellipodial actin speeds (31) .
We next examined the spatiotemporal regulation of actomyosin dynamics by MT dynamics, ROCK, and myosin phosphatase activity using pharmacological inhibition (Movie S8). To quantify the different aspects of actomyosin dynamics in the cell, we devised an additional parameter, the mean NMII normalized radius, in addition to NMII intensity and retrograde flow speeds of NMII and actin, respectively. As before, we applied inhibitors after 10 min of surface-bound anti-CD3 stimulation (montages of 30-s intervals of MLC-EGFP are shown in Fig. 5 C-I ) and calculated the normalized value of each parameter (defined above) as the ratio of the parameter throughout the 10-min time window after drug application to the median of each parameter between 9 and 10 min of stimulation (right before drug application).
Using these ratios (Fig. 5 J-M and Fig. S6 A-D) , we found that NMII intensity decreased upon inhibition of ROCK activity (Fig.  5J, Fig. S6A , and Table S3 ). Cotreatment with CA, but not nocodazole, restored NMII levels after 10 min (Fig. 5J, Fig. S6A , and Table S3 ). This result shows that Rho/ROCK activity is essential for the formation and maintenance of NMII filaments. CA treatment alone increased NMII intensity (Fig. 5J, Fig. S6A , and Table S3 ), whereas OA treatment had no effect on NMII accumulation (Fig. 5J, Fig. S6A , and Table S3 ). Furthermore, nocodazole treatment led to an increase in NMII intensity (Fig. 5J, Fig. S6A , and Table S3 ), whereas coapplication of nocodazole with Y-27632 abrogated the increase (Fig. 5J, Fig. S6A , and Table  S3 ). Overall, we found that the actomyosin ring dimensions were largely insensitive to inhibitors. However, CA treatment led to a slight, but statistically insignificant, inward contraction of the actomyosin ring (Fig. 5K, Fig. S6B , and Table S3 ). Therefore, myosin phosphatase may lead to the disassembly of NMII filaments, as expected for its MLC dephosphorylation activity.
We next quantified the effect of MT, ROCK, and phosphatase inhibition on peripheral actin flow. We found that application of nocodazole alone led to more sustained actin flow (Fig. 5L, Fig.  S6D , and Table S3 ), whereas Y-27632 treatment and its coapplication with nocodazole negated this effect by suppressing peripheral actin flow (Fig. 5M) , Notably, whereas CA treatment led to increased NMII intensity, the maintenance of actin flow was not affected (Table S3 ). However, coapplication of CA rescued the decrease due to Y-27632 application alone (Fig. 5M,  Fig. S6D , and Table S3 ). These observations suggest that although peripheral actin flow is correlated with NMII contractility, inhibition of dynamic MTs could prolong actin flow in an NMII contractility-independent manner that cannot be recapitulated by inhibiting myosin phosphatase. Jurkat cells to image actin flow and MT growth simultaneously (Movie S9). Specifically, we were interested in the relationship between the MT influx into the peripheral region (normalized radius r: 0:8 < r < 1) and local actin flow speed in that region. We counted the number of MT tracks that arrived at different polar angles at the periphery for all time points (Fig. 6 A and B) . A rough estimate of MT influx is given by the accumulated number of MT arrivals divided by the time since first entry of MTs per unit area. When we pooled the analyzed MT influx (between 9 and 10 min of activation) and plotted it as a function of the local actin speed, we found that actin retrograde flow speed was negatively correlated with MT influx (number of cells analyzed = 17, number of flow vectors analyzed = 40,322; Fig. 6C ). Therefore, MT growth into the periphery could be a "hidden" factor that modulates actin flow and potentially contributes to the intercellular and intracellular heterogeneities of actin flow speed (Fig. 5B) .
To investigate further whether Rho signaling mediates the correlation between MT dynamics and actin flow, we focused on two key effectors of Rho: ROCK and formin. Notably, the formin, mDia1, is known to be activated upon Rho activation by a direct structural interaction (47) . Furthermore, recent in vitro studies have shown that formins bind to MTs through their FH2 domain, which suppresses the actin polymerization function of formins (48, 49) , although the formin mDia1 was also reported to polymerize actin filament by recruitment to MT tips (50) . In addition, a recent study showed that NMII-rich actin arcs in the IS are derived from formin-mediated actin polymerization primarily in the lamellipodia (51) . To test whether the activation of ROCK and formin mediates MT-actin interactions at the T-cell contact zone, we activated EB3-EGFP-and TagRFP-Tactin-expressing Jurkat cells on anti-CD3-coated coverslips in the presence of Y-27632 or the formin inhibitor SMIFH2 (15 μM) (52) . SMIFH2 inhibits the actin polymerization activity of formins. Jurkat cells were able to spread in the presence of either inhibitor (Movie S10), and we observed an increase in MT growth speed in both cases (Fig. 6D and Table S4 ). ROCK and formin inhibition both led to small but significant decreases in actin flow speeds between 9 and 10 min after activation (Fig. 6E and Table S4 ). Comparing the relationship between actin speed and MT influx, both treatments resulted in a slowing down of actin flow compared with vehicle throughout the range of MT influx, but the negative correlation between actin flow and MT influx still persisted (Fig. 6F ). These observations are consistent with the hypothesis that Rho activity is essential for maintaining peripheral actin flow and for mediating MT-actin cross-talk through ROCK and formin activation.
Discussion
Physical forces are known to regulate multiple cell biological processes (53) . In the context of immune synapse formation, traction stresses generated by T cells enable antigen discrimination and cell activation (11), likely through the enhancement of interaction lifetime upon application of forces to the TCR (54) . Previous work, including ours, has characterized these forces and shown that they are dependent on pMHC affinity (11), actin dynamics (9), TCR signaling and calcium influx (8, 55) , cdc42 activity (11) , and stiffness of the opposing substrate (9, 10, 56) . Here, we integrate force measurements with dual-color TIRF imaging to propose a model of force generation in T cells: Dynamic MTs locally modulate NMII filament assembly; lamellipodial actin flow; and, thereby, force generation through the Rho GTPase pathway (Fig. 7) . Our work has thus identified the interactions between MT and actomyosin cytoskeletal dynamics as critical determinants of force generation during T-cell activation.
Most previous studies on the role of MTs in T-cell activation have focused on the rapid translocation of the MTOC upon pMHC ligation (25, 26, 57) and the molecular mechanisms that underlie this process (5, 19, 21, 58) , The consensus view from these studies has been that the MT cytoskeleton acts as a scaffold, holding lytic granules and guiding centrosomal reorientation toward the APC for directional secretion. Although stable MTs have been demonstrated to be essential for MTOC translocation, our work identifies a role for dynamic MTs in regulating force generation at the cell periphery. Based on our studies, as well as previous studies on the link between MT plus-tip dynamics and focal adhesions (59-62), we suggest the following conceptual model. Growing MT tips sequester RhoGEF, such as GEF-H1 (63) . RhoA activation requires the release of RhoGEFs from dynamic MTs, which may occur during a catastrophe event. According to this model, a loss of dynamic MTs would result in reduced sequestration of RhoGEF, leading to an effective increase in RhoGEFs at the lamellipodial/lamellar region, as well as increased RhoA activation, myosin contractility, and enhanced traction stresses, as we observe upon application of nocodazole and Taxol (Fig. 2) . The effect of Taxol on traction enhancement is more modest compared with nocodazole because Taxol has a milder effect on reducing dynamic MTs than nocodazole (as observed qualitatively from time-lapse images). Our results, however, do not entirely preclude the involvement of stable MTs, for example, with acetylated (19) and detyrosinated (21) tubulin, in regulating cellular contractility. Our findings further define the role of NMII-mediated contractility in T-cell activation. NMII is essential for T-cell migration (64), especially in confined spaces (65) . By combining TFM, live-cell imaging, and immunofluorescence, we have shown that Rho-ROCK activity is essential to maintain both pMLC levels and traction forces, linking force generation to MLC phosphorylation and filament assembly. Previous studies (16, 17) have examined actin flows during T-cell activation and the role of Rho-kinase activity and myosin IIA on modulation of these flows (16, 17) . These studies showed that both inhibition of myosin IIA and actin disassembly are required to arrest actin retrograde flows that govern several aspects of signaling, such as microcluster dynamics, Ca 2+ signaling, and PLC-γ1 phosphorylation. Our work adds to those results by elucidating the role of both the actomyosin machinery and dynamic MT activity on T-cell force generation and suggests the possible role of these forces in regulating T-cell signaling.
Our results further suggest that formin activation may be an additional pathway mediating MT-actin cross-talk. It has previously been shown that mDia1 deletion results in impaired T-cell development, proliferation, and migration (66) . Our results suggest that formins regulate peripheral actin flow, presumably activated by local Rho activation to initiate actin polymerization (47) , which, in turn, is regulated by local MT dynamics (Fig. 7) . We favor actin polymerization over MT stabilization to be the dominant activity of formins in the cell periphery based on two observations: First, formin-mediated linear actin bundles have been demonstrated in the T-cell contact zone, with formins located near the cell edge (51), and, second, visits by MTs into the lamellipodia are rare (Fig. S1C) . On the other hand, we cannot exclude the possibility that some dynamic MTs that visit the periphery might be stabilized by formins there.
Finally, other factors may also contribute to the interaction between actin and MTs to coordinate force generation (e.g., perturbation of ezrin-disrupted immune synapse shape) potentially by affecting the link between cortical actin and the MT network (67) .
Although Rho appears to sit at the crossroads between MT and actomyosin dynamics and an inactivating G17V mutation in the RHOA gene is associated with angioimmunoblastic T-cell lymphoma (68) , the links between TCR triggering and Rho activation remain to be investigated. A comprehensive study of activated signaling elements in T cells has shown that whereas cdc42 and, to a lesser extent, Rac1 are active at the periphery of the contact zone, where they generate lamellipodial actin dynamics, RhoA becomes more centralized (69) . This more central location of RhoA activation overlaps with the actomyosin ring that we observe (Fig. 5) . Regardless of the molecular mechanism of Rho activation, we speculate that an inward spatial gradient of Rho activity develops in the IS driven by MT dynamics. It is likely that all three Rho GTPases contribute to the development and maintenance of traction forces in distinct spatiotemporal patterns (70) .
Our observations of actin arc and myosin ring assembly and contractility are likely to be a general feature of T-cell activation. A recent study of CD8
+ T cells conjugated with target cells using light sheet microscopy showed strong actin retrograde flows that are very similar to the flows observed in vitro on the coverslip systems (26) . Furthermore, earlier studies have shown that IS formation is accompanied by large-scale retrograde flows and polarized myosin II accumulation toward the IS, with similar kinetics to what we observe here (71) . Given the limitations of currently available imaging technologies for obtaining high spatial resolution views of subcellular structures at the cell-cell contact, actin arcs have not yet been observed in T-cell-cognate APC conjugates.
Our study also sheds light on the importance of the mechanical properties of the ligand-bearing surface in T-cell activation. T cells encounter APCs of varying stiffness, which is an important physiological aspect. In addition, although unligated pMHCs diffuse freely in dendritic cells (DCs) (72) , pMHC ligation leads to polarized DC actin polymerization toward the T cell (73) , impeding the diffusion of pMHCs and facilitating the formation of TCRpMHC microclusters (74) . Mechanical forces generated by the T cell are therefore likely to be transduced through the TCR-pMHC bond to the APC. Therefore, the stiffness of the APCs (75) is a potential key parameter that the T cell senses, and it also matches well with the stiffness of the soft substrates we used in this study.
In conclusion, our work establishes the importance of internal cytoskeletal dynamics in force generation in T-cell activation. We have shown that T cells use two mechanisms to generate and maintain traction stresses: actin flow at the periphery and NMII filament assembly-mediated contraction (Fig. 7) . Both mechanisms are likely to be physiologically relevant, because the effects of ROCK and MT inhibition on the pMLC are observed in both Jurkat and primary human CD4 + cells. How T cells use and modulate this pathway to achieve mechanosensing (76) , as in the case of mesenchymal stem cells, remains to be understood. Interestingly, the lymph node itself is also mechanically active, because Rho inactivation in fibroblastic reticular cells enables lymph node expansion during inflammation (77) . Understanding the mechanobiology of T-cell activation is important for immunotherapy design against cancer because the tumor microenvironment is known to undergo significant extracellular matrix remodeling and stiffness changes during disease progression (78) . The molecular mechanisms linking cytoskeletal forces with TCR-mediated signaling initiation will be the subject of future investigation. Robert Fischer, Laboratory of Cell and Tissue Morphodynamics, National Heart, Lung, and Blood Institute, Bethesda. It was transfected into TagRFP-Tactin-expressing E6-1 cells by electroporation.
Anti-CD3 (Hit3a) was purchased from eBioscience. Antibodies against tubulin, NMIIA, and monophosphorylated NMII light chain were purchased from Abcam. CA and antibody against doubly phosphorylated NMII light chain were purchased from Cell Signaling Technology. Y-27632 was purchased from SelleckChem. OA was purchased from Santa Cruz Biotechnology. Taxol was purchased from Cayman Chemical. Forty percent acrylamide, 2% Bis-acrylamide, ammonium persulfate, and tetramethylethylenediamine were purchased from Bio-Rad. FluoSphereRed microspheres (0.2 μm) were purchased from Molecular Probes. Poly-L-lysine and nocodazole were purchased from Sigma-Aldrich. Sylgard 164 elastomers were purchased from Ellsworth Adhesives. Stainlesssteel microspheres were purchased from Salem Balls. Hydrazine hydrate and colchicine were purchased from Acros. L-15 medium was purchased from Life Technologies. All oligos were purchased from Integrated DNA Technologies.
Preparation of Elastic Substrates and Microscopy. The procedures for polyacrylamide gel preparation and TFM are as described previously (9) . For immunofluorescence imaging, images of four different channels, namely, interference reflection microscopy (IRM), bright-field differential interference contrast microscopy, and green and red TIRF fluorescence, were acquired. At the end of an experiment, one image of fluorescent dextran solution was taken for shading correction and one image with all light sources turned off was taken for dark noise removal.
Immunofluorescence. Conventional fixation was carried out by fixing the cells with 2.4% paraformaldehyde (PFA) for 30 min at 37°C; permeabilizing cells in 0.1% Triton X-100 for 4 min at room temperature; blocking cells with 2% normal goat serum for 30 min at room temperature; incubating cells with primary antibodies overnight at 4°C; and, finally, incubating cells in secondary antibodies for 45 min at room temperature. The permeabilization before fixation protocol was adopted from previous studies (27) . Cells were activated for a specified time period, and a 2× permeabilization buffer [10 mM 2-(N-morpholino)ethanesulfonic acid, 130 mM potassium chloride (KCl), 3 mM magnesium chloride (MgCl 2 ), 10 mM ethylene glycol tetraacetic acid, 2% Triton X-100, 8% polyethylene glycol 8000, 2% BSA] was added at a volume equal to the buffer the cells were in for 10 min at 37°C. PFA was added to achieve a final concentration of 2.4% and fixed for 30 min.
Data Analysis. The TFM and cell edge tracking analysis procedure were previously described and were strictly followed in this work (2, 9). Unless specified otherwise, the Mann-Whitney U test was used for all statistical comparisons. Outliers were defined as data points more than three quartile deviations above the third quartile or below the first quartile.
EB3 Comet Tracking. We used u-track software (with the plusTiptracker module) for EB3 tracking (30) . Radial and tangential speeds were calculated using the simple dot and cross-product between the instantaneous velocity vector and unit radial vector from the cell centroid.
Coordinate System to Characterize MT, NMII, and Actin Dynamics. The cell boundary was determined from the actin/IRM image sequence, and for each pixel inside the contact area, the normalized radius at that pixel was defined to be the ratio between the radial distance from the centroid to the distance between the centroid and the intersection point of the cell boundary with the extrapolated straight line from the centroid to the pixel (Fig. S4 H and I) .
Recognition of NMII-Rich Regions. Background subtraction by morphological opening of the disk radius of 15 pixels (2 μm) was carried out on the NMII image sequence/immunofluorescence image. From each frame, the probability distribution of NMII background-subtracted intensity inside the cell was calculated, and the background (NMII-sparse regions) was modeled as either a Gaussian or a gamma, depending on which model gave a better fit and smaller mean squared error. The intensity range used for fitting was 2.5 σ above the background mean. After that point, the probability that the observed NMII intensity was due to background noise was calculated for each pixel inside the cell contact, and a random number was drawn and compared with that probability. If the random number drawn was larger, the pixel was considered to be NMII-rich (Fig. S4C) . In the analysis of MLC immunofluorescence, the background fluorescence of all cells was modeled as a Gaussian to ensure consistency.
Quantification of Colocalization Between MLC and pMLC. The pMLC dots were recognized by SpotDetector MATLAB software obtained from Francois Aguet, Broad Institute, Cambridge, MA. The Pearson correlation coefficient between MLC background-subtracted intensity and pMLC denoised intensity in pixels in which both signals are nonzero was defined to be the "colocalization index." The clustering index was defined to be the intensity ratio between MLC backgroundsubtracted fluorescence inside and outside of the NMII-rich regions.
Quantitative Immunofluorescence. To analyze immunofluorescence images quantitatively, dark noise was first subtracted from each image. The image was then corrected for illumination shading by dividing with a dark noisesubtracted TIRF image of fluorescent dextran solution acquired at the end of imaging. Background fluorescence was then estimated from morphological opening of the disk radius of 120 pixels (26 μm) and was subtracted from the shading-corrected image to give the final quantitative image. Edges of single cells were tracked as previously described (2, 79) . The average intensity in the tracked region was calculated for the channels of interest (green, red, or both).
Optical Flow Tracking for NMII and Actin. To ensure accuracy of the optical flow tracking software, we first produced a simulated image sequence of particle density 10 μm −2 at a defined speed between 0 and 200 nm·s −1 traveling in a positive x direction (Image Correlation Spectroscopy software from Cell Migration Gateway). The optical flow algorithm gives the flow speed vector [u raw (x; y; t); v raw (x; y; t)] for every pixel (x, y) at all time points t. For every pixel (x 0 ; y 0 ), we assume the speed vectors undergo smooth time evolution; therefore, we smoothed the flow vectors with respect to time: u(x 0 ; y 0 ; t) = smooth (u raw (x 0 ; y 0 ; t)), v(x 0 ; y 0 ; t) = smooth (v raw (x 0 ; y 0 ; t)). We found that moving the average of span 5 (25 s per 12.5-s window) gave the optimal result, compared with local regression-based methods, and that the algorithm gave accurate tracking of flow speed in the persistent flow simulation (Fig. S4J ). In cells, actin/NMII flow often speeds up and slows down regularly, in which time-dimension smoothing could lead to underestimation of flow speed. We therefore obtained flow speed from kymographs of NMII/actin in live-cell image sequences and plotted those results against the flow speed from optical flow tracking (Fig. S4K) . The relation was fitted with a hyperbolic tangent function v kymo = A tanh (Bv OF ). From this relationship, we can calibrate for underestimation of flow speed in the slow flow regime. All flow speed data shown in this report are calibrated.
Metrics to Quantify Actomyosin Dynamics. For every pixel in the NMII-rich region at each time point, the normalized radius, the polar angle of the pixel from the centroid, the background-subtracted intensity (NMII intensity), and the retrograde flow speed at that pixel were recorded. The median NMII intensity and mean normalized radius for all pixels inside the NMII-rich zone were obtained for every time point to represent the general behavior of the respective parameter in a cell. For actin flow, we used pixels inside the cell contact with a normalized radius between 0.8 and 1 to represent the periphery. Polar angle and retrograde flow speed were recorded for further analysis. Retrograde flow speed was defined to be the inward radial component (from the pixel to the centroid) of the flow vector at that pixel. For flow speed analysis of both NMII and actin, 3°angular bins were used for all cells to allow intercellular comparison. In addition, median flow speed in each angular bin was used to represent average flow speed in the bin.
