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Abstract
In this thesis a new parallel computational method is proposed for modeling three-
dimensional dynamic fracture of brittle solids. The method is based on a combina-
tion of the discontinuous Galerkin (DG) formulation of the continuum elastodynamic
problem with Cohesive Zone Models (CZM) of fracture. In the proposed framework,
discontinuous displacement jumps are allowed to occur at all element boundaries in
the pre-fracture regime in a manner similar to "intrinsic" cohesive element meth-
ods. However, owing to the DG framework, consistency and stability of the finite
element solution are guaranteed prior to fracture. This in stark contrast to the in-
trinsic cohesive element methods which suffer wave propagation and stability issues
as a result of allowing discontinuous displacement jumps in the pre-fracture regime
without properly accounting for them in the weak statement of the problem.
In the new method, a fracture criterion is evaluated at all element boundaries
throughout the calculation and upon satisfaction of this criterion, cracks are allowed
to nucleate and propagate in the finite element mesh, governed by a cohesive traction-
separation law (TSL). This aspect of the method is similar to existing "extrinsic"
cohesive element methods which introduce new fracture surfaces in the mesh through
the adaptive insertion of cohesive elements subsequent to the onset of fracture. Typ-
ically this requires the mesh topology to be modified on-the-fly, a process which is
highly complex and hinders the scalability of parallel implementations. However, for
the DG method, discontinuities exist at element boundaries from the start of the cal-
culation and so modifications of the mesh topology are unnecessary for introducing
new fracture surfaces. As a result, the parallel computational framework is highly
scalable and algorithmically simple.
In this thesis, the formulation and numerical implementation of the method is
described in detail. The method is then applied to simulate two practical problems.
First a ceramic spall test is simulated. In this example, the DG method is shown to
accurately capture the propagation of longitudinal elastic waves and the formation
of a spall plane. Mesh dependency of the predicted spall plane and the dissipated
cohesive energy is investigated for refined meshes resolving the size of the fracture
process zone and the results are shown to be highly mesh-sensitive for the range of
mesh sizes used. The spall test is also simulated using an existing intrinsic cohesive
approach which is shown to alter the propagation of elastic stress waves, leading to
the spurious result that no spallation occurs. In a second numerical example, the
proposed DG method is applied to simulate high-velocity impact of an unconfined
ceramic plate with a rigid spherical projectile. The method is shown to capture
some of the basic fundamental aspects of the impact response of unconfined ceramics
including the formation of conical and radial cracking patterns.
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Chapter 1
Introduction
Computational modeling of dynamic fracture has been popularized by the ability to
incorporate fracture models into conventional finite element codes. While computa-
tional methods for dynamic fracture have the potential to overcome the limitations
of analytical descriptions (studied in detail in the classic textbook by L.B. Freund
[30]), current implementations suffer from a variety of limitations and numerical is-
sues involving accuracy, stability, consistency, scalability, etc. A popular approach to
computational modeling of dynamic fracture is based on continuum damage models,
in which failure is accounted for in the material constitutive model. Continuum dam-
age approaches are generally hindered by the large extent of averaging that must be
done in order to include small scale aspects of the material response. Typically the
shape and size distribution of cracks in a specimen must be assumed from the outset
and then the effective continuum response is extracted by averaging the small scale
response over a representative unit cell of material. In assuming that the homoge-
nized model holds over an entire body, the discrete nature of the separation process
is lost and fracture is modeled in a continuum sense as a gradual degradation of the
elasticity of volumetric material elements through accumulated damage. Evidently,
the most fundamental objection to damage approaches is that they are unable to
model the formation of new free crack surfaces and provide at best an engineering
approximation of the damage process.
An alternative, also very popular, class of computational methods which have
shown promise for modeling complicated processes of dynamic fracture is based on
cohesive zone theories of fracture. The basic idea underlying the cohesive zone ap-
proach is to consider fracture as a gradual process of separation which occurs in small
regions of material adjacent to the tip of a forming crack, an idea originated in the
work of Dugdale [21] and Barenblatt [6]. The separation process is resisted by trac-
tions described by a phenomenological traction-separation law (TSL). In contrast to
damage approaches, cohesive theories seek to model accumulated damage as an effec-
tive behavior only of the fracture process zone, represented as a gradual degradation
of the cohesive tractions. Perhaps the popularity of cohesive zone models (CZM) is
owed to the ability of incorporating this view of the fracture process into existing FE
codes via interface elements. In this implementation of the theory, crack openings are
represented as displacements jumps at the interelement boundaries.
Despite the potential of cohesive element approaches for treating a broad class of
fracture mechanics problems in three-dimensions, there exist a number of numerical
issues and physical limitations of the models that still must be resolved. One obvious
limitation of this approach is that cracks are constrained to nucleate and propagate
only at the interelement boundaries. This issue has been addressed by a variety of
methods, including the embedded localization line method [23, 22], the extended finite
element method (XFEM) [44, 20, 1], and the cohesive segments method [65, 66]. Other
important issues include mesh dependency of the crack propagation paths and energy
release, problems with the propagation of stress waves and associated stability of time
integration algorithms, and problems with the parallel implementation of topological
mesh changes emerging from the propagation of cracks. As is well known [87, 42,
73, 98, 97], mesh dependency is a direct consequence of the inability of the cohesive
element approach to spatially resolve the fracture process zone. In principle, the only
way to address this problem, if at all possible, is to employ highly refined meshes
or adaptive schemes which in turn, demands scalable schemes enabling large scale
simulations, especially in three dimensions. In a sense, any computational fracture
approach based on a cohesive response of interelement boundaries in a fixed mesh is
inherently mesh dependent as the location of possible crack nucleation sites and crack
propagation paths is determined solely by the discretization. Another essential aspect
of dynamic fracture is the propagation of stress waves inside the fracturing material,
as inertial effects can play a strong role in the driving force for crack propagation
and in determining crack propagation speeds [30]. As is well known [87, 31, 25],
wave propagation issues arise in some classes of existing cohesive element approaches.
Other methods suffer from a lack of scalability due to the complexity of the parallel
implementation. The emphasis on scalable implementations stems from the need to
describe complex crack propagation patterns arising in three dimensional situations
(i.e. radial, conical cracks in localized impact of ceramics) which is also related to
the mesh dependency issue alluded to above.
The purpose of this thesis is to address several of the issues which hinder the
current state-of-the-art in computational methods for cohesive zone modeling of dy-
namic fracture. To this end we first present a detailed review of CZMs and their
implementation in continuous Galerkin (CG) FE codes. In this review we pinpoint
and discuss the numerical issues associated with the various cohesive approaches.
In light of these issues, and as a possible avenue for addressing them, we introduce
an alternative approach based on a discontinuous Galerkin (DG) reformulation of the
continuum problem that exploits the virtues of the existing cohesive element methods.
Discontinuous Galerkin methods are a generalization of weak formulations, allowing
for discontinuities of the problem unknowns in the interior of the problem domain.
Compatibility, consistency and stability of the methods are ensured by recourse to
boundary integral terms on the subdomain interfaces involving jump discontinuities
[3, 7, 17, 11, 36, 78, 54, 55]. One of the advantages of the DG approach for fracture
mechanics based on CZMs, is that it naturally leads to a consistent consideration of
the elasticity of the cohesive elements prior to fracture, thus avoiding the common
issue of properly describing stress-wave propagation in the uncracked body. Another
important feature of the DG method proposed in [55] is its inherent scalability which
enables large scale simulations as required for three-dimensional problems.
The organization of this work is as follows. In chapter 2 we describe the theoretical
origins of the cohesive zone concept and its implementation in FE codes formulated
within the CG framework. In chapter 3 we review the formulation, applications, and
issues associated with the various types of cohesive laws that have been proposed in
the literature. In chapter 4, we introduce the DG framework and its formulation and
parallel implementation in the context of dynamic fracture. In chapter 5 we apply
the new framework to different concrete problems in dynamic fracture. For a first
example, we simulate a ceramic spall test with our new approach and we compare the
results to those predicted with existing methodologies. This example is also used as a
driver problem to assess the scalability and mesh dependency of the new approach. In
a second numerical example, the method is applied to simulate the impact of a ceramic
tile with a rigid spherical projectile. The method is shown to capture several of the
important basic aspects of the impact response of ceramics including the formation
of conical and radial cracking patterns.
Chapter 2
Background on Cohesive Zone
Modeling of Dynamic Fracture
2.1 Origins of the Cohesive Zone Approach
Computational approaches to dynamic fracture based on cohesive zone models are
rooted in theories initially put forward by Dugdale [21] and Barenblatt [6] which
established a framework for modeling nonlinear separation processes at the tips of
sharp geometric discontinuities within materials that otherwise behave as linearly
elastic. Theories of fracture mechanics based on linear elasticity are insufficient for
directly modeling separation processes at the crack tip since they only determine the
near-tip fields in regions outside of the fracture process zone. Cohesive theories, on
the other hand, attempt to directly model crack face separation as a displacement
jump A across an initially coincident surface extending from the crack tip (called a
"cohesive surface"). The displacement jump is defined by
A = W+ _ P- = M . (2.1)
where W+ and p- are the displacement vectors for two initially coincident points
on the cohesive surface. The separation process is resisted by macroscopic forces T
acting on the cohesive surface (called the "cohesive tractions"), which are expected to
decay to zero when new crack surfaces are formed at some critical amount of opening
ahead of the crack tip, as required by the free surface condition of new crack flanks.
In [6], Barenblatt connected the cohesive zone idealization of the separation pro-
cess at the crack tip to phenomenological damage mechanisms in elastic brittle frac-
ture involving the separation and cleavage of atomic planes in the process zone. In
this work, he argues that the separation process at the crack tip involves displace-
ment jumps of the order of the molecular spacing (occurring as a result of macroscopic
separation of atomic planes) which are beyond the resolution of LEFM (see Figure 2-
1). Phenomenologically, the cohesive tractions are expected to depend locally on the
Crack face separation occurs Idealization of atomic separationacross cohesive zone processes in cohesive zone
Cohesive tractions
Cohesive zone
Physical extent of
crack
Figure 2-1: The cohesive zone interpretation of brittle fracture
amount of atomic separation, but not on the undamaged bulk material outside of the
cohesive zone. Hence, Barenblatt assumed that the constitutive response of a cohesive
surface in a brittle elastic material can be specified through a traction-separation law
(TSL) of the following form
T = T (A). (2.2)
Barenblatt argued that new crack surfaces are formed when the separation in the
atomic lattice is much larger than the molecular spacing, at which point the cohesive
tractions should decay to zero. Based on the assumptions that the cohesive zone
is small compared to the size of the whole crack, and that the cohesive tractions
conform to equation (2.2) irrespectively of its specific functional form, Barenblatt
demonstrated that the size of the cohesive zone can be chosen so that the stress
predicted at the free edge of the process zone is zero. This important result eliminated
the singularity of the stress field at the crack tip predicted by LEFM.
........... .......... ...... . ...................
A rigorous proof of the independence of the TSL from the bulk material behavior
in general elastic materials was provided later by Rice [69, 68] using an analysis based
on the J-integral. For an initially coincident cohesive surface of length R ahead of a
two-dimensional crack growing in the ei direction, we have
J= I T -A,1dX = j T (A) -dA (2.3)0 00
and hence the form of equation (2.2) holds for linear and nonlinear elastic materials.
Due to the first and second laws of thermodynamics [37, 38], the cohesive law for
brittle elastic materials can be shown to have a potential structure. This implies that
the cohesive tractions can be obtained from a free energy density function # (called
the "cohesive free energy density") by differentiation
T = 0 (2.4)
Phenomenologically, we expect that the cohesive tractions will vanish at some
finite critical value of separation Ac. Introducing this assumption into equation (2.3),
and recalling that the J-integral is equal to the Griffith critical energy-release rate
Gc for elastic materials, we obtain
J = Gc = T (A) - dA-#e (2.5)
where #,ep = (A = Ac) is called the work of separation. Hence, the J-integral
analysis also shows that at the critical value of separation, the work done per unit
crack area by the cohesive tractions on the displacement jumps is equal to the critical
energy-release rate, Gc, in the Griffith sense [33].
In the formulation of specific cohesive models, a particular form is chosen for
the cohesive energy density function which commonly depends on the choice of a
critical cohesive stress o-, and a critical opening displacement Ac. Evidently then,
the relation #,e, = G, establishes a fundamental link between the cohesive law and
physically-based fracture process parameters, and in turn enables the calibration of
these two model parameters to experiments.
The relationship between the cohesive law and the critical energy release rate
also has important consequences for finite element simulations as it introduces a
characteristic length le into the calculation given by
EG~
e = 2":/ (2.6)ft,
where E is the elastic modulus and ft, is the static tensile strength [68]. According
to Ruiz, et al., this characteristic length discriminates between specimen of different
sizes in finite element simulations [721.
In dynamic calculations, the choice of a TSL with a finite critical opening pa-
rameter parameter Ac introduces a characteristic time te which was first derived by
Camacho and Ortiz in [15] and can be written as
pcdAc
tc = P(2.7)
2f t ,
where cd is the dilatational wave speed, and p is the density. It has been argued that
this characteristic time accounts for loading-rate effects, as suggested by the correct
prediction of strain-rate effects in fragmentation simulations using rate-independent
cohesive laws [59, 58, 72].
Another important length scale associated with cohesive theories is the cohe-
sive zone length, R, used in application of the J-integral, and defined for a Mode I
Dugdale-Barenblatt crack under quasistatic loading as [68]
7r E 4GcR = F G2 (2.8)
8 1 - 2 4.
where v is the Poisson's ratio. Evidently, the cohesive zone length has important im-
plications on the choice and resolution of interpolation scheme and mesh size around
the crack tip in numerical calculations, as the process zone must be sufficiently re-
solved.
2.2 Continuous Galerkin Finite Element Implemen-
tation using Interface Elements
Perhaps the success and popularity of the CZM of fracture is due to the ease with
which it can be incorporated within conventional finite element formulations for de-
forming solids. In this section, we review and summarize the computational frame-
work and the implementation of cohesive zone models via interface elements. The
notation and approach from [56] are followed.
Our starting point is the continuum formulation of finite deformation elastody-
namics. Given the material points X describing the reference configuration of a body
occupying a region of space Bo c R3 at time t = to, we describe the current configu-
ration of the body at some time t in the interval T = [to, tf] through the deformation
mapping
x = (X,t) VXcBo, VtcT (2.9)
The deformation of infinitesimal material neighborhoods is described by the defor-
mation gradient
F = Vop (X, t) VX E Bo, Vt E T (2.10)
where Vo is the material gradient operator. We must require that the Jacobian of
the deformation be positive, i.e.,
J =det(F)>0 VXcBo, VtcT (2.11)
The material is loaded by body forces poB per unit reference volume and surface
tractions T on the boundary OBo. Finite element formulations allowing for a cohesive
response of interelement boundaries can be rigorously derived by supposing that Bo
is partitioned into two subbodies B" lying on the plus or minus sides of a cohesive
surface So, denoted S" [56] (depicted in Figure 2-2). In this case, balance of linear
.TdSO
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dVo
p B dVo
Figure 2-2: A single cohesive surface So traversing a three-dimensional body BO
momentum over the discontinuous body requires
Vo -P + poB = po
PN =T
P -N = [T]j = 0
VX E BO',
VX E OB :,0
VX E Sol,
Vt E T
Vt E T
Vt E T
(2.12)
(2.13)
(2.14)
where P = W(F) is the first Piola-Kirchoff stress tensor, and N is the outward
reference unit surface normal. The deformation power, representing the part of the
power expended on Bo which is not expended in raising its kinetic energy can be
written as
pD ,pok(B-- dVo + T - dSo (2.15)
Inserting the equations for linear momentum balance into equation (2.15) leads to
a generalization of the deformation power identity to a body containing a cohesive
surface.
P-D =P - FdVo + IT - ] b dSo (2.16)
This identity establishes the work conjugacy relation between the cohesive tractions T
and the displacement jumps []j at the discontinuous surface. These work-conjugacy
relations form the basis for a general theory of cohesive surfaces in solids where the
opening displacements play the role of a deformation measure and the tractions, of a
conjugate stress measure.
In an arbitrary brittle elastic body, quite complex dynamic three-dimensional
crack patterns can arise. With the CZM approach, arbitrary crack growth is allowed
for by introducing cohesive surfaces at some set of interior boundaries &IBoh, in
a finite element discretization Boh [ue1 Q], where Q6 represents the reference
element with boundary OQg, and E is the number of volumetric finite elements. The
work-conjugacy relation (2.16) results in an additional term in a formulation using
the principal of virtual work, representing the total virtual work done over all the
cohesive surfaces in the discretized body:
JBoh (Poh -o4h + Ph: Vop4h) dV + J T (A) -6AdS=
BIh p0B - pdV + JN BO-h T odS (2.17)
In general, the response of a cohesive surface will be different for opening and
sliding, making it necessary to keep track of the deformed configuration of the cohesive
surface. An adequate deformation measure is furnished by the mean deformation
mapping defined as
1= (p+ + p) (2.18)
2
from which the full deformation mapping is recovered from
1
p+ _±-A (2.19)
2
In the simplest and most popular implementation of the cohesive zone concept,
possible crack initiation sites and propagation paths are constrained to the interele-
ment boundaries, and so OIBoh =0[ue 1Q8] \&Boh. This requires the computation
of the mean deformation mapping at all element boundaries containing cohesive sur-
faces throughout the calculation. First developed by Ortiz and Suresh [57], the most
common FE implementation for computing the mean deformation mapping utilizes
so-called "cohesive" or "interface" elements, which for the case of quadratic 10-node
tetrahedral bulk elements consist of a pair of triangular 6-noded surface finite elements
whose nodes coincide with those of adjacent element facets undergoing separation (see
Figure 2-3).
Figure 2-3: Schematic of a cohesive element. Two adjacent tetrahedra separated by
an interface element: S+ and S- are respectively the facets corresponding to the
tetrahedra on the positive and negative side as defined by the positive surface normal
N and S is the midsurface
Denoting the standard shape functions for each part of the cohesive element by
Na (si, s 2 ), a = 1, ..., 6 where (si, s 2 ) are the natural coordinates of each surface el-
ement in a convenient standard configuration, the middle surface of the element is
defined parametrically as
6
x (s) = aN. (s) (2.20)
a=l
for
Xa = (x + X) (2.21)
where x, a = 1, ..., n are the nodal coordinates of the surface elements. The tangent
basis vectors to the middle surface, a, (s) are computed from
6
a, (s) = x,, (s) = Z aNa,, (s) for a = (1, 2) (2.22)
a=l
and the unit normal n (which points from S- to S+), from
n = ai x a2  (2.23)
1 ai x a2l
Finally the opening displacement in the deformed configuration is computed from
6
A (s) Z Xa] Na (S) (2.24)
a=l
with
[X] = x+ - X; (2.25)
Given the opening displacement vector, the cohesive tractions are then calculated
from an assumed form of the traction-separation law (equation (2.2)) and the nodal
forces follow as
f" = -p Ti (A (s)) NadS (2.26)
Two fundamentally different classes of TSLs have been proposed to date, differ-
ing in the assumed pre-fracture response of the cohesive surfaces. In the "intrinsic
approach," Figure 2-4a, cohesive surfaces within the material are assumed to have
a reversible (i.e. elastic) response prior to the onset of fracture. Conversely, in the
Gmax Omax
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Figure 2-4: Schematic of the traction-separation laws utilized in a) the intrinsic ap-
proach and b) the extrinsic approach.
"extrinsic approach," Figure 2-4b, cohesive surfaces are assumed to have a rigid re-
sponse prior to the onset of fracture. These two basic classes of TSLs have important
implications in terms of the numerical implementation, as well as in the resulting
numerical properties of the overall computational framework for dynamic fracture.
In the following chapter, we describe the formulation and implementation of each
type of law in detail, provide specific examples of phenomenological TSLs that have
been used in practice, and discuss the numerical issues associated with each type of
cohesive law.
Chapter 3
Review of the Intrinsic and
Extrinsic Cohesive Approaches
3.1 Intrinsic Approach
Intrinsic cohesive laws for computational fracture were initially developed for model-
ing delamination processes at material interfaces [48, 49, 50, 80, 81, 82]. Motivated by
the physics of the separation process in interface delamination, intrinsic cohesive laws
assume that the cohesive traction has an initially elastic response prior to reaching a
critical value, after which the traction falls to zero when new free surfaces are formed.
For interface problems, the crack path is typically well-known which allows for im-
plementation of the TSL simply as a mixed boundary condition in the finite element
mesh. In the generalization of this approach to problems involving arbitrary crack
initiation and propagation, the TSL is implemented at all interelement boundaries in
the FE discretization using the interface element approach described in section 2.2.
Since the intrinsic form of the TSL includes an initially elastic response, the cohesive
elements must be present throughout the entire calculation. This is usually done by
splitting a continuous FE mesh and creating the interface element data structures
prior to the calculation. Evidently, the cohesive elements, which are "intrinsically"
present in the calculation, are then responsible for maintaining the compatibility and
momentum transfer across elements through the TSL prior to fracture. This, in turn,
requires the TSL to have an elastic (i.e. reversible) response, as well as an "intrin-
sic" fracture criterion, beyond which the cohesive element response is dissipative,
irreversible and responsible for describing the fracture process.
In the following, we review a variety of intrinsic cohesive laws which have been
proposed, provide examples of the application of these TSLs for modeling arbitrary
brittle fracture, and discuss some numerical issues associated with the intrinsic ap-
proach.
3.1.1 The Polynomial Potential Law
The first intrinsic cohesive law, developed by Needleman [48], is formulated as a
cohesive energy density # of the following polynomial form:
27 1 (A n )2 4 A)+1(n)21
# (An, At, Ab) =-Ucon{ [ +
4 2 6n 3 on 2 6n
+ -a (- 1 - 2 -- n) + -n) 2] (3.1)
2 o, on on
+-a -1b 1-2 --n + -- n)2
2 6n 6n 6n
In this expression 6n is the critical normal separation at which # = ,ep and Tn
= T = T = 0, o- is the maximum normal cohesive traction, and a is a coupling
parameter describing the relative material resistance between sliding and opening.
Since a functional form is assumed for the cohesive free energy density function, the
cohesive tractions are obtained in this model by differentiation through equation (2.4).
Figure 3-1 shows a plot of the normal traction versus the normal opening for a = 0.
Needleman used this law to analyze the problem of void nucleation between a
ductile matrix and a spherical inclusion caused by debonding on the inclusion/matrix
interface. The specific form of this potential was inspired in the characteristic shape
of the traction vs. separation curves observed in interface delamination experiments,
although it was not fitted to any specific experiments. Evidently, the polynomial
form of equation (3.1) guarantees that there is a well-defined decohesion point at
a finite value of the separation, allowing for calibration of the model parameters to
experiments.
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Figure 3-1: Dependence of the normal cohesive traction T, normalized by the crit-
ical cohesive strength o-c, on the normal separation A, normalized by the critical
separation o&
The particular form of equation (3.1), leads to a sliding traction which is inde-
pendent of the amount of tangential separation, which is reasonable for the problem
considered, but inadequate for describing situations involving a purely tangential fail-
ure mode. Tvergaard [80), extended this law to allow for a purely tangential failure
mode for the purpose of modeling fiber pull-out in a fibre-reinforced metal matrix
composite. To this end, he introduced a non-dimensional scalar effective separation
A defined by
A =
33
(3.2)
with the cohesive tractions obtained from
T, =A" F (A) (3.3)
on
T = a-tF (A) (3.4)
for
27
F (A) =-oac (1 - 2A + A') . (3.5)4
In this expression, the cohesive tractions vanish for A > 1 such that pure normal
separation (At - 0) occurs at A, = 6, while pure tangential separation (An = 0)
occurs at At = 6t, with the other parameters defined as in equation (3.1). In Figure 3-
2, we show the dependence of the normal cohesive traction normalized by the critical
strength on the normalized separation components.
This model has the advantage that it encodes both normal and tangential crack
openings in a single law through the effective separation A. This, in principle, is a
plausible approach to consider coupled mixed-mode fracture situations. However, it
should be noted that in the problem considered in [801, the dominant failure modes
are a pure tangential mode during fiber pull-out followed by a pure normal mode of
decohesion at the fiber ends. In any case, in subsequent years this formulation has
been applied to model more general mixed-mode fracture problems [72, 73]. In his
paper, Tvergaard also stresses that significant experimental work or micromechanical
modeling is required to determine the various parameters in the cohesive law, and
that the critical cohesive strength o- is likely to be spatially non-uniform due to
heterogeneities and flaws in the material.
3.1.2 The Exponential Potential Law
In an attempt to devise a TSL that is more grounded in physical principles, Needleman
[49] proposed to use the universal binding energy law for metallic interfaces and bulk
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Figure 3-2: Functional form of the TSL from [80]. The figure shows the dependence
of the normal cohesive traction normalized by the critical cohesive strength (T/o-c)
on the normalized normal and tangential separations A /on and At/6t, respectively
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metals [70, 71, 28], in which the cohesive free energy density has the form:
4 (An, At) = o o,6n 1 - 1 + z ( ) - az2 (+)j exp [_z1 (3.6)
In this expression z=16e/9, e=exp(1), and the other parameters are defined in equa-
tion (3.1). For this cohesive energy density function the tangential traction is linear in
the tangential separation. This assumption was based on the fact that in the problem
considered, i.e. decohesion of a viscoplastic block from a rigid substrate under Mode
I loading, the tangential separations were expected to be small.
In [50], Needleman extended this TSL to account for large tangential displace-
ments by replacing the quadratic At term in equation (3.6) with a cosine term of
period 6t. This modification was motivated phenomenologically by the periodicity of
the lattice structure in crystalline materials and was partially validated in subsequent
atomistic calculations from Bozzolo, et al. [10] which showed that for the case of an
atomistically sharp interface, the shear behavior can be fit by a function periodic in
the plane of the interface. Needleman used the new formulation to re-analyze the
problem considered in [49] for the case of multiaxial loading. While the reformulation
allows for large tangential separations, the total amount of work done after one period
6 is zero.
In order to allow for a non-linear tangential failure mode with a non-zero work
of separation, Xu and Needleman [85] proposed the following cohesive free energy
density function 4 (sometimes referred to as the "Xu-Needleman Exponential Law")
which has an exponential dependence on the tangential separation:
o(An, At) = On + On exp 1- + on r - 1
(r q) An-[q + A]exp (3.7)
for
q = #tI/#, r = A*/6n (3.8)
In this expression, , is the work of separation for pure normal separation, and 4t is
the work of separation for pure tangential separation. In this model they are given
respectively, by
On = Orceon, 4t = V'pe1Teot. (3.9)
where Tc is an additional critical cohesive stress defined as the maximum shear trac-
tion. The parameter A* is defined as the value of An after complete shear separation
occurs for Tn = 0. The form of this potential function was obtained by modifying a
Peierls-type potential function proposed by Beltz and Rice in [8], replacing a sinu-
soidal dependence on the tangential separation with the exponential dependence in
equation (3.7).
Xu and Needleman used the new TSL to revisit the void nucleation problem
considered in [48] and it has since been applied to model a wide range of fracture
problems including dynamic crack growth in brittle [87, 89, 42, 43], elastic-viscoplastic
[77, 51], and functionally-graded materials [96] and in interfacial fracture [86, 88, 95],
among others.
3.1.3 Application of the Intrinsic Approach to Brittle Frac-
ture
In many situations involving dynamic brittle fracture, complex three-dimensional
crack propagation patterns can arise at arbitrary locations in the interior of the prob-
lem domain. For the specific case of fracture in confined ceramics at the grain scale,
several failure mechanisms may be operative including intergranular and transgranu-
lar fracture and dislocation motion. Ortiz and Suresh [57] proposed the first approach
to model brittle fracture problems where cracks can form in arbitrary locations in the
interior of the problem domain in the context of a model for intergranular fracture in
ceramics arising during cooling from the fabrication temperature. They accomplished
this by inserting interface elements endowed with a simple linear elastic intrinsic TSL
with a critical fracture stress at the boundaries of the idealized hexagonal grains prior
to the simulation. This type of intrinsic approach for modelling mesoscale fracture,
where the material microstructure is explicitly represented in the finite element mesh,
has been used in several studies, e.g. [79, 94, 25, 26, 39, 40, 53].
The intrinsic approach for modeling fracture at the grain-scale was further ex-
tended by Xu and Needleman [87] to model arbitrary crack propagation paths in
homogeneous brittle elastic materials. Arbitrary crack paths are allowed for by insert-
ing interface elements endowed with an intrinsic TSL at every interelement boundary,
and prior to the simulation. Xu and Needleman used this approach to model Mode
I fracture in a two-dimensional pre-cracked elastic PMMA block. In this work, they
adopted the intrinsic law they developed in [85] and employed structured triangular
meshes where the triangular elements were formed by the edges and diagonals of an
underlying quadrilateral-block structure. Cohesive elements were inserted at every
interelement boundary allowing for crack growth in the vertical, horizontal or diag-
onal directions. These simulations showed that the intrinsic approach was able to
describe crack branching and a reasonably qualitative agreement with experimental
crack tip speeds for PMMA. By conducting simulations with several different meshes
where the aspect ratio of the blocks and, thus, the angle of the diagonals was varied,
they found that the crack propagation path and speed was highly dependent on the
choice of mesh. The issues of mesh dependency of the crack path and speed will be
discussed in detail in section 3.1.4.
The same group further extended this approach proposing a 2D parallel imple-
mentation of the method in [89]. The authors used the parallel capability to study
the effect of spatially non-uniform distributions in the critical cohesive strength and
the work of separation on the crack patterns for the same problem considered by Xu
and Needleman [87]. Macroscopic crack branching was again observed in simulations
and non-uniformity in the cohesive parameters was seen to promote deviations from a
straight to a wavy crack surface. As in [87), mesh dependence of the crack paths was
also observed. In addition, the scalability of the parallel computational framework
for a fixed problem size of 336,000 elements was demonstrated on up to 30 processors
[891.
Under high-rate impact loadings in brittle materials, many cracks can initiate,
propagate and link up leading to the formation of fragments. The intrinsic approach
has been shown to provide a plausible description of fragmentation in brittle mate-
rials in several studies [42, 43, 27]. In this approach, fragments naturally form when
individual elements or element clusters lose their momentum transfer capability with
neighboring material regions due to the fact that their boundary interface elements
have exhausted their cohesive energy. For example, Miller et al. [43] simulated the
fragmentation of a two-dimensional brittle elastic strip subjected to symmetric ve-
locity loading using a version of the Xu-Needleman law of [85]. In the calculations,
crossed triangle quadrilateral elements were used and cohesive surfaces were posi-
tioned along horizontal element boundaries, perpendicular to the plane of loading.
In simulations, mesh dependency of the fragment size distribution was observed for
a refined mesh. However, in comparing their numerical fragmentation predictions
to results from energy-balance models, the authors underscored the importance of
the effect of stress waves on fragmentation as the energy-balance approaches predict
fragment sizes which are an order of magnitude larger than those predicted by the
intrinsic cohesive approach due to the effect of stress waves and their interaction with
cracks [43], Figure 3-3.
Espinosa et al. [27] proposed a hybrid approach to model fragmentation in brit-
tle materials where the bulk material is described by a continuum damage model
which predicts the evolution of microcracks, with an intrinsic cohesive model gov-
erning macroscopic fracture at pre-determined fragment boundaries. Contrary to
Miller et al., in this approach the fragment size distribution is obtained a priori from
experiments. Given the fragment size distribution, interface elements are inserted
at interelement boundaries such that the only possible cracked configurations of the
body are fragmentation patterns with fragments conforming to the size distribution.
Obviously this approach is unable to predict the fragment size distribution in brittle
fragmentation problems where it is not known a priori.
Given the fact that mesh dependency issues have arisen in several simulations of
arbitrary crack propagation in brittle materials using the intrinsic approach [87, 89,
42], it is reasonable to ask whether the method converges as the mesh is refined for
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Figure 3-3: Average fragment sizes versus average strain rate predicted by the intrinsic
cohesive model and two energy balance approaches from [43]
a problem where the crack path is a priori determined. Needleman [51] studied this
issue and demonstrated convergence of the crack tip trajectory and of the J-integral
along the crack path (see Figures 3-4,3-5) for the same problem considered by Xu
and Needleman [87], with the crack confined to a straight path. In particular, Figure
3-5a shows that the intrinsic scheme predicts almost exactly the theoretical value of
the J-integral in the case of Mode I fracture in an elastic material (J = 4", where
#,, is the normal work of separation). Figure 3-5b shows that while the intrinsic
approach converges quickly for elastic materials, much finer meshes are required for
viscoplastic materials. This is due to the fact that the near-tip plastic fields contribute
to energy dissipation at the crack-tip. In this case, highly refined meshes are required
to adequately resolve these near-tip fields.
A related result was obtained by Geubelle and Baylor [31] who demonstrated
convergence of the crack path with respect to mesh size for Mode I crack growth in a
pre-cracked, pre-strained PMMA strip. Convergence was studied with respect to the
largest element size hm,,,, and was demonstrated for hm. = 7.143 pm. This result,
depicted in Figure 3-6 confirms the widely held notion that the element size should be
small enough to adequately resolve the size of the cohesive zone, which was estimated
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Figure 3-4: Convergence of the crack tip trajectory for (a) elastic and (b) viscoplastic
materials, for four meshes denoted (a)-(d) in the plot corresponding to element sizes
of (a) 50 pm, (b) 25 pm, (c) 12.5 pm, (d) 6.25 pm
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Figure 3-5: Convergence of the J-integral normalized by the normal work of separa-
tion #, versus crack extension Aa for (a) elastic and (b) viscoplastic materials for
the meshes referenced in Figure 3-4
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0j0
--b
-----------
(a)
(b)
............... ...........................................................................
in this work to be roughly 19.4 pm.
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Figure 3-6: Convergence of the crack tip trajectory for various mesh sizes from [31].
1 is a characteristic length and CR is the Rayleigh wave speed
3.1.4 Issues With the Intrinsic Approach
In the discussion of the intrinsic approach above, the issue of mesh dependency of
the crack propagation paths was seen to arise in several studies. Two other issues
associated with the intrinsic approach include spurious crack tip speed effects (usually
referred to as "Lift-Off") and problems with the propagation of elastic stress waves
(usually referred to as "Artificial Compliance"). These issues are now described in
detail.
Mesh Dependency of Arbitrary Crack Paths
In the intrinsic cohesive approach for modeling arbitrary crack paths, the possible
cracked configurations of the body are limited by the topology of the FE discretiza-
tion. For example, crack-tips are described in the mesh by the element corners.
Moreover, at these nodal crack-tips, the possible crack propagation directions are
severely limited as cracks are constrained to propagate only along the adjacent in-
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terelement boundaries. Evidently the inherent mesh dependence of the intrinsic ap-
proach, as implemented using interface elements, can be avoided by employing an
adaptive scheme which grows the crack incrementally in the predicted crack prop-
agation direction at the crack-tip by building the correct crack path into the finite
element mesh [59, 52, 901. For the intrinsic approach based on interface elements, one
avenue for addressing mesh dependency of the crack propagation paths is to employ
very highly refined meshes in large-scale parallel simulations which has only been
done in 2D [89, 2].
Mesh dependency of the crack propagation paths was first observed in the initial
simulations of Xu and Needleman [87] of arbitrary crack growth in brittle elastic
materials where the predicted crack paths were shown to depend sensitively on the
orientation of the triangular elements in the FE discretization. For example, for
triangles oriented at ±450 and +60', the crack advanced in straight path before
branching occurred, while for triangles oriented at +15' and i30', the crack advanced
in a zig-zag fashion before branching [87]. These results are reproduced in Figure 3-
7. Similarly, mesh dependency of the crack propagation paths was observed in the
high-resolution parallel simulations of Xu et al. in [89], where several aspects of the
fracture solution including the onset of branching and curves of crack advance and
crack speed versus time, were shown to be mesh dependent for three different uniform
mesh spacings.
The issue of mesh dependence of the crack path was further illustrated by Scheider
and Brocks [75] in their previously mentioned simulation of the cup-cone fracture of
a round tensile bar. In this work, they used the same crossed-triangle quadrilateral
mesh structure as in [87] and found that the correct crack path is only achieved if
the aspect ratio of the quadrilateral element pattern is chosen such that the inclined
cohesive surfaces are in the direction of the maximum tangential stress. In general,
convergence of an arbitrary crack path with the intrinsic approach remains an elusive
goal.
The inability of the intrinsic cohesive approach to provide a sufficient number of
possible crack propagation directions at the crack tip has also led to mesh dependency
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Figure 3-7: Mesh dependence of branching pattern from [87] for triangular elements
oriented at (a) 150, (b) 300, (c) 450, (d) 60
(h P TO = 900 MPa
Figure 3-8: Mesh dependence of fracture pattern and of the force-thickness reduction
curve from [75] for different aspect ratios of the crossed-triangle mesh structure -
aspect 1 = 0.125x0.046 mm 2 , aspect 2 = 0.125x0.054 mm 2 . Note TO,N z- a, for the
notation used in this work.
in brittle fragmentation studies. For example, in the aforementioned study of Miller,
et al. [43] it was shown that reducing the spacing between cohesive surfaces in the
finite element mesh greatly increased the number of small fragments. Convergence of
the fragment size distribution predicted by the intrinsic approach for fragmentation
of an arbitrary brittle elastic body also remains an elusive goal.
Lift-off
Another general issue with the intrinsic approach has to do with a phenomenon called
"lift-off," which was first addressed in [50]. The basic problem is that some amount
of finite opening occurs across cohesive elements which precludes subsequent failure
before reaching the critical normal separation. If many element boundaries have
opened sufficiently close to the critical opening along a potential crack path, then a
sufficiently high loading can cause instant failure of all cohesive surfaces along the
path. This problem is noticeable when the crack is confined to a straight path. The
resulting behavior is a spuriously-high crack-tip speed [50, 87, 89]. In [87], lift-off
was observed for a symmetric impact loading of 30 m/s which produced crack speeds
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exceeding the Rayleigh wave speed of the material, Figure 3-9. The issue of lift-off
is a major drawback for the intrinsic approach in the modeling of fixed crack paths
under extreme loading conditions (e.g. interface delamination under impact loading).
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Figure 3-9: Plot of crack tip speed,
line is the Rayleigh wave speed.
a vs time, t showing lift-off from [87). Dashed
Artificial Compliance
In the typical finite element implementation for hyperelastic solids in the absence
of discontinuities, consistency of the formulation is guaranteed by the strong en-
forcement of interelement continuity. However, the intrinsic approach assumes that
discontinuities in the displacement fields occur in the uncracked body at the interele-
ment boundaries from the start of the calculation. These displacement jumps give rise
to the an artificial elasticity at the interelement boundaries, akin to adding a spring
between every element in the FE mesh, whose stiffness depends on the initial slope of
the cohesive law. Hence, cohesive surfaces in the intrinsic approach necessarily alter
the pre-fracture elastic response of the material at the interelement boundaries in the
uncracked body. As a result, the consistency of the method is not preserved. Specif-
ically, the elastic response of interelement boundaries causes the partial transmission
and partial reflection of stress waves incident on cohesive surfaces in the uncracked
body. In the pre-fracture regime, this leads to an underprediction of the wave speed
and stress in uniaxial wave propagation [26], and to an artificial anisotropy in three-
dimensions due to impedance mis-match across the cohesive surfaces in the material
[35].
This phenomenon, sometimes called artificial compliance, can be studied in the
context of simple model problems. For instance, Klein, et al. [35] quantified the effect
of artificial compliance by deriving an expression for the effective elastic modulus of a
one-dimensional network of cohesive surfaces at constant spacing h, interspersed in a
homogeneous material of elastic modulus, E. For an intrinsic cohesive relation with
initial slope s, the effective modulus, Eeff, is given by
Eeff = E 1 - (1 (3.10)
1 1+ (sh/E)
From this expression, we see that Feff --+ E for either s - oc or h -+ oc. Since
the cohesive element spacing is directly related to the element size for an intrinsic
approach, equation (3.10) shows that the effects of artificial compliance are also mesh-
dependent. Indeed, based on the parameters used by Xu and Needleman in [87], this
simple model estimates that the effective modulus for the finest mesh used in that
study was only 60% of the actual value [35].
As suggested by equation (3.10), the effect of artificial compliance can be made
negligible by forcing the initial slope of the cohesive law to be very large. For the
potential-based law of [85] this is achieved by choosing a large value for the critical
cohesive strength. However, this precludes the calibration of the critical cohesive
strength to experimental results. More freedom in the selection of the initial cohesive
law slope is obtained by employing TSLs of the "bilinear"-type which were proposed
by Geubelle and Baylor [31] and Espinosa, et al. [24, 94]. The latter formulation
of [24] uses the mixed-mode non-dimensional displacement jump A (3.2), of [80] to
define the normal and tangential cohesive tractions. The tractions are defined such
that they increase linearly up to some maximum value for 0 < A < Ac_ and then
decrease linearly to zero for Ac < A < 1.
This formulation is particularly useful because Ac acts as a penalty parameter
to control the initial slope of the cohesive law, and can be chosen small enough so
that wave speeds of the material are unaffected by the presence of cohesive elements.
Espinosa and Zavattieri [25, 26] demonstrated this with a numerical experiment to
study the effect of the initial cohesive law slope on wave propagation. The authors
considered a 2D RVE of polycrystalline ceramic consisting of two identical finite
element meshes with a layer of cohesive elements between them. The RVE was loaded
perpendicular to the plane of cohesive elements at one end with a viscous boundary
condition, the opposite boundary was left free, and periodic boundary conditions were
imposed on the specimen sides resulting in the propagation of a uniaxial tensile stress
wave perpendicular to the plane of cohesive elements.
As a simplification, the cohesive elements were restricted to open in a purely
normal mode, so for the bilinear-type cohesive law proposed in [25], the TSL reduces
to
Tn= (3.11)
6n Acr
for An < Acr6 n and
(1 - An) Uc
6n (1 - Acr)
for Acron < An < 6n. The initial slope s of the cohesive law is given by
Umax (3.13)
Acr6n
For numerical comparisons, the time-history of the normal cohesive traction Tn
is compared to the exact value of the normal stress component in an identical mesh
without cohesive elements, for increasing values of the cohesive law slope. The results
(reproduced in figure 3-10) show that for small values of s, the normal cohesive
traction is much lower than the correct value. As s increases, the agreement improves
and convergence to the correct value is achieved for very large s values. However, as
the slope is increased further a numerical instability occurs. The authors conclude
that this simple test is an efficient way to determine the correct value of the cohesive
slope to avoid problems of wave propagation, and alternatively, a good rule of thumb
is to take s > 10 E/h, where h is the characteristic size of the volumetric element
[25].
While increasing the cohesive law slope reduces the effect of artificial compliance,
it can place a severe restriction on the time step due to necessity of following the
ascending branch of the TSL in a sufficient number of steps for stability. To account
for this, Espinosa and Zavattieri [25] devised an adaptive scheme for setting the time
step which guarantees that it is sufficiently small. First a time step Atcont is calculated
in the standard way based on elastic properties and the FE discretization. Then a
second time step, Atcoh is calculated from
Atcoh Atcont (3.14)
maxQN
with the ( computed over each cohesive surface from
- if 0 < A < Acr
C f=1 (3.15)
_A if Acr < A < 1
In the above expressions, AA A,,i - A,, where A,+1 is the local displacement jump
predictor, and N is the number of steps to be taken for A to progress from 0 to
Acr. The overall time step is then chosen as At = min (Atcont, Atcoh) [25]. Since the
cohesive time step is proportional to Acr, a sufficiently small value of Acr can severely
restrict the time step, leading to excessively long computation times.
3.2 Extrinsic Approach
Pioneered by Ortiz and coworkers, the extrinsic cohesive approach assumes that co-
hesive surfaces exhibit an initially rigid response. For modeling arbitrary crack ini-
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tiation and propagation in brittle materials with the extrinsic approach, the TSL is
implemented through the use of interface finite elements between the volume finite
elements, but contrary to the intrinsic approach, the TSL starts operating only after
some failure criterion is satisfied. Due to the initially rigid response of the cohesive
surfaces, adjacent continuum element boundaries remain coincident prior to the onset
of fracture, thus completely avoiding the issue of pre-fracture artificial compliance.
When the fracture criterion is met, interface elements (see section 2.2) are dynamically
inserted in the computational mesh. This, in turn, induces topological changes in the
mesh which requires a dynamic modification of the mesh entities (e.g. insertion of new
nodes, reconnection of existing elements) throughout the calculation. This process is
particularly involved in 3D and has been treated at length in [60, 61, 64, 47].
We now describe the formulation and applications of the commonly implemented
extrinsic TSL (sometimes referred to as the "Linear Irreversible Softening Law") and
discuss the associated numerical issues.
3.2.1 Linear Irreversible Softening Law
The most widely-used extrinsic cohesive law is the linear irreversible softening law,
modified from the one originally proposed by Camacho and Ortiz [15] in the context
of simulations of fragmentation of brittle materials under impact loading. This law
was formally presented and discussed in detail by Ortiz and Pandolfi in [56] under
the general framework described in section 2.2. The authors assume that the cohesive
behavior is isothermal, isotropic, independent of the bulk constitutive response, and
that the free energy density is dependent on A only through an effective separation
6 defined by
6 = 0#A, + A2 3.66 /3 2 ~+A~(3.16)
in the spirit of Tvergaard [80]. In this expression, 3 is a parameter which assigns
different weights to normal and tangential separation, and the use of At = lAti is a
result of the isotropic assumption. It can be rationalized that # represents the ratio
of GrIc/GIc [15]. Under this set of assumptions, one can define an effective cohesive
traction T which is given by
T 'q) (3.17)
06
where q is a suitable set of internal variables, governed by kinetic relations, which
describe the irreversible processes involved in decohesion. This law becomes operative
when the fracture criterion
h.[ n 2+ h : n @&m >a (3.18)
is satisfied. In this expression, n and m are local unit normal and tangent to the
deformed cohesive mid-surface, Uh is the Cauchy stress, and oc is the critical cohesive
strength.
For this particular cohesive law, a specific functional form T = T (6) is assumed
for the effective. After the fracture criterion is satisfied, the effective traction is
determined from this functional form and the components of the local traction vector
follow from
T = T(2At + An) (3.19)
In the specific case of the linear irreversible softening law, the functional form of the
effective cohesive traction for crack opening is given by
T (6, 6max) = ocj - for > 0 1 = 6max (3.20)
where complete decohesion (T = 0) occurs for 6 > 6c. In reference to Figure 3-11,
the variable 6 max is the maximum effective opening displacement and constitutes the
internal variable describing irreversibility. For crack closure, characterized by 6 < 0
or 6 < omax, the functional form of the linear irreversible softening law is assumed to
follow a straight path to and from the origin yielding
T
T (6, 6max) = Tmax 6 for < 0, or 6 < 6max (3.21)
where Tmax is the value of the effective traction at 6 =max. Inserting the definition
of the effective cohesive traction, equation (3.20), in equation (2.5), we find that the
work of separation for the linear softening law is simply
1
4 = o-co6 (3.22)
Below, Figure 3-11 depicts the T - 6 relationship for the linear softening law and
Figure 3-12 shows a surface plot of the dependence of the normal cohesive traction
on the two separation components.
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Figure 3-11: T - 6 relationship for the linear decreasing extrinsic law
Crack closure after full fracture of interface elements can be handled within the
TSL, e.g. [48, 49, 85], or as suggested by Camacho and Ortiz [15], by a separate
contact enforcement algorithm. However, it should be emphasized that the former
approach reintroduces the artificial compliance issue (see section 3.1.4) e.g., under
compressive waves propagating through closed cracks. Moreover, existing extrinsic
(or intrinsic) TSLs neglect the post-fracture frictional response of cracked surfaces.
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Figure 3-12: Dependence of normal cohesive traction T on the normal and tangential
separations, A, and At, for 0 < A, At < 1
3.2.2 Applications of the Extrinsic Approach
Starting with the original work of Camacho and Ortiz [15], the ability of the extrinsic
approach to describe fracture and fragmentation has been evaluated through simula-
tion of experimental fracture tests involving a variety of materials [15, 59, 58, 67, 72,
73, 98, 99, 100, 92, 91, 93, 2]. In [15], the fragmentation experiments of Field et al.
[29] involving high-rate impact of a ceramic plate with a steel pellet were successfully
simulated, demonstrating the ability of the extrinsic approach to account explicitly
for arbitrary crack initiation and growth leading to the formation of fragments and
subsequent granular flow. Using an axisymmetric assumption to save computational
cost, the authors simulated the plate impact problem in 2D and captured the charac-
teristic behaviors of conical cracks using the cohesive model, and radial cracks using
a continuum damage model. The finest mesh employed did not resolve the cohesive
zone length and mesh dependency of the fracture pattern was obtained for decreasing
the element size from h = 300 to 250pm (see [14] for more details).
Pandolfi et al. [59] applied the extrinsic approach to simulate the ring fragmenta-
tion experiments of Kipp and Grady [32]. This problem, in which conducting metal
rings are expanded by electromagnetic loading has been studied extensively in the
solid mechanics community. This experiment exhibits some interesting behaviors
including uniform expansion over some finite time followed by an instability of simul-
taneous formation of multiple necks due to strain localization, followed by fracture.
In [59], these deformation and fracture mechanisms were captured in simulations uti-
lizing the irreversible linear softening law along with some mesh refinement to resolve
the near-tip fields in the neck regions. The authors argue that the model captures
dynamic effects, specifically the dependence of the fragment number and fracture
strain on expansion speed (see Figure 3-13), due to the intrinsic time scale te defined
in equation (2.7) as the cohesive law employed was rate-independent.
This argument was further supported in two subsequent studies by Zhou and
coworkers [98, 100] using the extrinsic approach. In [98] a rate-independent linear
irreversible softening law was employed along with a weakest-link Weibull distribution
for the critical cohesive strength to simulate Mode I fracture of ceramics, while in [100]
a rate-independent linear irreversible softening law along was employed with a rate-
dependent bulk constitutive law to simulate fracture in ductile metals. In both cases,
dynamic effects of the fracture response were captured in simulations even though the
cohesive law used was rate-independent. The same group proposed a rate-dependent
version of the linear irreversible softening law in [101] where the work of separation
increases with the crack tip speed in accord with experimental measurements. The
authors simulated Mode I fracture of a pre-strained PMMA strip using both rate-
dependent and rate-independent cohesive laws and demonstrated that both types
of extrinsic TSLs were able to describe crack branching in simulations allowing for
arbitrary crack propagation. In some simulations, the crack was confined to propagate
along a straight path. In this case, the rate-independent extrinsic TSL predicted
steady-state crack tip speeds significantly higher than those observed in experiments
over a large range of crack tip speeds. In comparison, the rate-dependent cohesive
model was able to exactly reproduce the range of experimental steady-state crack tip
speeds. This result showed that in some situations, rate-independent cohesive laws
are inadequate for capturing dynamic effects observed in fracture experiments.
Nguyen, et al. [52] developed a computational approach for describing fatigue
cracks through implementation of the linear decreasing law with a hysteretic loading-
unloading relationship, along with resolution of the near-tip plastic fields through
adaptive remeshing. In [67], Repetto et al. simulated the impact and fragmentation
of glass rods, capturing the initiation and propagation of a failure wave within the
specimens, reproduced in Figure 3-14. The extrinsic approach has also been used to
simulate various three-point bending experiments [58, 73]. In [58], a dynamic drop-
weight three-point bending experiment was investigated using the linear decreasing
law and the numerical scheme was shown to accurately reproduce the crack growth
initiation time, the formation of shear lips at the lateral surfaces of the specimens,
and the crack tip trajectory (depicted in Figure 3-15). However, in the three-point
bending simulations of [73], Ruiz et al. demonstrated mesh dependency of the crack
propagation paths. Zhang and Paulino [97] used the linear softening law to simulate
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Figure 3-13: Comparison of the dependence of the (a) fragment number, and (b)
fracture strain, on the expansion velocity for ring fragmentation from simulations
[59], and experiments [32]
crack branching in Mode I fracture of a pre-cracked PMMA strip. While branching
was demonstrated in simulations, the predicted crack propagation paths were shown
to be mesh dependent.
Similar to the intrinsic approach, the extrinsic approach has been shown to con-
verge in cases where the crack is confined to straight path [15, 2]. For example,
Camacho and Ortiz [15] studied the convergence of the crack tip trajectory for de-
creasing element size for Mode I crack growth in a pre-cracked 2D double cantilever
beam subject to symmetric velocity loading. This result, is reproduced below in Fig-
ure 3-16. In a recent study by Arias et al. [2], Mode I interfacial fracture of two
weakly bonded, pre-notched Homalite plates was simulated as a constrained crack
path and compared with experimental results. The 2D simulations, which were com-
puted using a parallel implementation, were shown to converge with respect to mesh
size and to reproduce the experimental crack tip trajectory and velocity to a high
degree of accuracy for three loadings of varying intensity (see Figures 3-17, 3-18 and
3-19).
A few other examples of the diverse range of applications of the extrinsic approach
include simulation of dynamic failure in thin shells [16] and sandwich structures [91],
and in full 3D simulation of firearm injury to the human cranium [46].
KFigure 3-14: Failure wave propagation in impact fragmentation of glass rods [67]
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Figure 3-15: Comparison of simulated and experimental crack tip trajectories from
[58) for dynamic drop-weight three-point bending experiment
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Figure 3-16: Convergence of the crack tip trajectory for 2D pre-cracked cantilever
beam from [15]
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Figure 3-19: Comparison of simulated and experimental crack tip velocities for weakly
bonded homalite plates from [2]
3.2.3 Issues with the Extrinsic Approach
While the fidelity of the extrinsic approach has been demonstrated for modeling
known crack paths, various issues arise in modeling arbitrary brittle fracture in-
cluding mesh dependency of the fracture path and dissipated cohesive energy, time-
discontinuity, and a lack of scalability for 3D parallel implementations. These issues
are now discussed in detail.
Mesh Dependency of Arbitrary Crack Paths
Evidently the extrinsic approach, as implemented using the interface element ap-
proach (section 2.2), faces the same mesh dependency issues for the intrinsic approach
discussed in detail in section 3.1.4. In the context of the extrinsic approach, these
issues have been identified in [73, 98, 97]. One example is the study of Zhang et
al. [97], investigating the brittle microbranching instability through simulation of
Mode I fracture in a pre-cracked PMMA strip. While crack branching was success-
fully demonstrated in simulations, the overall fracture pattern was shown to vary
with successive refinement of the mesh (see Figure 3-20). Likewise, in the previously
mentioned studies on three-point bending, Ruiz et al. observed mesh dependence of
the crack path in simulation of pre-notched specimens with two different mesh sizes.
While the load-history curves for the two meshes were in good agreement, the pre-
dicted crack paths were shown to be mesh dependent. Moreover, for the fine mesh,
a much broader region of microcracking was observed, along with a much higher
amount of dissipated cohesive energy (see Figure 3-21).
Figure 3-20: Mesh dependence of the fracture pattern for symmetrically loaded pre-
cracked PMMA strip for (a) 32 x 128 elements at t =24pis, (b) 48 x 192 elements at
t = 22ps and (c) 48 x 192 elements at t - 21pus from [97]
In the context of brittle materials, Zhou and coworkers [98] investigated mesh de-
pendency for the extrinsic approach through simulation of 2D axisymmetric ceramic
ring fragmentation and of 3D Mode I fracture in a pre-notched PMMA block. The
authors found generally that in these highly symmetric problems, the resulting cracks
propagate in preferred directions depending sensitively on the orientation of the in-
terelement boundaries. Based on the results, the authors recommend that extrinsic
approach necessarily requires unstructured random meshes with relatively uniform
element sizes. As a possible remedy for mesh dependency for simulation of brittle
materials, Zhou et al. [98] proposed a modification to the linear irreversible softening
law where the critical cohesive strength is spatially non-uniform and conforms to a
modified Weakest-Link Weibull distribution. In this approach the strength of each
interelement facet decreases with the facet area, motivated phenomenologically by
the fact that larger material regions are likely to contain more defects. Using the
modified TSL, they showed that the mesh-dependency observed in the previous two
examples was significantly reduced.
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Figure 3-21: Comparison of crack path, load history, and dissipated cohesive energy
for two different mesh sizes from [73]
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Lastly, a notable result concerning mesh dependency is due to Papoulia et al., who
proved convergence of the crack nucleation site for a so-called "pin-wheel" based mesh
in [63]. This advanced mesh structure, which was implemented in [63] in 2D using the
interface element approach, utilizes internal subdivision inside of triangular elements
in a remeshing procedure which preserves the length of potential crack paths with
refinement of the mesh. This allows for the exact representation of an arbitrary crack
path in the limit of the vanishing element size. The authors speculate that this specific
property of pin-wheel based meshes may be a necessary requirement for any proof
of convergence in the crack path for cohesive element methods. Further, they found
that in 2D simulations of three point-bending in an elastic material, convergence in
the predicted crack nucleation site and subsequent propagation path was much faster
for the pin-wheel mesh than for conventional quadratic triangular meshes.
Mesh Dependency of Dissipated Fracture Energy
Motivated by the large mesh-dependent increase in dissipated cohesive energy de-
picted in Figure 3-21, Molinari et al. [45] conducted the first systematic investigation
into the energy convergence properties of the extrinsic cohesive element approach. To
demonstrate the issue, they used the benchmark test of dynamic Mode I fracture of
a pre-notched PMMA strip. They not only confirmed the dependence of dissipated
cohesive energy on the mesh size, but they also showed that convergence could not
be achieved even with fairly large meshes, see Figure 3-22.
Based on these results, convergence was then studied for a simpler model problem
of fragmentation of a complete ring specimen of an elastic material, discretized with
one-dimensional line elements. The results of the convergence study are reproduced in
Figure 3-23. They show that for uniform and random element sizes at varying strain
rates, show that the extrinsic cohesive approach is indeed convergent in the dissipated
fracture energy when the mesh size goes to zero. In the case of a uniform mesh, the
convergence is not monotonic and the errors are large unless extremely large meshes
are used. However, convergence is monotonic and can be achieved for much coarser
meshes when some randomness is introduced in the element sizes. However, even in
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Figure 3-23: Energy convergence for 1D ring fragmentation for uniform and random
meshes from [45]
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Figure 3-24: Dependence of size distribution of fragments on mesh size from [45]
the best case scenario in this one-dimensional setting, a minimum of approximately
104 nodes are necessary to obtain reasonably converged results. Assuming that similar
convergence behavior occurs for multiple dimensions, these results indicate that at
least 108 and 10" nodes would be necessary to attain energy convergence in two and
three dimensions, respectively. Furthermore, additional results reported in this study
(see Figure 3-24) show that the size distribution of fragments is highly sensitive to
the mesh size up to approximately 105 nodes, upon which a degree of convergence is
observed for a subsequent increase in the mesh size.
Scalability Issues for Three-Dimensional Problems
The previous issues of mesh convergence affecting CZMs of fracture underscore the
need for large scale simulations, specially in three dimensions. This requires both
data structures and algorithms enabling the efficient dynamic insertion of interface
elements as cracks nucleate and propagate and the management of the associated
arbitrary topological mesh changes. In addition, large scale simulation can only be
achieved if the algorithms can be implemented for parallel computation and are scal-
able when exercised on large numbers of processors for problems of increasing size.
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The issues related to the efficient sequential implementation of fracture algorithms in
2D and 3D have been addressed in (60, 61, 47, 64]. In the initial approach developed
by Pandolfi and Ortiz [60, 61], the algorithm is based on data structures which provide
a comprehensive representation of the relevant topological entities in the mesh (face,
edge, vertex) and their corresponding adjacency relationships. Paulino et al. [64] pre-
sented a new data structure which tried to significantly reduce the large storage space
required by Pandolfi et al.'s approach and to increase the computational efficiency.
The new method is based on an element representation which only stores information
on the nodes belonging to the element and to neighboring elements, allowing for the
implicit recovery of all facet, edge, and vertex information. The algorithm was shown
to scale linearly in time in the number of interfaces to fracture (denoted NI) in single
processor simulations.
In [47], Mota et al. presented an alternative insertion algorithm based on a graph
representation of the finite element mesh. It was shown that this algorithm also scales
linearly in time with the number of interfaces to fracture, as compared to the approach
in [60, 61] whose complexity they showed to increase as 0 (Nj-9). Although the
authors mention the suitability of this mesh representation for parallel computation,
there is no detail on how the implementation would allow for crack propagation across
processor boundaries and the parallel performance analysis is deferred to a subsequent
work.
Time Discontinuity
An additional drawback of the linear irreversible softening formulation presented in
this section is that the interelement tractions are necessarily time-discontinuous for
the time step immediately following cohesive element insertion [62, 74]. This is due
to the fact that prior to fracture, the interelement tractions are extrapolated to the
element boundaries from the quadrature points and so they depend on the stress field
within the neighboring continuum elements. However, in the subsequent time step
following cohesive element insertion, the interelement tractions depend only on A and
0 through the cohesive law. Hence, there is no way of guaranteeing that the tractions
will remain continuous throughout the calculation. Some unfortunate behavior which
have been identified as a result of time discontinuity are unphysical oscillations and
non-convergence in time [62]. In order to resolve the time-discontinuity of the linear
irreversible softening formulation, Papoulia et al. [62] proposed a modification to the
TSL where the values of traction components resolved on the cohesive surface just
prior to the onset of fracture are specially encoded into the model as initial values
for the components of the cohesive tractions. Further investigations into obtaining
time-continuous formulations for the linear irreversible softening law can be found in
[74].
Chapter 4
Discontinuous Galerkin
Formulation of Cohesive Zone
Models
4.1 Motivation
Based on the various issues associated with the intrinsic and extrinsic cohesive ap-
proaches, it seems that neither is particularly well-suited for treating large-scale fully
three-dimensional problems. While the artificial compliance inherent in intrinsic laws
can be avoided by raising the initial slope, the severe time-step restriction hampers
three dimensional calculations. Although as discussed before, the intrinsic approach
is potentially scalable. However there is no published work demonstrating scalable
fragmentation simulations in 3D. Furthermore, for exponential-type intrinsic TSLs
the value of the critical cohesive stress must be determined based on considerations
of consistency of the numerical formulation in the uncracked body and not based on
any experimental data, micromechanical models, or atomistic calculations. It bears
emphasis that the artificial compliance issue affecting stress wave propagation is also
present in the reloading phase of irreversible extrinsic TSLs, e.g. upon crack closure.
On the other hand, extrinsic approaches are complicated by the necessity of dy-
namically updating the topological mesh structures for cohesive element insertion.
This makes the parallel implementation of this approach significantly more complex.
For the extrinsic approach, a scalable parallel implementation is essential due to the
extremely large mesh sizes that may be necessary for achieving energy convergence
in three-dimensional problems. Indeed, the study of Molinari et at. [45] suggests that
for fragmentation problems with a large number of fractures, energy convergent mesh
sizes in 3D may exceed currently available computational resources. It is possible
that as discussed in [471, insertion schemes based on a graph representation of the FE
mesh may furnish a scalable 3D parallel capability, but the feasibility and scalability
properties of this approach are yet to be determined.
A promising alternative method which avoids these problems can be found in the
combination of the cohesive theory of fracture and the discontinuous Galerkin (DG)
formulation of the continuum dynamic problem. The main feature of interest in the
DG framework is that it allows for discontinuous displacement jumps between ele-
ments. In the uncracked continuum, the interelement compatibility is enforced weakly
by suitable interelement boundary integrals which guarantee the consistency and sta-
bility of the finite element solution [54]. Interestingly, these integrals are conceptually
similar to the interelement term arising in the cohesive element framework and can
be implemented in a conventional FE framework via interface elements, section 2.2
[54]. By stark contrast to cohesive elements, DG elements are variationally consistent.
This avoids the artificial compliance and associated wave propagation and time step
issues discussed above.
Moreover, Seagraves et at. [76] have proposed a 3D parallel implementation of the
DG framework in the context of dynamic fracture based on the work of Noels and
Radovitzky [55]. In effect, this DG/hybrid scheme furnishes a scalable and consistent
implementation of the intrinsic cohesive element method. Mergheim et at. 41) appear
to be the first to use the DG method in order to evaluate the onset of fracture in a
2D problem. In the remainder of this chapter, we discuss the modeling of fracture
and fragmentation using the DG/hybrid framework from [76].
4.2 DG/Cohesive Computational Framework
The formulation of the DG framework for the continuum problem follows closely the
presentation in [55, 76]. As our starting point for the formulation of the discontinuous
Galerkin approach, we will construct the weak form of the balance of linear momen-
tum, equations 2.12, seeking a polynomial approximation Ph of the deformation over
a discretized body Boh. While for the continuous Galerkin approximation this field is
continuous over the whole body, 'Ph E C 0 (Boh), for discontinuous Galerkin methods
the continuity is only ensured inside the elements Qe, 'Ph E CO (Qe), belonging to
the discretization Boh U e , where Oe is the union of the open domain Q' with
its boundary OQe. Consequently, for a DG formulation the trial functions o h are
also discontinuous across the element interfaces on the internal boundary of the body
IBOh = [u OQ] \OBoh.
The new weak formulation of the problem is obtained in a similar way as for
the continuous Galerkin approximation. The strong form of the linear momentum
balance is enforced in a weight-average sense by multiplying by a suitable test function
Ph and integrating in the domain. However, since both test and trial function are
discontinuous, the integration by parts is not performed over the whole domain, but
on each element instead, leading to
(PO~h 4h + Ph V 06h) dV - J 6Sh * PhNdS
joe'3 40V+ K 2  N Wh US (4. 1)
This equation can be rewritten as
/ (Posh - o h + Ph: V 06'h) dV + j P hI1 -N dS =
IB0 ,h poB -6phdV + j O 
6 Ph - TdS (4.2)
where we have used the jump operator defined by
. [.+ - - (4.3)
The main idea of the DG method is to address the contribution of the interelement
discontinuity terms by introducing a numerical flux h (P+, P-, N ) dependent on the
limit values on the surface from the neighboring elements, such that
LB/ [P )h -NdS -- j 6 D] - h (P+, P , N-) dS (4.4)DIBoh Dr Boh
where N is the outward unit surface normal for a given element. Rewriting the term
in question we find
J/~h P h -N- dS f [6 Phj- (Ph) N- dS+f (4h) ' [PhJ N- dS (4.5)
1 Boh Jo91 BOx h9 Bo
for the average operator defined by
K.) =- [*+ + ~](4.6)2
The last term in equation (4.5) can be neglected because the jump in Ph does not
require penalization to ensure consistency. Hence, h is chosen to be
h (P+, P-, N-) = (Ph)N- (4.7)
This form of the numerical flux was proposed by Bassi and Rebay [7] in the first
DG formulation concerning elliptic equations. Other forms for the numerical flux are
possible and can be found in the work of Arnold et al. [4] and Brezzi et al. [11].
Using the choice of numerical flux from equation (4.7), the weak formulation reduces
JBOh (Poh - 6Oh + Ph : Vo6'Ph) dV + I OP - Ph)N-dS =
'BOh poB -4hdV + JNBOh - TdS (4.8)
We note that the deformation gradient used to compute the stress tensor is directly
calculated from the compatible deformation gradient Fh = VoPh.
Since the interelement displacement continuity is not enforced strongly in a DG
formulation, it must be enforced weakly which, in turn, ensures stability of the nu-
merical solution. To this end, the compatibility equation 'ph - p+ = 0 on OBoa is
enforced through a (sufficiently large) quadratic stabilization term in [pWh, [6 'Ph .
In scalar problems this can be achieved by simply adding a term proportional to the
scalar product ['Phl -[6 Wh]. However, an appropriate term in the context of non-linear
mechanics must be proportional to 6 4Ph 0 N- : C: &'P] N-, where C = 2- is
the Lagrangian tangent moduli. With the addition of this term, general displacement
jumps are stabilized in the numerical solution, and the influence of material relations
in the presence of large deformations is properly considered. The final formulation of
the problem consists of finding 'h E Xk such that
JBOh (Po(h a- 4h + Ph : Vooph) dV + I [6 Wh (h)N- dS+
BBh {Ph) 0 N~ : (AC) : [hJ] O N- 
dS=
/Oh poB- ophdV + JaNBOh 6  h TdS (4.9)
where f3, plays the role of a penalty parameter, and h, is the smallest characteristic
element size. An eigenmode analysis of the linearized system [55] shows that this
approach to stabilization, known as the Interior Penalty Method, reduces the stable
time step by a factor of V'7 as compared to a CG formulation, i.e.
At < Atcrit = h, (4.10)
V7,1c
where c is the sound speed of the material. More details concerning this approach,
and in particular the numerical implementation based on interface elements can be
found in [54, 55].
Next we introduce the notion of a cohesive approach by assuming that cohesive
surfaces governed by some extrinsic functional form are activated dynamically at
the element boundaries satisfying a critical traction criterion. Upon meeting this
criterion, the original interelement terms are discarded at the critical boundary and
are replaced with the standard integral enforcement of the traction-separation law.
Hence equation (4.8) becomes
JBOh (Poh -oPh ± Ph : VooPh) dV + j aT ( h) *6ch dS
+ (1 - a) {I6h] - (Ph)N-dS}+ (1 - a) {6oPh 9 N- : C: ] N- dS
= I poB - pdV + J h -TdS (4.11)
JBoh a NB~h
In this equation a is a binary operator defined as a = 0 at each interface element
quadrature point until fracture is detected at which point we set a = 1.
The formulation in (4.11) clearly exposes the inconsistency of the intrinsic cohesive
element method. Indeed, with the discontinuous Galerkin formulation, in the pre-
fracture regime (a = 0), the consistency of the method is ensured by the terms
in [oPah - (P) -N , see [54] for details. These terms are missing in the intrinsic
approach. Indeed, the integral enforcement of the intrinsic TSL in the prefracture
regime (i.e. the term fIB, T ( hj -6'WJ] dS) corresponds to the stabilization term
of the DG formulation, which requires the initial slope of the intrinsic TSL to tend
to infinity to ensure consistency, as was shown by [35]. Such a parameter leads to a
drastic reduction of the critical time step size, while with the discontinuous Galerkin
method, the critical time step size is reduced by only , see (4.10). Since practically
1 < #, < 10 is enough to ensure stability of the method [55], the time step size is
only reduced by a factor of about 2.
To describe brittle fracture processes we adopt the irreversible, linear softening
cohesive law of [56] as described in section 3.2.1 as the functional form for the cohesive
law in the post-fracture regime.
4.2.1 Finite Element Discretization
This weak formulation of the dynamics problem is taken as a basis for finite element
discretization. To this end, the deformation mapping, its first variation and the
material acceleration field are respectively approximated by the interpolations
SPh (X) Na (X) xa, , 6 (X) = Na (X) 6Xa , cp (X) = Na (X) , (4.12)
where Na is the conventional shape function corresponding to node a E [1, N], N
being the number of nodes. The weak form (4.11) can therefore be rewritten as
Mabki + fa (x) + f (x) = f , Vt C T , (4.13)
where, the inertial, internal, interface and external forces are respectively defined by
abib [ poNaNbdV Xb,
P: VoNadV,
f ±J (1o- )()- N
aJ Boh
(1-a) -" C
T I aT ([x]) NadS,
aIBoj
fa= pB NadV +
JBo OhJN B 0h
NfdS
: xb] ® N- -N-NaNbdS
TNadS ,
where Mab is the mass matrix, and where ± refers to the boundaries of the two
elements sharing the same interface. Let us note that in (4.14), (4.15) and (4.17), Na
corresponds to volume shape functions, whereas in (4.16), it corresponds to surface
shape functions. The objective of this paper is to develop a methodology well suited to
(4.14)
(4.15)
(4.16)
(4.17)
M
model fracture dynamics, which requires a time integration of the dynamics equations
(4.13). Since fracture dynamics is characterized by fast phenomena, a conventional
second-order central-difference scheme [9] with mass lumping is adopted to carry out
the time integration.
4.3 Implementation
Numerical implementation of the DG/cohesive framework relies on the use of inter-
face elements introduced between the volume finite elements as depicted in Figure
4-1. The main advantage of the recourse to interface elements is the ability to inte-
grate both the DG interface forces as well as the cohesive law. In this formulation,
the conventional finite elements inside the volume of the domain can be used without
modification. For definiteness and ease of mesh generation, 10-node quadratic tetra-
hedral elements are used, resulting in the use of 12-node quadratic interface elements.
Tetrahedral elements are integrated using a 4-Gauss-point reduced integration, while
the interface elements require a full 6-Gauss-point integration in order to prevent
spurious penetration modes [55].
The interface elements are inserted between the two volume elements Q A and
Q'- by splitting the shared nodes, leading to independent problem unknowns. This
new element encompasses the surface elements o 19Q+ and &1Q8-, which coincide in
the reference configuration. In the reference configuration the interpolation of the
position, the deformation mapping and its jumps are computed using the standard
shape functions of the surface element Na( ), a c [1, n], where ( (1,2) are the
natural coordinates, which allows us to write
X+(() = Na (()X,± , (4.18)
a=1
where Xa+, a E [1, 6] are the nodal coordinates of the surface elements in the reference
configuration. The interelement outer surface normal N- corresponding to element
I eQ0.
00Figure 4-1: Description of a 12-node interface element introduced between two 10-
node quadratic tetrahedra Q8+ and Q8-
Qg evaluated on the middle surface is obtained from the following expression:
G()x G2 (()N- () G() x G2  (4.19)|G1( ) X G2( )|'
in which
G() = X 1) N,,, ( ) (X) (4.20)
a=1
are the tangent basis vectors, a E [1, 2], (X,) = x+X.2
4.3.1 Parallel Implementation
In this section, the parallel implementation of the DG/cohesive method is described.
The parallelization approach is based on mesh partitioning and message passing using
MPI, as is commonly done for continuous Galerkin finite-element methods, e.g. [18].
This basic approach is extended to compute the interface forces (4.16) in a scalable
way.
Figure 4-2a shows schematically the continuous finite-element discretization Boh
(a) Initial discretization
// x x 4i
(c) Interfaces inside partitions
*d) I \\ i
(d) Interfaces between partitions
Figure 4-2: Creation of the partitioned discontinuous mesh (schematic).
UjQe of the problem domain BO. This mesh is partitioned into Nprocs meshes BOhI
e
i E [0; Nprocs -1] using METIS ([34]), Figure 4-2b. At this point, the mid-nodes of the
second order elements are introduced. Interface elements are then inserted between
two adjacent solid elements of the same processor by duplicating the common nodes
(Figure 4-2c). Then, both the discontinuous Galerkin interface elements at partition
boundaries and the necessary communication maps are created. To this end, a unique
global identification number (gld) is assigned to all the nodes of all the partitions,
Figure 4-2c. Next, the element faces belonging to the boundary of each partition
are identified and matched to their unique corresponding face in the neighboring
(b) Partitioned mesh
partition. The face-matching algorithm consists of the following steps:
for all partitions Bjh, i E [0; NpO0 S - 1]:
for all faces f c &,BJ/h:
for all neighboring partitions B3  of Bi with j > i (to avoid duplication):
find g C BOh geometrically matching f
exchange glds of f and g nodes
create new interface element ( 19Q C B' (Figure 4-2d)
create global-local communication maps at partition boundary nodes using glds.
return
The arbitrary decision to assign the new interface element OIQ to Bih can in prin-
ciple lead to load imbalance. However, the practical consequences of that choice are
negligible owing to the small number of interface elements on the boundaries, rela-
tive to the overall number of elements in each partition. After the mesh has been
partitioned, each processor has only information associated with its local mesh par-
tition. The time integration is achieved following the algorithm described below and
summarized in Figure 4-3. Assuming the solution has been computed up to time t",
each partition computes its critical time step according to Eq. (4.10). This value
is broadcast to all the processors and the minimum value is selected. Velocities and
positions are then computed allowing for the assembly of the internal forces f, of
the solid elements from Eq. (4.15). During the assembly of the internal forces, the
elements extrapolate their stresses Ph, elastic moduli C and critical length 1 to their
nodes leading to Pa, C, and la respectively. These values are then exchanged with
neighboring partitions by using the communication mapping. This results in an ex-
change of 91 values per node in 3D (the symmetries properties of the tangent moduli
can be exploited to reduce the message size). These 91 values are exchanged in one
operation. At this point, all of the interface elements, in all of the partitions, know
the values needed to compute the interface forces fs, from Eq. (4.16). The resid-
ual force arrays f'a + fs, can then be computed in each partition. The incomplete
residuals at the partition boundary nodes require the usual assembly across partitions
At = mn (At")
x"' 1/2 x""x = ; 4 At x'
t"1,, = C"+ At
x =x+Atxa a a
compute fit, on nodes
extrapolate Ph, C, to nodes: P,,C.,/
communicate:P'. C, /
ieduction:
fa+f =
fint+fa = Y-(fnt+/
, a ab ft~fb
Figure 4-3: Time integration on one partition.
via a reduction operation. Accelerations are then computed and the simulation can
proceed to the next time step. As can be seen, the discontinuous Galerkin method
involves the exchange between the partitions of 91 more nodal values than does a
continuous Galerkin method. However, owing to the significant relative increase of
computation inside each partition, the scalability properties are not affected.
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Chapter 5
Numerical examples
5.1 Application: Ceramic Spall Test
For a simple and exacting validation test of the hybrid DG/cohesive scheme, we
consider uniaxial wave propagation induced by symmetric velocity loading of a three-
dimensional through-thickness segment taken from the center of a ceramic spall spec-
imen. A schematic of the domain geometry is depicted in Figure 5-1. The boundary
Constrained displacements on
x and y faces
Prescribed velocities on z-faces
Figure 5-1: Schematic of domain geometry and boundary conditions
and initial conditions for the z-faces correspond to a prescribed constant velocity V,
applied as an incremental displacement in time given by
- (x, y, 0, t) = (x, y, 4.0 mm, t) = (0; 0; V) Vt E T (5.1)
Additionally, the x and y displacements are constrained on the other four exterior
boundaries. The material is assumed to behave elastically until the onset of fracture,
with the initial hyperelastic reponse described by the following neo-Hookean strain
energy density function
(5.2)
where A and y are the Lame constants, J = det(F), and I1 = tr(C) for F = Vocp
and C = FTF. The material properties of the uncracked continuum elements and
the expansion velocity of the z-faces are given in Table 5.1.
Properties Values
Length L = 4.0 mm
Thickness t = 0.4 mm
Initial density po = 3690 kg-m-3
Elastic Modulus E 260 GPa
Poisson's Ratio = 0.21
Longitudinal Wave Speed cd = 8906 m-s-1
Expansion Velocity V, = 6.086 m-s1
Table 5.1: Material properties used to characterize the uncracked continuum elements
for the uniaxial wave propagation and spall example.
Properties Values
DG Stability Parameter 3, = 4.0
Critical Cohesive Strength oc = 400 MPa
Work of Separation #r = 34 J-m- 2
Critical Opening Displacement 6c = 0.17 pm
Weighting Parameter 3 = 1.0
Table 5.2: Properties for the DG/cohesive formulation used in the simulation of
uniaxial wave propagation and spall.
W = (Alog J - P log J + ( I - 3) ,
In this particular example, we assume that the parameters sigmac and #, cor-
respond to the spall strength and the fracture energy for alumina. The traction-
separation law adopted for the DG/cohesive formulation is the linear irreversible
softening extrinsic TSL elaborated in section 3.2.1. In order to incorporate this TSL
within the DG framework, the fracture criterion must be modified to account for the
fact that small jumps in the traction develop across adjacent element boundaries ow-
ing to the weak enforcement of continuity. To compensate for this, we compute the
average value of the effective stress in equation 3.2.1 from either side of the interface
and restrict fracture to occur when
(eo: [n @ 2u : [n m) > o-c (5.3)
The material properties chosen for the DG/cohesive interface elements are given
in Table 5.2. Inserting this choice of material properties in formula 2.8 yields a rough
quasistatic estimate for the cohesive zone size as R = 88pm.
5.1.1 Comparison of DG/Cohesive and CG/Intrinsic Approaches
In this section solutions to the spall fracture problem are computed with DG/cohesive
scheme just described and also with an existing intrinsic cohesive methodology which
is known to have artificial compliance and associated wave propagation issues. For
the intrinsic approach we choose a version of the irreversible Rose-Smith-Ferrante
(RSF) intrinsic TSL, implemented under the CG framework, which is based on the
effective opening displacement 6 defined by equation 3.16 as proposed by [56]. For
this intrinsic TSL, discontinuities in the displacement field are assumed to occur from
the outset due to the functional form of the cohesive law which includes an initially
elastic response. Due to this artificial compliance in the pre-fracture regime, the
RSF intrinsic law leads to an inconsistent finite element formulation. Comparison
of the DG/cohesive method with this intrinsic TSL will allow us to assess the ef-
fects of this inconsistency on the predicted fracture response, and to what extent,
if any, the DG/cohesive approach mitigates these effects by properly accounting for
discontinuities in the uncracked continuum.
For the RSF intrinsic law, the normal and tangential tractions are given respec-
tively as,
T, -eu- l (5.4)60
and
T= 02Uc0 e(1 -160)At (5.5)
where ac is the critical cohesive strength at the onset of fracture which occurs at
6 = 6o. For consistency with the DG/cohesive approach, we choose the same values
for the spall strength and the fracture energy. The cohesive law properties for the
intrinsic TSL are given in Table 5.3. It bears emphasis that in this example the
initial slope of the intrinsic law is determined by the physical parameters of the
phenomenological TSL (i.e. the spall strength for ac, and the fracture energy for
#,), and thus it cannot be used as a numerical knob to reduce the effect of artificial
compliance.
Properties Values
Critical Cohesive Strength oc = 400 MPa
Work of Separation #, = 34 J-m 2
Critical Opening Displacement 60 = 0.031 pm
Weighting Parameter 3 = 1.0
Table 5.3: Cohesive law properties for the CG intrinsic formulation used in the sim-
ulation of uniaxial wave propagation and spall.
The applied loading produces two dilatational waves of stress a, = pocdV, which
should meet at the center of the specimen at approximately 0.224 ps. In order to
restrict the initial spall plane to the specimen center, we choose V, = 6.086 m/s, cor-
responding to a, = 200 MPa. With this loading condition, when the two dilatational
waves meet at the center of the specimen, the elevated level of tensile stress at the
center of the specimen should cause the formation of a spall plane. Given this prob-
lem statement, we compute the fracture solution in parallel for the two approaches
using the initial uniform mesh depicted in Figure 5-2.
Figure 5-2: Undeformed mesh consisting of 13,683 10-node tetrahedra showing the
processor boundaries of the partitioned mesh for 10 processors
In Figure 5-3 we compare the time history of stress o-22 for a point located at
(x, y, z) = (0, 0, 1.0mm) as predicted by the DG/cohesive approach with the theo-
retical result given by one-dimensional wave theory. Examining Figure 5-3, we find
that the DG/cohesive scheme accurately captures the wave speed and stress for the
incident stress waves. Due to the elevated level of tensile stress from the combined
waves at the specimen center, the specimen experiences spall fracture at the center.
After the onset of fracture, the DG/cohesive formulation accurately captures the en-
suing stress relief waves that reflect from the fracture surfaces. On the other hand,
the intrinsic CG/cohesive scheme underpredicts both the wave speed and stress and
as a result, fails to predict spall fracture at the specimen center. In Figures 5-4 and
5-5 we show snapshots of the stress wave propagation through the specimen for the
DG and CG schemes, respectively. In Figure 5-6 we show an exterior close-up view
of the fracture pattern predicted by the DG/Cohesive scheme. In Figures 5-7 and 5-8
we provide an interesting alternative visualization of this fracture pattern by plotting
one facet from each of the fully-fractured interface elements. Note that the fracture
surfaces form a rough spall plane at the center of the specimen. The roughness of the
predicted fracture surfaces is obviously a manifestation of mesh dependency as our
coarse mesh is unable to resolve these surfaces smoothly.
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Figure 5-3: o,, versus time for a point located at (x, y, z) = (0, 0, 1.0mm)
5.1.2 Mesh Dependency Study
In this section we investigate the mesh dependency of the DG/cohesive approach by
simulating the spall fracture problem for two additional meshes at a substantially
higher level of resolution than in the previous section. Taking advantage of the local-
ized nature of the spallation process in this example, we refine the mesh only towards
the center of the bar to provide increased mesh resolution only where spallation oc-
curs. In particular, we assess the combined effects of element size and mesh topology
on the predicted fracture response by employing two meshes with different kinds of
refinement and different element sizes in the vicinity of the spallation zone.
The first mesh, comprising 150,742 volume elements, is refined uniformly in a
small rectangular region about the center of the bar, with the mesh left uniformly
coarse outside of this region (see Figures 5-9 and 5-10). The refinement in the central
region was done in such a way that there is no perfectly flat fracture plane available
at the element boundaries at the center of the mesh. In the refined portion of the
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Figure 5-4: Snapshots of wave propagation for DG/Cohesive formulation showing the
incident waves at (a) 0.08 ps, (b) 0.16 ps and the reflection waves subsequent to the
formation of a spall plane at (c) 0.32 ps, (d) 0.45 ps
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Figure 5-5: Snapshots of wave propagation at (a) 0.08 ps, (b) 0.16 ps, (c) 0.32 ps,
(d) 0.43 ps for the intrinsic CG/cohesive formulation showing a lack of spall due to
incorrect wave propagation
Figure 5-6: Exterior close-up view of the fracture pattern
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Figure 5-7: Fully fractured interface elements for 13,683 element mesh showing only
one half of each interface element
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mesh, the average element size is approximately 14.8 pm.
The second mesh, comprising 223,394 volume elements, uses a graded refinement
scheme where the mesh resolution increases gradually towards the center of the spec-
imen, with the highest level of resolution exactly at the center of the specimen (see
Figures 5-11 and 5-12). The average element size at the center of the specimen is
approximately 11.4 pm. In addition, this mesh was constructed in such a way so that
there is a perfectly flat fracture plane available exactly at the center of the specimen.
Evidently, both of these meshes provide enough resolution so that the smallest ele-
ments resolve the quasistatic cohesive zone size which is predicted to be approximately
88pm by equation 2.8. The results of the mesh dependency study are presented and
discussed in the following.
Figure 5-9: Finite element mesh comprising 150,742 volumetric finite elements em-
ployed for mesh dependency study
Figure 5-10: A closeup of the refined region for the 150,742 element mesh
In Figures 5-13 - 5-16, we show the predicted fracture surfaces for the two finer
meshes utilized in this study. From the figures it is clear that even at this higher
level of mesh resolution with element sizes that resolve the size of the quasistatic
................................................................................. .  - ., , , ........................................................................... 
Figure 5-11: Finite element mesh comprising 223,394 volumetric finite elements em-
ployed for mesh dependency study
Figure 5-12: A closeup of the refined region for the 223,394 element mesh
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cohesive zone, the predicted fracture response is highly mesh-dependent. For the
uniformly refined 150,742 element mesh a rough and slightly diffuse spall plane is
formed at the center of the specimen. For the 223,394 element mesh with graded
refinement, fracture occurs exactly over the perfectly flat central plane provided by
the mesh topology. Fracture also occurs at additional sites adjacent to this central
plane, although these additional fracture planes are not visible in the figure. These
results prove that at this level of mesh resolution the morphology of the predicted
spall planes are highly dependent on the structure of the mesh.
Figure 5-13: Fully fractured interface elements for 13,683 element mesh showing only
one half of each interface element
In Figure 5-17, we plot the total energy dissipated in the spallation process over
time for the three meshes employed in this study. This plot confirms that the energy
dissipation, like the predicted fracture surfaces, is also mesh dependent. It also shows
that the spallation process initiates at approximately the same time for all three
meshes. After spallation begins, the energy dissipated increases sharply over a very
short time scale and then quiely levels off. The time at which the curve flattens out
coincides with the formation of a fully-fractured spall plane and the point at which
stress waves reflect from the new free surfaces and begin to unload the adjacent
material (see Figure 5-4). Evidently, the highest energy dissipation occurs for the
.............................. ...............  .............................
Figure 5-14: A closeup of the fully fractured interface elements for 150,742 element
mesh showing only one half of each interface element
Figure 5-15: Fully fractured interface elements for 223,394 element mesh showing
only one half of each interface element
. ......-:: -..........
Figure 5-16: A closeup of the fully fractured interface elements for 223,394 element
mesh showing only one half of each interface element
mesh of 150,742 elements, which seems to be confirmed by Figure 5-14 which shows
a rough and diffuse spall plane with a large fractured surface area. In Figure 5-17
the solid black line represents the fracture energy corresponding to an ideal, flat spall
plane in the cross section. We find that for all three meshes, the energy dissipated
is larger than the value for an ideal flat spall plane. For the meshes of 13,683 and
150,742 elements, this fact is obvious from Figures 5-7 and 5-14 which show that spall
planes for these two meshes are rough and correspond to a higher fractured surface
area as compared to the ideal case. On the other hand, Figure 5-16 seems to suggest
that an ideally flat spall plane is predicted by the 223,394 element mesh. However, as
previously mentioned, fracture occurs at additional planes just adjacent to the central
plane which are not readily visible in the figure. As a result, the energy dissipated
for that mesh is several times larger than the flat plane value.
5.1.3 Scalability Test
In the work of [55], the scalability of the DG method was investigated for the cases
of a scaled speed-up test (i.e. number of tetrahedra per processor is kept constant for
increasing mesh size) and a constant size test (i.e. a fixed computational mesh is used
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Figure 5-17: Total energy dissipated in the spallation process over time for the various
mesh sizes used. The solid line corresponds to the amount of energy dissipation for
the formation of two perfectly flat fracture surfaces in the cross section (5.4 pJ)
with increasing number of processors) for the problem of uniaxial wave propagation
in a bar of neo-Hookean material. In this section, we investigate the scalability of
the DG/cohesive method by way of a constant size test for the problem considered
in Section 5.1 of uniaxial wave propagation and spall in a neo-Hookean bar. A finite
element mesh comprising 223,394 continuum elements is employed in the calculations
which proceed using 16, 24, 32, 40, and 48 processors, respectively. The computational
system consists of AMD Athlon quad-core nodes at a peak of 7.2 gigaflop/s, each with
4 MB of shared memory. The results of the scalability test are depicted in Figure 5-
18, in which we plot the CPU time necessary to compute one time step as a function
of the number of cores used. From the plot we see that the DG/cohesive method
is indeed highly scalable. We emphasize that for three-dimensional brittle fracture
calculations, a scalable parallel capability is essential as highly refined meshes are
required to adequately resolve the fracture process zone and to attain converged
solutions.
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Figure 5-18: Results of the constant size scalability test for a mesh of 223,394 volu-
metric elements showing the total CPU time needed to compute one time step as a
function of the number of cores used.
5.2 Application: Ceramic Plate Impact
As a second numerical example, we consider the high-velocity impact of ceramic plates
with hard spherical projectiles. Ceramics are commonly employed in the design of
protective armor plates in defense applications due to their combination of favorable
attributes including high hardness, high compressive strength, and limited ductility.
When impacted by a high-velocity penetrator, ceramic armor systems usually exhibit
a complex combination of failure modes including radial, conical and lateral fracture
and when confined, lattice plasticity. In order to gain insight into these failure modes
and how they affect energy dissipation in impact scenarios, experimental studies of
ceramic impact have typically been conducted. For this numerical example we at-
tempt full 3D computer simulation of such experiments. This simulation will serve
as an unvalidated model problem to assess the ability of the DG/cohesive method to
capture three-dimensional aspects of crack propagation that have not been demon-
strated in 3D simulation using cohesive elements (i.e. radial and conical cracks), and
to provide for crack propagation across process boundaries.
5.2.1 Ceramic Constitutive Model
When ceramic tiles are subjected to large compressive loads of an impulsive nature,
the constitutive response of the material involves inelastic deformation mechanisms
which are operative over widely different length scales. For instance, in highly com-
pressed regions directly under the penetrator, the ceramic can deform plastically due
to the motion of dislocations inside the crystal lattice at the sub-grain scale. In these
highly compressed regions, the material can also experience inelastic deformation due
to separation and slip at grain boundaries across the microstructure. The effective
macroscopic response of material regions experiencing this type of distributed micro-
cracking is that of a volumetric loss of strength and stiffness. On the other hand, the
impulsive nature of the impact loading causes the propagation of elastic stress waves
within the ceramic plate. In material regions where these elastic waves are tensile in
nature, the ceramic can fail due to the same kind of small-scale fracture mechanisms
as in the compressive case. However, the tensile damage mode is typically manifested
on the macroscopic scale through the localized initiation and propagation of discrete
macroscopic cracks.
One modeling approach to account for these multi-scale failure mechanisms would
be to explicitly resolve the material microstructure at the meso-scale in a finite ele-
ment calculation. Indeed, this approach has been taken by several authors [94, 25, 26,
39, 40, 83]. Unfortunately, this type of approach is restricted to specimen sizes on the
order of several dozen grains. In general, it is computationally impossible to resolve
the microstructure for more realistic specimen sizes of even just a few centimeters in a
finite element calculation. A possible avenue for working around this restriction is to
employ so called "continuum damage models" which attempt to capture the macro-
scopic loss of strength due to small-scale damage mechanisms directly through the
material constitutive law. A damage model typically postulates a particular idealized
damage mechanism at the small-scale which "evolves" according to the intensity of
the macroscopic stress fields. The macroscopic effect of damage is typically accounted
for by formulating the macroscopic material stiffness as a strictly decreasing function
of some "damage" function. The damage function is a macroscopic field defined at
every material point which serves as a measure of the extent of damage at the sub-grid
scale.
Deshpande and Evans [19, 84] (DE) have recently developed a mechanistic con-
tinuum damage approach for modeling the effective continuum response of ceramic
materials subjected to arbitrary stress states, which is an extension of an approach
originally developed by Ashby and Sammis [5] for modeling compressive fracture of
rocks. The model assumes that the ceramic contains a collection of f penny-shaped
initial flaws per unit volume, inclined at an angle @, which form an array of so-called
"wing cracks" as depicted in Figure 5-19. The initial inclined flaws are of length 2a
and the spacing between the flaws can be expressed as 1/f1/3. The authors assume
that the initial flaw size and flaw spacing scale with the grain size d such that a = gid
and 1/f 1/3 = 92d where gi and g2 are constants.
At each material point in the body, the maximum and minimum principal stress
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Figure 5-19: A schematic of the idealized micromechanical damage mechanism postu-
lated in the Deshpande-Evans ceramic constitutive model (an array of f penny-shaped
wing cracks per unit volume). or and a3 are the maximum and minimum principal
stresses for the macroscopic stress tensor at a given material point. Figure reproduced
from [19]
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components (a and o3 respectively) from the macroscopic stress field are assumed
to be transferrable to this micro-scale representative volume element (RVE) where
they serve as traction boundary conditions on the RVE. The result of the principal
stresses acting on the boundary of the RVE is to create a Mode I stress intensity at
the tips of the inclined flaws which depends essentially on the stress triaxiality of the
macroscopic stress fields. Under certain conditions, to be discussed shortly, cracks
can begin to grow vertically from the inclined initial flaws. With the current length
of these vertical cracks denoted by 1, and the initial length assumed to be zero, the
initial damage is defined as Do = :7r (aa)3 f, and the current damage is defined as
D = 17r (1 + aa)3 f where a = cos@. Given this convention for the damage, D - 1
when neighboring cracks coalesce.
Another basic assumption of this model is an additive decomposition of the total
strain rate tensor into elastic and plastic parts, yielding
e + EP. (5.6)
The elastic strains are obtained from the stresses through differentiation of a strain
energy density function W,
e = (5.7)
where the form of the strain energy density depends on the nature of the reponse of
the RVE.
The response of the RVE is delineated into three regimes depending on the tri-
axiality of the macroscopic stress field which is "transferred" to the underlying RVE
through the principal stresses. In regime I, the triaxiality is sufficiently compressive
so that the inclined faces of the wing cracks are shut and unable to undergo relative
sliding so that K, = 0. In this case, the strain energy density of the material is equal
to that for an uncracked elastic ceramic given by
S= =1 2 &+ 3  (1 - 2v) (5.8)4G 3 1 +v
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where v is Poisson's ratio, G is the shear modulus, Orm = tr(u) is the mean stress
and a o' : o' is the von Mises stress.
Regime II occurs as the triaxiality becomes less negative, at which point the faces
of the inclined flaws begin to undergo relative frictional sliding leading to a non-zero
Mode I stress intensity factor at the tips of the wing cracks of the following form
K 1 = A- B (5.9)
The constants A and B have a complicated, nonlinear dependence on the damage
variable D and on a Coulomb friction coefficient p which is provided in Appendix A,
along with an expression for the triaxiality at the tranisition between regimes I and
II. The strain energy density function in regime II is expressed as
irDoW = Wo + 4G( v (Aor + BUj)2  (5.10)
4asG (1 + v)
Regime III occurs as the triaxiality becomes sufficiently tensile and the faces of
the inclined flaws lose contact. In this case, the form of the stress intensity factor
reduces to a classical expression for a cracked elastic solid containing an isotropoic
disribution of wing-cracks [12, 13],
K1 = (C2um + E (5.11)
where expressions the constants C and E are provided in Appendix A along with
an expression for the transitional triaxiality between regimes II and III. The strain
energy density function for Regime III is written as
W = Wo + 7rDo (C2a2 + E2 2 (5.12)
4a 3G (1 + v) +
The length 1 of the vertical portions of the wing cracks is assumed to evolve
according to a crack growth law 1/lo = (KI/Kc)"' where K 1 c is the Mode I fracture
toughness, m the rate sensitivity exponent (with 10 < m < 20), and lo the reference
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crack growth rate at K, = KIc. Cracks cannot propagate faster than the shear wave
speed, so the crack-growth law is expressed as
i min io , (5.13)Kc Po
where po is the density of the uncracked ceramic.
The DE model also provides for the possibility of macroscopic inelastic defor-
mation due to plasticity which can occur in ceramics when the hydrostatic pressure
p = -o-m is large, and microcracking mechanisms are suppressed in favor of slip
mechanisms inside the grain. The plastic response of the solid is assumed to be es-
sentially rate independent up to a critical equivalent plastic strain rate, after which
the response is assumed to be power-law rate-dependent. Under these assumptions,
the plastic strain rate can be written as
Pl , 70,, &, ) f PI < E1
E = (1 n)/n (5.14)Ea 2W r otherwise
In this expression, c' = V(2/3) ePr : eP is the equivalent plastic strain rate, ao is a
reference strain rate, n is the rate sensitivity exponent, uo = o (c-l) is the flow stress,
which is a function of the equivalent plastic strain and
jl = 'P' (() d( (5.15)
The specific form adopted for the flow stress is that of power-law hardening such that
o-o = - 1+ - 1 , (5.16)
2 CY
where oy is the uniaxial yield strength, Ey the equivalent plastic strain at the onset
of yielding, and M is the strain hardening exponent. The parameter values for the
DE model used in this study correspond to that of alumina and are given in Table
5.4.
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Properties Values
Grain Size
Initial Flaw Size Scaling Factor
Initial Flaw Size
Flaw Spacing Scaling Factor
Flaw Spacing
Microcracks Per Unit Volume
Initial Damage
Shear Modulus
Poisson's Ratio
Density
Mode I Fracture Toughness
Reference Crack Growth Rate
Crack Growth Rate Exponent
Friction Coefficient
Initial Yield Strength
Reference Plastic Strain Rate
Transition Equiv. Plastic Strain Rate
Rate Sensitivity Exponent
Strain Hardening Exponent
d = 38pm
gi = 1.0
2a = gid 38 pm
g2 3
1/f1/3 = g2d = 104 pm
f = 1012 m-3
Do = 0.01
G = 146 GPa
0.2
Po = 3700 kg/m 3
K1 c = 3 MPa mi/2
lo = 100 Im s-1
m = 10
y = 0.75
4 GPa
do 0.002 s-1
et 10 6 S-1
n = 10
M = 0.1
Table 5.4: Material properties for the Deshpande-Evans model used in ceramic impact
simulations.
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Properties Values
5.2.2 Macroscopic Fracture Model
The DE ceramic model is sufficient to describe the macroscopic constitutive response
of volumetric finite elements due to the effects of plasticity and microcracking. How-
ever, it does not furnish a model for the formation of discrete macroscopic crack
surfaces due to tensile stress waves. The DG/cohesive approach, on the other hand,
provides this capability and so we complete our constitutive model for ceramics by as-
suming that the DE model governs the constitutive response inside of the volumetric
elements while the DG/cohesive approach governs macroscopic decohesion processes
at the element boundaries. For simplicity, we adopt the simplest possible approach
and assume that the two models are essentially uncoupled, whereby macroscopic co-
hesive cracks are initiated at element boundaries only when a critical stress criterion
is satisfied with the subsequent traction separation response assumed to be local and
independent of the bulk response of the volumetric elements. More complicated cou-
plings between the bulk response and the DG/cohesive response which relate the
macroscopic TSL to the extent of microcracking are probably appropriate. However,
such complications are outside the scope of the present work.
For this example, we again employ the irreversible linear softening law, except in a
purely normal form (i.e. for a value of # = 0 for the mixed mode coupling parameter).
To this end, the fracture criterion, equation 5.3, is modified to be based on the average
normal component of the Cauchy stress traction vector, tv9 = (o- : [n 0 n]). Fracture
is then restricted to occur when
tavg > -c (5.17)
Hence, fracture occurs when the average normal component of the Cauchy traction
vector is tensile and in excess of the critical cohesive strength.
In ceramic impact problems, complicated fracture patterns and extensive frag-
mentation often occur. In this complex situation, newly formed crack surfaces can be
unloaded through interactions with stress waves, causing the crack faces to close and
possibly come back into contact. The numerical framework should ensure in this case
that there is no inter-penetration between the crack surfaces and that momentum can
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be transferred across the interface between these surfaces when they have come back
into contact. Fortunately, the inter-element DG flux terms provide a natural frame-
work for enforcing a contact constraint upon complete closure of adjacent cracked
surfaces in the post-fracture regime. Toward this end, we monitor the normal com-
ponent of the displacement jump at every interface element quadrature point where
fracture has occurred. When inter-penetration is detected at an interface element
quadrature point, instead of enforcing the cohesive law, the DG fluxes are enforced,
allowing for the consideration of contact and subsequent momentum transfer across
adjacent cracked surfaces.
The DG/cohesive properties used in the ceramic impact simulations are provided
in Table 5.5.
Properties Values
DG Stability Parameter 3 = 4.0
Critical Cohesive Strength oc, = 400 MPa
Work of Separation #, = 34 J-m-2
Critical Opening Displacement 6c = 0.17 pm
Weighting Parameter #= 1.0
Table 5.5: Properties for the DG/cohesive formulation used in the ceramic impact
simulation.
5.2.3 Simulation Setup and Results
For a model problem that is representative of ceramic impact experiments, we consider
first the impact of one rigid sphere into the center of a square alumina plate, depicted
schematically in Figure 5-20. The sphere, treated as a rigid surface traveling at
velocity V, impacts the plate at time t = 0 and is allowed to penetrate the mesh nodes
on the surface of the plate. Contact forces are then applied to the plate and sphere in
prorportion to the penetration distance using a simple penalty contact formulation.
The total resultant contact force applied to the mesh is then computed by summing
the individual nodal contributions over all the processors using an MPI reduction
operation, and is then applied back to the penetrating sphere thereby reducing its
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momentum. The ceramic plate is assumed to be unconfined so all exterior boundaries
outside of the contact region are treated as free surfaces. The plate dimensions and
sphere properties are given in Table 5.6
Rigid Sphere
radius r
velocity V L/2
Figure 5-20: A schematic of the simulation setup for the impact simulation.
Properties Values
Plate
Length L = 5.08 cm
Thickness t = 1.2 cm
Sphere
Radius rs = 7.66 mm
Density ps = 8000 kg.m-3
Velocity V, = (0; 0; - 300 m-s- 1)
Table 5.6: Plate and sphere properties used for the ceramic impact simulation.
Structured Mesh In the first calculation we use a finite element mesh comprising
183,673 volumetric finite elements. The topology of the mesh is uniformly structured
in its interior (i.e. the element sizes and facet orientations are spatially uniform). In
Figure 5-21 we show the undeformed, partitioned mesh for 16 processors.
The results of the impact simulation for the structured mesh are shown in Figures
5-22 - 5-31. The first set of images, Figures 5-22 - 5-28, is a time series of snapshots
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Figure 5-21: Undeformed mesh for the ceramic impact problem consisting of 183,673
volumetric elements showing the processor boundaries for 16 processors
showing the propagation of the pressure wave through the plate (top left), the in-
plane mean stress on the back face (bottom left), the maximum principal stress in
the cross section (bottom right), and the fully fractured interface elements (top right).
In Figure 5-22, corresponding to a time of t = 1.28ps, we find that the impact of the
spherical penetrator causes the propagation of a spherical, longitudinal compression
wave into the thickness of the plate along with a tensile Rayleigh wave along the
plate surface. The compression wave has not yet reached the back face, so the in-
plane mean stress at the back face is zero. The tensile stresses everywhere in the
plate are less than the spall strength and so no cohesive cracks have been nucleated,
as indicated in the top right figure.
In Figure 5-23, we see that the spherical longitudinal wave has reached the back
face and due to the free surface condition has undergone a reflection leading to the
formation of a localized tensile zone at the back face as indicated by the in-plane mean
stress (note that the out-of-plane normal stress at the back face is of course still zero).
From the bottom right figure, we see that some regions of the tensile Rayleigh surface
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wave are experiencing maximum principal stress values approaching, or in exess of the
spall strength, and yet, fracture has not yet occurred. These localized regions of large
tensile stress at the top surface are likely to be the initiation points for ring cracks to
form. However, the lack of fracture predicted by the model in these zones indicates
that the relatively coarse mesh employed for this simulation does not have element
boundaries inclined perpendicular to the direction of maximum principal stress in
these locations.
In Figure 5-24 the tensile zone from the reflected wave at the back face has caused
fracture to occur at the back face which is indicated by the green unloaded regions
within the tensile zone in the bottom left figure, and by the appearance of the first
fractured interface elements in the top right figure. In Figure 5-25, the initial cracks
nucleated at the back face have begun to take the form of well-defined crack planes.
Additionally, due to the buildup of large tensile stresses in the cross section (as
indicated by the maximum principal stress), some cracks have nucleated near the
top surface of the plate. Figure 5-26 - 5-28 shows that these thru-thickness cracks
continue to propagate along a few well-defined planes until they eventually intersect
forming a well-defined cone with a pyramidal shape. The cracks which were nucleated
at the back face emerge in this series of figures as well-defined radial crack planes.
Figures 5-29 - 5-31 show the fracture pattern from several different angles.
In Figures 5-26 - 5-28, the bottom left images indicate that tensile stress con-
centrations in the in-plane mean stress develop at the tips of the radial cracks. This
suggests that a possible driving force for the propagation of the radial cracks stems
from these stress concentrations which arise due to presence of the sharp crack tips.
Figure 5-32 shows a view of the simulated radial cracking pattern on the back face
with the processor boundaries indicated by different colors. From the figure we see
that the four dominant radial cracks have traversed several different processors. This
result clearly shows the ability of the DG/cohesive method to seamlessly provide for
the propagation of cracks across processor boundaries in three-dimensional problems.
It is worth emphasizing that the reason this can be done in a scalable fashion with the
DG/cohesive formulation is due to the fact that interface elements are already present
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at all element boundaries and so modifications of the mesh topology are not necessary
to introduce new fracture surfaces into the mesh. Consequently, cracks are able to
propagate seamlessly across processor boundaries without the need of communicating
any topological information between the processors.
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10.00040
I Maximum Principal Stress (Pa)
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Figure 5-22: Top left: Mean stress external view; Bottom left: In-plane mean stress
on the back face; Bottom right: Maximum principal stress in the cross section; Top
right: Fully fractured interface elements at time t = 1.28 ps
Unstructured Mesh As previously mentioned, the conical cracks captured in the
previous simulation have a distinctly pyramidal shape which is obviously unphysical
(see Figures 5-29 - 5-31). This result is due to the structured nature of the mesh
which provides only a few possible macroscopic planes on which cracks can propagate.
In order to reduce this unphysical mesh-bias, we recompute the plate impact problem
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Figure 5-23: Top left: Mean stress external view; Bottom left: In-plane mean stress
on the back face; Bottom right: Maximum principal stress in the cross section; Top
right: Fully fractured interface elements at time t = 2.02 ps
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Figure 5-24: Top left: Mean stress external view; Bottom left: In-plane mean stress
on the back face; Bottom right: Maximum principal stress in the cross section; Top
right: Fully fractured interface elements at time t = 2.75 ps
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Figure 5-25: Top left: Mean stress external view; Bottom left: In-plane mean stress
on the back face; Bottom right: Maximum principal stress in the cross section; Top
right: Fully fractured interface elements at time t = 3.48 ps
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Figure 5-26: Top left: Mean stress external view; Bottom left: In-plane mean stress
on the back face; Bottom right: Maximum principal stress in the cross section; Top
right: Fully fractured interface elements at time t = 4.22 ps
115
................. ............
Mean Stress
Mean Stress (Pa)
Time: 4.770e-06 + 98
-4e+08 2e+08
iraaine SienIo soce o
?.000e *08
Maximum Principal Stress in the Cross Section
Maximum Principal Stress (Pa)
Time: 4.770000e-06 2c+08 0 2e os
-4e -08 4e-08
Time: 4.77e-06
Figure 5-27: Top left: Mean stress external view; Bottom left: In-plane mean stress
on the back face; Bottom right: Maximum principal stress in the cross section; Top
right: Fully fractured interface elements at time t = 4.77 ps
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Figure 5-28: Top left: Mean stress external view; Bottom left: In-plane mean stress
on the back face; Bottom right: Maximum principal stress in the cross section; Top
right: Fully fractured interface elements at time t = 5.13 ps
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Figure 5-29: A top view of the simulated cracking pattern for the structured mesh at
time t = 5.13ps, showing the fully fractured interface elements.
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Figure 5-30: A bottom view of the simulated cracking pattern for the structured mesh
at time t = 5.13ps, showing the fully fractured interface elements.
Figure 5-31: A side view of the simulated cracking pattern for the structured mesh
at time t = 5.13ps, showing the fully fractured interface elements.
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Figure 5-32: A view of the simulated radial cracking pattern on the back face of the
ceramic plate at time t = 5.13ps for the structured mesh, showing crack propagation
across the processor boundaries of the partitioned mesh.
120
.... ....... ...........................................
with a mesh of 198,431 volumetric elements which has a randomized internal structure
with nonuniform element sizes and randomly oriented facets. Figures 5-33 - ?? show
a time series of snapshots of the evolution of the cracking pattern for the unstructured
mesh. From these snapshots we see that similar to the structured mesh case, cracks
initiate independently at the top and bottom faces of the plate. However, in this
case, the top surface cracks nucleate first in the form of ring cracks prior to the
nucleation of cracks on the back face. Furthermore, the eventual conical cracks which
emerge through the cross section have a more physical "conical" shape, rather than a
pyramidal one. Also, several more dominant radial cracks appear for the unstructured
mesh, in comparison to the structured case. These results illustrate that at this coarse
level of mesh resolution, the fracture reponse predicted by the numerical framework
is highly mesh dependent. Nevertheless, more physically realistic results are obtained
for the randomized mesh structure. Several different views of the predicted fracture
pattern for the unstructured mesh are provided in Figures 5-38 - 5-40.
Fracture Surfaces
-Time: 2. 2e-06
Figure 5-33: Fully fractured interface elements for the unstructured mesh at time
t = 2.12 ps
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Figure 5-34: Fully fractured interface elements for the unstructured mesh at time
t = 3.08 ps
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Figure 5-35: Fully fractured interface elements for the unstructured mesh at time
t = 3.85 ps
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Figure 5-36: Fully fractured interface elements for the unstructured mesh at time
t = 4.62 ps
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Figure 5-37: Fully fractured interface elements for the unstructured meshat time
t = 5.20 ps
125
. ........ . .....
ed ~~1E~~" <v~F,,IL
11
-.1
Figure 5-38: Top view of the fully fractured interface elements for the unstructured
mesh at time t = 5.20 ps
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Figure 5-39: Bottom view of the fully fractured interface elements for the unstructured
mesh at time t = 5.20 ps
Figure 5-40: Side view of the fully fractured interface elements for the unstructured
mesh at time t = 5.20 ps
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Chapter 6
Summary and Conclusions
In this thesis, a new 3D computational method was presented for modeling dynamic
fracture of brittle solids based on the explicit dynamics DG framework proposed by
Noels and Radovitzky [55]. With this new method, consistency and stability of the
finite element solution is guaranteed in the pre-fracture regime by additional interele-
ment integrals in the weak statement of the problem which account for the proper
transfer of momentum between elements in the presence of discontinuities. This is in
stark contrast to intrinsic cohesive approaches which suffer wave propagation issues
prior to fracture as a result of allowing displacement discontinuities without includ-
ing these additional terms. In the context of uniaxial wave propagation in an elastic
bar, it was shown that the inconsistency of the intrinsic cohesive approach prior to
fracture can severely alter the propagation of elastic stress waves leading to spurious
behaviors such as a failure to predict the formation of a spall plane for a boundary
loading sufficient to spall the material. On the other hand, the DG/cohesive approach
accurately captures the formation of a spall plane in this example, as well as the en-
suing stress relief waves that reflect from the fracture surfaces. Mesh dependency
of the fracture pattern and dissipated cohesive energy was investigated for the spall
problem for some highly refined meshes. It was demonstraed that even for refined
meshes with element sizes resolving the fracture process zone in the vicinity of the
spall plane, the simulated fracture response was highly mesh-dependent in both the
predicted fracture pattern and the dissipated cohesive energy. This suggests that
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much finer meshes of at least several million elements may be necessary to approach
a converged result. The 3D parallel implementation of the DG/cohesive method was
also shown to be highly scalable through a constant-size test for the spall example.
This is in stark contrast to existing extrinsic cohesive element approaches, for which
there is no published work demonstrating scalable fracture algorithms in three di-
mensions. This capability will allow for large-scale simulations with highly refined
meshes which is a subject for future work and investigation.
In the last numerical example, the DG/cohesive framework was combined with
the Deshpande-Evans continuum damage model to simulate the high-velocity impact
of a ceramic plates with a rigid spherical projectile. A detailed visualization of the
results for a structured mesh illustrates that the numerical framework captures some
of the basic aspects of the response of an unconfined ceramic tile subjected to impact
loading such as the propagation of compressive body waves and tensile Rayleigh waves
from the impact site, the formation of a tensile region at the back face upon reflection
of the compressive body wave from the free surface, and the formation of conical and
radial cracking patterns. In the simulations radial cracks were shown to nucleate in
response to the tensile reflection of the compressive longitudinal wave from the back
surface, while the formation of conical cracks was shown to correlate with large tensile
maximum principal stresses under the impactor. These simulations were conducted
with relatively coarse meshes with element sizes that did not resolve the fracture
process zone. Consequently, the results were highly mesh-dependent. Specifically,
the shape of the conical cracks was shown to depend sensitively on the internal mesh
structure. For a structured mesh, the predicted conical crack shapes were pyramidal,
while for a randomized internal mesh structure, the predicted conical crack shapes
were more physically realistic.
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Appendix A
Deshpande-Evans Constitutive
Model
A.1 Model Parameters
The expressions for the parameters A and B from regime II are given by
A ci (c2A3 - c2A1 + c3)
B =- (c2A3 + c 2 A1+ c 3 )
(A.1)
(A.2)
for ci, c2 , and c3 given by
7 2a3 / 2 (D)1/3
c2 = 1+ 2
and
3/2, (A.3)
and
2
-1] D2/31 - D2/3 ) (A.4)
c3 = 2a 2 7r2  D 1/3 , (A.5)Do
and A1 and A3 given by
A1 = 7r (1+ p2) 1/2-1, (A.6)
A3 = A1 (1+ p2)1/2 + P (A.7)
(1 + p2)1/ 2 _ (A7
with # 0.1. The material parameters C and E follow from A and B as
C =A-+y a (A.8)
with
B2 B 2C2E2 = k_1(A.9)C 2 - A2
and 7 2.0. The transition between regimes I and II occurs at a stress triaxiality of
A-,1j -B (A.10)
at which point the expression for K 1 in regime II becomes non-negative. The transi-
tion between regimes II and III occurs at a stress triaxiality of
A11-111j = C2 ABA2 (A.11)
which is obtained in [19] by matching the elastic strains between regimes II and III.
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