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G(3)-SUPERGEOMETRY AND A SUPERSYMMETRIC EXTENSION
OF THE HILBERT–CARTAN EQUATION
BORIS KRUGLIKOV, ANDREA SANTI, AND DENNIS THE
Abstract. We realize the simple Lie superalgebraG(3) as supersymmetry of various geomet-
ric structures, most importantly super-versions of the Hilbert–Cartan equation (SHC) and
Cartan’s involutive PDE system that exhibit G(2) symmetry. We provide the symmetries ex-
plicitly and compute, via the first Spencer cohomology groups, the Tanaka–Weisfeiler pro-
longation of the negatively graded Lie superalgebras associated with two particular choices
of parabolics. We discuss non-holonomic superdistributions with growth vector (2|4, 1|2, 2|0)
deforming the flat model SHC, and prove that the second Spencer cohomology group gives a
binary quadratic form, thereby providing a “square-root” of Cartan’s classical binary quartic
invariant for generic rank 2 distributions in a 5-dimensional space. Finally, we obtain super-
extensions of Cartan’s classical submaximally symmetric models, compute their symmetries
and observe a supersymmetry dimension gap phenomenon.
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1. Introduction and the main results
In the early days of Lie theory, W.Killing found all five exceptional simple Lie algebras,
yet without concrete geometric realizations. The simplest of these, the 14-dimensional Lie
algebraG(2), discovered in 1887, was realized as the symmetry algebra of two differentKlein
geometries in 1893 by E.Cartan and F. Engel, in two successive papers in the same issue of
Comptes Rendus [2, 11].
Supersymmetry was brought to life in the context of quantum field theory and it is based
on the theory of Lie superalgebras. The first simple (real) Lie superalgebrawas computed by
J.Wess and B.Zumino in 1974 as the symmetry superalgebra of AdS5|8 [37], a superization
of the anti de Sitter space playing a special role in general relativity. This was one of the
classical Lie superalgebras su(2, 2|1) = osp(4, 4|2;R) ∩ sl(4|1;C). The classification of simple
complex Lie superalgebraswas achieved by V.Kac in 1977 [21], and the simplest exceptional
one, in the list of Lie superalgebras with a reductive even part, is G(3) of dimension (17|14).
This Lie superalgebra is traditionally described by introducing the brackets on its even and
odd parts and not as the symmetry superalgebra of some simple algebraic or geometric
structure. (Arguably, one reason is that the smallest non-trivial representation ofG(3) is the
adjoint representation [31].)
The goal of this paper is to realize G(3) as the symmetry of a (Klein) supergeometry, and
then study the invariants and deformations of this supergeometry. We remark that G(2) is
a subalgebra of G(3), and we extensively make use of this important fact. Indeed, we will
establish super-analogs of the celebrated differential equations associated to G(2). For sim-
plicity, in this paperwe restrict to Lie algebras and superalgebras overC, the straightforward
version over R corresponds to the split (normal) form.
Let us briefly recall the classical results before we describe the super-models.
1.1. History: realizations of G(2) as symmetry. In Cartan’s realization, G(2) is the sym-
metry of a rank 2 distribution in a 5-space. This distribution is associated to the underde-
termined ordinary differential equation
z ′ = 12(u
′′)2, (1.1)
for the functions u = u(x), z = z(x). Equivalently, it is the 5-manifold Σ = {z1 =
1
2(u2)
2} in
the mixed jet-space J2,1(C,C2) = C6(x,u,u1,u2, z, z1) equipped with the Pfaffian system
〈du− u1dx, du1 − u2dx, dz−
1
2u
2
2dx〉, (1.2)
i.e., the pullback to Σ of the Cartan system in J2,1(C,C2). Symmetries of (1.2) are often re-
ferred to as internal symmetries of (1.1). In modern terms, this Pfaffian system is the Klein
geometry encoded as a rank 2 distribution on the flag variety G(2)/P1, where P1 is the para-
bolic subgroup with marked Dynkin diagram × of G(2).
In Engel’s realization, G(2) is the symmetry of a contact distribution C on a 5-dimensional
space M equipped with a field of rational normal curves of degree 3 (twisted cubics) V ⊂
P(C), in modern terms, a paraconformal or GL(2)-structure. We recall that a twisted cubic is
given by λ 7→ [λ3 : λ2 : λ : 1] in some (projective) frame of the distribution, modulo projective
reparametrizations of λ.
In 1910, E. Cartan [3] realized G(2) as the contact (or external) symmetry of an overde-
termined system of differential equations
uxx =
1
3λ
3, uxy =
1
2λ
2, uyy = λ. (1.3)
Upon elimination of the parameter λ, one obtains an involutive PDE system that we call the
G(2)-contact PDE system, namely
uxx =
1
3u
3
yy, uxy =
1
2u
2
yy. (1.4)
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It should be mentioned that D.Hilbert in 1912 [19] showed that (1.1) (resp. (1.3)) do not
allow integral curves (resp. surfaces) to be expressed in closed form, that is, without quad-
ratures, a phenomenon explained by E.Cartan in amore general context in 1914. Henceforth
(1.1) is called the Hilbert–Cartan equation. (Variations like the factor 12 in equation (1.1) are
inessential. Later we will also have similar differences in notation for the super-versions.)
Since then many methods to compute symmetries of the HC equation (1.1) have been
developed, in particular relating internal to generalized symmetries. For us the most im-
portant approach will be that of N. Tanaka [33] and B.Weisfeiler [36]. This gives an upper
bound on the symmetry algebra from the algebraic prolongation of the symbol algebra (also
known as the Carnot algebra in optimal control). We recall that associated to any (regular)
distributionD on a manifold, there is the weak derived flag
D1 = D ⊂ D2 ⊂ · · · ⊂ Dk ⊂ · · · , Dk+1 = [D,Dk]. (1.5)
Setting g−i(x) = D
i|x/D
i−1|x, the symbol algebra at x ∈M is mx =
⊕
k<0 gk(x). If we assume
that D is bracket-generating of depth µ (Dµ is the full tangent bundle and Dµ−1 $ Dµ) and
strongly regular of type m (all mx isomorphic to a fixed negatively-graded Lie algebra m),
then gk = 0 precisely for all k < −µ. The maximal prolongation of m =
⊕
−µ6k<0 gk is then
defined as the unique (possibly infinite-dimensional) Z-graded Lie algebra
pr(m) =
+∞⊕
k=−µ
gk
that extends m, is transitive (for all k > 0, if X ∈ gk is an element such that [X, g−1] = 0, then
X = 0) and is maximal with these properties. In particular g0 = dergr(m) is the Lie algebra of
grade-preserving derivations of m.
If M = (Mo,AM) is a supermanifold, with underlying topological space Mo and sheaf
of superfunctions AM, then a distribution is defined as a (graded) AM-subsheaf D of the
tangent sheaf TM = Der(AM) ofM that is projective, see e.g. [35, §4.7]. Any suchD induces
a vector bundleD|Mo = ∪x∈MoD|x onMo (whereD|x is the evaluation of D at x ∈Mo), but
we note that this bundle does not fully determineD. A regularD that is bracket-generating
of depth µ has an associated flag of superdistributions as in (1.5) withDµ = TM, hence also
a flag of vector bundlesDk|Mo = ∪x∈MoD
k|x onMo and a symbolmx at any x ∈Mo that is a
(finite-dimensional) Lie superalgebra. More generally, one may consider the stalkDkx ofD
k
at x ∈Mo as a module over the local ring (AM)x and set gr(TxM) = ⊕k>0gr(TxM)−k, where
gr(TxM)−k = D
k
x/D
k−1
x . This is naturally a graded Lie superalgebra free over (AM)x.
Since supervector fields are not determined by their values at the points ofMo, the correct
generalization of the concept of strong regularity is given in terms of the stalks.
Definition 1.1. Let D be a regular distribution on a supermanifold M = (Mo,AM) that is
bracket-generating of depth µ. ThenD is strongly regular if there exists a negatively-graded
Lie superalgebram =
⊕
0<k6µm−k such that gr(TxM)
∼= (AM)x⊗m at any x ∈Mo, as graded
Lie superalgebras over (AM)x.
Concretely, a strongly regular superdistribution admits a local basis of supervector fields
adapted to the weak derived flag and whose brackets are given by the structure constants
of m, after the appropriate quotients have been taken. The superdistributions considered in
this paper will all tacitly be assumed strongly regular.
The proof of the existence and uniqueness of pr(m) given in [33] extends verbatim to the
Lie superalgebra case and the mild generalization pr(m, g0) that includes a reduction g0 ⊂
dergr(m) of the structure Lie superalgebra is straightforward. In the context of graded Lie
superalgebras we will call it the Tanaka–Weisfeiler prolongation.
Let us come back to the classical case. The three realizations of G(2) discussed above are
conveniently related by the diagram of Figure 1.
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× ×
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Figure 1. G(2)-twistor correspondence as a relation between PDEs and ODEs.
On the left is the 5-dimensional space G(2)/P1 equipped with a rank 2 distribution having
growth vector (2, 1, 2). (Here and in the following, we list the dimensions of the graded com-
ponents of the symbol algebra. Another convention is to list dimensions of the filtered com-
ponents, in which case it is called a (2, 3, 5) distribution.) On the right is the 5-dimensional
contact manifold G(2)/P2 with a reduction of the structure group to GL(2) ⊂ CSp(4).
Finally, on the top is the 6-dimensional space G(2)/P12 equipped with a rank 2 distribu-
tionD having growth vector (2, 1, 1, 1, 1) and this geometry is indeed derived from the PDE
model (1.4). Namely, as a 6-space E ⊂ J2(C2,C), it inherits:
(i) the Cartan distributionD2 of rank 3, which coincides with the first derived ofD. The
associated Cauchy characteristic space Ch(D2) consists of (internal) symmetries of D2
that lie insideD2 itself and is generated by
C1 = Dx − λDy ,
where
Dx = ∂x + ux∂u +
λ3
3
∂ux +
λ2
2
∂uy , Dy = ∂y + uy∂u +
λ2
2
∂ux + λ∂uy (1.6)
are truncated total derivatives.
(ii) 1-dimensional fibres for E→ J1(C2,C), with vertical bundle spanned byC2 = ∂λ. The
latter generates Ch(D4).
The rank 2 distributionD can be recovered from (i)-(ii) as the span of C1 and C2.
The left arrow in Figure 1 is the quotient E → Σ ∼= E/C1 of E by C1 and Σ inherits the
rank 2 distribution D2/C1. The right arrow is the quotient E → M ∼= E/C2 by C2 and M
inherits the contact distribution C = D4/C2 equipped with the twisted cubic obtained as
(the Zariski-closure of) the push-forward of C1 through the projection.
Both quotients exist in general only locally and only for G(2)-invariant (flat) structures.
In fact, the second arrow does not exist for general curved parabolic geometries (the field
of curves determined by the push-forward of a vector field in Ch(D2) may not be a rational
normal curve, therefore it does not give rise to the required reduction GL(2) ⊂ CSp(4)),
while the first quotient exists universally, as the geometries are just determined by the type
of the associated distributions. The latter gives a bijection between involutive PDE systems
of the second order for u = u(x,y) and (by a theorem of E.Goursat) Monge equations, i.e.,
underdetermined ODEs of the type
z ′ = f(x,u,u ′,u ′′, z) ,
for u = u(x), z = z(x). Cartan [3] showed that (1.4) has maximal (contact) symmetry dimen-
sion amongst all second order involutive PDE systems and (1.1) maximal (internal) sym-
metry dimension amongst all Monge equations.
Generalizations of the G(2)/P12 → G(2)/P1 fibration to the other exceptional simple Lie
groups were first investigated by K. Yamaguchi [38]. Recently, work of D. The [34] gave the
first explicit geometric generalizations of the Cartan–Engel G(2)-models to the exception-
als. The idea is simply illustrated in the G(2)-case: the twisted cubic V ⊂ P(C) from Engel’s
G(2)/P2-picture is a Legendrian projective variety, i.e., its osculations give a family V̂ of Lag-
rangian subspaces, and the fibres of E → M are modelled on V̂. The Lagrange–Grassmann
bundle M˜ = LG(C)→M (whose fibres are Lagrangian subspaces of the contact distribution
C onM) is locally isomorphic to J2(C2,C), so E ⊂ M˜ corresponds to a PDE. The difference of
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perspective in [34] is to view the PDE (1.4) as an equivalent description ofG(2)/P2-geometry,
using the fact that V̂ provides the same reduction to GL(2) ⊂ CSp(4) as V does.
We now turn to our results in the super-setting.
1.2. Newresults: realizations ofG(3) as supersymmetry. Wewill demonstrate that a super-
extension of the HC equation (1.1) is given by the following system of partial differential
equations that we call SHC (for super Hilbert-Cartan):
zx =
1
2u
2
xx + uxνuxτ, zν = uxxuxν, zτ = uxxuxτ, uντ = −uxx , (1.7)
where u = u(x,ν, τ) and z = z(x,ν, τ). It is a submanifold Σ of codimension (2|2) in themixed
jet-superspace J2,1(C1|2,C2|0), equippedwith the pullback of the Cartan system. Unlike (1.1),
which has general solution depending on one arbitrary function of one variable, the space
of solutions of (1.7) depends only on five arbitrary constants, see Section 5.3.
From the internal perspective, this corresponds to a superdistribution of rank (2|4) in a
(5|6)-dimensional supermanifold with growth vector (2|4, 1|2, 2|0), and the equation can be
directly produced by integrating the graded nilpotent Lie superalgebra associated to the
parabolic pIV2 ⊂ G(3) (see Section 2.1 for notations) via the super-version of the Baker–
Campbell–Hausdorff formula and then locally rectifying the corresponding Pfaffian system
on G(3)/PIV2 . This is how we obtained (1.7) initially; however in this paper we present a
method closer to that used in [34]. We then prove that the internal symmetry superalgebra
of (1.7) is G(3) in Theorem 4.13.
Specifically, we begin with a contact grading. Note that there are two contact gradings on
G(3): the one associated to pI1 which corresponds to a purely odd distribution (i.e., which
gives rise to a “consistent” Z-grading in Kac’s terminology), and the other associated to pIV1
corresponding to a distribution ofmixed parity (i.e., an “inconsistent”Z-grading). Both have
purely even normal bundle and we will explore the second option.
The homogeneous superspace G(3)/PIV1 has dimension (5|4) and it comes with a contact
superdistributionC of rank (4|4). We first determine an invariant cone field in it, characteriz-
ing the reduction of the structure group to COSp(3|2) ⊂ CSpO(4|4); note the order of letters.
In other words, at any fixed topological point x ∈ G(3)/PIV1 , the projectivization of C|x con-
tains a distinguished subvariety V|x of dimension (1|2). This supervariety is isomorphic to
the unique irreducible flag manifold of the simple Lie supergroupOSp(3|2), namely
V|x ∼= OSp(3|2)/P
II
1 ,
where pII1 is the parabolic subalgebra × . We call it the (1|2)-twisted cubic, because its
underlying classical manifold is a rational normal curve of degree 3 and it is super-deformed
in 2 odd dimensions.
Lagrangian subspaces obtained as osculations of the field of (1|2)-twisted cubics V ⊂ P(C)
determine a submanifold E in the superspace of 2-jets J2(C2|2,C1|0) and we obtain the fol-
lowing extension of (1.4), which we call G(3)-contact super-PDE system:
uxx =
1
3u
3
yy + 2uyyuyνuyτ, uxy =
1
2u
2
yy + uyνuyτ,
uxν = uyyuyν, uxτ = uyyuyτ, uντ = −uyy,
(1.8)
where u = u(x,y,ν, τ). See Theorem 4.7. Furthermore, we show that the contact symmetry
algebra of this super-PDE system is exactly G(3), see Theorem 4.10.
The models we obtain are related by the diagram of Figure 2. On the left we see the (5|4)-
dimensional superspace G(3)/PIV1 with a field of (1|2)-twisted cubics in the projectivized
contact distribution, that is, with a reduction of the structure groupCSpO(4|4) to COSp(3|2).
On the right there is the (5|6)-dimensional superspaceG(3)/PIV2 endowedwith a superdistri-
bution of growth (2|4, 1|2, 2|0), which corresponds to the SHC equation (1.7).
Finally, on the top we see the (6|6)-dimensional superspace G(3)/PIV12 equipped with the
superdistribution D of growth (2|2, 1|2, 1|2, 1|0, 1|0). This is derived from the super-PDE
model (1.8). As in the G(2)-case, the superdistribution D is not the Cartan distribution of
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the super-PDEmodel considered as a submanifold E of J2(C2|2,C1|0). In fact, the Cartan dis-
tribution is the first derivedD2 of D and has rank (3|4); we also note that D3 has rank (4|6),
while D4 has rank (5|6).
× ×
× ×
Figure 2. G(3)-twistor correspondence considered in this paper.
The superdistribution D2 has a non-trivial Cauchy characteristic space Ch(D2), which
we compute in Section 4.4 (we remark that D2 is simply denoted by the symbol H in that
section). It is spanned by the even supervector field
C = Dx − λDy − θDν −φDτ , (1.9)
where Dx,Dy,Dτ,Dν are truncated total derivatives (explicit formulae are given in Section
4.4) and λ = uyy, θ = −uyτ, φ = uyν. On the other handD4 has a (1|2)-dimensional Cauchy
characteristic space Ch(D4) = 〈∂λ|∂θ,∂φ〉.
The left arrow is the quotient by Ch(D4) and the contact superdistribution C on G(3)/PIV1
at the bottom left is D4/Ch(D4). The right arrow is the quotient by Ch(D2) and the superd-
istribution of rank (2|4) on G(3)/PIV2 at the bottom right isD
2/Ch(D2). Note that the left and
right arrows are swapped w.r.t. the classical picture presented in Figure 1; this is due to the
reversal of the triple arrow in the Dynkin diagram of G(3) w.r.t. that of G(2).
The local quotient given by the left arrow exists in general only for special (in particular
flat) structures. However the local quotient to the right has no obstructions, and there is an
equivalence of categories for the corresponding geometries, see Appendix A.
1.3. Spencer cohomology of G(3) and curved supergeometries. Our proof that g = G(3)
is the internal symmetry superalgebra of (1.7), resp. the contact symmetry superalgebra of
(1.8), is based on the explicit determination of all the supersymmetries and on the computa-
tion of the Tanaka–Weisfeiler prolongation of the symbol algebra associated to the relevant
distribution, resp. with a further orthosymplectic reduction cosp(3|2) ⊂ dergr(m). We em-
phasize that in [34], the proof that the given PDEs have symmetry realized by the exceptional
Lie algebras was given independently from the explicit symmetry computation. That result
was based on the theory of parabolic geometries, which is not available in the super-setting.
Theorem 3.16, resp. Theorem 3.9, computes the first Spencer cohomology group H1(m, g)
of the negatively graded Lie superalgebram ⊂ g corresponding to the Z-grading induced by
pIV2 , resp. p
IV
1 . Vanishing in nonnegative, resp. positive, degrees amounts exactly to pr(m)
∼=
G(3), resp. pr(m, g0) ∼= G(3), that is, G(3) is the maximal prolongation.
In addition, we compute the second Spencer cohomology groups H2(m, g) that are clas-
sically identifiedwith the spaces of (fundamental) curvatures or structure functions [18, 26].
Traditionally, this has two motivations. First, Spencer cohomology consists of compatibil-
ity constraints of the Lie equation on symmetry and can be expressed via curvatures [24].
Second, in parabolic geometryH2(m, g) contains the complete obstructions to flatness of the
(regular, normal) Cartan connection, i.e., the so-called harmonic curvatures. In this paper
we take instead the deformation approach, in whichH2(m, g) classifies filtered deformations
of graded subalgebras [5]; note that the symmetry breaking mechanism of [25] is also based
on this deformation idea and we apply it in the context of supergeometry.
The relevant Lie algebra cohomologies are computed in the classical case via Kostant’s ver-
sion of the Bott–Borel–Weil theorem [22], a result which does not hold in the general super-
case. Cohomology groups have been known for some irreducible (i.e, depth µ = 1) super-
geometries [26] and some distinguished (i.e., corresponding to a Dynkin diagram with just
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one odd root) Borel subalgebras [7], but not for the parabolic subalgebras of depth µ = 2, 3
that we consider in this paper. (Note that G(3) does not have |1|-gradings.) Our proofs use
various techniques, such as the Hochschild–Serre spectral sequence for pIV1 and a combina-
tion of different exact sequences with the representation theory of osp(1|2) for pIV2 .
In the latter case, it is intriguing that H2,2(m, g) ∼= S2C2, which yields a “square root”
of Cartan’s classical binary quartic invariant for (2, 3, 5)-distributions, see Theorem 3.20. A
similar phenomenon has been observed in the context of supergravity [12]. For the second
cohomology group of the graded Lie superalgebra associated to pIV1 , see Theorem 3.9.
Note that comparing (super)dimensions (p|q) has different meanings in the literature:
sometimes the maximal dimension is understood in the even sense (max p), sometimes in
the odd sense (max q) or in the total sense (max p + q). In this paper, we use the stronger
notion of partial order: (p ′|q ′) 6 (p|q) iff p ′ 6 p and q ′ 6 q. In this sense, we prove in
Theorem 4.9 that (17|14) is the maximal supersymmetry dimension for (locally transitive)
G(3)-contact supergeometries.
Finally, wediscuss curvedgeometriesmodelled on the homogeneoussuperspaceG(3)/PIV2 .
We consider distributions in (5|6)-dimensional superspaces with growth (2|4, 1|2, 2|0) and
prove that the SHC symbol is rigid, i.e., given this growth (plus some mild non-degeneracy
conditions), the graded Lie superalgebra structure is unique. See Theorem 5.1 and Corol-
lary 5.3. Contrary to the case of rank 2 distributions in 5-dimensional spaces, the generic
rank (2|4) distributions in (5|6)-superspaces have depth µ = 2, so the distributions with the
indicated growth are not generic. We address the restrictions this puts on their even part.
We investigate integral submanifolds of general superdistributionswith the growthvector
(2|4, 1|2, 2|0) in Theorem 5.10 and notice a difference it makes with the even case.
Then we observe a supersymmetry gap phenomenon in Theorem 5.12: The maximal su-
persymmetry dimension of (locally transitive) distributions with growth vector (2|4, 1|2, 2|0)
of SHC type is (17|14), and among all such distributions any symmetry superalgebra differ-
ent from G(3) has dimension at most (10|8).
Finally, we show in Theorem 5.13 that the following deformation of the SHC
zx = f(uxx) + uxνuxτ, zν = f
′(uxx)uxν, zτ = f
′(uxx)uxτ, uντ = −f
′(uxx),
gives a realization of the above dimension bound whenever the function f of one (even)
variable is f(s) =
∫
sk ds with k 6= −2,−23 ,−
1
3 , 0, 1. These non-flat models can be considered
as super-extensions of Cartan’s classical submaximally symmetric G(2)/P1 structures.
1.4. Structure of the paper and future directions. In Section 2 we recall the basics of G(3),
its parabolic subalgebras and Z-gradings. Figure 4 gives all the 19 generalized flag varieties
ofG(3) and twistor correspondences, further discussed inAppendixA. (The diagram is com-
plete in the flat case, while for curved geometries some arrows may disappear.) Associated
to theG(3)-contact case, i.e., to the flag superspaceG(3)/PIV1 , we compute the supervarietyV,
its osculations, and super-symmetric forms on a naturally associated Jordan superalgebra,
leading to a collection V̂ of Lagrangian subspaces along V.
Section 3 is devoted to cohomology – this is an important ingredient in the proof thatG(3)
is the symmetry superalgebra of the two main differential equations that we will derive in
Section 4. Some technical cohomological computations are postponed to the Appendix B.
We then explain in Section 4 the relation between the two differential equations and give
the explicit expression of supersymmetries: we encode them by the generating function of
the contact vector field in the case of the super-PDE (1.8) and we delegate the formulae to
Appendix C in the case of the SHC equation (1.7).
Finally in Section 5 we discuss curved geometries of type G(3)/PIV2 : their symbol, generi-
city and in which respects they differ from SHC. The submaximally symmetric models are
derived at the end of this section, and their supersymmetries are explicitly given.
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Throughout the paper, we will work with Lie superalgebras over the complex field and
freely exponentiate to the corresponding Lie supergroups and homogeneous superspaces
via the functor of points (see Section 2.4.3 and, e.g., [1] for more details).
In forthcoming works we will develop the theory of Cartan connections and parabolic
geometries in the super-setting. In particular, this will allow us to deal with curved geo-
metries with an intransitive symmetry superalgebra. Geometries modelled on other simple
Lie superalgebras are also of importance, e.g., the Lie superalgebra F(4) is popular due to
its relation to conformal field theories. This work proposes G(3) as the supersymmetry of
differential equations. The relation of our construction to the twistor spinors associated to
Nurowski’s conformal metrics will be discussed elsewhere.
2. Algebraic aspects and parabolic subalgebras of G(3)
2.1. Root systems and Dynkin diagrams of G(3). The (complex) Lie superalgebra (LSA)
g = G(3) has dimension (17|14), with even and odd parts:
g0¯ = G(2)⊕A(1), g1¯ = C
7 ⊠ C2. (2.1)
Here,weuse thenotationG(2) andA(1) ∼= sp(2) to denote complex simple Lie algebras, while
g1¯ is the g0¯-representation that is the (external) tensor product of the standardG(2) andA(1)
representations. The somewhat unusual notation sp(2) will be reserved specifically to the
idealA(1) ⊂ g0¯ throughout thewhole paper, to avoid confusionwith other sl(2)-subalgebras.
ACartan subalgebra h of g is by definition a Cartan subalgebra for g0¯. All are conjugate, so
we fix one such choice. We adopt the root conventions in [14, §2.19]. Fix vectors δ, ǫ1, ǫ2, ǫ3
in h∗ with ǫ1 + ǫ2 + ǫ3 = 0 such that 〈ǫi, ǫj〉 = 1 − 3δij, 〈δ, δ〉 = 2 and 〈ǫi, δ〉 = 0. The G(3)
root system ∆ = ∆0¯ ∪ ∆1¯ ⊂ h
∗\{0} is given by:
∆0¯ = {±2δ,±ǫi, ǫi − ǫj}, ∆1¯ = {±δ,±δ± ǫi},
where 1 6 i 6= j 6 3. Given any even root α one has 〈α,α〉 6= 0, and the usual reflection
Sα(β) = β−
2〈β,α〉
〈α,α〉
α (2.2)
on h∗ preserves each of ∆0¯ and ∆1¯. The Weyl group W of g is generated by all such even
reflections. For any fixed simple root system Π and any odd isotropic root α ∈ Π, we define
the odd reflection (see [32])
Sα(β) =


β+ α, 〈α,β〉 6= 0;
β, 〈α,β〉 = 0, β 6= α;
−α, β = α;
(2.3)
for any β ∈ Π.
Up toW-equivalence, there are four inequivalent simple systemsΠ = {α1,α2,α3}, and each
leads to a Cartan matrix and corresponding Dynkin diagram – see e.g. [4, §3] for details.
These diagrams are given in Figure 3.
• Nodes are white, black, or grey according to whether the corresponding simple root
αi is even, odd with 〈αi,αi〉 6= 0, or odd with 〈αi,αi〉 = 0;
• Dynkin labels m1,m2,m3 inscribed above each node correspond to the highest root
αhigh = m1α1 +m2α2 +m3α3.
One cannot extend W to a larger group that includes reflections for isotropic odd roots,
since the latter cannot in general be extended to linear transformations of h∗ that send roots
into roots. Nevertheless, applying (2.3) to any β ∈ Π transforms one simple root system to
another, and red arrows in Figure 3 indicate such transforma
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I II III IV
2 4 2
α1 α2 α3
3 4 2
α1 α2 α3 2 2
3
α1 α2
α3 2 3 3
α1 α2 α3
α1 = δ+ ǫ3
α2 = ǫ1
α3 = ǫ2 − ǫ1
α1 = −δ− ǫ3
α2 = δ− ǫ2
α3 = ǫ2 − ǫ1
α1 = −δ + ǫ2
α2 = δ − ǫ1
α3 = ǫ1
α1 = ǫ2 − ǫ1
α2 = ǫ1 − δ
α3 = δ
Figure 3. W-inequivalent simple root systems for G(3)
2.2. Parabolic subalgebras and a map of G(3)-supergeometries. A Z-grading of g is a de-
composition g =
⊕
k∈Z gk satisfying [gi, gj] ⊂ gi+j for all i, j ∈ Z. In particular, g0 is a LSA and
each gk is a g0-module. Since the Killing form on G(3) is non-degenerate, then gk = (g−k)
∗
as g0-modules. The corresponding parabolic subalgebra is p = g>0 =
⊕
k>0 gk, and g− is
the associated symbol algebra, a nilpotent graded LSA. Letting dergr(g−) denote the LSA of
(super-)derivations of g− of zero degree, we have g0 ⊂ dergr(g−). Moreover, for these grad-
ings g−1 is bracket-generating, i.e., g−1 generates all of g− by iteratively bracketing with g−1,
so dergr(g−) →֒ gl(g−1).
Such Z-gradings are obtained from a choice of grading element Z ∈ h. Namely, define
gk = {x ∈ g : [Z, x] = kx} for any k ∈ Z. Note that Z ∈ h ⊂ g0 and the root space gα ⊂ gk for
α ∈ ∆ such that α(Z) = k. It follows that Z ∈ z(g0). If µ = max{k : gk 6= 0}, then µ = αhigh(Z)
and g is said to have a |µ|-grading. Given a simple root system {α1,α2,α3}, let {Z1,Z2,Z3} ⊂ h
be its dual basis. Then Z =
∑
i∈A Zi specifies a grading element for any nonempty subset
A ⊂ {1, 2, 3}, and in turn a parabolic subalgebra pA. All non-trivial gradings of G(3) are of
this form, varying the choice of simple root system (labelled I to IV as in Figure 3) [20].
We refer to MA = G/PA as a G(3)-supergeometry, where G and PA are (connected) Lie
supergroups corresponding to g and pA respectively. If B ⊂ A, there are natural fibrations
MA → MB. Considering each simple root system from Figure 3 leads to the map of G(3)-
supergeometries given in Figure 4, see Appendix A for further details.
MI123 M
II
123 M
III
123 M
IV
123
MI12 M
I
13 M
I
23 =M
II
23 M
II
12 M
II
13 =M
III
23 M
III
12 M
III
13 = M
IV
13 M
IV
12 M
IV
23
MI1 M
I
2 =M
II
2 M
I
3 =M
II
3 =M
III
2 M
II
1 =M
III
3 =M
IV
3 M
III
1 = M
IV
1 M
IV
2
G(3)-contact SHC
Figure 4. Map of G(3)-supergeometries. Green nodes are the focus of this article.
For eachG(3)-supergeometry, it is natural to search for some explicit geometric structures
whose symmetry algebra is preciselyG(3). Our goal is to carry out this program in two cases,
labelled in Figure 4 as G(3)-contact and SHC.
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2.3. SHC and contact gradings. We will work with Π = {α1,α2,α3} labelled IV in Figure 3.
This gives an associated positive ∆+ (resp. negative ∆−) system of roots. Explicitly,
∆+
0¯
: α1, 2α3, α2 + α3, α1 + α2 + α3, α1 + 2α2 + 2α3, α1 + 3α2 + 3α3, 2α1 + 3α2 + 3α3;
∆+
1¯
: α2, α3, α1 + α2, α2 + 2α3, α1 + α2 + 2α3, α1 + 2α2 + α3, α1 + 2α2 + 3α3;
with ∆−i = −∆
+
i , i ∈ Z2. While there are many possibilities for Z, we will focus on two
choices:
• contact grading defined by Z = Z1, which is a |2|-grading;
• SHC (“super Hilbert–Cartan”) grading defined by Z = Z2, which is a |3|-grading.
These gradings closely parallel those considered in the classical cases in [34, 38], and indeed
the even parts (g−)0¯ give precisely the symbol algebras considered there. The above choices
of Π and Zwere motivated from the following distinguishing feature in the classical cases:
Let g be a complex simple Lie algebra not of type A or C. The adjoint representation of g has highest
weight (root) that is a fundamental weight λk = αhigh =
∑
imiαi withmk = 2 and
∑
i∈Nk
mi = 3,
where Nk are the neighbours to the k
th-node (excluding the kth-node) in the Dynkin diagram. The
element Z = Zk defines a contact grading, while Z =
∑
i∈Nk
Zi defines a |3|-grading generalizing the
one for classical (2, 3, 5)-geometries (in particular dim g−3 = 2 as for the Hilbert–Cartan grading).
For both gradings above, z(g0) = span{Z} ⊂ (g0)0¯. Below are the roots organized by parity
and grading (with ∆i(k) = {α ∈ ∆i : α(Z) = k} for i ∈ Z2), along with the module structure
for the semisimple part (g0)
ss
0¯
of (g0)0¯.
Contact grading: pIV1
k ∆0¯(k) ∆1¯(k)
0 ±(α2 + α3), ±2α3 ±α2, ±α3, ±(α2 + 2α3)
1
α1, α1 + α2 + α3,
α1 + 2α2 + 2α3, α1 + 3α2 + 3α3
α1 + α2, α1 + α2 + 2α3,
α1 + 2α2 + α3, α1 + 2α2 + 3α3
2 2α1 + 3α2 + 3α3
(2.4)
k (gk)0¯ (gk)1¯ dim
0 C⊕ sl(2)⊕ sp(2) S2C2 ⊠ C2 7|6
−1 S3C2 ⊠ C C2 ⊠ C2 4|4
−2 C⊠ C 1|0
(2.5)
Note that α2 + α3 = ǫ1 and 2α3 = 2δ are the positive roots of sl(2) and sp(2), respectively.
The bracket Λ2g−1 → g−2 yields a g0-invariant conformal symplectic-orthogonal structure
on g−1, so we can naturally view g0 ⊂ cspo(g−1) ∼= cspo(4|4). We will make this explicit in
Section 2.4.1. Also, g0 = CZ1 ⊕ f ∼= cosp(3|2), where
f = (g0)
ss
0¯
⊕ (g0)1¯
∼= osp(3|2) (2.6)
is the semisimple part of g0.
SHC grading: pIV2
k ∆0¯(k) ∆1¯(k)
0 ±α1,±2α3 ±α3
1 α2 + α3, α1 + α2 + α3 α2, α1 + α2, α2 + 2α3, α1 + α2 + 2α3
2 α1 + 2α2 + 2α3 α1 + 2α2 + α3, α1 + 2α2 + 3α3
3 α1 + 3α2 + 3α3, 2α1 + 3α2 + 3α3
(2.7)
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k (gk)0¯ (gk)1¯ dim
0 C⊕ sl(2)⊕ sp(2) C⊠ C2 7|2
−1 C2 ⊠ C C2 ⊠ C2 2|4
−2 C⊠ C C⊠ C2 1|2
−3 C2 ⊠ C 2|0
(2.8)
Note that α1 = ǫ2 − ǫ1 and 2α3 = 2δ are the positive roots of sl(2) and sp(2) respectively, and
g0 ∼= C⊕ sl(2)⊕ osp(1|2).
Proposition 2.1. For the contact grading of G(3), the subalgebra g0 ⊂ cspo(g−1) is a maximal
subalgebra. For the SHC grading of G(3), we have g0 ∼= dergr(g−).
Proof. To establish the first claim, it suffices to show that f = osp(3|2) ⊂ k := spo(4|4) is a
maximal subalgebra. The decompositions of f and k into even and odd parts are
f = f0¯ ⊕ f1¯
∼= (sl(2)⊕ sp(2))⊕ (S2C2 ⊠ C2), (2.9)
k = k0¯ ⊕ k1¯
∼= (sp(4)⊕ so(4))⊕ (C4 ⊠ C4), (2.10)
and f0¯ →֒ k0¯ via the action on g−1 = (g−1)0¯ ⊕ (g−1)1¯
∼= (S3C2 ⊠ C) ⊕ (C2 ⊠ C2). Note that
so(4) ∼= sl(2)⊕ sp(2), with sp(2) ⊂ f0¯ embedded purely in the latter factor sp(2). On the other
hand, sl(2) ⊂ f0¯ is diagonally embedded in sp(4)⊕sl(2) and we denote its image by sl(2)diag.
Step 1. We first claim that the unique subalgebra h˜ properly contained between f0¯ and k0¯ is
h˜ = sl(2)⊕ so(4), where sl(2) ⊂ sp(4) via the irreducible action on S3C2.
Indeed, if h˜ is a subalgebra such that f0¯ ( h˜ ( k0¯ then h˜ = h⊕ sp(2) for some subalgebra
sl(2)diag ( h ( sp(4)⊕ sl(2) ,
where sl(2) is the first factor of so(4). However sp(4) ⊕ sl(2) ∼= (sl(2) ⊕ S6C2) ⊕ sl(2)diag as
an sl(2)diag-module, where sp(4) ∼= sl(2) ⊕ S6C2. Since S6C2 is an sl(2)-module and sp(4) is
a simple Lie algebra, we immediately see that S6C2 is not a subalgebra of sp(4).
By the previous discussion
h =
{
sl(2)⊕ sl(2)diag = sl(2)⊕ sl(2), or
S6C2 ⊕ sl(2)diag,
but the second case does not correspond to any subalgebra of sp(4)⊕ sl(2), hence the claim.
Step 2. As f0¯-modules,
k1¯
∼= (S3C2 ⊠ C)⊗ (C2 ⊠ C2) ∼= (S4C2 ⊠ C2)⊕ (S2C2 ⊠ C2),
where the last isomorphism gives the decomposition into irreducibles.
Assume f˜ is a subalgebra such that f ( f˜ ( k, so we get corresponding inclusions of their
even and odd parts. Since f˜1¯ is an f0¯-module, then f˜1¯ = k1¯ or f˜1¯ = f1¯ by Schur’s lemma and
we consider the two possibilities separately:
(a) f˜1¯ = k1¯. In this case f˜0¯ = f0¯ or f˜0¯ = h˜, thus [k1¯, k1¯] ⊂ h˜. However, [k1¯, k1¯] = k0¯ since
k = spo(4|4) is simple.
(b) f˜1¯ = f1¯. Here f˜0¯ = k0¯ or f˜0¯ = h˜ and in both cases f1¯ ⊂ k1¯ is h˜-invariant. However k1¯ is
h˜-irreducible.
In both cases, we obtained contradictions, so f ⊂ k is maximal, hence the first claim is proven.
The second claim follows from our Theorem 3.16 (in particular, H0,1(g−, g) = 0). 
Despite tensor fields on supermanifolds M = (Mo,AM) not being determined by their
values at points x ∈ Mo, the G-invariant geometric structures on the homogeneous super-
manifold M = G/P correspond bijectively to p-invariant data on g/p, cf. [30, 16]. For the
contact and SHC cases above, we will describe geometric structures given by:
• a superdistribution corresponding to (g−1 ⊕ p)/p;
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• a reduction of the structure group Autgr(g−)with associated LSA dergr(g−) to a con-
nected (super-)subgroup G0 with subalgebra g0.
Since g+ =
⊕
k>0 gk acts trivially on (g−1 ⊕ p)/p, it suffices to consider the g0-action on g−1.
As no reduction is required for SHC, the rest of Section 2 is devoted to considering the
contact case and giving explicit descriptions of various g0-invariant structures on g−1. More
precisely, we will introduce the (1|2)-twisted cubic V|x ⊂ P(C|x), which gives rise to the max-
imal reduction G0 = COSp(3|2) ⊂ CSpO(4|4) of Proposition 2.1. For simplicity of notation,
we will denote V|x just by V in the rest of Section 2.
2.4. Structures associated with the contact grading ofG(3). Let g = g−2⊕g−1⊕g0⊕g1⊕g2
be the contact grading of G(3) associated with the parabolic subalgebra pIV1 . In this and in
the following subsection f ∼= osp(3|2) is as in (2.6).
2.4.1. The g0-invariant CSpO-structure [η] on g−1. The Lie bracket Λ
2g−1 → g−2 induces a
g0-invariant conformal symplectic-orthogonal (CSpO) structure on V = g−1, which we make
explicit in this section. Now
V0¯ = S
3C2 ⊠ C , V1¯ = C
2
⊠ C2 ,
as modules for (g0)
ss
0¯
∼= sl(2)⊕ sp(2). We fix standard bases {x,y} and {e, f} on the two copies
of C2, along with dual bases {∂x,∂y} and {∂e,∂f} of (C2)∗. We denote the invariant symplectic
forms on the respective copies of C2 both by ω and normalize them by requiring ω(x,y) =
ω(e, f) = 1. Finally, we let ♭ : S•(C2) → S•(C2)∗ be the duality induced by ω, that is, the
natural extension to an algebra automorphism of the identifications C2 ∼= (C2)∗ given by
x 7→ ∂y, y 7→ −∂x, and e 7→ ∂f, f 7→ −∂e.
The Lie algebra (g0)
ss
0¯
is spanned by the two sl(2)-triples
H1 = x∂x − y∂y, X1 = x∂y, Y1 = y∂x, (2.11)
and
H2 = e∂e − f∂f, X2 = e∂f, Y2 = f∂e, (2.12)
while the odd part (g0)1¯
∼= S2C2 ⊠C2 has a basis {x2 ⊗ e, x2 ⊗ f, xy⊗ e, xy⊗ f, y2 ⊗ e, y2 ⊗ f}.
The restriction of the adjoint action to (g0)1¯ and V is determined by (g0)
ss
0¯
-equivariant maps,
unique up to an overall scale:
(g0)1¯ · V0¯ ⊂ V1¯ : (t⊗w
′,g) 7→ c1g(t
♭)⊗w ′ ,
(g0)1¯ · V1¯ ⊂ V0¯ : (t⊗w
′,u⊗w) 7→ ω(w ′,w)t⊙ u ,
where t⊗w ′ ∈ (g0)1¯, g ∈ V0¯, u⊗w ∈ V1¯ and c1 is a constant that we shall soon fix. There are
also (g0)
ss
0¯
-invariant skewsymmetric and symmetric bilinear forms:
on V0¯ : (g,h) 7→ gxxxhyyy − 3gxxyhyyx + 3gxyyhyxx − gyyyhxxx , (2.13)
on V1¯ : (u1 ⊗w1,u2 ⊗w2) 7→ c2ω(u1,u2)ω(w1,w2) , (2.14)
where g,h ∈ V0¯ and u1 ⊗w1,u2 ⊗w2 ∈ V1¯. Here c2 is also a constant to be determined.
Lemma 2.2. Let η be the symplectic-orthogonal structure on V = V0¯ ⊕ V1¯ defined by η(V0¯,V1¯) = 0
and the bilinear forms (2.13) and (2.14) on V0¯ and V1¯, respectively. Then η is f-invariant if and only
if c1c2 = −6 and, in this case, its conformal class [η] is g0-invariant.
Proof. We have already seen invariance by (g0)
ss
0¯
. Invariance of η under T = y2 ⊗ e ∈ (g0)1¯
implies
0 = η(T (x3),y⊗ f) + η(x3, T (y⊗ f)) = η(6c1x⊗ e,y⊗ f) + η(x
3,y3) = 6c1c2 + 36,
which forces c1c2 = −6. A longer check shows that this condition is also sufficient. 
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2.4.2. The g0-action on g−1. Let spo(4|4) be the LSA of linear transformations preserving η,
and cspo(4|4) its 1-dimensional central extension. By Lemma 2.2, the conformal class [η] is
g0-invariant, and this yields a reduction to g0 ⊂ cspo(4|4). We normalize c2 = −6
3 (so c1 =
1
62
)
and consider the basis
{v1, . . . , v4 | v5, . . . , v8} = {x
3, −3x2y, −6y3, −6xy2 | x⊗ e, x⊗ f, y⊗ f, −y⊗ e} (2.15)
of V . In this case η is represented by (−63 times) the matrix

0 id2
− id2 0
0 id2
id2 0

 . (2.16)
With respect to the basis (2.15), the semisimple part f ⊂ spo(4|4) of g0 is spanned by the
following matrices, which act as usual on column vectors:
Even part
H1 =


3
1
−3
−1
1
1
−1
−1

, H2 =

 1 −1
−1
1

,
X1 =


0 −3 0 0
0 0 0 4
0 0 0 0
0 0 3 0
0 0 0 −1
0 0 1 0
0 0 0 0
0 0 0 0

, X2 =

 0 1 0 00 0 0 0
0 0 0 0
0 0 −1 0

,
Y1 =


0 0 0 0
−1 0 0 0
0 0 0 1
0 1 0 0
0 0 0 0
0 0 0 0
0 1 0 0
−1 0 0 0

, Y2 =

 0 0 0 01 0 0 0
0 0 0 −1
0 0 0 0

.
Odd part
A1=


0 3 0 0
0 0 −1 0
0 0 0 0
0 0 0 0
0 0 0 −1
0 0 0 0
0 0 0 0
0 0 3 0

, A2=


−3 0 0 0
0 0 0 −1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1
0 0 −3 0
0 0 0 0

,
A3=


0 0 0 0
0 −2 0 0
0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 −2

, A4=


0 0 0 0
2 0 0 0
0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0
0 0 0 2
0 0 0 0

,
A5=


0 0 0 0
0 0 0 0
0 0 −1 0
0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0

, A6=


0 0 0 0
0 0 0 0
0 0 0 −1
1 0 0 0
0 0 0 0
1 0 0 0
0 −1 0 0
0 0 0 0

.
These odd matrices correspond to A1 = 3x
2 ⊗ e, A2 = 3x
2 ⊗ f, A3 = 6xy ⊗ e, A4 = 6xy ⊗ f,
A5 = 6y
2 ⊗ e, and A6 = 6y
2 ⊗ f.
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2.4.3. A distinguished supervariety. Let P(V) = Gr(1|0; 4|4) ∼= P3|4 be the projective superspace
corresponding to the linear supermanifold V = V0¯⊕V1¯
∼= C4|4, see [28, §4.3], with its natural
action of the connected Lie supergroup G0 = COSp(3|2) ⊂ CSpO(4|4) generated by g0 ⊂
cspo(4|4) (resp. F ⊂ SpO(4|4) generatedby f ⊂ spo(4|4)). The underlying topologicalmanifold
of P(V) is the 3-dimensional classical projective space P(V0¯) ∼= P
3.
It is convenient to consider P(V) and the Lie supergroup G0 in the sense of their functor
of points A 7→ P(V)(A) and A 7→ G0(A) [1]. Concretely, for any finite-dimensional super-
commutative superalgebra A = A0¯ ⊕ A1¯ (e.g., any exterior algebra with a finite number of
generators), we consider the A-module V ⊗ A and set
P(V)(A) := P1|0(V ⊗ A) ,
that is the collection of free A-modules in V ⊗ A of rank (1|0) [13, Prop. 1.7.7].
We note that V ⊗ A = (V ⊗ A)0¯ ⊕ (V ⊗ A)1¯, where
(V ⊗ A)0¯ := (V0¯ ⊗ A0¯)⊕ (V1¯ ⊗ A1¯) , (V ⊗ A)1¯ := (V0¯ ⊗ A1¯)⊕ (V1¯ ⊗ A0¯) ,
and set V(A) := (V⊗A)0¯. The correspondenceA 7→ V(A) is the functor of points associated to
the linear supermanifold V . The (set-theoretic) group G0(A) acts on V(A) by means of even
transformations with coefficients in A [29], thus giving an action of G0 on V in the sense of
[1, Def. 11.7.2]. Clearly, we also have an action of G0(A) on the full V ⊗ A and therefore an
induced action of G0 on P(V) via the associated functors of points. A similar construction
holds for the Lie supergroup F.
We consider the topological point o := [v1] = [x
3] ∈ P(V0¯) and its isotropy subalgebra q ⊂ f,
which is parabolic. More precisely f admits a |1|-grading
f = f−1 ⊕ f0 ⊕ f1 (2.17)
such that q = f>0. We note that f±1 are abelian and that the grading comes from the grading
element Z2 ∈ h, that is:
k (fk)0¯ (fk)1¯ Even roots Odd roots
1 X1 A1,A2 α2 + α3 α2, α2 + 2α3
0 H1,H2,X2,Y2 A3,A4 ±2α3 ±α3
−1 Y1 A5,A6 −α2 − α3 −α2, −α2 − 2α3
Let V ⊂ P(V) be the G0-orbit through o. We explicitly describe V near o by exponentiating
the action of f−1 = span{Y1,A5,A6} applied to o, thought as an element of V(A). The relevant
1-parameter subgroups of G0 (in the sense of [1, §7.5]) are as follows:
• The curve λ 7→ (x+λy)3 in V(A)w.r.t. the even parameter λ ∈ A0¯ has derivative equal
to Y1 · x
3 = 3x2y at λ = 0 and indeed it coincides with exp(λY1) · v1. So we calculate
the latter via the components of (x+ λy)3 in the basis (2.15);
• We use odd θ,φ ∈ A1¯ for the 1-parameter subgroups generated by elements of the
odd part (g0)1¯, e.g., exp(θA5) = 1+ θA5 since θ
2 = 0.
We obtain

1
0
0
0
0
0
0
0


exp(λY1)
7−→


1
−λ
− λ
3
6
− λ
2
2
0
0
0
0


exp(θA5)
7−→


1
−λ
− λ
3
6
− λ
2
2
θ
0
0
−θλ


exp(φA6)
7−→


1
−λ
−λ
3
6 +φθλ
−λ
2
2 +φθ
θ
φ
φλ
−θλ

 , (2.18)
as an element of V(A). The projectivization of (2.18) yields our local parametrization of V
near o with parameters λ ∈ A0¯ and θ,φ ∈ A1¯. Its Zariski-closure is the full G0-orbit V, given
by adding the super-point at infinity, i.e., the projectivization of (0, 0, 1, 0 | 0, 0, 0, 0)⊤.
Definition 2.3. The supervariety V ⊂ P(V) is called the (1|2)-twisted cubic and the super-point
ℓ = ℓ(λ,θ,φ) of V is the free A-module of rank 1|0 generated by (2.18) or the super-point at
infinity.
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For later use in Section 2.5, it will be convenient to re-write the result (2.18) by re-ordering
the basis of V and using the canonical isomorphism V ⊗ A ∼= A ⊗ V that interchanges right
with left coordinates via the “sign rule”, namely:
v1 − λv2 − θv5 −φv6 −
(
λ3
6
+ λθφ
)
v3 −
(
λ2
2
+ θφ
)
v4 − λφv7 + λθv8, (2.19)
where λ ∈ A0¯ and θ,φ ∈ A1¯.
2.4.4. Osculations of V. LetU(g0) be the universal enveloping algebra of g0, naturally filtered
by degree, and letUk(g0)denote the k-th filtrand, where k ∈ Z>0. Define themapUk(g0)→ V
given by t 7→ t · v1, and call its image T̂
(k)
o V the k-th osculating space of V at o = [v1]. (The
space T̂ (1)o V is also called the affine tangent space of V at o.) Since the semisimple part fss0 of f0
is contained in the annihilator of v1, the aforementioned map is f
ss
0 -equivariant.
Recall from (2.17) that q preserves the line o, so we obtain a q-invariant filtration of V by
osculating spaces
· · · ⊂ T̂
(k−1)
o V ⊂ T̂
(k)
o V ⊂ T̂
(k+1)
o V ⊂ · · · ,
with associated graded
gr(V) =
⊕
k∈Z>0
Nk
given by the sum of normal spacesNk = T̂
(k)
o V/T̂
(k−1)
o V. The induced surjectionUk(g0)→ Nk
has Uk−1(g0) in its kernel, so it descends to a f
ss
0 -equivariant map Uk(g0)/Uk−1(g0)→ Nk.
Since q preserveso andUk(g0)/Uk−1(g0) ∼= S
k(g0) as g0-modules, so as f
ss
0 -modules aswell,
the restriction
ϕk : S
k(f−1)→ Nk
of our map to Sk(f−1) is still surjective and f
ss
0 -equivariant. Hence
Nk ∼= S
k(f−1)/ker(ϕk), (2.20)
as fss0 -modules. One can also easily see that Nk has degree −kw.r.t. the grading element Z2.
For any i, j, the full symmetrization of Si(f−1)⊗ker(ϕj) sits inside S
i+j(f−1) and acting on
v1 lands in T̂
(i+j−1)
o V. Hence gr(V) inherits from the product in S•(f−1) a (supercommutative,
associative) Z-graded superalgebra structure
Ni ⊗Nj → Ni+j, (2.21)
which is fss0 -equivariant.
We organize the roots (2.4) of V = g−1 using Z2 to obtain gr(V) = N0⊕N1⊕N2⊕N3 with:
gr(V) Grading Even part Odd part
N0 0 −α1
N1 −1 −α1 − α2 − α3 −α1 − α2, −α1 − α2 − 2α3
N2 −2 −α1 − 2α2 − 2α3 −α1 − 2α2 − 3α3, −α1 − 2α2 − α3
N3 −3 −α1 − 3α2 − 3α3
(2.22)
The identification (2.20) yields the dictionary below, where Y1,A5,A6 refer to the equivalence
classes of these elements modulo ker(ϕ1), and similarly for the elements in S
k(f−1), k = 2, 3.
The action of a representative in a class on v1 is illustrated next to it on the right.
Even representatives Odd representatives
N0 1 v1
N1 Y1 −v2
A5
A6
v5
v6
N2 (Y1)
2 ≡ A5A6 −v4
Y1A5
Y1A6
−v8
v7
N3 (Y1)
3 ≡ Y1A5A6 −v3
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Note that one generating relation (Y1)
2 ≡ A5A6 arises. (The relations (A5)
2 = (A6)
2 = 0 and
A5A6 = −A6A5 are automatic since A5,A6 are odd.)
2.4.5. Super-symmetric cubic and quadratic forms on a Jordan superalgebra. Let W = N1. Note
that N1 ⊗ N2 → N3 is a non-degenerate f
ss
0 -equivariant pairing and that f
ss
0 acts trivially on
the 1-dimensional module N3. Hence N2 ∼= W
∗ as fss0 -modules and N1 ⊗ N1 → N2 yields
a map W ⊗W → W∗ that is fss0 -invariant. The associated cubic form C ∈ S
3W∗ is clearly
supersymmetric, as the algebra structure (2.21) is induced from the product in S•(f−1).
Concretely, we fix (Y1)
3 ∈ N3 and consider the dual bases:
Basis ofW : w1 = Y1, w2 = A5, w3 = A6.
Basis ofW∗ : w1 = (Y1)
2, w2 = Y1A6, w
3 = −Y1A5.
(2.23)
Proposition 2.4. The following supersymmetric forms are fss0 -invariant:
C = 13(w
1)3 − 2w1w2w3 ∈ S3W∗,
G = (w1)2 − 4w2w3 ∈ S2W∗,
C∗ = 49(w1)
3 − 23w1w2w3 ∈ S
3W,
G∗ = (w1)
2 −w2w3 ∈ S
2W,
and they are the unique fss0 -invariant forms in these spaces up to scale.
Proof. Since fss0 is semisimple, it is generated by its odd part (f0)1¯ and it is sufficient to check
invariance under the latter. The claim follows then fromadirect calculation using the explicit
expressions w.r.t. the basis (2.23) of the action of the elements of (f0)1¯ onW,
A3 =
(
0 0 2
−1 0 0
0 0 0
)
, A4 =
(
0 −2 0
0 0 0
−1 0 0
)
,
and the action
−Ast3 =
(
0 1 0
0 0 0
2 0 0
)
, −Ast4 =
(
0 0 1
−2 0 0
0 0 0
)
,
onW∗ given by the negative of the supertranspose. 
We note that post-composingW ⊗W →W∗ with the fss0 -equivariant duality
w1 7→ w1, w
3 7→ −
1
2
w2, w
2 7→
1
2
w3 ,
from W∗ to W induced by G gives an fss0 -equivariant (supercommutative, not associative)
superalgebra structure ◦ onW. Its multiplication table is
◦ w1 w2 w3
w1 w1
1
2w2
1
2w3
w2
1
2w2 0 w1
w3
1
2w3 −w1 0
and we recognize a non-unital simple Jordan superalgebra, called the Kaplansky superalgebra
[20, p.1381].
2.4.6. A key identity. Let W = N1 be as in Section 2.4.5 and let us recall that for any finite-
dimensional supercommutative superalgebra A = A0¯ ⊕ A1¯, we may define W(A) := (W ⊗
A)0¯ ∼= (A ⊗ W)0¯, where the isomorphism interchanges right with left coordinates via the
“sign rule”. In this section, we shall work exclusively with left coordinates; accordingly
W∗(A) := (A⊗W∗)0¯. We will also freely use Einstein’s summation convention by summing
over repeated indices.
For any T ∈W(A), we write
T = tawa = λw1 + θw2 +φw3 , (2.24)
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where the index a = 1, 2, 3 and the parameters t1 = λ ∈ A0¯, t
2 = θ ∈ A1¯ and t
3 = φ ∈ A1¯.
We extend the definition of C and G from W to W(A) using the non-trivial components of
C = Cabcw
awbwc given by 1
C111 =
1
3
, C123 = −
1
3
= −C132 = C231 = · · · , (2.25)
and A-linearity (in the super-sense) on the left, i.e., we have
C(T 3) := tctbtaCabc =
λ3
3
+ 2λθφ, G(T 2) := tbtaGab = λ
2 + 4θφ, (2.26)
for any T ∈ W(A) as in (2.24). Here and in the following, the terms T 2 and T 3 inside the
parentheses are meant to suggest T inserted twice or three times. We will also use notation
such as
Cc(T
2) :=
1
3
∂tc(C(T
3)), Cbc(T ) :=
1
2
∂tbCc(T
2), Cabc := ∂taCbc(T ), (2.27)
so that C(T 3) = tcCc(T 2) = tctbCbc(T ) = tctbtaCabc, as expected. Then a straightforward
computation shows that
3Cc(T
2) =
(
λ2 + 2θφ, 2λφ, −2λθ
)
,
3Cbc(T ) =

 λ φ −θφ 0 −λ
−θ λ 0

 .
In a similar way we consider T∗ ∈W∗(A) and write T∗ = t∗aw
a = µw1 + δw2 + ǫw3, where
µ ∈ A0¯ and δ, ǫ ∈ A1¯. We define
C∗((T∗)3) =
4
9
µ3 +
2
3
µδǫ, G∗((T∗)2) = µ2 + δǫ
and likewise introduce tensors of the forms (C∗)c((T∗)2) etc, explicitly given by
3(C∗)c((T∗)2) =

43µ2 + 23δǫ2
3µǫ
−23µδ

 ,
3(C∗)bc(T∗) =

 43µ 13ǫ −13δ1
3ǫ 0 −
1
3µ
−13δ
1
3µ 0

 .
A straightforward verification now yields a supersymmetric version of some key identities
for C and C∗ used in [34]. They will be crucial in the symmetry computation in Section 4.3.
Proposition 2.5. For any T ∈W(A) and T∗ ∈W∗(A), the following identity holds:
Cc(T
2)Ca(T
2)(C∗)ac(T∗) =
4
27
C(T 3)tct∗c (2.28)
Via differentiation, we obtain:
Cbc(T )Ca(T
2)(C∗)ac(T∗) =
1
27
(
3Cb(T
2)tct∗c + C(T
3)t∗b
)
(2.29)
and
CdbcCa(T
2)(C∗)ac(T∗) + 2Cda(T )(C
∗)ac(T∗)Ccb(T )(−1)
|c|
=
1
9
(
2Cdb(T )t
ct∗c + t
∗
dCb(T
2) + Cd(T
2)t∗b
)
, (2.30)
where |c| ∈ Z2 is the parity of tc ∈ A.
1Our definition of super-symmetric forms includes a weight in their expression as a sum of tensor products,
e.g. w2w3 = 12 (w
2 ⊗w3 −w3 ⊗w2).
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2.5. Lagrangian subspaces along V. In Section 2.4.3 we constructed the supervariety V ⊂
P(V), which we called (1|2)-twisted cubic, and in Section 2.4.4 we carried out the osculations
of V at the point o = [v1] = [x
3] of its underlying topological manifold, the (classical) twisted
cubic. Using the explicit expressions of the matrices of f in Section 2.4.2 it is clear that the
affine tangent space
T̂
(1)
o V = span{v1, v2, v5, v6}
is Lagrangian with respect to η, i.e., it is η-null and of maximal dimension (2|2).
Let LG(V) be the Lagrangian–Grassmannian of the linear supermanifoldV , considered, as
usual, via its functor of points A 7→ LG(V)(A) := LG(V ⊗A). Here LG(V ⊗A) is the collection
of Lagrangian free A-modules in V ⊗A ∼= A⊗ V of rank (2|2), see [27]. In particular we may
regard the A-module T̂ (1)o V(A) := A⊗ T̂
(1)
o V as an element of LG(V)(A).
Since V is G0-invariant and the CSpO-structure [η] is G0-invariant too, then the collection
of Lagrangian A-modules
V̂ := {T̂
(1)
ℓ V | ℓ = super-point of V} ⊂ LG(V)
given by the affine tangent spaces along V is also G0-invariant. To describe V̂ concretely, we
consider the local parametrization (2.19) of V and osculate at any super-point ℓ = ℓ(λ,θ,φ).
Furthermore, to facilitate the passage to the super-PDE picture considered in Section 4.2, we
will describe both V and V̂ in a CSpO-basis, i.e., a basis of V w.r.t. which η is represented by
a multiple of 

1
1
1
1
−1
−1
1
1


. (2.31)
In terms of (2.15), one such CSpO-basis is {b0, . . . ,b3,b
0, . . . ,b3} = {v1, v2, v5, v6, v3, v4, v7, v8}.
First of all, we observe that the local parametrization (2.19) can be efficiently re-written
using the cubic form C as
b0 − t
aba −
1
2
C(T 3)b0 −
3
2
Ca(T
2)ba, (2.32)
with T = tawa = λw1 + θw2 + φw3 ∈ W(A) as in (2.24). The affine tangent spaces T̂
(1)
ℓ V are
then obtained by supplementing the first derivatives
Ba := ba +
3
2
Ca(T
2)b0 + 3Cac(T )b
c
of (2.32) w.r.t. the parameters ta, a = 1, 2, 3, with (2.32) itself, or, alternatively, with
B0 := b0 + C(T
3)b0 +
3
2
Ca(T
2)ba .
In other words, we have proved the following.
Proposition 2.6. A local description of V̂ ⊂ LG(V) near the topological basepoint o = [v1] = [x
3]
is given by the affine tangent spaces T̂ (1)ℓ V = spanA{B0,B1,B2,B3} varying the super-point ℓ =
ℓ(λ,θ,φ) of V.
Remark 2.7. Since g0 ⊂ cspo(g−1) is maximal by Proposition 2.1, then both V and V̂ reduce
the structure algebra cspo(g−1) to precisely g0. We now explain how V is recoverable from V̂.
We osculate the latter to get the subspaces T̂ (2)ℓ V. From (2.22), the second osculating space
T̂
(2)
o V has associated graded vector spaceN0⊕N1⊕N2, so has codimension one in V . Noting
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that g−2 is the root space for the root −2α1 − 3α2 − 3α3, then (2.22) also implies that the
orthogonal w.r.t. η of T̂ (2)o V is precisely the line o itself. By G0-invariance, the orthogonal
w.r.t. η of T̂ (2)ℓ V is ℓ itself, and in this way all of V is recovered.
In Section 4, we further discussV and V̂ and derive ourmain super-PDE of study. Proving
that these haveG(3) supersymmetry relies on key cohomological facts thatwe establish next.
3. Computation of the Spencer cohomology
3.1. Hochschild–Serre spectral sequence. Let m = m0¯ ⊕ m1¯ be a finite-dimensional Lie
superalgebra (LSA) and M an m-module. We recall that the n-cochains of the associated
Chevalley–Eilenberg complex are the linear maps Λnm→ M or, equivalently, the elements
ofM⊗Λnm∗, where Λ• is meant in the super-sense.
The space of n-cochains Cn = Cn(m,M) =M⊗Λnm∗ has a natural descending filtration
Cn = F0Cn ⊃ F1Cn ⊃ · · · ⊃ FnCn ⊃ Fn+1Cn = 0 ,
where
FpCn =
{
c ∈ Cn | c vanishes upon insertion of at least n + 1− p elements of m0¯
}
for all 0 6 p 6 n+1. For simplicity, wewill allow the filtration index p to “go out of bounds”,
with the understanding that the objects in question are either the full object or zero (that is,
F−iCn = Cn and Fn+1+iCn = 0 for all i > 0).
The Chevalley–Eilenberg differential ∂ : Cn(m,M) → Cn+1(m,M) is compatible with the
filtration; this means that ∂(FpCn) ⊂ FpCn+1. For n = 0, 1 and 2 it is explicitly given by the
following expressions:
∂ : C0(m,M)→ C1(m,M)
∂ϕ(X) = (−1)x|ϕ|X ·ϕ ,
(3.1)
∂ : C1(m,M)→ C2(m,M)
∂ϕ(X,Y) = (−1)x|ϕ|X ·ϕ(Y) − (−1)y(x+|ϕ|)Y · ϕ(X) −ϕ([X,Y]) ,
(3.2)
∂ : C2(m,M)→ C3(m,M)
∂ϕ(X,Y,Z) = (−1)x|ϕ|X ·ϕ(Y,Z) − (−1)y(x+|ϕ|)Y ·ϕ(X,Z) + (−1)z(x+y+|ϕ|)Z · ϕ(X,Y)
−ϕ([X,Y],Z) − (−1)x(y+z)ϕ([Y,Z],X) − (−1)z(x+y)ϕ([Z,X],Y) ,
(3.3)
where x,y, . . . denote the parity of elements X,Y, . . . ofm and |ϕ| the parity ofϕ ∈ Cn(m,M),
with n = 0, 1, 2 respectively.
The Hochschild–Serre spectral sequence is the spectral sequence (Er,∂r)r>0 associated to
the cochain complex C• together with the filtration of subcomplexes FpC•. More formally,
we have
Zp,qr =
{
c ∈ FpCp+q | ∂c ∈ Fp+rCp+q+1
}
,
Bp,qr = ∂Z
p−r+1,q+r−2
r−1 ,
for all nonnegative integers p,q, r, where q = n − p is the complementary index and r the
index of the spectral sequence. The rth-page of the spectral sequence is bigraded Er =
⊕
E
p,q
r
with the components given by
Ep,qr =
Z
p,q
r
Z
p+1,q−1
r−1 + B
p,q
r
and with the differential
∂r : E
p,q
r → E
p+r,q+1−r
r
that is induced by the action of ∂ on Zp,qr . We have ∂2r = 0 and Er+1 ∼= H
•(Er,dr).
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Since the chain complex and the filtration are both bounded below, the spectral sequence
converges Ep,qr ⇒ Hn(m,M) to the Chevalley–Eilenberg cohomology. It is not difficult to see
that the 0th-page of the spectral sequence has components Ep,q0 = M ⊗ Λ
p(m1¯)
∗ ⊗ Λq(m0¯)
∗.
We will be interested in n = 0, 1, 2, in which cases the spectral sequence degenerates at the
4th page. More precisely, we have:
Proposition 3.1. H0(m,M) ∼= E0,02 , H
1(m,M) ∼= E1,02 ⊕ E
0,1
3 and H
2(m,M) ∼= E2,03 ⊕ E
1,1
3 ⊕ E
0,2
4 .
The following lemma is straightforward.
Lemma 3.2. The groups E0,01 and E
0,0
2 consist of the trivial modules inM under the action ofm0¯ and,
respectively, m.
The following identifications will be useful to compute E1 and E2 in Section 3.3.
Proposition 3.3. [15, Theorem 1.5.1] We have Ep,q1 = H
q(m0¯,M ⊗ Λ
p(m∗
1¯
)) for all p,q > 0. If
m0¯ is an ideal of m, then m/m0¯
∼= m1¯ is a purely odd abelian LSA and
Ep,q2 = H
p(m/m0¯,H
q(m0¯,M))
for all p,q > 0. Here the action of m/m0¯ on H
q(m0¯,M) is given by the natural action of m1¯ onM.
For more details on the Hochschild–Serre spectral sequence, we refer the reader to [15].
3.2. An exact sequence in cohomology. Let g = g−µ ⊕ · · · ⊕ gµ be a Z-grading of g = G(3)
with depth µ > 0 and associated parabolic subalgebra p = g>0 = g0 ⊕ · · · ⊕ gµ. We are
interested in the Spencer cohomology of g, i.e., the cohomology associated to the complex
C•(m, g) where the negatively graded part m = g−µ ⊕ · · · ⊕ g−1 of g acts on g via the adjoint
representation.
Note that theZ-degree in g extends to the space of cochains by declaring that g∗d has degree
−d and that the differential ∂ has the degree zero. In particular, the complex breaks up into
the direct of sum of complexes for each degree and the group
Hn(m, g) =
⊕
d∈Z
Hd,n(m, g) (3.4)
into the direct sum of its homogeneous components. Any page Ep,qr of the spectral sequence
decomposes in a similar way.
The space Cd,n(m, g) of n-cochains of degree d has a natural g0-module structure and the
same is true for the spaces of cocycles and coboundaries, as ∂ is g0-equivariant; this implies
that any Hd,n(m, g) has a representation of g0 and hence of the (purely even) Lie algebra
(g0)0¯. This equivariance is very useful in calculations, as we will have ample opportunity to
demonstrate. Any page of the spectral sequence is also a (g0)0¯-module.
Lemma 3.4. The centralizer ξg(m) of m in g coincides with the center of m. Hence Hd,0(m, g) = 0
for all d > 0.
Proof. The ideal of g that is generated by the centralizer ofm in p is easily seen to be contained
in p, hence it is trivial by simplicity of g. The last claim follows readily from Proposition 3.1
and Lemma 3.2. 
There is an interesting and very useful relationship between the Spencer groups (3.4) for
the LSA g and the classical Spencer groups. Let
0 −→ Kn
ı
−→ Λnm∗
res
−→ Λnm∗
0¯
−→ 0
be the short exact sequence given by the natural restriction map res : Λnm∗ → Λnm∗
0¯
with
kernel
K0 = 0 , Kn =
∑
16i6n
Λn−im∗
0¯
⊗Λim∗
1¯
for n > 0 ,
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and let
0 −→ g⊗ K•
ı
−→ C•(m, g)
res
−→ C•(m0¯, g) −→ 0 (3.5)
be the associated short exact sequence of differential complexes. With some abuse of nota-
tion, we give the following.
Definition 3.5. The differential complex C•(m1¯, g) = g ⊗ K
• is the subcomplex of C•(m, g)
given by C0(m1¯, g) = 0 and the n-cochains, n > 1, that vanish when all entries are in m0¯.
It is not difficult to see that every morphism in the sequence (3.5) is (g0)0¯-equivariant. The
associated long exact sequence in cohomology, together with Lemma 3.4 and the discussion
above it, gives the following general result, which we will extensively use in Section 3.4.
Proposition 3.6. For all d > 0, there exists a long exact sequence of vector spaces
0 −→ ξdg (m0¯) −→ H
d,1(m1¯, g) −→ H
d,1(m, g) −→
−→ Hd,1(m0¯, g) −→ H
d,2(m1¯, g) −→ H
d,2(m, g) −→ Hd,2(m0¯, g)
(3.6)
where ξdg (m0¯) is the component of degree d of the centralizer ofm0¯ in g. Themorphisms in the sequence
are all (g0)0¯-equivariant.
3.3. Spencer cohomology for pIV1 ⊂ G(3). Given the contact grading of g = G(3), we let
p = pIV1 = g>0 and m = g−, and consider the space of cocycles C
•(m, g) and the cohomology
groups H•(m, g) as in Section 3.2. We first note that H0(m, g) = g−2 by (2.5) and Lemma
3.4, and then turn to compute Hd,1(m, g) for d > 0 and Hd,2(m, g) for d > 0 using spectral
sequences.
We recall that
E
p,q
0 = g⊗Λ
p(m1¯)
∗ ⊗Λq(m0¯)
∗,
where Λp(m1¯)
∗ is meant in the super-sense, i.e., it refers to the symmetric p-th product of
elements.
3.3.1. The E1-page. Since [m0¯,m1¯] ⊂ (m−2)1¯ = 0, an immediate strong property is that
m1¯ and (m1¯)
∗ are trivial as m0¯-modules. (3.7)
This fact together with Proposition 3.3 directly implies that
E
p,q
1 = H
q(m0¯, g⊗Λ
p(m1¯)
∗) ∼= Λp(m1¯)
∗ ⊗Hq(m0¯, g) . (3.8)
Sincem0¯ ⊂ g0¯ = G(2)⊕sp(2) is the negative part of the contact grading ofG(2) and sp(2) ⊂ g0,
we can use Kostant’s version of the Bott–Borel–Weil theorem to compute the Lie algebra
cohomology group Hq(m0¯, g) as a module for (g0)0¯
∼= C⊕ sl(2)⊕ sp(2). We denote by Vk,ℓ[r]
the even irreducible representationwith highestweight (k, ℓ) for sl(2)⊕sp(2) andwith degree
rw.r.t. the grading element Z1. We let Uk,ℓ[r] be the same, but regarded as an odd module.
Kostant’s theorem gives representative lowest weight vectors for each irreducible com-
ponent of Hq(m0¯, g) and we use square brackets around a given element to denote its co-
homology class. We use the notation eα to denote the root vector associated to α ∈ ∆ and
attach a parity to eα in the natural way, e.g., since α1 + α2 is odd (see (2.4)), then eα1+α2 is
odd too and eα1+α2 ∧ eα1+α2 refers to a symmetric tensor product. Finally, we let hα ∈ h be
the coroot corresponding to any α ∈ ∆.
Note that G(2)⊕ sp(2) has simple roots and Cartan matrix given by

α˜1 = α2 + α3,
α˜2 = α1,
α˜3 = 2α3
, 〈α˜i, α˜
∨
j 〉 =

 2 −1 0−3 2 0
0 0 2

 ,
so that g ∼= G(2)⊕A(1)⊕ (C7 ⊠C2) as g0¯-modules, with respective lowest weights (see (2.4)):
−2α1 − 3α2 − 3α3 = −3α˜1 − 2α˜2, −2α3 = −α˜3, −α1 − 2α2 − 3α3 = −2α˜1 − α˜2 −
1
2
α˜3.
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Applying Kostant, we get the groups Hk(m0¯, g) given in Table 1.
Example 3.7. Note that C7 ⊠ C2 = 1 0 1, i.e., (minus lowest) weight
λ = λ˜1 + λ˜3 = 2α˜1 + α˜2 +
1
2
α˜3 ,
where λ˜1, λ˜2, λ˜3 are the fundamental weights. Because we work with the contact grading of
G(2), we use the Weyl group element w = (2˜1˜). The affine action of the Weyl group gives
w · λ =
6 −4 1,
which is (minus) the lowest weight of H2(m0¯,C
7 ⊠ C2). A lowest weight vector is
φ = [eα˜2 ∧ eσ2˜(α˜1)
⊗ ew(−λ)] = [eα1 ∧ eα1+α2+α3 ⊗ e−α2−2α3 ],
where σ
2˜
is the simple reflection corresponding to α˜2. Hence, Z1 gives φ degree 2, and thus
H2(m0¯,C
7 ⊠ C2) ∼= U6,1[2].
k Λk(m1¯)
∗ Lowest weight vector Hk(m0¯, g) Lowest weight vector φ
3 U3,3[3] eα1+α2 ∧ eα1+α2 ∧ eα1+α2 not relevant for our computations
U1,1[3] not relevant for our computations not relevant for our computations
2 V2,2[2] eα1+α2 ∧ eα1+α2 V7,0[1] [eα1 ∧ eα1+α2+α3 ⊗ e−α1−3α2−3α3 ]
V0,0[2]
eα1+α2 ∧ eα1+2α2+3α3
+ceα1+α2+2α3 ∧ eα1+2α2+α3
V4,2[2] [eα1 ∧ eα1+α2+α3 ⊗ e−2α3 ]
U6,1[2] [eα1 ∧ eα1+α2+α3 ⊗ e−α2−2α3 ]
1 U1,1[1] eα1+α2 V6,0[0] [eα1 ⊗ e−α1−3α2−3α3 ]
V3,2[1] [eα1 ⊗ e−2α3 ]
U4,1[0] [eα1 ⊗ e−α1−2α2−3α3 ]
0 C 1 V0,0[−2] [e−2α1−3α2−3α3 ]
V0,2[0] [e−2α3 ]
U1,1[−1] [e−α1−2α2−3α3 ]
Table 1. Irreducible (g0)0¯-module decompositions and lowest weight vectors
Taking tensor products as in (3.8), we obtain the E1-page of the spectral sequence as in
Table 2. Since for p + q = k 6 2, Ep,q1 only has degrees 6 2, and we are only interested in
Hd,k(m, g) for nonnegative degrees d > 0, we only display those terms with degrees 0, 1, 2.
V4,2[2] +U6,1[2] + V7,0[1]
Degree6 2 :
U6,1[2] +U8,1[2]
∗ ∗
V3,2[1] +U4,1[0] + V6,0[0]
U2,1[2] + U2,3[2] +U4,1[2] + U4,3[2]
V3,0[1] + V3,2[1] +V5,0[1] + V5,2[1]
U5,1[1] +U7,1[1]
Degree6 2 :
2U4,1[2] + U2,1[2] + U2,3[2]
+U4,3[2] +U6,1[2] + U6,3[2]
+V6,0[2] +V4,2[2] + V6,2[2] +V8,2[2]
∗
V0,2[0]
U1,1[1] +U1,3[1]
+V0,0[0] + V0,2[0] + V2,0[0] + V2,2[0]
V0,2[2] +V2,0[2] + V2,2[2] +V2,4[2]
+2U1,1[1] + U1,3[1] +U3,1[1] + U3,3[1]
+V0,0[0] + V2,2[0]
Degree6 2 :
V0,0[2] +V0,2[2] + V2,0[2] + 2V2,2[2]
+V2,4[2] + V4,2[2] +V4,4[2]
+U1,1[1] + U3,3[1]
Table 2. E1-page (in degrees 0, 1, 2) in theG(3)-contact case. Modules in blue
clearly survive to the E2-page by (g0)0¯-equivariance.
The differential ∂1 : E
p,q
1 → E
p+1,q
1 is (g0)0¯-equivariant, so forp+q 6 2, we immediately see
that somemodules survive to the E2-page by Schur’s lemma, e.g.,U7,1[1] ⊂ E
1,1
1 lies in ker(∂1)
but not in im(∂1) (since U7,1[1] does not appear in either E
2,1
1 or E
0,1
1 ), hence U7,1[1] ⊂ E
1,1
2 . All
modules that survive to the E2-page directly by Schur’s lemma are colored in blue in Table 2.
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3.3.2. The E2-page. For the E2-page, we may work directly with
Ep,q2 = H
p(m/m0¯,H
q(m0¯, g))
due to the second part of Proposition 3.3. (Remember that [m0¯,m1¯] = 0.) Here, m/m0¯
∼= m1¯
is an abelian LSA, whose action on Hq(m0¯, g) is the one induced just on the coefficients g of
representative cocycles. We denote ∂1 simply by
∂ : Ep,q1
∼= Cp(m/m0¯,H
q(m0¯, g)) −→ E
p+1,q
1
∼= Cp+1(m/m0¯,H
q(m0¯, g))
and heavily rely on (2.4) and Table 1. We also note that E0,q1 = H
q(m0¯, g) coincides precisely
with the first column of Table 2.
Proposition 3.8. The E2-page is given by the following Table:
V4,2[2] + V7,0[1] ∗ ∗ ∗
U4,1[0] + V6,0[0]
V3,0[1] + V5,0[1] + V5,2[1]
U5,1[1] +U7,1[1]
Degree6 1 :
−
∗
− V2,0[0] U3,1[1]
Degree6 1 :
−
Table 3. E2-page (in degrees 0, 1, 2) in the G(3)-contact case.
Modules in blue automatically survive to the E3-page by (g0)0¯-equivariance.
Proof. We start with
E
0,q
2 = (H
q(m0¯, g))
m/m0¯ .
The module U6,1[2] ⊂ H2(m0¯, g) has the l.w.v. φ = [eα1 ∧ eα1+α2+α3 ⊗ e−α2−2α3 ] and, letting
u = e−α1−2α2−α3 ∈ m1¯, we see that (∂φ)(u) = −u · φ is a nonzero multiple of
[eα1 ∧ eα1+α2+α3 ⊗ e−α1−3α2−3α3 ] ,
that is, the l.w.v. for V7,0[1] ⊂ H2(m0¯, g). Thus, U6,1[2] 6⊂ E
0,2
2 . The modules V3,2[1] ⊂ H
1(m0¯, g)
andV0,2[0] ⊂ H0(m0¯, g) have l.w.v. [eα1⊗e−2α3 ] and [e−2α3 ] respectively, andwemay similarly
conclude V3,2[1] 6⊂ E
0,1
2 , V0,2[0] 6⊂ E
0,0
2 . The left-most column of Table 3 is so established, as all
other modules in the left-most column of Table 2 are blue and survive to the E2-page.
Furthermore, we also immediately infer that U6,1[2] ⊂ E
1,2
1 , V3,2[1] ⊂ E
1,1
1 and V0,2[0] ⊂ E
1,0
1
are in the image of ∂ and therefore do not survive to E2.
We consider now the cases (p,q) = (1, 0), (1, 1) and:
(i) For each (g0)0¯-irreducible representation T in E
p,q
1 that is not yet known whether it
survives to E2 or not (they are displayed in Table 4), we write the associated l.w.v. φ.
(ii) For each such φ, we examine ∂φ ∈ Ep+1,q1 using (3.1)-(3.3). If ∂φ 6= 0 then T 6⊂ E
p,q
2
by Schur’s lemma, since T always occurs with multiplicity one in Ep,q1 .
The results of these computations are summarized in Table 4 and, in turn, this establishes
E
p,q
2 in Table 3 for (p,q) = (1, 0), (1, 1). We also see that the modules U1,3[1], V2,2[0], V0,0[0]
and (one copy of) U1,1[1] in E
2,0
1 are in the image of ∂ and therefore do not survive to E2.
We turn to the case (p,q) = (2, 0). By the previous discussion, the irreducible modules in
E2,01 that we do not yet know whether they survive to E2 or not are in Table 5, together with
the associated l.w.v. The proof is similar to previous cases and we omit most details. Table
5 also implies that U1,1[1] and U3,3[1] in E
3,0
1 are in the image of ∂ and do not survive to E2.
Let us however give some details for verifying (∂φ)(u,u,u1) 6= 0 on 2U1,1[1] ⊂ E
2,0
1 . As
(g0)
ss
0¯
-modules, m1¯
∼= C2 ⊠ C2 ∼= U1,1[−1] ⊂ H0(m0¯, g). Take the basis
e1 = x1x2 ↔ e−α1−α2 , e2 = y1x2 ↔ e−α1−2α2−α3 ,
e3 = x1y2 ↔ e−α1−α2−2α3 , e4 = y1y2 ↔ e−α1−2α2−3α3 ,
24 BORIS KRUGLIKOV, ANDREA SANTI, AND DENNIS THE
and let (ω1,ω2,ω3,ω4) be the dual basis. The lowering operators are Y1 = y1∂x1 and Y2 =
y2∂x2 , which we use to verify that any l.w.v. φ ∈ 2U1,1[1] ⊂
∧2(m1¯)∗ ⊗m1¯ is of the form:
φ = a
(
ω1 ∧ω1 ⊗ e1 +ω
1 ∧ω2 ⊗ e2 +ω
1 ∧ω3 ⊗ e3
)
+
(
(a− b)ω1 ∧ω4 + bω2 ∧ω3
)
⊗ e4.
Since [e1, e4] 6= 0, then (∂φ)(e1, e1, e4) = −2[e1,φ(e1, e4)] − [e4,φ(e1, e1)] = (−3a+ 2b)[e1, e4] is
generically nonzero, while b = 32a yields a l.w.v. for U1,1[1] ⊂ E
2,0
1 in the image of ∂|E1,01
. 
(p,q) (g0)0¯-module Form of l.w.v. φ ∈ E
p,q
1 Remarks
(1, 0) U1,3[1] eα1+α2 ⊗ [e−2α3 ] (∂φ)(u,u) 6= 0
U1,1[1] eα1+α2 ⊗ [h2α3 ] + ceα1+α2+2α3 ⊗ [e−2α3 ] (∂φ)(u,u) 6= 0
V2,2[0] eα1+α2 ⊗ [e−α1−2α2−3α3 ] (∂φ)(u,u) 6= 0
V0,0[0]
eα1+α2 ⊗ [e−α1−2α2−3α3 ]
+c1eα1+α2+2α3 ⊗ [e−α1−2α2−α3 ]
+c2eα1+2α2+α3 ⊗ [e−α1−α2−2α3 ]
+c3eα1+2α2+3α3 ⊗ [e−α1−α2 ]
(∂φ)(u,u) 6= 0
(1, 1) U4,3[2] eα1+α2 ⊗ [eα1 ⊗ e−2α3 ] (∂φ)(u,u) 6= 0
U4,1[2]
eα1+α2 ⊗ [eα1 ⊗ h2α3 ]
+ceα1+α2+2α3 ⊗ [eα1 ⊗ e−2α3 ]
(∂φ)(u,u) 6= 0
U2,3[2]
eα1+α2 ⊗ [eα1+α2+α3 ⊗ e−2α3 ]
+ceα1+2α2+α3 ⊗ [eα1 ⊗ e−2α3 ]
(∂φ)(u,u) 6= 0
U2,1[2]
eα1+α2 ⊗ [eα1+α2+α3 ⊗ h2α3 ]
+c1eα1+α2+2α3 ⊗ [eα1+α2+α3 ⊗ e−2α3 ]
+c2eα1+2α2+3α3 ⊗ [eα1 ⊗ e−2α3 ]
+c3eα1+2α2+α3 ⊗ [eα1 ⊗ h2α3 ]
(∂φ)(u,u) 6= 0
Table 4. The remaining modules in Ep,q1 = Λ
p(m1¯)
∗⊗Hq(m0¯, g) for the values
(p,q) = (1, 0) and (1, 1). Here u = e−α1−α2 ∈ m1¯ and c, ci are constants.
(p,q) (g0)0¯-module Form of l.w.v. φ ∈ E
p,q
1 Remarks
(2, 0) V2,4[2] eα1+α2 ∧ eα1+α2 ⊗ [e−2α3 ] (∂φ)(u,u,u) 6= 0
V2,2[2]
eα1+α2 ∧ eα1+α2 ⊗ [h2α3 ]
+ceα1+α2 ∧ eα1+α2+2α3 ⊗ [e−2α3 ]
(∂φ)(u,u,u) 6= 0
V2,0[2]
eα1+α2 ∧ eα1+α2 ⊗ [e2α3 ]
+c1eα1+α2 ∧ eα1+α2+2α3 ⊗ [h2α3 ]
+c2eα1+α2+2α3 ∧ eα1+α2+2α3 ⊗ [e−2α3 ]
(∂φ)(u,u,u1) 6= 0
V0,2[2]
(eα1+α2 ∧ eα1+2α2+3α3
+ceα1+α2+2α3 ∧ eα1+2α2+α3 )⊗ [e−2α3 ]
(∂φ)(u,u,u1) 6= 0
U3,3[1] eα1+α2 ∧ eα1+α2 ⊗ [e−α1−2α2−3α3 ] (∂φ)(u,u,u) 6= 0
2U1,1[1]
aeα1+α2 ∧ eα1+α2 ⊗ [e−α1−α2 ]
+aeα1+α2 ∧ eα1+α2+2α3 ⊗ [e−α1−α2−2α3 ]
+aeα1+α2 ∧ eα1+2α2+α3 ⊗ [e−α1−2α2−α3 ]
+(a− b)eα1+α2 ∧ eα1+2α2+3α3 ⊗ [e−α1−2α2−3α3 ]
+beα1+α2+2α3 ∧ eα1+2α2+α3 ⊗ [e−α1−2α2−3α3 ]
(∂φ)(u,u,u1) 6= 0
for generic a,b
Table 5. The remaining modules in E2,01 = Λ
2(m1¯)
∗⊗H0(m0¯, g). The elements
u = e−α1−α2 and u1 = e−α1−2α2−3α3 are in m1¯ and a,b, c, ci are constants.
3.3.3. The main result. By Proposition 3.1 and Proposition 3.8, it only remains to understand
whether V4,2[2] ⊂ E
0,2
2 survives to the E4-page. We note that this is the only possibly non-
trivial contribution to the cohomologygroupH2,2(m, g), and that the latter is a representation
for the semisimple part osp(3|2) of g0. However, a simple LSA does not admit any non-trivial
representation that is purely even, hence V4,2[2] does not survive to the E4-page.
G(3)-SUPERGEOMETRY AND THE SUPER HILBERT–CARTAN EQUATION 25
Theorem 3.9. Let g = g−2 ⊕ · · · ⊕ g2 be the contact grading of g = G(3) with associated parabolic
subalgebra pIV1 . Then:
Hd,1(m, g) =
{
0, d > 0;
V6,0[0]⊕ V2,0[0]⊕ U4,1[0], d = 0;
and
Hd,2(m, g) =
{
0, d = 0 or d > 1;
V7,0[1]⊕ V3,0[1]⊕ V5,0[1]⊕ V5,2[1]⊕ U7,1[1]⊕ U5,1[1]⊕ U3,1[1], d = 1;
where Vk,ℓ[r] is the even irreducible representation with highest weight (k, ℓ) for sl(2) ⊕ sp(2) and
having degree r w.r.t. the grading element Z1 of g, and Uk,ℓ[r] is the same, but regarded as an odd
module. The cohomology groupsH0,1(m, g) andH1,2(mg) are irreducible representations for osp(3|2),
their highest weights w.r.t. a choice of distinguished Borel subalgebra (i.e., corresponding to a Dynkin
diagram with just one odd root) are (4, 1) and (5, 2), respectively.
Proof. We already proved the first claim.
Consider now a composition series for the osp(3|2)-module H0,1(m, g) and note, by dimen-
sion reasons, that its irreducible constituents are given by some of the osp(3|2)-modules of
small dimension displayed in [14, Table 3.65] (possibly up to a parity change). Under the
finer decomposition for the action of sl(2)⊕sp(2) ⊂ osp(3|2), the groupH0,1(m, g) is the direct
sum of all the irreducible sl(2) ⊕ sp(2)-submodules that appear in its osp(3|2)-constituents.
A look at such decompositions for the osp(3|2)-modules in [14, Table 3.65] of dimension less
than or equal to dimH0,1(m, g) = (10|10) immediately implies that the composition series
consists of just one module of highest weight (4, 1), i.e., H0,1(m, g) is osp(3|2)-irreducible.
(Note that the labels in [14, Table 3.65] are in the opposite order than ours and that osp(3|2)0¯-
modules are indicated by their dimensions.)
The argument for H1,2(m, g) is completely analogous. 
As g0-modules,H
0,1(m, g) ∼= dergr(g−)/g0 ∼= cspo(g−1)/g0, so our resultH
0,1(m, g) ∼= V6,0[0]⊕
V2,0[0]⊕U4,1[0] could have been directly obtained from the modules S6C2⊕ sl(2)⊕S4C2⊠C2
appearing in the proof of Proposition 2.1. Vanishing of Hd,1(m, g) for d > 0 implies that for
the Tanaka–Weisfeiler prolongation pr(m, g0), we have [33]:
Corollary 3.10. Let g = g−2⊕ · · · ⊕ g2 be the contact grading of g = G(3) with associated parabolic
subalgebra pIV1 . Then g
∼= pr(m, g0).
3.4. Spencer cohomology for pIV2 ⊂ G(3).
3.4.1. The cochain complex for pIV2 ⊂ G(3) and the groups H
1(m, g). Theorem 3.20 deals with the
Spencer cohomology of G(3) w.r.t. the grading with associated parabolic subalgebra pIV2 .
Proofs will be given in this and next sections, and in Appendix B. We depart here with the
description of the relevant cochain complex and some intermediate but important results.
Table 6 below recollects the components of the Z-grading g = g−3 ⊕ · · · ⊕ g3 of g = G(3),
emphasizing their structure as modules for the (semisimple part of the) reductive LSA
g0 = CZ⊕ sl(2)⊕ osp(1|2) ,
where Z = Z2 is the grading element, together with branchings w.r.t. the purely even subal-
gebra (g0)0¯ = CZ ⊕ sl(2) ⊕ sp(2) (as already discussed in Section 2.3). Note that the grading
is compatible with the decomposition
g = g0¯ ⊕ g1¯ = (G(2)⊕ sp(2))⊕ (C
7
⊠ C2) ; (3.9)
more precisely the grading induces the (2, 3, 5)-grading on G(2), sp(2) sits all in degree zero
while the oddpart g1¯ has no graded components in degrees±3. In particular, Z is an element
of G(2) and it precisely coincides with the grading element of the (2, 3, 5)-grading.
26 BORIS KRUGLIKOV, ANDREA SANTI, AND DENNIS THE
Graded Components g0 g±1 g±2 g±3
C1|0 ⊠ C1|0
As g0-module sl(2)⊠ C1|0 C2|0 ⊠ C1|2 C1|0 ⊠ C1|2 C2|0 ⊠ C1|0
C1|0 ⊠ osp(1|2)
C⊠ C
Even part as (g0)0¯-module sl(2)⊠ C C
2 ⊠ C C⊠ C C2 ⊠ C
C⊠ sp(2)
Odd part as (g0)0¯-module C⊠ C
2 C2 ⊠ C2 C⊠ C2
Dimension 7|2 2|4 1|2 2|0
Table 6. The decomposition of the graded components of g = G(3).
Some of the components obtained by restriction of the bracket of G(3) to the irreducible
(g0)0¯-modules of Table 6 are automatically zero, by (g0)0¯-equivariance, parity and Z-degree.
It is a straightforwardmatter using the root systemofG(3) to verify that all other components
have “full rank” – i.e., image as large as permitted by Schur’s lemma, parity and Z-degree –
with the sole exception of the Lie brackets between the irreducible (g0)0¯-components of g0.
This implies the following lemma.
Lemma 3.11. The centralizer of (g−2)0¯ ⊕ (g−3)0¯ in g is given by sp(2) ⊕ (g−1)1¯ ⊕ g−2 ⊕ g−3 and
the centralizer of m0¯ by sp(2)⊕ (g−2)1¯ ⊕ g−3.
Now, a direct application of Kostant’s version of the Bott–Borel–Weil theorem tells us that,
as sl(2)-modules, Hd,1(m0¯, G(2)) = 0 for all d > 0 and
Hd,1(m0¯,C) ∼=
{
0 for all d > 0,d 6= 1
C2 if d = 1
Hd,1(m0¯,C
7) ∼=
{
0 for all d > 0
S2C2 if d = 0
so that the only non-trivial homogeneous components ofH1(m0¯, g) areH
0,1(m0¯, g)
∼= S2C2⊠C2
and H1,1(m0¯, g)
∼= C2 ⊠ sp(2). Explicitly:
H0,1(m0¯, g) =
{
ϕ : (g−1)0¯ → (g−1)1¯ | [X,ϕ(Y)] = [Y,ϕ(X)] for all X,Y ∈ (g−1)0¯
}
,
H1,1(m0¯, g) = sp(2)⊗ (g−1)
∗
0¯
.
(3.10)
The following is a consequence of the above discussion, Proposition 3.6 and Lemma 3.11.
Proposition 3.12. There exist long exact sequences of (g0)0¯-modules
0 −→ sp(2) −→ H0,1(m1¯, g) −→ H
0,1(m, g) −→ S2C2 ⊠ C2 (3.11)
0 −→ H1,1(m1¯, g) −→ H
1,1(m, g) −→ C2 ⊠ sp(2) (3.12)
and
0 −→ Hd,1(m1¯, g) −→ H
d,1(m, g) −→ 0 (3.13)
for all d > 1.
To proceed further, we shall need the explicit form of some of the Lie brackets of g. We
fix a symplectic basis (e1,e2) for C2⊠C and (ǫ1,ǫ2) for C⊠C2, normalised toω12 = ω12 = 1,
where ω denotes the symplectic structures on both spaces. We will use small latin indices
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for C2 ⊠ C, employ Einstein’s summation convention and the Northeast convention to raise
and lower indices, when working in components:
Xa = Xbω
ba and Xa = ωabX
b ,
fromwhere it follows thatωabωac = δcb. Wewill work onC⊠C
2 likewisewith greek indices.
Finally, we fix a basis 1 of C⊠C and use the short-cut ǫaα = ea⊠ǫα for elements of C2⊠C2.
The proof of the following result is omitted for the sake of brevity.
Lemma 3.13. The non-trivial components of the Lie brackets of m are:
(i) For all ea,eb ∈ (g−1)0¯ and ǫaα,ǫbβ ∈ (g−1)1¯ we have
[ea,eb] = ωab1 ,
[ea,ǫbβ] = ωabǫβ ,
[ǫaα,ǫbβ] = ωabωαβ1 ,
(3.14)
where all R.H.S. are in g−2;
(ii) For all ea ∈ (g−1)0¯, ǫaα ∈ (g−1)1¯ and ǫβ ∈ (g−2)1¯ we have
[ea,1] = ea ,
[ǫaα,ǫβ] = ωαβea ,
(3.15)
where all R.H.S. are in g−3.
The LSA g0 acts by derivations onm via the natural action of (g0)0¯ on the irreducible modules of Table
6 and the action of any ǫγ ∈ (g0)1¯, whose non-trivial components are given by:
[ǫγ,ea] = ǫaγ ,
[ǫγ,ǫaα] = −2ωγαea ,
[ǫγ,1] = 2ǫγ ,
[ǫγ,ǫβ] = −ωγβ1 ,
(3.16)
where ea ∈ (g−1)0¯, ǫaα ∈ (g−1)1¯ and ǫβ ∈ (g−2)1¯.
We depart by directly computing some of the cohomology groups of Definition 3.5.
Lemma 3.14. The cohomology group H0,1(m1¯, g)
∼= sp(2) whereas Hd,1(m1¯, g) = 0 for all d > 0.
Proof. The groups in question consist just of the cocycles ϕ ∈ Hom(m1¯, g) (remember that
C0(m1¯, g) = 0 by definition). We first note that 0 = ∂ϕ(X,Y) = [X,ϕ(Y)]whenever
(i) X ∈ m0¯ has degree −2,−3 and Y ∈ m1¯; or
(ii) X ∈ (g−1)0¯ and Y ∈ (g−2)1¯.
We then have
ϕ(g−1)1¯ ⊂ sp(2)⊕ (g−1)1¯ ⊕ g−2 ⊕ g−3 ,
ϕ(g−2)1¯ ⊂ sp(2)⊕ (g−2)1¯ ⊕ g−3 ,
(3.17)
by Lemma 3.11, in particular Hd,1(m1¯, g) = 0 for all d > 2. We now decompose ϕ = ϕ0¯ +ϕ1¯
into its even and odd components and study them separately and for each degree d = 0, 1, 2.
Case d = 2 In this case ϕ = ϕ1¯ : (g−2)1¯ −→ sp(2) by (3.17) and 0 = ϕ([X,Y]) for all X ∈ (g−1)0¯
and Y ∈ (g−1)1¯, whence ϕ = 0.
Case d = 1 Similarly ϕ = ϕ1¯ : (g−1)1¯ −→ sp(2) and 0 = [Y,ϕ(X)] forX ∈ (g−1)1¯ and Y ∈ (g−2)1¯,
whence ϕ = 0.
Case d = 0 In this caseϕ1¯ = 0 by (3.17). Wework in components andwriteϕ = ϕ
bβ
aα+ϕ
β
α,
where
ϕbβaα : (g−1)1¯ −→ (g−1)1¯ , (3.18)
ϕβα : (g−2)1¯ −→ (g−2)1¯ . (3.19)
Now
0 = ∂ϕ(ea,ǫbβ) = [ea,ϕ(ǫbβ)] −ϕ[ea,ǫbβ]
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= (ϕa
γ
bβ −ωabϕ
γ
β)ǫγ
for all ea ∈ (g−1)0¯ and ǫbβ ∈ (g−1)1¯. It follows that ϕaγbβ = ωabϕγβ, with the component
(3.18) completely determined by (3.19). Furthermore
0 = ∂ϕ(ǫaα,ǫbβ) = [ǫaα,ϕ(ǫbβ)] + [ǫbβ,ϕ(ǫaα)]
= (ϕaαbβ +ϕbβaα)1
for all ǫaα,ǫbβ ∈ (g−1)1¯, which readily implies ϕαβ = ϕβα.
The group H0,1(m1¯, g) is a (g0)0¯-module and we have just seen that it either vanishes or it
is isomorphic to sp(2). However, it cannot vanish due to the exact sequence (3.11). 
Corollary 3.15. Hd,1(m, g) = 0 for all d > 1 and there exist short exact sequences of (g0)0¯-modules
0 −→ H0,1(m, g) −→ S2C2 ⊠ C2 , (3.20)
0 −→ H1,1(m, g) −→ C2 ⊠ sp(2) . (3.21)
We are now ready to prove our first main result, namely the vanishing of H1(m, g) in non-
negative degrees. In view of the preceeding corollary, this amounts to understanding the
images of the embeddings in (3.20) and (3.21).
Interestingly, this can be done without any computation. Recall that any group Hd,1(m, g)
has a representation of the LSA g0 and not just of (g0)0¯. In particular, it carries a repres-
entation of the “di-spin” algebra osp(1|2) [6]. By a result of Djokovic´ and Hochschild, all
(finite-dimensional) representations of osp(1|2) are completely reducible [9]. Moreover, any
irreducible representation different from the 1-dimensional trivial one decomposes, under
osp(1|2)0¯
∼= sp(2), into the direct sum of two irreducible sp(2)-modules with highest weights
which are different and consecutive [6].
By Corollary 3.15
H0,1(m, g) ⊂ 3C2 (3.22)
H1,1(m, g) ⊂ 2S2C2 (3.23)
as sp(2)-modules. The above discussion tells us immediately that Hd,1(m, g) = 0 for d = 0, 1
and we have proved the following.
Theorem 3.16. Let g = g−3 ⊕ · · · ⊕ g3 be the Z-grading of g = G(3) with the associated parabolic
subalgebra pIV2 . Then H
d,1(m, g) = 0 for all d > 0.
By [33] we then have:
Corollary 3.17. Let g be as in Theorem 3.16, then g ∼= pr(m).
3.4.2. The groupsH2(m, g) and the main result. We now turn to the second cohomology group,
whose determination is more involved. The classical Kostant’s theorem tells us that
H4,2(m0¯, G(2))
∼= S4C2 ,
H4,2(m0¯,C) ∼= S
2C2 ,
H3,2(m0¯,C
7) ∼= S3C2 ,
as sl(2)-modules, and this gives, together with the knowledge of the lowest weight vectors,
all the non-trivial components of H2(m0¯, g):
H4,2(m0¯, g) =
{
ϕab
d
c : (g−1)0¯ ⊗ (g−3)0¯ → sl(2) | ϕabdc = ϕ(abdc)
}
+
{
ϕab
β
α : (g−1)0¯ ⊗ (g−3)0¯ → sp(2) | ϕab
β
α = ϕ(ab)
β
α
}
∼= S4C2 ⊠ C + S2C2 ⊠ sp(2) ,
H3,2(m0¯, g) =
{
ϕab
cγ : (g−1)0¯ ⊗ (g−3)0¯ → (g−1)1¯ | ϕabc
γ = ϕ(abc)
γ
}
∼= S3C2 ⊠ C2 .
(3.24)
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By Propositions 3.6, 3.12 and Theorem 3.16 we then have:
Proposition 3.18. There exist long exact sequences of (g0)0¯-modules
0 −→ sp(2)⊗ (g−1)
∗
0¯ −→ H
1,2(m1¯, g) −→ H
1,2(m, g) −→ 0 (3.25)
0 −→ H3,2(m1¯, g) −→ H
3,2(m, g) −→ S3C2 ⊠ C2 (3.26)
0 −→ H4,2(m1¯, g) −→ H
4,2(m, g) −→ S4C2 ⊠ C + S2C2 ⊠ sp(2) (3.27)
and
0 −→ Hd,2(m1¯, g) −→ H
d,2(m, g) −→ 0 (3.28)
for d = 2 and all d > 5.
Sequence (3.27) can be immediately improved as follows. We first note that C4,2(m, g), as
a (g0)0¯-module, has a unique irreducible submodule of type S
4C2 ⊠C, which consists of the
maps as in the first set described in (3.24). Its elements are closed in the classical complex
C•(m0¯, g), but they are not closed in the full complex C
•(m, g): the condition
∂ϕ(ea,eb,ǫcγ) = −ϕab
d
cǫdγ = 0
for all ea ∈ (g−1)0¯, eb ∈ (g−3)0¯ and ǫcγ ∈ (g−1)1¯ yields ϕ = 0. It follows that H
4,2(m, g)
does not contain any irreducible (g0)0¯-submodule of type S
4C2⊠C and that the image of the
restriction map
res : H4,2(m, g) −→ H4,2(m0¯, g)
is actually included in S2C2 ⊠ sp(2). We proved:
Proposition 3.19. There exists a long exact sequence of (g0)0¯-modules
0 −→ H4,2(m1¯, g) −→ H
4,2(m, g) −→ S2C2 ⊠ sp(2) . (3.29)
The next one is our main result.
Theorem 3.20. Let g = g−3 ⊕ · · · ⊕ g3 be the Z-grading of g = G(3) with the associated parabolic
subalgebra pIV2 . Then:
Hd,1(m, g) = 0 for all d > 0 ,
Hd,2(m, g)0¯
∼=
{
0 for all d > 0,d 6= 2,
S2C2 ⊠Λ2C2 if d = 2 ,
Hd,2(m, g)1¯ = 0 for all d > 0 ,
Moreover, any cohomology class in H2,2(m, g)0¯ admits a canonical representative ϕ with components
ϕabβ
γ : (g−1)0¯ ⊗ (g−1)1¯ → (g0)1¯ ,
ϕaαbβ
sl(2) +ϕaαbβ
sp(2) : Λ2(g−1)1¯ → sl(2)⊕ sp(2) ⊂ (g0)0¯ ,
ϕαa
bβ : (g−2)1¯ ⊗ (g−1)0¯ −→ (g−1)1¯ ,
ϕaαb
γ : (g−1)1¯ ⊗ g−3 −→ (g−2)1¯ ,
which are symmetric (resp. skewsymmetric) in lowered latin indices (resp. greek indices) and which
all depend on the first component ϕabβ
γ via the cocycle conditions
ϕbβa
γ = −2ϕabβ
γ ,
ϕαcbβ = ϕcbβα ,
ϕaαbβ
sl(2)(ec) = −2ϕcbβαea − 2ϕcaαβeb ,
ϕaαbβ
sp(2)(ǫγ) = −2ωαγϕabβ
δ
ǫδ − 2ωβγϕbaα
δ
ǫδ ,
(3.30)
where ec ∈ C2 ⊠ C and ǫγ ∈ C⊠ C2.
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Proof. The claim on first cohomology groups has already been established in Theorem 3.16
whereas the vanishing ofHd,2(m, g)1¯ in positive degrees uses Djokovic´–Hochschild theorem
and it is postponed to Proposition 3.21. It remains to compute the even part of the second
cohomology groups, which we do via Propositions 3.18 and 3.19 and an explicit description
of the groups Hd,2(m1¯, g)0¯.
In Appendix B, we show that Hd,2(m1¯, g)0¯ = 0 for all d > 3, so in particular H
d,2(m, g)0¯ = 0
for all d > 5 by (3.28). The even part of (3.26) is
0 −→ H3,2(m1¯, g)0¯ −→ H
3,2(m, g)0¯ −→ 0 ,
whence H3,2(m, g)0¯ = 0 as well.
By the first part of Proposition B.3 in Appendix B and Proposition 3.19 we have an exact
sequence
0 −→ H4,2(m, g)0¯ −→ S
2C2 ⊠ sp(2) ,
so that H4,2(m, g)0¯ = 0, since H
4,2(m, g)0¯ does not contain any (g0)0¯-submodule isomorphic to
S2C2 ⊠ S2C2 by the second part of Proposition B.3.
It remains to deal with the cases d = 1, 2, which we now study separately.
Case d = 2 We have H2,2(m, g)0¯
∼= H2,2(m1¯, g)0¯ by Proposition 3.18 and we compute the latter.
We first note that there is a non-trivial space (g1)1¯ ⊗ (g−1)
∗
1¯
+ (g0)1¯ ⊗ (g−2)
∗
1¯
of 1-cochains,
on which the differential acts faithfully. Indeed, we may use the associated 2-coboundaries
to accomodate any 2-cocycle ϕ ∈ Z2,2(m1¯, g)0¯ to vanish on (g−2)0¯⊗ (g−1)1¯ and (g−2)0¯⊗ (g−2)1¯.
Any such “normalized” 2-cocycle has therefore components
ϕabβ
γ : (g−1)0¯ ⊗ (g−1)1¯ → (g0)1¯ ,
ϕaαbβ
Z +ϕaαbβ
sl(2) +ϕaαbβ
sp(2) : Λ2(g−1)1¯ → (g0)0¯ = CZ⊕ sl(2)⊕ sp(2) ,
ϕaαβ
b : (g−1)1¯ ⊗ (g−2)1¯ −→ (g−1)0¯ ,
ϕαa
bβ : (g−2)1¯ ⊗ (g−1)0¯ −→ (g−1)1¯ ,
ϕaαb
γ : (g−1)1¯ ⊗ g−3 −→ (g−2)1¯ ,
ϕαβ
1 : Λ2(g−2)1¯ −→ (g−2)0¯ .
First of all we note
∂ϕ|(g−2)0¯⊗(g−1)1¯⊗(g−2)1¯ = 0 =⇒ ϕaαβ
b
eb = 0 =⇒ ϕaαβ
b = 0 ,
∂ϕ|(g−2)0¯⊗(g−1)1¯⊗(g−1)1¯ = 0 =⇒ ϕaαbβ
Z = 0 .
Now
∂ϕ|(g−2)0¯⊗(g−1)1¯⊗(g−1)0¯ = 0 =⇒ [ϕabβ
γ
ǫγ,1] +ϕ(ǫbβ, [ea,1]) = 0
=⇒ 2ϕabβ
γ
ǫγ +ϕbβa
γ
ǫγ = 0
=⇒ ϕbβa
γ = −2ϕabβ
γ (3.31)
and
∂ϕ|(g−1)0¯⊗(g−1)0¯⊗(g−1)1¯ = 0 =⇒ [ea,ϕbcγ
δ
ǫδ] − [eb,ϕacγ
δ
ǫδ]
−ϕ([eb,ǫcγ],ea) +ϕ([ea,ǫcγ],eb) = 0
=⇒ ϕbcγ
δ
ǫaδ −ϕacγ
δ
ǫbδ = ωacϕγb
dδ
ǫdδ −ωbcϕγa
dδ
ǫdδ
=⇒ ϕbcγ
δδda −ϕacγ
δδdb = ωacϕγb
dδ −ωbcϕγa
dδ . (3.32)
In a similar way, one gets
∂ϕ|(g−1)0¯⊗(g−2)1¯⊗(g−2)1¯ = 0 =⇒ ωbaϕαβ
1 = ϕβabα +ϕαabβ , (3.33)
∂ϕ|(g−2)1¯⊗(g−1)0¯⊗(g−1)0¯ = 0 =⇒ ϕα[ab]γ = 0 , (3.34)
∂ϕ|(g−2)1¯⊗(g−1)1¯⊗(g−1)0¯ = 0 =⇒ ϕcbβα −ϕαcbβ = ωbcϕαβ
1 . (3.35)
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It is clear by equations (3.33)-(3.35) that
ϕαβ
1 = 0 , (3.36)
ϕβabα = −ϕαabβ , (3.37)
ϕαcbβ = ϕcbβα , (3.38)
whence
ϕcbβα = −ϕcbαβ = ϕbcβα , (3.39)
i.e., the first component of the normalized cocyle defines an element of S2C2 ⊠Λ2C2.
Wewant to show that (3.32) is automatically satisfied. We first plug (3.38) back into (3.32),
lower all the indices, use skew-symmetry (3.39) in the greek indices and rearrange terms to
arrive at the equation
ωdaϕbcγδ −ωcaϕbdγδ −ωdbϕacγδ +ωcbϕadγδ = 0 ,
which, suppressing greek indices, is a linear equation on symmetric bilinear forms on C2
(w.r.t. latin indices). By sl(2)-equivariance, this equation is either solved only by the zero
form or the whole S2C2. It is not difficult to check that at least one non-zero form solves the
equation, hence all do.
The cocyle conditions
∂ϕ|g−3⊗(g−1)1¯⊗(g−1)1¯ = 0 =⇒ [ϕaαbβ
sl(2),ec] = ωαγϕbβc
γ
ea +ωβγϕaαc
γ
eb
=⇒ [ϕaαbβ
sl(2),ec] = ϕbβcαea +ϕaαcβeb
=⇒ [ϕaαbβ
sl(2),ec] = −2ϕcbβαea − 2ϕcaαβeb , (3.40)
∂ϕ|(g−2)1¯⊗(g−1)1¯⊗(g−1)1¯ = 0 =⇒ [ϕaαbβ
sp(2),ǫγ] = ωαγϕbβa
δ
ǫδ +ωβγϕaαb
δ
ǫδ
=⇒ [ϕaαbβ
sp(2),ǫγ] = −2ωαγϕabβ
δ
ǫδ − 2ωβγϕbaα
δ
ǫδ , (3.41)
determine the remaining components taking values in sl(2) and sp(2) in terms, again, of the
first component of the normalized cocyle. It is a direct matter to verify that the remaining
cocycle conditions on (g−1)i ⊗ (g−1)1¯ ⊗ (g−1)1¯, i ∈ Z2, are all automatically satisfied.
In summary, all non-trivial components of the normalized cocyle are determined by the
first component
ϕabβγ ∈ S
2C2 ⊠Λ2C2
via (3.31), (3.38), (3.40) and (3.41). Hence H2,2(m, g)0¯
∼= S2C2 ⊠Λ2C2.
Case d = 1 We recall that H1,2(m, g)0¯
∼= H1,2(m1¯, g)0¯/∂(sp(2)⊗ (g−1)
∗
0¯
) by Proposition 3.18 and
note that any 2-cocycle ϕ ∈ Z1,2(m1¯, g)0¯ has components
ϕa
cγ
bβ : (g−1)0¯ ⊗ (g−1)1¯ → (g−1)1¯ ,
ϕaαbβ
c : Λ2(g−1)1¯ → (g−1)0¯ ,
ϕaα1
β : (g−1)1¯ ⊗ (g−2)0¯ −→ (g−2)1¯ ,
ϕaαβ
1 : (g−1)1¯ ⊗ (g−2)1¯ −→ (g−2)0¯ ,
ϕa
γ
β : (g−1)0¯ ⊗ (g−2)1¯ −→ (g−2)1¯ ,
ϕαβ
a : Λ2(g−2)1¯ −→ g−3 .
NowH1,1(m1¯, g)0¯ = 0 by Lemma 3.14, whence Z
1,1(m1¯, g)0¯ = B
1,1(m1¯, g)0¯ = 0 and the differen-
tial ∂ acts faithfully on the space of 1-cochains C1,1(m1¯, g)0¯ = (g0)1¯⊗ (g−1)
∗
1¯
+ (g−1)1¯ ⊗ (g−2)
∗
1¯
.
We may use the associated 2-coboundaries to modify ϕ ∈ Z1,2(m1¯, g)0¯ in such a way that
ϕaα1
β = 0 ,
ϕaαβ
1 = 0 ,
(3.42)
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and, when working inH1,2(m, g)0¯
∼= H1,2(m1¯, g)0¯/∂(sp(2)⊗ (g−1)
∗
0¯
), we may quotient also with
∂(sp(2)⊗ (g−1)
∗
0¯
) and arrange for
ϕaγβ = −ϕaβγ . (3.43)
We have proved that H1,2(m, g)0¯ is isomorphic with the space of 2-cocyles ϕ ∈ Z
1,2(m1¯, g)0¯
which satisfy (3.42)-(3.43). We now show that this space is trivial.
The non-trivial cocyle conditions are:
∂ϕ|(g−2)0¯⊗(g−1)1¯⊗(g−1)1¯ = 0 =⇒ ϕaαbβ
c = 0 , (3.44)
∂ϕ|(g−2)1¯⊗(g−1)1¯⊗(g−1)0¯ = 0 =⇒ ϕacγbβ −ωcbϕaβγ −ωabϕβγc = 0 , (3.45)
∂ϕ|(g−1)0¯⊗(g−1)1¯⊗(g−1)1¯ = 0 =⇒ ϕacγbβ +ϕabβcγ = 0 , (3.46)
∂ϕ|(g−1)0¯⊗(g−1)0¯⊗(g−1)1¯ = 0 =⇒ ϕbaδcγ −ϕabδcγ = ωcbϕaδγ −ωcaϕbδγ . (3.47)
It follows that
ϕbaδcγ −ϕabδcγ = ωcbϕaδγ −ωcaϕbδγ
= ϕacγbδ −ωabϕδγc −ϕbcγaδ +ωbaϕδγc
= ϕacγbδ −ϕbcγaδ − 2ωabϕδγc
= −ϕabδcγ +ϕbaδcγ − 2ωabϕδγc ,
whence ϕαβa = 0. Furthermore
ϕacγbβ = ωcbϕaβγ
= ωbcϕaγβ
= ϕabβcγ
so that ϕacγbβ = 0 and ϕa
γ
β = 0. 
Recall that Hd,2(m, g) is naturally an osp(1|2)-module and that its odd part has highest
weights under osp(1|2)0¯
∼= sp(2)which are necessarily odd integers. ByDjokovic´–Hochschild
theorem and the results on Hd,2(m, g)0¯ of Theorem 3.20, it follows that H
d,2(m, g)1¯ = 0 for all
positive d 6= 2, and that H2,2(m, g)1¯ is either vanishing or S
2C2 ⊠ C2.
Proposition 3.21. Let g = g−3⊕· · ·⊕g3 be the Z-grading of g = G(3) with the associated parabolic
subalgebra pIV2 . Then H
d,2(m, g)1¯ = 0 for all d > 0.
Proof. We only need to showH2,2(m, g)1¯ = 0 and by the exact sequence (3.28) this is the same
as H2,2(m1¯, g)1¯ = 0. A cocyle ϕ ∈ Z
2,2(m1¯, g)1¯ has the components
ϕabβ
Z +ϕabβ
sl(2) +ϕabβ
sp(2) : (g−1)0¯ ⊗ (g−1)1¯ → (g0)0¯ = CZ⊕ sl(2)⊕ sp(2) ,
ϕaαbβ
γ : Λ2(g−1)1¯ → (g0)1¯ ,
ϕα
bβ
cγ : (g−2)1¯ ⊗ (g−1)1¯ −→ (g−1)1¯ ,
ϕ
1aα
b : (g−2)0¯ ⊗ (g−1)1¯ −→ (g−1)0¯ ,
ϕα
b
a : (g−2)1¯ ⊗ (g−1)0¯ −→ (g−1)0¯ ,
ϕabβ
1 : g−3 ⊗ (g−1)1¯ −→ (g−2)0¯ ,
ϕαβ
γ : Λ2(g−2)1¯ −→ (g−2)1¯ ,
ϕ
1α
1 : (g−2)0¯ ⊗ (g−2)1¯ −→ (g−2)0¯ ,
ϕaα
b : g−3 ⊗ (g−2)1¯ −→ g−3 .
In this case, we may use 2-coboundaries in ∂((g1)0¯ ⊗ (g−1)
∗
1¯
) and ∂((CZ ⊕ sl(2)) ⊗ (g−2)∗1¯) to
accomodate first for
ϕ
1aα
b = 0 , (3.48)
ϕα
b
a = 0 . (3.49)
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Using that the first prolongation of sp(2) acting on the purely odd space C2 is trivial (see,
e.g. [17]), one sees that the component ϕαβγ of the Spencer differential on sp(2) ⊗ (g−2)
∗
1¯
is
injective, hence an isomorphism and
ϕαβ
γ = 0 (3.50)
too. It follows thatH2,2(m1¯, g)1¯ is isomorphic to the space of 2-cocycles satisfying (3.48)-(3.50).
We first note
∂ϕ|(g−2)0¯⊗(g−1)1¯⊗(g−1)1¯ = 0 =⇒ ϕaαbβ
γ = 0 ,
∂ϕ|(g−2)1¯⊗(g−1)0¯⊗(g−1)0¯ = 0 =⇒ ϕ1α
1 = 0 ,
∂ϕ|(g−2)1¯⊗(g−2)0¯⊗(g−1)0¯ = 0 =⇒ ϕaα
b = 0 ,
∂ϕ|(g−2)0¯⊗(g−1)0¯⊗(g−1)1¯ = 0 =⇒ ϕabβ
1 = −2ϕabβ
Z ,
∂ϕ|(g−2)1¯⊗(g−2)1¯⊗(g−1)1¯ = 0 =⇒ ϕβbαcγ = −ϕαbβcγ ,
and that the identity with 3 odd elements of degree −1 is automatically satisfied.
Now
∂ϕ|(g−3)0¯⊗(g−1)0¯⊗(g−1)1¯ = 0 =⇒ [ϕbcγ
sl(2),ea] = 3ϕbcγ
Z
ea −ϕacγ
1
eb
=⇒ [ϕbcγ
sl(2),ea] = 3ϕbcγ
Z
ea + 2ϕacγ
Z
eb
whose pure trace as an endomorphism of (g−3)0¯ is 0 = 3ωafϕbcγ
Z+ωbfϕacγ
Z−ωbaϕfcγ
Z.
Multiplying by ωaf yields 8ϕbcγZ = 0, so that
ϕbcγ
Z = 0 ,
ϕbcγ
sl(2) = 0 ,
ϕbcγ
1 = 0 .
Finally
∂ϕ|(g−2)1¯⊗(g−1)1¯⊗(g−1)0¯ = 0 =⇒ [ϕbaα
sp(2),ǫβ] = ϕβb
δ
aαǫδ
=⇒ ϕbaαδβ = ϕβbδaα ,
which implies the vanishing of the two terms separately, due to symmetry and, respectively,
skew-symmetry in the indices δ and β. 
4. G(3) as the supersymmetry of differential equations
4.1. Super jet-spaces and equation supermanifolds. A contact supermanifold (M,C) is a su-
permanifoldM of dimension (2p + 1|n) equipped with a distribution C of corank (1|0) that
is maximally non-integrable, i.e., locally, C = ker(σ) for some (even) 1-form σ ∈ Ω1(M) such
that η = dσ|C is non-degenerate. The latter is a super-skewsymmetric bilinear form on C,
namely, it is skew-symmetric on C0¯ and symmetric on C1¯, and since σ is only well-defined
up to scale, we refer to the conformal class [η] of η as a CSpO-structure on C.
We will be interested in the case where n = 2q is even. In this case, there exist Darboux
coordinates (xi,u,ui) onM, i.e., coordinates w.r.t. which
σ = du−
p+q∑
i=1
(dxi)ui .
We remark that u is an even coordinate, whereas (xi) and (ui) consists each of p even and
q odd variables. For any fixed i = 1, . . . ,p + q, the variables xi and ui have the same parity,
which we denote by |i| ∈ Z2.
Letting Dxi = ∂xi + ui∂u, we have ιDxiσ = ι∂uiσ = 0, so the distribution
C = 〈Dxi ,∂ui | i = 1, . . . ,p+ q〉 . (4.1)
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We will often use the shortcuts Di = Dxi , U
i = ∂ui , and C = 〈Di,U
i〉. It is now clear that
dσ =
∑p+q
i=1 dx
i∧dui is non-degenerate on C. Locally, we refer toM as the first jet-(super)space
J1(Cp|q,C1|0), where {xi} are the independent variables.
Definition 4.1. A frame F = {Di,Ui | i = 1, . . . ,p + q} of the superdistribution C is called a
CSpO-frame if η is represented w.r.t. F by a multiple of (2.31).
Example 4.2. The “flat frame” Fflat = {Di,Ui | i = 1, . . . ,p+ q} is always a CSpO-frame.
The setting for 2nd order super-PDE is the Lagrange–Grassmann bundle M˜ = LG(C)
π
→M
consisting of the collection of all Lagrangian subspaces in (C, [dσ|C]). As usual, we introduce
M˜ via its super-points, i.e., using the definition of the Lagrangian–Grassmannian LG(V) via
the functor A 7→ LG(V)(A) given in Section 2.5 and the flat CSpO-frame of Example 4.2.
Explicitly, we take bundle-adapted local coordinates (xi,u,ui,uij) on M˜, where the {uij}
correspond to the Lagrangian subspace L = span
A
{D˜xi} generated by the supervector fields
D˜xi = ∂xi + ui∂u +
p+q∑
j=1
uij∂uj = Di +
p+q∑
j=1
uijU
j , (4.2)
for i = 1, . . . ,p+q. Here L is thought as a super-point of the Lagrange–Grassmann bundle, in
particular the local coordinates on M˜ are thought as elements of A of the appropriate parity.
We stress that uij = (−1)|i||j|uji and that D˜xi(uj) = uij.
The supermanifold M˜ inherits a canonical differential system C˜. In terms of the functor
of points, we have C˜|L = (π∗)−1(L) at any super-point L of M˜. Equivalently, we let
σk = duk −
p+q∑
i=1
(dxi)uik
and get
C˜ = ker{σ,σ1, . . . ,σp+q} = 〈D˜xi ,∂uij | i, j = 1, . . . ,p+ q〉 .
Locally, we refer to M˜ as the second jet-(super)space J2(Cp|q,C1|0).
A vector field S onM is a contact vector field if it preserves C via the Lie derivative, i.e.,
LSC ⊂ C. Vector fields on M˜ that preserve C˜ are also called contact. Any even, resp. odd,
contact vector field S onM canonically prolongs to a unique even, resp. odd, contact vector
field S˜ on M˜. Conversely, we have the (super) Lie-Ba¨cklund theorem: any contact vector
field on M˜ is the (unique) prolongation of a contact vector field onM. Indeed, the derived
distribution
C˜2 = [C˜, C˜] = 〈∂xi + ui∂u,∂ui ,∂uij〉
has associated Cauchy characteristic spaceCh(C˜2) = 〈∂uij | i, j = 1, . . . ,p+q〉 and any contact
vector field on M˜ preserves this space, hence it is projectable overM.
Fixed a (local) defining 1-form σ of C, any (local) contact vector field S onM is uniquely
determined by the generating superfunction f = ιSσ, conversely any (local) superfunction on
M determines a contact vector field. The explicit expression of S in terms of f is given in
Proposition 4.3. Wewill writeS = Sf and induce the Lagrange bracket on superfunctions from
the Lie bracket of vector fields via S[f,g] = [Sf,Sg], where f and g are two superfunctions.
Proposition 4.3. The contact vector field associated to a superfunction f = f(xi,u,ui) onM is given
by
Sf = f∂u −
p+q∑
i=1
(−1)|i|(|f|+1)(∂uif)Dxi +
p+q∑
i=1
(−1)|i||f|(Dxif)∂ui (4.3)
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and the Lagrange bracket by
[f,g] = f∂ug − (−1)
|f||g|g∂uf +
p+q∑
i=1
(−1)|i||f|(Dxif)∂uig −
p+q∑
i=1
(−1)|g|(|f|+|i|)(Dxig)∂uif , (4.4)
where f and g are two superfunctions. Finally, the canonical prolongation S˜f of the contact vector
field Sf is given by
S˜f = Sf +
p+q∑
j,k=1
hjk∂ujk , where hjk = (−1)
(|j|+|k|)|f|D˜xjD˜xkf . (4.5)
Proof. Wewill use Einstein’s summation convention by summing over repeated indices, and
write S = ai∂xi + b∂u + ci∂ui and f = ιSσ = b − a
iui. Computing modulo σ yields
0 ≡ LSσ = d(ιSσ) + iSdσ = dx
i(∂xif) + du(∂uf) + dui(∂uif) + a
idui − (−1)
|i|cidx
i
≡ dxi
(
∂xif+ ui∂uf− (−1)
|i||f|ci
)
+ dui
(
∂uif+ (−1)
|i|(|f|+1)ai
)
whence
S = −(−1)|i|(|f|+1)
(
∂uif
)
∂xi +
(
f − (−1)|i|(|f|+1)(∂uif)ui
)
∂u +
(
(−1)|i||f|(∂xif + ui∂uf)
)
∂ui ,
which coincides with (4.3). Then a direct computation yields (4.4).
Finally, we find that ι
S˜f
σk = (−1)|k||f|D˜xkf, and hence
0 ≡ L
S˜f
σk = d(ιS˜f
σk) + ιS˜f
dσk
= (−1)|k||f|d(D˜xkf) − (−1)
|k||f|duki(∂uif) − (−1)
|j||f|dxj(hjk)
≡ −(−1)|j||f|dxj(hjk) + (−1)
|k||f|
(
dxi(D˜xiD˜xkf) + duij(∂uijD˜xkf) − duki(∂uif)
)
≡ dxj
(
− (−1)|j||f|hjk + (−1)
|k||f|(D˜xjD˜xkf)
)
,
where we used that the parity |hjk| = |f| + |j| + |k|. This immediately gives (4.5). 
Definition 4.4. A 2nd order super-PDE is a sub-supermanifold E ⊂ M˜. A contact (or external)
symmetry of E is a contact vector field S˜ on M˜ that is tangent to E.
We recall that a vector field on a supermanifold is not determined by its values at points.
The definition of the restriction of S˜ toEmay easily be given via the action on superfunctions,
see e.g. [30, §1.5].
4.2. The G(3)-contact super-PDE. From now on and until the end of Section 4, we restrict
ourselves to the case where the contact supermanifold (M,C) has dimension dimM = (5|4),
so the contact distribution C has rank (4|4). On M we consider coordinates (xi,u,ui) =
(x,y,ν, τ,u,ux,uy,uν,uτ), where x,y,u,ux,uy are even and ν, τ,uν,uτ odd, and similarly
for the coordinates on M˜, which is (9|8)-dimensional. In the rest of Section 4, it is convenient
to let the index i run from 0 to 3, instead of 1 6 i 6 4 as per Section 4.1.
Given any CSpO-frame
F = {Di,U
i | i = 0, . . . , 3} (4.6)
of C, we may introduce a subvariety V ⊂ P(C) of projectivized supervector fields according
to the (Zariski-closure of the) parametrization (2.32). See also the note before Definition 2.3.
Namely, for any fixed T = tawa = λw1 + θw2 + φw3 ∈ W(A) as in (2.24), we consider the
(even) supervector field
V(T ) = D0 − t
aDa −
1
2
C(T 3)U0 −
3
2
Cc(T
2)Ua (4.7)
and the A-submodule [V(T )] = span
A
{V(T )} of rank (1|0) that it generates. The analogous
definition can be given for the super-point at infinity.
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Definition 4.5. The subvariety V ⊂ P(C)with functor of points A 7→ V(A) =
⋃
T∈W(A)[V(T )]
is called the field of (1|2)-twisted cubics associated to the frame (4.6).
One can easily check (using Remark 2.7 and the functorial description of Lie supergroups)
that the field of (1|2)-twisted cubics depends only on the orbit of a CSpO-frame under the
natural right action of G0 = COSp(3|2), the connected subgroup of CSpO(4|4) with LSA
g0 = cosp(3|2) ⊂ cspo(4|4).
Definition 4.6. A G(3)-contact supergeometry (M,C,V) is the datum of a contact supermani-
fold (M,C) of dimension (5|4) equipped with a field of (1|2)-twisted cubics V ⊂ P(C) associ-
ated to a G0-stable family of CSpO-frames.
To any G(3)-contact supergeometry, we may also associate the collection
V̂ = {T̂
(1)
ℓ V | ℓ = super-point of V} ⊂ M˜ = LG(C)
of the affine tangent spaces along V. From Proposition 2.6, we locally have T̂
(1)
[V(T)]V =
span
A
{B0,Ba}, where a = 1, 2, 3 and
B0 = D0 + C(T
3)U0 +
3
2
Ca(T
2)Ua,
Ba = Da +
3
2
Ca(T
2)U0 + 3Cac(T )U
c .
(4.8)
We recall that V and V̂ provide the same reduction G0 ⊂ CSpO(4|4) of structure group and
thatV can be canonically recovered from V̂ (see Remark 2.7). From this and the Lie-Ba¨cklund
theorem, it follows that (M,C,V) and (M˜, C˜, V̂) have the same contact symmetries.
Wewill now focus on theflatG(3)-contact supergeometry, i.e., the supergeometry (M,C,V)
for which an admissible CSpO-frame is Fflat = {Di,Ui | i = 1, . . . ,p + q} (see Example 4.2).
Theorem 4.7. The 2nd order super-PDE E = V̂ ⊂ M˜ naturally associated to the flat G(3)-contact
supergeometry is (6|6)-dimensional and it is given by the G(3)-contact super-PDE system, i.e., the
following generalization of the classical G(2)-contact PDE system:
uxx =
1
3
u3yy + 2uyyuyνuyτ, uxy =
1
2
u2yy + uyνuyτ,
uxν = uyyuyν, uxτ = uyyuyτ, uντ = −uyy.
(4.9)
Proof. Comparing the expressions for T̂
(1)
[V(T)]V = spanA{B0,Ba} with the bundle-adapted
local coordinates of M˜ defined by (4.2), we observe that V̂ is simply defined by the relations(
u00 u0a
ua0 uab
)
=
(
C(T 3) 32Ca(T
2)
3
2Ca(T
2) 3Cab(T )
)
, (4.10)
or, using the explicit components of C from (2.26), by

uxx uxy uxν uxτ
uyx uyy uyν uyτ
uνx uνy uνν uντ
uτx uτy uτν uττ

 =


λ3
3 + 2λθφ
λ2
2 + θφ λφ −λθ
λ2
2 + θφ λ φ −θ
λφ φ 0 −λ
−λθ −θ λ 0

 . (4.11)
Eliminating the parameters λ,θ,φ, yields the desired result. 
In the next sections, we will show that the space of contact symmetries of (4.9) has the
maximal possible dimension. Even more, we will see that it is isomorphic to G(3).
Remark 4.8. The so-called Goursat PDE play an important role in Cartan’s classical G(2)-
story [3], and Yamaguchi [38] considered their generalization to the other exceptional simple
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Lie algebras g. In [34], a uniform and explicit parametric description for such equationswith
symmetry gwas found. Remarkably, this further generalizes to the G(3)-case as:
u00 = t
atbuba − 2C(T
3), u0a = t
buba −
3
2
Ca(T
2), 1 6 a,b 6 3. (4.12)
Analogous to [34], this system is geometrically obtained by considering the family V˜ of all
Lagrangian subspaces, locally described by (4.2), which contain some super-point ℓ of V,
locally described by (4.7) w.r.t. the flat frame Fflat overM. In particular, V̂ ⊂ V˜. Imposing
the incidence condition quickly leads to the given expressions.
Equations (4.12) define a submanifold in the second jet-space M˜, parametrized by λ ∈ A0¯
and θ,φ ∈ A1¯. Elimination from the above (2|2) equations these (1|2) variables yields the
following single (1|0) super-PDE (we denote r = uxx, s = uxy, t = uyy,q = uντ):
(12rt3 − 12s2t2 − 36rst + 32s3 + 9r2) (2t3 − 6st + 3r)3(2qt2 − 4qs + 2st − 3r)4 ≡ 0 mod {ak},
where 0 6 k 6 3 anda0 = uxνuxτ, a1 = uxνuyτ, a2 = uxτuyν, a3 = uyνuyτ define a nilpotent
ideal: a2k = 0, a0a3 = a1a2 in the ring of even functions. The coefficients of a0,a1,a2,a3,a1a2
can be found in the Maple supplement accompanying the arXiv posting of this article.
The arguments in Section 4.3 simultaneously establish that (4.12) has symmetry super-
algebra G(3). Evaluation of this super-PDE gives the classical Goursat second order PDE
12rt3 − 12s2t2 − 36rst + 32s3 + 9r2 = 0 invariant with respect to G(2).
4.3. Symmetries of the G(3)-contact super-PDE. In this section, we show:
Theorem 4.9. The upper bound on the dimension of the contact symmetry algebra inf(M,C,V) of a
locally transitive2 G(3)-contact supergeometry (M,C,V) is (17|14). Among these, it is reached only
for the contact symmetry algebra of the flat G(3)-contact supergeometry.
Theorem 4.10. The contact symmetry algebra inf(M˜, C˜, V̂) of the G(3)-contact super-PDE system
(4.9) is isomorphic to g = G(3) and it is spanned by the following (17|14) symmetries:
g2
u(u− xux − yuy − νuν − τuτ) −
1
2
(
y3
3 + 2yντ
)
ux +
1
2
(
4
9u
3
y +
2
3uyuνuτ
)
x
+14
(
y2 + 2ντ
) (
4
3u
2
y +
2
3uνuτ
)
+ 13yτuyuτ +
1
3yνuyuν
g1 x(u− xux − yuy − νuν − τuτ) −
y3
6 − yντ
y(u− xux −
1
3yuy −
2
3νuν −
2
3τuτ) +
2
3xu
2
y +
1
3xuνuτ +
4
3ντuy
ν(u− xux −
2
3yuy −
4
3τuτ) −
1
3xuyuτ −
1
6y
2uτ
τ(u− xux −
2
3yuy −
4
3νuν) +
1
3uyuνx+
1
6y
2uν
uux −
2
9u
3
y −
1
3uyuνuτ
uuy +
1
2y
2ux + ντux −
2
3yu
2
y −
1
3yuνuτ −
1
3νuyuν −
1
3τuyuτ
uuν + yτux −
2
3τu
2
y −
1
3τuνuτ −
1
3yuyuν
uuτ − yνux +
2
3νu
2
y +
1
3νuνuτ −
1
3yuyuτ
z(g0) Z := 2u− xux − yuy − νuν − τuτ
gss0 f1 yux −
2
3u
2
y −
1
3uνuτ, νux +
1
3uyuτ, τux −
1
3uyuν
f0 Z0 :=
3
2xux +
1
2(yuy + νuν + τuτ),
νuν − τuτ, νuτ, τuν, yuν − 2τuy, yuτ + 2νuy
f−1 xuy +
y2
2 + ντ, xuν + yτ, xuτ − yν
g−1 x,y,ν, τ,ux,uy,uν,uτ
g−2 1
Table 7. Generating functions of the symmetries of the G(3)-contact super-
PDE system (4.9)
2The transitivity hypothesis here can be removed to obtain a stronger result, analogous to that in the (classical)
parabolic geometry setting. Details for achieving this generalization will be given in a future work.
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We now turn to the proof of the theorems. We shall work locally and consider Darboux
coordinates (xi,u,ui) onM, where 0 6 i 6 3. We set
deg(xi) = deg(ui) = 1 , deg(∂xi) = deg(∂ui) = −1 ,
deg(u) = 2 , deg(∂u) = −2 ,
and extend the definition of degree to any weight-homogeneous polynomial vector field on
M in the obvious way. In particular, we may decompose the space inf(M,C) of all contact
vector fields onM into the direct sum
inf(M,C) =
⊕
k>−2
inf(M,C)k , inf(M,C)k = {S ∈ inf(M,C) | deg(S) = k} ,
of its homogeneous subspaces and we have an associated filtration inf(M,C) = inf(M,C)−2 ⊂
inf(M,C)−1 ⊂ inf(M,C)0 ⊂ · · · of inf(M,C), compatible with the Lie bracket of vector fields.
Now the contact symmetry algebra inf(M,C,V) of a supergeometry (M,C,V) is not graded
in general but it is naturally filtered by the filtration induced as a subspace of inf(M,C). The
associated graded LSA a = gr(inf(M,C,V)) has non-positive part a−⊕a0 contained in g−⊕g0,
where g = g−2⊕ · · · ⊕ g2 is the contact grading of g = G(3)with parabolic subalgebra p
IV
1 . By
local transitivity, we have a− = g−, so [ak, g−1] ⊂ ak−1 for all k > 0, hence a ⊂ pr(g−, a0) ⊂
pr(g−, g0) ∼= g, where the last isomorphism is due to Corollary 3.10. So
dim inf(M,C,V)0¯ = dim a0¯ 6 dim g0¯ = 17 ,
dim inf(M,C,V)1¯ = dim a1¯ 6 dim g1¯ = 14 .
This proves the first claim of Theorem 4.9.
Assume now dim inf(M,C,V) = (17|14). Then inf(M,C,V) is a filtered deformation of the
graded LSA a = gr(inf(M,C,V)) ⊂ g, which by dimension reasons is necessarily g = G(3).
Since the grading elementZ = Z1 of the contact grading g = g−2⊕· · ·⊕g2 ofG(3) belongs to g,
any filtered deformation of g is actually isomorphic (as a filtered algebra) to g = g−2⊕· · ·⊕g2.
This proves the uniqueness statement of Theorem 4.9.
In view of the discussion above Theorem 4.7, the contact symmetry algebra inf(M˜, C˜, V̂) of
the 2nd order super-PDE (4.9) is isomorphic to the contact symmetry algebra inf(M,C,V) of
the flat G(3)-contact supergeometry. Hence, we conclude the proofs of Theorems 4.9–4.10
if we verify that the supervector fields described in Table 7 are contact symmetries of (4.9).
(In particular, this shows that the upper bound on symmetry dimension is realized.)
We now turn to the explicit computation of the contact symmetries of (4.9), but we will in
fact carry out a more conceptual calculation of the symmetries of (4.10), with the cubic form
C on W(A) only required to satisfy the key identities of Proposition 2.5. Similar identities
hold for the exceptional Lie algebras, and our calculation is a generalization of [34, §3.4] to
the G(3)-case. We will use an index notation with 0 6 i, j,k 6 3, while 1 6 a,b, c 6 3.
Using C given in (2.26), it is straightforward to check that Table 7 is a specialization of the
formulas in Table 8. Here we use the notation X = xawa ∈ W(A) and P = uawa ∈ W∗(A),
where {wa} is a basis ofW and {wa} is the corresponding dual basis inW∗.
The functions listed in g−1, g−2 and z(g0) in Table 8 generate the vector fields
xi∂u + (−1)
|i|∂ui , −∂xi , ∂u, 2u∂u + x
i∂xi + ui∂ui ,
whose prolongations have a trivial action on all the coordinatesuij. Clearly, these prolonged
vector fields are symmetries of (4.10). The last vector field acts as a grading element Z.
Let us assume for themoment that the generating function f in g2 is a symmetry. Then, by
repeatedly applying g−1 to f via (4.4) we obtain all the symmetries in g1 and g0. (In particular,
f1 and f−1 are spanned by [x
a, [u0, f]] and [ua, [x
0, f]] respectively, while f0 is spanned by the
grading element Z0 = [x
0, [u0, f]] −
1
2Z of f and by ψ
a
b := [x
a, [ub, f]] − δ
a
b(−1)
|a|( 12Z+
1
3Z0).)
We are then left to prove that f is a symmetry of (4.10), but verifying that directly would
require calculating the prolonged vector field via (4.5) and checking infinitesimal invariance,
an approach that is computationally very involved. Instead, we recall that V and V̂ have the
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g2 u(u− x
iui) −
1
2C(X
3)u0 +
1
2C
∗(P3)x0 + 94Cc(X
2)(C∗)c(P2)
g1 x
0(u− xiui) −
1
2C(X
3)
xa(u− xiui) + (−1)|a|
(
3
2(C
∗)a(P2)x0 + 92Cb(X
2)(C∗)ba(P)
)
uu0 −
1
2C
∗(P3)
uua +
3
2Ca(X
2)u0 −
9
2Cab(X)(C
∗)b(P2)
z(g0) Z := 2u− x
iui
gss0 f1 x
au0 −
3
2(−1)
|a|(C∗)a(P2)
z(f0) Z0 :=
3
2x
0u0 +
1
2x
cuc
fss0 ψ
a
b := x
aub + (−1)|a|(
1
3δ
a
bx
cuc − 9(−1)|a||b|Cbc(X)(C∗)ca(P))
f−1 uax
0 + 32Ca(X
2)
g−1 x
i,ui
g−2 1
Table 8. Generating functions of the symmetries of the G(3)-contact super-
PDE system (4.9) expressed in terms of the cubic form C.
same contact symmetries and turn to prove that f is a symmetry of the flat G(3)-contact
supergeometry (M,C,V):
Proposition 4.11. The even function
f = u(u− xiui) −
1
2
C(X3)u0 +
1
2
C∗(P3)x0 +
9
4
Cc(X
2)(C∗)c(P2) (4.13)
generates a contact symmetry Sf of the flat G(3)-contact supergeometry (M,C,V).
Proof. Let us first explain how the general form of f has been obtained. Since [g2, g−2] ⊂ z(g0),
we may impose the normalization condition Z = [1, f] = fu, which implies
f = u(u− xiui) + g(x
i,ui) .
The condition [Z, f] = 2f is equivalent to xi∂xig+ui∂uig = 4g, i.e., g is even and homogeneous
of degree 4. We will now show that the vector field
Sf =
(
xiu− (−1)|i|∂uig
)
∂xi +
(
u2 + g− ui(∂uig)
)
∂u +
(
uiu− uix
juj + ∂xig
)
∂ui
is a contact symmetry of V for f as in (4.13). In other words, we considerV = V(T ) as in (4.7)
(for the flat frame) and study the equation
[Sf,V] ∈ T̂
(1)
[V]V = span{V,Ba}, ∀ T ∈W(A), (4.14)
where Ba was defined in (4.8) (again, for the flat frame).
We depart with
[Sf,Dk] = −
(
δiku+ ukx
i − (−1)|i|∂xk∂uig
)
Di −
(
∂xk∂xig
)
Ui, (4.15)
[Sf,U
k] =
(
(−1)|i|∂uk∂uig
)
Di +
(
− δki (u− x
juj) + (−1)
|k|xkui − ∂uk∂xig
)
Ui, (4.16)
and specializing to f as in (4.13), we obtain:
[Sf,D0] = −
(
u+ u0x
0
)
D0 +
(
−u0x
c + (−1)|c|
3
2
(C∗)c(P2)
)
Dc,
[Sf,Da] = −
(
uax
0 +
3
2
Ca(X
2)
)
D0 +
(
−δcau− uax
c + (−1)|c|9Cab(X)(C
∗)bc(P)
)
Dc
+
(
3Cac(X)u0 −
9
2
Cacb(C
∗)b(P2)
)
Uc,
[Sf,U
0] =
(
−u+ xjuj + x
0u0
)
U0 +
(
x0uc +
3
2
Cc(X
2)
)
Uc,
40 BORIS KRUGLIKOV, ANDREA SANTI, AND DENNIS THE
[Sf,U
a] = (−1)|c|
(
3(C∗)ac(P)x0 +
9
2
Cb(X
2)(C∗)bac
)
Dc +
(
(−1)|a|xau0 −
3
2
(C∗)a(P2)
)
U0
+
(
−δac (u− x
juj) + (−1)
|a|xauc − 9(−1)
|a||c|Ccb(X)(C
∗)ba(P)
)
Uc.
In view of (4.7), we have that [Sf,V] = ρiDi + µiUi, where:
ρ0 = −
(
u+ u0x
0
)
+ ta
(
uax
0 +
3
2
Ca(X
2)
)
,
ρc = −u0x
c + (−1)|c|
3
2
(C∗)c(P2) − ta
(
−δcau− uax
c + (−1)|c|9Cab(X)(C
∗)bc(P)
)
−
3
2
Ca(T
2)(−1)|c|
(
3(C∗)ac(P)x0 +
9
2
Cb(X
2)(C∗)bac
)
,
µ0 = −
1
2
C(T 3)
(
−u+ xjuj + x
0u0
)
−
3
2
Ca(T
2)
(
(−1)|a|xau0 −
3
2
(C∗)a(P2)
)
,
µc = −
1
2
C(T 3)
(
x0uc +
3
2
Cc(X
2)
)
+ ta
(
−3Cac(X)u0 +
9
2
Cacb(C
∗)b(P2)
)
−
3
2
Ca(T
2)
(
− δac (u− x
juj) + (−1)
|a|xauc − 9(−1)
|a||c|Ccb(X)(C
∗)ba(P)
)
.
Using (4.8), we then find that [Sf,V] − ρ
0V − (ρc + ρ0tc)Bc = σiU
i, where
σ0 = µ0 − ρ
0C(T 3) −
3
2
ρcCc(T
2), σc = µc −
3
2
ρ0Cc(T
2) − 3ρbCbc(T ).
Thus, (4.14) holds if and only if σ0 = σc = 0. Let us first examine σ0:
σ0 = −
1
2
C(T 3)
(
−u+ xjuj + x
0u0
)
−
3
2
Cc(T
2)
(
(−1)|c|xcu0 −
3
2
(C∗)c(P2)
)
−
(
−
(
u+ u0x
0
)
+ tc
(
ucx
0 +
3
2
Cc(X
2)
))
C(T 3)
−
3
2
(
−u0x
c + (−1)|c|
3
2
(C∗)c(P2) − ta
(
−δcau− uax
c + (−1)|c|9Cab(X)(C
∗)bc(P)
)
−
3
2
Ca(T
2)(−1)|c|
(
3(C∗)ac(P)x0 +
9
2
Cb(X
2)(C∗)bac
))
Cc(T
2)
= x0
(
27
4
Cc(T
2)Ca(T
2)(C∗)ac(P) − C(T 3)tcuc
)
+
27
2
taCab(X)Cc(T
2)(C∗)cb(P) −
1
2
C(T 3)xcuc −
3
2
tauax
cCc(T
2)
+
3
2
(
27
4
Cc(T
2)Ca(T
2)Cb(X
2)(C∗)bac − C(T 3)tcCc(X
2)
)
,
where the last equation follows from the vanishing of all terms which are either quadratic
in t or involve u or u0. The identity σ0 = 0 follows then directly from equations (2.28)-(2.29).
Finally, we turn to σc:
σc = −
1
2
C(T 3)
(
x0uc +
3
2
Cc(X
2)
)
+ ta
(
−3Cac(X)u0 +
9
2
Cacb(C
∗)b(P2)
)
−
3
2
Ca(T
2)
(
−δac (u− x
juj) + (−1)
|a|xauc − 9(−1)
|a||c|Ccb(X)(C
∗)ba(P)
)
−
3
2
(
−
(
u+ u0x
0
)
+ ta
(
uax
0 +
3
2
Ca(X
2)
))
Cc(T
2)
− 3
(
−u0x
b + (−1)|b|
3
2
(C∗)b(P2) − ta
(
−δbau− uax
b + (−1)|b|9Cad(X)(C
∗)db(P)
)
−
3
2
Ca(T
2)(−1)|b|
(
3(C∗)ab(P)x0 +
9
2
Cd(X
2)(C∗)dab
))
Cbc(T ) .
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The terms linear in t and those involving u or u0 are easily seen to vanish. The terms cubic
in t and those involving x0 vanish both by (2.29). Only the terms quadratic in t remain, i.e.,
2
3
σc = −Cc(T
2)xcuc − x
aCa(T
2)uc − 2t
auax
bCbc(T )
+ 9
(
Ccb(X)Ca(T
2)(C∗)ab(P) + 2td(−1)|b|Cde(X)(C
∗)eb(P)Cbc(T )
)
and vanishes as a consequence of (2.30). 
4.4. Cauchy characteristic reduction and the super Hilbert–Cartan equation. We recall
that V̂ ⊂ M˜ defined by (4.9) admits local coordinates (x,y,u,ux,uy, λ | ν, τ,uν,uτ,θ,φ). We
let E = V̂ and pass to a certain (local) quotient E of E equipped with a distributionH.
The tautological system C˜ = span{D˜xi ,∂uij } on M˜ induces on E the rank (3|4) distribution
H = 〈Dx,Dy,∂λ | Dν,Dτ,∂θ,∂φ〉, (4.17)
where the vector fieldsDx,Dy,Dν,Dτ are the restrictions of the (truncated) total derivatives
of M˜ to E, namely:

Dx = ∂x + ux∂u + (
λ3
3 + 2θφλ)∂ux + (
λ2
2 + θφ)∂uy + λφ∂uν − λθ∂uτ ,
Dy = ∂y + uy∂u + (
λ2
2 + θφ)∂ux + λ∂uy + φ∂uν − θ∂uτ ,
Dν = ∂ν + uν∂u + λφ∂ux + φ∂uy − λ∂uτ ,
Dτ = ∂τ + uτ∂u − λθ∂ux − θ∂uy + λ∂uν .
(4.18)
Note that Dx,Dy,Dν,Dτ supercommute. Let
inf(H) = {X ∈ X(E) : LXH ⊂H}
be the algebra of internal symmetries of H. It is clear that all contact symmetries of (4.9)
(namely, G(3) as stated in Theorem 4.10) induce symmetries ofH, but inf(H) is in fact larger.
Indeed, the Cauchy characteristic space
Ch(H) = {X ∈ Γ(H) : LXH ⊂H}
is contained in inf(H) and it is amodule for the space of superfunctionsofE. So, ifCh(H) 6= 0,
then Ch(H) and inf(H) are infinite-dimensional. This is the case here:
Proposition 4.12. Ch(H) is spanned by C = Dx − λDy − θDν − φDτ.
Proof. We let
C = a1Dx + a2Dy + a3∂λ + a4Dν + a5Dτ + a6∂θ + a7∂φ
and compute Lie brackets moduloH. We depart with
0 ≡ [Dν,C] ≡ a˜5[Dν,∂λ] + a˜6[Dν,∂θ] + a˜7[Dν,∂φ] ≡ (−a˜5φ+ a˜7λ)∂ux + a˜5∂uτ + a˜7∂uy ,
where a˜i = (ai)0¯−(ai)1¯ for all ai = (ai)0¯+(ai)1¯, i = 1, . . . , 7. Thus, a5 = a7 = 0 and similarly
[Dτ,C] ≡ 0 implies a6 = 0. Moving on, we have
0 ≡ [∂θ,C] ≡ (2a˜1φλ+ a˜2φ− a˜4λ)∂ux + (a˜1φ− a˜4)∂uy − (a˜1λ+ a˜2)∂uτ ,
so that a2 = −a1λ and a4 = −a1φ, since λ is even and φ is odd. Finally, we have
0 ≡ [∂φ,C] ≡ (−a˜1θλ+ a˜3λ)∂ux + (−a˜1θ+ a˜3)∂uy
so that a3 = −a1θ. The remaining conditions [Dx,C] ≡ [Dy,C] ≡ [∂λ,C] ≡ 0 are all easily
verified. 
Consider the (local) quotient E = E/Ch(H), namely the space of integral curves of Ch(H).
We notice that {x = 0} defines a hypersurface transverse to Ch(H), so we can locally identify
it with E and consider in there the (5|6)-coordinates given by (y,u, z,uy, λ | ν, τ,uν,uτ,θ,φ),
where z := ux. On E, we have the rank (2|4)-distribution induced from (4.17), namely:
H = 〈Dy,∂λ | Dν,Dτ,∂θ,∂φ〉, (4.19)
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whereDy,Dν andDτ are as in (4.18) (with ∂ux replaced by ∂z). A direct computation shows
that the growth vector ofH is (2|4, 1|2, 2|0) and that the symbol algebra is isomorphic to the
negatively graded part of the SHC grading of G(3), as presented in Section 2.3.
Alternatively,H is determined by the Pfaffian system

du− (dy)uy − (dν)uν − (dτ)uτ
dz− (dy)
(
λ2
2 + θφ
)
− (dν)λφ+ (dτ)λθ
duy − (dy)λ− (dν)φ+ (dτ)θ
duν − (dy)φ− (dτ)λ
duτ + (dy)θ+ (dν)λ
, (4.20)
which is the pullback of the canonical system

du− (dy)uy − (dν)uν − (dτ)uτ
dz− (dy)zy − (dν)zν − (dτ)zτ
duy − (dy)uyy − (dν)uyν − (dτ)uyτ
duν − (dy)uyν + (dτ)uντ
duτ − (dy)uyτ − (dν)uντ
on the mixed jet-space J1,2(C1|2,C2|0) to the sub-supermanifold{
zy =
λ2
2 + θφ, zν = λφ, zτ = −λθ,
uyy = λ, uyν = φ, uyτ = −θ, uντ = −λ .
(4.21)
Eliminating the parameters λ,θ,φ and relabelling y to x, we obtain the SHC equation (1.7).
Theorem 4.13. The internal symmetry algebra inf(E,H) of the SHC equation is isomorphic to G(3)
and is spanned by the (17|14) symmetries given in Appendix C.
Proof. All contact symmetries of the G(3)-contact super-PDE system (4.9) preserves (E,H)
and hence Ch(H). Therefore, they project to a subalgebra of inf(E,H).
We claim that they project isomorphically. First note that all contact symmetries of (4.9)
preserve the vertical bundle Vert(E) = 〈∂λ,∂θ,∂φ〉 over the contact supermanifold (M,C).
On the other hand, we check using Proposition 4.12 that Ch(H) does not preserve Vert(E).
It follows that the contact symmetries of (4.9) are transverse toCh(H), hence our claim. Note
that the subalgebra of inf(E,H) so determined is isomorphic to G(3) by Theorem 4.10.
Finally, by Theorem3.16 and the arguments from the proof of Theorem4.9, we obtain that
dim(inf(E,H)) 6 (17|14). Thus, inf(E,H) ∼= G(3). 
5. Curved supergeometries from G(3)-symmetric models
5.1. Rigidity of the symbol. Consider a bracket-generating superdistribution D ⊂ TM
without Cauchy characteristics. Then its symbol superalgebra m = g− is fundamental (i.e., it
is generated by g−1) and non-degenerate (i.e., it has no central elements in g−1). In this section
we specialize to the case dimM = (5|6), with the growth vector of D given by (2|4, 1|2, 2|0).
The Lie brackets on the even part m0¯ of m consist of the skew-formω : Λ
2(g−1)0¯ → (g−2)0¯
as well as the map β : (g−1)0¯ ⊗ (g−2)0¯ → (g−3)0¯ that, when non-degenerate, serves for a
(conformal) identification (g−1)0¯
∼= (g−3)0¯. We denote the remaining Lie brackets on m by
q : Λ2(g−1)1¯ → (g−2)0¯, Ξ : (g−1)0¯ ⊗ (g−1)1¯ → (g−2)1¯, Θ : (g−1)1¯ ⊗ (g−2)1¯ → (g−3)0¯.
We recall that Λ• is meant in the super-sense, in particular q is a quadratic form. The only
non-trivial Jacobi identity is
Θ(θ1,Ξ(e,θ2)) +Θ(θ2,Ξ(e,θ1)) = β(e,q(θ1,θ2)), (5.1)
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for all e ∈ (g−1)0¯ and θ1,θ2 ∈ (g−1)1¯, and the fundamental and non-degeneracy properties
are equivalent to:
(F1) : ω 6= 0 or q 6= 0; (F2) : Im Ξ = (g−2)1¯; (F3) : Imβ + ImΘ = (g−3)0¯;
(N1) : ω(e, ·) = 0, Ξ(e, ·) = 0⇒ e = 0; (N2) : q(θ, ·) = 0, Ξ(·,θ) = 0⇒ θ = 0.
Let us remark that sinceω does not appear in the Jacobi identity (5.1), its value is important
only via properties (F1) and (N1).
Using the following uniform notation for the basis of m,
(g−1)0¯ = 〈e1, e2〉, (g−2)0¯ = 〈h〉, (g−3)0¯ = 〈f1, f2〉, (5.2)
(g−1)1¯ = 〈θ
′
1,θ
′′
1 ,θ
′
2,θ
′′
2 〉, (g−2)1¯ = 〈ρ1, ρ2〉, (5.3)
we obtain such fundamental, non-degenerate symbols with growth (2|4, 1|2, 2|0):
(M1) SHC symbol algebra:

ω(e1, e2) = h, β(e1,h) = f1, β(e2,h) = f2,
q θ ′1 θ
′′
1 θ
′
2 θ
′′
2
θ ′1 0 0 h 0
θ ′′1 0 0 0 h
θ ′2 h 0 0 0
θ ′′2 0 h 0 0
Ξ θ ′1 θ
′′
1 θ
′
2 θ
′′
2
e1 0 0 ρ1 ρ2
e2 −ρ2 ρ1 0 0
Θ ρ1 ρ2
θ ′1 f1 0
θ ′′1 0 f1
θ ′2 0 −f2
θ ′′2 f2 0
(M2) rank(β) = 1:

ω(e1, e2) = h, β(e1,h) = f1, β(e2,h) = 0,
q θ ′1 θ
′′
1 θ
′
2 θ
′′
2
θ ′1 0 0 h 0
θ ′′1 0 0 0 h
θ ′2 h 0 0 0
θ ′′2 0 h 0 0
Ξ θ ′1 θ
′′
1 θ
′
2 θ
′′
2
e1 ρ1 ρ2 0 0
e2 0 0 0 0
Θ ρ1 ρ2
θ ′1 0 f2
θ ′′1 −f2 0
θ ′2 f1 0
θ ′′2 0 f1
(M3) q = 0 and Θ = 0:

ω(e1, e2) = h, β(e1,h) = f1, β(e2,h) = f2,
Ξ θ ′1 θ
′′
1 θ
′
2 θ
′′
2
e1 ρ1 ρ2 0 0
e2 0 0 ρ1 ρ2
(M4) ω = 0: q, β, Ξ, Θ are the same as for the SHC symbol algebra.
The SHC symbol algebra is so-called because it is isomorphic to the negatively graded
part of the Z-grading of G(3) associated to pIV2 ⊂ G(3). In the notation of Appendix C, the
basis elements are explicitly given as supervector fields by
e1 = −Dx, e2 = ∂uxx , h = ∂ux + uxx∂z , f1 = ∂u , f2 = ∂z ,
θ ′1 = Dν , θ
′′
1 = Dτ , θ
′
2 = ∂uxν , θ
′′
2 = ∂uxτ ,
ρ1 = ∂uν + uxτ∂z , ρ2 = ∂uτ − uxν∂z ,
where (x,u,ux,uxx, z|τ,ν,uτ,uν,uxτ,uxν) are coordinates on a (5|6)-supermanifold and the
supervector fields Dx, Dν, Dτ are as in Appendix C.
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Theorem 5.1. Any fundamental, non-degenerate symbol superalgebra m = g−1 ⊕ g−2 ⊕ g−3 of
growth (2|4, 1|2, 2|0) is isomorphic to one of the models (M1)–(M4).
Proof. The proof splits into threemain steps. Throughout the proof, we will use the notation
Ke = KerΞ(e, ·) ⊂ (g−1)1¯ for any e ∈ (g−1)0¯.
Step 1: Either (i) rank(β) = 1 and q,ω are non-degenerate, or (ii) β is an isomorphism and
Ξ(·,θ) is an isomorphism for generic θ.
Suppose that Ξ(·,θ) is degenerate for all θ ∈ (g−1)1¯. Then property (F2) implies that the
linear map
Ξ : (g−1)1¯ → Hom((g−1)0¯, (g−2)1¯)
∼= End(C2)
has rank equal to 2 and that there is 0 6= e2 ∈ (g−1)0¯ such that Ξ(e2,θ) = 0 for all θ ∈ (g−1)1¯.
Indeed, consider the matrix of this map
Ξ(·,θ) =
(
ξ11(θ) ξ12(θ)
ξ21(θ) ξ22(θ)
)
,
with linear functionals ξij ∈ (g−1)
∗
1¯
as entries. Since Ξ 6≡ 0 at least one entry is non-zero, as a
polynomial in θ. Assume, e.g., ξ12 6= 0. Then detΞ(·,θ) ≡ 0 implies that ξ12 divides ξ11 ·ξ22.
Hence ξ12 divides either ξ11 or ξ22. In the second case the rows of Ξ(·,θ) are proportional
and consequently ImΞ is a 1-dimensional subspace in (g−2)1¯, contradicting (F2). Therefore
we get the first case, in which the columns of Ξ(·,θ) are proportional, whence the claim.
By (N1), this claim forcesω 6= 0. Moreover, for any e1 ∈ (g−1)1¯ \Ce2 we have that Ξ(e1, ·) :
(g−1)1¯ → (g−2)1¯ is an epimorphism by (F2), so dimKe1 = 2. By (N2), any 0 6= θ ∈ Ke1 satisfies
q(θ, ·) 6= 0. Since dim((g−2)0¯) = 1, then (5.1) implies β(e2,h) = 0 for every 0 6= h ∈ (g−2)0¯.
We claim β(e1,h) 6= 0. If not, then β = 0, so by (5.1), Θ(·,Ξ(e1, ·)) is skew and this descends
to (g−1)1¯ mod Ke1 , which is 2-dimensional. Thus dim Im(Θ) 6 1, which contradicts (F3).
Since Ke1 is q-isotropic by (5.1) and q(θ, ·) 6= 0 for 0 6= θ ∈ Ke1 , then q is nondegenerate.
The corresponding normal form of all brackets is that of the model (M2).
If Ξ(·,θ) is an isomorphism for some θ then it is an isomorphism for all θ in a Zariski-open
subset U ⊂ (g−1)1¯. In this case, identity (5.1) with θ1 = θ2 = θ ∈ U implies ImΘ ⊂ Imβ, so
Imβ = (g−3)0¯ by (F3) and β is an isomorphism. From now on we consider only this case.
Step 2: (i) dimKe = 2 for all 0 6= e ∈ (g−1)0¯ and (ii) Ke1 ∩ Ke2 = {0} for any two linearly
independent vectors e1, e2 ∈ (g−1)0¯.
Let 0 6= e ∈ (g−1)0¯ be arbitrary. Clearly dimKe > 2, since dim(g−1)1¯ = 4 and dim(g−2)1¯ =
2. Moreover, Ke is q-isotropic (using (5.1) and that β is an isomorphism).
We first establish (ii). If (ii) fails, then there exists 0 6= θ ∈ (g−1)1¯ such that Ξ(·,θ) = 0, so
q(θ, ·) 6= 0 by (N2). By (5.1), for any θ2 ∈ (g−1)1¯, we have the identity
Θ(θ,Ξ(e,θ2)) = β(e,q(θ,θ2))
of elements (g−3)0¯. Since β is an isomorphism, then:
(a) fixing θ2 ∈ (g−1)1¯ with q(θ,θ2) 6= 0, we see that Θ(θ, ·) : (g−2)1¯ → (g−3)0¯ is an epi-
morphism with dim(g−2)1¯ = dim(g−3)0¯, so is an isomorphism.
(b) Ke = {θ2 : q(θ,θ2) = 0} for any 0 6= e ∈ (g−1)0¯. Since q(θ, ·) 6= 0, then dim(Ke) = 3.
By (5.1),Ke is a 3-dimensionalq-isotropic subspace of the 4-dimensional space (g−1)1¯. Hence,
there exists 0 6= θ ′ ∈ (g−1)1¯ with q(θ
′, ·) = 0. Setting θ1 = θ
′ and θ2 = θ in (5.1) yields
Θ(θ,Ξ(e,θ ′)) = 0 for all e ∈ (g−1)0¯. By (a), we get Ξ(·,θ
′) = 0, which contradicts (N2).
This implies claim (ii), and then claim (i) follows easily.
In summary, wemay decompose (g−1)1¯ = Ke1⊕Ke2 into the direct sum of complementary
q-isotropic planes, hence Ker(q) is even-dimensional. Moreover, the decomposition implies
that Ξ(e1, ·) : (g−1)1¯ → (g−2)1¯ is injective on Ke2 , and similarly for Ξ(e2, ·), so
Ξ(e1,Ke2) = Ξ(e2,Ke1) = (g−2)1¯. (5.4)
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(Note that the collection of q-isotropic planes Ke determined by [e] ∈ P((g−1)0¯) is nothing
but the projective line of the so-called α-planes, for some choice of orientation.)
Step 3: Either (i) q = 0 and Θ = 0, or (ii) q is non-degenerate.
If Θ = 0, then (5.1) implies q = 0 (since β is an isomorphism), and moreover (F1) implies
ω 6= 0. Conversely, if q = 0, then take e1, e2 ∈ (g−1)0¯ linearly independent as above, and set
e = e2, θ2 ∈ Ke2 , and θ1 ∈ Ke1 in (5.1) to get Θ(θ2,Ξ(e2,θ1)) = 0. By (5.4), we have Θ(θ2, ·) = 0.
Similarly Θ(θ1, ·) = 0, implyingΘ = 0. Using the decomposition (g−1)1¯ = Ke1⊕Ke2 and (5.4),
it is easy to see that the corresponding normal form is that of the model (M3).
Now suppose q 6= 0. If q is degenerate, we may choose θ ′′2 ∈ Ke2 such that q(θ
′′
2 , ·) = 0.
Then (5.1) with e = e2 implies Θ(θ
′′
2 ,Ξ(e2,θ1)) = 0 for all θ1 ∈ Ke1 , hence Θ(θ
′′
2 , ·) = 0 by (5.4).
Let θ ′2 be any element in Ke2 that is not proportional to θ
′′
2 . Note that Θ(θ
′
2,Ξ(e1,θ
′′
2 )) = 0
by (5.1) and the previous argument, and that Θ(θ ′2,Ξ(e1,θ
′
2)) = 0 since Ke2 is q-isotropic. It
follows from (5.4) that Θ(θ ′2, ·) = 0, thus Θ(Ke2 , ·) = 0. One similarly shows Θ(Ke1 , ·) = 0,
yielding Θ = 0, which contradicts the assumption q 6= 0. Hence q is non-degenerate.
We now turn to the normal formof the Lie bracketswhenq is non-degenerate. Fix bases as
in (5.2)-(5.3) such that: (1) β(ei,h) = fi, (2) we have a q-Witt basis of (g−1)1¯, i.e.,Ke1 = 〈θ
′
1,θ
′′
1 〉
and Ke2 = 〈θ
′
2,θ
′′
2 〉 with q(θ
α
i ,θ
β
j ) = (1− δij)δ
αβh, (3) ρα = Ξ(e1,θ
α
2 ) (recall equation (5.4).)
Using (5.1) with the inputs indicated below, we get the relations
θα1 ,θ
β
2 , e1 ⇒ Θ(θ
α
1 , ρβ) = δ
α
βf1 , (5.5)
θα2 ,θ
β
2 , e1 ⇒ Θ(θ
α
2 , ρβ) +Θ(θ
β
2 , ρα) = 0 , (5.6)
θα1 ,θ
β
1 , e2 ⇒ Θ(θ
α
1 ,Ξ(e2,θ
β
1 )) + Θ(θ
β
1 ,Ξ(e2,θ
α
1 )) = 0 , (5.7)
θα1 ,θ
β
2 , e2 ⇒ Θ(θ
β
2 ,Ξ(e2,θ
α
1 )) = δ
αβf2 . (5.8)
Equations (5.5)-(5.6) forceΘ to agree with the corresponding component of the SHC symbol
(M1), except for the element Θ(θ ′′2 , ρ1) = −Θ(θ
′
2, ρ2). Then, (5.5)-(5.7) imply Ξ(e2,θ
′
1) = −cρ2
and Ξ(e2,θ
′′
1 ) = cρ1 with c 6= 0 since Ξ(e2, ·)|Ke1 is injective. Finally, the relations (5.8) imply
that Θ(θ ′2, ρ2) = −
1
cf2 = −Θ(θ
′′
2 , ρ1).
Rescaling e2 and f2, we arrive at the canonical normal form for q,β,Ξ,Θ as in the SHC
symbol algebra. The mapω is either vanishing, in which case we are led to the model (M4),
or non-degenerate, inwhich caseω(e1, e2) = λh for some 0 6= λ ∈ C. Rescaling the generators
e1, e2, f1, f2, ρ1, ρ2 by λ
−1/2, we precisely get the SHC symbol algebra. 
A fundamental, non-degenerate symbol superalgebram = m0¯⊕m1¯ of growth (2|4, 1|2, 2|0)
is called a super-extension of the HC symbol if it has even part m0¯ isomorphic to the unique
fundamental graded nilpotent Lie algebra of growth (2, 1, 2). By Theorem 5.1, such a super-
extension m is isomorphic either to the model (M1) or (M3).
Definition 5.2. A (strongly regular) superdistributionD on a supermanifoldM = (Mo,AM)
with the growth vector (2|4, 1|2, 2|0) is called:
(i) a super-extension of a generic rank 2 distribution on the 5-dimensional spaceMo if its
symbol superalgebra is a super-extension of the HC symbol;
(ii) of SHC type if its symbol superalgebra is isomorphic to (M1).
Clearly, any SHC type superdistribution is a super-extension of a generic rank 2 distribu-
tion onMo. Since a super-extension m of the HC symbol with q 6= 0 is isomorphic to (M1),
we have:
Corollary 5.3. The symbol superalgebra of any superdistribution of SHC type is rigid w.r.t. small
deformations of the superdistribution preserving the growth vector.
5.2. Rank (2|4) distributions in a (5|6)-dimensional superspace.
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5.2.1. Generic rank (2|4) distributions. In the classical case, a generic rank 2 distribution on a
5-dimensional space has growth vector (2, 1, 2). Such distributions are equivalent to Monge
normal form given by the Cartan distribution of the ODE zx = f(x,u,ux,uxx, z)with ∂2uxxf 6=
0, so they are parametrized by 1 function of 5 variables.
On the other hand, a generic rank (2|4) distribution on a (5|6)-dimensional supermanifold
has depth 2. More precisely, the growth is (2|4, 3|2) as the brackets [·, ·] : Λ2D1¯ → (TM/D)0¯
and [·, ·] : D0¯⊗D1¯ → (TM/D)1¯ are both surjective in general, by a direct counting of the rank
of the stalks of the sheaves. We conclude that superdistributions of SHC type are not generic
among all rank (2|4) distributions on a (5|6)-dimensional supermanifold.
Let us compute the functional dimension of a generic rank (2|4) distribution on the super-
spaceM = C5|6(xk|θc), where 1 6 k 6 5 and 1 6 c 6 6. The distribution has generators
wi = ∂xi +
5∑
j=3
A
j
i(x,θ)∂xj +
6∑
b=5
Bbi (x,θ)∂θb (1 6 i 6 2) ,
ζa = ∂θa +
5∑
j=3
Cja(x,θ)∂xj +
6∑
b=5
Dba(x,θ)∂θb (1 6 a 6 4) ,
(5.9)
where Aji,D
b
a are even and B
b
i ,C
j
a odd superfunctions. Note that any superfunction on M
has a Taylor expansion in the 6 odd coordinates, with coefficients being ordinary functions
of the 5 even coordinates. The total number of the coefficients in a superfunction is 26 = 64,
and for an even or odd superfunction is 1264 = 32. Consequently the space of distributions
of the form (5.9) is parametrized by 6 · 5 · 32 = 960 ordinary functions of 5 variables.
A general (parity-preserving) change of coordinates involves (5 + 6) · 32 = 352 ordinary
functions, and its action on the space of distributions (5.9) is generically free: this is the ab-
sence of symmetries for generic distributions of the given type. Therefore the moduli space
of such distributions is parametrized by 960 − 352 = 608 ordinary functions of 5 variables.
5.2.2. Distributions of SHC type. The moduli space of rank (2|4) distributions of SHC type is
smaller, but it is still quite difficult to parametrize. Here, we restrict to the following system
of 4 differential equations that generalizes the SHC equation (1.7):
zx = F , zν = G , zτ = H , uντ = K , (5.10)
where F,K are even superfunctions (resp., G,H odd superfunctions) on the supermanifold
M = C5|6(x,u,ux,uxx, z|ν, τ,uν,uτ,uxν,uxτ). The associatedCartan superdistributionD has
even generators
Dx = ∂x + ux∂u + uxx∂ux + F∂z + uxν∂uν + uxτ∂uτ , ∂uxx , (5.11)
and odd generators
Dν = ∂ν + uν∂u + uxν∂ux +G∂z + K∂uτ , ∂uxν ,
Dτ = ∂τ + uτ∂u + uxτ∂ux +H∂z − K∂uν , ∂uxτ .
(5.12)
Naively, we would expect that such superdistributions are always of SHC type, but this
is not the case in general. For instance, the distribution associated to the system
zx = f(x,u,ux,uxx, z) , zν = 0 , zτ = 0 , uντ = 0 ,
has growth vector (2|4, 2|2, 1|0) provided ∂uxxf 6= 0, and clearly it is not the super-extension
of a Monge equation in the specified sense. The superfunctions F,G,H,K which give rise to
superdistributions of SHC type are constrained as follows.
Proposition 5.4. The superdistribution D with generators (5.11) and (5.12) is of SHC-type if and
only if ∂2uxxF is invertible (as a superfunction, i.e., its evaluation to the underlying classical manifold
is nowhere vanishing) and the following differential system is satisfied:
DxG = DνF + (DxK)(∂uxτF), DxH = DτF− (DxK)(∂uxνF), (5.13)
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DνG = DτH = 0, DτG+DνH = 0, DνK = DτK = 0, (5.14)
∂uxνG = ∂uxxF = ∂uxτH, ∂uxτG = ∂uxνH = 0, ∂uxνK = ∂uxτK = 0, (5.15)
∂uxxG = (∂uxxK)(∂uxτF), ∂uxxH = −(∂uxxK)(∂uxνF). (5.16)
Proof. The supervector field T = [∂uxx ,Dx] = ∂ux + (∂uxxF)∂z, generates (g−2)0¯ modulo D.
On the other hand, the Lie brackets between the odd generators ofD are
[∂uxν ,Dν] = ∂ux + (∂uxνG)∂z + (∂uxνK)∂uτ , [∂uxν ,Dτ] = (∂uxνH)∂z − (∂uxνK)∂uν ,
[∂uxτ ,Dτ] = ∂ux + (∂uxτH)∂z − (∂uxτK)∂uν , [∂uxτ ,Dν] = (∂uxτG)∂z + (∂uxτK)∂uτ ,
1
2 [Dν,Dν] = (DνG)∂z + (DνK)∂uτ ,
1
2 [Dτ,Dτ] = (DτH)∂z − (DτK)∂uν ,
[Dν,Dτ] = (DτG+DνH)∂z + (DτK)∂uτ − (DνK)∂uν ,
and it is not difficult to see that these supervector fields are multiples of TmoduloD if and
only if they are multiples of T. This immediately yields the equations (5.14) and (5.15).
Next, we calculate the Lie brackets between even and odd generators of D. We first set
S1 = [∂uxν ,Dx] = ∂uν + (∂uxνF)∂z, S2 = [∂uxτ ,Dx] = ∂uτ + (∂uxτF)∂z,
and note that the equivalence classes of S1 and S2 moduloD generate (g−2)1¯. Again, it turns
out that the supervector fields
[Dx,Dν] = (DxG−DνF)∂z + (DxK)∂uτ , [Dx,Dτ] = (DxH−DτF)∂z − (DxK)∂uν ,
[∂uxx ,Dν] = (∂uxxG)∂z + (∂uxxK)∂uτ , [∂uxx ,Dτ] = (∂uxxH)∂z − (∂uxxK)∂uν ,
are linear combinations of S1 and S2 moduloD precisely when they are linear combinations
of S1 and S2. This gives (5.13) and (5.16).
A closer look at the Lie brackets determined so far tells us that the maps q andω defining
themodels of Theorem 5.1 are both non-zero. Hence the symbol ofD is isomorphic either to
(M1) or (M2). Concerning the map Ξ, note that (the equivalence class of) a supervector field
E ∈ (AM)x ⊗ (g−1)0¯ satisfies Ξ(E, ·) = 0 if and only if E is a multiple of ∂uxx and ∂uxxK = 0.
The last condition follows from the identities
[∂uxx ,Dν] = (∂uxxK)S2, [∂uxx ,Dτ] = −(∂uxxK)S1, [∂uxx ,∂uxν ] = [∂uxx ,∂uxτ ] = 0.
Finally, the map β is given the following Lie brackets:
[∂uxx ,T] = (∂
2
uxx
F)∂z , [Dx,T] ≡ −∂u mod 〈∂z〉 .
Thus the invertibility of ∂2uxxF is a necessary condition for a superdistribution of SHC type,
but it is also sufficient since differentiation by uxν of the first identity in (5.16) yields ∂2uxxF =
(∂uxxK)(∂uxνuxτF), and ∂uxxK is invertible too. 
Remark 5.5. Superdistributions of SHC-type are strongly regular by definition. It can be
shown that the superdistributionDwith generators (5.11) and (5.12) is strongly regular and
with fundamental, non-degenerate symbol of growth (2|4, 1|2, 2|0) that is not of SHC-type if
and only if ∂uxxK = ∂
2
uxx
F = 0 and the symbol is (M2). This case does not correspond to
the super-extension of a Monge equation and it is characterized by additional differential
conditions on (F,G,H,K) that we omit due to their size.
If ∂uxxK is neither zero nor invertible, then the superdistributionD is not strongly regular.
Corollary 5.6. The functional freedom of analytic superdistributions as in Proposition 5.4 does not
involve any ordinary function of 5 variables.
Proof. For the sake of brevity, wewill omit the dependence on even coordinates in this proof.
From (5.15), we obtain the following equations
K = K(ν, τ,uν,uτ),
G = G0(ν, τ,uν,uτ) + L(ν, τ,uν,uτ)uxν,
H = H0(ν, τ,uν,uτ) + L(ν, τ,uν,uτ)uxτ,
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where L,K are even superfunctions and G0,H0 odd superfunctions.
Ifwe set F = F0(ν, τ,uν,uτ)+F1(ν, τ,uν,uτ)uxν+F2(ν, τ,uν,uτ)uxτ+F12(ν, τ,uν,uτ)uxνuxτ,
for F0, F12 even and F1, F2 odd superfunctions, we see from (5.15) that
L = ∂uxxF0 , ∂uxxF1 = ∂uxxF2 = ∂uxxF12 = 0 , (5.17)
and from (5.16) that
∂uxxG0 = −(∂uxxK)F2, ∂uxxL = −(∂uxxK)F12, ∂uxxH0 = (∂uxxK)F1. (5.18)
Finally, taking the uxν-coefficient of the equation DνK = 0 in (5.14) we get
∂uxK = −L ∂zK. (5.19)
The system (5.17)-(5.19) of 8 equations on the 8 unknowns F0, F1, F2, F12,G0,H0,L,K is a
classical system of PDE: as soon as it is expanded in the odd variables ν, τ,uν,uτ it becomes
a systemof 64 equations of the first order on 64 unknownordinary functions (the coefficients
of the expansion). We claim that this quasi-linear PDE system is determined.
Indeed, the symbol of the system is a 64 × 64 matrix A with linear functionals on T∗Mo
as entries (i.e., functions linear in momenta px,pu,pux ,puxx ,pz), and an easy computation
shows that its determinant P = detA is a non-zero homogeneous polynomial in momenta.
In fact, P = p56uxx(pux + L|opz)
8, where L|o is evaluation onMo of the restriction of L on the
0-jet of a solution.
The locus of P in PT∗Mo is the characteristic variety of the system (depending on the 0-jet
of a solution) and a (4-dimensional) hypersurface Σ ⊂ Mo is non-characteristic if at every
point its annihilator is a non-characteristic covector, i.e., P(AnnTΣ) 6= 0. The Cauchy data
are given by arbitrary values of the coefficients of the expansions of F0, F1, . . . ,L,K on Σ.
If Σ is analytic, non-characteristic and the Cauchy data are analytic then by the Cauchy-
Kovalevskaya theorem there exists a unique solution to the system. Thus (analytic) solutions
are determined by 64 functions of 4 variables and the statement is proved. 
Remark 5.7. The above corollary also holds in the formal category (i.e., for power series).
The result implies that the functional dimension drops by passing from classical Monge
equations to super-differential equations (5.10) that are of SHC type. Informally, this can be
understood on the basis of our finding thatH2+(m, g) ∼= S
2C2 for the SHCgrading of g = G(3).
Indeed, theCartan quartic of theunderlyinggeneric rank 2 distributionon a 5-dimensional
space should admit a square root, hence must be of Petrov type D, N or O. Put it differ-
ently, not all Monge equations are super-extendable to equations of SHC type. Details for
achieving this correspondence in the framework of parabolic supergeometries will be given
elsewhere.
5.3. Integral submanifolds of the SHC distribution. In this section, we will consider solu-
tions of the SHC equation (1.7). More generally, we consider its space of integral submanifolds,
i.e., the (set-theoretic) space consisting of all integral submanifolds of the associated Cartan
superdistribution. Namely, let M = C5|6(x,u,ux,uxx, z|ν, τ,uν,uτ,uxν,uxτ) be equipped
with the Pfaffian system Ψ = Ψ0¯ ⊕ Ψ1¯ given by
Ψ0¯ = 〈dz− dx · (
1
2u
2
xx + uxνuxτ) − dν · uxxuxν − dτ · uxxuxτ,
du− dx · ux − dν · uν − dτ · uτ, dux − dx · uxx − dν · uxν − dτ · uxτ〉,
Ψ1¯ = 〈duν − dx · uxν − dτ · uxx, duτ − dx · uxτ + dν · uxx〉.
and consider morphisms ι : Cp|q → M such that ι∗Ψ = 0 and ι is an immersion almost
everywhere, i.e., the pull-back ι∗ : AM → ACp|q on the sheaf of superfunctions is surjective
at almost every stalk. We recall that the pull-back between stalks is by definition an even
morphism of superalgebras.
Our space of integral submanifolds has to be compared with the more general notion of
superspace of integral submanifolds [8], usually introduced via the functor of points and for
which the main roˆle is played by families of integral submanifolds parametrized by odd
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elements in an auxiliary algebra A (these are the super-points of such a superspace). Integ-
ral submanifolds in our sense are called “bosonic solutions” in the mathematical physics
literature and it is customary to restrict the analysis to them.
Before turning to integral submanifolds, we give the following preliminary result.
Proposition 5.8. Even superfunctions u = u(x |ν, τ), z = z(x |ν, τ) satisfy the SHC equation (1.7)
if and only if
u = c0 + c1x+
1
2c2x
2 + 16c3x
3 + (c2 + c3x)ντ,
z = c4 +
1
2c
2
2x+
1
2c2c3x
2 + 16c
2
3x
3 + c3(c2 + c3x)ντ,
(5.20)
for some constants c0, . . . , c4 ∈ C.
Proof. Expand u and z in the odd coordinates ν, τ and substitute into (1.7). 
We will consider integral submanifolds up to re-parametrization of the source Cp|q and
shortly refer to them as “cointegrals”. (This nomenclature stems from the fact that “integ-
rals” are morphisms  : M → Cs|t that are constant on cointegrals.) We will denote generic
variables ofM by s ∈ {x,u,ux,uxx, z} (even) and ξ ∈ {ν, τ,uν,uτ,uxν,uxτ} (odd).
We consider various cases separately, depending on the dimension of the source Cp|q.
When the space of (p|q)-cointegrals is reducible, we describe the regular stratum of biggest
functional dimension. It is not difficult to obtain the complete stratification, but we will not
pursue this here for simplicity of exposition.
(0|0)-cointegrals. Just to start with: these are the points of the classical manifold Mo = C5,
so they are parametrized by 5 constants.
(1|0)-cointegrals. In this case ι∗ξ = 0 for any odd variable, so cointegrals are just the integ-
ral curves ι : C → Mo of the classical HC Pfaffian system. It is well-known that they are
parametrized by 1 function of 1 variable.
(0|1)-cointegrals. Let θ be the odd coordinate of the source. In this case, ι∗ξ = cξθ for cξ ∈ C
and there exists a point o ∈ Mo such that ι∗s = s|o is evaluation at o. By reparametrization
of the source, the constants cξ have to be considered up to an overall scale.
The condition ι∗Ψ = 0 is then equivalent to the system
cνcuxν + cτcuxτ = 0, cuν = (uxx|o) cτ, cuτ = −(uxx|o) cν,
hence it is encoded in a projective quadric of dimension 2. Taking into account the choice of
the point o ∈Mo, the space of (0|1)-cointegrals is parametrized by 5+ 2 = 7 constants.
(1|1)-cointegrals. The source has coordinates (t|θ) and we set ι∗s = s(t) and ι∗ξ = cξ(t)θ.
Note that the (1|0)-cointegrals γ = ιo : C → Mo obtained by composing ι : C1|1 → M with
the natural embedding of C = C1|0 in C1|1 are parametrized by 1 function of 1 variable.
We restrict to the generic case and reparametrize the coordinate t so that x(t) = t locally.
Finally, reparametrizing the odd coordinate θ implies that the 6 functions cξ(t) have to be
considered up to overall t-dependent scale.
Using the coefficients of the 1-form dt in the system of equations ι∗Ψ0¯ = 0, we get the
classical HC constraints
ux(t) = u
′(t) , uxx(t) = u
′′(t) , z ′(t) =
1
2
(u ′′(t))2 ,
and if we use the coefficients of dθ in the systems ι∗Ψ0¯ = 0 and ι
∗Ψ1¯ = 0, we get a section of
the bundle of quadrics over γ(C) ⊂Mo:
cν(t)cuxν(t) + cτ(t)cuxτ(t) = 0, cuν(t) = u
′′(t)cτ(t), cuτ(t) = −u
′′(t)cν(t).
Finally, if we combine these identities with the coefficients of dt in ι∗Ψ1¯ = 0, we arrive at the
following equations
cuxν(t) = u
′′′(t)cτ(t), cuxτ(t) = −u
′′′(t)cν(t).
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In summary, the (1|1)-cointegrals are parametrized by the function u(t) (together with the
quadrature required to get z(t)) and the function [cν(t) : cτ(t)] ∈ P1|γ, therefore by 2 functions
of 1 variable.
(0|2)-cointegrals. We let θ1,θ2 be the two odd coordinates of the source and note that the
image of the underlying classical morphism ιo : C0|0 →Mo is just a point o ∈Mo. Then
ι∗s = s|o + cs θ1θ2 and ι
∗ξ = ckξθk = c
1
ξθ1 + c
2
ξθ2, (k = 1, 2),
where cs, ckξ ∈ C for all even and odd coordinates ofM, respectively. The system ι
∗Ψ = 0may
be expanded in the θk’s and dθk’s, turning into a system of 20 equations on 22 unknowns
constants. The unknowns are the coordinates of o ∈Mo and the constants cs and ckξ.
If cx 6= 0, it turns out that this system is generated by the following 11 equations:
cu = (ux|o) cx + (uxx|o) (c
1
νc
2
τ − c
2
νc
1
τ), cux = (uxx|o) cx +
cuxx
cx
(c1νc
2
τ − c
2
νc
1
τ),
cz =
1
2(uxx|o)
2cx +
cuxx
cx
(uxx|o) (c
1
νc
2
τ − c
2
νc
1
τ),
ckuν = (uxx|o) c
k
τ , c
k
uτ = −(uxx|o) c
k
ν, c
k
uxν =
cuxx
cx
ckτ , c
k
uxτ = −
cuxx
cx
ckν, (k = 1, 2).
If cx = 0, the number of independent equations increases, so this is not the generic case.
Taking into account the reparametrization group GL(2) associated to the source, we con-
clude that the number of independent constants is 7. They are given by the coordinates of
o ∈Mo and the constants cx and cyxx . Thus (0|2)-cointegrals depend on 7 constants.
(1|2)-cointegrals. A straightforward computation says that the operation of jet-prolongation
sets up a bijective correspondencebetween the (unparametrized) regular cointegrals and the
solutions of the SHC equation (1.7). By Proposition 5.8, the space of cointegrals depends on
5 constants.
(p|q)-cointegrals with p > 1 or q > 2. In all the remaining cases, the space of cointegrals is
empty. If p > 1, this follows just as in the classical case: the even part m0¯ of the SHC symbol
m = g− is non-degenerate, i.e., it has no central elements in (g−1)0¯. The explicit brackets ofm
show that there are no Abelian 3-dimensional subspaces in (g−1)1¯, hence the claim for q > 2.
Remark 5.9. We showed that solutions of the SHC equation (1.7) correspond to the integral
submanifolds of the largest possible dimension. On the other hand, the (1|0)-cointegrals
correspond to the integral curves of the classical HC equation. This fact can be regarded as
(an another) confirmation that (1.7) is a super-extension of the HC equation.
Now we show that the functional dimension count persists in the curved setting.
Theorem 5.10. The space of cointegrals associated to an analytic superdistribution of SHC type on a
(5|6)-dimensional supermanifoldM = (Mo,AM) has the same functional dimension as for the SHC
equation (1.7). Namely, the only non-trivial spaces of cointegrals are as follows:
Type (p|q) (0|0) (1|0) (0|1) (1|1) (0|2) (1|2)
Generators 5 const 1 funct 7 const 2 funct 7 const 5 const
where “const” means complex constant and “func” means ordinary function of 1 variable.
Proof. Let us recall that the −1 degree component g−1 = (g−1)0¯ ⊕ (g−1)1¯ of the SHC symbol
(M1) is the direct sum of two modules for (g0)0¯ = sl(2)⊕ sp(2):
(g−1)0¯
∼= C2 ⊠ C and (g−1)1¯ ∼= C
2
⊠ C2 .
The Lie brackets between the elements of g−1 are encoded in the symplectic form ω and
the maps q,Ξ as in (M1). In particular, the quadratic form q : Λ2(g−1)1¯ → (g−2)0¯ is given by
q(v1⊠w1, v2⊠w2) = 〈v1, v2〉〈w1,w2〉, with 〈−,−〉 the symplectic form on each factor of (g−1)1¯.
The case of (p|q)-cointegrals with p > 1 or q > 2 is proved in the same way as for the SHC
equation and the case (p|q) = (0|0) is immediate. For (p|q) = (1|0) we get classical integral
curves of a generic rank 2 distribution onMo.
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To treat the case of (0|1)-cointegrals, we need to consider the q-isotropic lines in (g−1)1¯.
They form the 2-parametric family [v]⊠ [w], which coupled with the 5 parameters needed to
describe the point o ∈Mo gives 7 constants.
Next, (1|1)-cointegrals are given by a classical integral curve (parametrized by 1 function)
and an odd supervector field along it. Using Ξ, it is not difficult to see that the 2-dimensional
subspace of g−1 generated by v⊠1 ∈ (g−1)0¯ and ϑ ∈ (g−1)1¯ is Abelian if and only if ϑ belongs
to the α-plane v⊠C2 corresponding to v. (Recall that the isotropic planes in a 4-dimensional
complex metric space (C4,q) form two P1, i.e., the α-planes v⊠C2 and the β-planes C2⊠w.)
Thus ϑ is given by another 1 function and the claimed functional dimension follows.
Similarly, the space of (0|2)-cointegrals is parametrized by the 5 parameters required to
describe o ∈Mo and an isotropic plane in (g−1)1¯, which is parametrized by 2 constants.
Finally, (1|2)-cointegrals are parametrized by 5 constants. This counting does not depend
on a particular superdistribution of SHC type, as the involutive prolongation of the system
(5.10) has the same type of equations as the SHC equation. Involutivity implies that there
exists a unique solution for any Cauchy data, which can be parametrized by the 5 constants
z,u,ux,uxx,uxxx. 
5.4. Super-deformation and submaximally supersymmetric models. Herewe discuss loc-
ally homogeneous superdistributions of SHC-type with submaximal symmetry dimension,
along the lines of [23]. The condition of local homogeneity can be relaxed, but this involves
the development of new techniques, which will be considered in a separate work.
5.4.1. A bound on the dimension of transitive symmetry Lie superalgebras. Model distributions
with transitive symmetry superalgebras can be obtained by deformation theory as follows.
Proposition 5.11. Let g =
⊕
k∈Z gk be a Z-graded LSA such that H
1
>0(g−, g) = 0, where g− is the
negatively graded part of g, and h a filtered LSA whose associated graded gr(h) embeds into g (with
filtration gj = ⊕k>jgk) and gr(h)− = g−. Let H be a connected Lie supergroup with LSA h and H
0
the connected closed subgroup of H with the algebra h0 ⊂ h.
Then the homogeneous supermanifold M = H/H0 equipped with the H-invariant distribution D
determined byD|o ∼= h−1 mod h0 has symmetry superalgebra inf(M,D) ⊃ h. Moreover:
(i) dim inf(M,D) 6 dim g, with equality if and only if inf(M,D) = g,
(ii) if h cannot be embedded into g as a filtered Lie algebra, then inf(M,D) 6= g.
This proposition allows a straightforward generalization for the caseH1+(g−, g) = 0, which
concerns distributions with a reduction of the structure group G0.
Claim (i) follows from the fact that inf(M,D) inherits a natural filtration such that the
associated graded LSA embeds into g, in other words inf(M,D) is a filtered deformation of
a graded subalgebra of g. In addition, if a filtered deformation of a graded LSA includes the
grading element then it is actually graded and this implies claim (ii).
Theorem 5.12. LetD be a superdistribution of SHC-type on a (5|6)-dimensional supermanifoldM
such that the symmetry superalgebra inf(M,D) acts locally transitively onM. If inf(M,D) 6= G(3),
then dim inf(M,D) 6 (10|8).
Proof. We set h = inf(M,D) and note that the graded Lie algebra a = gr(h) ⊂ g, where
g = G(3) is equipped with the SHC Z-grading. We will tacitly identify h and a as Z2-graded
vector spaces and denote the Lie brackets of h by [−,−] = [−,−]0 + [−,−]+ : a⊗ a→ a, where
• [−,−]0 is the fixed (zero-degree) Lie bracket of a, and
• [−,−]+ comprises the deformation components, which are of positive total degree.
By the transitivity assumption we have a− = g−, which implies [a>0, g−] ⊂ a. We will use
this fact extensively and rely on the root decomposition discussed in Section 2.3. See also
Table 6 and the discussion before Lemma 3.11.
Let us first note that if a3 6= 0⇒ (a2)0¯ 6= 0⇒ a1 = g1. Also if (a2)1¯ 6= 0⇒ (a1)0¯ = (g1)0¯. Thus
if a+ 6= 0 we get a1 6= 0. One can similarly check that if G(2) ⊂ a⇒ a = g.
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Step 1: We first classify all graded subalgebras a ⊂ gwith the indicated properties such that
(i) either dim a0¯ > 10 or dim a1¯ > 8, and (ii) a does not include the grading element.
Case 1. If (a1)0¯ 6= 0, we may conjugate by the Lie group (G0)0¯
∼= SL(2) × Sp(2) × C× so that
eα2+α3 ∈ (a1)0¯. Then e−α1 ∈ (a0)0¯ and e±α3 ∈ (a0)1¯, which in turn implies eα2 , eα2+2α3 ∈
(a1)1¯ and sp(2) ⊂ (a0)0¯. Moreover (a0)0¯ contains the 2-dimensional subspace of the Cartan
subalgebra of g generated by hα2 and hα3 .
This yields a subalgebra a of g of dim a = (11|10), whose non-negative part is displayed in
(5.21). It is not difficult to see that a cannot be extended to a proper graded subalgebra of g.
k even part odd part
1 eα2+α3 eα2 , eα2+2α3
0 hα2 , hα3 , e−α1 , e±2α3 e±α3
(5.21)
Case 2. If (a1)0¯ = 0 but (a1)1¯ 6= 0, then a2 = a3 = 0 and (a1)1¯ is abelian. In this case, we may
conjugate by (G0)0¯ so that either eα2 + eα1+α2+2α3 ∈ (a1)1¯ or eα2 ∈ (a1)1¯.
If eα2 + eα1+α2+2α3 ∈ (a1)1¯, then also e−α3 ∈ (a0)1¯ and hence eα1+α2+α3 ∈ (a1)0¯ 6= 0,
which contradicts our assumption. Therefore eα2 ∈ (a1)1¯, whence e−α1 , e−2α3 ,hα2 ∈ (a0)0¯
and e−α3 ∈ (a0)1¯, giving a subalgebra b ⊂ a of dim b = (8|8).
In the case a satisfies (ii) and the first condition of (i), which in our case is 6 = dim(a0)0¯ >
dim(b0)0¯ + 2, then (a1)1¯ ) (b1)1¯ implying the second condition of (i). Also in the case 2 =
dim(a0)1¯ > dim(b0)1¯ we get (a1)1¯ ) (b1)1¯. Thuswe can always assume (a1)1¯ ) (b1)1¯, in which
case the abelian condition on (a1)1¯ gives a non-zero element c1eα1+α2 + c2eα2+2α3 ∈ (a1)1¯. If
c2 6= 0, then eα2+α3 ∈ (a1)0¯ 6= 0, which contradicts our assumption.
Consequently eα1+α2 ∈ (a1)1¯, whence eα1 ,hα1 ∈ (a0)0¯. This yields a subalgebra a with
dim a = (10|9), which cannot be further extended to a proper graded subalgebra of G(3)
with (a1)0¯ = 0. Its non-negative part is:
k even part odd part
1 eα2 , eα1+α2
0 e±α1 , hα1 , hα2 , e−2α3 e−α3
(5.22)
Case 3. If a+ = 0 then dim a 6 (11|8). In the case of equality (a0)0¯ = sl(2)⊕ sp(2) and (a0)1¯ =
(g0)1¯ or (a0)1¯ = 0. The two sub-cases have respectively dim a = (11|8) and dim a = (11|6).
Step 2: Wewill now study filtered deformations of the above algebras awith big dimensions.
Note that in each case the subalgebra a˜0¯ = a0¯ ∩ G(2) has dim a˜0¯ > 7, so by the classical
sub-maximal bound [3, 25] we conclude that a˜0¯ ≃ a0¯/(sp(2) ∩ a0¯) ⊂ G(2) has no filtered
deformation as the quotient algebra, and so it will be fixed under super-deformation.
Case 1. In this case, dim a = (11|10) and a0¯ = a˜0¯⊕sp(2) as the direct sum of two ideals, where
a˜0¯ = G(2)− ⊕ G(2)
ss
0 ⊂ G(2) is the opposite parabolic of the contact Z-grading of G(2) with
the “reduced” Levi factor G(2)ss0 = 〈e−α2−α3 ,hα2+α3 , eα2+α3〉
∼= sl(2). The Levi subalgebra
of a0¯ is l = G(2)
ss
0 ⊕ sp(2)
∼= sl(2)⊕ sp(2).
Since the semi-simple factor is rigid, the even subalgebra a0¯ will get no deformation. Thus
h0¯ = a0¯ remains graded. By the Whitehead lemma H
1(l,M) = 0 for any semisimple Lie
algebra l and its finite-dimensional module M. Applying this to l = sl(2) ⊕ sp(2) and M =
End a1¯ we conclude that the brackets of l with a1¯ can be assumed non-deformed (graded).
In order to study the remaining Lie brackets of the filtered deformation h, we exploit l-
equivariancy of the bracket [−,−]+ : a⊗ a→ a, decompose into irreducible l-modules
a0¯ = (C⊠ C)⊕ (S
3C2 ⊠ C)⊕ (S2C2 ⊠ C)⊕ (C⊠ S2C2)︸ ︷︷ ︸
l
, a1¯ = (C
2
⊠ C2)⊕ (S2C2 ⊠ C2),
and note that these subspaces of a are not graded (except for sp(2)).
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Let us first study filtered deformation of the map [−,−] : (S3C2 ⊠ C) ⊗ a1¯ → a1¯. Observe
that there are unique (up to constant) l-equivariant maps
(S3C2 ⊠ C)⊗ (S2C2 ⊠ C2) = (C2 ⊠ C2)⊕ (S3C2 ⊠ C2)⊕ (S5C2 ⊠ C2) −→ (C2 ⊠ C2),
(S3C2 ⊠ C)⊗ (C2 ⊠ C2) = (S2C2 ⊠ C2)⊕ (S4C2 ⊠ C2) −→ (S2C2 ⊠ C2),
and that the first map coincides with a component of [−,−]0, therefore it has total degree 0.
This is not true for the second map, which is graded of degree 3, as follows from the fact
that with the insertion ofw ∈ S3C2⊠C the first map [w,−] : S2C2⊠C2 → C2⊠C2 is conjugate
to the second map [w,−] : C2 ⊠ C2 → S2C2 ⊠ C2 (the modules are self-dual).
Because [(S3C2⊠C), (S3C2⊠C)] = C⊠C generates the rest of a0¯, this gives an a0¯-equivariant
map [−,−]+ : a0¯ ⊗ a1¯ → a1¯ and hence an a0¯-equivariant candidate [−,−] = [−,−]0 + ǫ[−,−]+
for the new bracket with deformation parameter ǫ ∈ C.
In a similar way, we consider the l-equivariant bracket [−,−]+ : Λ2a1¯ → a0¯ and decompose
Λ2a1¯ into l-irreducibles. The relevant l-irreducible modules appear with multiplicity 1,
S2(S2C2 ⊠ C2) −→ l,
S2(C2 ⊠ C2) −→ C⊠ C,
(S2C2 ⊠ C2)⊗ (C2 ⊠ C2) −→ S3C2 ⊠ C,
and the unique l-equivariant projections have zero degree. Therefore [−,−]+|Λ2a1¯ vanishes.
Now we verify the Jacobi identity with one even and two odd arguments, more precisely
investigate equivariance of the middle map above with respect to w ∈ S3C2 ⊠ C. This gives
ǫ = 0 at once, and we conclude that a = h as LSA.
Case 3. Next we consider the third case, where dim a = (11|8) or (11|6). Then a0¯ = a˜0¯⊕ sp(2)
as the direct sumof two ideals, where a˜0¯ = G(2)−⊕G(2)
ss
0 ⊂ G(2) is the opposite parabolic of
the HC Z-grading of G(2)with “reduced” Levi subalgebra G(2)ss0 = 〈e−α1 ,hα1 , eα1〉
∼= sl(2).
As in Case 1, h0¯ = a0¯ is non-deformed, as well as the Lie brackets of l with a1¯. However
here the Levi subalgebra l = G(2)ss0 ⊕ sp(2)
∼= sl(2)⊕ sp(2) = (a0)0¯ is graded in zero degree.
The following decompositions of compontents of a into irreducible modules under the
adjoint action of l are compatible with the grading:
a0¯ = (C
2 ⊠ C)−3 ⊕ (C⊠ C)−2 ⊕ (C2 ⊠ C)−1 ⊕ (S
2C2 ⊠ C)0 ⊕ (C⊠ S
2C2)0︸ ︷︷ ︸
l
,
a1¯ = (C⊠ C
2)−2 ⊕ (C2 ⊠ C2)−1 ⊕ (C⊠ C2)0,
(5.23)
and the last (zero grading) term in a1¯ has to be omitted when dim a = (11|6). We note
that, contrary to Case 1, this case exhibits non-trivial multiplicities, and we will get many
candidates for the l-equivariant map [−,−]+ : a⊗ a→ a.
First of all, we remark that (C2 ⊠ C)−1 generates (a0¯)−, therefore any l-equivariant map
[−,−]+ : a0¯⊗a1¯ → a1¯ is completely determined by its restriction [−,−]+ : (C
2⊠C)−1⊗a1¯ → a1¯
due to the Jacobi identities. We then compute
(C2 ⊠ C)−1 ⊗ (C⊠ C
2)0 = (C
2 ⊠ C2)−1,
(C2 ⊠ C)−1 ⊗ (C
2 ⊠ C2)−1 = (C⊠ C
2)−2∨ 0 ⊕ (S
2C2 ⊠ C2)×,
(C2 ⊠ C)−1 ⊗ (C⊠ C
2)−2 = (C
2
⊠ C2)−1.
Due to multiplicity the middle term has two possibilities: the bracket of degree 0 (values
in degree -2) that restricts the non-deformed bracket [−,−]0 of a, and the bracket [−,−]+ of
degree 2 (values in degree 0) that is a deformation (this case is vacuous when (a0)1¯ = 0).
Above we indicate with a cross the irreducible modules not relevant for our arguments
(kernel of the projection: they do not arise in the decomposition of a) and underline those
which may contribute to [−,−]+ : (C2 ⊠ C)−1 ⊗ a1¯ → a1¯, namely
α = [−,−]+ : (C2 ⊠ C)−1 ⊗ (C
2
⊠ C2)−1 → (C⊠ C
2)0
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β = [−,−]+ : (C2 ⊠ C)−1 ⊗ (C⊠ C
2)−2 → (C
2 ⊠ C2)−1
By changing the l-module decompisition a1¯ = (a1¯)−2⊕(a1¯)−1⊕(a1¯)0 in (5.23) to a1¯ = Im(α)⊕
(a1¯)−1 ⊕ (a1¯)0 we may ignore α and study the possibility of a1¯ being a0¯ module as if we had
α = 0; note that α plays no role when dim a = (11|6). With this trick we have only one
deformation parameter ǫ ∈ C in the next computation.
We consider the basis (5.2)-(5.3) of the negatively-graded part h− of h and focus on its Lie
brackets (only the non-trivial relations are shown):
[e1, e2] = h, [e1,h] = f1, [e2,h] = f2, [θ
′′
1 ,θ
′′
2 ] = h, [θ
′
1,θ
′
2] = h
[e1,θ
′
2] = ρ1, [e1,θ
′′
2 ] = ρ2, [e2,θ
′′
1 ] = ρ1, [e2,θ
′
1] = −ρ2
[θ ′′1 , ρ2] = f1, [θ
′
1, ρ1] = f1, [θ
′
2, ρ2] = −f2, [θ
′′
2 , ρ1] = f2

 = SHC symbol
[e1, ρ1] = ǫθ
′′
1 , [e1, ρ2] = −ǫθ
′
1, [e2, ρ1] = −ǫθ
′
2, [e2, ρ2] = −ǫθ
′′
2 , [h, ρ1] = −2ǫρ1, [h, ρ2] = −2ǫρ2,
[h,θ ′′1 ] = ǫθ
′′
1 , [h,θ
′
1] = ǫθ
′
1, [h,θ
′
2] = ǫθ
′
2, [h,θ
′′
2 ] = ǫθ
′′
2 ,
[f1,θ
′
2] = 3ǫρ1, [f1,θ
′′
2 ] = 3ǫρ2, [f2,θ
′′
1 ] = 3ǫρ1, [f2,θ
′
1] = −3ǫρ2,
[f1, ρ1] = −3ǫ
2θ ′′1 , [f1, ρ2] = 3ǫ
2θ ′1, [f2, ρ1] = 3ǫ
2θ ′2, [f2, ρ2] = 3ǫ
2θ ′′2 ,
Computing 0 = [[e1, f1],θ
′′
2 ] = −6ǫ
2θ ′1 via the Leibniz identity, we conclude that ǫ = 0. Thus
β = 0 in the splitting of a1¯ whereα = 0, sowe get one deformationparameter ǫ1 enteringα,β.
Returning to the original grading, we get explicit expressionsof the newbrackets h0¯⊗h1¯ → h1¯
via ǫ1 (we indicate only non-trivial relations):
[w−1,θ0] = c(w,θ)−1, [w−1, ζ−1] = c(w, ζ)−2 + ǫ1c(w, ζ)0, [w−1,θ−2] = −ǫ1c(w,θ)−1,
[h−2,θ0] = c(h,θ)−2 + ǫ1c(h,θ)0, [h−2,θ−2] = −ǫ1c(h,θ)−2 − ǫ1c(h,θ)0.
Here w ∈ C2 ⊠ C, h ∈ C ⊠ C, θ ∈ C ⊠ C2 and ζ ∈ C2 ⊠ C2 are elements of the modules
entering decomposition (5.23), subscript indicating the grading to distinguish them. The
bilinear map c(−,−)p denotes the contraction of the corresponding modules taking values
in the (odd) module of grading p. It reads off the graded bracket [−,−]0 of a.
We now deal with the l-equivariant map [−,−]+ : Λ2a1¯ → a0¯ in a similar way. Namely, we
have the following decompositions into l-irreducible modules:
S2(C⊠ C2)0 = (C⊠ S
2C2)0,
(C2 ⊠ C2)−1 ⊗ (C⊠ C
2)0 = (C
2
⊠ C)−1 ⊕ (C
2
⊠ S2C2)×,
(C⊠ C2)−2 ⊗ (C⊠ C
2)0 = (C⊠ C)−2 ⊕ (C⊠ S
2C2)0,
S2(C2 ⊠ C2)−1 = (C⊠ C)−2 ⊕ (S
2C2 ⊠ S2C2)×,
(C⊠ C2)−2 ⊗ (C
2 ⊠ C2)−1 = (C
2 ⊠ C)−3∨−1 ⊕ (C
2 ⊠ S2C2)×,
S2(C⊠ C2)−2 = (C⊠ S
2C2)0.
Again irrelevant terms are indicated by a cross and the candidate terms for deformation are
underlined. If dim a = (11|6), the first three lines disappear, so the last two underlined terms
are the only potential contributions to the deformation. Similarly to the above, we arrive at
explicit expressions of the new brackets Λ2h1¯ → h0¯ via deformation parameters ǫ2, ǫ3, ǫ4:
[θ ′0,θ
′′
0 ] = c(θ
′,θ ′′)0, [ζ−1,θ0] = c(ζ,θ)−1, [θ
′
−2,θ
′′
0 ] = c(θ
′,θ ′′)−2 + ǫ2c(θ
′,θ ′′)0,
[ζ ′−1, ζ
′′
−1] = c(ζ
′, ζ ′′)−2, [θ−2, ζ−1] = c(θ, ζ)−3 + ǫ3c(θ, ζ)−1, [θ
′
−2,θ
′′
−2] = ǫ4c(θ
′,θ ′′)0.
For dim a = (11|6) the relations with θ0 and the deformation parameters ǫ1, ǫ2 disappear.
Now we investigate a0¯-equivariance of the new brackets. In the case dim a = (11|8) the
Leibniz rule for adw, w ∈ (a0¯)−1 ≃ C
2 ⊠ C, applied to the first line of brackets implies
ǫ2 = ǫ3 = −ǫ1. Then applied to the second line of brackets it gives ǫ1 = 0, ǫ4 = ǫ
2
1 = 0 and
hence ǫ2 = ǫ3 = 0. In the case dim a = (11|8) we get only the second line of brackets, and
they similarly imply ǫ3 = 0 and then ǫ4 = 0.
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Thus we again conclude that the deformation is trivial, so that a = h as LSA. .
Case 2. In the remaining second case a0¯ = a˜0¯ ⊕ b(2), where b(2) = 〈hα2 , e−2α3〉 and a˜0¯ =
G(2)− ⊕ G(2)ss0 ⊂ G(2) is the opposite parabolic of the HC Z-grading of G(2) as in Case 3,
i.e., with the “reduced” Levi subalgebraG(2)ss0 = 〈e−α1 ,hα1 , eα1〉
∼= sl(2). We stress that b(2)
is abstractly isomorphic to a Borel subalgebra of sp(2), but it is actually not contained in sp(2)
because the coroot hα2 sits diagonally w.r.t. the decomposition g0¯ = G(2)⊕ sp(2).
This case is the most involved, as [hα2 , e±α1 ] 6= 0 and a0¯ = a˜0¯ ⊕ b(2) is not a decompositon
into ideals. Moreover, the Levi factor of a0¯ is just l = G(2)
ss
0
∼= sl(2) and its representation
theory is less restrictive than in the previous cases. Thus we exploit the representation the-
ory of sl(2) but also use a brute force computation. Those are done in Maple (available in
the arXiv supplement) and rely on linear algebra over Q only, so no rigor suffers.
We will now summarize the computations. Following the same strategy as before we
show that the Lie brackets on a0¯ are rigid. Indeed, the quotient algebra a˜0¯ = a0¯ mod b(2) as
well as the subalgebra b(2) ⊂ (a0)0¯ are non-deformed, and the sl(2) module structure
a0¯ = (C
2)−3 ⊕ (C)−2 ⊕ (C
2)−1 ⊕ (S
2C2)0 ⊕ (C⊕ C)0
is rigid. Thus the only contribution to the filtered deformation may arise from the positive
degree brackets (C2)−3 ⊗ (C2)−1 → (C ⊕ C)−1 and Λ2(C2)−3 → (C ⊕ C)−1. These carry four
parameters (by sl(2)-equivariance), which have to vanish due to the Jacobi identity.
Next we deform the even-odd brackets, i.e., the representation of a0¯ over a1¯. As an sl(2)-
module
a1¯ = (C⊕ C)−2 ⊕ (C
2 ⊕ C2)−1 ⊕ (C)0 ⊕ (C
2)1
and we employ the sl(2)-equivariance of the brackets a0¯⊗ a1¯ → a1¯. These satisfy the module
structure constraints if and only if a0¯ ⊕ a1¯ with trivial brackets on a1¯ is a Lie algebra. The
Jacobi identity constrains the parameters of the semi-direct product a0¯ ⋉ a1¯ as follows:
[e1, e2] = h, [e1,h] = f1, [e2,h] = f2, [u, e2] = e1, [l, e1] = e2, [s, e1] = e1, [s, e2] = −e2,
[u, f2] = f1, [l, f1] = f2, [s, f1] = f1, [s, f2] = −f2, [u, l] = s, [s,u] = 2u, [s, l] = −2l, [r,n] = 2n,
[r, e1] =
1
4e1, [r, e2] =
1
4e2, [r,h] =
1
2h, [r, f1] =
3
4f1, [r, f2] =
3
4f2, [u,θ
′′
2 ] = θ
′
1, [l,θ
′
1] = θ
′′
2 ,
[s,θ ′1] = θ
′
1, [s,θ
′′
2 ] = −θ
′′
2 , [u,θ
′
2] = −θ
′′
1 , [l,θ
′′
1 ] = −θ
′
2, [s,θ
′′
1 ] = θ
′′
1 , [s,θ
′
2] = −θ
′
2, [u,ξ2] = ξ1,
[l,ξ1] = ξ2, [s,ξ1] = ξ1, [s,ξ2] = −ξ2, [n,θ
′
1] = ǫ2ξ1 + θ
′′
1 , [n,θ
′′
2 ] = ǫ2ξ2 − θ
′
2,
[n, ρ2] = −ρ1 + 2ǫ1ζ, [r, ρ1] =
3
2ρ1 − ǫ1ζ, [r, ρ2] = −
1
2ρ2 + ǫ3ζ, [r,θ
′
1] = −
3
4θ
′
1 + ǫ4ξ1,
[r,θ ′′2 ] = −
3
4θ
′′
2 + ǫ4ξ2, [r,θ
′′
1 ] =
5
4θ
′′
1 +
1
2ǫ2ξ1, [r,θ
′
2] =
5
4θ
′
2 −
1
2ǫ2ξ2, [r, ζ] = ζ,
[r,ξ1] =
3
4ξ1, [r,ξ2] =
3
4ξ2, [e1,ξ2] = ζ = −[e2,ξ1], [e1, ζ] = ǫ2ξ1 + θ
′′
1 , [e2, ζ] = ǫ2ξ2 − θ
′
2,
[e1,θ
′′
2 ] = ρ2 +
2
3(ǫ4 − ǫ3)ζ = −[e2,θ
′
1], [e1,θ
′
2] = ρ1 − (2ǫ1 − ǫ2)ζ = [e2,θ
′′
1 ],
[e1, ρ1] = 2ǫ1ǫ2ξ1 + 2ǫ1θ
′′
1 , [e2, ρ1] = 2ǫ1ǫ2ξ2 − 2ǫ1θ
′
2, [e1, ρ2] =
2
3ǫ3θ
′′
1 , [e2, ρ2] = −
2
3ǫ3θ
′
2,
[h,ξ1] = −ǫ2ξ1 − θ
′′
1 , [h,ξ2] = −ǫ2ξ2 + θ
′
2, [h, ζ] = 4ǫ1ζ − 2ρ1, [h,θ
′′
1 ] = ǫ2ξ1 + ǫ2θ
′′
1 ,
[h,θ ′1] = −
2
3ǫ4θ
′′
1 −
1
3ǫ2(ǫ3 + 2ǫ4)ξ1, [h,θ
′′
2 ] =
2
3ǫ4θ
′
2 −
1
3ǫ2(ǫ3 + 2ǫ4)ξ2, [h,θ
′
2] = −ǫ2ξ2 + ǫ2θ
′
2,
[h, ρ1] = 8ǫ
2
1ζ − 4ǫ1ρ1, [h, ρ2] = −
4
3ǫ3ρ1 +
8
3ǫ1ǫ3ζ, [f1,ξ2] = 3ρ1 − 6ǫ1ζ = −[f2,ξ1],
[f1,θ
′′
2 ] = 2ǫ4ρ1 − 4ǫ1ǫ4ζ = −[f2,θ
′
1], [f1,θ
′
2] = 3ǫ2ρ1 − 6ǫ1ǫ2ζ = [f2,θ
′′
1 ] .
Here sl(2) = 〈u, s, l〉, b(2) = 〈r,n〉, (a0)1¯ = 〈ζ〉, (a1)1¯ = 〈ξ1,ξ2〉, and the other notations are as
in (M1). The parameters ǫ1, ǫ2, ǫ3, ǫ4 satisfy the following branching condition: either ǫ2 = 0
or else ǫ2 = 1, ǫ4 = 0. We now turn to the Lie superalgebra bracket between odd elements.
In the second branch no a0¯-equivariant map Λ
2a1¯ → a0¯ exists. In the first branch such a
map exists if and only if ǫ4 = 0, in this case it is unique and survives the Jacobi identity for all
odd elements. In other words, we get a two-parametric filtered deformation of dimension
(10|9). However this deformation is trivial: the change of basis ρ1 7→ ρ1−2ǫ1ζ, ρ2 7→ ρ2−
2
3ǫ3ζ
eliminates the parameters from the expression for the brackets.
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Summary. No nontrivial filtered deformations of a exist, and all cases give rise to the flat
structure with maximal supersymmetry, contrary to the assumption. Hence the claim. 
5.4.2. Realization of the supersymmetry bound. Consider the following systemof PDE involving
one arbitrary function f of 1 variable:
zx = f(uxx) + uxνuxτ, zτ = f
′(uxx)uxτ, zν = f
′(uxx)uxν, uτν = f
′(uxx). (5.24)
According to Proposition 5.4, the associated Cartan superdistributionD on the superspace
M = C5|6(x,u,ux,uxx, z|τ,ν,uτ,uν,uxτ,uxν) is of SHC type when f ′′ 6= 0, and in this case it
shall be considered as a super-extensionof the classical family of generic rank 2 distributions
on a 5-dimensional space with Monge normal form zx = f(uxx).
We will now see that super-extensions of the classical submaximally symmetric models
given by the choice f(s) = 1ms
m, namely
zx =
1
mu
m
xx + uxνuxτ, zτ = u
m−1
xx uxτ, zν = u
m−1
xx uxν, uτν = u
m−1
xx , (5.25)
do realize the upper bound of Theorem 5.12.
Theorem5.13. The internal symmetry superalgebra of the SHC type equation (5.24) for f(s) = 1ms
m
withm 6= −1, 0, 13 ,
2
3 , 1, 2, as well as f(s) = ln s and f(s) = exp s has dim = (10|8).
Proof. It is obvious that for m 6= 0, 1 we have f ′′ 6= 0, hence the distribution is of SHC type.
We claim that for m 6= −1, 13 ,
2
3 , 2, the symmetry superalgebra inf(M,D) is not g = G(3).
Otherwise, the superdistributionDwould be flat and the underlying classical distribution of
HC type would be flat too. Indeed, the supersymmetry G(3) of D reduces to the symmetry
G(2) of the underlying distribution (recall that G(3)0¯ = G(2) ⊕ A(1) but the second factor
belongs to the kernel of the action), which is possible only form = −1, 13 ,
2
3 , 2, see [10].
We will now give the explicit realization of inf(M,D) for m 6= −1, 0, 13 ,
2
3 , 1, 2, and at the
same time show that the local transitivity assumption required in Theorem 4.9 is satisfied.
In particular dim inf(M,D) 6 (10|8) by Theorem 5.12.
A supervector field onM = C5|6(x,u,ux,uxx, z|τ,ν,uτ,uν,uxτ,uxν) is in inf(M,D) if and
only if its coefficients satisfy an appropriate system of differential equations in superspace.
As soon as it is expanded in the odd variables, this gives a large overdetermined system of
PDE on ordinary functions of 5 variables, which we solve bringing the system to involution.
To write down the explicit expression of the generators of inf(M,D), we find convenient to
relabel the odd coordinates θ1 = τ, θ2 = ν, θ3 = uτ, θ4 = uν, θ5 = uxτ, θ6 = uxν and set
θij = θiθj, θijk = θiθjθk. Here are the even generators
V1 = ∂x, V2 = ∂z, V3 = ∂ux + x∂u, V4 = ∂u,
V5 = x∂x + 2u∂u + ux∂ux + z∂z + 2θ1∂τ + 2θ4∂uν − θ5∂uxτ + θ6∂uxν ,
V6 =u∂u + ux∂ux + uxx∂uxx +mz∂z + θ1∂τ − (m− 1)θ2∂ν +mθ4∂uν +mθ6∂uxν ,
V7 =u
m−1
xx ∂x − (z− uxu
m−1
xx + θ36 − θ45)∂u + (
m−1
m u
m
xx − θ56)∂ux
+ um−1xx (
m−1
m(2m−1)u
m
xx − θ56)∂z + θ6∂τ − θ5∂ν + u
m−1
xx (θ5∂uτ + θ6∂uν),
V8 = θ1∂τ − θ2∂ν − θ3∂uτ + θ4∂uν − θ5∂uxτ + θ6∂uxν ,
V9 = θ2∂τ − θ3∂uν − θ5∂uxν , V10 = θ1∂ν − θ4∂uτ − θ6∂uxτ ,
and the odd generators
U1 = ∂uτ − θ1∂u, U2 = ∂uν − θ2∂u, U3 = ∂τ, U4 = ∂ν,
U5 = ∂uxτ + x∂uτ − xθ1∂u − θ1∂ux − θ4∂z, U6 = ∂uxν + x∂uν − xθ2∂u − θ2∂ux + θ3∂z,
U7 =(θ4 − (2m− 1)u
m−1
xx θ1)∂x + (uxθ4 + (2m− 1)((z− uxu
m−1
xx )θ1 + θ136 − θ145))∂u
− (2m − 1)(m−1m u
m
xxθ1 − θ156)∂ux − 2uxxθ6∂uxx − u
m−1
xx (
m−1
m u
m
xxθ1 − (2m− 1)θ156)∂z
− (2m − 1)θ16∂τ + (ux + (2m− 1)θ15)∂ν − (
m−1
m u
m
xx − 2mθ56)∂uxτ
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− (2m − 1)(z+ um−1xx θ15)∂uτ − (2m− 1)u
m−1
xx θ16∂uν ,
U8 =(θ3 + (2m− 1)u
m−1
xx θ2)∂x + (uxθ3 + (2m− 1)((uxu
m−1
xx − z)θ2 + θ245 − θ236))∂u
+ (2m − 1)(m−1m u
m
xxθ2 − θ256)∂ux − 2uxxθ5∂uxx + u
m−1
xx (
m−1
m u
m
xxθ2 − (2m− 1)θ256)∂z
+ (ux + (2m− 1)θ26)∂τ − (2m − 1)θ25∂ν + (
m−1
m u
m
xx − 2mθ56)∂uxν
+ (2m − 1)um−1xx θ25∂uτ + (2m − 1)(z+ u
m−1
xx θ26)∂uν .
We note that the evenpart inf(M,D)0¯ is given by the direct sumof sp(2) = 〈V8,V9,V10〉 and the
7-dimensional complementary subalgebra 〈V1, . . . ,V7〉, corresponding to the classical sub-
maximal symmetry of a the Monge equation zx =
1
mu
m
xx.
The above expressions hold for a generic value of the parameterm and they only change
a bit for m = 12 , see [10]. The case f(s) = ln s (as well as f(s) = exp s, which classically
corresponds to the casem = 12 ) is treated similarly and we omit the details. 
5.4.3. Special values of the parameter m. The exceptional values ofm in Theorem 5.13 are the
same as in the classical case. The function f(s) = 1ms
m in (5.24) is not defined form = 0, but
throughout this section we will replace it with the function f(s) = sm.
For the underlying (2, 1, 2) even distribution the values m = 0, 1 correspond to distribu-
tions of infinite type. Indeed, the distribution fails to be totally non-holonomic and has iso-
morphic maximal leaves, whence infinite-dimensional symmetry. The valuesm = −1, 13 ,
2
3 , 2
correspond to flat distributions with symmetryG(2). For all other values ofm, as well as for
f(s) = ln s and f(s) = exp s, the symmetry dimension is equal to 7.
In the super-case, the valuesm = 0, 1 again correspond to infinite-dimensional symmetry,
but for a different reason. In fact, the distribution is totally non-holonomic with the growth
vector is (2|4, 1|2, 2|0), and its symbol superalgebra is isomorphic to (M2). This has anAbelian
even ideal 〈e2,h, f1, f2〉, in coordinates corresponding to 〈∂u,∂ux ,∂uxx ,∂z〉. Thus the classical
argument for infinite type fails here, yet we can explicitly demonstrate the claim as follows.
Form = 1, equation (5.25) becomes
zx = uxx + uxνuxτ, zτ = uxτ, zν = uxν, uτν = 1
whose solutions are u = φ(x)+ντ, z = φ ′(x)+c, for an arbitrary functionφ(x) and constant c.
The vector field ξ = ψ(x)∂u+ψ ′(x)∂ux +ψ
′′(x)∂uxx +ψ
′(x)∂z is a symmetry for any function
ψ(x), thus the symmetry superalgebra is infinite-dimensional.
Form = 0, the corresponding equation is
zx = 1+ uxνuxτ, zτ = 0, zν = 0, uτν = 0
whose solutions are u = φ(x), z = x + c, for an abitrary function φ(x) and constant c. The
vector field ξ = ψ(x)∂u + ψ ′(x)∂ux + ψ
′′(x)∂uxx is a symmetry for any function ψ(x).
We already know that the value m = 2 corresponds to the SHC equation with symmetry
superalgebra G(3). The other three values m = −1, 13 ,
2
3 are however special: a direct com-
putation shows that the symmetry superalgebra has dimension (10|8) in each case! Hence,
a maximally symmetric classical rank 2 distribution can be super-extended to one with the
submaximal supersymmetry dimension.
However a maximally symmetric rank 2 classical distribution can also be extended to a
superdistribution of SHC type with maximal supersymmetryG(3). In fact, there are super-
extensions of the Monge equations zx =
1
mu
m
xx for m = −1,
1
3 ,
2
3 with supersymmetry G(3).
To get one, take a classical equivalence of any of these cases with the m = 2 case [10] and
apply its super-extension to the SHC equation.
For instance, the Legendre transformation
(x, τ,ν,u,ux,uτ,uν) 7→ (ux, τ,ν,u − xux,−x,uτ,uν)
maps the SHC equation to the following system:
zx = u
−1
xx − u
−1
xxuxνuxτ, zτ = −u
−2
xxuxτ, zν = −u
−2
xxuxν, uτν = 2u
−1
xx − u
−1
xxuxνuxτ.
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This is a super-extension of the equation zx = −u−1xx with supersymmetry G(3).
Appendix A. Parabolic G(3)-supergeometries and equivalences
Herewe discuss the 19 supergeometries associated to parabolic subgroups PA ⊂ G, where
G is a Lie supergroup corresponding to g = G(3). The flat modelsMA = G/PA
loc
≃ expm are
shown in Figure 4, and in Table 9 belowwe specify the type of the left-invariant distribution
D given by g−1. In particular, we indicate its depth µD and growth vector.
In the curved case, the geometry of type (G,PA) is given by a distribution D on M with
symbol as in the flat case andwith a possible reduction of structure group toG0 (and perhaps
even higher order reductions). The latter is related to the computation of the cohomology
group H1(m, g) and will not be discussed here. Specific bracket relations are encoded by the
roots associated to each Dynkin diagram, and will not be indicated.
Type of PA Structure group G0 dimMA µD Growth vector
PI1 G(2)× C
× (1|7) 2 (0|7, 1|0)
PI3 = P
II
3 = P
III
2 GL(2|1) (6|5) 2 (4|3, 2|2)
PIII1 = P
IV
1 COSp(3|2) (5|4) 2 (4|4, 1|0)
PII1 = P
III
3 = P
IV
3 GL(2|1) (6|5) 3 (2|2, 2|2, 2|1)
PIV2 GL(2)×OSp(1|2) (5|6) 3 (2|4, 1|2, 2|0)
PI2 = P
II
2 GL(2)× SL(1|1) (6|6) 4 (2|2, 1|1, 2|2, 1|1)
PI13 GL(2)× C
× (6|7) 4 (4|2, 1|3, 0|2, 1|0)
PIII12 GL(2)× C
× (6|7) 4 (0|5, 5|0, 0|2, 1|0)
PII13 = P
III
23 GL(1|1) × C
× (7|6) 5 (2|2, 1|1, 1|1, 2|1, 1|1)
PIII13 = P
IV
13 GL(1|1) × C
× (7|6) 5 (2|2, 2|2, 1|1, 1|1, 1|0)
PIV12 COSp(1|2) × C
× (6|6) 5 (2|2, 1|2, 1|2, 1|0, 1|0)
PI12 GL(2)× C
× (6|7) 6 (2|1, 1|2, 2|1, 0|2, 0|1, 1|0)
PI23 = P
II
23 GL(1|1) × C
× (7|6) 6 (2|1, 1|1, 1|1, 1|1, 1|1, 1|1)
PIV23 GL(2)× C
× (6|7) 6 (0|3, 3|0, 0|3, 1|0, 0|1, 2|0)
PII12 GL(2)× C
× (6|7) 7 (0|3, 2|0, 0|1, 1|0, 0|2, 3|0, 0|1)
PIII123 C
× × C× × C× (7|7) 7 (1|2, 1|2, 1|1, 2|0, 1|1, 0|1, 1|0)
PI123 C
× × C× × C× (7|7) 8 (2|1, 1|1, 1|1, 1|1, 1|1, 0|1, 0|1, 1|0)
PIV123 C
× × C× × C× (7|7) 8 (1|2, 2|1, 1|1, 0|2, 1|0, 0|1, 1|0, 1|0)
PII123 C
× × C× × C× (7|7) 9 (1|2, 1|1, 1|0, 0|1, 1|0, 0|1, 1|1, 2|0, 0|1)
Table 9. Distributions on generalized flag supermanifoldsMA = G/PA
For example, the first case represents a (G(3),PI1) type geometry via a purely odd contact
structure. If σ is a local defining 1-form for the rank (0|7) contact distribution C, then [dσ|C] is
a conformalmetric (in the classical sense). A reduction of the structure group toG(2)×C× ⊂
CO(7) can be encoded by the additional choice of a conformal class of generic 3-forms on C.
Let us focus on the geometries highlighted on Figure 4. The geometries of types MIV1
and MIV2 are well studied in this paper. To understand the typeM
IV
12 , we consider the roots
organized by parity and grading for the parabolic subalgebra pIV12 :
k ∆0¯(k) ∆1¯(k)
0 ±2α3 ±α3
1 α1, α2 + α3 α2, α2 + 2α3,
2 α1 + α2 + α3 α1 + α2, α1 + α2 + 2α3
3 α1 + 2α2 + 2α3 α1 + 2α2 + α3, α1 + 2α2 + 3α3
4 α1 + 3α2 + 3α3
5 2α1 + 3α2 + 3α3
(A.1)
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The bracket structure is given by the addition of roots. In particular, we note that m0¯ is
trivial as a module over sp(2) ⊂ (g0)0¯, while m1¯ consists of 3 standard representations. On
a supermanifold of dimension (6|6), a distribution with growth vector (2|2, 1|2, 1|2, 1|0, 1|0)
and the given symbol is said to be of typeMIV12 .
Not all geometries in Table 9 are different. For example, we have the following:
Theorem A.1. There is an equivalence of categories between the germs of distributions of typeMIV12
(as above) andMIV2 (i.e., of SHC-type).
Proof. This follows from the two mutually inverse constructions discussed next.
FromMIV2 toM
IV
12 : Consider a rank (2|4) distributionD of SHC-type on a supermanifoldM
of dimension (5|6). We define its prolongation Mˆ = PD0¯ via the functor of points by the
formula
Mˆ = {(x, ℓ) | x = super-point ofM, ℓ = rank (1|0) free submodule of D0¯|x} .
This is a supermanifold of dimension (6|6). Let π : Mˆ → M be the natural projection. We
define a distribution Dˆ on Mˆ by the formulae Dˆ0¯ = π
−1
∗ (ℓ) and Dˆ1¯ = Ker(Ξ(ℓ, ·)), where
Ξ : (g−1)0¯ ⊗ (g−1)1¯ → (g−2)1¯ is a component of the bracket. The rank of Dˆ is (2|2) and it is
straightforward to verify that (Mˆ, Dˆ) is of typeMIV12 .
From MIV12 to M
IV
2 : Consider a rank (2|2) distribution Dˆ of type M
IV
12 on a manifold Mˆ of
dimension (6|6). From the symbol of this distribution (obtained from (A.1)), we see that the
deriveddistribution Dˆ2 = [Dˆ, Dˆ] has aCauchy characteristic in Dˆ0¯. Letπ : Mˆ→M be a (local)
quotient by it and defineD = Dˆ2/Ch(Dˆ2). The rank ofD is (2|4) and it is straightforward to
verify that (M,D) is of SHC-type. 
Corollary A.2. For g = G(3) with m = g− associated to pIV12 , we have: H
1
>0(m, g) = 0.
Proof. From the established equivalence of categories, we conclude inf(M,D) = inf(Mˆ, Dˆ).
Moreover,G(3) is themaximal transitive symmetry algebra for distributions of typeMIV12 . We
apply this to the flat distributions to conclude that G(3) = inf(DSHC) = inf(DˆSHC) = pr(m),
where the first equality follows from Theorem 4.13 and the last equality from the fact that
Tanaka–Weisfeiler prolongations reproduce the symmetries of flat models. 
In other words, the geometry of typeMIV12 is given by a naked distribution (that is without
reduction of the structure group) on a supermanifold Mˆ of dimension (6|6) with the given
symbol. This explains and enhances the twistor correspondence from the introduction, see
the right arrow in Figure 2.
We illustrate this correspondenceusing the equation (5.10), with the SHC-type constraints
of Proposition 5.4 in force. The distributionD is given by (5.11)-(5.12) and the corresponding
rank (2|2) distribution Dˆ on Mˆ of typeMIV12 is
Dˆ = 〈Dx + λ∂uxx , ∂λ |Dν + (DxK+ λ∂uxxK)∂uxν , Dτ − (DxK+ λ∂uxxK)∂uxτ〉.
Here λ is the coordinate on the (projective) line bundle π : Mˆ→M.
In particular, for the super-extension (5.24) of the Monge equation, the lifted distribution
Dˆ has the same symmetries asD (given via f = f(uxx)), and thus is subject to the submaximal
result of Theorem 5.13.
Appendix B. Vanishing of the groups Hd,2(m1¯, g)0¯ for d > 3
Proposition B.1. The group Hd,2(m1¯, g)0¯ = 0 for all d > 5.
Proof. The claim is immediate by degree reasons if d > 8. We now consider the remaining
degrees d = 5, 6, 7 separately and show that Zd,2(m1¯, g)0¯ = 0 in all of these cases.
Case d = 7 The components of an even 2-cocycle ϕ ∈ Z7,2(m1¯, g)0¯ are given by
ϕαβ
a : Λ2(g−2)1¯ −→ g3 ,
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ϕaα
β : g−3 ⊗ (g−2)1¯ −→ (g2)1¯ ,
and we then note that
∂ϕ|(g−1)0¯⊗(g−2)1¯⊗(g−2)1¯ = 0 =⇒ ϕαβa = 0 ,
∂ϕ|g−3⊗(g−2)1¯⊗(g−2)0¯ = 0 =⇒ ϕaα
β = 0 .
Hence Z7,2(m1¯, g)0¯ = 0.
Case d = 6 The components of an even 2-cocycle ϕ ∈ Z6,2(m1¯, g)0¯ are given by
ϕαbβ
c : (g−2)1¯ ⊗ (g−1)1¯ → g3 ,
ϕabβ
α : g−3 ⊗ (g−1)1¯ −→ (g2)1¯ ,
ϕ
1α
β : (g−2)0¯ ⊗ (g−2)1¯ −→ (g2)1¯ ,
ϕαβ
1 : Λ2(g−2)1¯ −→ (g2)0¯ ,
ϕaα
bβ : g−3 ⊗ (g−2)1¯ −→ (g1)1¯ ,
and they all vanish since
∂ϕ|g−3⊗g−3⊗(g−1)1¯ = 0 =⇒ ϕbcβ
α
ǫaα −ϕacβ
α
ǫbα = 0 =⇒ ϕabβ
α = 0 ,
∂ϕ|(g−2)1¯⊗(g−2)1¯⊗(g−2)1¯ = 0 =⇒ ϕαβ
1
ǫγ +ϕγα
1
ǫβ +ϕβγ
1
ǫα = 0 =⇒ ϕαβ
1 = 0 ,
∂ϕ|g−3⊗(g−1)0¯⊗(g−1)1¯ = 0 =⇒ ωcdϕaα
bβ
ǫbβ = 0 =⇒ ϕaα
bβ = 0 ,
∂ϕ|g−3⊗(g−2)0¯⊗(g−2)1¯ = 0 =⇒ ϕ1α
β
ǫcβ = 0 =⇒ ϕ1α
β = 0 ,
∂ϕ|g−3⊗(g−2)1¯⊗(g−1)1¯ = 0 =⇒ ωdcϕαbβ
c = 0 =⇒ ϕαbβ
c = 0 .
Hence Z6,2(m1¯, g)0¯ = 0.
Case d = 5 We still work in cocycle components, writing
ϕaαbβ
c : Λ2(g−1)1¯ → g3 ,
ϕaαβ
1 : (g−1)1¯ ⊗ (g−2)1¯ −→ (g2)0¯ ,
ϕ
1aα
β : (g−2)0¯ ⊗ (g−1)1¯ −→ (g2)1¯ ,
ϕa
β
α : (g−1)0¯ ⊗ (g−2)1¯ −→ (g2)1¯ ,
ϕa
cγ
bβ : g−3 ⊗ (g−1)1¯ −→ (g1)1¯ ,
ϕαβ
a : Λ2(g−2)1¯ −→ (g1)0¯ ,
ϕ
1α
bβ : (g−2)0¯ ⊗ (g−2)1¯ −→ (g1)1¯ ,
ϕαa
β : (g−2)1¯ ⊗ g−3 −→ (g0)1¯ ,
and show that they all vanish. We depart with the following chain of equations:
∂ϕ|(g−2)1¯⊗(g−2)1¯⊗(g−2)1¯ = 0 =⇒ ϕαβ
a
ǫaγ +ϕγα
a
ǫaβ +ϕβγ
a
ǫaα = 0
=⇒ ϕαβ
a = 0 ,
∂ϕ|(g−2)1¯⊗(g−2)1¯⊗(g−1)0¯ = 0 =⇒ ϕa
γ
α(ǫγ ⊗ ǫβ) +ϕa
γ
β(ǫγ ⊗ ǫα) = 0
=⇒ ϕa
γ
α = 0 ,
∂ϕ|g−3⊗(g−2)1¯⊗(g−1)0¯ = 0 =⇒ ϕαa
β
ǫcβ = 0 =⇒ ϕαa
β = 0 ,
∂ϕ|g−3⊗(g−1)1¯⊗(g−1)0¯ = 0 =⇒ ωdcϕa
cγ
bβǫγ = 0 =⇒ ϕa
cγ
bβ = 0 ,
∂ϕ|g−3⊗(g−1)1¯⊗(g−1)1¯ = 0 =⇒ ϕaαbβ
c(ec ⊗ ed) = 0 =⇒ ϕaαbβ
c = 0 .
It remains to deal with the three components with the index 1:
∂ϕ|g−3⊗(g−2)0¯⊗(g−2)1¯ = 0 =⇒ ωcbϕ1α
bβ
ǫβ = 0 =⇒ ϕ1α
bβ = 0 ,
∂ϕ|g−3⊗(g−2)0¯⊗(g−1)1¯ = 0 =⇒ ϕ1aα
β
ǫcβ = 0 =⇒ ϕ1aα
β = 0 ,
∂ϕ|g−3⊗(g−2)1¯⊗(g−1)1¯ = 0 =⇒ ϕaαβ
1
ec = 0 =⇒ ϕaαβ
1 = 0 .
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Hence Z5,2(m1¯, g)0¯ = 0. 
Proposition B.2. The group H3,2(m1¯, g)0¯ = 0.
Proof. The components of a cocyle ϕ ∈ Z3,2(m1¯, g)0¯ are given by
ϕaαbβ
c : Λ2(g−1)1¯ → (g1)0¯ ,
ϕaαb
cγ : (g−1)1¯ ⊗ (g−1)0¯ → (g1)1¯ ,
ϕaαβ
Z +ϕaαβ
sl(2) +ϕaαβ
sp(2) : (g−1)1¯ ⊗ (g−2)1¯ −→ (g0)0¯ = CZ⊕ sl(2)⊕ sp(2) ,
ϕ
1aα
β : (g−2)0¯ ⊗ (g−1)1¯ −→ (g0)1¯ ,
ϕαa
β : (g−2)1¯ ⊗ (g−1)0¯ −→ (g0)1¯ ,
ϕa
cγ
bβ : g−3 ⊗ (g−1)1¯ −→ (g−1)1¯ ,
ϕαβ
a : Λ2(g−2)1¯ −→ (g−1)0¯ ,
ϕ
1α
bβ : (g−2)0¯ ⊗ (g−2)1¯ −→ (g−1)1¯ ,
ϕa
γ
β : g−3 ⊗ (g−2)1¯ −→ (g−2)1¯ ,
and there is a non-trivial space (g2)1¯ ⊗ (g−1)
∗
1¯
+ (g1)1¯ ⊗ (g−2)
∗
1¯
of 1-cochains, which we may
use to arrange for ϕ
1aα
β = 0 and ϕαaβ = 0.
We depart with
∂ϕ|(g−1)0¯⊗(g−1)0¯⊗(g−2)1¯ = 0 =⇒ ϕ1α
bβ = 0 ,
∂ϕ|(g−1)1¯⊗(g−1)1¯⊗(g−2)0¯ = 0 =⇒ ϕaαbβ
c = 0 ,
∂ϕ|(g−1)0¯⊗(g−2)0¯⊗(g−2)1¯ = 0 =⇒ ϕa
γ
β = 0 ,
∂ϕ|(g−1)0¯⊗(g−2)1¯⊗(g−2)1¯ = 0 =⇒ ωabϕαβ
a
1 = 0 =⇒ ϕαβ
a = 0 ,
∂ϕ|(g−1)1¯⊗(g−2)0¯⊗(g−2)1¯ = 0 =⇒ [ϕaαβ
Z,1] = 0 =⇒ ϕaαβ
Z = 0 ,
and continue with
∂ϕ|(g−1)1¯⊗(g−2)1¯⊗(g−2)1¯ = 0 =⇒ [ϕaαβ
sp(2),ǫγ] + [ϕaαγ
sp(2),ǫβ] = 0
=⇒ (ϕaαβ
δ
γ +ϕaαγ
δ
β)ǫδ = 0 ,
=⇒ ϕaαβδγ +ϕaαγδβ = 0 ,
which implies
ϕaαβδγ = −ϕaαγδβ = −ϕaαγβδ = ϕaαδβγ
= ϕaαδγβ = −ϕaαβγδ = −ϕaαβδγ
and ϕaαβ
sp(2) = 0. It remains to deal with the components ϕaαb
cγ, ϕaαβ
sl(2) and ϕacγbβ.
We have
∂ϕ|(g−1)1¯⊗(g−1)1¯⊗g−3 = 0 =⇒ [ϕd
cγ
bβǫcγ,ǫaα] + [ϕd
cγ
aαǫcγ,ǫbβ] = 0 ,
=⇒ ωacωαγϕd
cγ
bβ +ωbcωβγϕd
cγ
aα = 0 ,
=⇒ ϕdaαbβ = −ϕdbβaα , (B.1)
∂ϕ|(g−1)1¯⊗(g−2)1¯⊗g−3 = 0 =⇒ [ϕc
dδ
aαǫdδ,ǫβ] + [ϕaαβ
sl(2),ec] = 0 ,
=⇒ [ϕaαβ
sl(2),ec] = ϕc
d
βaαed ,
=⇒ ϕcdβaα = ϕaαβdc , (B.2)
∂ϕ|(g−1)0¯⊗(g−1)1¯⊗g−3 = 0 =⇒ [ea,ϕc
dδ
bβǫdδ] + [ec,ϕbβa
dδ
ǫdδ] = 0
=⇒ ϕbβacδ ∝ ϕcaδbβ , (B.3)
which imply, in turn, strong symmetry properties on the component ϕacγbβ:
ϕacγbβ = −ϕacβbγ = ϕabγcβ = ϕcaγbβ .
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In other words ϕacγbβ is totally symmetric in the latin indices and skew in the greek ones;
the components ϕaαβ
d
c and ϕaαb
cγ satisfy the very same property due to (B.2) and (B.3).
We shall write
ϕaαbcγ = ωαγΨabc ,
for some totally symmetric tensor Ψ ∈ S3(C2)∗. The component of ∂ϕ|(g−1)0¯⊗(g−1)1¯⊗(g−1)1¯ = 0
that takes values in sp(2) ⊂ (g0)0¯ tells us that
ϕcγab
δ(ǫβ ⊗ ǫδ + ǫδ ⊗ ǫβ) +ϕbβac
δ(ǫγ ⊗ ǫδ + ǫδ ⊗ ǫγ) = 0
=⇒ ϕcγab
ǫδαβ +ϕcγab
αδǫβ +ϕbβac
ǫδαγ +ϕbβac
αδǫγ = 0
and, summing over α = β and multiplying by ωθǫ, we arrive at
2ϕcγabθ +ϕcγabθ +ϕbγacθ −ωγθϕbαac
α = 0 =⇒ 6Ψabc = 0 .
Hence ϕaαbcγ identically vanishes, as well as ϕaαβsl(2) and ϕacγbβ. 
Proposition B.3. The groupH4,2(m1¯, g)0¯ = 0 andH
4,2(m, g)0¯ does not contain any (g0)0¯-submodule
isomorphic to S2C2 ⊠ S2C2.
Proof. The proof is divided in three main steps. We show H4,2(m1¯, g)0¯ = 0 in the first two
steps and conclude with the last claim of the proposition.
First step The components of a cocyle ϕ ∈ Z4,2(m1¯, g)0¯ are given by
ϕaαbβ
1 : Λ2(g−1)1¯ → (g2)0¯ ,
ϕaα
β
b : (g−1)1¯ ⊗ (g−1)0¯ → (g2)1¯ ,
ϕαbβ
c : (g−2)1¯ ⊗ (g−1)1¯ −→ (g1)0¯ ,
ϕ
1aα
bβ : (g−2)0¯ ⊗ (g−1)1¯ −→ (g1)1¯ ,
ϕαa
bβ : (g−2)1¯ ⊗ (g−1)0¯ −→ (g1)1¯ ,
ϕabβ
γ : g−3 ⊗ (g−1)1¯ −→ (g0)1¯ ,
ϕαβ
Z +ϕαβ
sl(2) +ϕαβ
sp(2) : Λ2(g−2)1¯ −→ (g0)0¯ = CZ⊕ sl(2)⊕ sp(2) ,
ϕ
1α
β : (g−2)0¯ ⊗ (g−2)1¯ −→ (g0)1¯ ,
ϕaα
bβ : g−3 ⊗ (g−2)1¯ −→ (g−1)1¯ ,
(B.4)
and we may arrange for ϕ
1α
β = 0 using the space of 1-cochains (g2)1¯ ⊗ (g−2)
∗
1¯
. We then
immediately note that
∂ϕ|(g−2)0¯⊗(g−2)1¯⊗(g−2)1¯ = 0 =⇒ ϕαβ
Z = 0 . (B.5)
We now turn to study the identity
∂ϕ|(g−1)1¯⊗(g−1)1¯⊗(g−2)0¯ = 0 . (B.6)
The component taking values in sp(2) ⊂ (g0)0¯ says
ωcaϕ
1bβ
cγ(ǫγ ⊗ ǫα + ǫα ⊗ ǫγ) +ωcbϕ1aα
cγ(ǫγ ⊗ ǫβ + ǫβ ⊗ ǫγ) = 0
=⇒ ϕ
1bβa
ǫδθα +ϕ1bβa
θδǫα +ϕ1aαb
ǫδθβ +ϕ1aαb
θδǫβ = 0
=⇒ 3ϕ
1bβaǫ +ϕ1aβbǫ +ωǫβϕ1aαb
α = 0 .
Multiplying by ωβǫ and summing over β and ǫ, we arrive at ϕ
1bβaǫ = −ϕ1aβbǫ. An ana-
logous argument for the component taking values in sl(2) ⊂ (g0)0¯ yieldsϕ1bβaǫ = −ϕ1bǫaβ
while the component inCZ ⊂ (g0)0¯ says thatϕaαbβ
1 is proportional toϕ
1aαbβ. In particular
ϕ
1bβaǫ and ϕaαbβ1 are both skewsymmetric, in the latin and greek indices separately.
Now
∂ϕ|(g−1)1¯⊗(g−2)0¯⊗(g−2)1¯ = 0 =⇒ ϕβaαc ∝ ϕ1aαcβ , (B.7)
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so that ϕβaαc is skewsymmetric, in the latin and greek indices. Furthermore
∂ϕ|(g−1)1¯⊗(g−1)1¯⊗(g−3)0¯ = 0 =⇒ [ϕcbβ
γ
ǫγ,ǫaα] + [ϕcaα
γ
ǫγ,ǫbβ] + [ϕaαbβ
1
1,ec] = 0
=⇒ ϕcbβαδ
d
a +ϕcaαβδ
d
b ∝ ϕaαbβ
1δdc , (B.8)
and taking a = b implies that ϕcbβα is skewsymmetric in the greek indices. If instead we
multiply (B.8) by δad and sum over a and d we arrive at
2ϕcbβα +ϕcbαβ ∝ ϕcαbβ
1
=⇒ ϕcbβα ∝ ϕcαbβ
1
so that ϕcbβα is skewsymmetric in the latin indices as well. Finally, we consider
∂ϕ|(g−1)0¯⊗(g−1)0¯⊗(g−2)1¯ = 0 =⇒ ϕαbaβ = ϕαabβ (B.9)
and also note
∂ϕ|(g−1)0¯⊗(g−2)0¯⊗(g−2)1¯ = 0 =⇒ ϕaαbβ ∝ ϕαabβ , (B.10)
so that ϕaαbβ is symmetric in the latin indices.
Second stepWe already obtained ϕ
1α
β = ϕαβ
Z = 0 and we now turn to prove that the other
components in (B.4) vanish. We start with
∂ϕ|(g−1)1¯⊗(g−2)1¯⊗g−3 = 0 =⇒ ϕcβaα +ϕcaαβ
=⇒ ϕcβaα +ϕaβcα = 0
=⇒ ϕcβaα = 0 , (B.11)
where the next-to-last identity follows from symmetrization in a and c. Hence ϕαabβ = 0
as well. The identity
∂ϕ|(g−2)1¯⊗(g−2)1¯⊗(g−3)0¯ = 0 (B.12)
now readily implies ϕαβsl(2) = 0.
We continue with
∂ϕ|(g−1)0¯⊗(g−1)1¯⊗(g−3)0¯ = 0 =⇒ ϕcbβ
γ
ǫaγ ∝ ϕbβ
γ
aǫcγ
=⇒ ϕbβ
γ
aǫbγ = 0 , (B.13)
which yields ϕaαβb = 0 and ϕabβγ = 0. Finally
∂ϕ|(g−1)1¯⊗(g−2)0¯⊗(g−3)0¯ = 0 =⇒ ϕ1aα
bβ = 0 , (B.14)
whence ϕaαbβ1 = ϕαbβc = 0 too and
∂ϕ|(g−1)0¯⊗(g−1)1¯⊗(g−2)1¯ = 0 =⇒ ϕαβ
sp(2) = 0 . (B.15)
This concludes the proof of H4,2(m1¯, g)0¯ = 0.
Last step First of all, we note that C4,2(m, g)0¯
∼= C4,2(m0¯, g)0¯
⊕
C4,2(m1¯, g)0¯ as (g0)0¯-modules.
The space C4,2(m0¯, g)0¯ has a unique (g0)0¯-irreducible submodule{
ψab
β
α : (g−1)0¯ ⊗ (g−3)0¯ → sp(2) | ψab
β
α = ψ(ab)
β
α
}
of type S2C2⊠S2C2. On the other hand C4,2(m1¯, g)0¯ has 8 such modules, formed by the maps
in (B.4) with 2 latin and 2 greek indices (including the maps ϕaαbβ1, ϕ1aαbβ and ϕαβsl(2)),
separately symmetric. Hence the (g0)0¯-isotypic component of type S
2C2⊠S2C2 in C4,2(m, g)0¯
consists of the direct sum of 9 irreducible submodules.
By the very same line of arguments running from (B.6) to (B.12), one sees that any cocyle
in the above (g0)0¯-isotypic component has trivial components, with the exception of ϕaα
β
b
and ψabβα. Identity (B.13) is now replaced by
∂ϕ|(g−1)0¯⊗(g−1)1¯⊗(g−3)0¯ = 0 =⇒ ψac
γ
βǫbγ ∝ ϕbβ
γ
aǫcγ
=⇒ ψac
δ
βδ
d
b ∝ ϕbβ
δ
aδ
d
c
=⇒ ψac
δ
β = ϕbβ
δ
a = 0 ,
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proving that Z4,2(m, g)0¯ does not contain any (g0)0¯-submodule isomorphic to S
2C2 ⊠ S2C2.
The same claim clearly holds for H4,2(m, g)0¯. 
Appendix C. Internal symmetries of the SHC equation
The SHC equationwritten as the systemof (2|2) differential equations (1.7) encodes as the
following superdistributionD of rank (2|4) onM = C5|6(x,u,ux,uxx, z|τ,ν,uτ,uν,uxτ,uxν)
with pure degree components
D0¯ = 〈Dx = ∂x + ux∂u + uxx∂ux + (
1
2u
2
xx + uxνuxτ)∂z + uxτ∂uτ + uxν∂uν ,∂uxx〉,
D1¯ = 〈Dτ = ∂τ + uτ∂u + uxτ∂ux + uxxuxτ∂z + uxx∂uν , ∂uxτ ,
Dν = ∂ν + uν∂u + uxν∂ux + uxxuxν∂z − uxx∂uτ , ∂uxν〉
Its annihilator is given by
AnnD =
〈
dz− (dx)
(
1
2u
2
xx + uxνuxτ
)
− (dτ) (uxxuxτ) − (dν) (uxxuxν) ,
du− (dx)ux − (dτ)uτ − (dν)uν , dux − (dx)uxx − (dτ)uxτ − (dν)uxν |
duτ − (dx)uxτ + (dν)uxx , duν − (dx)uxν − (dτ)uxx
〉
.
The symmetry superalgebra inf(M,D) = {X ∈ X(M) : σ(LXV) = 0 ∀V ∈ Γ(D),σ ∈ Γ(AnnD)}
is isomorphic to G(3). We computed its generators using symbolic packages of Maple.
To write down the explicit expression of the even generators Vi, i = 1, . . . , 17, and the odd
generatorsUj, j = 1, . . . , 14, it is convenient to relabel the odd coordinates as follows: θ1 = τ,
θ2 = ν, θ3 = uτ, θ4 = uν, θ5 = uxτ, θ6 = uxν. We also set θij = θiθj, θijk = θiθjθk, etc. Here
are the generators of G(3):
V1 = ∂u, V2 = ∂z, V3 = ∂ux + x∂u, V4 = ∂x,
V5 = ∂uxx + (
1
2x
2 − θ12)∂u + x∂ux + ux∂z − θ2∂uτ + θ1∂uν ,
V6 = x∂x + u∂u − uxx∂uxx − z∂z + θ1∂τ + θ2∂ν − θ5∂uxτ − θ6∂uxν ,
V7 =u∂u + ux∂ux + uxx∂uxx + 2z∂z + θ3∂uτ + θ4∂uν + θ5∂uxτ + θ6∂uxν ,
V8 = θ1∂τ − θ2∂ν − θ3∂uτ + θ4∂uν − θ5∂uxτ + θ6∂uxν ,
V9 = θ2∂τ − θ3∂uν − θ5∂uxν , V10 = θ1∂ν − θ4∂uτ − θ6∂uxτ ,
V11 =uxx∂x + (uxuxx − z+ θ45 − θ36)∂u + (
1
2u
2
xx − θ56)∂ux + (
1
6u
3
xx − uxxθ56)∂z
+ θ6∂τ − θ5∂ν + uxx(θ5∂uτ + θ6∂uν),
V12 =(
1
6x
3 − xθ12)∂u + (
1
2x
2 − θ12)∂ux + x∂uxx + (xux − u+ θ13 + θ24)∂z
− xθ2∂uτ + xθ1∂uν − θ2∂uxτ + θ1∂uxν ,
V13 =(4ux − 3xuxx)∂x + (3x(z− uxuxx) + 2u
2
x + 3x(θ36 − θ45) − θ34)∂u
+ (3z− 32xu
2
xx + 3xθ56)∂ux − (u
2
xx + 4θ56)∂uxx − xuxx(
1
2u
2
xx − 3θ56)∂z
− (3θ6x− θ4)∂τ + (3θ5x− θ3)∂ν − 3xuxx(θ5∂uτ + θ6∂uν) − 2uxx(θ5∂uxτ + θ6∂uxν),
V14 =(
1
2x
2 + 2θ12)∂x +
3
2xu∂u + (
1
2xux +
3
2u− θ13 − θ24)∂ux + (u
2
x −
1
2θ34)∂z
+ (2ux −
1
2xuxx − 2θ15 − 2θ26)∂uxx + xθ1∂τ + xθ2∂ν + (
1
2xθ3 − 2uxθ2)∂uτ
+ ( 12xθ4 + 2uxθ1)∂uν − (uxxθ2 −
1
2θ3 +
1
2xθ5)∂uxτ + (uxxθ1 +
1
2θ4 −
1
2xθ6)∂uxν ,
V15 =(4xux − 3u −
3
2x
2uxx + 3uxxθ12 + θ13 + θ24)∂x + (
3
2x
2(z− uxuxx) + 2xu
2
x
+ 3(uxuxx − z)θ12 + ux(θ13 + θ24) − xθ34 +
3
2x
2(θ36 − θ45) − 3θ1236 + 3θ1245)∂u
+ (3xz + u2x −
3
4x
2u2xx +
3
2u
2
xxθ12 + θ34 +
3
2x
2θ56 − 3θ1256)∂ux + (3z+ uxuxx − xu
2
xx
− 2uxx(θ15 + θ26) − 4xθ56 + 2θ36 − 2θ45)∂uxx + (3zux −
1
4x
2u3xx +
1
2u
3
xxθ12
+ 32x
2uxxθ56 − 3uxxθ1256)∂z + (uxθ1 + xθ4 −
3
2x
2θ6 + 3θ126)∂τ + (uxθ2 − xθ3
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+ 32x
2θ5 − 3θ125)∂ν + (2uxθ3 − 3zθ2 −
3
2x
2uxxθ5 + 3uxxθ125)∂uτ + (3zθ1 + 2uxθ4
− 32x
2uxxθ6 + 3uxxθ126)∂uν + (uxxθ3 −
1
2u
2
xxθ2 + (ux − 2xuxx)θ5 + 4θ256)∂uxτ
+ (uxxθ4 +
1
2u
2
xxθ1 + (ux − 2xuxx)θ6 − 4θ156)∂uxν ,
V16 =(2u
2
x − 3uuxx − θ34)∂x + (
4
3u
3
x − 3uuxuxx + 3uz − 2uxθ34 + 3u(θ36 − θ45))∂u
+ (3uxz−
3
2uu
2
xx + 3uθ56)∂ux + (3uxxz− uxu
2
xx + 2uxx(θ36 − θ45) − 4uxθ56)∂uxx
+ (3z2 − 12uu
3
xx + 3uuxxθ56)∂z + (uxθ4 − 3uθ6)∂τ − (uxθ3 − 3uθ5)∂ν
+ 3(zθ3 − uuxxθ5)∂uτ + (
1
2u
2
xxθ3 + (3z− 2uxuxx)θ5 − 4θ356)∂uxτ
+ 3(zθ4 − uuxxθ6)∂uν + (
1
2u
2
xxθ4 + (3z− 2uxuxx)θ6 − 4θ456)∂uxν ,
V17 =(2x
2ux −
1
2x
3uxx − 3xu+ (3xuxx − 4ux)θ12 + x(θ13 + θ24))∂x + (
1
2x
3(z− uxuxx)
+ x2u2x − 3u
2 + (3x(uxuxx − z) − 2u
2
x)θ12 + xux(θ13 + θ24) +
1
2x
3(θ36 − θ45)
− 12x
2θ34 + 3x(θ1245 − θ1236) + θ1234)∂u + (
3
2x
2z− 3uux + xu
2
x −
1
4x
3u2xx
+ ( 32xu
2
xx − 3z)θ12 + 2ux(θ13 + θ24) + xθ34 +
1
2x
3θ56 − 3xθ1256)∂ux + (3xz − 2u
2
x
+ xuxuxx −
1
2x
2u2xx + u
2
xxθ12 + uxx(θ13 + θ24) + 2(2ux − xuxx)(θ15 + θ26) + θ34
+ 2x(θ36 − θ45) − 2x
2θ56 + 4θ1256)∂uxx + (3z(xux − u) −
2
3u
3
x −
1
12x
3u3xx
+ 12xu
3
xxθ12 + 3z(θ13 + θ24) + uxθ34 +
1
2x
3uxxθ56 − 3xuxxθ1256)∂z + ((xux − 3u)θ1
+ 12x
2θ4 −
1
2x
3θ6 + 3xθ126 − θ124)∂τ + ((xux − 3u)θ2 −
1
2x
2θ3 +
1
2x
3θ5 − 3xθ125
+ θ123)∂ν + ((2u
2
x − 3xz)θ2 + (2xux − 3u)θ3 −
1
2x
3uxxθ5 + 3xuxxθ125 − 4θ234)∂uτ
+ ((3xz− 2u2x)θ1 + (2xux − 3u)θ4 −
1
2x
3uxxθ6 + 3xuxxθ126 + 4θ134)∂uν
+ ((2uxuxx −
1
2xu
2
xx − 3z)θ2 + (xuxx − ux)(θ3 − xθ5) + 2uxxθ125 + 4xθ256 − 4θ236
− θ135 + 3θ245)∂uxτ + ((
1
2xu
2
xx − 2uxuxx + 3z)θ1 + (xuxx − ux)(θ4 − xθ6)
+ 2uxxθ126 − 4xθ156 + 3θ136 − 4θ145 − θ246)∂uxν
and
U1 =∂uτ − θ1∂u, U2 = ∂uν − θ2∂u, U3 = ∂τ, U4 = ∂ν,
U5 =∂uxτ − θ1(∂ux + x∂u) − θ4∂z + x∂uτ , U6 = ∂uxν − θ2(∂ux + x∂u) + θ3∂z + x∂uν ,
U7 = 2θ2∂x − θ3∂ux − 2θ5∂uxx + x∂τ + 2ux∂uν + uxx∂uxν ,
U8 = 2θ1∂x + θ4∂ux + 2θ6∂uxx − x∂ν + 2ux∂uτ + uxx∂uxτ ,
U9 = 2xθ1∂x + 3uθ1∂u + (uxθ1 + xθ4)∂ux + (θ4 + 2xθ6 − uxxθ1)∂uxx + uxθ4∂z
− ( 12x
2 − 4θ12)∂ν + (2xux − 3u + 3θ13 + 4θ24)∂uτ − θ14∂uν
+ (xuxx − ux + θ15 + 4θ26)∂uxτ − 3θ16∂uxν ,
U10 = 2xθ2∂x + 3uθ2∂u + (uxθ2 − xθ3)∂ux − (θ3 + 2xθ5 + uxxθ2)∂uxx − uxθ3∂z
+ ( 12x
2 − 4θ12)∂τ − θ23∂uτ + (2xux − 3u+ 4θ13 + 3θ24)∂uν
− 3θ25∂uxτ + (xuxx − ux + 4θ15 + θ26)∂uxν ,
U11 =(3uxxθ2 + θ3)∂x + (3(uxuxx − z)θ2 + uxθ3 − 3(θ236 − θ245))∂u + (
3
2u
2
xxθ2 − 3θ256)∂ux
− 2uxxθ5∂uxx + uxx(
1
2u
2
xxθ2 − 3θ256)∂z + (ux + 3θ26)∂τ − 3θ25∂ν + 3uxxθ25∂uτ
+ 3(z+ uxxθ26)∂uν + (
1
2u
2
xx − 4θ56)∂uxν ,
U12 =(θ4 − 3uxxθ1)∂x + (3(z− uxuxx)θ1 + uxθ4 + 3(θ136 − θ145))∂u
− ( 32u
2
xxθ1 − 3θ156)∂ux − 2uxxθ6∂uxx − uxx(
1
2u
2
xxθ1 − 3θ156)∂z − 3θ16∂τ
+ (ux + 3θ15)∂ν − 3(z+ uxxθ15)∂uτ − 3uxxθ16∂uν − (
1
2u
2
xx − 4θ56)∂uxτ ,
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U13 =((3xuxx − 4ux)θ1 − xθ4)∂x + ((3x(uxuxx − z) − 2u
2
x)θ1 − xuxθ4 + 3x(θ145 − θ136)
+ θ134)∂u + (3(
1
2xu
2
xx − z)θ1 − 2uxθ4 − 3xθ156)∂ux + (u
2
xxθ1 − uxxθ4 + 4θ156
+ (2xuxx − 4ux)θ6)∂uxx + (
1
2xu
3
xxθ1 − 3zθ4 − 3xuxxθ156)∂z + (3xθ16 − θ14)∂τ
+ (3u− xux + θ13 − 3xθ15)∂ν + (3xz− 2u
2
x + 4θ34 + 3xuxxθ15)∂uτ + 3xuxxθ16∂uν
+ (uxx(
1
2xuxx − 2ux + 2θ15) + 3z − 3θ45 + 4θ36 − 4xθ56)∂uxτ + (2uxxθ16 + θ46)∂uxν ,
U14 =((4ux − 3xuxx)θ2 − xθ3)∂x + ((3xz+ 2u
2
x − 3xuxuxx)θ2 − xuxθ3 + 3x(θ236 − θ245)
− θ234)∂u + (3(z−
1
2xu
2
xx)θ2 − 2uxθ3 + 3xθ256)∂ux − (u
2
xxθ2 + uxxθ3 + 4θ256
+ 2(2ux − xuxx)θ5)∂uxx − (3zθ3 + xuxx(
1
2u
2
xxθ2 − 3θ256))∂z + (3u− xux − 3xθ26
+ θ24)∂τ + (3xθ25 − θ23)∂ν − 3xuxxθ25∂uτ − (3xz− 2u
2
x + 4θ34 + 3xuxxθ26)∂uν
+ (θ35 − 2uxxθ25)∂uxτ − (3z+ uxx(
1
2xuxx − 2ux + 2θ26) − 4θ45 + 3θ36 − 4xθ56)∂uxν ,
Note that G(3)0¯ contains the subalgebra sp(2) = 〈V8,V9,V10〉, with the complement G(2)
generatedby the remainingVi. The given generators are compatiblewith the SHCZ-grading;
more precisely: deg(V1-2) = −3, deg(V3) = −2, deg(V4-5) = −1, deg(V6-12) = 0, deg(V13-14) =
1, deg(V15) = 2, deg(V16-17) = 3 for the even generators; deg(U1-2) = −2, deg(U3-6) = −1,
deg(U7-8) = 0, deg(U9-12) = 1, deg(U13-14) = 2 for the odd generators.
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