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Abstract
By Lovász’ proof of the Kneser conjecture, the chromatic number of a graph G is bounded from below
by the index of the Z2-space Hom(K2,G) plus two. We show that the cohomological index of Hom(K2,G)
is also greater than the cohomological index of the Z2-space Hom(C2r+1,G) for r  1. This gives a new
and simple proof of the strong form of the graph coloring theorem by Babson and Kozlov, which had
been conjectured by Lovász, and at the same time shows that it never gives a stronger bound than can be
obtained by Hom(K2,G). The proof extends ideas introduced by Živaljevic´ in a previous elegant proof of
a special case. We then generalize the arguments and obtain conditions under which corresponding results
hold for other graphs in place of C2r+1. This enables us to find an infinite family of test graphs of chromatic
number 4 among the Kneser graphs.
Our main new result is a description of the Z2-homotopy type of the direct limit of the system of all the
spaces Hom(C2r+1,G) in terms of the Z2-homotopy type of Hom(K2,G). A corollary is that the coindex
of Hom(K2,G) does not exceed the coindex of Hom(C2r+1,G) by more then one if r is chosen sufficiently
large. Thus the graph coloring bound in the theorem by Babson and Kozlov is also never weaker than that
from Lovász’ proof of the Kneser conjecture.
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1.1. Background
As a means of proving Kneser’s conjecture, Lovász has shown that a graph is not k-colorable
if its neighborhood complex is (k − 2)-connected. Since the neighborhood complex of G is
homotopy equivalent to the cell complex Hom(K2,G), which was introduced later, this result
can be stated as follows. All necessary definitions will be given in the next section.
Theorem 1.1. (See Lovász [14].) Let G be a graph. Then
conn Hom(K2,G) χ(G)− 3.
This reformulation in terms of the Hom-complex made it natural to ask if similar theorems
hold for graphs other than K2. In particular, one might have hoped that conn Hom(T ,G) 
χ(G) − χ(T ) − 1 for all graphs T and G, provided that Hom(T ,G) = ∅. A graph T such that
this holds for all graphs G is called a test graph [1]. Hoory and Linial have shown that not every
graph is a test graph by giving an example of a graph T with conn Hom(T ,Kχ(T ))  0 [11].
Babson and Kozlov succeeded in proving the following positive result that had been conjectured
by Lovász.
Theorem 1.2. (See Babson, Kozlov [2].) Let G be a graph. Then
conn Hom(C2r+1,G) χ(G)− 4.
The spaces Hom(K2,G) and Hom(C2r+1,G) are equipped with free Z2-actions. For such
spaces there are several index functions that assign to the space an integer measuring the com-
plexity of the action. They are comparable by the inequalities
connX + 1 coindZ2 X  cohom-indZ2 X  indZ2 X  dimX,
which hold for all free Z2-complexes X. In both of the above theorems, connX is only used in
the statement for convenience, since it does not depend on the action. In both cases, the proofs
actually show the stronger statement obtained by replacing connX by coindZ2 X − 1.
In the case of the original Lovász criterion, the now usual proof yields the following result.
Theorem 1.3. Let G be a graph. Then indZ2 Hom(K2,G) χ(G)− 2.
Proof. A coloring c :G → Kn induces a Z2-map
Hom(K2,G) →Z2 Hom(K2,Kn),
and Hom(K2,Kn) is an (n− 2)-dimensional cell complex with a free Z2-action. 
Indeed Hom(K2,Kn) is Z2-homeomorphic to the (n− 2)-sphere with the antipodal map. For
this homeomorphism see e.g. [1, 4.2], [16, Remark 2.5], or Example 4.7.
For C2r+1, Babson and Kozlov had proposed and partially proven the following slightly
stronger version of Theorem 1.2.
C. Schultz / Advances in Mathematics 221 (2009) 1733–1756 1735Theorem 1.4. Let G be a graph. Then
cohom-indZ2 Hom(C2r+1,G) χ(G)− 3.
1.2. Results
The main result of the current work is the following.
Theorem 1.5. Let G be a graph. Then
colim
r
Hom(C2r+1,G) Z2 MapZ2
(
S
1
b,Hom(K2,G)
)
.
This result will be part of Theorem 6.6. Before explaining the notation we will give a rough
description of the content of the theorem and state two corollaries.
The space Hom(K2,G) can be thought of as the space of oriented edges of G, the Z2-
action being orientation reversal. The space colimr Hom(C2r+1,G) would then be the space
of parametrized circuits, or closed paths, in G of arbitrary odd length, the Z2-action being the
reversal of the direction of the closed paths. The theorem describes how the Z2-homotopy type
of the former determines the Z2-homotopy type of the latter.
Consequences of this homotopy equivalence for the graph coloring theorems above are stated
in the following two corollaries.
Theorem 1.6. Let G be a graph with at least one edge. Then
cohom-indZ2 Hom(C2r+1,G)+ 1 cohom-indZ2 Hom(K2,G).
This reduces Theorem 1.4 to Theorem 1.3 and also shows that the bound in the former is never
better than that in the latter.
Theorem 1.7. Let G be a graph with at least one edge. Then
coindZ2 Hom(K2,G) limr→∞ coindZ2 Hom(C2r+1,G)+ 1.
This inequality in turn shows that the bound in Theorem 1.4 is at least as good as the one
in Theorem 1.1, if r is chosen large enough. Since by Theorem 1.4 the right-hand side of the
inequality is bounded from above by χ(G) − 2, it can also be viewed as a strengthening of
Theorem 1.1.
In the body of this article these two inequalities will not appear as consequences of the ho-
motopy equivalence but be proven before it and independently of it as soon as the necessary
constructions are available. Therefore we give their derivations from the homotopy equivalence
here to illustrate the logical relationships. Some readers will want to skip this for now and ad-
vance to the outline.
Before we use Theorem 1.5 we will have to explain the notation used in it. The left-hand side
of the homotopy equivalence is the colimit of a diagram that will be defined in Section 6. The
right-hand side is the space of all equivariant maps from S1 equipped with the antipodal map to
Hom(K2,G). This space is made into a Z2-space via a second Z2-action on S1 that is a reflection
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S
1
b indicates (see Notation 4.1).
To resolve possible ambiguities of the notation we explain our general conventions with re-
gard to Z2-actions. We regard an action on Hom(H,G) induced by an action on H as a left
action and one induced by an action on G as a right action. The actions on the graphs them-
selves should therefore be regarded as right actions. We regard the antipodal action on S1b as a
left action, the reflection as a right action. Since Hom(K2,G) is a left Z2-space, MapZ2 will
have to refer to equivariant maps with regard to the left action on S1b . Since the two actions
on S1b commute and MapZ2 is contravariant in the first argument, the right action on S
1
b makes
MapZ2(S
1
b,Hom(K2,G)) into a left Z2-space.
Proof of Theorem 1.6 from Theorem 1.5. We have a composition of Z2-maps
S
1
b ×Z2 Hom(C2r+1,G) →Z2 S1b ×Z2 colimr Hom(C2r+1,G)
Z2 S1b ×Z2 MapZ2
(
S
1
b,Hom(K2,G)
)
→Z2 Hom(K2,G),
where the last arrow is induced by evaluation. The result now follows from Lemma 4.3. 
We again comment on the notation regarding the several Z2-actions in the preceding proof. As
explained above, we regard Hom(C2r+1,G) as left Z2-space. X ×Z2 Y is defined for a left Z2-
space Y and a right Z2-space X as the quotient of X×Y by the equivalence relation generated by
x ·g ∼ g ·y for g ∈ Z2. Therefore in S1b ×Z2 Hom(C2r+1,G) it refers to the right Z2-action on S1b ,
the one given by a reflection. The left Z2-action on S1b , given by the antipodal map, commutes
with the right action and therefore makes S1b ×Z2 Hom(C2r+1,G) into a left Z2-space.
Proof of Theorem 1.7 from Theorem 1.5. Assume
coindZ2 Hom(K2,G) k + 1,
i.e. the existence of a Z2-map Sk+1 →Z2 Hom(K2,G). Composed with a map S1b ×Z2 Sk →Z2
Sk+1, which exists since S1b ×Z2 Sk is (k + 1)-dimensional, this yields a map S1b ×Z2 Sk →Z2
Hom(K2,G). This means that there is a map
S
k →Z2 MapZ2
(
S
1
b,Hom(K2,G)
)Z2 colimr Hom(C2r+1,G).
Because of the compactness of Sk , it follows that whenever r is large enough there is a map
S
k →Z2 Hom(C2r+1,G), i.e. coindZ2 Hom(C2r+1,G) k. 
1.3. Outline
We start with necessary definitions and facts in Section 2.
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to Theorem 1.3 and therefore also gives a new proof of Theorem 1.2. So far, the proof of Theo-
rem 1.4 in [17] had also been the simplest known proof of Theorem 1.2. However, Živaljevic´ had
given a surprising proof of
coindZ2 Hom(C2r+1,G) 2
⌈
χ(G)
2
⌉
− 3
that was even simpler [19,20], proving Theorem 1.2 for graphs with an even chromatic num-
ber. Our proof in Section 3 extends arguments from Živaljevic´’s proof. If one is content with a
bound on the coindex of Hom(C2r+1,G) instead of the cohomological index, it is completely
elementary in the sense that the algebraic topology used is not more advanced than the degree
of maps between spheres of the same dimension, i.e. nothing more advanced than the Borsuk–
Ulam theorem. The algebraic topology needed to deal with the cohomological index in the proof
of Theorem 1.6 is summarized in Appendix A.
In Section 4 we generalize the proof and obtain conditions under which inequalities similar
to Theorem 1.6 hold. This culminates in Theorem 4.11 which contains Theorem 1.6 as a special
case. As an application we show in Example 4.15 that there is an infinite family of Kneser graphs
with chromatic number 4 which are test graphs. Except for a topological lemma at its beginning,
this section is not needed for what follows.
In Section 5 we prove Theorem 1.7, the last of the inequalities in this introduction.
In Section 6 we finally prove Theorem 1.5. This section will assume a greater familiarity with
topological arguments than the rest of this paper. We connect our results to results by ˇCukic´ and
Kozlov.
2. Objects of study
We introduce some of the objects and concepts used in this work.
2.1. Free Z2-spaces
A good introduction to equivariant methods from the point of view of combinatorial applica-
tions is [15].
Definition 2.1. For an integer m−1, we say that a topological space X is m-connected if every
continuous map from the k-sphere Sk to X with −1  k  m can be extended to a continuous
map from the (k + 1)-disc Dk+1 to X. We define the connectivity of X, connX ∈ Z∪ {∞}, to be
the largest m such that X is m-connected.
Definition 2.2. A free Z2-space X is a space X with a fixpoint-free action of the group Z2. We
will always assume the orbit space X/Z2, and hence X itself, to be a CW-space.
Definition 2.3. Let X be a free Z2-space. We define the index and coindex of X by
indZ2 X := min
{
k: there is a Z2-map X → Sk
}
,
coindZ X := max{k: there is a Z2-map Sk → X}.2
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define the cohomological index
cohom-indZ2 X := max
{
k: f¯ ∗
(
γ k
) = 0},
where f¯ :X/Z2 → RP∞ is the map induced by f , and γ is the non-zero element of
H 1(RP∞;Z2) and hence H ∗(RP∞;Z2) = Z2[γ ] as a graded ring.
Definition 2.4. If X, Y are Z2-spaces and f :X → Y a map, then we will also call f an odd map
if it is equivariant, and we will call f an even map if it maps each orbit to a single point.
2.2. Order complexes
For a finite partially ordered set, or poset, P , we denote by P its order complex, the simpli-
cial complex with vertex set P that consists of all chains in P . Any monotone (order preserving)
map f :P → Q between posets induces a simplicial map f :P → Q. For a cell complex C
we denote its face poset by FC and its underlying space by |C|. Thus (FC) is the barycentric
subdivision of the complex C and if C is a completely regular cell complex then |(FC)| ≈ |C|.
For posets P and Q, (P × Q) is a simplicial subdivision of the cell complex P × Q, one
often used for the product of simplicial complexes with vertex orderings [18].
For posets P and Q we denote by Mon(P,Q) the poset of all order preserving maps from P
to Q. It is ordered pointwise, i.e. for f,g ∈ Mon(P,Q) we have f  g if and only if f (p) g(p)
for all p ∈ P .
2.3. Graph complexes
We will be brief in our description of Hom-complexes of graphs. A good introduction is
contained in [12]. To the reader already acquainted with Hom-complexes we only point out
Definition 2.9, which, while very natural, has to our knowledge not been formulated before.
All graphs that we consider are finite, simple, and without loops. The vertex set of a graph G
is denoted by V (G), the set of edges by E(G).
Notation 2.5. Let n ∈ N. Kn denotes the complete graph on n vertices with vertex set {0, . . . ,
n− 1}. Cn is the cycle of length n with vertex set {0, . . . , n− 1}.
Definition 2.6. A graph homomorphism from a graph G to a graph H is a function f :V (G) →
V (H) that respects the edge relation, i.e. such that {f (u), f (u′)} ∈ E(H) whenever {u,u′} ∈
E(G). The set of all graph homomorphisms from G to H is denoted by Hom0(G,H).
Definition 2.7. Let G, H be graphs. A multi-homomorphism from G to H is a function
φ :V (G) → P(V (H))\{∅} such that for all u0, u1 ∈ V (G), v0, v1 ∈ V (H) with {u0, u1} ∈ E(G)
and vi ∈ f (ui) we have {v0, v1} ∈ E(H).
Definition 2.8. Let G, H be graphs. A function φ :V (G) →P(V (H))\{∅} can be identified with
a cell of the cell complex
∏
#V (H)−1,v∈V (G)
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is denoted by Hom(G,H). We identify elements of its face poset F Hom(G,H) with the cor-
responding multi-homomorphisms, so for ρ,φ ∈ F Hom(G,H) we have ρ  φ if and only if
ρ(v) ⊆ φ(v) for all v ∈ V (G). We also identify Hom0(G,H) with the 0-skeleton of Hom(G,H),
i.e. we identify graph homomorphisms with multi-homomorphisms which map every vertex to a
singleton.
Definition and Proposition 2.9. The monotone map
∗ : F Hom(G,G′)× F Hom(G′,G′′) → F Hom(G,G′′)
(φ ∗ ρ)(v) := ρ[φ(v)]
induces a continuous map
∗ : ∣∣Hom(G,G′)∣∣× ∣∣Hom(G′,G′′)∣∣→ ∣∣Hom(G,G′′)∣∣
via the homeomorphisms
∣∣F Hom(G,G′)× F Hom(G′,G′′)∣∣≈ ∣∣F Hom(G,G′)∣∣× ∣∣F Hom(G′,G′′)∣∣
≈ ∣∣Hom(G,G′)∣∣× ∣∣Hom(G′,G′′)∣∣.
This map is associative and its restriction to
Hom0(G,G′)× Hom0(G′,G′′) → Hom0(G,G′′)
coincides with composition of graph homomorphisms. Hence its restrictions
Hom0(G,G′)×
∣∣Hom(G′,G′′)∣∣→ ∣∣Hom(G,G′′)∣∣
and
∣∣Hom(G,G′)∣∣× Hom0(G′,G′′) → ∣∣Hom(G,G′′)∣∣
make Hom into a functor, contravariant in the first and covariant in the second argument.
Remark 2.10. For f ∈ Hom0(G,G′) the map
F Hom(f,G′′) : F Hom(G′,G′′) → F Hom(G,G′′)
φ → f ∗ φ
may increase ranks, in other words, the map
∣∣Hom(f,G′′)∣∣ : ∣∣Hom(G′,G′′)∣∣→ ∣∣Hom(G,G′′)∣∣
is not in general cellular.
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Definition and Proposition 2.11. If H is a graph and α ∈ Hom0(H,H) satisfies α2 = idH and
α flips an edge of H (i.e. the edge is invariant but not fixed under α), then for every graph G
∣∣Hom(H,G)∣∣→ ∣∣Hom(H,G)∣∣
x → α ∗ x
is a fixed point free involution. It is in this way that we make Hom(K2,G) and Hom(Cn,G) into
free Z2-spaces.
3. Proof of Theorem 1.6
Let G be a graph, r  1. We consider the free Z2-actions on Hom(K2,G) and Hom(C2r+1,G)
induced by α ∈ Hom0(K2,K2) and β ∈ Hom0(C2r+1,C2r+1) with α(v) = 1 − v and β(v) =
2r − v.
Our aim is to relate the equivariant topology of Hom(C2r+1,G) to that of Hom(K2,G). The
tool is the composition map
∗ : ∣∣Hom(K2,C2r+1)∣∣× ∣∣Hom(C2r+1,G)∣∣→ ∣∣Hom(K2,G)∣∣.
To use it, we will have to understand Hom(K2,C2r+1), which fortunately is very easy. The ver-
tices of Hom(K2,C2r+1) are oriented edges of C2r+1, or more formally multi-homomorphisms
h ∈ F Hom(K2,C2r+1) of the form h(0) = {s}, h(1) = {s + 1} or h(0) = {s + 1}, h(1) = {s} for
0  s < 2r + 1, where arithmetic is modulo 2r + 1. The only other cells are 1-cells connect-
ing vertices corresponding to adjacent edges with opposing orientations. For example, the 1-cell
0 → {s}, 1 → {s − 1, s + 1} connects the 0-cell 0 → {s}, 1 → {s − 1} to the 0-cell 0 → {s},
1 → {s + 1}.
Therefore Hom(K2,C2r+1) is a circle with 4r +2 vertices as depicted on the left-hand side of
Fig. 1. In the figure, two special pairs of points are marked. We define x0, x1 ∈ F Hom(K2,C2r+1)
by x0(0) := {r}, x0(1) := {r − 1, r + 1}, x1(0) = {0}, x1(1) = {2r}. The upper pair of points cor-
responds to x0 and α ∗x0. It is distinguished by x0 ∗β = x0. The lower pair of points corresponds
to x1 and α ∗ x1. It is distinguished by x1 ∗ β = α ∗ x1.
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fx :
∣∣Hom(C2r+1,G)∣∣→ ∣∣Hom(K2,G)∣∣
y → x ∗ y.
By the above properties, fx0(β ∗ y) = fx0(y) and fx1(β ∗ y) = α ∗fx1(y) for all y, i.e., using the
language of Definition 2.4, fx0 is even and fx1 odd.
Since the complex Hom(K2,C2r+1) is path-connected, a path (xt ) from x0 to x1 exists, which
gives a homotopy fxt . Hence fx0  fx1 .
The inequality cohom-indZ2 Hom(C2r+1,G) + 1 cohom-indZ2 Hom(K2,G) now is a con-
sequence of the following lemma.
Lemma 3.1. Let X, Y be free Z2-spaces, Y = ∅, f,g :X → Y maps. If f is odd, g is even, and
f  g, then cohom-indZ2 X + 1 cohom-indZ2 Y .
Before proving the lemma we show how to obtain the weaker inequality coindZ2 X + 1 
indZ2 Y . If for some k there is a Z2-map k :Y → Sk , then the existence of a Z2-map l :Sk → X
would give rise to an odd map k ◦f ◦ l :Sk → Sk and an even map k ◦g ◦ l. These maps would be
homotopic, which contradicts that even maps between spheres have even degree and odd maps
have odd degree [10, Proposition 2B.6].
Proof of Lemma 3.1. Let k  0. We will show that the inequality cohom-indZ2 Y  k implies
the inequality cohom-indZ2 X < k. Assume that h¯∗(γ k+1) = 0 where h¯ is induced by a Z2-map
h :Y → S∞ and γ is the generator of H 1(RP∞;Z2). We obtain a commutative diagram
Hk(RP∞;Z2) ∼=
δ∗
h¯∗
Hk+1(RP∞;Z2)
h¯∗
0
Hk(Y ;Z2)
p!Y
(g′)∗
f ∗
Hk(Y/Z2;Z2) δ
∗
f¯ ∗
Hk+1(Y/Z2;Z2)
Hk(X/Z2;Z2)
p∗X
Hk(X;Z2)
p!X
Hk(X/Z2;Z2)
with exact rows, where g′ is defined by g = g′ ◦ pX and p!X , p!Y denote transfer maps, see
Appendix A. Now
δ∗
(
h¯∗
(
γ k
))= h¯∗(δ∗(γ k))= h¯∗(γ k+1)= 0.
Therefore there is an η ∈ Hk(Y ;Z2) with h¯∗(γ k) = p!Y (η) and
(h¯ ◦ f¯ )∗(γ k)= f¯ ∗(h¯∗(γ k))= f¯ ∗(p!Y (η))= p!X(f ∗(η))= p!X(p∗X((g′)∗(η)))= 0
follows. 
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In Section 3 we have shown that
cohom-indZ2 Hom(C2r+1,H)+ 1 cohom-indZ2 Hom(K2,H),
and the proof used properties of Hom(K2,C2r+1). We will generalize this and determine prop-
erties of Hom(G,G′) which imply that
cohom-indZ2 Hom(G
′,H)+ k  cohom-indZ2 Hom(G,H)
for a suitable k  1 and all graphs H , see Theorem 4.11. As an application we obtain an infinite
family of test graphs with chromatic number 4 in Example 4.15.
For the complex Hom(K2,C2r+1) we implicitly used the Z2-action induced by the involution
of C2r+1 as well as that induced by the involution of K2. We take another look at Fig. 1. As noted
earlier, Hom(K2,C2r+1) is a complex with 4r + 2 vertices and homeomorphic to the 1-sphere.
The vertices correspond to oriented edges of C2r+1. The action induced by the involution of K2
corresponds to a change in orientation of these edges and therefore to the antipodal action on S1.
The operation induced by the reflection of C2r+1 maps a vertex corresponding to an oriented
edge to the vertex corresponding to the reflected edge, which carries the opposite orientation.
Therefore the two vertices corresponding to the bottom edge of C2r+1, which is fixed by the
reflection, are mapped to each other, i.e. they are antipodes on the 1-sphere, marked by dark
dots in Fig. 1. Let us now consider an oriented edge of C2r+1 adjacent to the top vertex, which
is fixed by the reflection. It is mapped to the other edge adjacent to the top vertex. These two
edges are oriented in such a way that they correspond to vertices of Hom(K2,C2r+1) which are
connected by a 1-cell. The barycenter of this 1-cell is hence fixed by the action induced by the
involution of C2r+1. So is its antipode, which we obtain by starting with the same edge adjacent
to the top vertex, but with the opposite orientation. These two fixed points are the lighter dots in
Fig. 1. All in all, one sees that this action on Hom(K2,C2r+1) induced by the reflection of C2r+1
corresponds to a reflection of |Hom(K2,C2r+1)| ≈ S1.
This leads us to the following definition.
Notation 4.1. We write Z2 multiplicatively as Z2 = {1, τ }. We will always consider Sk to be
equipped with the left Z2 action given by the antipodal map
τ · (x0, . . . , xk) := (−x0, . . . ,−xk).
When additionally equipped with the right Z2-action by the reflection
(x0, . . . , xk) · τ := (−x0, x1, . . . , xk)
we will write the sphere as Skb . Since these two actions commute, we can also see them as a single
Z2 × Z2-action.
Remark 4.2. The preceding discussion shows that
∣∣Hom(K2,C2r+1)∣∣≈Z2×Z2 S1b.
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Lemma 4.3. Let X = ∅ be a free Z2-space and k  0. Then
S
k
b ×Z2 X :=
(
S
k
b ×X
)/
(s,τx)∼(sτ,x)
with τ · [(s, x)] := [(τ s, x)] is also a free Z2-space, and
cohom-indZ2 X + k  cohom-indZ2
(
Sk ×Z2 X
)
.
Remark 4.4. The existence of maps f,g :X → Y with properties as in Lemma 3.1 and a homo-
topy between them is equivalent to the existence of a Z2-map F :S1b ×Z2 X → Y by setting
F
([(
(−1,0), x)])= f (x), F ([((0,1), x)])= y,
and extending via the homotopy. This shows that the case k = 1 of Lemma 4.3 is equivalent to
Lemma 3.1. This construction is used in the inductive step of the following proof.
Proof of Lemma 4.3. Since the left and right action on Skb commute, the left action induces an
action on Skb ×Z2 X, which is free, because the left actions on Skb and X are free. Furthermore
S
0
b ×Z2 X ≈Z2 X, and it will be sufficient to show
cohom-indZ2
(
S
k−1
b ×Z2 X
)+ 1 cohom-indZ2(Skb ×Z2 X)
for k  1.
We consider the map
f :Sk−1 × [0,1] → Sk
(s, t) → (cos(tπ/2)s, sin(tπ/2)).
This map satisfies f (s · τ, t) = f (s, t) · τ , f (τ · s,0) = τ · f (s,0), f (τ · s,1) = f (s,1) for all
s ∈ Sk−1 and t ∈ [0,1]. It therefore induces a homotopy
(
S
k−1
b ×Z2 X
)× [0,1] → Skb ×Z2 X([
(s, x)
]
, t
) → [(f (s, t), x)]
from an odd to an even map and Lemma 3.1 can be applied. 
Notation 4.5. If G and G′ are graphs, then we write the Z2-action on Hom(G,G′) induced by an
involution of G as multiplication from the left with elements of Z2, and the Z2-action induced
by an involution of G′ as right multiplication. Again, these two actions commute because of the
associativity of ∗.
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f :Skb → Hom(G,G′), then
cohom-indZ2 Hom(G
′,H)+ k  cohom-indZ2 Hom(G,H)
for all graphs H with Hom(G′,H) = ∅.
Proof. The diagram
S
k
b × Hom(G′,H)
f×id
Hom(G,G′)× Hom(G′,H) ∗ Hom(G,H)
S
k
b ×Z2 Hom(G′,H)
Z2
Hom(G,G′)×Z2 Hom(G′,H)
Z2
commutes. The existence of the Z2-map making the right triangle commutative follows from the
associativity of ∗. The two Z2-maps at the bottom of the diagram show that
cohom-indZ2
(
S
k ×Z2 Hom(G′,H)
)
 cohom-indZ2 Hom(G,H),
and Lemma 4.3 concludes the proof. 
Example 4.7. As mentioned above, we have Hom(K2,C2r+1) ≈Z2×Z2 S1b , so that Theorem 1.6
is a special case of Theorem 4.6. Similarly, if we equip Kn, n > 2, with the Z2-action flipping
{0,1} and keeping the other vertices fixed, then Hom(K2,Kn) ≈Z2×Z2 Sn−2b for n 0. This can
be seen as follows. If for a non-empty subset A of V (Kn) we let bA denote the barycenter of the
corresponding face of the (n−1)-simplex, then mapping φ ∈ F Hom(K2,Kn) to 12bφ(0)+ 12bCφ(1)
we obtain a homeomorphism from Hom(K2,Kn) to the boundary of the (n − 1)-simplex. This
sends the left action on Hom(K2,Kn) to the antipodal map. The right action on Hom(K2,Kn) is
sent to the map on the simplex induced by exchanging the vertices 0 and 1. This is a reflection
by the affine subspace spanned by {b{0,1}, b2, . . . , bn−1}.
We will take up these examples again in Examples 4.13 and 4.14.
We would like to have a version of Theorem 4.6 with conditions that are easier to check.
A Z2 × Z2-map Skb → Hom(G,G′) maps the fixed point sets in Skb of subgroups of Z2 × Z2 to
the corresponding fixed point sets in Hom(G,G′). Since the left action of Z2 on Skb is free, the
fixed point set of (τ,1) in Skb is empty. The fixed point set in Hom(G,G′) of (τ, τ ) corresponds
to the equivariant multi-homomorphisms from G to G′.
Definition 4.8. For graphs Gi , i ∈ {0,1}, equipped Z2-actions given by αi ∈ Hom0(Gi,Gi) with
α2i = id, we define HomZ2(G0,G1) to be the subspace of |Hom(G0,G1)| consisting of all x
with α0 ∗ x = x ∗ α1.
The fixed-point set in Hom(G,G′) of (1, τ ) surely contains all the multi-homomorphisms
whose image is contained in the induced subgraph of G′ on all vertices which are fixed by the
involution. However, it is larger in general, which leads us to the definition of the following
graph, which is the correct substitute for the invariant subgraph in this situation.
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G with α2 = id. We define a graph GZ2 by
V
(
GZ2
) := {{u,α(u)}: u ∈ V (G)},
E
(
GZ2
) := {{{u,α(u)},{v,α(v)}}: {u,v} ∈ E(G) and {u,α(v)} ∈ E(G)}.
We also define ιG ∈ F Hom(GZ2 ,G) by ιG({u,α(u)}) := {u,α(u)}.
The graph GZ2 is determined by the following universal property.
Proposition 4.10. Let G be graph and α an involution on G. The multi-homomorphism
ιG :G
Z2 → G satisfies ιG ∗ α = ιG. If H is a graph and h :H → G is a multi-homomorphism
with h ∗ α = h, then there is a unique multi-homomorphism g :H → GZ2 with h = g ∗ ιG.
We can now state a more practical, but slightly weaker, form of Theorem 4.6.
Theorem 4.11. Let G,G′ be graphs with Z2-actions, the action on G flipping an edge, and k  1.
If
 coindZ2 Hom(G,G′
Z2) k − 1,
 HomZ2(G,G′) = ∅, and
 Hom(G,G′) is (k − 1)-connected,
then
cohom-indZ2 Hom(G
′,H)+ k  cohom-indZ2 Hom(G,H)
for all graphs H with Hom(G′,H) = ∅.
Proof. Since coindZ2 Hom(G,G′
Z2) k − 1, there is a map
h :Sk−1 →Z2 Hom
(
G,G′Z2
) Hom(G,ιG′ )−−−−−−−→ Hom(G,G′).
This map satisfies h(−s) = τh(s) and h(s)τ = h(s) for all s ∈ Sk−1. We also choose y ∈
HomZ2(G,G′) ⊂ |Hom(G,G′)|, that is τyτ = y. Since Hom(G,G′) is (k − 1)-connected, and
the only fixed point of the action s → −s on Dk is the origin, these choices can be extended to
a map g :Dk → Hom(G,G′) with g(−s) = τg(s)τ for all s ∈ Dk , g(0) = y, and g|Sk−1 = h. We
now define a map
f :Skb → Hom(G,G′)
(x0, . . . , xk) →
{
g(x1, . . . , xk), x0  0,
g(x1, . . . , xk) · τ, x0  0.
This map commutes with the left and right actions, so that Theorem 4.6 is applicable. 
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coindZ2 Hom(K2, T Z2) k − 1 and Hom(K2, T ) is (k − 1)-connected, then
cohom-indZ2 Hom(T ,H)+ k  cohom-indZ2 Hom(K2,H)
for all graphs H with Hom(T ,H) = ∅. It follows that
χ(G) cohom-indZ2 Hom(T ,G)+ k + 2
for all graphs G with Hom(T ,G) = ∅. In particular, if k = χ(T ) − 2 then T is a test graph as
defined in Section 1.
Proof. For the first inequality we set G = K2, G′ = T in Theorem 4.11. The edge of T that is
flipped by the action ensures that HomZ2(K2, T ) = ∅. Now for a graph G with Hom(T ,G) = ∅,
we set H = Kχ(G) to obtain
cohom-indZ2 Hom(T ,G)+ k  cohom-indZ2 Hom(T ,Kχ(G))+ k
 cohom-indZ2 Hom(K2,Kχ(G)) = χ(G)− 2
and hence the second inequality. 
Example 4.13 (Odd circuits). In Section 3 we have dealt with C2r+1, r  1. The result could
also have been achieved by applying Corollary 4.12 with k = 1 = χ(C2r+1) − 2. The multi-
homomorphism x0 ∈ F Hom(K2,C2r+1) used there shows that Hom(K2,CZ22r+1) = ∅. Indeed,
C
Z2
2r+1 has the single edge {{r − 1, r + 1}, {r}}.
Example 4.14 (Complete graphs). If we equip Kn, n > 2 with the Z2-action flipping {0,1}
and keeping the other vertices fixed, then we can apply Corollary 4.12 with k = n − 2, since
K
Z2
n
∼= Kn−1. That Kn is a test graph has been shown in [1]. In contrast to the case of C2r+1, it
will probably not come as a surprise that other complete graphs do not yield better bounds on
chromatic numbers than K2.
Instead of applying Corollary 4.12 with k = n− 2 to obtain
cohom-indZ2 Hom(Kn,H)+ n− 2 cohom-indZ2 Hom(K2,H)
we can also apply Theorem 4.11 with k = 1 to obtain the stronger result
cohom-indZ2 Hom(Kn,H)+ 1 cohom-indZ2 Hom(Kn−1,H).
The necessary fact that Hom(Kn−1,Kn) is path-connected follows by observing that the group
of permutations of V (Kn) is generated by transpositions of the form (i, n − 1). More generally,
Hom(Km,Kn) is homotopy equivalent to a wedge of (n−m)-spheres for nm [1].
Example 4.15 (Kneser graphs). Let KGn,l denote the Kneser graph of all n-element subsets of
{0, . . . ,2n + l − 1}. Edges are pairs of disjoint sets. It is the result of [14] that Hom(K2,KGn,l)
is (l − 1)-connected and χ(KGn,l) = l + 2.
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σ : i → 4r + 2s − 1 − i.
This induces a Z2-action on KG2r,2s which flips the edge
{{0, . . . ,2r − 1}, {2r + 2s, . . . ,4r + 2s − 1}}.
There is a homomorphism KGr,s → KGZ22r,2s given by M → {M ∪ σ [M]}. Therefore
coindZ2 Hom(K2,KG
Z2
2r,2s)  coindZ2 Hom(K2,KGr,s) = s, and we can apply Corollary 4.12
with k = s + 1.
For s = 1, this yields that KG2r,2 is a test graph with chromatic number 4. For r > 1, it is
triangle-free. So far, the only known test graph with chromatic number 4 was K4. There are also
good candidates in [20]; these are built from triangles.
5. Proof of Theorem 1.7
The proof of Theorem 1.7 will be quite short and begin with Definition 5.2, but we will also
use this section to set up part of the notation that will be used in the proof of Theorem 1.5 in the
next section.
We fix a graph G. One of our goals will be to establish a closer relationship between the
space Hom(K2,G) and the spaces Hom(C2r+1,G). It may help to point out one low-dimensional
aspect of this correspondence that can easily been shown directly: There is a Z2-map from S1 to
Hom(K2,G) if and only if one of the spaces Hom(C2r+1,G) is non-empty. A Z2-map from S1 to
Hom(K2,G) corresponds to a path in Hom(K2,G) from an oriented edge of G to the same edge
with the opposite orientation. That one of the spaces Hom(C2r+1,G) is non-empty just means
that there is an odd cycle in G. A variant of the above equivalence is already discussed in [14].
The construction of an equivariant loop in |Hom(K2,G)| from an odd cycle in G can be
elegantly described by a homeomorphism |Hom(K2,C2r+1)| ≈Z2 S1 together with the following
map η2r+1.
Definition 5.1. Let m 3. We define a monotone map
ηm : F Hom(Cm,G) →Z2 MonZ2
(
F Hom(K2,Cm),F Hom(K2,G)
)
,
ηm(φ)(ρ) := ρ ∗ φ.
This map, or rather its adjoint
F Hom(K2,Cm)×Z2 F Hom(Cm,G) →Z2 F Hom(K2,G),
together with the homeomorphism |Hom(K2,C2r+1)| ≈Z2×Z2 S1b , has been vital in the proof of
Theorem 1.6 in Section 3, as can be seen from the reformulation of the arguments from Section 3
given in Lemma 4.3 up to Example 4.7.
It is also easy to construct an odd cycle in G from an equivariant loop in Hom(K2,G). Assum-
ing that the loop is contained in the 1-skeleton of Hom(K2,G) and replacing for example parts
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edge of G and hence a 0-cell of Hom(K2,G), such a loop must have the form
(x0, x1), (x2, x1), (x2, x3), (x4, x3), . . . , (x2r , x2r−1), (x2r , x0), (x1, x0), . . . ,
and x0, . . . , x2r is then a cycle in G. This construction would not be natural enough to lead us to
topological statements, though. Instead we can also regard an equivariant loop in the one-skeleton
of Hom(K2,G) of length 2(2r +1) as an equivariant monotone map from F Hom(K2,C2r+1)) to
F Hom(K2,G) and apply the following map θ2r+1 to obtain a multihomomorphism from C6r+3
to G and hence (choosing a homomorphism below it) a cycle of length 6r + 3 in G. This is
construction is such that it will give rise to a continuous and equivariant map in the proof of
Theorem 1.7.
Definition 5.2. Let m 3. We define a monotone map
θm : MonZ2
(
F Hom(K2,Cm),F Hom(K2,G)
)→Z2 F Hom(C3m,G),
θm(f )(3k) := f
(({k}, {k − 1}))2,
θm(f )(3k + 1) := f
(({k}, {k − 1, k + 1}))1,
θm(f )(3k + 2) := f
(({k}, {k + 1}))2.
All sums on the right-hand side are to be understood modulo m. Elements of F Hom(K2,G) are
written as pairs of subsets of V (G), the subscripts select the first or second component of such a
pair.
Remark 5.3. The definition of θ will seem to be less canonical than that of η. A more conceptual
description of it that lends itself to generalizations is explored in [8, Chapter 7] and [9]. It involves
the concept of graph exponentiation and the graph K2 ×CK22r+1.
Lemma 5.4. The map θm is a well-defined Z2-map.
Proof. Since
f
(({k}, {k − 1}))⊂ f (({k}, {k − 1, k + 1})),
every element of θm(f )(3k + 1) is a neighbor of every element of θm(f )(3k), and similarly of
every element of θm(f )(3k + 2). Since
θm(f )(3k + 3) = θm(f )
(
3(k + 1))= f (({k + 1}, {k}))2 = f (({k}, {k + 1}))1,
every element of θm(f )(3k + 2) is a neighbor of every element of θm(f )(3k + 3), and this
calculation also covers the case of the vertices 3m − 1 and 0. Therefore θm(f ) is actually a
multi-homomorphism from C3m to G. To show that θm is equivariant, we calculate
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(({k}, {k − 1}))2 = f (({m− 1 − k}, {m− k}))2
= θm(f )
(
3(m− k − 1)+ 2)= θm(f )(3m− 1 − 3k)
= (τ · θm(f ))(3k),
θm(τ · f )(3k + 1) = (τ · f )
(({k}, {k − 1, k + 1}))1
= f (({m− 1 − k}, {m− k,m− k − 2}))1
= θm(f )
(
3(m− k − 1)+ 1)= θm(f )(3m− 1 − (3k + 1))
= (τ · θm(f ))(3k + 1),
θm(τ · f )(3k + 2) = (τ · f )
(({k}, {k + 1}))2
= f (({m− 1 − k}, {m− 2 − k}))2
= θm(f )
(
3(m− k − 1))= θm(f )(3m− 1 − (3k + 2))
= (τ · θm(f ))(3k + 2),
which completes the proof. 
Proposition 5.5. Let G be a graph, X a compact triangulable free Z2-space and
f :S1b ×Z2 X →Z2
∣∣Hom(K2,G)∣∣
an equivariant map. Then there exist an r  1 and an equivariant map
g :X →Z2
∣∣Hom(C2r+1,G)∣∣.
Remark 5.6. Using notation that will be introduced later, this proposition can be seen to provide
a poor man’s version of a continuous map
MapZ2
(
S
1
b,Hom(K2,G)
)→Z2 colimr Hom(C2r+1,G).
Proof of Proposition 5.5. The complexes Hom(K2,C2s+1) are triangulations of S1b . If we take
s large enough and K a Z2-invariant triangulation of X that is fine enough, then there exists a
monotone map
F Hom(K2,C2s+1)× FK ∼= F
(
Hom(K2,C2s+1)×K
)→Z2 F Hom(K2,G).
Which induces an approximation of f . To see this we proceed as for simplicial approximation.
If s and K are chosen suitably, then every open star of a vertex of Hom(K2,C2s+1) × K will
be contained in the preimage under f of an open star of a vertex of Hom(K2,G). Choosing
such vertices yields a function from the atoms of F(Hom(K2,C2s+1) × K) to the atoms of
F Hom(K2,G). This choice can be done equivariantly, and the function on atoms has a unique
minimal extension to a poset map, which will also be equivariant.
This poset map is adjoint to a monotone map
FK →Z MonZ
(
F Hom(K2,C2s+1),F Hom(K2,G)
)
.2 2
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Proof of Theorem 1.7. We want to show that
coindZ2 Hom(K2,G) 1 + limr→∞ coindZ2 Hom(C2r+1,G).
Let coindZ2 Hom(K2,G) k+ 1. Since S1b ×Z2 Sk is a free (k+ 1)-dimensional Z2-space, there
exists a map S1b ×Z2 Sk →Z2 Hom(K2,G). By the preceding proposition, there exist an r and a
map Sk →Z2 Hom(C2r+1,G). 
6. The colimits of Hom(C2r+1,G) and Hom(C2r ,G) for r → ∞
We now finish the framework that has been begun in the preceding section and will allow
us to pass to the limit of the spaces Hom(Cm,G). The main result is Theorem 6.6. Since we
have already proved some of its consequences independently, we will use topological tools more
freely in this section.
We will want to show that after passing to appropriate limits, the maps θm and ηm induce
maps which are homotopy inverse to each other. We therefore start by investigating θm ◦ ηm and
η3m ◦ θm.
Definition 6.1. We define monotone maps
im : F Hom(Cm,G) → F Hom(C3m,G),
im(φ)(3k) := φ(k − 1),
im(φ)(3k + 1) := φ(k),
im(φ)(3k + 2) := φ(k + 1)
and
jm : MonZ2
(
F Hom(K2,Cm),F Hom(K2,G)
)→ MonZ2(F Hom(K2,C3m),F Hom(K2,G)),
jm(f )
((
A, {3k + 1} ∪B)) := f (({k − 1, k + 1}, k)),
jm(f )
((
A∪ {3k + 1},B)) := f ((k, {k − 1, k + 1})),
jm(f )
(({3k}, {3k − 1})) := f (({k − 1}, {k})),
jm(f )
(({3k − 1}, {3k})) := f (({k}, {k − 1})).
Definition and Proposition 6.2. We define graph homomorphisms
ιm :C3m → Cm,
3k → k − 1,
3k + 1 → k,
3k + 2 → k + 1,
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see Fig. 2. These satisfy im = F Hom(ιm,G).
Proposition 6.3. θm ◦ ηm = im and η3m ◦ θm  jm.
Proof. The calculations
θm
(
ηm(φ)
)
(3k) = ηm(φ)
(({k}, {k − 1}))2
= (φ(k),φ(k − 1))2 = φ(k − 1)
= im(φ)(3k),
θm
(
ηm(φ)
)
(3k + 1) = ηm(φ)
(({k}, {k − 1, k + 1}))1
= (φ(k),φ(k − 1)∪ φ(k + 1))1 = φ(k)
= im(φ)(3k + 1),
θm
(
ηm(φ)
)
(3k + 2) = ηm(φ)
(({k}, {k + 1}))2
= (φ(k),φ(k + 1))2 = φ(k + 1)
= im(φ)(3k + 2)
prove θm ◦ ηm = im. Furthermore
η3m
(
θm(f )
)(({3k}, {3k − 1}))= (θm(f )(3k), θm(3(k − 1)+ 2))
= (f (({k}, {k − 1}))2, f (({k − 1}, {k}))2)
= (f (({k − 1}, {k}))1, f (({k − 1}, {k}))2)
= f (({k − 1}, {k}))= jm(f )({3k}, {3k − 1}).
Since θm(f )(3k − 1) ⊂ θm(f )(3k + 1) and θm(f )(3k + 3) ⊂ θm(f )(3k + 1), we have
η3m
(
θm(f )
)((
A, {3k + 1} ∪B))

(
θm(f )(3k)∪ θm(f )(3k + 2), θm(f )(3k + 1)
)
= (f (({k}, {k − 1}))2 ∪ f (({k}, {k + 1}))2, f (({k}, {k − 1, k + 1}))1)
 f
(({k − 1, k + 1}, {k}))= jm(f )((A, {3k + 1} ∪B)).
This shows η3m ◦ θm  jm. 
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Definition 6.4. For m 3 we define a graph homomorphism
κm :Cm+2 → Cm,
0 → m− 1,
i → i − 1, 1 i m,
m+ 1 → 0.
Using arithmetic modulo m on the right-hand side, this can simply be written as κm(i) = i − 1,
which makes it clear that this homomorphism commutes with the involutions on Cm+2 and Cm.
For a graph G, we use the induced continuous maps Hom(κm,G) to define the colimits (direct
limits)
colim
m odd
Hom(Cm,G) and colim
m even
Hom(Cm,G).
These carry induced Z2-actions.
The choice of the particular graph homomorphisms κm is not of great importance, as the
following lemma shows.
Lemma 6.5. Let G be a graph. The colimit of the diagram of all
∣∣Hom(C3n+1 ,G)∣∣ |i3n+1 |−−−−−→ ∣∣Hom(C3n+2 ,G)∣∣
is Z2-homotopy equivalent to colimm odd Hom(Cm,G), and the colimit of the diagram of all
∣∣Hom(C4·3n ,G)∣∣ |i4·3n |−−−−→ ∣∣Hom(C4·3n+1 ,G)∣∣
is Z2-homotopy equivalent to colimm even Hom(Cm,G).
Proof. The map im is induced by a graph homomorphism ιm :C3m → Cm. We first con-
sider the case of odd m. It is easy to check that there is a path in HomZ2(C3(2r+1),C2r+1)
connecting ι2r+1 and κ6r+1 · · ·κ2r+3κ2r+1. This induces a Z2-homotopy between i2r+1 and
Hom(κ6r+1,G) · · ·Hom(κ2r+1,G) and hence between the homotopy colimits of the correspond-
ing diagrams. Since these diagrams consist of simplicial inclusion maps, hence cofibrations, the
natural maps from their homotopy colimits to their colimits are also homotopy equivalences.
For even r we proceed similarly, using a path from ι6r ι2r to κ18r−2 · · ·κ2r+2κ2r . These graph
homomorphisms are used because they agree on the vertices 0, 9r − 1, 9r and 18r − 1. 
We are now ready to prove the main theorem.
Theorem 6.6. Let G be a graph. Then
colim Hom(Cm,G) Z2 MapZ2
(
S
1
b,Hom(K2,G)
)
,m odd
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colim
m even
Hom(Cm,G) Z2 Map
(
S
1
b,Hom(K2,G)
)
,
where Z2 acts on the right-hand side by the right action on S1b and the action on Hom(K2,G)
simultaneously.
Proof. We use the diagrams from Lemma 6.5. By Proposition 6.3 the diagram
|Hom(C3m,G)|
|η3m| |MonZ2(F Hom(K2,C3m),F Hom(K2,G))|
|Hom(Cm,G)|
|ηm|
|im|
|MonZ2(F Hom(K2,Cm),F Hom(K2,G))|
|θm|
|jm|
commutes up to homotopy and therefore induces a homotopy equivalence between the homotopy
colimits of the columns. Since both columns consist of simplicial inclusion maps, which are
cofibrations, the homotopy colimits are homotopy equivalent to the colimits.
The 1-dimensional cell-complex Hom(K2,C3m) can be obtained from the complex
Hom(K2,Cm) by dividing each 1-cell into three 1-cells. There is a corresponding homeomor-
phism |(F Hom(K2,C3m))| ≈−→ |(F Hom(K2,Cm))| and the map |jm| is induced by a map
homotopic to it. Thus there is a natural map from the homotopy colimit of the right column to
the space MapZ2(Hom(K2,C3),Hom(K2,G)) in the case of odd m respectively to the space
MapZ2(Hom(K2,C4),Hom(K2,G)) in the case of even m. Using the technique of the proof of
Proposition 5.5 we see that these maps are weak homotopy equivalences and hence homotopy
equivalences.
All these constructions can be carried out in such a way that the homotopy equiva-
lences are Z2-maps between free Z2-spaces and hence Z2-homotopy equivalences. Finally
Hom(K2,C3) ≈ S1b , and the quotient of Hom(K2,C4) by the free left Z2-action is homeomor-
phic to S1b as a right Z2-space. 
Remark 6.7. In particular, colimr Hom(C2r ,Kn+2) is homotopy equivalent to the free loop space
of the n-sphere, a well-studied space. In [13] the cohomology groups of Hom(Cm,Kn+2) are
determined. Together with an analysis of the maps induced in cohomology by im or κm this
yields an elementary calculation of the cohomology groups of free loop spaces of spheres.
Remark 6.8. Since Hom(K2,Cm) with the Z2-action induced by the action on K2 is homeo-
morphic to S1 with the antipodal action for odd m and homeomorphic to S0 × S1 with an action
exchanging the components for even m, we obtain
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r
∣∣Hom(C2r ,Cm)∣∣ Map(S1, ∣∣Hom(K2,Cm)∣∣)∐
Z
S
1,
colim
r
∣∣Hom(C2r+1,Cm)∣∣ MapZ2(S1,
∣∣Hom(K2,Cm)∣∣)
{∐
Z
S
1, m odd,
∅, m even.
The homotopy types of the spaces Hom(Cs,Cm) have been determined in [7].
Remark 6.9. We have seen that colimr Hom(C2r+1,Kn+2)  MapZ2(S1,Sn). There is a canon-
ical map
V2,n+1 :=
{
(x, y) ∈ Sn: 〈x, y〉 = 0}→ MapZ2(S1,Sn)
which maps (x, y) to a loop following the great circle through x and y at constant speed, starting
at x in the direction of y. Among all the spaces Hom(C2r+1,Kn+2), the space Hom(C5,Kn+2)
is special, because it is a manifold [6]. It has been conjectured by Csorba [5] and proven in [16]
that there are homeomorphisms
Hom(C5,Kn+2) ≈ V2,n+1.
It should not be difficult to check that these maps can be arranged in a diagram
Hom(C5,Kn+2)
≈
colim
r
Hom(C2r+1,Kn+2)

V2,n+1 MapZ2(S
1,Sn)
which commutes up to homotopy.
Corollary 6.10. Let G be a graph. If Hom(K2,G) is (k + 1)-connected, then the spaces
colimr Hom(C2r+1,G) and colimr Hom(C2r ,G) are k-connected.
Proof. Let X be a connected free Z2-space with non-degenerate basepoint x0. MapZ2(S
1,X)
is homeomorphic to {f ∈ Map(I,X): f (1) = τf (0)}. Evaluating at 0 makes this into the total
space of a fibration over X with fibre {f ∈ Map(I,X): f (0) = x0, f (1) = τx0}. The fibre is a
fibre of the path fibration over X and hence homotopy equivalent to the loop space ΩX. If now
πk(X) ∼= πk+1(X) ∼= 0, then from the part
0 ∼= πk+1(X) ∼= πk(ΩX) → πk
(
MapZ2
(
S
1,X
))→ πk(X) ∼= 0
of the exact homotopy sequence of the fibration it follows that the group πk(MapZ2(S
1,X)) is
trivial. The space Map(S1,X) is also the total space of a fibration with base X and fibre ΩX, so
the same conclusion holds. 
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In the proof of Lemma 3.1 we have used the cohomology transfer map corresponding to a free
Z2-action. The reader looking for a textbook reference may look at the proof of the Borsuk–Ulam
theorem presented in Bredon [4, pp. 240, 241] and Hatcher [10, p. 174], which uses homology
transfer maps. A more complete reference is [3, Chapter III].
For convenience, we shortly describe the construction of the cohomology transfer. Let X be a
free Z2-space. For simplicity we assume that X and X/Z2 are triangulated and that the projection
map p :X → X/Z2 is simplicial, so that we can work with simplicial homology. The cochain
map
p∗ :C∗(X/Z2;Z2) → C∗(X;Z2)
is injective and identifies cochains on X/Z2 with symmetric cochains on X, i.e. cochains α such
that α(τ · σ) = α(σ) for all simplices σ in X, where τ denotes the non-trivial element of the
group Z2 acting on X. The cokernel of this map can again be identified with C∗(X/Z2;Z2) via
the transfer map p! :C∗(X;Z2) → C∗(X/Z2;Z2). The transfer is defined as taking a cochain
α ∈ C∗(X;Z2) to the cochain p!(α) which maps a simplex to the sum of the values of α on both
of its preimages under p, i.e. p!(α)(p∗(σ )) = α(σ) + α(τ · σ). In other words, we have short
exact sequence of cochain complexes
0 → C∗(X/Z2;Z2) p
∗−→ C∗(X;Z2) p
!−→ C∗(X/Z2;Z2) → 0.
This construction is natural in X with respect to Z2-maps and yields a natural long exact sequence
Hk(X/Z2;Z2) p
∗−→ Hk(X;Z2) p
!−→ Hk(X/Z2;Z2) δ∗−→ Hk+1(X/Z2;Z2) p
∗−→ Hk+1(X;Z2).
A quick calculation shows that a variant of the short exact sequence yields a long exact sequence
H˜ k(X/Z2;Z2) p
∗−→ H˜ k(X;Z2) p
!−→ Hk(X/Z2;Z2) δ∗−→ H˜ k+1(X/Z2;Z2) p
∗−→ H˜ k+1(X;Z2).
For example, for X = Sn, n ∈ N ∪ {∞}, and 0  k < n − 1 we obtain that the connecting ho-
momorphism δ∗ :Hk(RPn;Z2) → Hk+1(RPn;Z2) is an isomorphism, since H˜ k(Sn;Z2) ∼= 0 ∼=
H˜ k+1(Sn;Z2). This is used in the proof of Lemma 3.1. Also, from this and naturality it is eas-
ily derived inductively that for a Z2-map f :Sn → Sm the induced map f¯ ∗ :H ∗(RPm;Z2) →
H ∗(RPn;Z2) is surjective, because it is surjective in dimension 0. This is the cohomology ver-
sion of the above-mentioned proof of the Borsuk–Ulam theorem. It also follows that the degree
of an odd map between spheres of the same dimension is odd, because the Z2-degree of f equals
that of f¯ , as one can see using the isomorphism p! :Hn(Sn;Z2) ∼=−→ Hn(RPn;Z2).
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