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Abstract
In this paper we study new algorithmic structures with Douglas-
Rachford (DR) operators to solve convex feasibility problems. We
propose to embed the basic two-set-DR algorithmic operator into the
String-Averaging Projections (SAP) and into the Block-Iterative Pro-
jection (BIP) algorithmic structures, thereby creating new DR algo-
rithmic schemes that include the recently proposed cyclic Douglas-
Rachford algorithm and the averaged DR algorithm as special cases.
We further propose and investigate a new multiple-set-DR algorithmic
operator. Convergence of all these algorithmic schemes is studied by
using properties of strongly quasi-nonexpansive operators and firmly
nonexpansive operators.
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1 Introduction
Contribution of this paper. We study new algorithmic structures for the
Douglas-Rachford (DR) algorithm1. Our starting points for the developments
presented here are the two-set-DR original algorithm and the recent cyclic-
DR algorithm of [14], designed to solve convex feasibility problems. They
use the same basic algorithmic operator which reflects the current iterate
consecutively into two sets and takes the midpoint between the current iterate
and the end-point of the two consecutive reflections as the next iterate.
The convex feasibility problem (CFP) is to find an element x ∈ C where
Ci, i ∈ I := {1, 2, . . . , m}, form a finite family of closed convex sets in a
Hilbert space H, C :=
⋂
i∈I Ci and C 6= Ø. There are many algorithms in
the literature for solving CFPs, see, e.g., [6]. In particular, two algorithmic
structures that encompass many specific feasibility-seeking algorithms are
the String-Averaging Projections (SAP) method [21] and the Block-Iterative
Projection (BIP) method [1].
In this paper we do two things: (i) create new algorithmic structures with
the 2-set-DR algorithmic operator, and (ii) define and study an “m-set-DR
operator”.
First we employ the two-set-DR algorithmic operator and embed it in
the SAP and BIP algorithmic structures. In doing so one obtains two new
families of DR algorithms, of which the two-set-DR original algorithm and
the recent cyclic-DR algorithm and the averaged DR algorithm are special
cases. Convergence analyses of these new DR algorithms are provided.
In our String-Averaging Douglas-Rachford (SA-DR) scheme, we separate
the index set I of the CFP into subsets, called “strings”, and proceed along
each string by applying the basic two-set-DR operator (this can be done in
parallel for all strings) sequentially along the string. Then a convex combi-
nation of the strings’ end-points is taken as the next iterate.
In our Block-Iterative Douglas-Rachford (BI-DR) scheme, the index set
I of the CFP is again separated into subsets, now called “blocks”, dividing
the family of convex closed sets into blocks of sets. The basic two-set-DR
operator is applied in a specific way to each block and the algorithmic scheme
proceeds sequentially over the blocks.
1We use the terms “algorithm” and “algorithmic structures” for the iterative processes
studied here although no termination criteria are present and only the asymptotic behavior
of these processes is studied.
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Finally, we propose and investigate a generalization of the 2-set-DR algo-
rithmic operator itself. Instead of reflecting the current iterate consecutively
into two sets and taking the midpoint between the current iterate and the
end-point of the two consecutive reflections as the next iterate, we propose
to allow the algorithmic operator to perform a finite number, say r (greater
or equal 2), of consecutive reflections into r sets and only then take the
midpoint between the current iterate and the end-point of the r consecutive
reflections as the next iterate. We show how this “m-set-DR operator” works
algorithmically.
We study the convergence of all algorithmic schemes, under the assump-
tion that C or its interior are nonempty by using properties of strongly quasi-
nonexpansive operators and firmly nonexpansive operators. In particular, a
corner stone of our results is the recognition that the 2-set-DR operator is
not only firmly nonexpansive, thus nonexpansive, as stated in [14, Fact 2.2],
but also strongly quasi-nonexpansive.
The framework. Since a reflection is a nonexpansive operator and
the class of nonexpansive operators is closed under composition, the 2-set-
DR operator is an averaged operator. Averaged operators form a very nice
class since they are closed under compositions and convex combinations.
Therefore, since all operators discussed in the paper are averaged one can
get alternative proofs of our results from [26] or [7, Sections 5.2 and 5.3]. We
chose, however, to work within the framework of various “quasi” operators
recognizing the generality of this framework.
Current literature. Current literature witnesses a strong interest in
DR algorithms in the framework of splitting methods for optimization, see,
e.g., [27]. We are interested in the DR algorithm for the feasibility problem
and in this direction there are several relevant publications that include also
applications in various fields. An analysis of the behavior of the cyclic Dou-
glas–Rachford algorithm when the target intersection set is possibly empty
was undertaken in [16], consult this paper also for many additional relevant
references. The work in [15] applies the DR algorithm to the problem of pro-
tein conformation. Recent positive experiences applying convex feasibility
algorithms of Douglas-Rachford type to highly combinatorial and far from
convex problems appear in [3]. Systematic investigation of the asymptotic
behavior of averaged alternating reflections (AAR) which are also known as
the 2-set-DR operators, in the general case when the sets do not necessarily
intersect can be found in [8], and [9] presents a new averaged alternating
reflections method which produces a strongly convergent sequence. General
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recommendations for successful application of the DR algorithm to convex
and nonconvex real matrix-completion problems are presented in [2].
For the convergence of the DR algorithm under various constraints, see,
e.g., [30] which proves that any sequence generate by the DR algorithm con-
verges weakly to a solution of an inclusion problem. In [11] the authors prove
the two-set-DR algorithm’s local convergence to a fixed point when the two
sets are finite unions of convex sets, while [13] provides convergence results
for a prototypical nonconvex two-sets scenario in which one of the sets is a
Euclidean sphere. The results in [4] establish a region of convergence for the
prototypical non-convex Douglas-Rachford iteration which finds a point in
the intersection of a line and a circle. The work in [12] introduces regularity
notions for averaged nonexpansive operators, and obtains linear and strong
convergence results for quasi-cyclic, cyclic, and random iterations. New con-
vergence results on the Borwein–Tam method (BTM) which is also known as
the cyclic DR algorithm, and on the cyclically anchored Douglas–Rachford
algorithm (CADRA) are also presented.
Relevant to our analyses are properties of operators under compositions
and convex combinations. In, e.g., [5] one learns that the composition of pro-
jections onto closed convex sets in Hilbert space is asymptotically regular,
and [10] proves that compositions and convex combinations of asymptoti-
cally regular firmly nonexpansive mappings are also asymptotically regular.
In [26] a unified fixed point theoretic framework is proposed to investigate
the asymptotic behavior of algorithms for finding solutions to monotone in-
clusion problems. The basic iterative scheme under consideration involves
non-stationary compositions of perturbed averaged nonexpansive operators.
For details on BIP, SAP and other projection methods, see, e.g., [17]
which studies the behavior of a class of BIP algorithms for solving convex fea-
sibility problems. In [18] the simultaneous MART algorithm (SMART) and
the expectation maximization method for likelihood maximization (EMML)
are extended to block-iterative versions, called BI-SMART and BI-EMML,
respectively, that converge to a solution in the feasible case. The work in [20]
formulates a block-iterative algorithmic scheme for the solution of systems of
linear inequalities and/or equations and analyze its convergence. The excel-
lent review [6] discusses projection algorithms for solving convex feasibility
problems. More recently, [23] discusses the convergence of string-averaging
projection schemes for inconsistent convex feasibility problems, [22] proposes
a definition of sparseness of a family of operators and investigates a string-
averaging algorithmic scheme that favorably handles the common fixed points
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problem when the family of operators is sparse.
Potential computational advantages. We have no computational
experience with the new DR algorithms proposed and studied here. Com-
parative computational performance can really be made only with exhaus-
tive testing of the many possible specific variants of the new DR algorithms
permitted by the general schemes and their various user-chosen parameters.
The computational advantages of string-averaging and block-iterative algo-
rithmic structures have been shown in the past for algorithms that use or-
thogonal projections2 rather than DR operators. For example, the work on
proton computed tomography (pCT) in [29] employs very efficiently a parallel
code that uses a version of the string-averaging algorithm called component-
averaged row projections (CARP), see [28], and a version of a block-iterative
algorithm called diagonally-relaxed orthogonal projections (DROP), see [25].
It is plausible to hypothesize that since the string-averaging algorithmic
structure and the cyclic DR algorithm of [14] have been demonstrated to be
computationally useful separately then so might very well be their combina-
tion in the String-Averaging Douglas-Rachford (SA-DR). Admittedly, these
practical questions should be resolved in future work, preferably within the
context of a significant real-world application.
Structure of the paper. The paper is organized as follows: In Sec-
tion 2, we give definitions and preliminaries. In Section 3, we introduce
the new String-Averaging Douglas-Rachford (SA-DR) scheme and the new
Block-Iterative Douglas-Rachford (BI-DR) scheme. For both the SA-DR and
the BI-DR algorithms we prove strong convergence to a point in the inter-
section of the sets under the assumption that int
⋂
i∈I Ci 6= Ø. In Section 4
we study our new “m-set-DR operator” and show how it works.
2 Preliminaries
For the reader’s convenience we include in this section some properties of
operators in Hilbert space that will be used to prove our results. We use
the recent excellent book of Cegielski [19] as our desk-copy in which all the
results of this section can be found [19, Chapter 2]. Let H be a real Hilbert
2The term “orthogonal projection” is used here not only for the case when the sets are
subspaces but in general. It means here “nearest point projection” operator or “metric
projection” operator.
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space with inner product 〈·, ·〉 and induced norm ‖ · ‖, and let X ⊆ H be a
closed convex subset.
Definition 1. An operator T : X →H is:
i. Fejér monotone (FM) with respect to a nonempty subset C ⊆ X, if
‖T (x)− z‖ ≤ ‖x− z‖ for all x ∈ X and z ∈ C.
ii. Strictly Fej ér monotone (sFM) with respect to a nonempty subset C ⊆
X, if ‖T (x)− z‖ < ‖x− z‖ for all x /∈ C and z ∈ C.
iii. Nonexpansive (NE), if ‖T (x)− T (y)‖ ≤ ‖x− y‖ for all x, y ∈ X.
iv. Firmly nonexpansive (FNE), if 〈T (x)− T (y), x− y〉 ≥ ‖T (x)− T (y)‖2
for all x, y ∈ X.
v. Strongly nonexpansive (SNE), if T is nonexpansive and for all sequences{
xk
}
∞
k=0
,
{
yk
}
∞
k=0
⊆ X such that
(
xk − yk
)
is bounded and ‖xk − yk ‖
− ‖ T (xk)−T (yk) ‖→ 0 it follows that
(
xk − yk
)
−
(
T (xk)− T (yk)
)
→
0.
The following proposition is well-known, see, e.g., [19, Theorem 2.2.4] and
[19, Corollary 2.2.20].
Proposition 2. Every firmly nonexpansive operator is nonexpansive, and
any convex combination of firmly nonexpansive operators is firmly nonex-
pansive.
Definition 3. An operator T : X →H having a fixed point is:
i. Quasi-nonexpansive (QNE), if T is Fejér monotone with respect to the
fixed points set FixT , i.e., if ‖T (x) − z‖ ≤ ‖x − z‖ for all x ∈ X and
z ∈FixT .
ii. Strictly quasi-nonexpansive (sQNE), if T is strictly Fejér monotone with
respect to FixT , i.e., if ‖T (x) − z‖ < ‖x − z‖ for all x /∈FixT and
z ∈FixT .
iii. C-strictly quasi-nonexpansive (C-sQNE), where C 6= Ø and C ⊆FixT ,
if T is quasi-nonexpansive and ‖T (x) − z‖ < ‖x − z‖ for all x /∈FixT
and z ∈ C.
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iv. α-strongly quasi-nonexpansive (α-SQNE), if ‖T (x)− z‖2 ≤ ‖x− z‖2 −
α‖T (x)− x‖2 for all x ∈ X and z ∈FixT , where α ≥ 0. If α > 0 then
T is called strongly quasi-nonexpansive (SQNE).
The following implications follow directly from the definitions, see [19,
page 47] and [19, Remark 2.1.44(iii)].
Proposition 4. For an operator T : X → H having a fixed point, the
following statements hold:
i. If T is sQNE then T is C-sQNE, where C ⊆FixT .
ii. If T is FixT -sQNE then T is sQNE.
iii. If T is strongly quasi-nonexpansive then it is strictly quasi-nonexpansive.
From [19, Theorem 2.3.5], see also [19, Fig. 2.14], any composition of SNE
operators is SNE, and any convex combination of SNE operators is SNE.
Theorem 5. [19, Corollary 2.1.42] Let Ui : X → H, i ∈ I, be quasi-
nonexpansive with C :=
⋂
i∈I FixUi 6= Ø and let: U := UmUm−1 · · ·U1. If
intC 6= Ø, then FixU =
⋂
i∈I FixUi and U is intC-strictly quasi-nonexpansive.
Denoting by △m:= {u ∈ R
m | u ≥ 0,
∑m
i=1 ui = 1} the standard
simplex, and by ri △m its relative interior, a function w : X →△m, with
w(x) = (w1(x), w2(x), . . . , wm(x)) is called a weight function. According to
[19, Definition 2.1.25 and text on Page 50] a weight function w : X → ri △m is
appropriate with respect to any family of operators {Ui}i∈I if: (i) w ∈ ri △m
is a vector of constant weights, or if (ii) wi(x) > 0 for all x /∈ FixUi and
all i ∈ I. Throughout the paper, we use only the first option of constant
weights.
We have also the following.
Theorem 6. [19, Theorem 2.1.26] Let the operators Ui : X → X , i ∈ I,
with
⋂
i∈IFixUi 6= Ø, be C-strictly quasi-nonexpansive, where C ⊆
⋂
i∈IFixUi,
C 6= Ø. If U has one of the following forms:
i. U :=
∑
i∈I wiUi and the weight function w : X →△m is appropriate,
ii. U := UmUm−1 . . . U1,
then
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FixU =
⋂
i∈I
FixUi, (2.1)
and U is C-strictly quasi-nonexpansive.
Theorem 7. [19, Theorem 2.1.14] Let Ui : X → H, i ∈ I := {1, 2, . . . , m} ,
be nonexpansive operators with a common fixed point and let U :=
∑
i∈I wiUi
with the weight function w(x) = (w1(x), w2(x), . . . , wm(x)) ∈ ri △m. Then
FixU =
⋂
i∈I
FixUi. (2.2)
Definition 8. An operator U : X → X is asymptotically regular if for all
x ∈ X,
lim
k→∞
‖Uk+1(x)− Uk(x)‖ = 0. (2.3)
By combining the results of [19, Theorem 3.4.3], [19, Corollary 3.4.6] for
λ = 1, and [19, Theorem 3.4.9], see also [19, Fig. 3.2], we can state the
following.
Theorem 9. Let U : X → X be an operator with a fixed point. If U is
strongly quasi-nonexpansive or strongly nonexpansive, then U is asymptoti-
cally regular.
Definition 10. An operator T : X → H is demi-closed at 0 if for any
sequence xk ⇀ y ∈ X with T (xk) → 0 we have T (y) = 0.
If we replace the weak convergence xk ⇀ y by the strong one in Definition
10, then we obtain the definition of the closedness of T at 0. If H is finite-
dimensional, then the notions of a demi-closed operator and a closed operator
coincide, see, e.g., [19, Page 107].
Denoting by Id the identity operator we have the following theorem.
Theorem 11. [19, Theorem 3.5.2] Let X ⊆ H be nonempty closed convex
subset of a finite-dimensional Hilbert space H and let U : X → X be an
operator with a fixed point and such that U − Id is closed at 0. If U is
quasi-nonexpansive and asymptotically regular, then, for arbitrary x ∈ X,
the sequence
{
Uk(x)
}
∞
k=0
converges to a point z ∈ FixU .
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Finally, here is the well-known theorem due to Opial.
Theorem 12. [19, Theorem 3.5.1] Let X ⊆ H be a nonempty closed convex
subset of a Hilbert space H and let U : X → X be a nonexpansive and
asymptotically regular operator with a fixed point. Then, for any x ∈ X, the
sequence
{
Uk(x)
}
∞
k=0
converges weakly to a point z ∈ FixU .
3 String-Averaging and Block-Iterative Douglas-
Rachford
In this section we describe our new String-Averaging Douglas-Rachford (SA-
DR) algorithmic scheme and our new Block-Iterative Douglas-Rachford (BI-
DR) algorithmic scheme and prove their convergence. Let C1, C2, . . . , Cm, be
nonempty closed convex subsets of H, defining a convex feasibility problem
(CFP) of finding an element in their intersection. We call I := {1, 2, . . . , m}
the index set of the convex feasibility problem.
3.1 The algorithms
Definition 13. Let T : X → H and λ ∈ [0, 2]. The operator Tλ : X → H
defined by Tλ := (1−λ)Id+λT is called a λ-relaxation or, in short, relaxation
of the operator T . If λ = 2, then Tλ is called the reflection of T .
Note that if λ = 1 then Tλ = T1 = T . The 2-set-Douglas-Rachford operator
is defined as follows, see, e.g., [14, Equation (2)].
Definition 14. Let A,B ⊆ H be closed convex subsets and let PA and PB
be the orthogonal projections onto A and B, respectively. The operators
RA := 2PA − Id and RB := 2PB − Id are the reflection operators into A and
B, respectively. The operator TB,A : H → H, defined by,
TB,A :=
1
2
(Id+RARB) (3.1)
is the “2-set-Douglas-Rachford” (2-set-DR) operator .
This operator was termed earlier “averaged alternating reflection” (AAR),
see [19, Subsection 4.3.5] for details and references. For t = 1, 2, . . . ,M , let
the “string” It be an ordered finite nonempty subset of I of the CFP, of the
form
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It = (i
t
1, i
t
2, . . . , i
t
γ(t)), (3.2)
where the “length” of the string It, denoted by γ(t), is the number of elements
in It. Denoting TCi,Cj by Ti,j, the String-Averaging Douglas-Rachford-(SA-
DR) algorithmic scheme is as follows.
Algorithm 1. The String-Averaging Douglas-Rachford Scheme.
Initialization: x0 ∈ H is arbitrary.
Iterative Step: Given the current iterate xk,
(i) Calculate, for all t = 1, 2, . . . ,M ,
Tt(x
k) := Tit
γ(t)
,it1
Tit
γ(t)−1
,it
γ(t)
. . . Tit2,it3Tit1,it2(x
k), (3.3)
(ii) Calculate the convex combination of the strings’ end-points by
xk+1 =
M∑
t=1
wtTt(x
k), (3.4)
with wt > 0, for all t = 1, 2, . . . ,M , and
∑M
t=1wt = 1.
Note that the work on the strings in part (i) of the Iterative Step in the
SA-DR scheme of Algorithm 1 can be performed in parallel on all strings.
In order to present the Block-Iterative Douglas-Rachford scheme, we again
look at nonempty subsets
It = (i
t
1, i
t
2, . . . , i
t
γ(t)), (3.5)
of the index set I of the CFP, which are now called “blocks”.
Algorithm 2. The Block-Iterative Douglas-Rachford Scheme.
Initialization: x0 ∈ H is arbitrary.
Iterative Step: Given the current iterate xk, pick a block index t = t(k)
according to a cyclic rule t(k) = kmodM + 1.
(i) Calculate intermediate points obtained by applying the 2-set-Douglas-
Rachford operator to pairs of sets in the t-th block as follows. For all ℓ =
1, 2, . . . , γ(t)− 1 define
zℓ = Tit
ℓ
,it
ℓ+1
(xk), (3.6)
and for ℓ = γ(t) let
zγ(t) = Tit
γ(t)
,it1
(xk). (3.7)
(ii) Calculate the convex combination of the intermediate points
xk+1 =
γ(t)∑
ℓ=1
wtℓzℓ, (3.8)
with wtℓ > 0, for all ℓ = 1, 2, . . . , γ(t), and
∑γ(t)
ℓ=1 w
t
ℓ = 1.
Note that the work on the pairs of sets in a block in part (i) of the Iterative
Step in the BI-DR scheme of Algorithm 2 can be performed in parallel on all
pairs.
3.2 Convergence proofs
The following lemma characterizes the fixed points of the 2-set Douglas-
Rachford operator.
Lemma 15. [8, Corollary 3.9] Let A,B ⊆ H be closed and convex with
nonempty intersection. Then
PAFixTA,B = A ∩ B. (3.9)
If the right-hand side of (3.9) has nonempty interior additional informa-
tion is available from [19, Corollary 4.3.17(ii)].
Lemma 16. [19, Corollary 4.3.17(ii)] Let A,B ⊆ H be closed and convex
sets and let TA,B be their 2-set-DR operator. If int (A∩B) 6= Ø then A∩B =
FixTA,B.
A corner stone of our subsequent results is the recognition that the 2-set-
DR operator is not only firmly nonexpansive, as stated in [14, Fact 2.2], but
also strongly quasi-nonexpansive.
Lemma 17. Every 2-set-DR operator TA,B is:
i. Strongly quasi-nonexpansive (SQNE),
ii. Strongly nonexpansive (SNE).
Proof. (i) Follows from [19, Corollary 2.2.9].
(ii) By [19, Theorem 2.3.4] with λ = 1 and T = T1 we obtain that T is
SNE.
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Our convergence theorems for the above two algorithmic schemes can now
be stated and proved.
Theorem 18. (SA-DR). Let C1, C2, . . . , Cm ⊆ H be closed and convex sets
that define a convex feasibility problem (CFP). If
int
⋂
i∈I
Ci 6= Ø (3.10)
then for any x0 ∈ H, any sequence
{
xk
}
∞
k=0
, generated by the SA-DR Algo-
rithm 1, with strings such that I = I1 ∪ I2 ∪ . . . ∪ IM , converges strongly to
a point x∗ ∈
⋂
i∈I Ci.
Proof. From Lemma 17 we have that the 2-set-DR operators Tit
ℓ
,it
ℓ+1
for all
ℓ = 1, 2, . . . , γ(t)− 1 and Tit
γ(t)
,it1
are strongly quasi-nonexpansive. Denoting
the intersection of all fixed points sets of all 2-set-DR operators within the
t-th string by
Γt :=

γ(t)−1⋂
ℓ=1
FixTit
ℓ
,it
ℓ+1

⋂FixTit
γ(t)
,it1
, (3.11)
we first show that intΓt is nonempty. Each point in the nonempty intersection⋂
i∈I Ci is a fixed point for any 2-set-DR operator with respect to any pair of
sets from the family of sets in the CFP, meaning that
⋂
i∈I Ci 6= Ø is included
in the fixed points set of any of the operators that appear in the right-hand
side of (3.11). So we have
Γt ⊇
γ(t)⋂
i=1
Ci 6= Ø, (3.12)
and, by (3.10),
int Γt 6= Ø. (3.13)
Identifying the 2-set-DR operators in a string with the individual opera-
tors in Theorem 5, and since any SQNE operator is also QNE, the conditions
of Theorem 5 are met and we conclude that any string operator Tt in (3.3)
is intΓt-strictly quasi-nonexpansive, and
FixTt = Γt, (3.14)
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for all t = 1, 2, . . . ,M . Looking at the intersection of the fixed point sets of
all string operators
Γ :=
M⋂
t=1
FixTt, (3.15)
we conclude again, re-applying the previous considerations, that
Γ ⊇
⋂
i∈I
Ci 6= Ø, (3.16)
and that for any subset Θ of int Γ, the operators Tt are Θ-strictly quasi-
nonexpansive, since they are intΓt-strictly quasi-nonexpansive. So, by The-
orem 6(i),
Fix
(
M∑
t=1
wtTt
)
= Γ, (3.17)
and
∑M
t=1 wtTt is intΓ-strictly quasi-nonexpansive, which in turn implies that
it is a quasi-nonexpansive operator. By Lemma 17(ii) the 2-set-DR opera-
tors Tit
ℓ
,it
ℓ+1
for all ℓ = 1, 2, . . . , γ(t)−1 and Tit
γ(t)
,it1
are strongly nonexpansive,
therefore, their composition and the convex combination of their compo-
sitions
∑M
t=1wtTt are strongly nonexpansive, thus, nonexpansive, see Defi-
nition 1(v). Using the demi-closedness principle embodied in [19, Lemma
3.2.5] and [19, Definition 3.2.6] for the operator
∑M
t=1 wtTt, the operator
(
∑M
t=1 wtTt − Id) is demi-closed at 0. By Theorem 9,
∑M
t=1wtTt is asymp-
totically regular. Finally, by Theorem 11,
{
xk
}
∞
k=0
, generated by the SA-DR
Algorithm 1, converges weakly to a point
x∗ ∈ Fix
(
M∑
t=1
wtTt
)
=
M⋂
t=1
FixTt =
M⋂
t=1
Γt = Γ. (3.18)
Using the assumption of (3.10) that int
⋂
i∈I Ci 6= Ø we apply [19, Corollary
4.3.17(ii)] to all pairs of sets in each string Γt and obtain
Γ =
⋂
i∈I
Ci. (3.19)
Therefore, x∗ ∈
⋂
i∈I Ci.
Since
∑M
t=1 wtTt is a quasi-nonexpansive operator, it is Fejér monotone.
Therefore,
{
xk
}
∞
k=0
, generated by the SA-DR Algorithm 1 is Fejér mono-
tone sequence. By [7, Proposition 5.10], the convergence of
{
xk
}
∞
k=0
to x∗ is
strong.
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Note that the operator Tt is nonexpansive, but without the assumption
int
⋂
i∈I Ci 6= Ø it need not be Θ-strictly quasi-nonexpansive which would
have prevented us from getting (3.17) from Theorem 6(i), which is a corner
stone in the proof of Theorem 17.
For the Block-Iterative Douglas-Rachford algorithm we prove the follow-
ing convergence result.
Theorem 19. (BI-DR). Let C1, C2, . . . , Cm ⊆ H be closed and convex sets
with a nonempty intersection. For any x0 ∈ H, the sequence
{
yk
}
∞
k=0
of
iterates of the BI-DR Algorithm 2 with I = I1 ∪ I2 ∪ . . . ∪ IM , after full
sweeps through all blocks, converges
(i) weakly to a point y∗ such that PC
it
ℓ
(y∗) ∈
⋂γ(t)
ℓ=1 Citℓ for ℓ = 1, 2, . . . , γ(t)
and t = 1, 2, . . . ,M, and
(ii) strongly to a point y∗ such that y∗ ∈
⋂m
i=1Ci if the additional assumption
int
⋂
i∈I Ci 6= Ø holds.
Proof. (i) Define Qt :=
∑γ(t)−1
ℓ=1 w
t
ℓTitℓ,itℓ+1 +w
t
γ(t)Titγ(t),i
t
1
and let us look at the
sequence
yk+1 = QMQM−1 · · ·Q2Q1
(
yk
)
:=
(
M∏
t=1
Qt
)(
yk
)
, (3.20)
wherein the order of multiplication of operators is as indicated. By [19,
Corollary 4.3.17(iv)], the operators on the right-hand sides of (3.6) and (3.7)
are firmly nonexpansive, for all ℓ = 1, 2, . . . , γ(t), so, by Proposition 2, they
are nonexpansive. Each point in the nonempty intersection
⋂
i∈I Ci, is a
fixed point for each 2-set-DR operator, thus, the operators on the right-hand
sides of (3.6) and (3.7) have a common fixed point. Then by Theorem 7, for
wtℓ > 0, for all ℓ = 1, 2, . . . , γ(t), and
∑γ(t)
ℓ=1 w
t
ℓ = 1,
FixQt =

γ(t)−1⋂
ℓ=1
FixTit
ℓ
,it
ℓ+1

⋂FixTit
γ(t)
,it1
⊇
m⋂
i=1
Ci 6= Ø. (3.21)
By Proposition 2 the operator Qt is firmly nonexpansive, thus, nonexpansive.
Furthermore, by (3.21) it has a fixed point and, so, by Theorem 9 it is
asymptotically regular. By (3.21)
M⋂
t=1
(FixQt) ⊇
m⋂
i=1
Ci 6= Ø, (3.22)
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so, by [14, Lemma 2.3]
Fix
(
M∏
t=1
Qt
)
=
M⋂
t=1
(FixQt) . (3.23)
By [10, Theorem 4.6] the operator
∏M
t=1Qt is asymptotically regular. Since
the composition of firmly nonexpansive operators is always nonexpansive,
by Theorem 12,
{
yk
}
∞
k=0
, generated by (3.20) and the BI-DR Algorithm 2,
converges weakly to a point y∗ such that:
y∗ ∈ Fix
(
M∏
t=1
Qt
)
. (3.24)
By (3.24), (3.23) and (3.21) we have:
y∗ ∈
M⋂
t=1



γ(t)−1⋂
ℓ=1
FixTit
ℓ
,it
ℓ+1

⋂FixTit
γ(t)
,it1

 . (3.25)
By Lemma 15, PC
it
ℓ
FixTit
ℓ
,it
ℓ+1
= Cit
ℓ
⋂
Cit
ℓ+1
for ℓ = 1, 2, . . . , γ(t) − 1, and
PC
it
γ(t)
FixTit
γ(t)
,it1
= Cit
γ(t)
⋂
Cit1. So, PCit
ℓ
(y∗) ∈ Cit
ℓ+1
for ℓ = 1, 2, . . . , γ(t) −
1, and PC
it
γ(t)
(y∗) ∈ Cit1. By the characterization of projections, e.g., [19,
Theorem 1.2.4] we prove the following:
0 ≥ 2
γ(t)−1∑
ℓ=1
〈
y∗ − PC
it
ℓ+1
(y∗), PC
it
ℓ
(y∗)− PC
it
ℓ+1
(y∗)
〉
+ 2
〈
y∗ − PC
it
1
(y∗), PC
it
γ(t)
(y∗)− PC
it
1
(y∗)
〉
=
γ(t)−1∑
ℓ=1
∥∥∥y∗ − PC
it
ℓ+1
(y∗)
∥∥∥2 + ∥∥∥y∗ − PC
it
1
(y∗)
∥∥∥2 − γ(t)−1∑
ℓ=1
∥∥∥y∗ − PC
it
ℓ
(y∗)
∥∥∥2
−
∥∥∥∥y∗ − PCit
γ(t)
(y∗)
∥∥∥∥
2
+
γ(t)−1∑
ℓ=1
∥∥∥PC
it
ℓ+1
(y∗)− PC
it
ℓ
(y∗)
∥∥∥2+
∥∥∥∥PCit1 (y∗)− PCitγ(t) (y∗)
∥∥∥∥
2
=
γ(t)−1∑
ℓ=1
∥∥∥PC
it
ℓ+1
(y∗)− PC
it
ℓ
(y∗)
∥∥∥2 +
∥∥∥∥PCit
1
(y∗)− PC
it
γ(t)
(y∗)
∥∥∥∥
2
. (3.26)
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Since the right-hand side of (3.26) is nonnegative it must be equal to zero.
So, we have PC
it
ℓ+1
(y∗) = PC
it
ℓ
(y∗) for ℓ = 1, 2, . . . , γ(t) − 1, and PC
it
1
(y∗) =
PC
it
γ(t)
(y∗). Therefore, PC
it
ℓ
(y∗) ∈
⋂γ(t)
ℓ=1 Citℓ for t = 1, 2, . . . ,M.
(ii) Continuing from (3.25), using the additional assumption int
⋂
i∈I Ci 6= Ø
and making repeated use of Lemma 16 yields,
y∗ ∈
M⋂
t=1

γ(t)⋂
ℓ=1
Cit
ℓ

 = m⋂
i=1
Ci. (3.27)
On the other hand,
⋂m
i=1Ci=Fix
(∏M
t=1Qt
)
by applying the right-hand side
expression of (3.25) and Lemma 16. Since
∏M
t=1Qt is a nonexpansive operator
with a fixed point, it is quasi-nonexpansive [19, Lemma 2.1.20], and, there-
fore, it is Fejér monotone with respect to Fix
(∏M
t=1Qt
)
,i.e., with respect
to
⋂m
i=1Ci . Thus,
{
yk
}
∞
k=0
, generated by Algorithm 2 is a Fejér monotone
sequence with respect to
⋂m
i=1Ci. By [7, Proposition 5.10], the convergence
of
{
yk
}
∞
k=0
to y∗ is strong.
3.3 Special cases
For the String-Averaging Douglas-Rachford algorithm: (i) if all the sets are
included in one string then we obtain the Cyclic Douglas-Rachford (CDR)
algorithm of [14, Section 3], (ii) if there are exactly two sets in each string
then we get an algorithm that can legitimately be called the Simultaneous
Douglas-Rachford (SDR) algorithm. This SDR algorithm includes as a spe-
cial case, when the weights are all equal, the Averaged Douglas-Rachford
algorithm of [14, Theorem 3.3]
For the Block-Iterative Douglas-Rachford algorithm: (i) if all the sets are
included in one block then we get the same Simultaneous Douglas-Rachford
(SDR) algorithm as above, including again the Averaged Douglas-Rachford
algorithm of [14, Theorem 3.3] as a special case. (ii) if there are exactly two
sets in each block, so that each two consecutive blocks have a common set,
then we get again the Cyclic Douglas-Rachford (CDR) algorithm.
Another case worth mentioning occurs if the initial point is included in
the first set of each string or each block. Then all the reflections become or-
thogonal projections and our algorithms coincide with the Strings-Averaging
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Projection (SAP) method [21] and with the Block-Iterative Projection (BIP)
method [1], respectively. See also [14, Corollary 3.1].
4 A generalized m-set-Douglas-Rachford oper-
ator and algorithm
In this section we propose a generalization of the 2-set-DR original operator
of Definition 14 that is applicable to m sets and formulate an algorithmic
structure to employ it. Instead of reflecting consecutively into two sets and
taking the midpoint between the original point and the end-point of the two
consecutive reflections as the outcome of the 2-set-DR operator, we propose
to allow a finite number, say r (greater or equal 2), of consecutive reflections
into r sets and then taking the midpoint between the original point and the
end-point of the r consecutive reflections as the outcome of the newly defined
operator. We name this as the “generalized r-set-DR operator”, and show
how it works algorithmically. Before presenting those we need the following
preliminary results.
Proposition 20. [7, Corollary 4.10] Let C be a nonempty closed convex sub-
set of H. Then Id−PC is firmly nonexpansive and 2PC− Id is nonexpansive.
By [19, Lemma 2.1.12] and [19, Fig. 2.14] any composition of nonexpan-
sive (NE) operators is NE and any convex combination of NE operators is
NE.
Theorem 21. [19, Theorem 2.2.10(i)-(iii)] Let T : X → H. Then the
following conditions are equivalent:
i. T is firmly nonexpansive.
ii. Tλ is nonexpansive for any λ ∈ [0, 2].
iii. T has the form T = 1
2
(S + Id), where S : X → H is a nonexpansive
operator.
Our generalized Douglas-Rachford operator is presented in the following
definition.
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Definition 22. Let C1, C2, . . . , Cm ⊆ H be nonempty closed convex sets. For
r = 2, 3, . . . , m (m ≥ 2) define the composite reflection operator VC1,C2,...,Cr :
H → H by
VC1,C2,...,Cr := RCrRCr−1 · · ·RC1 . (4.1)
The generalized r-set-DR operator TC1,C2,...,Cr : H → H is defined by
TC1,C2,...,Cr :=
1
2
(Id + VC1,C2,...,Cr) . (4.2)
For r = 2 the generalized r-set-DR operator coincides with the 2-set-DR
operator. For r = 3 the generalized r-set-DR operator coincides with the
3-set-DR iteration defined in [3, Eq. (2)].
We will make use of the following corollary which extends [19, Corollary
4.3.17(ii)].
Corollary 23. Let C1, C2, . . . , Cm ⊆ H be nonempty closed convex sets with
a nonempty intersection, and let VC1,C2,...,Cm : H → H and TC1,C2,...,Cm be as
in Definition 22 If int
⋂m
i=1Ci 6= Ø then
m⋂
i=1
Ci = FixTC1,C2,...,Cm. (4.3)
Proof. It is clear that
⋂m
i=1 intCi =
⋂m
i=1 int FixRCi ⊆
⋂m
i=1 FixRCi . By [19,
Proposition 2.1.41]RCi , for i = 1, 2, . . . , m, are C-strictly quasi-nonexpansive.
Theorem 6(ii) and the fact that FixRCi = Ci, for i = 1, 2, . . . , m, yield
FixTC1,C2,...,Cm = FixVC1,C2,...,Cm =
m⋂
i=1
FixRCi =
m⋂
i=1
Ci. (4.4)
Next we present the algorithm that uses generalized r-set-DR operators
and prove its convergence.
Algorithm 3.
Initialization: x0 ∈ H is arbitrary.
Iterative Step: Given the current iterate xk, calculate, for all r = 2, 3, . . . , m,
xk+1 =
m∑
r=2
wrTC1,C2,...,Cr(x
k) (4.5)
with wr > 0, for all r = 2, 3, . . . , m, and
∑m
r=2wr = 1 .
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Theorem 24. Let C1, C2, . . . , Cm ⊆ H be nonempty closed convex sets with
a nonempty intersection. if
int
⋂
i∈I
Ci 6= Ø (4.6)
then for any x0 ∈ H, any sequence
{
xk
}
∞
k=0
, generated by Algorithm 3, con-
verges strongly to a point x∗ ∈
⋂
i∈I Ci.
Proof. By Proposition 20, the reflection RCi for all i = 1, 2, . . . , m, is non-
expansive operator. By the facts noted after Proposition 20, the operator
VC1,C2,...,Cr defined in (4.1) is nonexpansive. By Theorem 21(i) and (iii), the
operator TC1,C2,...,Cr defined in (4.2) is firmly nonexpansive, and by Proposi-
tion 2 it is nonexpansive. Since
⋂m
i=1Ci 6= Ø, any point in the intersection
is a fixed point of the reflection RCi for all i = 1, 2, . . . , m, and such point
is also a fixed point of any operator TC1,C2,...,Cr for all r = 2, 3, . . . , m. By
Theorem 7 for wr > 0, for all r = 2, 3, . . . , m, and
∑m
r=2wr = 1,
Fix
(
m∑
r=2
wrTC1,C2,...,Cr
)
=
m⋂
r=2
FixTC1,C2,...,Cr ⊇
m⋂
i=1
Ci 6= Ø. (4.7)
Using again Proposition 2, the operator
∑m
r=2wrTC1,C2,...,Cr is firmly non-
expansive, thus, nonexpansive, and has a fixed point according to (4.7).
So, by Theorem 9, it is asymptotically regular, therefore, by Theorem 12,{
xk
}
∞
k=0
, generated by Algorithm 3, converges weakly to a point x∗ ∈ H for
which
x∗ ∈ Fix
(
m∑
r=2
wrTC1,C2,...,Cr
)
. (4.8)
By (4.7) and Corollary 23 we have
Fix
(
m∑
r=2
wrTC1,C2,...,Cr
)
=
m⋂
r=2
FixTC1,C2,...,Cr =
m⋂
r=2
(
r⋂
i=1
Ci
)
=
m⋂
d=1
Cd, (4.9)
therefore, x∗ ∈
⋂
i∈I Ci. To prove that the convergence is strong recall that∑m
r=2wrTC1,C2,...,Cr is firmly nonexpansive, thus nonexpansive, according to
[19, Theorem 2.2.4], with a fixed point. Therefore, it is quasi-nonexpansive
[19, Lemma 2.1.20], and thus is Fejér monotone . Hence,
{
xk
}
∞
k=0
, generated
by the Algorithm 3, is a Fejér monotone sequence . By [7, Proposition 5.10],
the convergence of
{
xk
}
∞
k=0
to x∗ is strong.
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If we replace the reflections by projections, we get the convergence to a
point in the intersection of the sets, because the algorithm then becomes a
special case of string-averaging projections (SAP), see, [24].
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