Abstract-Depth image based human action recognition has attracted many attentions due to the popularity of the depth sensors. However, accurate recognition still remains a challenge because of various object appearances, poses and video sequences. In this paper, a novel skeleton joints descriptor based on 3D Moving Trend and Geometry (3DMTG) property is proposed for human action recognition. Specifically, a histogram of 3D moving directions between consecutive frames for each joint is constructed to represent the 3D moving trend feature in spatial domain. The geometry information of joints in each frame is modelled by the relative motion with the initial status. The proposed feature descriptor is evaluated on two popular datasets. The experimental results demonstrate the superior performance of our method over the state-of-the-art methods, especially the higher recognition rates for complex actions.
I. INTRODUCTION
As immense applications in human-machine interaction, vedio surveillance, elderly care and entertainment, human action recognition has been attracting extensive attentions in computer vision [1] . Early proposed strategies mainly recognize human action from 2D sequences captured by RGB cameras [2] [3] [4] [5] . However, the sensitivity to illumination changes and subject texture variations often degrades the recognition accuracy. These problems can be solved by using depth information acquired by depth sensors such as Microsoft Kinect and ASUS Xtion, which have been promoting the research on human action recognition. With the availability of 3D joint positions extracted by a real time skeleton tracking algorithm [6] , a lot of researchers use these joints to build action representations. For example, a histogram of 3D joint locations (HOJ3D) is proposed to represent human postures in [7] . Gowayyed et al. [8] propose a 2D trajectory descriptor for each skeleton joint, where the 3D joint trajectory is projected into three planes, then a histogram of oriented displacements(HOD) is used to record the angles between two consecutive motion frames in each plane.
Inspired but quite different from [8] , we partition moving directions of joints into m even bins according to m vectors, and introduce a histogram of 3D directions. The histogram records the moving trend of each joint over the entire sequence. Moreover, we also propose a sequential motion feature by extracting the geometry property of each joint. The final feature descriptor is the concatenation of these two types of features. Contributions of this paper are as follows.
1) A new histogram projection method is proposed to extract the 3D moving trend of each joint, which can describe its specific tendency in 3D space.
2) The geometry property of joints is constructed by using the relative motion of each frame with the initial status to represent the evolution of actions.
3) A novel scale-invariant skeleton joints feature descriptor based on 3D Moving Trend and Geometry (3DMTG) property, which is named as 3DMTG descriptor, is proposed for human action recognition. Experimental results show that the proposed feature descriptor has superior performance over many leading methods in the state-of-the-art, especially a better recognition ability for actions in Cross Subject Tests.
The remainder of this paper is organized as follows: Section II reviews related work for human action recognition. Section III introduces the process of modelling the 3DMTG feature descriptor. Section IV reports various experimental results as well as the comparison with the state-of-the-art methods. Section V summarizes the work of this paper.
II. RELATED WORK
In recent years, there is extensive literature on depth images based human motion recognition. According to used feature types, these methods can be broadly divided into two categories: depth maps-based methods and skeletal joints/body parts-based methods.
Depth maps-based methods mainly extract space features along time [9] . Some authors [10] [11] project depth images onto three 2D orthogonal planes to capture action features from diverse viewpoints. In [10] , depth motion map (DMM) is generated by accumulating motion energy over the whole sequence and the histogram of gradient (HOG) for each DMM is computed to describe actions. Local interest points and occupancy patterns are also presented as descriptors of actions [12] [13] . Vieiral et al [13] apply space-time occupancy patterns (STOP), where the depth map sequence is represented as a 4D grid with same-size cells whose occupancy value are recorded. A saturation scheme is used to enhance the cells containing more information about either silhouettes or moving parts of the body. In [14] , the 4D spatio-temporal feature is captured using information from both RGB and depth images within a 4D cubiod, and then gradients of each cubiod along x, y, t directions are computed and concatenated as the feature representation. The dynamic bag-of-words is developed to distinguish unfinished activities by a probabilisitc model [15] .
Unlike methods in the former category, in skeletal joints/body parts-based methods, human actions can be regarded as the time evolution of rigid segments connected by joints in space [16] . Feature descriptors in this category tend to use different joints information, such as joint locations, joint angles and geometric relationships between body parts to represent actions. In [17] , the most informative joints are firstly captured within an instant time according to the mean or variance of joint angles. Human actions are represented by a concatenation of histograms of these joints. The differences of joints including posture, motion and offset information are combined to get new features named EigenJoints for action recognition [18] . Rayes et al [19] consider 15 3D joints with different weights as the feature descriptor at frame-level for motion modelling. Sung et al [20] regard a human activity as a combination of a set of sub-activities over the whole sequences. They extract features including joint orientation, hand position and motion information from both RGB and depth images, and then use a two-layered Markov model to recognize activities. Some other researchers consider body parts as intermediate representation. In [21] , joint angles between connected pairs of body parts are chosen as motion features instead of joint trajectories and then similarities between each angle with temporal evolution are used as representation of actions. Vemulapalli et al [16] use the rotation and translation to describe the relative 3D geometry between body parts, and model actions as curves in the Lie group. In this paper, we model a novel scale-invariant 3DMTG feature descriptor for human action recognition by using the skeleton joints extracted by the method proposed in [6] .
III. PROPOSED METHOD
In this section, we introduce the proposed 3DMTG descriptor for novel skeleton joints presentation based on 3D Moving Trend and Geometry property. Firstly, a histogram of 26 bins is used to record the moving directions of consecutive frames over the whole trajectories in 3D space to represent the moving trend of each joint. Secondly, the geometry property of joints in each frame is modelled by the relative motion information. Finally, the 3DMTG feature descriptor is constructed by combining the two features together for action recognition.
A. 3D Moving Trend Feature
Unlike [8] where three 2D trajectory descriptors are used to represent the 3D joints trajectory feature, we propose to utilize 3D moving directions directly. We describe 3D moving trend feature through the whole sequence to record specific tendency for each body joint. Fig. 1 shows an illustration of 3D moving trend feature modelling. The moving directions of body joints in 3D space are various while actors performing different actions, therefore, we partition 3D moving directions into m bins as shown in Fig.1 (b) (we take m = 26 in our experiment), and then a histogram including m bins is built to describe the moving trend feature of joints in spatial domain (as shown in Fig. 1(c) ). 
For i − th joint, given a point set:
where F is the length of action sequence, and t represents the time. Since p i t includes three coordinates x, y, z. We get the 3D direction vector v i t of i th joint from p 
and then calculate the cos v 
where v j ∈ V. Since the greater the cosθ i j (t) value, the more similar the direction, we use the cosine similarity cosθ i j (t) to describe the similarity between v i t and v j . In our experiment, we choose two bins that have the most similar directions (corresponding to cosθ i f irst (t) and cosθ i second (t) respectively) to reflect the most possible moving directions for current motion of i − th joint.
The product of displacement and cosθ i f irst (t) and the product of displacement and cosθ i second (t) are finally added to the corresponding bins:
where bin f irst and bin second are the corresponding bins in the histogram of 3D moving directions, Dis
B. Geometry Property
This paper regards the human action as the relative movement of different body joints to the hip-center joint of human. To remove the coordinate difference caused by various distances between actors and the depth sensor, we translate the world coordinate from the depth sensor to the center of actors in each frame. This can be simply accomplished by subtracting the coordinate of hip-center point for every joint in each frame. Although the world coordinate of each frame may differ under current strategy, the advantage is obvious as hip-center point is relatively stable in majority of actions.
Apart from the feature of hip-center point relative movement, it should be noted that different actors might have different initial poses for the same action. In order to eliminate the influence of different initial poses for the rest 19 joints, this paper uses the displacement between the relative joints in current frame and the joints in the initial frame to reflect the geometry property in current frame.
Furthermore the action recognition performance will also be affected by the various body sizes of the actors. This is caused by internal difference of human or various distances between actors and the depth sensor. To solve this problem, a feature normalization method is performed on the extracted geometry property feature. Thus the proposed geometry property feature is scale-invariant to the different body sizes. The detailed description of the geometry property feature is as follows.
The movement of a point can be regarded as the composition of movements of x, y, z axes. We describe the motion property of 20 body joints separately. In each single frame, the relative motion of each joint to its initial status in three axes is recorded. Each frame represents a body pose that can be described by the locations of 20 joints.
where N is the number of joints, p i t is the position of the i−th joint at time t and it contains 3D coordinates x The difference along three axes of each joint can be computed between the initial status and the current status.
In this paper, we translate the world coordinate system to the hip-center joint for each frame. The transformed coordinates of skeleton joints are as follows. where p ri t is the relative position of the i − th joint in time t. So the transformed coordinates of the frame is I rt = {p r1 t , p r2 t , ..., p rN t } and we define the geometry property of each joint in frame t as:
where (x 
We use G(k) = {g(1), ..., g(F )} to denote the feature of action k. So the dimension of defined geometric property feature for one frame is 20 × 3. Although [18] also uses the difference of the joints between current frame and the initial frame, the geometric property feature defined in this paper is totally different. In [18] different combination of the joints is used and the final dimensions for each frame is 400×3, which is 20 times larger than our feature dimensions. The length of action sequences may differ in each action instance, and this will lead to unequal length of geometry property feature. Therefore, we use the cubic spline interpolation [16] to rescale the feature before integrating them into the feature descriptor.
Finally, to acquire the scale-invariant G(k) feature for the different body sizes, we use the following normalization method.
C. 3DMTG Feature Descriptor
This paper proposes a 3DMTG feature descriptor that is a combination of the 3D moving trend feature and geometry property feature to represent the motion information in action sequences. The general framework of the proposed 3DMTG feature descriptor is shown in Fig. 2 .
The upper part of Fig. 2 is the 3D moving trend feature where a histogram of 26 bins corresponding to 3D moving directions is adopted to store the moving trend of each joint through the whole action video. The lower part of Fig. 2 is the geometry property feature which is acquired from the N frames of the action sequence. In the geometry property feature, the world coordinate is firstly translated into hipcenter using Eq. (8) and the relative displacement of each joint is computed by using Eq. (9) . To address unequal length of geometry property feature caused by length of action sequences, the relative displacement property of each action instance is interpolated to the unified dimension, M × 20 × 3. Both 3D moving trend and geometry property features are normalized.
The final 3DMTG feature descriptor for the motion is a concatenation of 3D moving trend and the geometry property. We focus on describing motion property of each single joint. The 3D moving trend feature reflects spatial motion direction of each joint in a action sequence, while the geometry property feature indicates the temporal movement of each joint. Our method builds features for joints of different body parts, so it can differentiate partial similar actions. After creating the descriptor, a linear SVM [22] classification algorithm is used for action recognition.
IV. EXPERIMENTS
The recognition performance of the proposed 3DMTG feature descriptor is evaluated on two publically available datasets: MSR-Action3D [23] dataset and Florence3D-Action dataset [24] .
A. Dataset 1) MSR-Action3D:
The MSR-Action3D [23] dataset has 20 action types, 10 subjects, and each subject performs each action for two or three times. The actions are high arm wave, horizontal arm wave, hammer, hand catch, forward punch, high throw, draw x, draw tick, draw circle, hand clap, two hand wave, side boxing, bend, forward kick, side kick, jogging, tennis swing, tennis serve, golf swing, and pickup throw.
Similar to [23] , the data is divided into three action sets AS1, AS2 and AS3, as show in Table I . Actions with similar movement are grouped in the AS1 and AS2 sets, while complex actions are grouped in AS3 set. Each set has eight actions with some overlaps between action sets. In each action set, there are three tests with different settings of training and testing samples: Test One (one third of the samples are used for training), Test Two (two third of the samples are used for training) and Cross Subject Test (samples from half of subjects are used for training).
2) Florence3D-Action: The Florence3D-Action dataset [24] includes nine actions performed by ten subjects for two or three times. The actions are: wave, drink from a bottle, answer phone, clap, tight lace, sit down, stand up, read watch and bow. Most of these actions have great similarity, for example, both answer phone and drink a bottle include a hand picking up the object to around the head.
B. Experimental settings
For MSR-Action3D dataset, although it is clear that how many samples are used in three sets, which 1/3 or 2/3 instances or which half of subjects for training is ambiguous. In order to facilitate a fair comparison with the existing methods, we consider three settings for Test One and Test two while two settings for Cross Subject Test. For simplicity, we define a term eaes to represent that each action is performed by each subject. Setting1: in Test One, the first instance of eaes is for training and the rest are for testing; in Test Two, the first and second instances of eaes are for training and the rest are for testing. Setting2: in Test One, the second instance of eaes is for training and the rest are for testing; in Test Two, the second and third instances of eaes are for training and the rest are for testing. Setting3: in Test One, the third instance of eaes is for training and the rest are for testing; in Test Two, the first and third instances of eaes are for training and the rest are for testing. Setting4: in Cross Subject Test, samples of subjects 1, 3, 5, 7 and 9 are for training, and samples of subjects 2, 4, 6, 8 and 10 are for testing. Setting5: in Cross Subject Test, samples of subjects 1, 2, 3, 4 and 5 are for training, and samples of subjects 6, 7, 8, 9 and 10 are for testing.
The selected samples of Setting4 and Setting5 for Cross Subject Test are the same as those selected in [23] and [31] respectively.
For Florence3D-Action dataset, we operate the Cross Subject Test and follow the test setting of [16] .
C. Result and Discussion
For MSR-Action3D dataset, Fig. 3 shows the confusion matrices of our 3DMTG method for AS1, AS2 and AS3 on Cross Subject Test . It can be seen that most actions can be 100% recognized by the proposed descriptor, especially for AS3 that all actions except Tennis Swing are correctly recognized. Because actions in AS1 and AS2 have big intraclass variations, some actions are confused with others, such as Hammer and High Throw, Tennis Serve and Forward Punch. As a result, the recognition accuracies of these actions are lower than those actions with small or none intra-class variations.
To show the good performance of the 3DMTG method, it is also compared with many leading methods in the state-ofthe-arts. We compare our method with silhouette-based [ Multi-Part Bag-of-Poses [32] 82.0 Vemulapalli et al. [16] 90.9 3DMTG 91.3
methods under different settings. Table II, Table III and Table  IV list the average accuracies of different settings. In Table II , the best results are highlighted in bold. The results demonstrate that our 3DMTG descriptor performs better in most cases and it even achieves 100% in Test Two under setting 1. Especially, all the recognition accuracies of our method for Test One and Test Two are better than the accuracies of skeleton-based methods (HOJ3D [7] and EigenJoints [18] ). In addition, we compare the recognition performance of our 3DMTG feature descriptor to the state-of-the-art feature descriptors on Cross Subject Test. The results on MSR-Action3D dataset and Florence3D-Action dataset are shown in Table III  and Table IV , respectively. For MSR-Action3D, our method achieves accuracies over 90% for AS1, AS2 and AS3 with samples of subjects 1, 3, 5, 7 and 9 for training (setting 4) and the accuracies are around 95% for AS2 and AS3 corresponding to samples of subjects 1, 2, 3, 4 and 5 for training (setting 5). The proposed 3DMTG feature descriptor outperforms silhouettebased methods. Specifically, the recognition accuracy of our descriptor is approximately 20% higher than bag of 3D points [23] , 3% higher than DMM-HOG [10] , and 1.3% higher than SNV [26] . Moreover, our descriptor improves the average recognition rate by 5.1% compared to the best result of local interest points-based method DSTIP [27] . Its average accuracy 92.7% under setting 5 is also 1.4% higher than the state-of-thearts. For Florence3D-Action, our 3DMTG feature descriptor performs 91.3% recognition accuracy for Cross Subject Test, which is higher than that of [32] [16] .
As aforementioned, actions in both reported datasets have large intra-class variations and small inter-class variations. Higher recognition rates on three action sets of MSR-Action3D and Florence3D-Action reflect that our feature descriptor is able to tackle actions with huge intra-class variations or various actions with great similarity. It particularly can perform superior recognition on Cross Subject Test.
V. CONCLUSION
In this paper, a scale-invariant 3DMTG skeleton joints descriptor is proposed for depth based human action recognition. An effective histogram projection method is proposed to extract the Joints Moving Trend in 3D space. In addition, the relative motion of different frames with the initial status is used to present the geometry information along the whole action sequence. By combining the two types features, the proposed feature descriptor is able to represent actions better. Experimental results on datasets MSR-Action3D and Florence3D-Action show our method achieves high recognition rates. Our future work will incoporate some robust visual tracking techniques [33] [34] to recognize human actions in real world scenarios.
