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THE GROMOV–WITTEN AXIOMS FOR SYMPLECTIC
MANIFOLDS VIA POLYFOLD THEORY
WOLFGANG SCHMALTZ
Abstract. Polyfold theory, as developed by Hofer, Wysocki, and Zehnder,
is a relatively new approach to resolving transversality issues that arise in
the study of J-holomorphic curves in symplectic geometry. This approach
has recently led to a well-defined Gromov–Witten invariant for J-holomorphic
curves of arbitrary genus, and for all closed symplectic manifolds.
The Gromov–Witten axioms, as originally described by Kontsevich and
Manin, give algebraic relationships between the Gromov–Witten invariants.
In this paper, we prove the Gromov–Witten axioms for the polyfold Gromov–
Witten invariants.
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1. Introduction
1.1. History. In 1985 Gromov published the paper “Pseudo holomorphic curves
in symplectic manifolds,” laying the foundations for the modern study of pseudo
holomorphic curves (also know as J-holomorphic curves) in symplectic topology
[9]. In this paper, Gromov proved a compactness result for the moduli space of
J-holomorphic curves in a fixed homology class. This paper contained antecedents
to the modern notion of the Gromov–Witten invariants in the proofs of the non-
squeezing theorem and the uniqueness of symplectic structures on CP 2.
Around 1988, inspired by Floer’s study of gauge theory on three manifolds, Wit-
ten introduced the topological sigma model [6, 36]. The invariants of this model
are the “k-point correlation functions,” another precursor to the modern notion
of the Gromov–Witten invariants. Witten also observed some of the relationships
between these invariants and possible degenerations of Riemann surfaces [37]. Fur-
ther precursors to the notion of the Gromov–Witten invariants can also be seen in
McDuff’s classification of symplectic ruled surfaces [22].
In 1993 Ruan gave a modern definition of the genus zero Gromov–Witten invari-
ants for semipositive symplectic manifolds [29, 30]. At the end of 1993, Ruan and
Tian established the associativity of the quantum product for semipositive sym-
plectic manifolds, giving a mathematical basis to the composition law of Witten’s
topological sigma model [31].
In 1994 Kontsevich and Manin stated the Gromov–Witten axioms, given as a list
of formal relations between the Gromov–Witten invariants [19]. At the time it was
not possible for Kontsevich and Manin to give a proof of the relations they listed; the
definition of the Gromov–Witten invariant (complete with homology classes from
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a Deligne–Mumford space) would require in addition new ideas involving “stable
maps” [20]. Hence they used to term “axiom” with the presumed meaning “to take
for assumption without proof”/“to use as a premise for further reasoning.” And
indeed, from these starting assumptions they were able to establish foundational
results in enumerative geometry, answers to esoteric questions such as:
(Kontsevich’s recursion formula). Let d ≥ 1. How many degree
d rational curves in CP 2 pass through 3d − 1 points in general
position?
Moreover, in this paper they outlined some of the formal consequences of the axioms
by demonstrating how to combine the invariants into a Gromov–Witten potential,
and interpret the axioms as differential equations which the potential satisfies.
To varying extents, this work has predated the construction of a well-defined
Gromov–Witten invariant in symplectic geometry for J-holomorphic curves of ar-
bitrary genus, and for all closed symplectic manifolds. Efforts to construct a well-
defined Gromov–Witten invariant constitute an ever growing list of publications,
including but not limited to the following: [3,7,8,18,21,24–27,34]. A discussion of
some of the difficulties inherent in these approaches can be found in [4]. Similarly,
there have been several efforts to prove the Gromov–Witten axioms [2, 8, 23].
Over the past two decades, Hofer, Wysocki, and Zehnder have developed a new
approach to resolving transversality issues that arise in the study of J-holomorphic
curves in symplectic geometry called polyfold theory [10–17]. This approach has
been successful in constructing a well-defined Gromov–Witten invariant [15].
1.2. The polyfold Gromov–Witten invariants. Let (Q,ω) be a closed symplec-
tic manifold and let J be a compatible almost complex structure. Let 2n := dimRQ.
For a fixed homology class A ∈ H2(Q,Z), and for fixed integers g ≥ 0, k ≥ 0, we
consider the following set:
MA,g,k(J) :=
{
u : (Σg, j)→ Q
{z1, . . . , zk} ∈ Σg
∣∣∣∣ 12 (du+ J ◦ du ◦ j) = 0u∗[Σg] = A
} /
u ∼ u ◦ φ,
φ ∈ Aut
consisting of smooth maps u : (Σg, j) → Q which satisfy the Cauchy–Riemann
equation modulo reparametrization; here (Σg, j) is a genus g Riemann surface and
Aut is the automorphism group of the Riemann surface (Σg, j) which preserves the
ordering of the marked points. We will refer to an equivalence class of a solution
to the Cauchy–Riemann equation as a J-holomorphic curve.
Gromov’s compactness theorem states that given a sequence of J-holomorphic
curves there exists a subsequence which “weakly converges” to a “cusp-curve” [9].
This was later refined in [20] into the “stable map compactification.” Consequently,
the set MA,g,k(J) can be compactified by adding nodal curves yielding a compact
topological space
MA,g,k(J) :=MA,g,k(J) ⊔ {nodal curves}.
We call this space the unperturbed Gromov–Witten moduli space of genus
g, k marked stable curves which represent the class A.
In a set of small but often studied cases where the symplectic manifold (Q,ω)
is “semipositive” it is possible to give this compact topological space the addi-
tional structure of a “pseudocycle,” which is suitable for defining an invariant.
This is achieved via a perturbation of the almost complex structure J . The space
of compatible almost complex structures J (Q,ω) is nonempty and contractible,
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from which it can be shown that the invariant does not depend on the choice of
J . However in general symplectic manifolds no J ∈ J (Q,ω) can give sufficient
transversality to yield a well-defined invariant. For a textbook treatment of this
material, we refer to [23].
Polyfold theory, developed by Hofer, Wysocki, and Zehnder, is a relatively new
approach to resolving transversality issues that arise in attempts to solve mod-
uli space problems in symplectic geometry. The polyfold theoretic approach to
solving a moduli space problem is to recast the problem into familiar terms from
differential geometry. To do this, we may construct a “Gromov–Witten polyfold”
ZA,g,k—a massive, infinite-dimensional ambient space, designed to contain the en-
tire unperturbed Gromov–Witten moduli space MA,g,k(J) as a compact subset.
We may furthermore construct a “strong polyfold bundle” WA,g,k over ZA,g,k; the
Cauchy–Riemann operator then defines a “scale smooth Fredholm section” of this
bundle, ∂J : ZA,g,k → WA,g,k, such that ∂J−1(0) = MA,g,k(J). We can con-
struct “abstract perturbations” p of this section such that ∂J + p is transverse
to the zero section and such that (∂J + p)
−1(0) is a compact set. In this way,
we may take a scale smooth Fredholm section and “regularize” the unperturbed
Gromov–Witten moduli space yielding a perturbed Gromov–Witten moduli
space SA,g,k(p) := “ (∂J +p)−1(0) ” which has the structure of a compact oriented
“weighted branched orbifold.”
MA,g,k(J) = ∂
−1
J (0)
compact topological space
“polyfold regularization”
SA,g,k(p) := (∂J + p)−1(0)
compact “weighted
branched orbifold”
This approach has been successful in giving a well-defined Gromov–Witten in-
variant for curves of arbitrary genus, and for all closed symplectic manifolds. Sup-
pose that 2g + k ≥ 3, and consider the following diagram of smooth maps between
the perturbed Gromov–Witten moduli space SA,g,k(p), the k-fold product manifold
Qk, and the Deligne–Mumford orbifold Mlogg,k:
SA,g,k(p) Qk
Mlogg,k
ev1×···×evk
π
Here evi is evaluation at the ith-marked point, and π is the projection map to the
Deligne–Mumford space which forgets the stable map solution and stabilizes the
resulting nodal Riemann surface by contracting unstable components.
Consider homology classes α1, . . . , αk ∈ H∗(Q;Q) and β ∈ H∗(M
log
g,k;Q). We
can represent the Poincaré duals of the αi and β by closed differential forms in the
de Rahm cohomology groups, PD(αi) ∈ H∗dR(Q) and PD(β) ∈ H
∗
dR(M
log
g,k). By
pulling back via the evaluation and projection maps, we obtain a closed sc-smooth
differential form
ev∗1 PD(α1) ∧ · · · ∧ ev
∗
k PD(αk) ∧ π
∗ PD(β) ∈ H∗dR(ZA,g,k).
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Theorem 1.1 ([15, Thm. 1.12]). The polyfold Gromov–Witten invariant is
the homomorphism
GW
A,g,k
: H∗(Q;Q)⊗k ⊗H∗(M
log
g,k;Q)→ Q
defined via the “branched integration” of [13]:
GW
A,g,k
(α1, . . . , αk;β) :=
∫
SA,g,k(p)
ev∗1 PD(α1) ∧ · · · ∧ ev
∗
k PD(αk) ∧ π
∗ PD(β).
This invariant does not depend on the choice of perturbation.
For a survey of the core ideas of the polyfold theory, we refer to [4]. For a
complete treatment of polyfold theory in the abstract, we refer to [16]. For the
construction of the GW-polyfolds and the polyfold GW-invariants, we refer to [15].
1.3. The Gromov–Witten axioms. With a general polyfold Gromov–Witten
invariant in place, a natural question is: To what extent does this newly defined
invariant satisfy traditional results of Gromov–Witten theory for symplectic mani-
folds? A natural place to begin is with verifying the Gromov–Witten axioms.
Main Result. The polyfold Gromov–Witten invariants satisfy the Gromov–Witten
axioms.
Effective axiom. If ω(A) < 0 then GWA,g,k = 0.
Grading axiom. If GWA,g,k(α1, . . . , αk;β) 6= 0 then
k∑
i=1
(2n− deg(αi)) + (6g − 6 + 2k − deg(β)) = 2c1(A) + (2n− 6)(1− g) + 2k.
Homology axiom. There exists a homology class
σA,g,k ∈ H2c1(A)+(2n−6)(1−g)+2k(Q
k ×Mg,k;Q)
such that
GW
A,g,k
(α1, . . . , αk;β) = 〈p
∗
1 PD(α1) ` · · · ` p
∗
k PD(αk) ` p
∗
0 PD(β), σA,g,k〉
where pi : Q
k ×Mg,k → Q denotes the projection onto the ith factor and the map
p0 : Q
k ×Mg,k →Mg,k denotes the projection onto the last factor.
Zero axiom. If A = 0, g = 0 then GW0,0,k(α1, . . . , αk;β) = 0 whenever deg(β) >
0, and
GW
0,0,k
(α1, . . . , αk; [pt]) =
∫
Q
PD(α1) ∧ · · · ∧ PD(αk).
Symmetry axiom. Fix a permutation σ : {1, . . . , k} → {1, . . . , k}. Consider the
permutation map σ : Mlogg,k → M
log
g,k, [Σ, j,M,D] 7→ [Σ, j,M
σ, D] where M =
{z1, . . . , zk} and where Mσ := {z′1, . . . , z
′
k}, z
′
i := zσ(i). Then
GW
A,g,k
(ασ(1), . . . , ασ(k);σ∗β) = (−1)N(σ;αi) GW
A,g,k
(α1, . . . , αk;β)
where N(σ;αi) := ♯{i < j | σ(i) > σ(j), deg(αi) deg(αj) ∈ 2Z+ 1}.
Definition 1.2 ([19, Eq. 2.3]). We say that (A, g, k) is a basic class if it is equal
to one of the following: (A, 0, 3), (A, 1, 1), or (A, g ≥ 2, 0).
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The point is, for such values of g and k we will have Mg,k−1 = ∅ by definition.
Fundamental class axiom. Consider the fundamental classes [Q] ∈ H2n(Q;Q)
and [Mlogg,k] ∈ H6g−6+2k(M
log
g,k;Q). Suppose that A 6= 0 and that (A, g, k) is not
basic. Then
GW
A,g,k
(α1, . . . , αk−1, [Q]; [M
log
g,k]) = 0.
Consider the canonical section si : M
log
g,k−1 → M
log
g,k defined by doubling the
ith-marked point. Then
GW
A,g,k
(α1, . . . , αk−1, [Q]; si∗β) = GW
A,g,k−1
(α1, . . . , αk−1;β).
Divisor axiom. Suppose (A, g, k) is not basic. If deg(αk) = 2n− 2 then
GW
A,g,k
(α1, . . . , αk; PD(ft
∗
k PD(β))) = (A · αk) GW
A,g,k−1
(α1, . . . , αk−1;β),
where A · αk is given by the homological intersection product.
Let {eν} ∈ H∗(Q;Q) be a homogeneous basis and let {eµ} ∈ H∗(Q;Q) be the
dual basis with respect to Poincaré duality, i.e., 〈eν ` e
µ, [Q]〉 = δνµ. It follows
from the Künneth formula that {eν ⊗ eµ} is a basis for H∗(Q×Q;Q). We correct
the sign by redefining eν as (−1)deg eνeν . We can write the Poincaré dual of the
diagonal ∆ ⊂ Q×Q in this basis as PD([∆]) =
∑
ν eν ⊗ e
ν (see [1, Lem. 11.22]).
Splitting axiom. Fix a partition S0 ⊔ S1 = {1, . . . , k}. Let k0 := ♯S0, k1 := ♯S1
and let g0, g1 ≥ 0 such that g = g0 + g1, and ki + gi ≥ 2 for i = 0, 1. Consider the
natural map
φS :Mk0+1,g0 ×Mk1+1,g1 →Mg,k
which identifies the last marked point of a stable noded Riemann surface inMk0+1,g0
with the first marked point of a stable noded Riemann surface in Mk1+1,g1 , and
which maps the first k0 marked points of Mg0,k0+1 to marked points indexed by S0
and likewise maps the last k1 marked points of Mg1,k1+1 to marked points indexed
by S1. Then
GW
A,g,k
(α1, . . . , αk;φS∗(β0 ⊗ β1)) = (−1)N(S;α)
∑
A0+A1=A
∑
ν
GW
A0,g0,k0+1
({αi}i∈S0 ,PD(eν);β0) · GW
A1,g1,k1+1
(PD(eν), {αj}j∈S1 ;β1)
where N(S;α) = ♯{j < i | i ∈ S0, j ∈ S1, deg(αi) deg(αj) ∈ 2Z+ 1}.
Genus reduction axiom1. Consider the natural map
ψ :Mg−1,k+2 →Mg,k
which identifies the last two marked points of a stable noded Riemann surface,
increasing the arithmetic genus by one. Then
2 · GW
A,g,k
(α1, . . . , αk;ψ∗β) =
∑
ν
GW
A,g−1,k+2
(α1, . . . , αk,PD(eν),PD(e
ν);β).
1We note that the original statement [19, Eq. 2.12] missed the additional factor of 2.
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1.4. Strategy of the proof. The Gromov–Witten axioms give relationships be-
tween the Gromov–Witten invariants. These relationships are determined by the ge-
ometry of certain naturally defined maps defined between the unperturbed Gromov–
Witten moduli spaces, namely:
• permutation maps,
σ :MA,g,k(J)→MA,g,k(J),
• kth-marked point forgetting maps,
ftk :MA,g,k(J)→MA,g,k−1(J),
• canonical sections,
si :MA,g,k−1(J) →֒ MA,g,k(J).
Furthermore, using the map evk0+1 × ev1 :MA0,g0,k0+1(J)×MA1,g1,k1+1(J)→
Q×Q we may consider the subset (evk0+1×ev1)
−1(∆) of the product unperturbed
Gromov–Witten moduli space with a constraint imposed by the diagonal ∆ ⊂ Q×Q.
We then additionally have:
• inclusion maps, and maps φ which identify the marked points zk0+1 and z
′
1,
MA0,g0,k0+1(J)×MA1,g1,k1+1(J)
(evk0+1 × ev1)
−1(∆) MA0+A1,g0+g1,k0+k1(J)
i
φ
Likewise, using the map evk+1× evk+2 :MA,g−1,k+2(J)→ Q×Q we may consider
the subset (evk+1× evk+2)
−1(∆) of the unperturbed Gromov–Witten moduli space
with a constraint imposed by the diagonal ∆ ⊂ Q×Q. We then additionally have:
• inclusion maps, and maps ψ which identify the marked points zk+1 and
zk+2 (increasing the arithmetic genus by one),
MA,g−1,k+2(J)
(evk+1 × evk+2)
−1(∆) MA,g,k(J)
i
ψ
Intuitively, we should prove the Gromov–Witten axioms by interpreting the
Gromov–Witten invariants as a finite count of curves and using the geometry of the
above maps to directly compare such counts with respect to constraints imposed
by the homology classes on Q and Mlogg,k.
A substantial amount of work is required to make this intuition rigorous in
the context of an abstract perturbation theory. A deep understanding of the full
machinery of polyfold theory, in addition to the geometry of the Gromov–Witten
invariants is necessary to navigate substantial difficulties that we encounter.
The polyfold Gromov–Witten invariants as intersection numbers. The branched in-
tegral is useful for giving a well-defined definition of the polyfold Gromov–Witten
invariants and moreover showing that they are, in fact, invariants and do not de-
pend on choices. But they are not the best viewpoint for giving a proof of all of
the axioms.
To prove the Gromov–Witten axioms, it is necessary to interpret the Gromov–
Witten invariants as a finite count of curves via intersection theory. By [32,
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Cor. 1.7], the polyfold Gromov–Witten invariants may equivalently be defined as
an intersection number evaluated on a basis of representing submanifolds X ⊂ Q
and representing suborbifolds B ⊂ O:
GW
A,g,k
([X1], . . . , [Xk]; [B]) := (ev1 × · · · × evk × π) |SA,g,k(p) · (X1 × · · · × Xk × B) .
The invariant does not depend on the choice of abstract perturbation, nor on the
choice of representing basis. Thus, the traditional geometric interpretation of the
Gromov–Witten invariants as a “count of curves which at the ith-marked point
passes through Xi and such that the image under the projection π lies in B” is
made literal.
Pulling back abstract perturbations. In some cases there exist natural extensions
of these maps from the Gromov–Witten moduli spaces to the modeling Gromov–
Witten polyfolds. However, these maps will not in general persist after abstract per-
turbation, i.e., maps between Gromov–Witten polyfolds will not have well-defined
restrictions to the perturbed Gromov–Witten moduli spaces.
In the semipositive situation, the set of compatible almost complex structures
J (Q,ω) gives a common space of perturbations; we can therefore choose a common
regular J for the source and target of a map and obtain a well-defined map between
Gromov–Witten moduli spaces.
In contrast, abstract perturbations are constructed using bump functions and
choices of vectors in a strong polyfold bundle, which in general we cannot as-
sume will be preserved by an arbitrary map between Gromov–Witten polyfolds.
For example, consider the permutation map which lifts to a sc-diffeomorphism
σ : ZA,g,k → ZA,g,k. In general, the aforementioned bump functions and choices of
vectors in a strong polyfold bundle will not exhibit symmetry with regards to the la-
belings of the marked points. As a result, given a stable curve x ∈ ZA,g,k which sat-
isfies a perturbed equation (∂J+p)(x) = 0 we cannot expect that (∂J+p)(σ(x)) = 0.
Therefore, naively there does not exist a well-defined permutation map between
perturbed Gromov–Witten moduli spaces.
The natural approach for obtaining a well-defined map between perturbed mod-
uli spaces is to pullback an abstract perturbation. In § 4.4 we apply [33, Thm. 1.7]
to obtain well-defined restricted maps between perturbed Gromov–Witten moduli
spaces for several of the maps we have considered.
Problems arise. The kth-marked point forgetting map is, by far, the most difficult
and complicated map to define between perturbed Gromov–Witten moduli spaces,
as we immediately encounter numerous difficulties.
The construction of the smooth structure for the Deligne–Mumford orbifolds as
described in [15, 17] requires a choice: that of a “gluing profile,” i.e., a smooth
diffeomorphism ϕ : (0, 1]→ [0,∞). The logarithmic gluing profile is given by
ϕlog(r) = −
1
2π
log(r)
and produces the classical holomorphic Deligne–Mumford orbifoldsMlogg,k. There is
also an exponential gluing profile, given by
ϕexp(r) = e
1/r − e
which produces Deligne–Mumford orbifoldsMexpg,k which are only smooth orbifolds.
This use of nonstandard smooth structure has the following consequence:
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In general the map ftk : M
exp
g,k → M
exp
g,k−1 is continuous but not
differentiable (see Problem 1).
Independent of the usage of a nonstandard gluing profile, there is no hope of
defining a kth-marked point forgetting map on the Gromov–Witten polyfolds as
they are defined:
In general there does not exist a natural map ftk on the Gromov–
Witten polyfolds (see Problem 2).
The reason is that the GW-stability condition (2.3) imposed on stable curves in the
polyfold ZA,g,k may not hold in ZA,g,k−1 once the kth point is removed. A stable
curve in ZA,g,k may contain a “destabilizing ghost component,” i.e., a component
Ck ≃ S2 with precisely 3 special points, one of which is the kth-marked point, and
such that
∫
Ck
u∗ω = 0, u|Ck 6= const. After removal of the kth-marked point from
such a component, the GW-stability condition (2.3) is no longer satisfied and we
cannot consider the resulting data as a stable curve in ZA,g,k−1.
We might try to consider a subset of stable curves in ZA,g,k for which the GW-
stability condition (2.3) will hold after forgetting the kth-marked point; thus we
can attempt to restrict to a subset ZconstA,g,k ⊂ ZA,g,k with a stronger stability condi-
tion, and such that the kth-marked point forgetting map is well-defined on ZconstA,g,k.
However, if we consider ZconstA,g,k ⊂ ZA,g,k with the subspace topology, and ZA,g,k−1
with the usual polyfold topology, then:
In general the well-defined restriction ftk : ZconstA,g,k → ZA,g,k−1 is
not continuous (see Problem 3).
There is a final problem. In general, the projection map must factor through the
kth-marked point forgetting map; this is due to the need to forget the added sta-
bilizing points (see Proposition 3.4). Thus, in order to obtain a smooth projection
map we must map to the logarithmic Deligne–Mumford orbifold. However:
While the projection π : ZA,g,k →M
log
g,k is sc-smooth, in general it
is not a submersion (see Problem 4).
This has important consequences if we wish to consider the Gromov–Witten invari-
ant as an intersection number; the only way to get transversality of the projection
map with a representing suborbifold B ⊂ Mlogg,k is through perturbation of the
suborbifold. Fortunately, by [32, Thm. 1.2] there exist suitable representing sub-
orbifolds for which perturbation is possible [32, Prop. 3.9].
The universal curve polyfold. In essence the central problem is that the Gromov–
Witten polyfolds as constructed are not “universal curves.” Our proof of Gromov–
Witten axioms rectifies this by constructing a universal curve polyfold ZucA,g,k over
ZA,g,k−1, on which we may consider a well-defined kth-marked point forgetting map
ftk : Z
uc
A,g,k → ZA,g,k−1.
The preimage of stable curve in ZA,g,k−1 via ftk consists of the underlying Rie-
mann surface with nodes identified, thereby justifying our choice of nomenclature
“universal curve.”
Although this map is sc0 due to the use of the exponential gluing profile, it is still
possible to pullback sc-smooth abstract perturbations via this map. Furthermore,
applying [33, Thm. 1.3] we may prove that the invariants associated to the universal
curve polyfold coincide with the usual polyfold Gromov–Witten invariants.
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1.5. Organization of the paper. In § 2 we review the construction of the DM-
orbifolds and the GW-polyfolds. In particular, we consider the local smooth
structures given by the good uniformizing families of stable noded Riemann sur-
faces/stable maps. We also consider additional GW-type polyfolds needed to prove
the splitting and genus reduction axioms. In § 3 we consider certain naturally
defined maps on the DM-orbifolds/GW-polyfolds. In § 4 we recall the definition
of the polyfold GW-invariants, defined equivalently via the branched integral and
by the intersection number. We show how to pullback abstract perturbations for
many of the natural maps we are considering, yielding well-defined maps on the
perturbed GW-moduli spaces. In § 5 we discuss the many problems that arise in
considering the kth-marked point forgetting map. In § 6 we construct the universal
curve polyfold. We prove that the invariants for this polyfold are equal to the usual
GW-invariants. Furthermore, we show that we can define a kth-marked point for-
getting map on this polyfold, and that we may pullback abstract perturbations via
this map. In § 7 we prove the GW-axioms.
2. The Deligne–Mumford orbifolds and the Gromov–Witten
polyfolds
In this section, we give a precise description of the underlying sets and the local
smooth structures of the DM-orbifolds and GW-polyfolds. A full treatment of
the smooth structure of an orbifold or a polyfold requires in addition transition
information for how these local smooth structures fit together; this is accomplished
via the language of ep-groupoids.
Our discussion of the DM-orbifolds is from the perspective of modern symplectic
geometry (rather than algebraic geometry), for this point of view, we refer to [17,28].
Our discussion of the GW-polyfolds is due to [15].
2.1. The Deligne–Mumford orbifolds. We begin by describing the underlying
sets of the DM-spaces and discussing their natural topology.
Definition 2.1. For fixed integers g ≥ 0 and k ≥ 0 which satisfy 2g + k ≥ 3,
the underlying set of the Deligne–Mumford spaceMg,k is defined as the set
of equivalence classes of stable noded Riemann surfaces of arithmetic genus g and
with k marked points, i.e.,
Mg,k := {(Σ, j,M,D) | · · · , DM-stability condition}/ ∼
with data as follows:
• (Σ, j) is a closed (possibly disconnected) Riemann surface.
• M consists of k ordered distinct marked points z1, . . . , zk ∈ Σ.
• D consists of finitely many unordered nodal pairs {x, y} with x, y ∈ Σ and
x 6= y. We require that two such pairs are disjoint. We require both ele-
ments of the pair to be distinct fromM . We denote |D| := ∪{x,y}∈D{x, y} ⊂
Σ, and we let ♯D := 12 ♯|D|, i.e., the number of pairs.
• Viewing each connected component C ⊂ Σ as a vertex, and each nodal pair
{x, y} as an edge via the incidence relation {Cx, Cy} if x ∈ Cx, y ∈ Cy, we
obtain a graph T . We require that T be connected.
• The arithmetic genus g is given as:
g =
∑
C
gC + number of cycles of the graph T
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where the sum is taken over the finitely many connected components C ⊂ Σ,
and where gC is defined as the genus of the connected component C.
• For each connected component C ⊂ Σ we require the following DM-
stability condition:
(2.1) 2gC + ♯(M ∪ |D|)C ≥ 3
where ♯(M ∪ |D|)C := ♯((M ∪ |D|) ∩ C), i.e., the number of marked and
nodal points on the component C.
• The equivalence relation is given by (Σ, j,M,D) ∼ (Σ′, j′,M ′, D′) if
there exists a biholomorphism φ : (Σ, j) → (Σ′, j′) such that φ(M) =
M ′, φ(|D|) = |D′|, and which preserves the ordering of the marked points,
and maps each pair of nodal points to a pair of nodal points. We call such
a φ a morphism between stable Riemann surface, and write it as
φ : (Σ, j,M,D)→ (Σ′, j′,M ′, D′).
We will refer to any point inM∪|D| as a special point. We call a tuple (Σ, j,M,D)
which satisfies the DM-stability condition a stable noded Riemann surface.
For a fixed (Σ, j,M,D) the isotropy group
Aut(Σ, j,M,D) :=

 φ : (Σ, j)→ (Σ, j)
∣∣∣∣
φ biholomorphic,
φ(M) =M preservers ordering,
φ(|D|) = |D|


is finite if and only if the DM-stability condition holds.
Proposition 2.2 ([15, Prop. 2.4]). Independent of the construction of a smooth
structure, the set Mg,k has a natural second-countable, paracompact, Hausdorff
topology. With this topology, Mg,k is a compact topological space.
To describe the local smooth structure of a DM-orbifold, we must construct
certain families of stable Riemann surfaces. These families are the so-called “good
uniformizing families.”
2.1.1. Gluing profiles and the gluing construction for a nodal Riemann surface. In
order to describe the gluing construction for a nodal Riemann surface, we must first
choose a “gluing profile” which we now define.
Definition 2.3 ([15, Def. 2.1]). A gluing profile is a smooth diffeomorphism
ϕ : (0, 1]→ [0,∞).
A gluing profile allows us to make a conversion of the absolute value of a non-
zero complex number into a positive real number. This is used to define the gluing
construction at the nodes of a nodal Riemann surface, replacing a neighborhood of
a nodal region with a finite cylinder. We recall this construction now.
Consider a Riemann surface (Σ, j) with a nodal pair {x, y}. Associate to this pair
a gluing parameter a ∈ B1/2 = {z ∈ C | |z| < 1/2}. We use the gluing profile to
construct a family of Riemann surfaces parametrized by a in the following way:
(1) Choose small disk-like neighborhoods Dx of x and Dy of y, and identifica-
tions (via biholomorphisms) Dx \ {x} ≃ R+× S1 and Dy \ {y} ≃ R− ×S1.
Moreover, the punctures x and +∞ are identified, and likewise y and −∞.
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(2) Write the gluing parameter a 6= 0 in polar coordinates as
a = rae
−2πiθa , ra ∈ (0, 12 ), θa ∈ R/Z.
We then use the gluing profile to define a gluing length given by
Ra := ϕ(ra) ∈ (ϕ(
1
2 ),∞).
(3) Delete the points (Ra,+∞)×S1 ⊂ R+×S1 and (−∞,−Ra)×S1 ⊂ R−×S1
from R+×S1 and R−×S1, and identify the remaining cylinders [0, Ra]×S1
and [−Ra, 0]× S1 via the map
LRa : [0, Ra]× S
1 → [−Ra, 0]× S
1, (s, t) 7→ (s−Ra, t− θa).
We replace Dx ⊔Dy with the finite cylinder
Za := [0, Ra]× S
1 ≃LRa [−Ra, 0]× S
1.
(For a = 0 we may define Z0 := R
+ × S1 ⊔ R− × S1, identifiable with
Dx \ {x} ⊔Dy \ {y}.)
(4) This procedure yields a new Riemann surface defined by the quotient space
Σa :=
Σ \
(
([Ra,∞)× S1 ∪ {x}) ∪ ({y} ∪ (−∞, Ra]× S1)
)
LRa : [0, Ra]× S
1 → [−Ra, 0]× S1
and which carries a naturally induced complex structure.
Alternatively, we can write Σa as the disjoint union
Σa = (Σ \ (Dx ⊔Dy)) ⊔ Za
with complex structure
j(a) :=
{
j on Σ \ (Dx ⊔Dy)
i on Za
where i is the standard complex structure on the finite cylinder Za = [0, Ra]× S1.
We can repeat this gluing construction for a Riemann surface with multiple
nodes, hence we introduce the following definition.
Definition 2.4. Consider a Riemann surface (Σ, j) with nodal pairs {xa, ya} ∈ D.
We may choose disjoint small disk-like neighborhoods Dxa and Dya at every node.
Carrying out the above procedure at every node we obtain a glued Riemann
surface defined by the quotient space
Σa :=
Σ \ ⊔{xa,ya}∈D
(
([Ra,∞)× S1 ∪ {xa}) ∪ ({ya} ∪ (−∞, Ra]× S1)
)
LRa : [0, Ra]× S
1 → [−Ra, 0]× S1
and which carries a naturally induced complex structure.
Alternatively, we can write Σa as the disjoint union
Σa :=
(
Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya)
)
⊔ Za.
with complex structure
j(a) :=
{
j on Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya)
i on Za for every pair {xa, ya} ∈ D
where i is the standard complex structure on the finite cylinder Za.
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2.1.2. Good uniformizing families of stable Riemann surfaces. We now describe a
certain family of variations of the complex structure of a stable Riemann surfaces.
This variation is designed to additionally account for the movement of the marked
points.
Definition 2.5 ([15, Def. 2.6]). Let (Σ, j,M,D) be a stable noded Riemann surface.
Choose (disjoint) small disk-like neighborhoods Dz ⊂ Σ at the special points z ∈
M ∪ |D|; we may moreover assume that these disk-like neighborhoods are invariant
under the natural action of the isotropy group Aut(Σ, j,M,D). Consider a smooth
family of complex structures J (Σ) on Σ:
V → J (Σ), v 7→ j(v)
where V is an open subset which contains 0 of a complex vector spaceE of dimension
dimRE = 6g − 6 + 2♯M − 2♯D. We call such a family v 7→ j(v) a good complex
deformation if it satisfies the following:
• j(0) = j.
• The family is constant on the disk-like neighborhoods, i.e., j(v) = j on Dz
for every z ∈M ∪ |D|.
• For every v ∈ V the Kodaira–Spencer differential
[Dj(v)] : H1(Σ, j,M,D)→ H1(Σ, j(v),M,D)
is a complex linear isomorphism (for the definition of the differential see
[15, pp. 21–22]).
• There exists a natural action
Aut(Σ, j,M,D)× V → V, (φ, v) 7→ φ ∗ v
such that φ : (Σ, j(v))→ (Σ, j(φ ∗ v)) is biholomorphic.
Definition 2.6 ([15, Def. 2.12]). Let (Σ, j,M,D) be a stable noded Riemann sur-
face and let v 7→ j(v) be a good complex deformation. We may define a good
uniformizing family as the following family of stable noded Riemann surfaces
(a, v) 7→ (Σa, j(a, v),Ma, Da), (a, v) ∈ (B 1
2
)♯D × V.
with data as follows.
• As in Definition 2.4 the glued surface Σa is given by
Σa =
(
Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya)
)
⊔ Za.
• The complex structure j(v) on the unglued Riemann surfaces Σ induces
the following complex structure on Σa:
j(a, v) :=
{
j(v) on Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya),
i on Za for every pair {xa, ya} ∈ D.
• The set of marked points z1, . . . , zk ∈ Ma are given by the former marked
points which by definition all lie in Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya).
• The set of nodal pairs Da is obtained from D by deleting every nodal pair
{xa, ya} ∈ D for which a 6= 0.
This good uniformizing family is centered at (Σ, j,M,D) in the sense that (0, 0) 7→
(Σ, j,M,D). We call the parameters (a, v) local coordinates centered at the
stable noded Riemann surface (Σ, j,M,D).
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The following proposition gives a description of the action of the isotropy group
of a point on a neighborhood of the point.
Proposition 2.7. Consider a stable noded Riemann surface (Σ, j,M,D) and let
G := Aut(Σ, j,M,D). Consider the family of stable noded Riemann surfaces as
constructed above,
(a, v) 7→ (Σa, j(a, v),Ma, Da), (a, v) ∈ (B 1
2
)♯D × V.
For every open neighborhood of 0 in B1/2
♯D×V there exists an open subneighborhood
U of 0 and a group action
G× U → U,
(φ, (a, v)) 7→ φ ∗ (a, v)
(2.2)
such that the following holds.
(1) For every (φ, (a, v)) ∈ G× U there exists a morphism
φ(a,v) : (Σa, j(a, v),Ma, Da)→ (Σφ∗(a,v), j(φ ∗ (a, v)),Mφ∗(a,v), Dφ∗(a,v)).
(2) Given a morphism ψ : (Σa, j(a, v),Ma, Da) → (Σa′ , j(a′, v′),Ma′ , Da′) for
parameters (a, v), (a′, v′) ∈ U , there exists a unique element φ ∈ G such
that φ ∗ (a, v) = (a′, v′) and moreover ψ = φ(a,v).
The neighborhood U is called a local uniformizer centered at (Σ, j,M,D).
2.1.3. Parametrizing the movement of a marked point. Situations will arise where
we will want to parametrize the movement of the kth-marked point directly, e.g.,
when we consider the kth-marked point forgetting maps in § 3.3.
In the above description of a good uniformizing family, movement of the marked
points is determined by the variation of the complex structure j via the parameter
v. Consider a stable noded Riemann surface (Σ, j,M,D) with a good complex
deformation v 7→ j(v). Wiggle the marked points slightly, and obtain a new stable
noded Riemann surface (Σ, j,M ′, D); there exists a parameter v ∈ V such that
there exists a biholomorphism φ : (Σ, j(v),M,D)→ (Σ, j,M ′, D).
We now describe a good uniformizing family in which the movement of the
kth-marked point is parametrized. Consider a stable noded Riemann surface
(Σ, j,M,D) and suppose that the component Ck which contains the kth-marked
point zk remains stable after forgetting zk. We parametrize a neighborhood of zk
by embedding a small disk via a holomorphic map
ϕ : (Bǫ, i) →֒ (Σ, j), such that ϕ(0) = zk and ϕ(Bǫ) ⊂ Dzk ,
where Dzk is a small disk-like neighborhood of zk.
Definition 2.8. Let (Σ, j,M,D) be a stable noded Riemann surface and choose
disjoint smooth disk-like neighborhoods Dz ⊂ Σ at the special points z ∈M ∪ |D|
which we may moreover assume are Aut(Σ, j,M,D)-invariant. Consider a smooth
family of complex structures J (Σ) on Σ:
V → J (Σ), v 7→ j(v)
where V is an open subset which contains 0 of a complex vector spaceE of dimension
dimRE = 6g− 6+ 2♯M − 2♯D− 2. We call such a family v 7→ j(v) an alternative
good complex deformation if it satisfies the following:
• j(0) = j.
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• The family is constant on the disk-like neighborhoods, i.e., j(v) = j on Dz
for every z ∈M ∪ |D|.
• For every v ∈ V the Kodaira–Spencer differential
[Dj(v)] : H1(Σ, j,M \ {zk}, D)→ H
1(Σ, j(v),M \ {zk}, D)
is a complex linear isomorphism.
• There exists a natural action
Aut(Σ, j,M,D)× V ×Bε → V ×Bε, (φ, v, y) 7→ (φ ∗ v, φ ∗ y)
such that φ : (Σ, j(v))→ (Σ, j(φ ∗ v)) is biholomorphic and which further-
more satisfies φ(ϕ(y)) = ϕ(φ ∗ y).
Definition 2.9. Let (Σ, j,M,D) be a stable noded Riemann surface and let
v 7→ j(v) be a good complex deformation. We may define an alternative good
uniformizing family centered at (Σ, j,M,D) as the following family of stable
noded Riemann surfaces
(a, v, y) 7→ (Σa, j(a, v),M(a,y), Da), (a, v, y) ∈ (B 1
2
)♯D × V × Bε
with data as follows.
• As in Definition 2.4 the glued surface Σa is given by
Σa =
(
Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya)
)
⊔ Za.
• The complex structure j(v) on the unglued Riemann surfaces Σ induces
the following complex structure on Σa:
j(a, v) :=
{
j(v) on Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya),
i on Za for every pair {xa, ya} ∈ D.
• The set of marked points z′1, . . . , z
′
k−1 ∈ M(a,y) are given by the former
marked points which by construction all lie in Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya).
The kth-marked point is parametrized by the map ϕ : Bǫ →֒ Σ, i.e.,
z′k := ϕ(y) ∈ Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya).
• The set of nodal pairs Da is obtained from D by deleting every nodal pair
{xa, ya} ∈ D for which a 6= 0.
There exists an analog of Proposition 2.7 associated to an alternative good uni-
formizing family.
2.1.4. Local smooth structures on the logarithmic and exponential Deligne–Mumford
orbifolds. An orbifold is locally homeomorphic to the quotient of an open subset
of Rn by a finite group action. In the current context, given a local uniformizer
for a good uniformizing family of stable Riemann surfaces, the projection to an
equivalence class is Aut-invariant. Hence we obtain a well-defined map
{(Σa, j(a, v),Ma, Da)}(a,v)∈U
Aut(Σ, j,M,D)
→Mg,k.
This map is a local homeomorphism (see [15, § 2.1]).
However, this is only a small part of the orbifold structure of the DM-spaces; in
order to understand the full smooth orbifold structure it is necessary to construct
an ep-groupoid structure on Mg,k. This is discussed in [15, pp. 28–31].
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Remember that the construction of a family of Riemann surfaces, and hence
of the good uniformizing families required the choice of a gluing profile. Ergo
different choices of gluing profile yield different smooth orbifold structures for the
same underlying topological space Mg,k.
We will be especially concerned with the following two gluing profiles: the log-
arithmic gluing profile
ϕlog : (0, 1]→ [0,∞), r 7→ −
1
2π
log(r).
and the exponential gluing profile
ϕexp : (0, 1]→ [0,∞), r 7→ e
1/r − e.
Theorem 2.10 ([15, Thms. 2.14, 2.16]). Using the logarithmic gluing profile, we
reproduce the classical Deligne–Mumford theory and obtain a complex orbifold we
denote asMlogg,k. Conversely, using the exponential gluing profile we obtain a smooth
oriented orbifold Mexpg,k . In both cases, the real dimension is equal to 6g − 6 + 2k.
2.2. The Gromov–Witten polyfolds. We now describe the underlying set of
the GW-polyfolds.
Definition 2.11. For a fixed homology class A ∈ H2(Q;Z), and for fixed integers
g ≥ 0 and k ≥ 0, the underlying set of the Gromov–Witten polyfold ZA,g,k
is defined as the set of stable curves with homology class A, arithmetic genus g,
and k marked points
ZA,g,k := {(Σ, j,M,D, u) | · · · , GW-stability condition}/ ∼
where (Σ, j,M,D) is a noded Riemann surface except that we do not require the
DM-stability condition (2.1), with data as follows.
• u : Σ→ Q is a continuous map such that u∗[Σ] = A ∈ H2(Q;Z).
• For each nodal pair {x, y} ∈ D we have u(x) = u(y).
• The map u is of class H3,δ0 at the nodal points in |D| and of class H3loc
near the other points in Σ (see Definition 2.12 below).
•
∫
C
u∗ω ≥ 0 for each connected component C ⊂ Σ.
• For each connected component C ⊂ Σ the following GW-stability con-
dition holds. We require at least one of the following:
(2.3) 2gC + ♯(M ∪ |D|)C ≥ 3 or
∫
C
u∗ω > 0,
where gC is the genus of C and ♯(M ∪ |D|)C is the number of marked and
nodal points on the component C.
• The equivalence relation is given by (Σ, j,M,D, u) ∼ (Σ′, j′,M ′, D′, u′) if
there exists a biholomorphism φ : (Σ, j)→ (Σ′, j′) such that u′ ◦ φ = u, in
addition to φ(M) = M ′, φ(|D|) = |D′|, and which preserves ordering and
pairs.
We call a tuple (Σ, j,M,D, u) which satisfies these requirements a stable map,
and call an equivalence class [Σ, j,M,D, u] a stable curve.
Definition 2.12 ([15, Def. 1.1]). Let u : Σ → Q be a continuous map, and fix
a point z ∈ Σ. We consider a local expression for u as follows. Choose a small
disk-like neighborhood Dz ⊂ Σ of z such that there exists a biholomorphism σ :
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[0,∞) × S1 → Dz \ {z}. Let ϕ : U → R2n be a smooth chart on a neighborhood
U ⊂ Q of u(z) such that to ϕ(u(z)) = 0. The local expression
u˜ : [s0,∞)× S
1 → R2n, (s, t) 7→ ϕ ◦ u ◦ σ(s, t)
is defined for s0 large.
Let m ≥ 3 be an integer, and let δ > 0. We say that u is of class Hm,δ around
the point z ∈ Σ if eδsu˜ belongs to the space L2([s0,∞) × S1,R2n). We say that
u is of class Hmloc around the point z ∈ Σ if u belongs to the space H
m
loc(Dz). If
u is of class Hm,δ at a point z ∈ Σ we will refer to that point as a puncture.
These definitions do not depend on the choices involved of holomorphic polar
coordinates on Σ or smooth charts on Q.
Some situations will require that the map u is of class H3,δ0 at a fixed subset
of the marked points, in addition to the nodal points. Allowing a puncture at an
ith-marked is a global condition on our polyfold, and so we may add the following
to the above conditions on the set ZA,g,k:
• We require that u is of class H3,δ0 at all marked points in a fixed subset of
the index set {1, . . . , k}.
By [33, Cor. 1.6] the polyfold GW-invariants are independent of a fixed choice of
puncture at the marked points. As an aside, consider a point z ∈ Σ with a small
disk neighborhood Dz ⊂ Σ as above. Consider the spaces H
3,δ0(Dz \ {z}) and
H3loc(Dz); as it turns out, neither of these spaces contains the other. As an aside,
one can show that there exists an inclusion map H3,δ0(Dz \ {z}) →֒ C0(Dz).
For a fixed (Σ, j,M,D, u) the isotropy group
Aut(Σ, j,M,D, u) :=

 φ : (Σ, j)→ (Σ, j)
∣∣∣∣
φ biholomorphic, u ◦ φ = u,
φ(M) =M preservers ordering,
φ(|D|) = |D|


is finite if and only if the GW-stability condition (2.3) holds.
Theorem 2.13 ([15, Thm. 3.27]). The set of stable curves ZA,g,k has a natural
second countable, paracompact, Hausdorff topology.
Before describing a fully general good uniformizing family of stable maps, we
will consider special cases of such families which allow us to isolate:
(1) the gluing construction of stable maps in a region of a nodal Riemann
surface,
(2) the transversal constraint construction in the case that a domain component
does not satisfy the DM-stability condition 2.1.
2.2.1. Good uniformizing families centered at unnoded stable maps in the stable
case. The simplest description of a good uniformizing family centered at a stable
map occurs when the stable map is without nodes and whose underlying Riemann
surface is already stable. Thus, consider an unnoded stable map (Σ, j,M, ∅, u). Let
us assume moreover that 2g+k ≥ 3; it follows that (Σ, j,M, ∅) is a stable Riemann
surface, and we can let v 7→ j(v), v ∈ V be a good complex deformation.
Consider the space of sections H3(Σ, u∗TQ); for a given Riemannian metric g
on Q. There exists a sufficiently small neighborhood U ⊂ H3(Σ, u∗TQ) such that
the associated exponential map defines a map expu η : Σ→ Q.
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In this case, a good uniformizing family centered at the stable map (Σ, j,M, ∅, u)
can be given as the following family of stable maps
(v, η) 7→ (Σ, j(v),M, ∅, expu η) where (v, η) ∈ V × U ⊂ E ×H
3(Σ, u∗TQ).
2.2.2. The gluing construction for a stable map. The description of a good uni-
formizing family is complicated by the fact that stable maps may be defined on
nodal domains. To examine this situation, let us consider a stable map with a
single nodal pair, and such that that every domain component is stable. In order
to describe the good uniformizing family centered at such a stable map, we recall
the gluing construction for a stable map as described in [15, § 2.4].
At the outset, fix a smooth cutoff function β : R → [0, 1] which satisfies the
following:
• β(−s) + β(s) = 1 for all s ∈ R,
• β(s) = 1 for all s ≤ −1,
• ddsβ(s) < 0 for all s ∈ (−1, 1).
Consider a pair of continuous maps
h+ : R+ × S1 → R2n, h− : R− × S1 → R2n;
with common asymptotic constant c := lims→∞ h+(s, t) = lims→−∞ h−(s, t). For a
given gluing parameter a ∈ B1/2 we define the glued map ⊕a(h
+, h−) : Za → R2n
by the interpolation
⊕a(h
+, h−)(s, t) :=


β
(
s− Ra2
)
· h+(s, t)
+
(
1− β
(
s− Ra2
))
· h−(s−Ra, t− θa) if a 6= 0,
(h+, h−) if a = 0.
Now consider a stable map with a single nodal pair (Σ, j,M, {xa, ya}, u), and
such that every connected component C ⊂ Σ is stable. Since (Σ, j,M, {xa, ya}) is
assumed to be stable there exists a good complex deformation v 7→ j(v), v ∈ V .
Consider the following space of sections H3,δ0c (Σ, u
∗TQ), consisting of sections
η : Σ → u∗TQ such that: η is of class H3,δ0 around the nodal points and of
class H3loc at the other points of Σ, and in addition η has matching asymptotic
values at the nodal pairs, i.e., η(xa) = η(ya) for {xa, ya} ∈ D. We now consider
local expressions for the map u and the section η as follows. In a neighborhood of
the point u(xa) = u(ya) ∈ Q choose a chart which identifies u(xa) = u(ya) with
0 ∈ R2n. Furthermore, given a Riemannian metric g on Q we may assume that this
chart is chosen such that this metric is identifiable with the Euclidean metric on
R2n. Choose small disk neighborhoods at xa and ya such that via biholomorphisms
we may identify Dxa \ {xa} ≃ R
+ × S1 and Dya \ {ya} ≃ R
− × S1. Localized to
these coordinate neighborhoods, we may view the base map u as a pair of maps
u+ : R+ × S1 → R2n, u− : R− × S1 → R2n
and likewise the section η as maps
η+ : R+ × S1 → R2n, η− : R− × S1 → R2n.
Given a gluing parameter a ∈ B1/2 we define the glued stable map ⊕a expu(η) :
Σa → Q as follows:
⊕a expu η :=
{
expu η on Σ \ (Dxa ⊔Dya),
⊕a(u+ + η+, u− + η−) on Za.
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At this point, we might hope to define a good uniformizing family of stable maps
centered at (Σ, j,M, {xa, ya}, u) as follows:
(a, v, η) 7→ (Σa, j(a, v),Ma, {xa, ya}a,⊕a expu η),
where (a, v, η) ∈ B 1
2
× V × U ⊂ C× E ×H3,δ0c (Σ, u
∗TQ),
where U is a suitably small neighborhood of the zero section. The problem with this
is that this map is not injective; to see this, fix a gluing parameter a 6= 0 and consider
two sections η, η′ which differ only in a sufficiently small neighborhood of the nodal
pair {xa, ya}; the glued stable maps will be identical, ⊕a expu η = ⊕a expu η
′.
Theorem 2.14 ([15, Thm. 2.49]). There exists a “sc-retraction” (i.e., a sc-smooth
map which satisfies π ◦ π = π),
π : B 1
2
× V × U → B 1
2
× V × U
(a, v, η) 7→ (a, v, πa(η)),
such that the restriction of the above family to the subset V := π(B1/2 × V × U) is
injective.
We therefore define a good uniformizing family of stable maps centered at
(Σ, j,M, {xa, ya}, u) by
(a, v, η) 7→ (Σa, j(a, v),Ma, {xa, ya}a,⊕a expu η) where (a, v, η) ∈ V .
Remark 2.15. The exponential gluing profile is necessary to prove the scale smooth-
ness of the above map π; see [14, Thms. 1.27, 1.28], the relevant calculations in-
volving the exponential gluing profile appear in [14, § 2.3]).
2.2.3. The transversal constraint construction. The description of a good uniformiz-
ing family is again complicated by the possibility that for a given stable map the
underlying Riemann surface may contain unstable components. For the sake of
explaining the phenomena in a simple case, let us consider an unnoded stable map
(Σ, j,M, ∅, u) whose underlying Riemann surface (Σ, j,M, ∅) is not stable. Let us
assume the automorphism group is the identity, Aut(Σ, j,M, ∅, u) = {id}. Since
this is a stable map, it necessarily follows from the GW-stability condition (2.3)
that
∫
Σ u
∗ω > 0. We note that Σ consists of a single component of genus 0 or 1. If
g = 0 then ♯M < 3, and if g = 0 then M = ∅.
Suppose that Σ = S2, and suppose that there is a single marked point,M = {z1}
(the cases where there are no marked points or two marked points are similar).
Recall that up to diffeomorphism, any complex structure on S2 is the standard
complex structure. In order to stabilize S2, choose a finite set of unordered points
S ⊂ S2 such that:
• S is disjoint from the marked point, in this case, {z1} ∩ S = ∅,
• ♯S ≥ 2, i.e., (S2, i, {z1} ∪ S, ∅) satisfies the DM-stability condition (2.1),
• the image u(S) is disjoint from u(z1),
• at each point z ∈ S the differential duz : TzS2 → Tu(z)Q is injective, the
pullback u∗ω is non-degenerate on TzS2, and the induced orientation of u∗ω
on TzS
2 agrees with the orientation determined by the standard complex
structure i.
Such a stabilization always exists [15, Lem. 3.2]. Let l := ♯S − 2, and note that
dimMlog0,1+♯S = 2l. For any three distinct points on the sphere there exists a unique
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Möbius transformation φ ∈ PGL(2,C) which sends these points to {0, 1,∞} ∈ S2.
Let S0 := {y′, y′′} denote the first two points of S; by fixing the three pointsM ∪S0
and by parametrizing the remaining ♯S−2 stabilizing points via maps φi : Bε →֒ S2,
one can associate to a parameter y ∈ B2lε the stabilization Sy := S0∪{φi(yi)}1≤i≤l;
we write zy ∈ Sy for one of the parametrized points. Thus, we obtain a good
uniformizing family centered at the stabilized sphere (S2, i,M ∪ S, ∅):
y 7→ (S2, i, {z0} ∪ S0 ∪ Sy, ∅), y ∈ B
2l
ε .
Intuitively, each stabilizing point “increases” the dimension by 2, To get the
correct dimension, we can place a codimension 2 constraint at the stabilizing points
on the space of sections. This can be done as follows.
Using the requirement that at each point z ∈ S the differential duz : TzΣ →
Tu(z)Q is injective, choose a 2n− 2-dimensional complement Hu(z) such that
duz(TzΣ)⊕Hu(z) = Tu(z)Q.
We call such a complement a linear constraint associated with the point z ∈ S.
We may also identify a neighborhood of zero in Hu(z) with an embedded subman-
ifold of Q via the exponential map. We will restrict our family of stable maps to
sections which satisfy the linear constraint the following space Hu(z) at associated
(parametrized) point zy ∈ Sy, i.e., we restrict to an open neighborhood U of zero
in the space
ES := {(y, η) ∈ B
2l
ε ×H
3(Σ, u∗TQ) | η(zy) ∈ Hu(z) for zy ∈ Sy}.
Thus using the above transversal constraint construction, we define a good
uniformizing family of stable maps centered at (S2, i, {z0}, ∅, u) by
(y, η) 7→ (S2, i, {z0}, ∅, expu η), (y, η) ∈ U ⊂ ES .
This construction is justified by the following assertion: the projection to the space
of stable curves
(y, η) 7→ [S2, i, {z0}, ∅, expu η], (y, η) ∈ U ⊂ ES
is a local homeomorphism (for the appropriate topology on the space of stable
curves).
Indeed, it is locally surjective. Consider a nearby stable curve, and let
(S2, i, {w0}, ∅, v) be a stable map representative which is also near (S2, i, {z0}, ∅, u).
Observe that for any map v sufficiently close to u will have the property that it
intersects the submanifold associated to each linear constraint Hu(z) precisely once,
and intersects transversally. Let φ : S2 → S2 be the unique Möbius transformation
which takes {z0, y′, y′′} to {w0} and the unique points of intersection of the map
v with the linear constraints associated to y′ and y′′. We then define η uniquely
by expu η = v ◦ φ and y by the unique points of intersection of v ◦ φ with the con-
straints Hu(z), z ∈ S. Moreover, since these parameters are uniquely determined
the projection is injective.
2.2.4. Good uniformizing families of stable maps in the general case. Hopefully the
above prototypical cases provide some intuition for the gluing/transversal constraint
constructions. In general, both constructions will be needed in the construction
of a general good uniformizing family—clearly, a stable map may contain nodal
points as well as unstable domain components. There is no issue with using both
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constructions at the same time, since these constructions are localized to disjoint
regions of the underlying Riemann surface.
Consider a stable map (Σ, j,M,D, u) and consider the associated automorphism
group Aut(Σ, j,M,D, u). We now recall the full definition of a stabilization [15,
Def. 3.1] in the general case. A stabilization is a set of points S ⊂ Σ which satisfy
the following:
• S is disjoint from the special points, i.e., S ∩ (M ∪ |D|) = ∅,
• given an automorphism φ ∈ Aut(Σ, j,M,D, u) then φ(S) = S,
• the tuple (Σ, j,M ∪ S,D) satisfies the DM-stability condition (2.1),
• if u(z) = u(z′) for z, z′ ∈ S then there exists an automorphism φ such that
φ(z) = z′,
• the image u(S) is disjoint from u(M) and from u(D),
• at each point z ∈ S the differential duz : TzΣ → Tu(z)Q is injective, the
pullback u∗ω is non-degenerate on TzΣ, and the induced orientation of u∗ω
on TzΣ agrees with the orientation determined by the complex structure j.
Again, such a stabilization always exists [15, Lem. 3.2].
The Riemann surface (Σ, j,M ∪ S,D) is now stable; let
(a, v) 7→ (Σa, j(a, v), (M ∪ S)a, Da), (a, v) ∈ B 1
2
♯D × V
be a good uniformizing family of stable noded Riemann surfaces.
By the final condition of a stabilization, we may choose a (2n − 2)-dimensional
complement Hu(z) such that
duz(TzΣ)⊕Hu(z) = Tu(z)Q.
We call such a complement a linear constraint associated with the point z ∈ S.
Consider the constrained subspace of sections
ES := {η ∈ H
3,δ0
c (u
∗TQ) | η(zs) ∈ Hu(zs) for zs ∈ S}
and let U ⊂ ES be an suitably small open neighborhood of the zero section. As
before, by using the gluing construction one can define a sc-retraction
π : B 1
2
♯D × V × U → B 1
2
♯D × V × U
(a, v, η) 7→ (a, v, πa(η)).
Then the image V := π(B1/2
♯D ×V ×U) is a sc-retract on which the gluing map is
injective.
Definition 2.16 ([15, Def. 3.9]). Having chosen a stabilization S, a good uni-
formizing family of stable maps centered at (Σ, j,M,D, u) is a family of stable
maps
(a, v, η) 7→ (Σa, j(a, v),Ma, Da,⊕a expu η), (a, v, η) ∈ V .
In particular, the section η satisfies the linear constraint Hu(zs) at each stabilizing
point zs ∈ S. In addition, the glued stable map may be described on the glued
Riemann surface as follows:
⊕a expu η :=
{
expu η on Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya),
⊕a expu η on Za for every gluing parameter a ∈ B1/2.
We call the parameters (a, v, η) local sc-coordinates centered at the stable map
(Σ, j,M,D, u).
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Proposition 2.17 ([15, Prop. 3.12]). Consider a stable map (Σ, j,M,D, u) and
let G := Aut(Σ, j,M,D, u). Consider a good uniformizing family of stable maps
centered at (Σ, j,M,D, u):
(a, v, η) 7→ (Σa, j(a, v),Ma, Da,⊕a expu η), (a, v, η) ∈ V .
For every open neighborhood of 0 in V there exists an open subneighborhood of 0,
call it U , and a group action
G× U → U
(φ, (a, v, η)) 7→ (φ ∗ (a, v), η ◦ φ−1)
(where φ ∗ (a, v) is the action from equation (2.2)) such that the following holds.
(1) Let (φ, (a, v, η)) ∈ G×U , and denote (b, w, ξ) := (φ ∗ (a, v), η ◦ φ−1). Then
there exists a morphism
φ(a,v,η) : (Σa, j(a, v),Ma, Da,⊕a expu η)→ (Σb, j(b, w),Mb, Db,⊕b expu ξ).
(2) Consider a morphism
ψ : (Σa, j(a, v),Ma, Da,⊕a expu η)→ (Σa′ , j(a
′, v′),Ma′ , Da′ ,⊕a′ expu η
′)
for parameters (a, v, η), (a′, v′, η′) ∈ US. Then there exists a unique element
φ ∈ G such that (φ ∗ (a, v), η ◦φ−1) = (a′, v′, η′) and moreover ψ = φ(a,v,η).
We call U a local uniformizer centered at (Σ, j,M,D, u).
2.2.5. Local smooth structures on the Gromov–Witten polyfolds. A polyfold is lo-
cally homeomorphic to the quotient of a sc-retract by a finite group action (compare
with our mantra regarding the local topology of an orbifold.). In the current con-
text, given a local uniformizer for a good uniformizing family of stable maps, the
projection to an equivalence class is Aut-invariant. Hence we obtain a well-defined
map
{(Σa, j(a, v),Ma, Da,⊕a expu η)}(a,v,η)∈U
Aut(Σ, j,M,D, u)
→ ZA,g,k.
This map is a local homeomorphism (see [15, § 2.1]). This further gives us a picture
of the local smooth structure of a GW-polyfold
In order to understand the full smooth structure on ZA,g,k, it is necessary to
construct a polyfold structure on ZA,g,k. We refer to [15, § 3.5] for such a construc-
tion.
Theorem 2.18 ([15, Thm. 3.37]). Having fixed the exponential gluing profile and
a strictly increasing sequence (δi)i≥0 ⊂ (0, 2π), the second countable, paracompact,
Hausdorff topological space ZA,g,k possesses a natural equivalence class of polyfold
structures.
It was further proven that the polyfold GW-invariants are independent of the
choice of strictly increasing sequence (δi)i≥0 ⊂ (0, 2π), see [33, Cor. 1.5].
2.3. Other Gromov–Witten-type polyfolds. We now introduce two variants
of the GW-polyfolds which will play an important role in proving the GW-axioms.
Fix a pair (g, k) of integers such that g ≥ 0, k ≥ 0, and 2g+ k ≥ 3. A splitting
S of (g, k) consists of the following:
• a pair of integers k0, k1 ≥ 0 such that k0 + k1 = k,
• a pair of integers g0, g1 ≥ 0 such that g0 + g1 = g,
THE GROMOV–WITTEN AXIOMS VIA POLYFOLD THEORY 23
such that the following holds: k0 + g0 ≥ 2 and k1 + g1 ≥ 2.
Definition 2.19. Fix a homology class A ∈ H2(Q;Z), and fix a pair of integers g, k
such that g ≥ 0, k ≥ 0 and 2g + k ≥ 3. Let A0, A1 be such that A0 +A1 = A, and
let S be a splitting of (g, k). The underlying set of the split Gromov–Witten
polyfolds with respect to S and A0, A1 is defined as
ZA0+A1,S := {(Σ0, j0,M0, D0, u0,Σ1, j1,M1, D1, u1) | · · · , u0(zk0+1) = u1(z
′
1)}/ ∼
with data as follows.
• The (Σi, ji,Mi, ui) is a stable map with respect to the GW-polyfold
ZAi,ki+1,gi for i = 0, 1.
• We require the following incidence relation between the last marked point
of M0 and the first marked point of M1:
u0(zk0+1) = u1(z
′
1).
We moreover require that u0 and u1 are of class H
3,δ0 at the punctures
zk0+1 and z
′
1, respectively.
• As usual, the equivalence relation is given by biholomorphisms of the form
φ : (Σ0 ⊔Σ1, j0 ⊔ j1)→ (Σ′0 ⊔Σ
′
1, j
′
0 ⊔ j
′
1) such that φ preserves the ordering
of the marked points and maps pairs to pairs; notice that since φ preserves
the (k0 + 1)th and 1st marked points this is already enough to imply that
φ(Σi) = Σ
′
i for i = 0, 1. We then require in addition that u
′
i ◦ φ = ui for
i = 0, 1.
There are multiple ways to give ZA0+A1,S a natural polyfold structure. Consider
the map
evk0+1 × ev1 : ZA0,g0,k0+1 ×ZA1,g1,k1+1 → Q×Q;
it follows from Proposition 3.3 this map is transverse to the diagonal ∆ ⊂ Q×Q.
The preimage (evk0+1×ev1)
−1(∆) may be identified with ZA0+A1,S and intuitively
should possess a natural smooth structure. Indeed, this is precisely the situation
described by [5], which considers the general problem of developing a polyfold
regularization theorem for constrained moduli spaces. A natural polyfold structure
on ZA0+A1,S follows from [5, Thm. 1.5]; we make the technical remark that this
requires shifting the polyfold filtration up one level.
On the other hand, it is straightforward to directly define a polyfold structure
on ZA0+A1,S; this does not require any shifting of the polyfold filtrations. In the
construction of a good uniformizing family of stable maps we may simply restrict
to sections η0 ∈ H3,δ0c (u
∗
0TQ), η1 ∈ H
3,δ0
c (u
∗
1TQ) which have matching asymptotic
values at the punctures zk0+1, z
′
1, i.e.,
η0(zk0+1) = η1(z
′
1).
In essence, to construct an appropriate good uniformizing family we treat {zk0 , z
′
1}
as a nodal pair but without an associated gluing parameter. Compatibility of such
different good uniformizing families of stable maps may then be shown by consid-
ering compatibility in the general case but where we restrict a gluing parameter to
zero.
Definition 2.20. Fix a homology class A ∈ H2(Q;Z) and fix a pair of integers g, k
such that g ≥ 1, k ≥ 0 and 2g + k ≥ 3. The underlying set of the increased
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arithmetic genus Gromov–Witten polyfold (genus GW-polyfold) is defined
as
ZgA,g−1,k+2 := {(Σ, j,M,D, u) | · · · , u(zk+1) = u(zk+2)}/ ∼
with data as follows.
• The tuple (Σ, j,M,D, u) is a stable map with respect to the GW-polyfold
ZA,g−1,k+2.
• We require the following incidence relation between the second-to-last and
last marked points:
u(zk+1) = u(zk+2).
We moreover require that u is of class H3,δ0 at the punctures zk+1 and
zk+2.
• As usual, the equivalence relation is given by biholomorphisms of the form
φ : (Σ, j)→ (Σ′, j′) such that φ preserves the ordering of the marked points
and maps pairs to pairs, and such that u′ ◦ φ = u.
Consider the map
evk+1 × evk+2 : ZA,g−1,k+2 → Q×Q.
As above, the preimage (evk+1 × evk+2)−1(∆) may be identified with Z
g
A,g−1,k+2.
A natural polyfold structure on ZgA,g−1,k+2 can be seen exactly as in the above case
of the split GW-polyfolds.
We remark that considering the (k+1)th and (k+2)th marked points as a nodal
pair, a stable curve in ZgA,g−1,k+2 has arithmetic genus g and k marked points.
However, it is vital to note that the morphisms would differ with this viewpoint;
a morphism must fix the (k + 1)th and (k + 2)th marked points, however it may
permute the nodal pairs. As an explicit example of this phenomena, consider the
sphere S2 with three marked points {0, 1,∞}; the only morphism is the identity.
However if we consider {0} as the only marked point and consider {1,∞} as a nodal
pair we obtain a surface with arithmetic genus 1 with two distinct morphisms: the
identity, and the element of PGL(2,C) which fixes 0 and exchanges the points 1
and ∞.
3. Maps between Deligne–Mumford orbifolds/Gromov–Witten
polyfolds
In this section we consider certain naturally defined maps between DM-orbifolds/
GW-polyfolds.
3.1. Maps between orbifolds/polyfolds. In principle, the definition of a map
between orbifold-type spaces is somewhat subtle; the appropriate notion is a “gen-
eralized map” which is itself an equivalence class of a functor between two ep-
groupoids (see [16, Def. 16.5]). However, in the present context this subtlety is
not a concern due to the naturality of the maps we are considering; in these cases
generalized maps arise naturally. In the cases we consider, it is sufficient to define
a map on the level of the underlying sets and then to check (scale) smoothness
by writing appropriate local expressions in terms of good uniformizing families of
stable noded Riemann surfaces/good uniformizing families of stable maps.
In the present context, it is sufficient to know the following: a generalized map
f : O → P between orbifolds/polyfolds defines a continuous map between the
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underlying topological spaces (also written as f : O → P) and also gives rise to an
equivariant lift between local uniformizers:
U V
U/G V/H
O P .
fˆ
|fˆ |
f
The lift fˆ is equivariant with respect to an induced group homomorphism between
the local isotropy groups, G → H . Then the induced map |fˆ | between the quo-
tients U/G, V/H is identifiable via local homeomorphisms with a restriction of the
continuous map f : O → P . Hence, (scale) smoothness may therefore be checked
by considering the local expressions given by the lift fˆ .
We also recall the important definition of scale smoothness. Consider two sc-
smooth retractions π : U → U , π′ : U ′ → U ′, and let O := π(U), O′ := π′(U ′)
be the associated sc-retracts. A map between two sc-retracts, f : O → O′ is sc-
smooth (resp. sck) if the composition f ◦ π : U → U ′ is sc-smooth (resp. sck).
Note that for a finite-dimensional space the identity is a sc-retract, and hence we
also have a consistent notion of sc-smoothness when the source or target space is
finite-dimensional.
3.2. Natural maps between the Deligne–Mumford orbifolds/Gromov–
Witten polyfolds. To begin, we consider the identity map
id :M
ϕ
g,k →M
φ
g,k
on the DM-orbifolds with respect to different gluing profiles ϕ, φ. Since the topology
is independent of gluing profile, it is clear this map is continuous for any choices of
gluing profiles.
We begin by comparing the gluing constructions for different choices of gluing
profile; it is easy to see that different gluing parameters will produce identical glued
Riemann surfaces Σϕa = Σ
φ
b precisely when ϕ(ra) = φ(rb) and θa = θb.
Using this fact, we may write a local expression for the identity at an arbitrary
point [Σ, j,M,D] ∈ M
ϕ
g,k in terms of good uniformizing families centered at a stable
noded Riemann surface representative (Σ, j,M,D) as follows:
iˆd : {Σϕa , j(a, v),Ma, Da}(a,v)∈U → {Σ
φ
b , j(b, w),Mb, Db}(b,w)∈V
(rae
−2πiθa , v) 7→ (φ−1 ◦ ϕ(ra)e−2πiθa , v).
Proposition 3.1. The identity map from the exponential to the logarithmic DM-
orbifolds,
id :Mexpg,k →M
log
g,k
is smooth.
Proof. We assert that all local expressions for the identity map are smooth. This
reduces to the claim that the function
C→ C, rae
−2πiθa 7→ ϕ−1log ◦ ϕexp(ra)e
−2πiθa
is smooth. The inverse of ϕlog(r) = −
1
2π log(r) is given by ϕ
−1
log(R) = e
−2πR,
hence ϕ−1log ◦ ϕexp(ra) = e
−2π(e1/ra−e). We may write this function in rectangular
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coordinates as
R2 → R2, (x, y) 7→
ϕ−1log ◦ ϕexp(
√
x2 + y2)√
x2 + y2
(x, y).
This function is smooth, except possibly at (0, 0). Considering partial derivatives of
the coordinate functions, one may see that it is enough to show that the coordinate
function
R→ R, x 7→ sgn(x)e−2π(e
1/|x|−e)
is smooth at 0. The derivatives of this function may be computed using the chain
rule; they will involve sums and multiples of terms of the form
Ce−2π(e
1/|x|−e)+a/|x|
xb
for a constant C and positive integers a, b; such terms have limit 0 as x→ 0. 
Remark 3.2. Consider now the identity map from the logarithmic to the exponential
DM-orbifolds,
id :Mlogg,k →M
exp
g,k .
As we have already observed this identity map is continuous; however in general
it is not differentiable—the only the exception is the trivial case (g, k) = (0, 3), in
which case M0,3 = {pt}. As above, the gluing parameters transform according to
the function
C→ C, rae
−2πiθa 7→ ϕ−1exp ◦ ϕlog(ra)e
−2πiθa .
We may further write a coordinate function
R→ R, x 7→ sgn(x)
1
log(− 12π log(|x|) + e)
.
The limits as x→ 0 of the first derivatives of this function do not exist.
The evaluation map at the ith-marked point is defined on the level of
underlying sets by
evi : ZA,g,k → Q
[Σ, j,M,D, u] 7→ u(zi).
It is well-defined regardless of whether there is a puncture at the marked point zi
or not.
Proposition 3.3. The evaluation map is a sc-smooth submersion.
Proof. We check the sc-smoothness at an arbitrary stable curve [Σ, j,M,D, u] ∈
ZA,g,k. Let (a, v, η) ∈ U be a local uniformizer centered at a representative
(Σ, j,M,D, u). Choose a chart on Q which identifies u(zi) ∈ Q with 0 ∈ R2n
and assume moreover this chart is chosen such that the given Riemannian metric
g on Q is identifiable with the Euclidean metric on R2n. The local expression for a
retraction composed with the evaluation map is
(a, v, η) 7→ (a, v, πa(η)) 7→ expu η(zi) = η(zi).
which is sc-smooth. The linearization of this expression also clearly spans the
tangent space Tu(zi)Q, which proves the claim that the evaluation map is submer-
sive. 
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The projection map,
π : ZA,g,k →Mg,k
[Σ, j,M,D, u] 7→ [(Σ, j,M,D)stab],
is defined on the level of underlying sets by taking a stable curve and, after removing
unstable components, associating the underlying stable domain.
We describe this process on the level of the underlying sets as follows. Consider a
point [Σ, j,M,D, u] ∈ ZA,g,k, and let (Σ, j,M,D, u) be a stable map representative.
First forget the map u and consider, if it exists, a component C ⊂ Σ satisfying
2gC + ♯(M ∪ |D|)C < 3. Then we have the following cases.
(1) C is a sphere without marked points and with one nodal point, say x.
Then we remove the sphere, the nodal point x and its partner y, where
{x, y} ∈ D.
(2) C is a sphere with two nodal points. In this case there are two nodal pairs
{x, y} and {x′, y′}, where x and x′ lie on the sphere. We remove the sphere
and the two nodal pairs but add the nodal pair {y, y′}.
(3) C is a sphere with one node and one marked point. In that case we re-
move the sphere but replace the corresponding nodal point on the other
component by the marked point.
Once we have removed all unstable components in this manner, we end up with a
stable noded marked Riemann surface we denote as (Σ, j,M,D)stab.
Proposition 3.4. The projection map
π : ZA,g,k →M
log
g,k
[Σ, j,M,D, u] 7→ [(Σ, j,M,D)stab]
defined between the GW-polyfold and the logarithmic DM-orbifold is sc-smooth.
Proof. We check scale smoothness at an arbitrary stable curve [Σ, j,M,D, u] ∈
ZA,g,k. Consider a good uniformizing family of stable maps centered at a stable
map representative:
(a, v, η)→ (Σa, j(a, v),Ma, Da,⊕a expu η), (a, v, η) ∈ U
Recall that the construction of a good uniformizing family of stable maps requires
we choose a stabilization S ⊂ Σ to the underlying Riemann surface in order to make
it stable. Thus, we may also consider the following a good uniformizing family of
stable Riemann surfaces:
(a, v) 7→ (Σa, j(a, v), (M ∪ S)a, Da), (a, v) ∈ U
Crucially, we use the exponential gluing profile for both of these good uniformizing
families.
We may write a local expression for the projection map as a composition in the
following way. First, forget the stable map from the good uniformizing family,
{(Σa, j(a, v),Ma, Da,⊕a expu η)}(a,v,η)∈U → {(Σa, j(a, v), (M ∪ S)a, Da)}(a,v)∈U
(a, v, η) 7→ (a, v)
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(note also that this expression is only defined locally due to the stabilization). Then
switch from the exponential to the logarithmic gluing profile,
{(Σa, j(a, v), (M ∪ S)a, Da)}(a,v)∈U
iˆd
−→ {(Σb, j(b, w), (M ∪ S)b, Db)}(b,w)∈V
(rae
−2πiθa , v) 7→ (ϕ−1log ◦ ϕexp(ra)e
−2πiθa , v).
We may then forget all of the stabilizing points in S, which we may write as a
composition of maps which each forgets a single stabilizing point, by composing
with the following sequence of maps:
Mlogg,k+♯S
ft
−→Mlogg,k+♯S−1
ft
−→ · · ·
ft
−→Mlogg,k
By Proposition 3.8 the forgetting maps on the logarithmic DM-orbifolds are smooth.
Hence, the local expression for π is a composition of sc-smooth maps, and is there-
fore smooth.

Fix a permutation σ ∈ Sk in the symmetric group, i.e., a bijection σ :
{1, . . . , k} → {1, . . . , k}. The permutation map is defined on the underlying
set of a DM-space
σ :Mg,k →Mg,k, [Σ, j,M,D] 7→ [Σ, j,M
σ, D]
or on the underlying set of a GW-polyfold
σ : ZA,g,k → ZA,g,k, [Σ, j,M,D, u] 7→ [Σ, j,M
σ, D, u]
by relabeling the marked points as follows: with M = {z1, . . . , zk} we defineMσ :=
{z′1, . . . , z
′
k} by the relabeling z
′
i := zσ(i).
Proposition 3.5. The permutation map between logarithmic or exponential DM-
orbifolds is a diffeomorphism. The permutation map between GW-polyfolds is a
sc-diffeomorphism.
Proof. In either case, the choice of good uniformizing family (along with data such
as the stabilization) may be made identically, without regard for the specific num-
bering of the marked points. The permutation map in such local coordinates will
be the identity. 
3.3. The kth-marked point forgetting map on the logarithmic Deligne–
Mumford orbifolds. Suppose that 2g+k > 3. We define the kth-marked point
forgetting map
ftk :Mg,k →Mg,k−1
on the underlying sets of the DM-spaces as follows. Let [Σ, j,M,D] ∈Mg,k, and let
(Σ, j,M,D) be a representative given by a stable noded Riemann surface. To define
ftk([Σ, j,M,D]) we distinguish three cases for the component Ck which contains
the kth-marked point, zk ∈ Ck.
(1) The component Ck \ {zk} satisfies the DM-stability condition. It follows
that 2gCk + ♯(M ∪ |D|)Ck > 3 and we define
ftk([Σ, j,M,D]) = [Σ, j,M \ {zk}, D].
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(2) The component Ck \ {zk} does not satisfy the DM-stability condition. It
follows that 2gCk+ ♯(M ∪|D|)Ck = 3. From 2g+k > 3 and the assumption
that the set Σ/ ∼ (where xa ∼ ya for nodal pairs {xa, ya} ∈ D) is connected,
we can deduce
2gCk = 0, ♯(M ∪ |D|)Ck = 3.
There are now two possibilities.
(2a) zk ∈MCk , and two nodal points za, zb ∈ |D|Ck Then ftk([Σ, j,M,D])
is defined as the equivalence class of the stable noded Riemann surface
obtained from (Σ, j,M,D) as follows. Delete zk, delete the component
Ck, and delete the two nodal pairs. We add a new nodal pair {xa, yb}
given by two points of the former nodal pairs.
(2b) zi, zk ∈ MCk , and one nodal point za ∈ |D|Ck Then ftk([Σ, j,M,D])
is defined as the equivalence class of the stable noded Riemann surface
obtained from (Σ, j,M,D) as follows. Delete zk, delete the component
Ck, and delete the nodal pair. We add a new marked point zi, given
by the former nodal point which did not lie on Ck.
Remark 3.6 (Special cases for the kth-marked point forgetting map). By definition,
if 2g + (k − 1) < 3 then Mg,k−1 = ∅; hence, one can also consider the trivial map
ftk :Mg,k → ∅.
By considering possible stable configurations, one can see that ftk is given by
case 1 whenever [Σ, j,M,D] lies on the top dimensional stratum of the DM-space.
Additionally, there will exist a point [Σ, j,M,D] with the configuration specified
by case 2a whenever
(g = 0, k ≥ 5), (g = 1, k = 1), (g ≥ 2, k ≥ 1).
Finally, there will exist a point [Σ, j,M,D] with the configuration specified by case
2b whenever
(g = 0, k ≥ 4), (g ≥ 1, k ≥ 2).
Remark 3.7 (The universal curve). The preimage of a point [Σ, j,M,D] ∈ Mg,k−1
via ftk consists of the Riemann surface Σ with nodes identified, i.e.,
ft−1k ([Σ, j,M,D]) ≃ Σ/ ∼, where xa ∼ ya for nodal pairs {xa, ya} ∈ D.
According to such a descriptionMg,k is sometimes called the universal curve over
Mg,k−1. We note that this is not a fiber bundle (the “fibers” are not constant and
can vary locally), nor is it a fibration (the “fibers” are not homotopy equivalent).
However, considered as homology classes, the fibers are homologous.
3.3.1. Local expressions for the kth-marked point forgetting map on the DM-
orbifolds. We now write down local expressions for ftk in the coordinates given
by the (alternative) good uniformizing families. We work first with regards to an
arbitrary gluing profile on the DM-orbifolds to obtain general expressions.
Consider a stable Riemann surface [Σ, j,M,D] ∈ Mg,k. We may write a local
expression for ftk for each of the three cases as follows.
Case 1. By assumption Ck \ {zk} is stable. Hence we can take an alternative
good uniformizing family centered at a representative (Σ, j,M,D): (a, v, y) 7→
(Σa, j(a, v),M(a,y), Da). Observe that forgetting the parametrization of the kth-
marked point gives a good uniformizing family centered at (Σ, j,M \ {zk}, D):
(a, v) 7→ (Σa, j(a, v), (M \ {zk})a, Da).
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A local expression for fˆ tk in terms of these good uniformizing families is given
by
fˆ tk : {(Σa, j(a, v),M(a,y), Da)}(a,v,y)∈U → {(Σb, j(b, w), (M \ {zk})b, Db)}(b,w)∈V
(a, v, y) 7→ (a, v).
Case 2a. For notational simplicity, let us assume that {xa, ya} and {xb, yb} are the
only nodal pairs on the stable Riemann surface, i.e., we consider [Σ, j,M, {{xa, ya},
{xb, yb}}]. Hence after forgetting the kth-marked point there is only one nodal pair,
which we denote as {xc, yc}.
There is a unique biholomorphism
Ck \ {ya, xb} ≃ R× S
1
which sends the marked point zk to the point (0, 0), the puncture ya to −∞, and
the puncture xb to +∞. We may choose the small disk structure at ya such that
there is a biholomorphism between Dya \ {ya} and R
−×S1 ⊂ R×S1. Likewise, we
choose the small disk structure at xb such that there is a biholomorphism between
Dxb \ {xb} and R
+ × S1.
We replace Dxa ⊔ Ck ⊔Dyb with the glued cylinder
Za,b :=


[0, Ra +Rb]× S1 a 6= 0, b 6= 0,
R+ × S1 ⊔R− × S1 a 6= 0, b = 0 or a = 0, b 6= 0,
R+ × S1 ⊔R× S1 ⊔ R− × S1 a = 0, b = 0.
We thus obtain the glued Riemann surface
Σa,b := Σ \ (Dxa ⊔ Ck ⊔Dyb) ⊔ Za,b.
The movement of the marked point zk is parametrized as follows:
• For a = b = 0, the marked point zk is given by (0, 0) on the component
R× S1.
• For a 6= 0 and b = 0, the marked point zk is given by (Ra, θa) ∈ R
+ × S1.
Analogously for a = 0 and b 6= 0, the marked point is given by (Rb, θb) ∈
R− × S1.
• For a 6= 0 and b 6= 0, the marked point zk is given by (Ra, θa) in the (s+, t+)
coordinates and (−Rb,−θb) in the (s−, t−) coordinates.
Consider a good uniformizing family centered at (Σ, j,M, {{xa, ya}, {xb, yb}}):
(a, b, v) 7→ (Σa,b, j(a, b, v),Ma,b, {{xa, ya}, {xb, yb}}a,b), (a, b, v) ∈ B 1
2
×B 1
2
×V.
We may use the same good complex deformation after forgetting the kth-marked
point, hence we may also consider a good uniformizing family centered at
fˆ tk(Σ, j,M, {{xa, ya}, {xb, yb}}) = (Σ \ Ck, j,M \ {zk}, {{xc, yc}}):
(c, w) 7→ ((Σ \ Ck)c, j(c, w), (M \ {zk})c, {{xc, yc}}c), (c, w) ∈ B 1
2
× V
Comparing the families of Riemann surfaces, we see
fˆ tk(Σa,b, j(a, b, v),Ma,b, {{xa, ya}, {xb, yb}}a,b)
= ((Σ \ Ck)c, j(c, w), (M \ {zk})c, {xc, yc}c)
precisely when w = v and when c = a ∗ϕ b where a ∗ϕ b is defined by:
a ∗ϕ b :=
{
ϕ−1(ϕ(ra) + ϕ(rb))e−2πi(θa+θb) when a 6= 0 and b 6= 0,
0 when a = 0 or b = 0.
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A local expression for fˆ tk is given by:
fˆ tk :{(Σa,b, j(a, b, v),Ma,b, {{xa, ya}, {xb, yb}}a,b)}(a,b,v)
→ {((Σ \ Ck)c, j(c, w), (M \ {zk})c, {xc, yc}c)}(c,w)
(a, b, v) 7→ (a ∗ϕ b, v).
z1
z2
z5
θa θa
θb
z3
z4
z1
z2
z3
z4
θc
M0,5
M0,4
ϕ(ra) ϕ(rb)
ϕ(rc)
Figure 1. The 5th-marked point forgetting map
Case 2b. Again for simplicity, let us assume that {xa, ya} is the only nodal pair
on [Σ, j,M,D] and hence ftk([Σ, j,M,D]) contains no nodal pairs. Hence we
consider assume [Σ, j,M, {{xa, ya}}] which maps to ftk([Σ, j,M, {{xa, ya}}]) =
[Σ \ Ck, j,M \ {zk}, ∅].
Again, there is a unique biholomorphism between Ck \{ya, zi} and R×S1 which
sends the marked point zk to the point (0, 0), the puncture ya to −∞, and the
puncture at the marked point zi to +∞. We may choose the small disk structure
at ya such that there is a biholomorphism between Dya\{ya} and R
−×S1 ⊂ R×S1.
For a 6= 0 we may write the “glued” cylinder as:
Σa = Σ \ (Dxa ⊔Dya) ⊔ Za ⊔ R
+ × S1 ⊔ {+∞} ≃ Σ \ Ck.
The movement of the marked point zk is parametrized as follows:
• For a = 0, the marked point zk is given by (0, 0) on the component R×S1,
while the marked point zi is given by the puncture at +∞ on R× S1.
• For a 6= 0 the marked point zk is given by (Ra, θa) ∈ R+ × S1, while the
marked point zi is again given by the puncture at +∞ on R+ × S1.
Consider a good uniformizing family centered at (Σ, j,M, {{xa, ya}}):
(a, v) 7→ (Σa, j(a, v),Ma, {{xa, ya}}a), (a, v) ∈ B 1
2
× V
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We may use the same good complex deformation after forgetting the kth-marked
point, hence we may also consider a good uniformizing family centered at
fˆ tk(Σ, j,M, {{xa, ya}}) = (Σ \ Ck, j,M \ {zk}, ∅):
w 7→ (Σ \ Ck, j(w),M \ {zk}, ∅), w ∈ V
Comparing the families of Riemann surfaces, we see
fˆ tk(Σa, j(a, v),Ma, {{xa, ya}}a) = (Σ \ Ck, j(w),M \ {zk}, ∅)
precisely when w = v.
A local expression for fˆ tk is given by:
fˆ tk : {(Σa, j(a, v),Ma, {{xa, ya}}a)}(a,v) → {(Σ \ Ck, j(w),M \ {zk}, ∅)}w
(a, v) 7→ v.
Proposition 3.8. The kth-point forgetting map, considered on the Deligne–
Mumford orbifolds constructed with the logarithmic gluing profile,
ftk :M
log
g,k →M
log
g,k−1,
is a smooth map. Moreover, it is holomorphic.
Proof. We check the smoothness of local expressions of ftk. The only points in
Mlogg,k where the local expression of fˆ tk will not be trivially holomorphic is when
[Σ, j,M,D] belongs to case 2, i.e., a representative contains a component S2 with
precisely 3 special points, one of which is the kth-marked point while the other two
are nodal points. The inverse of ϕlog(r) = −
1
2π log(r) is given by ϕ
−1
log(R) = e
−2πR.
Hence it follows that:
a ∗log b = ra · rbe
−2πi(θa+θb) = a · b,
i.e., complex multiplication of the gluing parameters. Therefore the local expres-
sions for fˆ tk are all holomorphic. 
For i ∈ {1, . . . , k − 1}, we may define a canonical section
si :Mg,k−1 →Mg,k
on the DM-spaces by introducing a new component S2 which contains the marked
points zi and zk. This map is a section of ftk : Mg,k → Mg,k−1 in the sense
that ftk ◦ si = idMg,k−1 . For any choice of gluing profile, this map is a smooth
embedding of Mg,k−1 into Mg,k.
3.4. Inclusion and marked point identifying maps for the split/genus
Gromov–Witten polyfolds. Associated to a splitting S of (g, k) as defined in
§ 2.3 we may consider the natural marked point identifying map
φS :Mk0+1,g0 ×Mk1+1,g1 →Mg,k
which identifies the last marked point of a stable noded Riemann surface in
Mk0+1,g0 with the first marked point of a stable noded Riemann surface in
Mk1+1,g1 , and which maps the first k0 marked points of Mg0,k0+1 to {1, . . . , k0}
and likewise maps the last k1 marked points of Mg1,k1+1 to {k0 + 1, . . . , k0 + k1}.
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Let A0, A1 be such that A0 + A1 = A. Together with the inclusion map, this
map lifts to a sc-smooth map defined on the split GW-polyfolds:
ZA0,g0,k0+1 ×ZA1,g1,k1+1
ZA0+A1,S ZA,g,k
i
φS
There is also a natural map
ψ :Mg−1,k+2 →Mg,k
which identifies the last two marked points of a stable noded Riemann surface
increasing the arithmetic genus by one. Note that this is a degree two map. Given
a point in the top stratum of Mg−1,k+2, by exchanging the marked points zk+1
and zk+2 we will in general obtain distinct points in Mg−1,k+2, but both of these
points will map to the same point in Mg,k. The exception is if both points zk+1
and zk+2 lie on a single component S
2 with one other special point; however in this
case the image will be a singular pointMg,k and should be counted with weight
1
2 .
Together with the inclusion map, this map also lifts to a sc-smooth map defined
on the genus GW-polyfolds:
ZA,g−1,k+2
ZgA,g−1,k+2 ZA,g,k
i
ψ
4. The polyfold Gromov–Witten invariants
In this section, we give a brief introduction to the polyfold GW-invariants as
defined in [15]. In addition to the definition of these invariants via the branched
integral of [13], it is also necessary to give an equivalent definition of these invariants
in terms of intersection numbers, as introduced in [32].
4.1. Abstract perturbation of the Cauchy–Riemann section. At the outset,
fix a compatible almost complex structure J on Q so that ω(·, J ·) is a Riemannian
metric on Q.
Definition 4.1. The underlying set of the strong polyfold bundle WA,g,k is
defined as the set of equivalence classes
WA,g,k := {(Σ, j,M,D, u, ξ) | · · · }/ ∼
with data as follows.
• (Σ, j,M,D, u) is a stable map representative of a stable curve in ZA,g,k.
• ξ is a continuous section along u such that the map
ξ(z) : TzΣ→ Tu(z)Q, for z ∈ Σ
is a complex anti-linear map.
• As in Definition 2.12 we may write a local expression for ξ of the form
[s0,∞)× S
1 → R2n, (s, t) 7→ dϕu(σ(s,t)) · ξ(σ(s, t)) ·
(
∂
∂s
σ(s, t)
)
which is defined for s0 large. We require this local expression is of class
H2,δ0 around the nodal points in |D|. We require a similar coordinate
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expression is of class H2loc near the other points in Σ. (If u has a puncture
at the marked point zi, then we also require that ξ is of class H
2,δ0 at the
marked point.)
• The equivalence relation is given by
(Σ, j,M,D, u, ξ) ∼ (Σ′, j′,M ′, D′, u′, ξ′)
if there exists a biholomorphism φ : (Σ, j)→ (Σ′, j′) which satisfies ξ′◦dφ =
ξ in addition to u′ ◦φ = u, φ(M) =M ′, φ(|D|) = |D′|, and which preserves
ordering and pairs.
By [15, Thm. 1.10], the set WA,g,k possesses a polyfold structure such that
P :WA,g,k → ZA,g,k, [Σ, j,M,D, u, ξ] 7→ [Σ, j,M,D, u]
defines a “strong polyfold bundle” over the GW-polyfold ZA,g,k.
The Cauchy–Riemann section ∂J of the strong polyfold bundle P :WA,g,k →
ZA,g,k is defined on the underlying sets by
∂J([Σ, j,M,D, u]) := [Σ, j,M,D, u,
1
2
(du+ J(u) ◦ du ◦ j)].
By [15, Thm. 1.11], the Cauchy–Riemann section is an sc-smooth Fredholm section
with Fredholm index given by
ind ∂J = 2c1(A) + (dimRQ− 6)(1− g) + 2k.
We define the unperturbed Gromov–Witten moduli space as the zero set
of this section,
MA,g,k(J) := {[Σ, j,M,D, u] | ∂J ([Σ, j,M,D, u]) = 0} ⊂ ZA,g,k.
This set is precisely the same as the stable map compactification of a GW-moduli
space as we discussed in the introduction. Moreover, one may show that the sub-
space topology on MA,g,k(J) is equivalent to the Gromov topology defined on the
stable map compactification.
There exist “regular perturbations” p which “regularize” the unperturbed GW-
moduli spaces; thus we obtain a perturbed Gromov–Witten moduli space
SA,g,k(p) := “ (∂J + p)
−1(0) ” ⊂ ZA,g,k
which has the structure of a compact oriented weighted branched suborbifold. For
the precise definition of a “regular perturbation,” we refer to [16, Cor. 15.1]. We
recall some important properties of such a suborbifold.
Definition 4.2. Let Q+ := Q ∩ [0,∞). A weighted branched suborbifold S
of the GW-polyfold ZA,g,k is a subset S ⊂ ZA,g,k such that:
• S consists entirely of smooth stable curves,
• S comes equipped with a rational valued weight function θ : S → Q+.
Given a stable curve [Σ, j,M,D, u] ∈ S, let
(a, v, η)→ (Σa, j(a, v),Ma, Da,⊕a expu η), (a, v, η) ∈ U
be a local uniformizer for ZA,g,k centered at a representative (Σ, j,M,D, u). Then
S may be locally described as follows:
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• Local branches. There exists a finite collection Mi, i ∈ I of finite-
dimensional manifolds (Mi)i∈I and proper embeddings
Mi →֒ {(Σa, j(a, v),Ma, Da,⊕a expu η)}(a,v,η)∈U
such that the union ∪i∈IMi is Aut(Σ, j,M,D, u)-invariant, and moreover⋃
i∈I Mi
Aut(Σ, j,M,D, u)
→ S
is a local homeomorphism.
• Weights. Associated to each Mi there exists a positive rational number
wi such that the function
θˆ :
⋃
i∈I
Mi → Q
+, x 7→
∑
{i∈I|x∈Mi}
wi
is an Aut(Σ, j,M,D, u)-invariant lift of the weight function θ : S → Q+.
The data (Mi)i∈I , (wi)i∈I is called a local branching structure. We say that S is
compact if the underlying topological space equipped with the subspace topology
is compact. We may define an orientation on a weighted branched suborbifold as
an Aut-invariant orientation of each local branch, denoted as (Mi, oi).
We note that this is only a partial description of a weighted branched suborbifold
but it is sufficient for our purposes, see [16, Def. 9.1] for a full definition in the
context of ep-groupoid theory.
4.2. Polyfold Gromov–Witten invariants as branched integrals. We briefly
consider the branched integration theory, as originally developed in [13]. Given a
smooth map from a polyfold to a manifold/orbifold,
f : Z → O,
we may pullback a differential form ω ∈ Ωn(O) and obtain a “sc-differential form”
f∗ω ∈ Ωn∞(Z). We can consider the restriction of a sc-differential form to a weighted
branched suborbifold; locally this restriction is the same as the normal pullback on
the local branches.
Theorem 4.3 ([16, Thm. 9.2]). Let Z be a polyfold. Consider a sc-smooth differ-
ential form ω ∈ Ωn∞(Z) and an n-dimensional compact oriented weighted branched
suborbifold S ⊂ Z. Then there exists a well-defined branched integral, denoted
as
∫
S ω.
In our current situation, we may note that the GW-polyfolds admit sc-smooth
partitions of unity, see the discussion in [16, § 5.5]. Furthermore, we may note
that the automorphism groups are all effective; this may be seen by considering
the explicit action of the automorphism group, for any automorphism we may find
a stable map which breaks the symmetry. Therefore, we may compute the the
branched integral as described in [32, Rem. 3.6] as follows.
Cover the compact topological space S with finitely many open sets of the form
∪i∈IMi/Aut. As in the remark, we can define a sc-smooth partition of unity on
Z so that its restriction to S is also a partition of unity with respect to the open
cover ∪i∈IMi/Aut. We can then write:∫
S
ω =
∑
n
∫
S
βn · ω =
∑
n
1
♯Aut(Σ, j,M,D, u)
∑
i∈I
wi
∫
(Mi,oi)
βn · ω
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where the first sum is over the open cover indexed by n and βn is the associated
partition of unity.
The polyfold GW-invariant is defined as the homomorphism
GW
A,g,k
: H∗(Q;Q)⊗k ⊗H∗(M
log
g,k;Q)→ Q
defined via the branched integration of [13]:
GW
A,g,k
(α1, . . . , αk;β) :=
∫
SA,g,k(p)
ev∗1 PD(α1) ∧ · · · ∧ ev
∗
k PD(αk) ∧ π
∗ PD(β).
It was justified in [32, Rem. 3.15] that this homomorphism is rationally valued,
using equivalence of the branched integral with the intersection number.
Theorem 4.4 (Change of variables, [33, Thm. 2.47]). Let Si ⊂ Zi be n-dimensional
compact oriented weighted branched suborbifolds with weight functions θi : Si → Q
+
for i = 1, 2. Let g : Z1 → Z2 be a sc1-map between polyfolds, which has a well-
defined restriction g|S1 : S1 → S2 between the branched suborbifolds. In addition,
assume the following:
• g|S1 : S1 → S2 is a homeomorphism between the underlying topological
spaces and is weight preserving, i.e., θ2 ◦ g = θ1,
• A lift to the local branching structures gˆ :
⋃
i∈I Mi →
⋃
j∈I′ M
′
j is a local
homeomorphism, and moreover maps branches to branches and is orienta-
tion and weight preserving on each branch.
Then given a sc-smooth differential form ω ∈ Ωn∞(Z2),∫
S2
ω =
∫
S1
g∗ω.
4.3. The Steenrod problem and polyfold Gromov–Witten invariants as
intersection numbers. We now describe the definition of the GW-invariants as
intersection numbers, as developed in [32].
The polyfold GW-invariants take as input homological data coming from a closed
orientable orbifold of the form Qk ×Mlogg,k. In order to define the polyfold GW-
invariants as intersection numbers, we need to understand how to take this homo-
logical data and interpret it in a suitable way.
This is done via the Steenrod problem. As proved by Thom in [35, Thm. II.1],
there exists a basis of H∗(Q;Q) which consists of the fundamental classes of closed
embedded submanifolds X ⊂ Q. We call such a submanifold a representing
submanifold. SinceMlogg,k is an orbifold for g 6= 0, we need the following theorem.
Theorem 4.5 (The Steenrod problem for orbifolds, [32, Thm. 1.2]). Let O be a
closed orientable orbifold. There exists a basis {[Xi]} of H∗(O;Q) which consists of
the fundamental classes of “closed embedded full suborbifolds Xi ⊂ O whose normal
bundles have fiberwise trivial isotropy action” (see [32, Defs. 2.12, 2.14]). We will
call such a suborbifold a representing suborbifold.
Consider the evaluation and projection maps defined on a GW-polyfold:
ZA,g,k
ev1×···×evk×π−−−−−−−−−−→ Qk ×Mlogg,k.
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Let SA,g,k(p) be a perturbed GW-moduli space, and let X1 × · · · × Xk × B ⊂
Qk ×Mlogg,k be a representing suborbifold. Consider the diagram:
SA,g,k(p) Qk ×M
log
g,k
X1 × · · · × Xk × B.
ev1×···×evk×π
∪
Then there exists a well-defined notion of transversal intersection [32, Def. 3.8]
(ev1 × · · · × evk × π)|SA,g,k(p) ⋔ (X1 × · · · × Xk × B)
and moreover a well-defined intersection number [32, Def. 3.13]
(ev1 × · · · × evk × π) |SA,g,k(p) · (X1 × · · · × Xk × B) .
When dimSA,g,k(p) + dim (X1 × · · · × Xk × B) = dim(Qk ×M
log
g,k) the intersection
number is given by the signed weighted count of a finite number of points of inter-
section.
We may then define the polyfold GW-invariants as the intersection number
GW
A,g,k
([X1], . . . , [Xk]; [B]) := (ev1 × · · · × evk × π) |SA,g,k(p) · (X1 × · · · × Xk × B) .
u(Σ)
u(zi)
Xi
Figure 2. A Gromov–Witten invariant as an intersection number
By [32, Thm. 1.6, Cor. 1.7] the branched integral and the intersection number
are related by the following equation:∫
SA,g,k(p)
ev∗1 PD[X1] ∧ · · · ∧ ev
∗
k PD[Xk] ∧ π
∗ PD[B]
= (ev1 × · · · × evk × π) |SA,g,k(p) · (X1 × · · · × Xk × B) .
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Transversality of a perturbed solution space of a polyfold with representing sub-
manifolds/suborbifolds may always be achieved through either of the following:
• Through the perturbation of the representing suborbifold; due to the prop-
erties of the normal bundle representing suborbifolds may always be per-
turbed (see [32, Prop. 3.9]).
• Assuming the map defined on the ambient polyfold is a submersion, we
may obtain transversality through choice of a suitable regular perturbation
(see [32, Prop. 3.10]).
We showed in Proposition 3.3 that the evaluation map is a smooth submersion,
hence we may always choose a perturbation such that evi ⋔ Xi. This is important
in the contexts of the splitting and genus reduction axioms where we consider a
representing submanifold given by the diagonal ∆ ⊂ Q × Q; in these cases, it is
important that we do not perturb this representing submanifold or else we will lose
the geometric meaning of the intersection.
However, the projection map
π : ZA,g,k →M
log
g,k
is not a submersion (unless (g, k) = (0, 3)) as we explain in Problem 4. Hence in
this case we must perturb the representing suborbifold B ⊂Mlogg,k in order to obtain
transversality.
4.4. Pulling back abstract perturbations and maps between perturbed
moduli spaces. The natural approach for obtaining a well-defined map between
perturbed GW-moduli spaces is to pullback an abstract perturbation. The technical
details for this approach are contained in [33].
The general setup for this problem may be given as follows. Consider a sc-
smooth map between polyfolds, f : Y → Z, and consider a pullback diagram of
strong polyfold bundles:
f∗W W
Y Z.
f∗∂J
proj2
∂J
f
It is possible to obtain transversality for both strong bundles through the choice
of an appropriately generic perturbation. The main technical point therefore is
ensuring that we can control the compactness of the pullback perturbation. This
is achieved by a mild topological hypothesis on the map f .
We say that f satisfies the topological pullback condition if for all [y] ∈
S(∂J) ⊂ Z and for any open neighborhood V ⊂ Y of the fiber f−1([y]) there exists
an open neighborhood U[y] ⊂ Z of [y] such that f
−1(U[y]) ⊂ V . (Note that if
f−1([y]) = ∅, this implies that there exists an open neighborhood U[y] of [y] such
that f−1(U[y]) = ∅.)
Theorem 4.6 ([33, Thm. 1.7]). If f satisfies the topological pullback condition then
there exists a regular perturbation p which pulls back to a regular perturbation f∗p.
It follows that we can consider a well-defined restriction between perturbed moduli
spaces,
f |S(f∗p) : S(f∗p)→ S(p).
This map is weight preserving.
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By checking that the strong bundles are related by pullback, and by checking
the topological pullback condition holds, we may obtain well-defined maps between
perturbed GW-moduli spaces. In particular, by pulling back via the permutation
map between GW-polyfolds, σ : ZA,g,k → ZA,g,k, we obtain:
• permutation maps,
σ : SA,g,k(σ
∗p)→ SA,g,k(p).
By pulling back via the inclusion maps from § 3.4, we obtain:
• inclusion maps for the split perturbed GW-moduli spaces,
i : SA0+A1,S(i
∗p) →֒ (SA0,g0,k0+1 × SA1,g1,k1+1)(p),
• inclusion maps for the genus perturbed GW-moduli spaces,
i : SgA,g−1,k+2(i
∗p) →֒ ZA,g−1,k+2(p).
Observe that since the unperturbed GW-moduli spaceMA,g,k is compact, there
are only finitely many decompositions A0 +A1 for which the associated split GW-
polyfolds can contain a nonempty unperturbed GW-moduli space. We may then
pullback via
⊔φS :
⊔
A0+A1=A
ZA0+A1,S → ZA,g,k
where the (finite) disjoint union is only considered for split GW-polyfolds which
contain a nonempty unperturbed GW-moduli space. We thus obtain
• marked point identifying maps for a disjoint union of split perturbed GW-
moduli spaces:
⊔φS :
⊔
A0+A1=A
SA0+A1,S(φ
∗
Sp)→ SA,g,k(p).
Finally, we also obtain:
• marked point identifying maps for the genus perturbed GW-moduli spaces,
ψ : SgA,g−1,k+2(ψ
∗p)→ SA,g,k(p).
Theorem 4.7. We can give a perturbed Gromov–Witten moduli space the structure
of a stratified space, whose codimension 2m strata are given by the m-noded stable
curves.
Proof. In the literature, we may keep track of possible degenerations of an un-
perturbed GW-moduli space MA,g,k(J) by means of a tree T with labelings
(Aα, gα, kα) on each vertex α such that
A =
∑
α
Aα, g =
∑
α
gα, k =
∑
α
kα.
Since MA,g,k(J) is compact, the set of such trees which model a possible degen-
eration is finite. We can define a GW-polyfold modeled on a tree as in § 2.3; the
theorem is then obtained by pulling back an abstract perturbation via the map⊔
T
ZT → ZA,g,k.

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5. Problems arise
At this point, there are substantial obstructions in polyfold GW-theory which
we must understand before we have any hope to prove the GW-axioms.
5.1. Problems.
Problem 1. In general the map ftk : M
exp
g,k → M
exp
g,k−1 is continuous but not
differentiable.
The construction of the GW-polyfolds requires the modification of the gluing
profile used to define the DM-orbifolds, giving rise to exponential DM-orbifolds. As
a consequence of this nonstandard smooth structure the map ftk :M
exp
g,k →M
exp
g,k−1
is in general continuous but not differentiable. Differentiability fails at points which
are nodal Riemann surfaces which contain components S2 with precisely 3 special
points, two of which are nodal, and one of which is the kth-marked point. In § 5.2
we show this failure via explicit calculation.
Problem 2. In general there does not exist a natural map which forgets the kth-
marked point on the GW-polyfolds.
The GW-stability condition (2.3) imposed on stable curves in the polyfold ZA,g,k
may not hold in ZA,g,k−1 once the kth-marked point is removed. Recall once again
the GW-stability condition:
• For each connected component C ⊂ Σ we require at least one of the follow-
ing:
2gC + ♯(M ∪ |D|)C ≥ 3 or
∫
C
u∗ω > 0.
A stable curve in ZA,g,k may contain a “destabilizing ghost component,” i.e., a
component Ck ≃ S2 with precisely 3 special points, one of which is the kth-marked
point, and such that
∫
Ck
u∗ω = 0, u|Ck 6= const. In this case, after removal of the
kth-marked point the GW-stability condition is no longer satisfied, and we cannot
consider the resulting data as a stable curve in ZA,g,k−1. Hence even on the level of
the underlying sets of the GW-polyfolds there does not exist a natural kth-marked
point forgetting map. In § 5.3 we classify possible destabilizing ghost components,
and also consider the fringe situations where it is possible to obtain a (trivial)
well-defined kth-marked point forgetting map.
Problem 3. In general the well-defined restriction ftk : ZconstA,g,k → ZA,g,k−1 is not
continuous.
We can attempt to restrict to a subset ZconstA,g,k ⊂ ZA,g,k with a stronger stability
condition:
• For each connected component C ⊂ Σ we require at least one of the follow-
ing:
2gC + ♯(M ∪ |D|)C ≥ 3 or
∫
C
u∗ω > 0.
Additionally, if the kth-marked point zk lies on a component Ck with
2gCk + ♯(M ∪ |D|)Ck = 3 and
∫
Ck
u∗ω = 0
then we require that u|Ck is constant, hence necessarily u|Ck ≡ u(zk).
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∫
Ck
u
∗
ω = 0,
u|Ck = const.
Figure 3. There does not exist a natural map which forgets the
kth-marked point.
By the energy identity, any map u : Ck → Q with ∂Ju = 0 and
∫
Ck
u∗ω = 0
must be constant. Hence it follows that the above subset is large enough to contain
the entire unperturbed Gromov–Witten solution space, i.e., MA,g,k(J) ⊂ ZconstA,g,k.
With this stability condition the kth-marked point forgetting map is well-defined
on ZconstA,g,k, considered as a set. Consider the subspace topology on Z
const
A,g,k ⊂ ZA,g,k,
and the usual polyfold topology on ZA,g,k−1. In general, with respect to these
topologies the kth-marked point forgetting map is not continuous. In § 5.4 we
demonstrate lack of continuity by exhibiting a sequence which converges in the
subspace topology on ZconstA,g,k but for which the image of the sequence does not
converge.
Problem 4. While the projection π : ZA,g,k →M
log
g,k is sc-smooth, in general it is
not a submersion.
We observed in Proposition 3.4 that the projection π locally factors through the
(smooth) identity map id : Mexpg,k →M
log
g,k. However, in general this identity map
is not a submersion. The only exception is when (g, k) = (0, 3) as in this case
M0,3 = {pt}. In the proof of Proposition 3.1 we saw that the gluing parameters
transform according to the rectangular coordinate expression
F : R2 → R2, (x, y) 7→
e
−2π
(
e1/
√
x2+y2−e
)
√
x2 + y2
(x, y).
It is elementary to compute partial derivatives of F and obtain:
∂F1
∂x
(x, 0) =
−2πe(−2π(e
1/|x|−e)+1/|x|)
x2
,
∂F1
∂y
(0, y) =
∂F2
∂x
(x, 0) = 0,
∂F2
∂y
(0, y) =
−2πe(−2π(e
1/|y|−e)+1/|y|)
y2
.
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Taking limits, one may observe that the Jacobian of this function at (0, 0) is there-
fore
J(0, 0) =
[
0 0
0 0
]
.
5.2. Differentiability of the kth-marked point forgetting map on the expo-
nential Deligne–Mumford orbifolds. We begin by remarking that the topology
on the DM-space is independent of the choice of gluing profile, hence it automati-
cally follows from Proposition 3.8 that ftk :M
exp
g,k →M
exp
g,k−1 is, at the very least,
continuous.
However in general, ftk : M
exp
g,k → M
exp
g,k−1 is not C
1. Differentiability fails at
points in Mexpg,k which contain precisely 3 special points, one of which is the kth-
marked point while the other two are nodal points. In particular, differentiability
fails in case 2a from § 3.3.1, and as noted in Remark 3.6 such points will occur when
(g = 0, k ≥ 5), (g = 1, k = 1), or (g ≥ 2, k ≥ 1). We previously derived coordinate
expressions for ftk for an arbitrary gluing profile; in case 2a such an expression has
the following simplified form:
fˆ tk : (a, b, v) 7→ (a ∗exp b, v).
Hence consider the function
C× C→ C, (a, b) 7→ a ∗exp b
where once again
a ∗exp b :=
{
ϕ−1exp(ϕexp(ra) + ϕexp(rb))e
−2πi(θa+θb) when a 6= 0 and b 6= 0,
0 when a = 0 or b = 0.
The inverse of ϕexp(r) = e
1/r − e is given by ϕ−1exp(R) =
1
log(R+e) , and so if a 6= 0
and b 6= 0 we have
a ∗exp b =
1
log(e1/ra+e1/rb−e)e
−2πi(θa+θb).
This expression is not C1. To see this, we rewrite the equation in rectangular
coordinates as a function F : R4 → R2,
F (x1, x2, x3, y4) :={
(0, 0) if x1 = x2 = 0 or x3 = x4 = 0,
1
log(e1/ra+e1/rb−e) (cos(ϑa + ϑb), sin(ϑa + ϑb)) else,
where r2a := x
2
1 + x
2
2, r
2
b := x
2
3 + x
2
4 and ϑa := −2π tan
−1(x2x1 ), ϑb := −2π tan
−1(x4x3 ).
We now compute the Jacobian matrix J of partial derivatives of F at (0, 0, 0, 0) ∈
R4. From the above expression for F we see that ∂Fi∂xj = 0 for all i = 1, 2 and
j = 1, 2, 3, 4, hence J i,j = 0.
If F were differentiable, the Jacobian matrix would give the total derivative, and
we could compute the directional derivative at (0, 0, 0, 0) via the equation
∇vF = J · v = (0, 0).
We may directly compute the directional derivative as follows. Let v ∈ R4 be a
unit vector, we may write
v = r1 cos θ1
∂
∂x1
+ r1 sin θ1
∂
∂x2
+ r2 cos θ2
∂
∂x3
+ r2 cos θ2
∂
∂x4
THE GROMOV–WITTEN AXIOMS VIA POLYFOLD THEORY 43
where r21 + r
2
2 = 1. Then one may calculate:
∇vF = lim
h→0
F (0 + hv)
h
= lim
h→0
1
h log
(
e1/(r1h) + e1/(r2h) − e
) (cos(θ1 + θ2), sin(θ1 + θ2))
= min{r1, r2}(cos(θ1 + θ2), sin(θ1 + θ2)).
This contradicts the assumption that F was differentiable.
5.3. Classifying destabilizing ghost components and fringe definitions of
the kth-marked point forgetting map on the Gromov–Witten polyfolds.
Consider a stable curve [Σ, j,M,D, u] with k marked points, and let (Σ, j,M,D, u)
be a stable map representative. We say that this stable curve/stable map contains
a destabilizing ghost component if the connected component Ck ⊂ Σ with
zk ∈ Ck satisfies
2gCk + ♯(M ∪ |D|)Ck = 3 and
∫
Ck
u∗ω = 0.
We may classify destabilizing ghost components as follows:
• Type (0, 1), i.e., (gCk ,MCk) = (0, 1). There are two nodal points on Ck.
• Type (0, 2), i.e., (gCk ,MCk) = (0, 2). There is one nodal point on Ck.
• Type (0, 3), i.e., (gCk ,MCk) = (0, 3). Then Ck contains no nodal points; it
follows that Ck is the only component and hence [A] = 0. This situation
can only arise when (A, g, k) = (0, 0, 3).
• Type (1, 1), i.e., (gCk ,MCk) = (1, 1). Then Ck contains no nodal points; it
follows that Ck is the only component and hence [A] = 0. This situation
can only arise when (A, g, k) = (0, 1, 1).
zk
zk
zi
Type (0, 1) Type (0, 2)
Figure 4. Destabilizing ghost components
We now consider fringe definitions of the kth-marked point forgetting map on
the GW-polyfolds. Notice that by definition, the following sets of stable curves
must be empty:
Z0,0,2 = Z0,0,1 = Z0,1,0 = Z0,0,0 = ∅.
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This is because the GW-stability condition (2.3) cannot be satisfied. It follows
that there exist trivially well-defined sc-smooth maps ft3 : Z0,0,3 → Z0,0,2 = ∅ and
ft1 : Z0,1,1 → Z0,1,0 = ∅, in addition to the trivially defined kth-marked point
forgetting map with source any of the above GW-polyfolds.
Since destabilizing ghost components of types (0, 3) and (1, 1) may only arise
in the fringe situations (A, g, k) = (0, 0, 3) and (A, g, k) = (0, 1, 1) respectively, we
already have a well-defined kth-marked point forgetting map in these cases.
On the other hand, just as in Remark 3.6, a destabilizing ghost component of
type (0, 1) will always arise in the following situations:
(A, g = 0, k ≥ 5), (A, g = 1, k ≥ 2), (A, g ≥ 2, k ≥ 1)
while a destabilizing ghost component of type (0, 2) will always arise in the following
situations:
(A, g = 0, k ≥ 4), (A, g ≥ 1, k ≥ 2).
5.4. Failure of continuity for the kth-marked point forgetting map re-
stricted to the subset of stable curves with constant destabilizing ghost
components. Consider the subset ZconstA,g,k ⊂ ZA,g,k of stable curves with constant
destabilizing ghost components. We may define a kth-marked point forgetting map
ftk : Z
const
A,g,k → ZA,g,k−1.
If ZconstA,g,k contains a destabilizing ghost component of type (0, 1) or of type (0, 2)
this map is not continuous.
Failure of continuity occurs at stable curves in ZconstA,g,k which contain a component
S2 with precisely 3 special points, one of which is the kth-marked point, and such
that
∫
S2
u∗ω = 0. We demonstrate lack of continuity by exhibiting a sequence which
converges to a stable curve [Σ, j,M,D, u] but for which the image of the sequence
does not converge. For simplicity, we will assume that [Σ, j,M,D, u] satisfies the
following:
• u is constant on a region surrounding the component S2 (this simplifies the
local forms for ftk since our reference curves are now constant),
• the two other special points on S2 are both nodal points.
Consider a sc-Banach space which consists of a gluing parameter a ∈ B1/2 ⊂ C
and of maps
η+ : R+ × S1 → R2n, η0 : R× S1 → R2n
which converge to asymptotic constants
lim
s→∞ η
+ = lim
s→−∞ η
0 = c and lim
s→∞ η
0 = c′.
On the level m we give this space the following norm:
|(a, η+, η0)|2m =|a|
2 + |c|2 + |c′|2 +
∑
|α|≤m+3
∫
R+×S1
|Dα(η+ − c)|2e2δm|s|ds dt
+
∑
|α|≤m+3
∫
R−×S1
|Dα(η0 − c)|2e2δm|s|ds dt
+
∑
|α|≤m+3
∫
R+×S1
|Dα(η0 − c′)|2e2δm|s|ds dt.
(5.1)
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We now construct the sequence. Choose a smooth cut-off function β : R → [0, 1]
such that:
• β(s) = 1 for all − 12 ≤ s ≤
1
2 ,
• β(s) = 0 for all −1 ≤ s ≤ 1.
Choose a vector v ∈ R2n. Then define a vector field γ : R× S1 → Rn by
γ(s, t) := β(s) · v.
We may renormalize v by a constant so that
∑
|α|≤3
∫
R×S1
|Dαγ(s, t)|2e2δ0|s| ds dt = 1.
Then ξn :=
1√
n
γ is a vector field such that
∑
|α|≤3
∫
R×S1
|Dαξn(s, t)|
2e2δ0|s| ds dt = 1n .
Now choose an ∈ B1/2, an 6= 0 small enough such that e
2δ0Ran > 2n|v|2 . It follows
that
|(an, 0, ξn)|
2
0 = |an|
2 + 1n → 0 as n→∞.
On the other hand, we may consider a second sc-Banach space consisting of maps
η′ : R+ × S1 → R2n
with asymptotic constant given by lims→∞ η′ = c′′ and with m level norm
(5.2) |η′|2m = |c
′′|2 +
∑
|α|≤m+3
∫
R+×S1
|Dα(η′ − c′′)|2e2δm|s|ds dt.
Consider the sequence⊕an(0, ξn), using the gluing procedure described in [15, § 2.4].
In this norm:
|⊕an(0, ξn)|
2
0 =
∑
|α|≤3
∫
R+×S1
|Dαξn(s−Ran)|
2e2δ0|s|ds dt
>
∫
[Ran ,Ran+1/2]×S1
∣∣∣ 1√n · v
∣∣∣2 e2δ0|s|ds dt
>
1
2
·
1
n
· |v|2 · e2δ0Ran > 1.
for all n.
The topology of a neighborhood of [Σ, j,M,D, u] is determined by the 0-level
norm (5.1), moreover, because the gluing parameters an are not equal to 0 the
sequence (an, 0, ξn) can be used to define a sequence xn ∈ ZconstA,g,k which con-
verges to [Σ, j,M,D, u]. On the other hand, the topology of a neighborhood of
ftk([Σ, j,M,D, u]) is determined by the 0-level norm (5.2); the image ⊕an(0, ξn)
correspond to a sequence ftk(xn) ∈ ZA,g,k−1 which does not converge.
46 WOLFGANG SCHMALTZ
6. The universal curve polyfold
We show how to construct a polyfold ZucA,g,k of universal curves over the GW-
polyfold ZA,g,k−1. The underlying set of this polyfold may be identified with ZconstA,g,k,
and hence we can also consider this as a GW-polyfold of stable curves with constant
destabilizing ghost components. However, we give it a new polyfold structure, with
a new sc-smooth structure, and a new topology.
This new polyfold ZucA,g,k uses a modified gluing construction, designed to more
accurately anticipate the geometry of the desired solution space. When the desta-
bilizing ghost component is of type (0, 1), it interpolates the gluing parameters
surrounding a ghost component directly. When the destabilizing ghost component
is of type (0, 2), it forgets the gluing parameter, and relabels the remaining nodal
point as a marked point.
This new polyfold carries the full abstract perturbation theory developed in [12].
We thus obtain well-defined GW-invariants for this new polyfold, see Theorem 6.6.
That these invariants coincide with the original polyfold GW-invariants constructed
in [15] is proved in Theorem 6.8.
Crucially, on the universal curve polyfold we may consider a well-defined kth-
marked point forgetting map
ftk : Z
uc
A,g,k → ZA,g,k−1.
and indeed, the preimage of a point [Σ, j,M,D, u] ∈ ZA,g,k−1 via ftk consists of
the Riemann surface Σ with nodes identified, i.e.,
ft−1k ([Σ, j,M,D, u]) ≃ Σ/ ∼, where xa ∼ ya for nodal pairs {xa, ya} ∈ D.
This map is sc0, and fails to be sc1 at stable curves which contain a destabilizing
ghost component of type (0, 1). As a consequence, pulling back perturbations is not
quite as automatic as in § 4.4, and will require a slightly more hands-on approach.
Throughout this section, we will assume that (A, g, k) 6= (0, 0, 2), (0, 0, 1),
(0, 0, 0), (0, 1, 0) and (A, g, k) 6= (0, 0, 3), (0, 1, 1) as in these cases we may con-
sider the trivially defined kth-marked point forgetting map ftk : ZA,g,k → ∅ (see
the discussion in § 5.3).
6.1. Constructing the universal curve polyfold. We begin by describing the
underlying set of the universal curve polyfold.
Definition 6.1. The universal curve polyfold ZucA,g,k is defined as the set of
stable curves with constant destabilizing ghost components
ZucA,g,k := {(Σ, j,M,D, u) | · · · , uc-stability condition}/ ∼
where (Σ, j,M,D) is a connected noded Riemann surface (where we do not require
the DM-stability condition), and which satisfies the same conditions as Defini-
tion 2.11—except here we replace the GW-stability condition (2.3) with the follow-
ing.
• For each connected component C ⊂ Σ the following uc-stability condi-
tion holds. We require at least one of the following:
2gC + ♯(M ∪ |D|)C ≥ 3 or
∫
C
u∗ω > 0.
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Additionally, if the kth-marked point zk lies on a component Ck which is
unstable after forgetting zk then we require that u|Ck is constant (hence
necessarily u|Ck ≡ u(zk)), i.e.,
(6.1) 2gCk + ♯(M ∪ |D|)Ck = 3 and
∫
Ck
u∗ω = 0 =⇒ u|Ck ≡ const.
• We require that u be of class H3,δ0 at all marked points {z1, . . . zk−1}. We
require that u be of class H3loc at the marked point zk (see Definition 2.12).
We call a tuple (Σ, j,M,D, u) which satisfies the above a stable map with con-
stant destabilizing ghost component Ck, and call an equivalence class satisfy-
ing the above a stable curve with constant destabilizing ghost component
Ck.
6.1.1. New gluing constructions at destabilizing ghost components. Consider a sta-
ble map (Σ, j,M,D, u) which satisfies the uc-stability condition (6.1), and suppose
the marked point zk lies on a destabilizing ghost component Ck.
By the classification of destabilizing ghost components in § 5.3 and by the as-
sumption (A, g, k) 6= (0, 0, 3), (0, 0, 1) we need only consider destabilizing ghost
components of type (0, 1) and type (0, 2).
In what follows, we will define new gluing constructions for these cases, de-
signed to more accurately model the expected behavior of the GW-moduli spaces
on regions near a destabilizing ghost component. This new gluing procedure re-
mains identical to the DM-gluing considered on the underlying Riemann surface
Σ in § 2.1.1, it only modifies the gluing construction at a stable map as de-
scribed in § 2.2.2. In order to ensure sc-smoothness of the expressions for glu-
ing and anti-gluing it is important to use the exponential gluing profile given by
ϕexp(r) = e
1/r − e.
6.1.2. Gluing at destabilizing ghost components of type (0, 1). For simplicity we
will assume that {xa, ya}, {xb, yb} are the only nodal pairs. We recall the gluing
construction for a noded Riemann surface of case 2a from § 3.3.1. Writing the
gluing parameters a 6= 0 or b 6= 0 in polar coordinates as
a = rae
−2πiθa , ra ∈ (0, 12 ), θa ∈ R/Z,
b = rbe
−2πiθb , rb ∈ (0, 12 ), θb ∈ R/Z,
we replace Dxa ⊔Ck ⊔Dyb with the glued cylinder
Za,b :=


[0, Ra +Rb]× S1 a 6= 0, b 6= 0
R+ × S1 ⊔ R− × S1 if a 6= 0, b = 0 or a = 0, b 6= 0
R+ × S1 ⊔ R× S1 ⊔ R− × S1 if a = 0, b = 0.
We thus obtain the glued Riemann surface
Σa,b := Σ \ (Dxa ⊔ Ck ⊔Dyb) ⊔ Za,b.
We now define the new stable map gluings. At the outset, fix a smooth cutoff
function β : R→ [0, 1] which satisfies the following:
• β(−s) + β(s) = 1 for all s ∈ R
• β(s) = 1 for all s ≤ −1
• ddsβ(s) < 0 for all s ∈ (−1, 1).
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Consider a pair of continuous maps
h+ : R+ × S1 → R2n, h− : R− × S1 → R2n
with common asymptotic constant c := lims→∞ h+(s, t) = lims→−∞ h−(s, t). For
given gluing parameters a, b ∈ B1/2, a 6= 0, b 6= 0 we define the glued map of
type (0, 1), ⊕uca,b(h
+, h−) : Za,b → R2n, by
⊕uca,b(h
+, h−)(s, t) :=β
(
s− Ra+Rb2
)
· h+(s, t)
+
(
1− β
(
s− Ra+Rb2
))
· h−(s−Ra −Rb, t− θa − θb)
For other values of a and b we define ⊕uca,b(h
+, h−) by
⊕uca,b (h
+, h−) :=

(h+, h−) : R+ × S1 ⊔ R− × S1 → R2n if a 6= 0, b = 0
or a = 0, b 6= 0,
(h+, c, h−) : R+ × S1 ⊔R× S1 ⊔ R− × S1 → R2n if a = 0, b = 0,
where c : R× S1 → R2n is the constant map to c ∈ R2n
Consider the following space of sections H3,δ0c,const(Σ, u
∗TQ), consisting of sections
η : Σ → u∗TQ such that: η is of class H3,δ0 around the nodal points and of class
H3loc at the other points of Σ, η has matching asymptotic values at the nodal pairs
and is constant on the destabilizing ghost component, i.e., η(xa) = η(Ck) = η(yb).
We now consider local expressions for the map u and section η as follows. In
a neighborhood of the point u(xa) = u(Ck) = u(yb) ∈ Q choose a chart which
identifies the point with 0 ∈ R2n. Furthermore, given a Riemannian metric g on Q
we may assume that this chart is chosen such that this metric is identifiable with
the Euclidean metric on R2n. Localized to these coordinate neighborhoods, we may
view the base map u as maps
u+ : R+ × S1 → R2n, 0 : R× S1 → R2n, u− : R− × S1 → R2n
and likewise the section η as maps
η+ : R+ × S1 → R2n, c : R× S1 → R2n, η− : R− × S1 → R2n
such that c := lims→∞ η+ = lims→−∞ η− and where c : R × S1 → R2n is the
constant map to c ∈ R2n.
Given a gluing parameters a, b ∈ B1/2 we define the new glued stable map
⊕uca,b expu(η) : Σa,b → Q as follows:
⊕uca,b expu η :=
{
expu η on Σ \ (Dxa ⊔ Ck ⊔Dya),
⊕uca,b(u
+ + η+, u− + η−) on Za,b.
We will sometimes use the abbreviationsRa,b := ϕ(|a|)+ϕ(|b|) and θa,b := θa+θb.
If a, b ∈ B1/2 are gluing parameters with a 6= 0, b 6= 0, we define the cutoff function
βa,b : R→ R by
βa,b(s) := β
(
s−
Ra,b
2
)
.
In order to describe data that would otherwise be lost in the gluing procedure,
we define corresponding cylinders Ca,b by
Ca,b :=
{
R× S1 when a 6= 0, b 6= 0
∅ otherwise.
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For a 6= 0 and b 6= 0 define the new anti-glued section as the map ⊖uca,b(η
+, η−) :
Ca,b → R2n,
⊖uca,b(η
+, η−)(s, t) :=− (1− βa,b(s)) ·
(
η+(s, t)− ava,b(η
+, η−)
)
+ βa,b(s) ·
(
η−(s−Ra,b, t− θa,b)− ava,b(η+, η−)
)
where
ava,b(η
+, η−) :=
1
2
(∫
S1
η+(
Ra,b
2 , t)dt+
∫
S1
η−(−Ra,b2 , t)dt
)
.
For other values of a and b we define ⊖uca,b(η
+, η−) as the unique map ∅ → R2n.
Letting U ⊂ H3,δ0c,const(Σ, u
∗TQ) be a sufficiently small neighborhood of the zero
section, we have an analog of Theorem 2.14.
Proposition 6.2. There exists a sc-retraction, i.e., a sc-smooth map which satisfies
π ◦ π = π,
π : B 1
2
×B 1
2
× V × U → B 1
2
×B 1
2
× V × U
(a, b, v, η) 7→ (a, b, v, πa,b(η)),
such that the restriction of the above family to the subset V := π(B1/2×B1/2×V ×U)
is injective.
Proof. We may consider a simplified local expression
π : B 1
2
×B 1
2
× E± → B 1
2
×B 1
2
× E±
(a, b, ξ+, ξ−) 7→ (a, b, η+, η−)
where η± are uniquely defined by the equations:
⊕uca,b(η
+, η−) = ⊕uca,b(ξ
+, ξ−) and ⊖uca,b (η
+, η−) = 0.
Abbreviate γa,b = β
2
a,b(s
+) + (1 − βa,b(s+))2. We may write down the following
explicit formulas:
η+(s+, t+) =
(
1−
βa,b
γa,b
)
· ava,b(ξ
+, ξ−) +
β2a,b
γa,b
· ξ+(s+, t+)
+
βa,b(1− βa,b)
γa,b
· ξ−(s+ −Ra,b, t+ − θa,b)
for (s+, t+) ∈ R+×S1. A similar calculation leads to the following formula for η−:
η−(s−, t−) =
(
1−
βa,b(−s−)
γa,b(−s−)
)
· ava,b(ξ
+, ξ−)
+
βa,b(−s−)(1 − βa,b(−s−))
γa,b(−s−)
· ξ+(s− +Ra,b, t− + θa,b)
+
βa,b(−s−)2
γa,b(−s−)
ξ−(s−, t−)
for (s−, t−) ∈ R− × S1.
The argument that the retraction π is sc-smooth then follows precisely the same
reasoning as in the proof that the projection πa defined via the usual gluing and
anti-gluing is sc-smooth, namely by checking differentiability of individual terms in
the explicit formula for η± and applying the chain rule. Full details must follow
the lengthy arguments given in [14, § 2.4]. 
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As in [15, pp. 60–61], there are analogous new hat gluings and new hat antiglu-
ings, used to define the strong polyfold bundles.
6.1.3. Gluing at destabilizing ghost components of type (0, 2). For simplicity, we
will assume that {xa, ya} is the only nodal pair. Let a ∈ B1/2 be the associated
gluing parameter. Recall the gluing construction for a noded Riemann surface of
case 2b from § 3.3.1, in particular, note that when a 6= 0, the Riemann surface Σa
is obtained by simply deleting the component Ck.
In this case we use the single gluing parameter to parametrize movement of the
marked point zk; we do not interpolated maps across the node. We consider the
space η ∈ H3,δ0c,const(Σ, u
∗TQ) consisting of sections η : Σ→ u∗TQ such that: η is of
class H3,δ0 around the nodal points and of class H3loc at the other points of Σ, η is
constant on the destabilizing ghost component, i.e., η(xa) = η(Ck). The new glued
stable map ⊕uca expu η : Σa → Q is then defined by:
⊕uca expu η :=
{
expu η|Σ\Ck a 6= 0,
expu η|Σ\Ck , expu η(Ck)|Ck a = 0.
6.1.4. Good uniformizing families of stable maps with constant destabilizing ghost
components. As in § 2.2.4 we may choose a stabilization together with linear con-
straints. The Riemann surface (Σ, j,M ∪ S,D) is now stable; let
(a, v) 7→ (Σa, j(a, v), (M ∪ S)a, Da), (a, v) ∈ B 1
2
♯D × V
be a good uniformizing family of stable noded Riemann surfaces. Using the linear
constraints, we consider the constrained subspace of sections
ES := {η ∈ H
3,δ0
c,const(Σ, u
∗TQ) | η(zs) ∈ Hu(zs) for zs ∈ S}
and let U ⊂ ES be an suitably small open neighborhood of the zero section. One
can then define a sc-retraction
π : B 1
2
♯D × V × U → B 1
2
♯D × V × U
(a, v, η) 7→ (a, v, πa(η)).
The image U := π(B1/2
♯D × V × U) is a sc-retract on which the gluing map is
injective.
Definition 6.3. Analogously to Definition 2.16, we define a good uniformizing
family of stable maps associated to the new gluing centered at (Σ, j,M,D, u)
as a family of stable maps
(a, v, η) 7→ (Σa, j(a, v),Ma, Da,⊕
uc
a expu η), (a, v, η) ∈ U .
In particular, the section η satisfies the linear constraint Hu(zs) at each stabilizing
point zs ∈ S.
If the stable map (Σ, j,M,D, u) contains a destabilizing ghost component of type
(0, 1), the new glued map ⊕uca expu η : Σa → Q can be described as follows:
⊕uca,b expu η :=


expu η on Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya),
⊕uca,b expu η on Za,b,
⊕a′ expu η on Za′ for all other gluing parameters.
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If the stable map (Σ, j,M,D, u) contains a destabilizing ghost component of
type (0, 2), we define the new glued map ⊕uca expu η : Σa → Q can be described as
follows:
⊕uca expu(η) :=


expu η on Σ \ ∪{xa,ya}∈D(Dxa ⊔Dya)
expu η on the small disks bordering the ith-marked point
⊕a′ expu η on Za′ for all other gluing parameters.
6.1.5. Local smooth structures on the universal curve polyfold. In practice, the con-
struction of a topology and the construction of a polyfold structure on a candidate
set Z are intertwined. A key step in the construction is proving a compactness prop-
erty holds for the morphism set as in [15, Prop. 3.22]. Alternatively, one should use
the updated approach of [16, Part IV] to recast the process in terms of “groupoidal
topological categories.”
Following the arguments of [15, § 3.4], we may assert that the set ZucA,g,k has
a natural second countable, paracompact, Hausdorff topology. By construction of
this topology, the map
{(Σa, j(a, v),Ma, Da,⊕uca expu η)}(a,v,η)∈U
Aut(Σ, j,M,D, u)
→ ZucA,g,k.
is a local homeomorphism.
Following the arguments of [15, § 3.5], we can construct a polyfold structure on
the set of universal curves.
Theorem 6.4. Fix a strictly increasing sequence (δi)i≥0 ⊂ (0, 2π). The sec-
ond countable, paracompact, Hausdorff topological space ZucA,g,k possesses a natural
equivalence class of polyfold structures.
6.2. Invariants for the universal curve polyfold. Just as in § 4 we may define
invariants for the universal curve polyfold.
Definition 6.5. As in Definition 4.1, the underlying set of the strong polyfold
bundle WucA,g,k is defined as the set of equivalence classes
WucA,g,k := {(Σ, j,M,D, u, ξ) | · · · }/ ∼
with data as follows.
• (Σ, j,M,D, u) is a stable map representative of a stable curve in ZucA,g,k.
• ξ is a continuous section along u such that the map
ξ(z) : TzΣ→ Tu(z)Q, for z ∈ Σ
is a complex anti-linear map.
• At a destabilizing ghost component Ck ⊂ Σ we define ξ to be the zero
section.
• As in Definition 4.1 we require that the local expressions for ξ are of
class H2,δ0 around the nodal points in |D| and around the marked points
{z1, . . . , zk−1}. We require the local expression is of class H2loc near the
other points in Σ.
• The equivalence relation is given by
(Σ, j,M,D, u, ξ) ∼ (Σ′, j′,M ′, D′, u′, ξ′)
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if there exists a biholomorphism φ : (Σ, j)→ (Σ′, j′) which satisfies ξ′◦dφ =
ξ in addition to u′ ◦φ = u, φ(M) =M ′, φ(|D|) = |D′|, and which preserves
ordering and pairs.
We claim that we can give WucA,g,k a polyfold structure such that
P :WucA,g,k → Z
uc
A,g,k, [Σ, j,M,D, u, ξ] 7→ [Σ, j,M,D, u]
defines a strong polyfold bundle over the universal curve polyfold ZucA,g,k. The
Cauchy–Riemann section ∂J of the strong polyfold bundle P : WucA,g,k → Z
uc
A,g,k is
a proper sc-smooth Fredholm section. The Fredholm index of ∂J is given by
ind ∂J = 2c1(A) + (dimRQ− 6)(1− g) + 2k.
Notice that the unperturbed GW-moduli spaceMA,g,k(J) is identical for both the
universal curve polyfold ZucA,g,k and the usual GW-polyfold ZA,g,k
By [16, Cor. 15.1] there exist regular perturbations of the Cauchy–Riemann
section, hence the perturbed moduli space
SucA,g,k(p) := “ (∂J + p)
−1(0) ” ⊂ ZucA,g,k
has the structure of a compact oriented weighted branched suborbifold.
As in §§ 4.2 and 4.3, we may use this perturbed moduli space to define invariants.
Theorem 6.6. We define the Gromov–Witten invariant for the universal
curve polyfold as the homomorphism
uc
GW
A,g,k
: H∗(Q;Q)⊗k ⊗H∗(M
log
g,k;Q)→ Q
defined via either the branched integration of [13]:
uc
GW
A,g,k
(α1, . . . , αk;β) :=
∫
Suc
A,g,k
(p)
ev∗1 PD(α1) ∧ · · · ∧ ev
∗
k PD(αk) ∧ π
∗ PD(β)
or the intersection number of [32]:
uc
GW
A,g,k
([X1], . . . , [Xk]; [B]) := (ev1 × · · · × evk × π) |Suc
A,g,k
(p) · (X1 × · · · × Xk × B) .
This invariant does not depend on the choice of perturbation, nor on choice of basis
of representing submanifolds/suborbifolds.
6.3. Naturality of the polyfold invariants for the universal curve and
the Gromov–Witten polyfolds. Consider the unperturbed GW-moduli space
MA,g,k(J) defined in the introduction as the stable map compactification of the
set of J-holomorphic curves. We have distinct polyfolds ZucA,g,k and ZA,g,k which
contain MA,g,k(J) as a compact subset; after regularization we obtain distinct
perturbed moduli spaces and moreover distinct polyfold invariants GWucA,g,k and
GWA,g,k which, a priori, we cannot assume are equivalent. This is precisely the
type of problem described in [33].
We may consider a commutative diagram of inclusion maps between polyfolds
and between strong polyfold bundles:
WucA,g,k WA,g,k
ZucA,g,k ZA,g,k
∂J ∂J
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in addition to a commutative diagram:
Qk ×Mlogg,k
ZucA,g,k ZA,g,k
ev×π
ev×π
One should immediately note that WucA,g,k is not the pullback bundle of WA,g,k
(recall we require the complex anti-linear sections ξ are constant on destabilizing
ghost components in WucA,g,k).
It is straightforward to check that the maps in these diagrams satisfy the same
properties as described in [33, § 3.3]. The critical hypothesis is the existence of a
“intermediary subbundle” [33, Def. 3.15].
Proposition 6.7. The set
R := {[Σ, j,M,D, u, ξ] ∈ WA,g,k | supp ξ ⊂ K ⊂ Σ \ (S
2
k ⊔ {xa, yb})
for some compact K},
(i.e., the subset of complex anti-linear sections which are supported away from a
possible destabilizing ghost component and any adjacent nodes) is an intermediary
subbundle of the strong polyfold bundle WA,g,k.
Proof. The proof follows the same reasoning as the proofs of [33, Props. 3.17, 3.18].
In particular, by [33, Cor. A.4] one can find vectors which span the cokernel and
vanish on the destabilizing ghost component and on disk-like regions of any adjacent
nodes. 
We therefore satisfy the hypothesis of [33, Thm. 1.3], and hence we immediately
obtain the following theorem.
Theorem 6.8. The polyfold GW-invariants associated to the universal curve poly-
fold ZucA,g,k and to the GW-polyfold ZA,g,k are identical, i.e.,
uc
GW
A,g,k
= GW
A,g,k
.
6.4. Pulling back perturbations to the universal curve polyfold via the
kth-marked point forgetting map. The entire point of defining the universal
curve polyfold is to be able to consider a well-defined kth-marked point forgetting
map
ftk : Z
uc
A,g,k → ZA,g,k−1.
We now how to pullback abstract perturbations via this map.
6.4.1. The kth-marked point forgetting map redux. Recall that we require the stable
curves in ZucA,g,k are of class H
3,δ0 at all marked points {z1, . . . zk−1}, and of class
H3loc at the marked point zk. In order to get a well-defined map, we then require that
the stable curves in ZA,g,k−1 are of class H3,δ0 at all marked points {z1, . . . zk−1}.
Definition 6.9. We define the kth-marked point forgetting map
ftk : Z
uc
A,g,k → ZA,g,k−1
on the underlying sets of the GW-polyfolds as follows. Let [Σ, j,M,D, u] ∈ ZucA,g,k
be a stable curve and let (Σ, j,M,D, u) be a stable map representative. To define
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ftk we distinguish three cases for the component Ck which contains the kth-marked
point, zk ∈ Ck.
(1) The component Ck \ {zk} satisfies the usual GW-stability condition (2.3),
i.e.,
2gCk + ♯((M \ {zk}) ∪ |D|)Ck ≥ 3 or
∫
Ck
u∗ω > 0.
We therefore define
ftk([Σ, j,M,D, u]) = [Σ, j,M \ {zk}, D, u].
(2a) The component Ck is a destabilizing ghost component of type (0, 1). Then
ftk([Σ, j,M,D, u]) is give by the stable curve obtained as follows. Delete
zk, delete the component Ck, and delete the two nodal pairs. We add a
new nodal pair {xa, yb} given by two points of the former nodal pairs.
(2b) The component Ck is a destabilizing ghost component of type (0, 2). Then
ftk([Σ, j,M,D, u]) is give by the stable curve obtained as follows. Delete
zk, delete the component Ck, and delete the nodal pair. We add a new
marked point zi, given by the former nodal point which did not lie on Ck.
6.4.2. Local expressions for the kth-marked point forgetting map on the universal
curve polyfold. We now write down local expressions for ftk in terms of local scale
coordinates, in an analagous way as in § 3.3.1.
Case 1. Using an alternative good uniformizing family to parametrize the move-
ment of the kth-marked point directly, and noting that we may choose identical
stabilizations for the source and target, a local expression for fˆ tk is given by:
fˆ tk :{(Σa, j(a, v),M(a,y), Da,⊕
uc
a expu η)}(a,v,y,η)∈U
→ {(Σb, j(b, w), (M \ {zk})b, Db,⊕b expu ζ)}(b,w,ζ)∈V
(a, v, y, η) 7→ (a, v, η).
Case 2a. By construction, the interpolation given by the new gluing at a destabi-
lizing ghost component of type (0, 1) for a parameter (a, b) is identical to the usual
gluing at a parameter c are the same precisely when c = a ∗exp b, i.e.,
⊕uca,b(η
+, η−) = ⊕a∗expb(η
+, η−).
The anti-gluings are related by a similar equation, and it isn’t hard to then show
the appropriate sc-retractions are identical when considered on gluing parameters
(a, b) and a ∗exp b. Using this observation, a local expression for fˆ tk is given by:
fˆ tk :{(Σa,b, j(a, b, v),Ma,b, {{xa, ya}, {xb, yb}}a,b,⊕
uc
a,b expu η)}(a,b,v,η)∈U
→ {((Σ \ Ck)c, j(c, w), (M \ {zk})c, {xc, yc}c,⊕c expu ζ)}(c,w,ζ)∈V
(a, b, v, η) 7→ (a ∗exp b, v, η).
Case 2b. In this case, the gluing parameter is only used to keep track of the kth-
marked point and there is no interpolation involved. A local expression for fˆ tk is
given by:
fˆ tk :{(Σa, j(a, v),Ma, {{xa, ya}}a, expu η)}(a,v,η)∈U
→ {(Σ \ Ck, j(w),M \ {zk}, ∅, expu ζ)}(w,ζ)∈V
(a, v, η) 7→ (v, η).
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6.4.3. Pulling back perturbations via the kth-marked point forgetting map. We now
may consider pullbacks of perturbations via ftk as in § 4.4.
Theorem 6.10. We can construct a regular perturbation which pulls back to a
regular perturbation via the kth-marked point forgetting map. Thus, we can consider
a well-defined restriction between perturbed GW-moduli spaces,
ftk : S
uc
A,g,k(ft
∗
kp)→ SA,g,k−1(p).
Proof. The methods of [33, § 4] which we recalled in § 4.4 are complicated by the
fact that ftk is sc
0, and fails to be sc1 at stable curves which contain a destabilizing
ghost component of type (0, 1). This is an unavoidable consequence of the fact that
our construction of the GW-polyfolds uses as a base the exponential DM-orbifolds,
and we have shown in Problem 1 that ftk : M
exp
g,k → M
exp
g,k−1 fails to be C
1 at
precisely the components of type (0, 1).
We may still consider the pullback via ftk of the strong polyfold bundle
WA,g,k−1 → ZA,g,k−1 and the Cauchy–Riemann section ∂J , as illustrated in the
below commutative diagram.
ft∗kWA,g,k−1 WA,g,k−1
ZucA,g,k ZA,g,k−1
ft∗k∂J
proj2
∂J
ftk
However, the pullback ft∗kWA,g,k−1 does not carry a sc-smooth structure. We
may replace the étale condition with a sc0-étale condition (where the source and
target maps are required to be surjective local homeomorphisms) and hence we may
consider ft∗kWA,g,k−1 as carrying a topological polyfold structure.
The strong polyfold bundle WucA,g,k → Z
uc
A,g,k carries a sc-smooth structure.
Moreover, there is a natural sc0-homeomorphism WucA,g,k ≃ ft
∗
kWA,g,k−1. We may
therefore consider the pullback of a parametrized sc+-multisection Λt :WA,g,k−1 →
Q+ as defining a parametrized sc0-multisection proj∗2Λ
t : WftA,g,k → Q
+. Observe
that since we are pulling back via a sc0-map, the local section structures can only
be assumed to be sc0.
A multisection which is sc0 is unsuitable for running a transversality argument.
However, if we are careful in our construction of the sc+-multisection Λ we can
actually ensure that the pullback local section structures ft∗ks
t
1, . . . , f t
∗
ks
t
j will be
sc-smooth. The main idea is the following: in the local expressions we can pinpoint
exactly where the failure of differentiability occurs; the map between the gluing
parameters (a, b) 7→ a ∗exp b fails to be C
1 at points (a, b) with a ∗exp b = 0. We
can define a cutoff function β : B1/2 ⊂ C → [0, 1] to be constant on a small
neighborhood of the gluing parameter c = 0. Hence, while the expression a ∗exp b
is not C1, the cutoff
C× C→ R, (a, b) 7→ β(a ∗exp b)
is smooth.
Following this observation, it is easy to show that the methods of [33, § 4] may
be used to achieve simultaneous transversality. In order to achieve simultaneous
compactness, we note that auxiliary norms are only assumed to be sc0, and hence
the pullback of an auxiliary norm by ftk gives a well-defined auxiliary norm on the
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strong polyfold bundle WucA,g,k → Z
uc
A,g,k. It is then a topological exercise to show
that the map ftk satisfies the topological pullback condition. 
7. The Gromov–Witten axioms
We restate and prove the Gromov–Witten axioms for the polyfold Gromov–
Witten invariants.
Effective axiom. If ω(A) < 0 then GWA,g,k = 0.
Proof. The energy of a smooth map u : Σ→ Q is defined as
E(u) :=
1
2
∫
Σ
|du|2jdvolΣ.
By the energy identity, a J-holomorphic map must satisfy ω(A) = E(u) ≥ 0 (for
example, see [23, Lem. 2.2.1]). Hence, the unperturbed GW-moduli space is the
empty set, i.e., MA,g,k(J) = ∅, and hence the Cauchy–Riemann section is trivially
transverse without perturbation. Therefore,
GW
A,g,k
(α1, . . . , αk;β) =
∫
∅
ev∗1 PD(α1) ∧ · · · ∧ ev
∗
k PD(αk) ∧ π
∗ PD(β) = 0.

Grading axiom. If GWA,g,k(α1, . . . , αk;β) 6= 0 then
k∑
i=1
(2n− deg(αi)) + (6g − 6 + 2k − deg(β)) = 2c1(A) + (2n− 6)(1− g) + 2k.
Proof. The left hand side is the codegree of α1×· · ·αk×β in the productQk×M
log
g,k,
while the right hand side is the dimension of the perturbed GW-moduli space.
Hence, this follows directly from the definition of the GW-invariants. 
Homology axiom. There exists a homology class
σA,g,k ∈ H2c1(A)+(2n−6)(1−g)+2k(Q
k ×Mg,k;Q)
such that
GW
A,g,k
(α1, . . . , αk;β) = 〈p
∗
1 PD(α1) ` · · · ` p
∗
k PD(αk) ` p
∗
0 PD(β), σA,g,k〉
where pi : Q
k ×Mg,k → Q denotes the projection onto the ith factor and the map
p0 : Q
k ×Mg,k →Mg,k denotes the projection onto the last factor.
Proof. The polyfold GW-invariants define homomorphisms
GW
A,g,k
: H∗(Q;Q)⊗k ⊗H∗(Mg,k;Q)→ Q.
Such a homomorphism defines a cohomology class in H∗(Qk × Mg,k;Q) for
∗ =
∑k
i=1(dimRQ − deg(αi)) + (6g − 6 + 2k − deg(β)). The Poincaré dual of this
cohomology class is the required homology class σA,g,k of codegree ∗.

Zero axiom. If A = 0, g = 0 then GW0,0,k(α1, . . . , αk;β) = 0 whenever deg(β) >
0, and
GW
0,0,k
(α1, . . . , αk; [pt]) =
∫
Q
PD(α1) ∧ · · · ∧ PD(αk).
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Proof. Any map u : Σ → Q with ∂Ju = 0 and u∗[Σ] = 0 must be constant.
Moreover, at all constant, genus 0 stable curves the linearization of the Cauchy–
Riemann operator is surjective (e.g., see [23, Lem. 6.7.6]). It therefore follows that
the unperturbed GW-moduli spaceM0,0,k(J) is transversally cut out. Observe that
M0,0,k(J) ≃ Q ×M
exp
0,k ; via this identification we may identify the map ev × π :
M0,0,k(J)→ Qk×M
log
0,k with the map ∆× idM0,k : Q×M
exp
0,k → Q
k×Mlog0,k where
∆ is the diagonal x 7→ (x, . . . , x).
We may now write
GW
0,0,k
(α1, . . . , αk; [pt]) =
∫
M0,0,k(J)
ev∗(PD(α1)⊗ · · · ⊗ PD(αk)) ∧ π∗ PD(β)
=
∫
Q×Mexp
0,k
∆∗(PD(α1)⊗ · · · ⊗ PD(αk)) ∧ id∗M0,k PD(β)
=
∫
Q
PD(α1) ∧ · · · ∧ PD(αk) ·
∫
Mexp
0,k
PD(β).
If deg(β) > 0 then deg(PD(β)) < dim(Mexp0,k ) and hence
∫
Mexp
0,k
PD(β) = 0. On the
other hand, if β = [pt], then
∫
Mexp
0,k
PD[pt] = 1. 
Symmetry axiom. Fix a permutation σ : {1, . . . , k} → {1, . . . , k}. Consider the
permutation map σ : Mlogg,k → M
log
g,k, [Σ, j,M,D] 7→ [Σ, j,M
σ, D] where M =
{z1, . . . , zk} and where Mσ := {z′1, . . . , z
′
k}, z
′
i := zσ(i). Then
GW
A,g,k
(ασ(1), . . . , ασ(k);σ∗β) = (−1)N(σ;αi) GW
A,g,k
(α1, . . . , αk;β)
where N(σ;αi) := ♯{i < j | σ(i) > σ(j), deg(αi) deg(αj) ∈ 2Z+ 1}.
Proof. In essence, the proof follows from the change of variables theorem 4.4.
Consider the permutation map between GW-polyfolds, σ : ZA,g,k → ZA,g,k. As
discussed in § 4.4 we may pullback an abstract perturbation via this map, yielding
a map between the perturbed GW-moduli spaces
σ : SA,g,k(σ
∗p)→ SA,g,k(p).
Consider the following commutative diagram of maps:
Q
SA,g,k(σ∗p) SA,g,k(p)
Mlogg,k M
log
g,k.
σ
π
evσ(i)
π′
ev′i
σ
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We may then compute the GW-invariants as follows:
GW
A,g,k
(ασ(1), . . . , ασ(k);σ∗β)
=
∫
SA,g,k(p)
ev
′∗
1 PD(ασ(1)) ∧ · · · ∧ ev
′∗
k PD(ασ(k)) ∧ π
′∗ PD(σ∗β)
=
∫
SA,g,k(σ∗p)
σ∗
(
ev
′∗
1 PD(ασ(1)) ∧ · · · ∧ ev
′∗
k PD(ασ(k)) ∧ π
′∗ PD(σ∗β)
)
=
∫
SA,g,k(σ∗p)
ev∗σ(1) PD(ασ(1)) ∧ · · · ∧ ev
∗
σ(k) PD(ασ(k)) ∧ π
∗ PD(β)
= (−1)N(σ;αi)
∫
SA,g,k(σ∗p)
ev∗1 PD(α1)) ∧ · · · ∧ ev
∗
k PD(αk) ∧ π
∗ PD(β)
= (−1)N(σ;αi) GW
A,g,k
(α1, . . . , αk;β).
In the second equality, we have
∫
SA,g,k(p) ω =
∫
SA,g,k(σ∗p) σ
∗ω by the change of
variables theorem 4.4. In the third equality, we use commutativity of the diagram
to see that ev′i◦σ = evσ(i) hence σ
∗ev
′∗
i = ev
∗
σ(i); we also see that π
′◦σ = σ◦π hence
σ∗π′∗ = π∗σ∗. Since the map σ :Mlogg,k →M
log
g,k is a diffeomorphism it follows that
σ∗ PD(σ∗β) = PD(β) for all β ∈ H∗(M
log
g,k;Q), and therefore
σ∗π
′∗ PD(σ∗β) = π∗σ∗ PD(σ∗β) = π∗ PD(β).
In the final equality, the sign (−1)N(σ;αi) is introduced by permutation of the
differential forms. 
GWA,1,3([Xσ(1)], [Xσ(2)], [Xσ(3)]; [M1,3]) = ±GWA,1,3([X1], [X2], [X3]; [M1,3])
X1 X2 X3 X1 X2 X3
z
′
σ
−1(1) z
′
σ
−1(2)
z
′
σ
−1(3) z1
z2
z3
Figure 5. Symmetry axiom
Recall from Definition 1.2 that (A, g, k) is a basic if it is equal to one of the
following: (A, 0, 3), (A, 1, 1), or (A, g ≥ 2, 0). Again, for such values of g and k we
will have Mg,k−1 = ∅ by definition.
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Fundamental class axiom. Consider the fundamental classes [Q] ∈ H2n(Q;Q)
and [Mlogg,k] ∈ H6g−6+2k(M
log
g,k;Q). Suppose that A 6= 0 and that (A, g, k) is not
basic. Then
GW
A,g,k
(α1, . . . , αk−1, [Q]; [M
log
g,k]) = 0.
Consider the canonical section si : M
log
g,k−1 → M
log
g,k defined by doubling the
ith-marked point. Then
GW
A,g,k
(α1, . . . , αk−1, [Q]; si∗β) = GW
A,g,k−1
(α1, . . . , αk−1;β).
Proof. As shown in § 6.4 we may pullback perturbations via the well-defined kth-
marked point forgetting map ftk : ZucA,g,k → ZA,g,k−1, yielding a map between
perturbed GW-moduli spaces
ftk : S
uc
A,g,k(ft
∗
kp)→ SA,g,k−1(p).
By construction, the preimage of a point [Σ, j,M,D, u] ∈ SA,g,k−1(p) consists of
the Riemann surface Σ with nodes identified, i.e.,
ft−1k ([Σ, j,M,D, u]) ≃ Σ/ ∼, where xa ∼ ya for nodal pairs {xa, ya} ∈ D.
In other words, the moduli space SucA,g,k(ft
∗
kp) is the universal curve over SA,g,k−1(p).
In particular, it follows that given a perturbed solution in SucA,g,k(ft
∗
k) we may move
the kth-marked freely and still have a perturbed solution.
Consider the first assertion, and suppose the converse, i.e.,
GW
A,g,k
(α1, . . . , αk−1, [Q]; [M
log
g,k]) 6= 0.
Without loss of generality, we may assume that Xi ⊂ Q are submanifold repre-
sentatives of the homology classes αi. As noted in § 4.3 we may assume that
(ev×π)|SA,g,k−1(p) ⋔ (X1×· · ·×Xk−1); since the “submanifolds”Q andM
exp
g,k already
span their respective components it necessarily follows that (ev × π)|Suc
A,g,k
(ft∗
k
p) ⋔
(X1 × · · · × Xk−1 ×Q×M
log
g,k). If the polyfold GW-invariant is nonzero, the inter-
section
(ev × π)(SucA,g,k(ft
∗
k(p))) ∩ (X1 × · · · × Xk−1 ×Q×M
log
g,k) 6= ∅
must consist of finitely many isolated points. However, the kth-marked point is
unconstrained and so any intersection point can never be isolated. This is a con-
tradiction.
We prove the second assertion. Intuitively, the canonical section si forces the
kth-marked point to lie on a component together with the ith-marked point; hence
the constraint at the ith-marked point automatically constrains the kth-marked
point. The map ftk : SucA,g,k(ft
∗
kp) → SA,g,k−1(p) then gives a bijection between
the points of intersection.
To elaborate, let Xi ⊂ Q be submanifold representatives of the homology classes
αi, and let B ⊂ M
log
g,k−1 be a suborbifold representative of the homology class β.
The canonical section si is a smooth embedding of M
log
g,k−1 into M
log
g,k. It follows
that the homology class si∗β ∈ H∗(M
log
g,k;Q) is represented by the suborbifold
si(B) ⊂M
log
g,k. We may perturb the suborbifold B such that π|SA,g,k−1(p) ⋔ B; then
using the fact that SucA,g,k(ft
∗
k(p)) is the universal curve over SA,g,k−1(p) one can
see that π|SA,g,k−1(p) ⋔ B implies that π|SucA,g,k(ft∗kp) ⋔ si(B). We may also perturb
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the submanifold X1 × · · · × Xk−1 such that ev|π−1(B) ⋔ (X1 × · · · × Xk−1) and
ev|π−1(si(B)) ⋔ (X1 × · · · × Xk−1).
It therefore follows that we have transversality with the perturbed GW-moduli
spaces,
• (ev × π)|SA,g,k−1(p) ⋔ (X1 × · · · × Xk−1 × B),
• (ev × π)|Suc
A,g,k
(ft∗
k
(p)) ⋔ (X1 × · · · × Xk−1 ×Q× si(B)).
The map ftk gives a bijection between the finite intersection points; after taking
into account orientation and weights the intersection numbers will be the same,
hence
GW
A,g,k
(α1, . . . , αk−1, [Q]; si∗β) = GW
A,g,k−1
(α1, . . . , αk−1;β).

Divisor axiom. Suppose (A, g, k) is not basic. If deg(αk) = 2n− 2 then
GW
A,g,k
(α1, . . . , αk; PD(ft
∗
k PD(β))) = (A · αk) GW
A,g,k−1
(α1, . . . , αk−1;β),
where A · αk is given by the homological intersection product.
Proof. Without loss of generality, we may assume that Xi ⊂ Q are submanifold rep-
resentatives of the homology classes αi and B ⊂M
log
g,k−1 is a suborbifold representa-
tive of the homology class β. The map ftk :M
log
g,k →M
log
g,k−1 is a submersion thus
ft−1k (B) ⊂ M
log
g,k is also a suborbifold and moreover [ft
−1
k (B)] = PD(ft
∗
k PD(β))
(compare with the reasoning in the genus zero case discussed in [23, Lem. 7.5.5]).
Without loss of generality we may assume that
(ev × π)|SA,g,k−1(p) ⋔ (X1 × · · · × Xk−1 × B);
the intersection consists of a finite set of perturbed solutions [Σ, j,M,D, u] ∈
SA,g,k−1(p). It follows that
(ev1 × · · · × evk−1 × π)|Suc
A,g,k
(ft∗
k
p) ⋔ (X1 × · · · × Xk−1 × ft−1k (B))
and the preimage (ev1 × · · · × evk−1 × π)−1(X1 × · · · × Xk−1 × ft−1k (B)) consists
of the universal curves Σ/ ∼ over the finite intersection points [Σ, j,M,D, u] ∈
SA,g,k−1(p). The evaluation map at the kth-marked point restricted to this preim-
age may be identified with the stable map considered on the universal curve, i.e.,
u : Σ/ ∼ → Q.
Let Xk ⊂ Q be a submanifold representative of the homology class αk; we may
perturb Xk so that it is transverse to the finitely many maps u : Σ/ ∼ → Q. By
the assumption deg(αk) = 2n − 2, the intersection will be a finite set of points.
The intersection number u|Σ/∼ · Xk is then equal to the homological intersection
product A · αk.
We have (ev×π)|Suc
A,g,k
(ft∗
k
p) ⋔ (X1×· · ·×Xk× ft
−1
k (B)). The intersection of Xk
with the image of the universal curve Σ/ ∼ contributes the additional factor A ·αk
over an intersection point [Σ, j,M,D, u] ∈ SA,g,k−1(p). Therefore,
GW
A,g,k
(α1, . . . , αk; PD(ft
∗
k PD(β))) = (A · αk) GW
A,g,k−1
(α1, . . . , αk−1;β).

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GWA,0,4([X1], [X2], [X3], [X4]; [M0,4]) = (A · [X4]) GWA,0,3([X1], [X2], [X3]; [M0,3])
X1 X2 X3 X1 X2 X3
X4
Figure 6. Divisor axiom
Recall from the introduction that we can write the Poincaré dual of the diagonal
∆ ⊂ Q × Q as PD([∆]) =
∑
ν eν ⊗ e
ν for a homogeneous basis {eν} ∈ H∗(Q;Q)
with dual basis with respect to Poincaré duality {eν} ∈ H∗(Q;Q).
Splitting axiom. Fix a partition S0 ⊔ S1 = {1, . . . , k}. Let k0 := ♯S0, k1 := ♯S1
and let g0, g1 ≥ 0 such that g = g0 + g1, and ki + gi ≥ 2 for i = 0, 1. Consider the
natural map
φS :Mk0+1,g0 ×Mk1+1,g1 →Mg,k
which identifies the last marked point of a stable noded Riemann surface inMk0+1,g0
with the first marked point of a stable noded Riemann surface in Mk1+1,g1 , and
which maps the first k0 marked points of Mg0,k0+1 to marked points indexed by S0
and likewise maps the last k1 marked points of Mg1,k1+1 to marked points indexed
by S1. Then
GW
A,g,k
(α1, . . . , αk;φS∗(β0 ⊗ β1)) = (−1)N(S;α)
∑
A0+A1=A
∑
ν
GW
A0,g0,k0+1
({αi}i∈S0 ,PD(eν);β0) · GW
A1,g1,k1+1
(PD(eν), {αj}j∈S1 ;β1)
where N(S;α) = ♯{j < i | i ∈ S0, j ∈ S1, deg(αi) deg(αj) ∈ 2Z+ 1}.
Proof. Without loss of generality, we may assume that S0 consists of the first
k0 points of {1, . . . , k} ordered linearly, and S1 consists of the last k1 points of
{1, . . . , k} ordered linearly. When this is the case, N(S;αi) = 0. The general case
reduces to this case through the symmetry axiom by considering the permutation
σ : S0⊔S1 → {1, . . . , k} which sends S0 to {1, . . . , k0} and S1 to {k0+1, . . . , k0+k1}
preserving the relative ordering. This moreover explains the presence of the sign
correction.
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Observe that [∆] =
∑
ν PD(eν)⊗PD(e
ν), and therefore interpreting the polyfold
GW-invariants as intersection numbers we may write∑
ν
GW
A0,g0,k0+1
({αi}i∈S0 ,PD(eν);β0) · GW
A1,g1,k1+1
(PD(eν), {αj}j∈S1 ;β1)
= (ev × ev′ × π × π′)|(SA0,g0,k0+1×SA1,g1,k1+1)(p)
· ({Xi}i∈S0 ×∆× {Xj}j∈S1 × B0 × B1).
(7.1)
We consider the following inclusion and marked point identifying maps as described
in § 3.4 defined on the split GW-polyfolds of § 2.3:⊔
A0+A1=A
ZA0,g0,k0+1 ×ZA1,g1,k1+1
⊔
A0+A1=A
ZA0+A1,S ZA,g,k
i
φS
We may pullback a perturbation via the inclusion i : ZA0+A1,S →֒ ZA0,g0,k0+1 ×
ZA1,g1,k1+1; since the evaluation map is a submersion we may also assume this
perturbation is chosen such that
evk0+1 × ev
′
1 : (SA0,g0,k0+1 × SA1,g1,k1+1)(p)→ Q×Q
is transverse to the diagonal ∆ ⊂ Q×Q.
The map i : SA0+A1,S(i
∗p) →֒ (SA0,g0,k0+1 × SA1,g1,k1+1)(p) gives an identifica-
tion of SA0+A1,S(i
∗p) with (evk0+1 × ev′1)
−1(∆). After perturbation of the remain-
ing representing submanifolds/suborbifolds we assert that the following intersection
numbers are equal:
(ev × ev′ × π × π′)|(SA0,g0,k0+1×SA1,g1,k1+1)(p)
· ({Xi}i∈S0 ×∆× {Xj}j∈S1 × B0 × B1)
= (ev × π)|SA0+A1,S(i∗p) · ({Xi}i∈S0 × {Xj}j∈S1 × B0 × B1)
(7.2)
On the other hand, we may also pullback a perturbation via the marked point
identifying maps ⊔φS :
⊔
A0+A1=A
ZA0+A1,S → ZA,g,k. We therefore consider the
following commutative diagram:
Qk
⊔
A0+A1=A
SA0+A1,S(φ
∗
Sq) SA,g,k(q)
Mlogg0,k0+1 ×M
log
g1,k1+1
Mlogg,k.
⊔φS
π
ev
π
ev
φS
We may now perturb the representing submanifolds Xi and representing suborb-
ifolds B0, B1 such that (ev × π)|SA0+A1,S(φ∗Sq) ⋔ ({Xi}i∈S0 × {Xj}j∈S1 × B0 × B1).
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The map ⊔φS gives a restriction to the finite points of intersection⊔
A0+A1=A
(ev × π)−1({Xi}i∈S0 × {Xj}j∈S1 × B0 × B1) ⊂
⊔
A0+A1=A
SA0+A1,S(φ
∗
Sq)
and
(ev × π)−1(X1 × · · · × Xk × φs(B0 × B1)) ⊂ SA,g,k(q).
We would like to claim that this map is a bijection. The concern is that different
decompositions A0 + A1 = A, A
′
0 + A
′
1 = A may share a common decomposition,
resulting in a multiple points mapping to the same point. To prevent this, the
representing submanifolds and representing suborbifolds should be perturbed to be
transverse to all further decompositions of A; for dimension reasons, the intersection
points with a further decomposition will then be empty.
We must make note of an important subtlety. Due to the fact that π is not a
submersion, we can never achieve transversality of the map ev × π : SA,g,k(q) →
Qk ×Mlogg,k with the suborbifold X1 × · · · × Xk × φS(B0 × B1) through choice of
perturbation q. (Of course, we can find a representative in the same homology class
of the suborbifold φS(B0 × B1) such that we will have transversality, but then we
lose the relationship between B0 × B1 and φS(B0 × B1).)
However, even though the intersection is not transverse, the intersection does
consist of a finite set of points. Comparing the branched integrals of the Poincaré
duals at these finite points of intersection we obtain the equality
∑
A0+A1=A
∫
SA0+A1,S(φ∗Sq)
ev∗{PD[Xi]}i∈S0 ∧ ev
∗{PD[Xj ]}j∈S1 ∧ π
∗ PD[B0 × B1]
=
∫
SA,g,k(q)
ev∗1 PD[X1] ∧ · · · ∧ ev
∗
k PD[Xk] ∧ π
∗ PD[φS(B0 × B1)].
(7.3)
Combining equations (7.1), (7.2), and (7.3) we obtain∑
A0+A1=A
∑
ν
GW
A0,g0,k0+1
({αi}i∈S0 ,PD(eν);β0) · GW
A1,g1,k1+1
(PD(eν), {αj}j∈S1 ;β1)
=
∑
A0+A1=A
(
(ev × ev′ × π × π′)|(SA0,g0,k0+1×SA1,g1,k1+1)(p)
·({Xi}i∈S0 ×∆× {Xj}j∈S1 × B0 × B1)
)
=
∑
A0+A1=A
(ev × π)|SA0+A1,S(i∗p) · ({Xi}i∈S0 × {Xj}j∈S1 × B0 × B1)
=
∑
A0+A1=A
∫
SA0+A1,S(φ∗Sq)
(
ev∗{PD[Xi]}i∈S0 ∧ ev
∗{PD[Xj ]}j∈S1
∧π∗ PD[B0 × B1]
)
=
∫
SA,g,k(q)
ev∗1 PD[X1] ∧ · · · ∧ ev
∗
k PD[Xk] ∧ π
∗ PD[φS(B0 × B1)]
= GW
A,g,k
(α1, . . . , αk;φS∗(β0 ⊗ β1))

Genus reduction axiom. Consider the natural map
ψ :Mg−1,k+2 →Mg,k
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which identifies the last two marked points of a stable noded Riemann surface,
increasing the arithmetic genus by one. Then
2 · GW
A,g,k
(α1, . . . , αk;ψ∗β) =
∑
ν
GW
A,g−1,k+2
(α1, . . . , αk,PD(eν),PD(e
ν);β).
Proof. Again, [∆] =
∑
ν PD(eν) ⊗ PD(e
ν), and therefore interpreting the polyfold
GW-invariants as intersection numbers we may write∑
ν
GW
A,g−1,k+2
(α1, . . . , αk,PD(eν),PD(e
ν);β)
= (ev1 × · · · × evk+2 × π)|SA,g−1,k+2(p) · (X1 × · · · × Xk ×∆× B).
(7.4)
We consider the following inclusion maps and marked point identifying maps as
described in § 3.4 defined on the genus GW-polyfolds of § 2.3:
ZA,g−1,k+2
ZgA,g−1,k+2 ZA,g,k
i
ψ
We may pullback a perturbation via the inclusion i : ZgA,g−1,k+2 →֒ ZA,g−1,k+2; we
may also assume this perturbation is chosen such that
evk+1 × evk+2 : SA,g−1,k+2(p)→ Q×Q
is transverse to the diagonal ∆ ⊂ Q × Q. Consider the following commutative
diagram:
Qk
SgA,g−1,k+2(i
∗p) SA,g−1,k+2(p)
Mlogg−1,k+2 M
log
g−1,k+2.
i
π
ev
π
ev
id
Observe that the map i : SgA,g−1,k+2(i
∗p) →֒ SA,g−1,k+2(p) gives an identification of
SgA,g−1,k+2(i
∗p) with (evk+1 × evk+2)−1(∆). The associated intersection numbers
are equal:
(ev1 × · · · × evk+2 × π)|SA,g−1,k+2(p) · (X1 × · · · × Xk ×∆× B)
= (ev1 × · · · × evk × π)|Sg
A,g−1,k+2
(i∗p) · (X1 × · · · × Xk × B).
(7.5)
On the other hand, we may also pullback a perturbation via the marked point
identifying map ψ : ZgA,g−1,k+2 → ZA,g,k. We therefore consider the following
commutative diagram:
Qk
SgA,g−1,k+2(ψ
∗q) SA,g,k(q)
Mlogg−1,k+2 M
log
g,k.
ψ
π
ev
π
ev
ψ
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We may now perturb the representing submanifolds Xi and the representing sub-
orbifold B such that (ev×π)|Sg
A,g−1,k+2
(ψ∗q) ⋔ (X1×· · ·×Xk×B). The marked point
identifying map ψ gives a two-to-one map between the finite points of intersection
(ev × π)−1(X1 × · · · × Xk × B) ⊂ S
g
A,g−1,k+2(ψ
∗q)
and
(ev × π)−1(X1 × · · · × Xk × ψ(B)) ⊂ SA,g,k(q).
It is two-to-one since by exchanging the marked points zk+1 and zk+2 we obtain
distinct stable curve solutions which map to the same stable curve after identifying
these marked points, compare with the discussion in § 3.4.
We again must make note of an important subtlety. Due to the fact that π is not
a submersion, we can never achieve transversality of the map ev × π : SA,g,k(q)→
Qk×Mlogg,k with the suborbifold X1×· · ·×Xk×ψ(B) through choice of perturbation q.
(Again, we can find a representative in the same homology class of the suborbifold
ψ(B) such that we will have transversality, but then we lose the relationship between
B and ψ(B).)
However, even though the intersection is not transverse, the intersection does
consist of a finite set of points. Comparing the branched integrals of the Poincaré
duals at these finite points of intersection we obtain the equality∫
Sg
A,g−1,k+2
(ψ∗q)
ev∗1 PD[X1] ∧ · · · ∧ ev
∗
k PD[Xk] ∧ π
∗ PD[B]
= 2 ·
∫
SA,g,k(q)
ev∗1 PD[X1] ∧ · · · ∧ ev
∗
k PD[Xk] ∧ π
∗ PD[ψ(B)].
(7.6)
Combining equations (7.4), (7.5), and (7.6) we obtain∑
ν
GW
A,g−1,k+2
(α1, . . . , αk,PD(eν),PD(e
ν);β)
= (ev1 × · · · × evk+2 × π)|SA,g−1,k+2(p) · (X1 × · · · × Xk ×∆× B)
= (ev1 × · · · × evk × π)|Sg
A,g−1,k+2
(i∗p) · (X1 × · · · × Xk × B)
=
∫
Sg
A,g−1,k+2
(ψ∗q)
ev∗1 PD[X1] ∧ · · · ∧ ev
∗
k PD[Xk] ∧ π
∗ PD[B]
= 2 ·
∫
SA,g,k(q)
ev∗1 PD[X1] ∧ · · · ∧ ev
∗
k PD[Xk] ∧ π
∗ PD[ψ(B)]
= 2 · GW
A,g,k
(α1, . . . , αk;ψ∗β).

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