Sharp error estimates for optimality are established for a class of distributed parameter control problems that include elliptic, parabolic, hyperbolic systems with impulsive control and boundary control. The estimates are obtained by constructing manageable dual problems via the extremum principle.
Introduction, Notation and Definitions
We develop a method that generates computable error estimates for optimality as well as dual problems for the optimal control of distributed systems described in the classic work of J.L. Lions [4] and [5] . The approach that we use relies on establishing manageable dual problems as opposed to formidable convex conjugate dual problems. Our approach is elementary in that the quadratic nature of the cost functionals is exploited. The resulting cost functional of the dual system is more explicit than those given in [4] and [5] . Furthermore, we can bypass the requirement of the system equation to be an isomorphism when a conjugate function method is taken in developing a duality theory and our framework permits constrained control sets. The basic idea of our approach is the extremum-principle, which is developed in finite dimensional space in [8] and [1] , and here, we successfully extend it to infinite-dimensional problems. Other duality studies for distributed systems can be found in [2, 3, 6, 7] .
In the following three sections, we treat error estimates and duality theorems on systems governed by elliptic, parabolic, and hyperbolic equations, respectively. Illustrative examples are given including those involving impulsive control and boundary control. In fact, we believe that the method developed here can cope with almost all situations studied in [4] . In the above, we have used respectively (2.5), (2.7), (2.1) and (2.6). (v, v) (N(u v), u v) + 2(AcIB* + Nv, u) -inf 2(AcIB* + Nv, w).
w E Cl-[,ad Thus, if we put v equals to u we get (2.17).
To prove (2.18), we apply Lernma 2.1 to both sides of the following inequality
We get
Putting v u completes the proof. (0) (v,)-infJ(u,y) J(uo, Yo) where the infimum is taken over all u Cad and y satisfying (3.5), and the supremum is over all (',' satisfying (3.6) and v e Ckl.ad. The optimal control problem is to minimize the cost given by
We define the dual problem to be maximizing the dual cost functional we may conclude, thorough proving parallel results of Theorem 3.1 and Theorem 3.2, and the problem of maximizing J with (x, T) and given by (3.19) , is a dual problem to that of minimizing J with u E q-Lad for the system (3.17). Corresponding error estimates may be established similarly.
Hyperbolic Systems
We continue to use the notation of Section 2. Consider a family of operators A(t) L(V, V') satisfying conditions (3.1), (3.2) and for all , .V where N is as in Section 2 satisfying (2.13). The problem is to minimize J(u, y) for u C %Lad. The error estimates can be constructed similarly.
