Abstract. One of the classical problems concerns the class of analytic functions f on the open unit disk |z| < 1 which have finite Dirichlet integral ∆(1, f ), where
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Introduction and Preliminaries
Let f and g be two analytic functions in the unit disk D := {z ∈ C : |z| < 1}. We say that f is subordinate to g, written as f ≺ g, if there exists an analytic function w : D → D with w(0) = 0 such that f (z) = g(w(z)) for z ∈ D. In particular, if g is univalent in D, then f ≺ g is equivalent to f (D) ⊂ g(D) and f (0) = g(0); see [3, 4] .
Denote by A the class of functions of the form f (z) = z + ∞ n=2 a n z n analytic in D. The class of univalent functions in A is denoted by S. Two subclasses of S to which we will make frequent reference are S * and C, the subclasses of starlike functions (with respect to the origin) and convex functions, respectively. Recall that a function f ∈ S * is characterized by the condition zf
There are a number of ways the class S * has been generalized in the literature and one such generalization is defined as follows: For −1 ≤ B ≤ 0 and A ∈ C, A = B, define S * (A, B) := f ∈ A :
The function k A,B defined by and recall that each function in S α (β) is univalent if β ∈ [0, 1) and α ∈ (−π/2, π/2) (see [6] ). Clearly, S α (β) ⊂ S α (0) whenever 0 ≤ β < 1. Functions in S α (0) are called α-spirallike. The class S α (0) was introduced byŠpaček [20] and the set Sp = ∪{S α (0) : α ∈ (−π/2, π/2)} is referred to us the class of spirallike functions. As remarked in [6] , spirallike functions have been used to obtain important counter-examples in geometric function theory (see also [3, p. 72 and Theorem 8.11]). More often, the class S * (A, B) is studied with the restriction −1 ≤ B < A ≤ 1 (see Janowski [5] ) so that the values of zf ′ (z)/f (z) lie inside the disk in the right half plane with center (1 − ABr 2 )/(1 − B 2 r 2 ) and radius (A − B)r/(1 − B 2 r 2 ), and so, the class S * (A, B) becomes a subclass of S * whenever −1 ≤ B < A ≤ 1. We here list down in Table 1 the certain basic subclasses of the class S * that are studied for various choices of the pair (A, B). Set for an abbreviation p(z) := zf ′ (z)/f (z).
Year Authors
1974 Singh and S * (1, [18] 1978 Silverman [16] S * b 2 −a 2 +a
2014 Sahoo and Table 1 From (1.1), we note that
Suppose that f is a function analytic in D. We denote by ∆(r, f ), the area of the multisheeted image of the disk D r := {z ∈ C : |z| < r} (0 < r ≤ 1) under f . Thus, in terms of the coefficients of f , f ′ (z) = ∞ n=1 na n z n−1 , one gets with the help of the classical ParsevalGutzmer formula (see [19] ) the relation
which is called the Dirichlet integral of f . Computing this area is known as the area problem for the functions of type f . Thus a function has a finite Dirichlet integral exactly when its image has finite area (counting multiplicities). All polynomials and, more generally, all functions f ∈ A for which f ′ is bounded on D are Dirichlet finite. Our work in this paper is motivated by the work of Yamashita [21] and recent works [8, 9, 11, 19] . In 1990, Yamashita [21] conjectured that
for each r, 0 < r ≤ 1. The maximum is attained only by the rotations of the function l(z) = z/(1 − z). In 2013, the Yamashita conjecture was settled in [8] (see Corollary 2.4) in a more general setting including functions for functions from S α (β) (see [11] ). In the recent paper [19] , the maximum area problem for the functions of type z/f (z) when f ∈ S
, is established (see Corollary 2.7). A general problem on the Yamashita conjecture for the class S * (A, B) was suggested in [11] (see also [8, 9] ), and partially it is solved in [19] . In this paper, we solve the problem in complete generality for the full class S * (A, B), and the main results are stated in Section 2.
Main Theorems
For complex numbers a, b and c with c neither zero nor a negative integer, the Gaussian hypergeometric series 2 F 1 (a, b; c; z) is defined by
Clearly, the function 2 F 1 (a, b; c; z) is analytic in D and thus, the shifted function z 2 F 1 (a, b; c; z) belongs to A. Here (a) n denotes the shifted factorial notation defined, in terms of the Gamma function, by
The asymptotic behaviour of F (a, b; c; z) near z = 1 reveals that
If either (or both) of a and b is (are) zero or a negative integer(s), then the power series reduces to a polynomial; see [12] . Similarly, 0 F 1 (a; z) is defined as
We now state our main results and their proofs will be given in Section 4.
where
The maximum is attained by the rotations of the function k A,0 (z) = ze Az .
If A = 1 in Theorem 2.1, then we get
where the maximum is attained only by the rotation of the function
The maximum is attained for the rotations of the function k A,B (z) defined by (1.1).
Note that Theorems 2.1 and 2.3 generalize the results proved in [8, 19, 21] . To see the bounds for the Dirichlet finite function, we write
For certain values of A and B, the images of the unit disk under the extremal functions We now state certain consequences of Theorem 2.3 for the several of the special classes introduced by several authors (refer Table 1 whenever B = −1 and A = 1. In particular, if A = e iα (e iα − 2β cos α) (β < 1), then as remarked in the introduction, the last condition reduces to
Re (e −iα w) > β cos α.
If −1 < B ≤ 0 and A = B, then φ maps D onto the disk
. This observation helps us to formulate important special cases.
If we choose A = 1 − 2β and B = −1 in Theorem 2.3, we get
where the maximum is attained by the rotation of the function k β (z) = 
for all r, 0 < r ≤ 1, and the maximum is attained by the rotation of the function
If we choose A = e iα (e iα − 2β cos α) and B = −1 in Theorem 2.3, we get [11, Theorem 3] . If A = 1 and B = (1 − α)/α, α ≥ 1/2, then Theorem 2.3 yields
for 0 < r ≤ 1, where the maximum is attained by the rotation of the function k 1,(1−α)/α (z) defined by (1.1).
, as a consequence of Theorem 2.3 we obtain the following maxima area problem for functions in a class introduced by Silverman (see Table 1 for the reference).
The maximum is attained by the rotation of the function k (b 2 −a 2 +a)/b,(1−a)/b) (z) defined by (1.1).
In Section 3, we present useful lemmas which are the main tools to prove our main theorems.
Preparatory Results
If f ∈ A such that z/f (z) is non-vanishing in D (eg. the non-vanishing condition is ensured whenever f ∈ S), then
We first present a necessary coefficient condition for a function f of the form (3.1) to be in S * (A, B).
Lemma 3.1. Let f ∈ S * (A, B) for −1 ≤ B ≤ 0 and A = B and f be of the form (3.1). Then
Proof. Denote by g(z) := z/f (z), f ∈ S * (A, B). Then g has the form (3.1) and satisfies the relation
Then by the definition of subordination, there exists an analytic function w : D → D with
Writing this in series form, we get
for certain coefficients c k . Since |w(z)| < 1 in D, Parseval-Gutzmer formula (see also Clunie's method [1] and [2, 14, 15] ), we obtain
or equivalently,
If we take r = 1 and allow n → ∞, then we obtain the desired inequality
This completes the proof of our lemma.
Lemma 3.2. Let 0 < |A| ≤ 1 and f ∈ S * (A, 0). For |z| < r, suppose that
holds for each N ∈ N.
Proof. Clearly, it suffices to prove the lemma for 0 < A ≤ 1. From Lemma 3.1, using the equation (3.2) for B = 0, and then multiplying the resulting equation by r 2 on both sides shows that
The function e Az clearly shows that the equality, when n → ∞, in (3.4) attains with b k = c k .
Step-I: Cramer's Rule. We consider the inequalities corresponding to (3.4) for n = 1, . . . , N and multiply the nth coefficient by a factor λ n,N . These factors are chosen in such a way that the addition of the left sides of the modified inequalities results the left side of (3.3). For the calculation of the factors λ n,N we get the following system of linear equations
Since the matrix of this system is an upper triangular matrix with positive integers as diagonal elements, the solution of this system is uniquely determined. Cramer's rule allows us to write the solution of the system (3.5) in the form
, where A n,N is the (N − n + 1) × (N − n + 1) matrix constructed as follows:
Determinants of these matrices can be obtained by expanding according to Laplace's rule with respect to the last row, wherein the first coefficient is N and the last one is N 2 . The rest of the entries are zeros. This expansion and a mathematical induction results in the following formula. If k ≤ N − 1, then
For fixed k ∈ N and N ≥ k, we see that the sequence {λ k,N } is strictly non-increasing, i.e. λ k,N − λ k,N −1 < 0 with
To prove that λ k,N > 0 for all N ∈ N, 1 ≤ k ≤ N, it is adequate to show that λ k ≥ 0 for k ∈ N. This will be completed in Step II. But before that we want to remark that the proof of the said inequality is sufficient for the proof of the theorem, since, as we remarked for (3.4), equality holds for b k = c k .
Step-II: Positivity of the Multipliers. Let for an abbreviation
We now show that
From the relation (3.6), we have
Again set for an abbreviation
It is enough to show that
To show (3.7) we use the inequality
and the identity
which are admissible for each n ∈ N. Repeated application of (3.8) and (3.9) for n = k, k + 1, . . . , P results the inequality
Since R k,P > 0 and taking limit P → ∞, we obtain
Hence, we get the relation (3.7). The proof of our lemma is complete.
Proof. As in the proof of Lemma 3.2, we may rewrite (3.2) in the form (3.11)
where φ := 1 − A/B. The function (1 − Bz) 1−A/B clearly shows that the equality, when n → ∞, in (3.11) attains with b k = c k .
Rest of the proof is divided into two steps.
Step-I: Cramer's Rule. We consider the inequalities corresponding to (3.11) for n = 1, . . . , N and multiply the nth coefficient by a factor λ n,N . These factors are chosen in such a way that the addition of the left sides of the modified inequalities results the left side of (3.10). For the calculation of the factors λ n,N we get the following system of linear equations
Since the matrix of this system is an upper triangular matrix with positive integers as diagonal elements, the solution of this system is uniquely determined. Cramer's rule allows us to write the solution of the system (3.12) in the form
where A n,N is the (N − n + 1) × (N − n + 1) matrix constructed as follows:
Determinants of these matrices can be found by expanding according to Laplace's rule with respect to the last row, wherein the first coefficient is N and the last one is N 2 . The rest of the entries are zeros. This expansion and a mathematical induction results in the following formula. If k ≤ N − 1, then
Set as an abbreviation
Note that U k in (3.13) may be positive as well as negative for all k ∈ N. We investigate it by including here a table (see Table 3 ). Table 3 Case (i): Suppose that U k is negative. From the relation (3.13), we see that for fixed k ∈ N, k ≤ N − 1, the sequence {λ k,N } is strictly non-decreasing, i.e.
Case (ii): Suppose that U k is positive. For fixed k ∈ N, N ≥ k, the sequence {λ k,N } is strictly non-increasing, i.e. λ k,N −λ k,N −1 < 0 with (3.14)
For all N ∈ N, 1 ≤ k ≤ N, to prove that λ k,N > 0, it is sufficient to prove λ k ≥ 0 for k ∈ N. This will be completed in Step II. But before that we want to annotate that the proof of the said inequality is sufficient for the proof of the theorem, since, as we noted in the beginning of the proof, equality is received for b k = c k .
We now prove that
From the relation (3.14), we get
It is enough to prove that
To prove (3.15) we use the inequality
and the identity (3.17) 1 nU n = 1 n + 1 − U n nU n which are valid for each n ∈ N. Repeated application of (3.16) and (3.17) for n = k, k + 1, . . . , P results the inequality
Since R k,P > 0, taking the limit as P → ∞ we obtain
and we complete the inequality (3.15) . This completes the proof of Lemma 3.3.
Proofs of the main results
Proof of Theorem 2.1. Let f ∈ S * (A, 0). By the definition of the class S * (A, 0), it suffices to assume that 0 < A ≤ 1 and
By the subordination principle, we obtain that z/f (z) ≺ e −Az which in terms of the Taylor coefficients may be written as 
Concluding Remarks
It would be interesting to solve the analog of Yamashita's extremal problem (1.4) for many interesting geometric subclasses of functions from S. For example, determine the analog of Theorems 2.1 and 2.3 when zf ′ belongs to the class S * (A, B) and also for functions f in the Bazilevič class or for functions convex in some direction.
