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He who knows not, and knows not that he knows not, is a fool. 
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He who knows, and knows that he knows, is wise.  
Follow him. 
 
- Ancient Arabic Saying  







“My faith in the human intellect and its creative capacities remain undaunted. 
The great works have still to come. I believe that we are still but children, 
picking up pebbles on the boundless ocean.” 
- John Stevens 
 
 This work is the result of an idea that first occurred to me on a 
Saturday afternoon in the spring of 1999. At the time, I was taking a class in 
computer graphics from Dr. Rich Crawford, when I hit upon the idea of using 
Non-Uniform Rational B-splines (NURBs) to model the workspaces of a 
robot. Together, with my friend, classmate and colleague, Jacy Legault, we 
were able to develop a rudimentary software algorithm that was able to build 
models of some facets of the design space. At the time, this research was to be 
the centerpiece of my master’s research, but a change of direction and several 
fundamental conceptual problems with the initial NURBs modeling approach 
led to a different path. 
 Fortunately, when the time was right, this idea got a second chance. 
Bob Hollen, Chris James and Tim Nelson believed that I should pursue a 
Ph.D. and in need of a topic I returned to this idea, but with the benefit of 
several years of further conceptual development, supported by a new 
generation of computer systems. Dr. Rich Crawford. Together, we formulated 
a new metamodeling approach using NURBs to model the hyperdimensional 
design spaces of product. 
 But building a model was not enough. To build a model required an 
effective data sampling capability, which led to the development of 
HyPerSample with Dr. Matt Campbell. Once a model was built, it is also 
necessary to be able to do something useful with the model. Thus, in order to 
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lay a suitable foundation for future research, it became necessary to develop a 
design space sampling capability, a NURBs design space modeling capability, 
and applications that use NURBs models to visualize, analyze or optimize the 
design space. 
 As a result, this dissertation establishes a foundation for selecting a 
NURBs design space model (a HyPerModel), for sampling the design space 
(with the HyPerSample algorithm), for defining a NURBs design space model 
(with the HyPerFit algorithm), and for visualizing, analyzing or optimizing 
the design space (with the HyPerCBM and the HyPerOp algorithms). Coupled 
with a broad range of application problems, this dissertation lays a broad 
foundation for future work in many directions. The next 617 pages, 135,000 
words, 67 tables, 317 figures, 286 equations, 7 algorithms, and 293 references 
should provide those interested in continuing this work a solid foundation in 
the definition and use of NURBs design space models. 
It represents only the beginning of a long journey of discovery and an 
opportunity to revolutionize engineering design through the thoughtful 
exploration of the design space. As the famous engineer John Stevens 
(responsible for the Northern Pacific Railroad and the Panama Canal) said, 
“The great works have still to come.” HyPerModels are but the beginning of a 
long journey into a boundless hyperdimensional ocean of design possibilities.  
 
 
“And so it begins…” 
- Ambassador Kosh, Chrysalis Babylon 5 Season 1 
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Engineering design is an iterative process where the designer 
determines an appropriate set of design variables and cycle parameters so as 
to achieve a set of performance index goals. The relationships between design 
variables, cycle parameters and performance indices define the design space, a 
hyperdimensional representation of possible designs. To represent the design 
space, engineers employ metamodels, a technique that builds approximate or 
surrogate models of other models. Metamodels may be constructed from a 
wide variety of mathematical basis functions but Hyperdimensional 
Performance Models (HyPerModels) derived from Non-Uniform Rational B-
splines (NURBs) offer many unique advantages when compared to other 
metamodeling approaches. NURBs are defined by a set of control points, knot 
vectors and the NURBs orders, resulting in a highly robust and flexible curve 
definition that has become the de facto computer graphics standard. The 
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defining components of a NURBs HyPerModel can be used to define adaptive 
sequential sampling algorithms that allow the designer to efficiently survey 
the design space for interesting regions. The data collected from design space 
surveys can be represented with a HyPerModel by adapting NURBs fitting 
algorithms, originally developed for computer graphics, to address the unique 
challenges of representing a hyperdimensional design space. With a 
HyPerModel representation, visualization of the design space or design 
subspaces such as the Pareto subspace is possible. HyPerModels support 
design space analysis for adaptive sequential sampling algorithms, to detect 
robust design space regions or for fault detection by comparing multiple 
HyPerModels obtained from the same system. Significantly, HyPerModels 
uniquely allow multi-start optimization algorithms to locate the global 
metamodel optimum in finite time. Each of these capabilities is demonstrated 
with demonstration problems including brushless DC motor fault detection 
and composite material I-beam and gas turbine engine design problems with 
the HyPerMaps software package. HyPerMaps defines the necessary 
algorithms to adaptively sample a design space, construct a HyPerModel and 
to use a HyPerModel for visualization, analysis or optimization. With 
HyPerMaps, an engineering designer has a window into the hyperdimensional 
design space, allowing the designer to explore the design space for 
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 In general, vectors and matrices are defined with bold letters. Lower 
case letters commonly denote vectors, v, and upper case letters denote 
matrices, M, except where common convention identifies a particular letter 
and case with a particular vector or matrix. In some cases, vectors and 
matrices are also underlined as well as shown in bold for extra clarity. Also 
for clarity, brackets are associated with matrices, [M], and braces are 
associated with vectors, {v}, in some equations. 
 A particular term in a vector or matrix is denoted with a subscript. For 
instance vi, indicates the ith term in the vector v. Similarly, Mi,j is the element 
located in the ith row and jth column of the matrix M.  
Italics also are used to differentiate between variables, thus x is not the 
same variable as x (without italics). Underlining is also used to denote 
parameterized variables, which range from 0 to 1. 
Spaces and Subspaces 
 The use of the term design space is used to denote the space defined 
by the design variables, cycle parameters and performance indices active in a 
particular problem. This set of variables is not unique. Thus, the same 
problem may have multiple design spaces differing due to the selection of 
different design variables. 
 Often, for hyperdimensional cases, the design space is not shown. 
Instead subspaces of the design space are plotted. These subspaces are defined 
by subsets of the variables defining the entire (design) space. The Pareto 
space (the most commonly discussed design subspace) these variables include 
the performance indices (Pi) of the design space. Often, a subspace of the 
 xlviii
Pareto space is visualized. Particular Pareto subspaces are denoted by the 
sequence of subscripts. For instance, the Pi1/2 subspace plots performance 
index 1 versus performance index 2 in a 2D planar plot. The Pi1/2/3 subspace 
plots performance index 1 versus performance index 2 versus performance 
index 3 in a 3D spatial plot. In some cases, negative signs are included, 
designating that a particular performance index is plotted as its negative (i.e. 
Pi-1 = -Pi1). Thus, the subspace Pi1/-2 is a planar plot of performance index 1 
versus the negative of performance index 2. 
Probabilities 
 Probabilities are expressed in one of two equivalent forms. They are 
either expressed as fractions or as percentages. Thus, the probability, p = 0.5 
and the probability p = 50% are equivalent statements. Variables representing 
probabilities are italicized, as above, although italics do not necessarily mean 
that a variable is a probability. 
Optimization 
 The optimum location of solution to the objective function f(x) is 
denoted by the vector x*. The value of the objective function at the optimum 
location, x*, is given by f(x*) or f*. Note that as a scalar, f* is not bolded 
unless f(x) returns multiple values and thus represents a vector of functions. 
Pseudocode 
 Pseudocode presented uses a C++ formatting convention. Variable 
types, declarations and usage are consistent with C++ programming. The 
Pseudocode provides insight into the programming of the algorithms 
described in this research but is not necessarily an exact reproduction of the 





Designing in the Design Space1 
 
“Nothing that is worth anything can be achieved in a lifetime; 
 therefore we must be saved by hope.” 
- Richard Niebur 
 
1.1 Engineering Design 
During the design process, engineers are ultimately confronted with 
the challenge of determining design variable values to achieve or exceed 
desired performance levels. These decisions are often made on the basis of the 
engineer’s cumulative experience and insight into the underlying relationships 
between design variables and performance indices. For simple systems, or for 
experienced engineers, this Edisonian, or experiential decision making 
approach to design can be effective. However, this approach is inadequate if 
the engineer lacks sufficient experience to make appropriate decisions, or if 
the complexity of the underlying relationships exceeds the engineer’s 
experience and intuition. [Arora, 1989] This limitation is common for many 
design problems of current interest such as: advanced engineering material 
design, aircraft engine design, and high precision machinery design. In such 
problems, the number of performance criteria that must be considered 
simultaneously far exceeds the number that a human engineer can 
comfortably contemplate. Furthermore, these performance criteria are 
typically highly non-linear, multivariate functions, which may not even be 
known in closed form, if they are known at all. The increasingly widespread 
use of computational models and the copious amounts of data that can be 
                                                          
1 Substantial portions of this chapter are reproduced from prior works released by Los Alamos 
National Laboratory as LA-UR-03-0982 [Turner, 2002a] and LA-UR-03-0981 [Turner, 
2003b]. 
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generated through computer-aided design and engineering techniques only 
make the task of identifying these relationships more challenging. 
While the complexity of many current design problems surpasses the 
experience and intuitive capacity of many engineers, the development of 
complementary computational capabilities that can be applied to the 
designer’s benefit seems to be ever more feasible. Sophisticated, 
commercially available software systems are routinely used to predict the 
performance of proposed designs, before the design ever leaves the drawing 
board. Through this process, computers generate far more data, at far greater 
speeds than any engineer, but do not provide adequate tools for the engineer 
to combine multiple simulation performance predictions necessary for 
informed decision-making.  
For instance, Sue Skemp, Past-President of the American Society of 
Mechanical Engineers (ASME), and a manager at Pratt & Whitney 
responsible for Advanced Technology Planning, described at the 2002 ASME 
International Design Engineering Technical Conferences (IDETC) the amount 
of information involved in the design of a new jet engine. By the time the 
design is complete, more than 400 man-years have been invested in engine 
drawings, and over 4,000,000 CPU hours of simulations have been conducted 
on more than 500 major components, leading to 10 terabytes of data 
describing the relationships between design variables and performance 
indices. [Skemp, 2002] With this much information generated by a single 
engine design, the difficulties inherent in attempting to assimilate the 
relationships between design variables and performance indices must be 
immense. 
Despite advances in computational capabilities, “brute force” 
solutions, which exhaustively evaluate problems, remain infeasible for many 
applications, resulting in increased interest in approximation modeling 
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techniques, collectively known as metamodels (discussed in Chapter 2), that 
can guide data acquisition through sequential sampling techniques (discussed 
in Chapter 3), fit a metamodel (discussed in Chapter 4), and be exploited as 
surrogate models in optimization algorithms (discussed in Chapter 5). 
Unfortunately, for a typical engineer with only an undergraduate degree in 
engineering, implementing an appropriate metamodel is at best problematic, 
and for many cases of interest, traditional metamodeling techniques are 
inadequate to the challenge of modeling the design space.  
In a world where designing systems to operate despite complex, 
nonlinear behaviors will become the norm rather than the exception, engineers 
need improved methods to “map” the complex hyperdimensional 
performance spaces that define the design space of many systems. These 
“HyPerModels” (Hyperdimensional Performance Models) are a novel class 
of metamodels derived from spline theory, which can be used as the basis for 
sequential sampling techniques and design optimization, and as visualization 
aids for the design engineer who seeks to understand the relationships 
between design variables and system performance indices. This research 
defines a HyPerModel technique that allows an engineer to harness the 
computational capabilities of a computer as a tool to enhance their design 
intuition. 
1.2 The Design Space 
 The design space relates design variables and cycle parameters to 
performance indices.2 Design variables (Dv) are the elements of a design that 
the designer has direct control over. [Otto, 2001] Cycle parameters (Cp) are 
similar to design variables, but may be used to represent the operating cycle of 
                                                          
2 A design space can be conceptualized from other variable groups instead of the design 
variables, cycle parameters and performance indices used in this work. 
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the system, which the designer may be able to influence, but does not have 
full control over. Consequently, Cp’s may be expressed as functions of time. 
In addition, Cp’s provide a mechanism for additional important parameters 
that are not Dv’s or performance indices to be represented in the design space. 
Performance indices (Pi) are the criteria by which different designs are to be 
compared. The goal of design can be expressed as finding the vector of design 
variables, Dv, that over an operating cycle, defined by the vector of cycle 
parameters, Cp, meet or exceed the performance goal defined by the vector of 
performance indices, Pi. The engineer’s ability, through training and 
experience, to conceive of the nature of a product’s design space plays a 
significant role in the development of design intuition about how design 
variable changes will affect product performance. [Otto, 2001; Ullman, 1997] 
 Consider a simple design problem, in Figure 1.1, where the goal is to 
determine the resulting deflection of a cantilevered beam of known material 
and cross section loaded by the weight of a person who traverses the beam’s 
length. In this case, the design variable is the beam length, L; the cycle 
parameter is the person’s position, a, and the performance index is the 
deflection of the beam, y. Since the beam is cantilevered, the deflection at x = 
L is the most significant. The resulting design space is shown in Figure 1.2. 
 
 
Figure 1.1 A Simple Design Problem. A simple design problem, with one design variable, 
the beam length, L, one cycle parameter the position of the person, a, and one performance 




Figure 1.2 A Simple Design Space. An undergraduate engineering student can easily 
conceptualize this simple design space. More complex problems are not so easy to 
conceptualize. 
1.2.1 Defining the Design Space 
 Unfortunately, for most problems of interest, it is not so easy to 
conceptualize the design space, if only because of the number of variables 
involved. Most real-world design problems require much more complex 
models, with a corresponding increase in design variables, cycle parameters, 
and performance indices. For the previous problem, additional design 
variables could include the beam material and cross section, additional cycle 
parameters could include the number of load cycles, and additional 
performance indices could include maximum tensile stress, maximum shear 
stress, or the angle of deflection at the beam’s end. The resulting design space 
no longer exists in a three dimensional space, but exists in an N-dimensional 
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hyperspace. By defining each type of term as a vector of individual terms, this 
N-dimensional hyperspace can be conceptualized as shown in Figure 1.3. 
 
 
Figure 1.3 The Design Space. Most real design spaces are not three dimensional, but 
instead exist in an N-dimensional hyperspace defined by the vectors containing the design 
variables, Dv, the cycle parameters, Cp, and the performance indices, Pi. 
 
As the design space dimensionality increases, so does the complexity 
of the representation due to the interactions between variables. Even simple 
relations between two terms can result in a complex design space. Consider a 
bilinear model, with two variables, D1 and D2, which are linearly related to a 
performance index, P, as shown in Equation 1.1. 
 1 2=P D D  (1.1) 
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 Despite the fact that P is linearly related to both variables, D1 and D2, 
the resulting design space exhibits quadratic behavior, as shown in Figure 1.4. 
Even from seemingly simple relationships, such as Equation 1.1, complex 
behaviors can and do result. High dimensionalities, combined with nonlinear 
relationships between design variables, cycle parameters and performance 
indices lead to amazingly complex design spaces that suffer from “The Curse 
of Dimensionality.” [Gershenfeld, 1999] This property makes it 
extraordinarily difficult to intuitively conceptualize real design spaces. 
Computational conceptualization assistance is increasingly necessary. 
 
 
Figure 1.4 Bilinear Model Complexity. Even in a well behaved model, with linear 
relationships between the variables, D1 and D2, and the performance index, P, (note the 
linear edges of the model) a nonlinear quadratic behavior can arise, as demonstrated by the 
curve between the diagonal corners of the model. 
 
For a computer to assist in conceptualizing the design space, three 
challenges must be overcome. First, the design space must be explored so that 
the computer may characterize the design space based upon a collected data 
set. The resulting data is then characterized with an efficient representation 
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of the design space in the form of a metamodel. Finally, the engineer exploits 
the representation, typically through analysis, optimization or visualization 
techniques, to obtain a conceptual understanding of the design space. 
1.2.2 Modeling the Design Space 
 Modeling the design space is a common problem occurring during 
experimentation. At the conclusion of an experiment, the experimenter often 
reduces the collected data set to a “best fit” curve. A curve fitting procedure 
is a simple form of a larger field called metamodeling. The field of 
metamodeling is concerned with the design, construction and analysis of 
representations of data sets. These representations of data sets are known as 
metamodels, which are simply models of other models. Metamodels may be 
derived from experiments, simulations or combinations of data sources.  
Metamodels can be based on many different mathematical forms, 
including primarily geometric techniques, such as polynomials and splines, 
stochastic techniques, including kriging and radial basis function models, and 
heuristic techniques, such as neural networks and support vector machines. 
The differences in these types of metamodel representations will be discussed 
in Chapter 2.  
A good metamodel will result in an accurate yet computationally 
efficient system representation for many function topologies. All of these 
criteria are important. If the metamodel is computationally efficient (i.e. fast), 
but does not represent the data accurately it is just as useless as the original 
and presumably highly accurate but inefficient (i.e. slow) experiments and 
simulations from which the original data was derived. If a metamodel can 
only represent a small range of function topologies, then its range of 
application is limited to applications whose design spaces are known to 
embody that particular function topology. 
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1.2.3 Design Space Exploration: Sampling 
 To use a computer to assist in conceptualizing the design space, the 
design space must be characterized with sampled data to resolve the features 
present. Ideally, this characterization could be done with closed form 
equations. Unfortunately, many phenomena, such as turbulent flow, are 
currently beyond our capabilities to characterize completely in closed form. 
 If closed form solutions are not available, perhaps experimental data 
can be used as an alternative. Theoretically, a brute force, exhaustive search 
of the phenomena behavior could be conducted. However, exhaustively 
collecting data about the design space, particularly from experimental sources, 
would be a colossal task in terms of time and resources and could only be 
accomplished at great expense. Since only limited amounts of data are 
realistically available from experimental sources, it is imperative that any data 
collected must be collected efficiently. Classical Design of Experiments 
(DoE) techniques augmented with Sequential Sampling Techniques (SST) 
offer methods to improve data collection efficiency, as discussed in Chapter 3.  
 Exhaustively collecting experimental data is not a cost effective 
solution to the need to search the design space. Fortunately, in some cases, 
numerical computer models are a viable alternative data source. Depending 
upon the run-time and cost of the processor time, exhaustive searches of 
computer simulations may be feasible, and even cost effective. However, 
many complex phenomena are either beyond the capabilities of even the best 
computer simulations, or remain too computationally expensive to explore 
exhaustively. Simulations can also benefit from adaptive sequential sampling 
techniques, such as those in Chapter 3, to obtain design space modeling data.  
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1.2.4 Design Space Representation: Metamodeling 
Once a suitable data set has been collected, the next challenge is to 
build an adequate data representation or metamodel. In computer graphics 
applications, geometric objects are represented with Non-Uniform Rational B-
splines (NURBs) curves and surfaces. In a few cases, NURBs have been 
extended to model 3D solid objects. The properties associated with NURBs 
have made NURBs the de facto standard representation in many Computer-
Aided Design (CAD) applications. 
While great progress has been made in the three decades since NURBs 
were first introduced, NURBs have never been used in an N-dimensional 
metamodeling application. Extending the mathematics of NURBs is relatively 
straightforward. However, in CAD applications, several defining NURBs 
parameters do not have well-defined automatic fitting algorithms or have 
algorithms that are only designed for low dimensional applications. 
Extending the definition of NURBs to encompass N-dimensional 
objects, and modifying the algorithms used to fit NURBs in CAD applications 
to support NURBs metamodel fitting is discussed in Chapter 4. As a result of 
these heuristics, NURBs HyPerModels demonstrate remarkable flexibility in 
representing many functional topologies, including the representation of 
continuous and discontinuous input variables. Consequently, HyPerModels 
can define a robust, accurate and fast representation of many design space 
topologies.  
1.2.5 Design Space Exploitation: Visualization, Analysis & Optimization 
 Metamodels can serve a variety of purposes. For general analysis, 
metamodel accuracy is paramount, while the evaluation speed of the 
metamodel only needs to be better than that of the original data source. If 
these conditions can be met, the metamodel can act as a surrogate source of 
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data for parametric design space studies, resulting in conceptual visualization 
of the entire design space or of design space subspaces such as the Pareto 
space, which is demonstrated in Chapter 5. 
By querying metamodels, the designer may gain insight into 
underlying system behaviors. Which variables are dominant in a particular 
design space region? How do variable tradeoffs affect the overall performance 
of a design? To which variables is the design most sensitive and how tight 
should the corresponding tolerances be to maintain design performance? 
Design space analysis will be discussed further in Chapter 5. 
 Metamodels can also be exploited as a representation of the objective 
function that forms the basis for optimization problems. In this special form of 
analysis, speed and accuracy of a metamodel are equally significant. Since an 
optimization technique needs to query a data source many times in the course 
of locating an optimum point, the metamodel must be able to rapidly provide 
accurate objective function values and slope information. By using the 
metamodel to perform an initial optimization, the cost and difficulty in 
locating an optimal design space location can be reduced, as demonstrated in 
Chapter 5. 
An inaccurate metamodel may yield incorrect optimal points, and a 
computationally inefficient metamodel representation is too costly (in terms 
of time or resources or both) to optimize. In the case of highly nonlinear 
processes, even an accurate metamodel may not be sufficient to locate optimal 
design variable combinations with existing optimization techniques. Hence, a 
good metamodel is very important if the model is to be exploited effectively 
through optimization. Specialized optimization algorithms can even take 
advantage of metamodels to improve optimization capabilities. Optimization 
is demonstrated in the design problems described in Chapters 7 and 8. 
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One potentially significant analysis metamodel application lies in the 
area of Condition-Based Maintenance (CBM). CBM applications rely on the 
ability to rapidly compare multiple metamodels, derived from an instrumented 
system, but created at different times. By comparing metamodels created at 
different times developing incipient failures can be detected. Detection of an 
emerging fault condition is the first step to being able to provide a 
maintenance-on-demand paradigm, rather than the current maintenance-as-
scheduled paradigm. Chapter 9 describes the application of HyPerModels to a 
CBM problem. 
These capabilities are dependent upon the implementation details of 
the supporting algorithms. The algorithms necessary to support adaptive 
sequential sampling, HyPeModel fitting, as well as visualization, analysis and 
optimization are defined in Chapters 3, 4 and 5. The implementation of these 
algorithms is described in Chapter 6. 
Future designs can take advantage of information on the design space 
of previous but similar products to provide a starting point for new designs. 
For instance, a new 4 Degree-of-Freedom (DOF) robot design can benefit 
from examining the design space of prior 4-DOF robot designs. Even if 
previous designs were intended for very different tasks than those envisioned 
for the new robot, the relationships between design variables, cycle 
parameters and performance indices that define the design space of the 
previous designs, will also define regions of the design space for the new 
robot. The designs of tomorrow are built upon the foundation of knowledge 
created by the designs of yesterday and today. 
 This process is analogous to the mapping of the world. While the first 
maps were vague at best, subsequent expeditions expanded our knowledge of 
the world and resulted in refined maps that made future expeditions easier. 
Similarly, each design further refines our design space knowledge and makes 
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subsequent designs easier. Ultimately, a “complete” and accurate design 
space map results. 
1.3 Understanding the Design Space 
 Based on the design space definition given in section 1.2, the 
mathematical relationship between design variables, cycle parameters and 
performance indices can be formulated as Equation 1.2. 
 ( )i ⎡ ⎤= ⎣ ⎦v p vP D ,C DD  (1.2) 
where, [D], is the design space matrix. Notably, [D] is a function of the 
vectors representing the design variables, Dv, and the cycle parameters, Cp. In 
simple cases, [D], is constant and if [D] can be inverted, the solution to 
Equation 1.2 is trivial. Unfortunately, [D] is often a nonlinear function of the 
design variables, and all too often is unknown in closed form. In order to 
understand the design space, we replace this matrix, with a metamodel that 
approximates [D]. Thus, by coupling a metamodel approximation of [D] with 
an optimization technique to emulate the inversion-process, difficult cases 
described by Equation 1.2 can be solved. 
1.4 Problem Statement and Research Objectives 
 Approximating the design space matrix with a metamodel involves 
three steps.  
1)  Exploring the design space to generate a sufficient amount 
of data to support the development of a reasonably accurate 
metamodel.  
2) Reducing the data into an efficient and accurate design 
space representation.  
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3) Exploiting this representation through analysis, design 
space optimization, or to assist the designer in intuitively 
understand the “nature” of the design space.  
If this technique is to improve upon prior work, it must accomplish 
these three tasks with some advantage over competing approaches. 
 This problem can be stated as the following: 
Prototype a method, derived from spline theory, 
which can be used as an aid in identifying and 
interpreting the highly coupled, multivariate 
relationships between design variables, cycle 
parameters and performance indices, while 
providing a basis for sequential sampling 
techniques and design optimization that is superior 
to existing metamodeling techniques. 
 The research objectives associated with this problem statement are 
focused in four areas: design space exploration, design space representation, 
design space exploitation and determination the benefits of this approach.  
These objectives are discussed in depth in subsequent chapters. 
Chapter 2 compares the speed, accuracy and robustness of the spline-based 
HyPerModel against other types of metamodels. Adaptive sequential 
sampling techniques developed to compliment HyPerModels are introduced in 
Chapter 3. These techniques allow efficient sampling of the design space.  
Chapter 4 demonstrates how existing spline fitting algorithms were modified 
to support the development of accurate HyPerModel representations of the 
design space. Visualization, analysis and metamodel specific optimization 
algorithms for HyPerModels are presented in Chapter 5 to exploit the design 
space. Finally, Chapter 6 discusses implementation of these algorithms.  
Chapters 2 through 5 provide a solid foundation for the argument that 
NURBs HyPerModels offer advantages not available from existing 
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metamodeling techniques. In addition, two test design problems from 
disparate areas of engineering, described in Chapters 7 and 8, show how 
HyPerModels may be applied to real engineering design problems using 
computer simulations. Chapter 9 uses HyPerModels to analyze experimentally 
obtained data to model and detect changes in dynamic mechanical systems, 
allowing for the detection of incipient failures in the system before 
catastrophic failure ensues.  
1.5 Conclusion 
  The body of this work can be divided into three major sections. 
Chapters 2 through 5 combine a review of the literature with the theoretical 
development of HyPerModels, and a demonstration of the capabilities of 
HyPerModels. The reader without experience in the mathematics of NURBs, 
may wish to read Chapter 4 first, where the mathematics for NURBs 
HyPerModels are discussed in detail, before reading Chapters 2 and 3. 
 The second section is Chapter 6. This chapter focuses on the structure 
and implementation of HyPerMaps within the HyPerMaps software package. 
Chapter 6 contains necessary information on the current implementation of 
HyPerMaps so that future developers can extend the capabilities of the 
software package. 
 The final section consists of Chapters 7 through 10. These chapters 
include examples HyPerModel applications to engineering problems such as 
the design of a composite material I-beam (Chapter 7), the design of a gas 
turbine engine (Chapter 8), and detecting incipient faults in dynamic 
mechanical systems (Chapter 9). These chapters demonstrate the utility of 
HyPerModels to a broad range of engineering problems. Chapter 10 




Metamodels: Modeling Models1 
 
“When I am working on a problem, I never think about beauty. 
I think only how to solve the problem. 
But when I am finished, if the solution is not beautiful,  
I know it is wrong.” 
- Buckmeister Fuller 
 
2.1 Introduction 
 Metamodels, models of models, are a rapidly emerging engineering 
technique that offers great potential to improve engineering design. As 
engineering design becomes increasingly data driven, with reduced cycle 
times, fewer prototypes, and increasingly complex, multidisciplinary system 
designs, the task of identifying and uncovering fundamental relationships for 
a design becomes increasingly important. Metamodels are valuable for this 
application. 
 There are many metamodel types, with different capabilities and 
limitations. The focus of this research is to prototype a method, based on an 
unexplored metamodel formulation, using Non-Uniform Rational B-splines 
(NURBs) to define the metamodel. The goal is to determine if this approach is 
“superior” to alternative approaches. Since metamodels are intended to be 
fast, accurate representations of unknown functions, speed and accuracy are 
important considerations. However, so is the robustness of the approach. To 
adopt a NURBs metamodel as a design tool, it should work well in many 
applications, without extensive a priori information about the design space to 
be represented. 
 
                                                          
1 Substantial portions of this chapter are reproduced from prior works released by Los Alamos 
National Laboratory as LA-UR-05-3632. [Turner, 2005e] 
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 Subsequent sections of this chapter review the several major 
metamodel approaches and outline our comparison method. Based on this 
comparison, recommendations for metamodel selection under different cases 
and for different user priorities are reached.  
2.2 Metamodeling 
A metamodel is simply a model of models. Metamodels are used to 
encapsulate information from multiple simulations or experiments, themselves 
models of an actual system, into a single mathematical system approximation. 
A metamodel can also be defined from data provided by other metamodels. 
Conceptually, this is shown in Figure 2.1. In essence, a metamodel is a black 
box representation of an unknown system (or function). 
 
 
Figure 2.1 Metamodel Concept. Metamodels can be thought of as a representation of a 
system of models, data for which is derived from one or more experiments, simulations or 
other metamodels. 
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Metamodels are desirable for use as surrogate models of actual 
systems. Such models are particularly attractive when the ability of an actual 
system to provide data is limited by the rate at which data can be obtained or 
when the cost of data is prohibitive or when multiple data sources must be 
queried for a single data set. These cases often arise in engineering design 
applications. For instance, in aircraft design, individual models simulating the 
structural loading on the airframe are combined with computational fluid 
dynamics simulations of airfoil performance and with wind tunnel testing of 
the airfoil. Each of these simulations may require hours or even days of 
computing time, and the cost of large numbers of wind tunnel tests often are 
prohibitive. In this and similar cases, it is common to adopt a metamodel to 
encapsulate results from a limited testing regime for design optimization 
purposes. 
However, it would be incorrect to conclude that metamodels are only 
useful for scarce data applications. Metamodels are used to approximate the 
underlying function for nondeterministic data, or to provide approximations of 
underlying functional behaviors in data rich applications. Metamodels also 
have demonstrated uses for adaptive experimental designs [Jones, 1998; 2001; 
Martin, 2002; Wang, 2004b; Gutman, 2001; Sasena, 2002a; 2002b; Jin, 2002; 
and Turner, 2003a; 2004a; 2004c; 2005b; 2005c].  
There are multiple metamodel types, including geometric models, 
originally derived to provide data set curve and surface representations, 
stochastic models that add a stochastic component to a geometric metamodel, 
and heuristic models that mimic cognitive processes to detect and model 




Figure 2.2 Metamodel Classification. Metamodels can be classified into several types 
based on their mathematical formulation. 
  
Each model type has advantages and disadvantages, which makes it 
difficult to argue that any one model is conclusively superior to all other 
formulations for all applications. Perhaps the best that can be said is that 
barring information about the nature of the design space to be modeled, 
certain metamodels are better choices than other metamodels. Since an 
engineer does not necessarily have sufficient a priori insight into the behavior 
of a design space, identifying a metamodel likely to result in a reasonable 
design space approximation is important. Thus, the goal is to identify a good 
black box metamodeling technique that consistently produces good results for 
a broad range of problems. This black box metamodeling tool would allow the 
user to create an initial metamodel, to develop insight about the system, and if 
necessary, use that insight to select a more appropriate metamodel for further 
analysis. 
In subsequent sections, Response Surface Models (RSMs), 
Multivariate Adaptive Regression Splines (MARS), NURBs 
Hyperdimensional Performance Models (HyPerModels), Kriging Models 
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(KMs), and Radial Basis Function Models (RBFs) are studied. Both 
interpolating and approximating forms of kriging models and RBFs are 
included in the comparison. Comments are also provided for several other 
metamodel types including Support Vector Machines (SVMs) and Neural 
Networks (NNs) that are not included in the comparison. The decision not to 
include these techniques in the comparison is also justified. Where 
mathematical forms are presented, generally 1D input/1D output (curve) 
forms are defined for simplicity. A few higher dimensional forms are shown 
for illustration of the principles involved in deriving N-dimensional variations 
of certain metamodels. 
2.2.1 Geometric Metamodels: Response Surface Models 
The simplest metamodel type is the response surface model, RSM, 
often first introduced as a curve fitting technique. RSMs are a natural 
outgrowth of Design of Experiments (DoE) techniques. A typical RSM will fit 
a polynomial model defined with the power series basis, as defined in 






y x = xβ∑  (2.1)
where y(x) is the dependent output variable of the degree n polynomial 
defined by the coefficients, β, and the independent variable, x. A multivariate 
RSM form would involve additional summations, independent variables, and 
β coefficients. Alternatives to the power series basis include trigonometric or 
logistic bases, which can also be used to define RSMs. An appropriate basis 
function must be selected a priori. 
In order to fit the RSM to a data set, the degree, n, of the polynomial 
model needs to be defined, and the N β coefficients need to be calculated. To 
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solve for the β coefficients, Equation 2.1 can be rewritten in matrix form, such 
that 
=y Fβ  (2.2)
where y is an p x 1 vector of right hand side terms that are the output 
responses from the data source corresponding to the independent variable, x. β 
is the N x 1 vector of unknown polynomial coefficients, and F is an p x N 
matrix of power series terms. These matrices are derived as part of a typical 
Analysis of Variance (ANOVA) procedure. Obviously, if p = N, F is square 
and may be invertible, resulting in an interpolating polynomial. As is more 
often the case, F is not square, but may be inverted by the use of a 
pseudoinverse, F+. In this form, the resulting polynomial is a “least squares 
best fit” of the data that will approximate the data points rather than 
interpolating them. 
The cost of calculating F+, or F-1 (if F is invertible) dominates the 
RSM fitting cost to the data set. Fortunately, the cost of calculating the 
pseudoinverse is limited by the RSM order and dimensionality. Notably, the 
user defines the order of the RSM metamodel in advance while the number of 
input dimensions in the data set defines the dimensionality, d. Matrix 
inversion is generally considered an O(N3) operation [Press, 2002], so the key 
term is n, which is the characteristic dimension of F+ defined by Equation 2.3,  
N ( 1)dn= +  (2.3)
where d is the number of  independent variables, and n is the RSM degree. 
The implicit RSM form is an appropriate representation for modeling 
unbounded curves (or higher dimensional surfaces) and exhibits reasonable 
predictive capabilities. [Kleijnen, 2000] RSMs are unique formulations with 
respect to a multiplicative constant. Membership of a data point within the 
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RSM metamodel can be easily confirmed and the model coefficients, the β’s, 
contain significant information that can be useful to the analyst. 
However, RSMs are rarely formulated with degrees greater than 2 
(quadratic) due to excessive “wiggling” that may result when fitting a higher 
order polynomial to a data set. [Simpson, 1997; 2001; Wang, 1999a] 
Consequently, their ability to accurately fit functions with locally highly 
nonlinear data is limited. One approach to this nonlinearity problem is to 
define multiple polynomial “patches”, with each patch valid over a local 
metamodel region. [Nicolai, 2004] However, the problem of maintaining 
differentiability and continuity between adjacent patches is non trivial, and 
can result in unintended metamodel behaviors. In addition, an RSM is 
coordinate system dependent and consequently, different coordinate systems 
or system orientations, can also lead to inconsistent metamodel results. 
RSMs can be used to define curves, surfaces, or hypersurfaces 
(surfaces in more than 3 dimensions, 3D), but cannot represent spatial curves, 
solids, or hyperobjects in higher dimensional spaces. While RSMs can be 
successfully meshed for visualization, the task is considerably more complex 
than for competing techniques. [Piegl, 1997a] Nonetheless, RSMs are 
commonly available in analysis software. 
2.2.2 Geometric Metamodels: Spline-Based Metamodels 
A geometric alternative to RSMs, is to replace the independent 
variable, x, with a parametric variable, t. Models of this type are known as 
spline-based models. Multiple basis functions for spline models exist, but only 
two types of spline basis functions are considered here. The first, cubic splines 
are the basis for a metamodel form known as Multivariate Adaptive 
Regression Splines (MARS) that is available as a commercial product. The 
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second, Non-Uniform Rational B-splines or NURBs developed in this work as 
an alternative metamodeling technique. 
2.2.2.1 Cubic Splines 
Splines have their origins in the thin wood strips used by ship builders 
known as loftsman’s splines. These strips were laid out, with the assistance of 
several small weights known as ducks, in a loft to represent the shape of the 
hull of a ship. [Rogers, 1990] When modeled mathematically, these thin 
beams exhibit a cubic deflection equation based on a truncated power series 





= forit t t t t≤ ≤∑p β  (2.4)
where p(t) is a vector from the origin to the point on the curve defined by the 
parametric variable, t. β is a vector of coefficients defining both the 
independent and dependent coordinates of the curve. t1 and t2 are called the 
knots of the cubic spline, which define a bounding region over which a 
particular set of β coefficients are valid. [Rogers, 1990] 
A cubic spline or c-spline metamodel acts to subdivide the model 
space into rectangular regions, each governed by a cubic spline patch. Cubic 
splines are fit between data points, using four pieces of information to define 
the necessary β’s. This information includes the locations of the two 
endpoints of the cubic splines and the corresponding slopes at each endpoint, 
as shown in Figure 2.3. By ensuring that neighboring regions share common 





Figure 2.3 Cubic Spline Definition and Behavior. Cubic splines are traditionally defined 
by the position and slope of the curve at the endpoints, yielding four equations to solve for 
the four parameters defining the curve. Continuity is maintained by sharing endpoint 
positions and slopes between adjacent patches. 
These endpoints are both knots and control points, but unlike the 
control points in a NURBs curve, do not define a convex hull property for a 
cubic spline curve. [Saloman, 1999] The significance of this difference will 
become apparent in Chapter 5. 
2.2.2.2 MARS: Multivariate Adaptive Regression Splines 
Based on work performed in the late 1980s, physicist and statistician 
Jerome Friedman developed MARS in the early 1990s. [Friedman, 1990; 
1991a] MARS has since been commercialized through Salford Systems2 and 
                                                          
2 http://www.salford-systems.com/index.php 
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enjoys great popularity in the statistical analysis fields, but has not made 
significant inroads into engineering applications.  
The key to MARS is a space subdivision scheme developed by 
Friedman. This scheme subdivides a space into rectangular regions. Within 
each region, a locally valid metamodel could be defined based on linear or 
cubic splines. (A linear spline truncates the power series after the linear, 
degree = 1, term.) Friedman chose linear and cubic splines and their truncated 
power series basis over other spline formulations because of the one-to-one 
correspondences between knots, basis functions, defined by the β’s, and 
regions in the model space. [Friedman, 1991a] This one-to-one behavior 
complimented the subdivision scheme, allowing knots to represent the region 
boundaries. The current implementation of MARS by Salford Systems, 
predominantly uses linear splines as the basis for its metamodels. [Salford 
Systems, 2001] 
In his review of Friedman’s work, Schumaker [1991] questions the 
choice of the truncated power basis, noting that  
…The one-sided truncated power basis is well 
known to be very badly conditioned whereas the 
classical B-splines are very well conditioned. Why not 
use the later? [Schumaker, 1991] 
Friedman responded to Schumaker by justifying his decision to select 
cubic splines based on the B-spline work of Lyche and Mørken [1987], and 
noted that  
…Severe computational complexities are 
involved with the B-spline approach, as compared to 
the simple and elegant method proposed by Smith 
[1982]. In the multivariate case, the analog of these 
increased computational complexities are likely to lead 
to insurmountable problems. [Friedman, 1991b] 
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A literature review of Friedman’s sources upon which this decision 
was based suggests that while B-splines were considered and rejected as being 
too computationally complex, their more general case, NURBs, was never 
considered. [De Boor, 1978; Schumaker, 1976; 1984; Smith, 1982] This 
conclusion is not surprising, considering that in the late 1970s and early 
1980s, NURBs were in their infancy, having been developed in 1975 by Ken 
Versprille, a Ph.D. student at Syracuse University. [Rogers, 2001] Even 10 
years later, algorithms for knot insertion and removal, key to Friedman’s 
subdivision scheme were new developments. [Rogers, 2001] Friedman’s 
conclusions about the computational difficulties of NURBs as a metamodel 
basis in his approach are commonly cited as justification for not pursuing a B-
spline or NURBs-based metamodel formulation. 
What makes MARS special is not the spline formulation per say, but 
the subdivision scheme developed by Friedman. This scheme allows a large 
model space to be subdivided into smaller regional subspaces, each with their 
own local metamodel. Conceptually, this makes a great deal of sense, and can 
reduce the global difficulties of modeling highly nonlinear of the data sets 
with “reasonably” simple metamodel bases by locally representing the 
function with low order approximations. Essentially, the concepts of 
subdivision and knots allow MARS to act as a piecewise polynomial RSM 
model. 
MARS creates a metamodel in two phases. In the first phase, MARS 
subdivides the design space into a user-specified large number of regions. The 
boundary between each region defines a knot, which is used to define a 
“hockey stick” basis function, BF(x), as shown in Figure 2.4. An inverse 
hockey stick basis function, iBF(x), is also available. Both basis functions are 
defined in Equations 2.5 and 2.6. 
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where c is a constant associated with the knot of each basis function. 
 
 
Figure 2.4 The Hockey Stick Basis Function.  MARS defines a metamodel based on a set 
of hockey stick basis functions. Each basis function is multiplied by a constant (i.e. C1 and 
C2) and added to an offset constant, y0, defined as the mean of the data set, to formulate a 
MARS metamodel. 
  
In the second phase, MARS evaluates the contribution of each basis 
function to the accuracy of the metamodel, searching for the metamodel with 
the lowest generalized cross-validation criterion [Craven, 1979] score, defined 
by Equation 2.7.  
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where GCV(M) is the generalized cross-validation criterion for the metamodel 
comprised of M basis functions, N is the number of data points to be fit to the 
model, yi is the data point response at xi, fM(xi) is the M-basis function 
metamodel prediction at xi, and C(M) is the cost-complexity measure of a 
metamodel with M-basis functions. Generally, C(M)=M is used for linear 
regression metamodels. [Salford Systems, 2001] Based on the results of the 
GCV evaluation, unnecessary basis functions are eliminated from the 
metamodel, resulting in a metamodel with a small number of simple 
expressions.  
Not all metamodeling techniques require a subdivision scheme and 
cubic splines are not without potential problems. Careful parameterization 
must be performed to prevent undesirable loops and folds within the resulting 
metamodel and discontinuities between regions can still occur if adjacent 
regions do not share corners. [Piegl, 1997a] Using linear splines instead of 
cubic splines virtually eliminates these problems, but may dramatically 
increase the number of subdivisions required. Higher dimensional models are 
defined with tensor products and MARS software is commercially available 
for metamodeling applications from Salford Systems. 
2.2.2.3 NURBs-based Metamodels 
Many Computer-Aided Design/Engineering (CAD/CAE) software 
systems use NURBs-based representations to describe geometric objects. 
However, until the work by Turner [2002b], the literature shows little 
evidence for any similar development effort for NURBs-based metamodels. 
This section will present the fundamentals of NURBs. A more complete 
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development of the mathematics for NURBs HyPerModels is undertaken in 
Chapter 4. 
NURBs are a more generic spline formulation than the splines used in 
other metamodeling techniques. In fact, linear, cubic and B-splines are special 
forms of NURBs and can only represent nonrational polynomials. Thus, they 
only approximate certain polynomial forms, such as conic sections. 


























where b is a vector defining the location of the ith of nC control points, wi is a 
positive scalar defining the weight of the ith particular control point, and 
Ni,k(u) is the B-spline basis function given as a function of u. The parameter u 
defines a position along the curve length, which is equivalent to a point on the 
curve defined by the vector p(u). The B-spline basis function is a recursive 
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where x is the knot vector, a sequence of parameter values defining the region 
of control point influence within the NURBs metamodel. For the ith control 
point, that region of influence is defined by the metamodel order, k. The B-
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subject to the constraint: 2 Ck n≤ ≤  (2.12)
and the definition: 0 00 ≡  (2.13)
NURBs metamodels use the control point locations, control point 
weights (effectively a homogeneous coordinate of the control point), knot 
vectors, and the curve order, k, to produce a highly flexible curve definition. 
[Gopi, 1997] 
2.2.3 Stochastic Metamodels: Kriging Models 
Stochastic metamodels, including kriging and Radial Basis Functions, 
RBFs, approach the task of modeling the underlying function of a data set 
through stochastic methods. These stochastic models assume that the 
underlying function is actually composed of two parts, an underlying 
functional RSM component, and a stochastic error model such that 
( ) ( ) ( )y x p x x= + ε  (2.14)
where y(x) is the dependent variable of the metamodel, a function of the 
independent variable x, p(x) is the underlying RSM metamodel, and ε(x) is the 
stochastic model of the expected error in p(x) with respect to y(x) as shown in 
Figure 2.5. By combining a stochastic expression with an RSM, highly 




Figure 2.5 Kriging Metamodel Basis.  The underlying assumption behind stochastic 
metamodeling is that the errors are systematic, that a large error at x, probably means a 
similarly large error at x+δ. Adapted from [Sasena, 2002b]. 
 
South African geologist D.G. Krige originally developed kriging in the 
late 1950s and early 1960s. [Isaaks, 1989] Krige was able to use historical 
understanding of how ore bodies occur, in conjunction with limited sampling 
data from an unknown site, to predict the location and viability of an unknown 
ore body. Krige’s original techniques were further developed during the 
1970s, and by the late 1980s engineers interested in improving upon RSMs 
began to adapt his techniques. [Sasena 1998; 2002a; 2002b] 
In kriging, ε(x) is defined as a stochastic process term whose 
uncertainty with respect to p(x) is defined with a spatial correlation function 
(SCF) such that the covariance of two points x1 and x2 (in a 1D case) is 
( ) ( )21 2 1 2( ), ( ) ,zCov x x R x x=ε ε σ  (2.15)
where σz2 is defined as the process variance of the data that scales the SCF, 
R(x1, x2), with respect to the covariance between the points x1 and x2. Different 
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choices for the functional form of the SCF can lead to different data “fits” of 
various qualities. Fortunately, many good choices seem to exist. 
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where C0 is referred to as the “nugget” effect (you either have a nugget or 
not), C1+C0 defines the “sill” or the value at large distances from a sample 
point, and a defines a range of influence of the data. [Isaaks, 1989] It is these 
values, for a, C0, and C1, that Krige would set from historical understandings 
of the nature of ore bodies. Unfortunately, this type of data generally does not 
exist for many engineering applications. 
Engineering kriging models employ SCFs such as  
1 2
1 2( , )
px xR x x e−θ −=  (2.17)
where θ defines the range of influence of the data (θ > 0), and p defines the 
smoothness of the model (0 < p < 2) where increasing values of p lead to a 
smoother model. For higher dimensional models, the product of SCFs for 
each dimension is calculated.  
With this SCF, θ, defining the range of data influence, and p, defining 
the model smoothness, need to be determined or set by the user. This model 
will interpolate the given data points without further modifications. [Sasena, 
2002b] However, with minor modifications, it is also possible to achieve a 
smoothed kriging metamodel that approximates noisy data, an important 
consideration. [Sasena, 2002b] This feature is included in the model defined 
below. 
Equation 2.18 defines a Design and Analysis of Computer 
Experiments (DACE) kriging model as 
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1( ) ( )T Tx xy x
−= + −f β r R y Fβ  (2.18)
where y(x) is the output of the kriging model, fx is a vector of polynomial 
regression terms (such as a power series) for a kriging model, β is a vector of 
coefficients corresponding to the terms in fx, rx is a vector of SCF responses 
between the point of interest x, and the data set points that define the model. R 
is a correlation matrix, also using the SCF between the ith and jth points in the 
data set, y is the dependent data set coordinates defining the model, and F is a 
matrix with each row representing the equivalent of an f vector for each 
subsequent point in the data set. The mathematical relations for each of these 
terms are defined such that 
{ }0 1( ) ( ) ... ( )Tx nf x f x f x=f  (2.19)
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R  (2.23)
where α=1-nugget where a nonzero positive value of nugget (such as 
0.00001) allows the kriging model to approximate, rather than interpolate data 
points. A nugget value of zero results in an interpolating kriging model. 
 Kriging is sufficiently robust that several studies, including Sasena 
[2002b] have suggested that a constant value is all that is needed for a 
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polynomial regression term in f. Such models are referred to as ordinary 
kriging models, and allow the simplifications that f = 1, and F = 1, where 1 is 
a vector composed entirely of 1’s. As a result, an ordinary kriging model can 
be defined as 
1( ) β ( β)Txy x
−= + −r R y 1  (2.24)
( ) 11 1β T T−− −= 1 R 1 1 R y  (2.25)
where β is now a constant term.  
 Several approaches to the problem of identifying appropriate kriging 
model parameters exist. Martin [2004], studied two popular approaches, 
Maximum Likelihood Estimation (MLE) and Cross-Validation, ultimately 
concluding that MLE was the better technique. However, both techniques 
have been successfully applied to different cases. For instance, Van Beers 
[2004] recommends Cross-Validation for discrete even simulations. 
 MLE estimates values for p and θ by solving the optimization problem 
minimize ( ) ( )2ˆln ln det( )zN σ + R  (2.26)
 where ( ) ( )2 11ˆ Tz N
−σ = − β − βy 1 R y 1  (2.27)
 s.t. 0 2p≤ <  (2.28)
 0 < θ  (2.29)
where N is the number of points in the data set. 
The cost of solving the MLE optimization problem is significant, due 
in large part to the cost of inverting R, which may become very large as the 
data set size increases, unless R is based only on data points within a user 
specified range. DACE generally uses all data points at all times. Nor is this 
optimization robust enough to guarantee that the solution will produce a 
viable model. [Sasena, 2002b] In addition, R is sensitive to the distribution of 
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data in the data set. Points that are too close in proximity can result in singular 
or near singular R matrices. Sasena [2002b] discusses these issues in detail. 
2.2.4 Stochastic Metamodels: Radial Basis Function Models 
Radial Basis Function Models (RBFs) are closely related to both 
kriging and spline-based models, depending on the selection of the radial 
basis function. Like kriging, RBFs are stochastic models, and therefore define 
an expression for ε(x) such that 
i i
i=0
( ) w (c , )
n
x xε φ= ∑  (2.30)
where wi is the weight associated with the ith of n data points, denoted ci, 
evaluated with the radial basis function φ(c,x). [Dinh, 2002] The radial basis 
function φ(c,x) may take on several forms. If it is defined as 
( )2 c(c, ) xx e −= σφ  (2.31)
where σ is the standard deviation of the data set composed of the points used 
in c, then the radial basis function model is equivalent to a DACE kriging 
model. [Dinh, 2002] However, other forms are also commonly used as the 
radial basis function, including 
(c, ) cx x= −φ  (2.32)
where || || is any lp norm such as the Euclidean 2-norm, which is particularly 
popular in engineering applications. The radial basis function form 




results in thin-plate spline metamodels. Thin plate spline metamodels mimic 
the behavior of a loftsman’s spline, the physical basis for the cubic splines, 
such as those used in MARS. [Dinh, 2002] 
 Once the user has selected an appropriate radial basis function and any 
underlying RSM model, Equations 2.2 and 2.30 can be combined to generate 
a system of equations to solve for the unknown parameters, w. However, the 
resulting system of equations may be singular or ill conditioned, or the 
matrices may be fully populated, which complicates the problem and adds to 
the computational cost of solving for the RBF weights. [Dinh, 2002; Hussain, 
2002] It is difficult to know in advance which RBF function to choose. 
 As the functions used as RBFs exhibit radial symmetry, so the 
resulting metamodels generally do not accurately represent sharp features or 
discontinuities in the data. [Dinh, 2002] Like kriging, very large data sets can 
cause problems, and RBF models are also unsuitable for certain open (non 
“watertight”) topologies. [Dinh, 2002] Finally, since every data point affects 
the structure of the RBF model, like kriging, they are not local in their 
behavior. [Dinh, 2002] The addition of new data requires the regeneration of 
the entire model. 
By definition, RBFs are an interpolating metamodel. However, the 
addition of a “nugget-like” parameter creates an approximating RBF 
metamodel. This allows Equation 2.30 to be redefined as 
( ) i i
i=0
( ) 1 nugget w (c , )
n
x x= − ∑ε φ  (2.34)
which for a small nugget value (i.e. nugget = 0.001) defines an approximating 
RBF metamodel. 
 A recent extension of RBF metamodels is the Extended-RBF (E-RBF) 
metamodel developed by Mullur at Rensselaer Polytechnic Institute. [Mullur, 
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2004; 2005] The purpose of an E-RBF is to provide additional constraints on 
an RBF metamodel in order to ensure certain desirable properties (for some 
applications) such as convexity and unimodality (the existence of a single 
optima in the metamodel) for cases when such properties are known to exist 
within the defining data set. This behavior is achieved by using multiple basis 
functions, some of which may be radial and others that are non-radial in 
behavior, in place of the single radial basis function used in an RBF 
metamodel. Together, the multiple basis functions in an E-RBF metamodel 
act to produce a single RBF basis function with more complexity and 
flexibility than is available through any of the traditional RBF approaches. In 
their study, Mullur concluded that E-RBFs performed as well as or better than 
RBFs in the cases considered. [Mullur 2004; 2005] The idea of using multiple 
functions to construct a metamodel in E-RBFs is closely related to the basis 
behind heuristic metamodels. 
2.2.5 Heuristic Metamodels: Neural Network Models 
Since one of the chief disadvantages to RBFs is the need to select one 
(or more) basis function(s), it seems reasonable to suggest that an RBF 
metamodel composed of all possible basis functions each with their own 
weight might be superior. Using machine learning approaches, each weight 
can be estimated and thus the appropriate basis functions selected for a 
metamodel. Conceptually, this might result in something like that shown in 
Figure 2.6. The resulting metamodel is a simple neural network (NN). 
With this architecture, it is no longer necessary to explicitly model the 
RSM and a stochastic component; each is simply a basis function with an 
associated weight. Because of this feature, neural networks are often referred 
to as “universal function approximations,” a name attributable to Vladik 
Kreinovich, who proved that feedforward neural networks composed of linear 
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functions could approximate any arbitrary but smooth nonlinear function to 
finite precision. [Kreinovich, 1991] Construction of a neural network involves 
three processes: selection of the basis functions to include in the network 
nodes, determination of the network architecture, and training the network to 
establish weights on each neural connection. 
  
 
Figure 2.6 Neural Network Concept.  Neural Networks are defined using multiple 
functions and associated weights in combination to represent the behavior of the defining 
data set. 
  
None of these processes is a trivial undertaking. While one might 
simply select a large number of basis functions to include in the network, the 
resulting number of nodes will make the architectural possibilities for the 
network expand exponentially. Even with a modest number of nodes, the 
architecture of the network is not necessarily as simple as shown in Figure 
2.6. Several layers of nodes may be included and neurons may feed 
information backwards between layers. While some techniques do exist to 
adapt architectures to particular problems automatically [Haykin, 1999], the 
development of a neural network metamodel seems to remain the province of 
engineers specifically trained in neural networks. 
Training is also problematic. Neural networks are derived from 
observations of biological learning and pattern recognition processes. Closed 
form solutions are difficult or impossible to obtain as the complexity of the 
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network increases, since sufficient data may not be available. Nonlinear 
optimization techniques are often used to obtain a plausible (but usually 
nonunique) solution for the basis function weights on the basis of a portion of 
the available data set, and will model that portion accurately. But the data set 
available for training may not be adequate to fully train the metamodel. 
[Haykin, 1999]  
Defining the network basis functions, optimizing the architecture, and 
training the neural network can be very time consuming processes. There are 
no guarantees that the training set is adequate, that the nonlinear optimizations 
will arrive at an optimal solution, or that the solution calculated will 
accurately represent the desired features in the data. [Inselburg, 2002] With 
small data sets, a significant portion of the available data may have to be 
committed to training the network, with little data remaining to validate the 
success (or failure) of the training. 
Neural networks have a nasty habit where they identify and accurately 
model unintentional data patterns, and often suffer from over fitting. Over 
fitting occurs when a model accurately represents the data used to create it, 
but does not make sound predictions with respect to unmodeled data. Neural 
network proponents often do not seem to appreciate this phenomenon and 
consequently do not provide adequate support for detecting over fitting issues. 
[Myers, 2002] 
While neural networks are the only metamodeling approach that offers 
viable solutions to problems that consist of hundreds or thousands of input 
variables, it seems that they are rarely an appropriate choice for use as a black 
box modeling tool. At the very least, proper implementation of a neural 
network would seem to demand the involvement of engineers with training 
specific to neural networks. Myers [2002] sums up the current status of neural 
networks for metamodeling applications.  
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Our view is that neural networks are a 
complement to the familiar statistical tools of 
regression analysis, RSM, and designed experiments, 
but certainly not a replacement for them, because a 
neural network can at best only give a prediction model 
and not fundamental insight into the underlying process 
mechanism that produced the data. Furthermore, there 
is no reason to believe that the prediction properties of 
these models are superior to those that would be 
obtained from a well-designed RSM study. [Myers, 
2002] 
Neural networks have their place in metamodeling. They are the only 
major technique currently in use that can solve problems with thousands of 
input variables, but require considerable expertise to implement correctly. At 
this time, they do not appear to be suitable for the kind of black box 
metamodeling technique desired from this research. For the interested reader, 
there are many excellent references on neural networks including the texts by 
Haykin [1999], Gurney [2002] and Mehrotra [2000]. 
2.2.6 Other Metamodel Approaches 
 There are several other types of metamodels that have received limited 
attention to date. For completeness, several of these techniques will also be 
briefly introduced, although these techniques are not used in the comparison 
conducted in later sections of this chapter. 
2.2.6.1 Heuristic Metamodels: Support Vector Machines 
Support Vector Machines, SVM, is a heuristic technique that competes 
quite favorably with other metamodel techniques. SVM uses a kernal function 
to transform the input vectors of a data set from the input space into a feature 
space. In the feature space, SVM attempts to identify via optimization a “flat” 
function that maximizes the error deviation between that function and the 
targets of the input data. [Clarke, 2003]  
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 The resulting function corresponds to a linear function, defined in a 
nonlinear space, allowing SVM to represent highly nonlinear functions with 
simple, linear expressions. [Schölkopf, 1998] Given a data set of N points, an 
SVM will generate N coefficients corresponding to the N linear SVM 
expressions. [Platt, 1998] Depending upon the choice of kernal function, a 
number of other metamodels types can be emulated, including RSMs, RBFs 
and three-layer NNs. [Schölkopf, 1998] Unfortunately, SVMs still require the 
a priori selection of the kernal function by the user. 
SVMs are expected to be particularly affective in high dimensional 
problems, because high input dimensionality does not result in 
correspondingly high dimensional kernal spaces. [Drucker, 1997] However, 
while SVMs have demonstrated utility in applications such as classification 
problems [Mangasarian, 2005], text characterization [Dumais, 1998], face 
detection [Osuna, 1998], pattern recognition [Burgess, 1998], principal 
components analysis [Schölkopf, 1998; 1999b], regression analysis 
[Schölkopf, 1999a; Van Gestal, 2002; Clarke, 2003], and aerodynamic data 
modeling [Fan, 2004; 2005], SVMs have not demonstrated the ability to 
significantly outperform existing techniques or to solve previously unsolvable 
problems. [Schölkopf, 1998] 
2.2.6.2 Heuristic Metamodels: Frequency Domain Approaches 
 Another interesting approach to metamodeling, particularly for 
dynamic systems, is to construct a metamodel using frequency domain 
approaches such as Fourier series or wavelets. A Fourier series, if sufficiently 
expanded, can represent a wide variety of functions. The problem is that the 
basis functions of the Fourier series are globally defined and require 
cancellation to define an appropriate model. [Barton, 1992; 1994; 1998] 
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 On the other hand, wavelets basis functions are locally defined. The 
local behavior and compact representation of wavelets makes them attractive 
for metamodels. However, only limited development of wavelet-based 
metamodels has been undertaken. [Barton, 1992; 1994; 1998] 
2.3 Metamodel Comparisons 
 Since a metamodel is intended to act as a black box model of an 
unknown function, it is desirable that the metamodel exhibit certain 
characteristics. To be a truly generic modeling tool, it is desirable to minimize 
the number of a priori decisions that the user must make in advance. Nor 
should the implementation require specific expertise to construct the 
metamodel. In addition, the metamodel should provide a fast, accurate and 
robust representation of generic functions.  
 Several types of metamodels discussed in the previous section do not 
exhibit these characteristics. RSMs, in both linear (LRSMs) and quadratic 
(QRSMs) forms are easily defined. MARS is available as trial software from 
Salford Systems and NURBs HyPerModels are implemented in the software 
package Hyperdimensional Performance Maps, or HyPerMaps. While 
geostatistical kriging requires extensive amounts of prior information to 
define the fitting parameters, the parameters for an interpolating kriging 
model (IKM) or an approximating kriging model (AKM) can be found 
through MLE optimization. Similarly, interpolating and approximating RBFs 
can be readily defined and a common RBF function, such as that defined in 
Equation 2.32, can be easily defined. The relativly recent introduction of E-
RBFs and SVMs precluded their inclusion in the subsequent metamodel 
comparison. Neural networks have a host of problems, including the selection 
of the basis functions and the selection of an appropriate architecture and a 
suitable training method, requiring considerable expertise to implement 
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correctly. Finally, frequency based approaches have simply not been 
developed to the point where their inclusion in a metamodel comparison is 
appropriate. Thus, the eight metamodel types selected for comparison include: 
• Linear Response Surface Models (LRSMs), 
• Quadratic Response Surface Models (QRSMs), 
• Approximating Kriging Models (AKMs), 
• Interpolating Kriging Models (IKMs), 
• Approximating Radial Basis Function Models (ARBFs), 
• Interpolating Radial Basis Function Models (IRBFs), 
• Multivariate Adaptive Regression Splines (MARS), and 
• NURBs HyPerModels (HPMs). 
  The speed, accuracy and robustness of each metamodel for a number 
of different trial functions was considered. Every metamodel, except for 
MARS was implemented by a common programmer, using common 
algorithms for operations such as matrix inversion, ensuring that no algorithm 
benefited from the use of faster algorithms. Since MARS benefits from 15 
years of commercial development, making meaningful speed comparisons to 
laboratory algorithms for the other seven metamodels is inappropriate. Thus, 
speed data was not collected for MARS.  
2.3.1 Prior Metamodel Comparisons 
Numerous comparative studies of metamodel types have been 
published over the years in an attempt to determine a “best” model. [De 
Veaux, 1993; Laslett, 1994; Sasena, 1998; Hussain, 2002; Turner, 2002b; Van 
Beers, 2004] A few studies have compared more than three metamodel types 
at any one time. [Barton, 1998; Wang, 1999a; Jin, 2001; Simpson, 2001; 
Clarke, 2003; Turner, 2005b] Table 2.1 summarizes these studies. 
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2.3.2 Approximation Versus Interpolation 
 In general, geometric and heuristic metamodels approximate the data 
set, passing near but not necessarily through each data point. Stochastic 
metamodels tend to interpolate the data set, passing through each data point in 
the data set. If the data set is obtained from a deterministic source, such as a 
computer simulation, it can be argued that a valid metamodel of the data set 
should interpolate each data point. From a statistical point of view, an 
approximating metamodel is mathematically questionable (if not incorrect) for 
deterministic data sets since the errors in a deterministic data set are due to 
errors in the approximation represented by the simulation. These errors are 
systemic, rather than the random errors in a nondeterministic data set. 
[Simpson, 1997; Barton, 1992] For this reason, some researchers suggest that 
interpolating metamodels are the only appropriate approach to modeling 
deterministic data sets. 
 However, approximating metamodels have obvious uses even where 
the data set is deterministic. Many studies have used approximating 
metamodels successfully in various applications based on deterministic data. 
[Giunta, 1997; Wang, 1999a; Shyy, 2001; Sasena, 2002a; 2002b; 
Meckesheimer, 2002; Simpson, 2004] Most engineering simulations are 
themselves only approximations of the actual system. Metamodels based on 
these simulations are simply approximations of this approximation, and are 
thus, simply another approximation of the actual system. An interpolating 
metamodel of an approximate simulation remains an approximation of the 
actual system, just like an approximating metamodel. The question should be 




Table 2.1. Comparative Metamodel Surveys. A Summary of the major metamodel 
comparative surveys, denoting the models compared and the major conclusions from each. 
Survey Models Compared Conclusions 
De Veaux 
[1993] 
• Multivariate Adaptive Regression 
Splines (MARS) 
• Neural Networks 
MARS is faster, more accurate and 




• Interpolating Kriging Models 
• Cubic Spline Models 
Kriging outperforms cubic spline 
models. Both techniques are 
dependent upon data distributions. 
Barton 
[1998] 
• Response Surface Models (RSMs) 
• Cubic Spline Models 
• MARS 
• Radial Basis Functions (RBFs) 
• Neural Networks 
• Interpolating Kriging Models 
• Wavelet Models 
Experimental design is an important 
factor in metamodel performance. 
Kriging and RBFs show great 





• Interpolating Kriging Models 
• Adaptive and Interactive 
Modeling System (AIMS) 
The hybrid approach in AIMS, which 
uses machine learning approaches to 
subdivide the design space is 
promising in comparison to the 
global RSM and kriging approaches. 
Jin [2001] 
• RSMs  
• Interpolating Kriging Models 
• RBFs 
• MARS 
RBFs are superior in most categories 
considered. MARS performance 
deteriorates with small sample sizes, 
while RSMs perform best when the 




• Interpolating Kriging Models 
• Neural Networks 
• Inductive Learning 
Neural Networks may be the best 
choice for deterministic problems. 
Kriging is the best for highly 
nonlinear problems, and RSMs are 
the recommendation for small well-









• RSMs (quadratic) 
• B-spline Models (NURBs 
weights=1) 
B-spline Models outperform RSMs 
for nonquadratic functions. 
Clarke 
[2003] 
• Support Vector Regression 




SVR outperforms other metamodel 
types, for most metrics, except 
kriging which outperformed SVR in 





• Interpolating Kriging Models 
Kriging outperforms RSMs because 
kriging allows for correlated errors. 
Turner 
[2005b] 
• RSMs (linear & quadratic) 
• Approximating Kriging Models 
• NURBs HyPerModels 
HyPerModels best for generic 
unknown problems for most 
performance metric combinations. 
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 Approximating metamodels tend to “smooth” the behavior of the data 
set. Consequently, approximating metamodels also tend to average the error 
between the metamodel and the approximation across the function range. On 
the other hand, interpolating metamodels tend to concentrate the error 
between data points. In a sense, an approximating metamodel is simply a 
different approximation of the actual system than an interpolating metamodel.  
2.3.3 Metamodel Comparative Functions 
 Twenty test functions [Adorio, 2005; Sasena 2002b; Turner, 2002b; 
Murphy, 2004; Nash 1996; Paplambros, 2000] were selected, with inputs 
ranging from 1D to 3D and outputs ranging from 1D to 7D. For each function, 
four different data set sizes were tested, including a large regularly spaced 
data set, a medium data set with a subset of regularly spaced data points with 
adaptive sampling additions, a small set of data points collected from an 
adaptive sampling algorithm, and a scarce data set based on a factorial 
collection of 5N points where N is the problem dimensionality. Thus, sample 
sizes range from 5 points to nearly 70,000 points. 
 Some might question the appropriateness of such a broad range of 
point sample sizes. Jin [2001] suggests that 3N is a better size for scarce data 
sets. This equates to 3 points for a 1D problem. While such data sets are not 
unrealistic, such a scarce data set does not provide support for a model more 
complex than a quadratic function. In other words, in this case, why would a 
more complex model than a quadratic RSM be selected? In these cases, it is 
clear that the metamodel cannot resolve the nature of the underlying function 
unless the data set is sufficiently large so as to sample all of the variability in 
the underlying function. The limitation is due to the data - not the metamodel. 
 At the other extreme, the large data sets might lead one to question the 
need for a metamodel at all in such a data rich environment. This is a fair 
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concern, but metamodels are also employed to provide a closed-form 
approximation of large point sets. In this case, the choice of an upper limit of 
70,000 was based on the upper practical limit for an RSM model (310=59,049 
points). A 70,000 point data set provides a reasonable test of the performance 
of models where high dimensionalities naturally lead to large data sets 
without resorting to trial problems with high input dimensionalities that would 
make results difficult to visualize. One would expect that such data-rich low 
dimensional test problems would benefit most model types by providing a 
wealth of data to establish highly accurate models. 
 Furthermore, an argument can be made that increases in computational 
power will lead to increased data set sizes. Eventually, a scarce data set may 
be several hundred points, for functions where tens or hundreds of thousands 
of points may be necessary to resolve the underlying function behavior. 
 Several functions exhibited near quadratic behavior; others exhibit 
various discontinuous and highly nonlinear output features such as delta 
functions, step functions, and ramp functions. The functions tested are defined 
in Appendix A, and their respective data set sizes are listed in Table 2.2.  
Most of the functions used are deterministic functions, however ten 
functions were also superimposed with random white noise and used as 
nondeterministic functions. Table 2.2 also defines the data set sizes for the 
deterministic and nondeterministic function runs when appropriate, and 
indicates whether a function linearity exhibits near quadratic behavior 
(Quadratic) or not (Nonlinear). 
2.3.4 Metamodel Comparison Criteria 
 The primary purpose of a metamodel is to provide an approximation 
of the function underlying a data set with high speed and accuracy. Therefore 
speed and accuracy are the primary criteria by which performance will be 
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documented. However, since the research goal is to determine an appropriate 
generic metamodel, the robustness of each algorithm with respect to all of the 
trials is also of interest. Each criterion was numerically calculated based on a 
combination of metrics collected from the experimental trials. 
 
Table 2.2 Metamodel Comparison Trial Function Properties.  Data set properties for 
each function used to compare metamodels. Functions 9 and 19 are multidimensional 
output functions with 7D outputs and 6D outputs respectively. 






























1 5 20 42 1001 20 4040 Nonlinear A.1 
2 5 20 52 1001 20 4040 Nonlinear A.2 
3 5 20 49 1001 20 4040 Nonlinear A.3 
4 5 35 60 1001 35 4040 Nonlinear A.7 
5 5 16 40 1001 n/a n/a  Nonlinear A.9 
6 5 29 72 1001 29 4040 Nonlinear A.22 
7 5 20 60 1001 n/a n/a Nonlinear A.8 
8 5 21 38 1001 21 4040 Nonlinear A.23 
1D 
Inputs 
9 5 61 87 1001 n/a n/a Nonlinear A.25 
10 25 9 225 10201 n/a n/a Quadratic A.26 
11 25 222 570 10201 222 27040 Quadratic A.27 
12 25 276 335 10201 n/a n/a Quadratic A.28 
13 25 299 553 10201 299 27040 Nonlinear A.29 
14 25 290 444 10201 n/a n/a Nonlinear A.30 
15 25 406 487 10201 406 27040 Nonlinear A.31 
19 25 288 637 10201 n/a n/a Nonlinear A.39 
31 25 188 491 10201 n/a n/a Quadratic A.35 
33 25 219 364 10201 n/a n/a Nonlinear A.37 
2D 
Inputs 
34 n/a n/a n/a n/a 676 27040 Nonlinear A.38 
20 125 27 1529 68921 n/a n/a Quadratic A.69 3D 
Inputs 30 125 1108 1410 68921 n/a n/a Quadratic A.70 
 
 Jin [2001] argues for five criteria to compare metamodels: accuracy, 
efficiency, robustness, transparency, and ease of implementation. The criteria 
used here are comparable, although not identical criteria for accuracy, 
computational efficiency (i.e. speed) and robustness. The criteria for 
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transparency and ease of implementation are qualitative and not quantitative, 
and thus were not suitable for a numeric comparison.  
 Hussain [2002] also proposed a set of eight metamodel comparison 
criteria, including: efficiency, data set size used to create the model, accuracy, 
transparency, topology robustness, prediction robustness, model stability due 
to data changes, and the commercial availability of software. Many of these 
criteria are also qualitative rather than quantitative. The metrics for accuracy, 
efficiency and robustness are comparable although not identical to our 
implementation. 
 Metamodel speed is defined based on the algorithm fitting time and 
evaluation time. The metrics contribute equally to the speed criterion and are 
given in Equations 2.35 and 2.36. 
max( ) 0 max 2( ) 0 max 3( ) 0
fit time
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max( ) max 2( ) max 3( )
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where tf is the model fitting time, te is the model evaluation time, max() finds 
the largest value of the input variable, max2() finds the second largest value of 
the input variable, max3() the third largest, and so on until max6() which is 
the 6th largest input variable value. The reason for the nonlinear criteria form 
is to differentiate the results from the fast algorithms (which may be measured 
in milliseconds) from each other and the results of the slow algorithms 
(measured in hours). If a straight normalization were used, the fast algorithms 
all would have equivalent scores. 
 Metamodel accuracy is defined by two metrics, the global correlation 
to a master data set and the local root-mean-square (RMS) error, normalized 
with respect to the full scale of the metamodel. These are slightly different 
from the forms used by Jin [2001] and Hussain [2002], but have a more 
intuitive physical meaning. Again, these metrics contribute equally to the 
accuracy criterion and are defined by Equations 2.37 and 2.38.  
min( )correlation 100




= ⎜ ⎟−⎝ ⎠
 (2.37)
min( )RMS error 100 1






= −⎜ ⎟−⎝ ⎠
 (2.38)
where r is the model correlation coefficient (i.e. Pearson’s r [Crow, 1960]) 
and eRMS is the model RMS error. These metrics are closely related to the 
metrics used in Jin [2001] for global and local error estimation. Note that a 
small RMS error is preferred. 
 Robustness can be measured by examining the standard deviations of 
the accuracy metrics for the different cases. Again, both robustness metrics 
contribute equally to the robustness criterion and are defined by Equations 
2.39 and 2.40. 
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min( )-correlation 100 1
max( ) min( )
r r
r r
⎛ ⎞σ − σ
σ = −⎜ ⎟σ − σ⎝ ⎠
 (2.39)
min( )-RMS 100 1
max( ) min( )
RMS RMS
RMS RMS
⎛ ⎞σ − σ
σ = −⎜ ⎟σ − σ⎝ ⎠
 (2.40)
where σr is the standard deviation of the model correlations, and σRMS is the 
standard deviation of the model RMS error. In both of these cases, a small 
standard deviation is preferred because it indicates that the metamodel is more 
consistent in achieving the specified “fit” to the data set. 
 The resulting metrics were combined in a numerical decision matrix 
that considered separate cases for performance with respect to data set size, 
input and output dimensionality, data nonlinearity and data determinism to 
arrive at an estimate for overall performance for each algorithm. Each metric 
contributed equally to the calculation of each criterion. 
2.3.5 Metamodel Algorithm Sources 
Each algorithm was programmed in C++ by a common programmer 
with the exception of MARS. A trial version of MARS was obtained from 
Salford Systems. Efforts were made to take advantage of efficiencies offered 
by each algorithm, however, performance improvements are almost certainly 
possible. Since matrix inversion is a critical component for RSMs, KMs, 
RBFs, and HyPerModels, a common LU-factorization algorithm was 
employed. Thus, differences in speed are due to the problem size, not the 
matrix inversion algorithm. By using a common programmer, it is expected 
that no one algorithm is any more efficient than any other because of differing 
programming skills. This is also reflected in the choice not to use commercial 
software for the trial runs (except for MARS) since that code has certainly 
been optimized much more effectively than the present research code for 
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NURBs HyPerModels. Comparing results with established commercial 
programs was used to validate each code. 
Because MARS was evaluated using a commercial code, speed data 
was not collected for MARS. However, observations of the MARS software 
suggest that MARS is on par with the fastest algorithms studied, and so 
MARS was assigned a perfect speed score of 100.  
Data was collected on the equivalent of a 2.5 GHz Pentium IV 
processor with 1 GB of RAM available. The 1 GB of RAM capped the data 
set sizes that could be solved with certain algorithms. To invert R in Equation 
2.18 would require more than 1 GB of RAM for data set sizes of about 6400 
points. As a practical matter, fitting a large data set of more than a couple 
hundred points with a kriging model would take more time than was available 
for such runs. Thus, the kriging run times for data sets larger than several 
hundred points were estimated on the basis of the data sets fit with direct 
calculation. Optimization of the MLE was limited to no more than 27 MLE 
evaluations per unknown θ and p parameter. Similarly, some RBF functions 
were estimated on the basis of the results for smaller functions. 
2.4 Comparative Results 
 A total of 728 runs were conducted with ninety-one runs for each of 
the eight metamodel algorithms. 80 runs were divided equally amongst 20 test 
functions (the Hansen function, function 34, defined by Equation A.38 was 
only used to compare the deterministic and nondeterministic behaviors of the 
metamodels) on the basis of the four data set sizes. Nine runs were reused as 
examples of deterministic data sets, along with the results for function 34. The 
same ten functions were also used to create a nondeterministic data set with 
the addition of random white noise.  
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For the LRSMs, QRSMs, MARS and NURBs HyPerModels, all 80 
runs were completed. Due to memory limitations, times for the 11 large data 
set runs for 2D and 3D problems for the AKMs and IKMs were estimated 
based on the results of smaller runs. An additional 13 runs were so time 
consuming, that they were only partially completed with the optimal p and θ 
values estimated from smaller runs. The results for 20 medium and large runs 
for the ARBFs and IRBFs were also estimated because the data clusters in the 
data sets resulted in singular matrix errors. These errors also confounded 
commercial matrix inversion programs used to attempt to obtain solutions. 
This indicates that RBFs are sensitive to the structure of the data set. All 
deterministic and nondeterministic runs were completed for all models. 
 Each of the three criteria, speed, accuracy and robustness can be 
combined with weights in the decision matrix to obtain a score (0-100) for 
each algorithm. In this case, the five cases considered are weighted as shown 
in Table 2.3. 
 
Table 2.3 Decision Matrix Case Weights.  The metamodels were compared for each of 
five cases. The cases were individually weighted so that an overall result can be obtained 
from the decision matrix. 
Case Weight 
Data Set Size (Scarce, Small, Medium, Large – 25% each) 0.24 
Data Nonlinearity (Quadratic - 33% or Nonquadratic – 66%) 0.24 
Input Dimensionality (1D, 2D, or 3D – 33% each) 0.24 
Output Dimensionality (1D – 66% or Multi-D – 33%) 0.12 
Data Determinism (Deterministic or Nondeterministic – 50% each) 0.16 
 
 Each case was included in an augmented decision matrix that 
combines both multiple criteria and multiple cases. In an augmented decision 
matrix, each case is defined with a traditional decision matrix. The results 
from each case-specific decision matrix are combined to define the augmented 
decision matrix that takes into account the different criteria and the different 
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cases of interest. The formulation of the augmented decision matrix is shown 
in Table 2.4. 
 
Table 2.4 Augmented Decision Matrix Formulation. An augmented decision matrix 
considers multiple decision criteria evaluated over different decision cases. Each decision 
case defines a separate decision matrix. Note that the points term, Pijk = (Sijk)(Ci)(Mj) where 
i defines the case of interest, j defines the measured metric, k defines the model, S is the 
raw score out of 100, C is the case weight, and M is the metric weight. The sum of the case 
and the metric weights is each 1.0. The yellow regions define the weights on the criteria 
and the different cases. The blue regions define totals, either by model and case (right) or 
by model and metric (bottom). The pink region defines the overall model performance. 
 Criterion Criterion A Criterion B 
 







Model Weights M1 M2 M3 M4 ΣMj=1 
S111  S121  S131  S141  Model 
1  P111  P121  P131  P141 
ΣP1j1 
S112  S122  S132  S142  Model 
2  P112  P122  P132  P142 
ΣP1j2 
S113  S123  S133  S143  Model 
3  P113  P123  P133  P143 
ΣP1j3 








 P114  P124  P134  P144 
ΣP1j4 
S211  S221  S231  S241  Model 
1  P211  P221  P231  P241 
ΣP2j1 
S212  S222  S232  S242  Model 
2  P212  P222  P232  P242 
ΣP2j2 
S213  S223  S233  S243  Model 
3  P213  P223  P233  P243 
ΣP2j3 








 P214  P224  P234  P244 
ΣP2j4 
Model 
1 T11=ΣPi11 T21=ΣPi21 T31=ΣPi31 T41=ΣPi41 ΣTj1 
Model 
2 T12=ΣPi12 T22=ΣPi22 T32=ΣPi32 T42=ΣPi42 ΣTj2 
Model 














T14=ΣPi14 T24=ΣPi24 T34=ΣPi34 T44=ΣPi44 ΣTj4 
 
 The weights on the three performance criteria, speed, accuracy and 
robustness, can have a significant impact upon the performance of each 
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metamodel. Furthermore, different users may legitimately have different 
criteria priorities. Varying each criterion between 0 and 1 such that the sum of 
the criteria weights remains equal to 1 (barycentric criteria weights) allows 
the performance of each metamodel to be plotted on a triaxial plot. Figure 2.7 
shows how to read a triaxial plot. 
 
 
Figure 2.7 Triaxial Plots. Triaxial plots provide a mechanism to vary three barycentric 
weights on one surface plot. In this case, the three criteria used are speed (red axis lines), 
robustness (blue axis lines) and accuracy (black axis lines). Therefore, point A corresponds 
to the criteria values of (0.25, 0.25, 0.5) for speed, robustness and accuracy respectively. 
Point B corresponds to (0.5, 0.25, 0.25) and point C to (0.25, 0.5, 0.25). Point D 
corresponding to (0.4, 0.2, 0.4) defines the point in the criteria space for which the decision 
matrices used here are calculated. The shaded region represents the region of criterion 
weights that engineers are most likely to select. In this region, each criterion is significant. 
2.4.1 Overall Metamodel Performance 
The overall performance of the metamodels and their performance in 
specific cases are examined in subsequent sections. Interesting and significant 
results are also discussed. 
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 Using the decision matrix case weights defined in Table 2.3, the 
criteria were varied throughout their ranges for each metamodel type. The 
values of each criterion are based on equal contributions from each of their 
metrics, defined by Equations 2.35 through 2.40. The resulting triaxial 
performance plots for each metamodel type are shown in Figure 2.8. 
 Three metamodels, ARBFs, IRBFs, and HyPerModels, stand out in 
Figure 2.8. All three metamodel types demonstrate consistently strong 
performance throughout the criteria space. These three metamodel types 
appear as the best generic metamodeling approach candidates.  
 MARS, LRSMs and QRSMs all show excellent performance when 
speed is the priority, which also makes sense. LRSMs require the inversion of 
a 2N by 2N matrix, where N is the dimension of the problem inputs, and 
QRSMs require the inversion of a 3N by 3N matrix. These matrix sizes are 
constant, irrespective of the problem data set size. Since the MARS trials were 
conducted with commercial software, time measurements were not collected. 
However, MARS run-time observations and speed estimates place MARS on 
par with RSM approaches. Therefore, for the purposes of these plots, MARS 
was awarded a score of 100 for the speed criterion, placing the algorithm on 
par with the RSM approaches for speed measurements. 
 The kriging models were the slowest of the metamodels studied. This 
is largely due to the cost of inverting the R matrix, which is of the size of the 
data set, repeatedly during the MLE optimization process. RBFs also require 
the inversion of a similar matrix of the same size, but do not require multiple 
inversions for an optimization algorithm in order to define the metamodel 
parameters. With this factor taken into account, both kriging models show 
relatively consistent performance for all criteria combinations. Compared with 
RSMs, kriging models do a much better job of accurately and robustly 
modeling the data sets. 
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Linear Response Surface Model Quadratic Response Surface Model 
  
Approximating Kriging Model Interpolating Kriging Model 
  




Figure 2.8 Metamodel Triaxial Performance Surfaces.  The performance surfaces for 
each of the eight types of metamodels for all combinations of criteria values, plotted to a 
common scale. Each metamodel has strengths in certain criteria and weaknesses in other 
criteria – but the differences are greater in some criteria than in others. 
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 Using the performance surfaces defined in Figure 2.8, a tradeoff 
surface can be defined. A tradeoff surface defines the type of metamodel that 
performs for each criteria region. The tradeoff surface resulting from this 
analysis is shown in Figure 2.9. Since speed data for MARS is based on 
observational data rather than direct measurements, a tradeoff surface not 
including MARS was also constructed and is shown in Figure 2.9. 
 
  
Figure 2.9 Metamodel Tradeoff Surfaces.  The tradeoff surface for all eight metamodel 
types (left) suggests that HyPerModels are an excellent choice for many criteria 
combinations. Ignoring MARS as a metamodel alternative reveals a similar tradeoff surface 
(right) with contributions from both RSM approaches. 
 
However, it should be noted that the calculations from the decision 
matrix are generally only considered to be accurate to about 3% to 5% of full 
scale, which in this case is 3 to 5 points of the 100 points possible. [Otto, 
2001] Consequently, the boundaries between regions in Figure 2.9 are fuzzy, 
not the exact boundaries shown. Similarly, one might conclude that even 
within these regions multiple metamodels may represent reasonable choices. 
This can be most clearly seen by examining the decision matrix itself, shown 
in Table 2.5. Alternatively, a difference surface can be calculated showing the 
difference between a HyPerModel and the best solution (as shown in Figure 
2.9) or between a HyPerModel and the best alternative metamodel approach. 
These difference surfaces are shown in Figure 2.10. 
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Table 2.5 Overall Decision Matrix.  The decision matrix for (speed = 0.4, robustness = 
0.2, accuracy = 0.4), indicating the HyPerModels are the best choice, but are not 





Figure 2.10 HyPerModel Difference Surfaces. The difference surface for HyPerModels 
versus the other metamodel types (left) shows that HyPerModels are competitive with the 
best metamodeling techniques for virtually all criteria combinations given the accuracy of 
the decision matrix. Comparing HyPerModels to the most competitive metamodeling 
technique (right) also shows that HyPerModels is competitive throughout the criteria space. 
 
 As can be seen in Table 2.5, HyPerModels scores of 85/100, but both 
RBF approaches earn scores of 81/100. The advantage of HyPerModels is 
within the 3%-5% range that is considered sufficiently significant to 
distinguish between options. MARS scores 36/60, but this is without any 
contribution from the speed criterion (a possible 40 points). Based upon the 
speed observations for MARS, a score including points for speed would give 
MARS a total score of about 75, outside of the range of significance, but an 
indication of another viable approach.  
In section 2.3.2, the issue of using an approximating or an 
interpolating metamodel was raised, and the argument was made that an 
approximating metamodel is simply a different approximation of the 
simulation than an interpolating metamodel. A performance analysis of 
approximating versus interpolating metamodel techniques suggests that this 
argument is quite reasonable. For the 81 unique deterministic functions used 
in this demonstration, the resulting average correlations and RMS errors, and 
their standard deviations with respect to the actual functions for each of the 8 
metamodels are summarized in Table 2.6. 
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Table 2.6 Approximating Versus Interpolating Performance. The performance of some 
approximating metamodel algorithms closely matches that of interpolating metamodels. 









LRSM Approximating 53.4 29.7 46.0 14.01 
QRSM Approximating 73.8 28.6 32.2 27.4 
AKM Approximating 87.8 24.1 25.9 30.1 
IKM Interpolating 88.2 24.2 31.1 33.1 
ARBF Approximating 96.4 9.44 17.66 23.5 
IRBF Interpolating 96.4 9.44 17.83 23.5 
MARS Approximating 75.4 39.5 26.6 25.4 
HyPerModels Approximating 93.6 14.90 15.65 23.0 
 
 Of the eight metamodels demonstrated, two were interpolating, IKM 
and IRBF. Three of the remaining six approximating metamodels closely 
match the performance capabilities demonstrated by the two interpolating 
metamodels. These three included the approximating forms of the 
interpolating metamodels, and HyPerModels. In fact, HyPerModels was third 
in correlation average (93.6%) and standard deviation (14.9%), first in 
average RMS error (15.65%) and second in RMS error standard deviation 
(23%). Based on the results in Table 2.5, for the most promising metamodel 
types, RBFs and HyPerModels, it is clear that the choice of approximating or 
interpolating metamodel form makes little difference in the accuracy of the 
metamodel representations. Appendix B includes the decision matrices, 
triaxial performance surfaces, and tradeoff surfaces from this demonstration. 
2.4.2 Effect of Data Set Size 
 Data set size was one of the five cases for which the performance of 
the metamodels was considered. Four data set densities were considered, 
1. Scarce Data Sets (5-factorial search), 
2. Small Data Sets (from an adaptive sequential search), 
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3. Medium Data Sets (factorial search supplemented with an 
adaptive sequential search), and 
4. Large Data Sets (large scale factorial searches). 
As was done for the overall decision matrix, tradeoff surfaces for the 
data set size case were developed, and are shown in Figure 2.11. As was true 




Figure 2.11 Metamodel Tradeoff Surfaces for Data Set Size.  The tradeoff surface for 
all eight metamodel types (left) suggests that HyPerModels are an excellent choice for 
many criteria combinations. Ignoring MARS as a metamodel alternative reveals a similar 
tradeoff surface (right) with contributions from both RSM approaches. 
 
The decision matrix for the data set size case is shown in Table 2.7. In 
Table 2.7, a perfect score is 24 points. HyPerModels outperform RBFs, but 
not by a sufficient margin to conclude that they are definitively superior. As 
the size of the data set available for fitting increases, it would be expected that 
the accuracy of the metamodels would generally increase, and this trend is 
seen as the scores for each metamodel typically increase with the increased 
availability of data for model fitting. For scarce data sets, RBFs and RSMs 
outperform HyPerModels. However, as the data set size increases, 
HyPerModels improve their standing in terms of accuracy, robustness and 
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speed. With the exception of RSMs, increased data set size negatively affects 
the speed of the algorithm. 
 
Table 2.7 Data Set Size Decision Matrix.  The decision matrix for (speed = 0.4, 
robustness = 0.2, accuracy = 0.4), indicating the HyPerModels are the best choice, but are 
not definitively better than either RBF approach. 
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2.4.3 Effect of Function Nonlinearity 
 The second case considered was function nonlinearity. A subset of the 
functions is readily modeled by quadratic functions, while the remaining 
functions are defined with more nonlinear functions, including transcendental 
functions. Figure 2.12 compares the performance surfaces of QRSMs to 
HyPerModels. Figure 2.12 clearly demonstrates that understanding the form 
of the function underlying a data set is important in identifying an appropriate 
metamodel type. QRSMs are very fast algorithms, regardless of the data set.  
 
QRSM – Quadratic Functions HyPerModels – Quadratic Functions 
  
QRSM – Non Quadratic Functions HyPerModels – Non Quadratic Functions 
  
Figure 2.12 QRSMs Versus HyPerModels for Function Nonlinearity.  Clearly, the 
nonlinearity of a function can dramatically affect the performance of some metamodel 
types. QRSMs (right) and HyPerModels (left) both are very effective in modeling quadratic 
functions (top). As functions become more nonlinear (bottom) HyPerModels show more 
consistent performance. 
 
However, if the data set exhibits quadratic behaviors, QRSMs are the 
type of metamodel to use. The same is true for LRSMs if the underlying 
function is linear. 
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 Unfortunately, the form of the underlying function may not be known 
a priori. If the underlying function form is not known, then HyPerModels 
make more sense as a metamodel choice. HyPerModels match the 
performance of QRSMs for quadratic functions, but also perform better when 
the function becomes more nonlinear. 
2.4.4 Effect of Input Dimensionality 
 Like most metamodel surveys, the functions used in this comparison 
involve 1D, 2D, or 3D functions. These functions are popular since they 
remain relatively easy to visualize. RSM approaches are generally considered 
feasible for 10D problems. While larger numbers are often cited for KM and 
RBFs, their dependence on data set sizes (due to the cost of matrix inversion) 
would seem to limit their application to high dimensional problems. For 
instance a 4-factorial search for a 7D input problem would require the 
inversion of a 16,384 by 16,384 element matrix. While solvable, this is 
certainly computationally costly. In the case of KMs, the additional 
optimization cost makes these problem sizes virtually infeasible. Sparser data 
sets could be used to keep problem sizes tractable, but can a sparse data set 
adequately resolve a high dimensional design space? 
 HyPerModels can cope with the large data set sizes necessary to 
resolve the behavior of problems with high input dimensionalities. However, 
HyPerModels experience performance degradations as the problem input 
dimensionality increases due to the exponential growth in the defining control 
point network. However, these increases do not seem to be as severe as they 
are for KMs or RBFs. Chapter 8 describes a problem with 17 input variables 
that was fit using a HyPerModel. This is probably the current technological 
limit for desktop computing. 
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 MARS seems to deal the best with high dimensional problems. Part of 
the MARS software system analyzes the data set to identify and eliminate 
variables that have limited significance upon the behavior of the model. This 
approach to dimensional reduction extends the utility of MARS to higher 
dimensional problems. For instance, De Veaux [1993] uses MARS to model a 
30D input problem. There is also evidence to suggest that MARS outperforms 
neural networks for intermediate dimensionalities (10D – 100D) provided that 
adequate data is available, and outliers can be eliminated. [De Veaux, 1993]  
For truly high dimensional problems, heuristic approaches appear to be the 
best metamodel options. 
2.4.5 Effect of Output Dimensionality 
 Most comparative metamodel studies do no include output 
dimensionality as a metric to distinguish between metamodels. With the 
exception of HyPerModels, metamodels are defined to calculate a single 
output response. Formulating multidimensional output versions of RSMs, 
KMs, and RBFs generally requires replacing integer values with vectors and 
vectors with matrices. Thus the responses for each output dimension can be 
simultaneously calculated as individual metamodels. MARS calculates an 
individual metamodel for each output dimension. 
 HyPerModels considers multiple output dimensions simultaneously. 
Like other approaches, the cost is additional complexity in the form of 
additional dimensions in the control point locations. Since control points are 
shared between dimensions, features in one dimension improve the 
metamodel representation in the same location of corresponding dimensions. 
As shown in Figure 2.13, the regions of the tradeoff space where 
HyPerModels and IRBFs are the preferred solution expand for problems with 





Figure 2.13 Metamodel Tradeoff Surfaces for Problem Output Dimensionality.  The 
tradeoff surface for all eight metamodel types (left) suggests that HyPerModels are an 
excellent choice for many criteria combinations. Ignoring MARS as a metamodel 
alternative reveals a similar tradeoff surface (right) with contributions from both RSM 
approaches. Trial problems with single output dimensions are used to define the top row of 
tradeoff surfaces, while problems with multiple output dimensions define the bottom row 
of tradeoff surfaces. 
2.4.6 Effect of Function Determinism 
 While computer simulations produce deterministic results, data from 
experimental sources generally includes some amount of random error. 
Superimposing the results of a random number generator on simulation results 
allows the effect of random errors to be simulated. Figure 2.14 shows the 
tradeoff surfaces for metamodels fit to nondeterministic data sets. 
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Figure 2.14 Metamodel Tradeoff Surfaces for Nondeterministic Data.  The tradeoff 
surface for all eight metamodel types (left) and if MARS is not compared with other 
techniques (right).  
 
 MARS and ARBFs perform the best with nondeterministic data. This 
result is not surprising since MARS is designed for this application, and since 
ARBFs will produce a “smoother” resulting metamodel than an IRBF, which 
may be negatively affected by the random noise in the data set. If MARS is 
not included in this comparison, HyPerModels and RSMs become viable 
options for a small region of the tradeoff space. Figure 2.15 shows the 
performance spaces for both RBF approaches, MARS and HyPerModels for 
nondeterministic data sets. 
 The significant result obtained by analyzing Figure 2.15 is that 
ARBFs, IRBFs, MARS and HyPerModels all represent similar performance 
levels for nondeterministic data sets. Just as was indicated in section 2.4.1, the 
relative performance of each metamodel is sufficiently close that no one 
technique is definitively superior to the others. 
2.5 Summary of Metamodel Selection 
 So which metamodel is “the best” type of metamodel? Three 
metamodels are clearly amongst the best: HyPerModels, approximating RBFs 
and interpolating RBFs. A fourth type of metamodel, MARS, is very close to 
the top three in many cases and often represents a valid choice. If the 
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application requires the interpolation of data points, clearly IRBFs are the best 






Figure 2.15 Metamodel Performance Surfaces for Nondeterministic Data.  The 
performance surfaces for ARBFs, IRBFs, MARS, and HyPerModels exhibit very similar 
performance levels throughout the criteria space. 
 
 However, approximating metamodels may serve as equally valid 
approximations of the underlying function in comparison to interpolating 
approaches. If the form of the underlying function is known, an RSM of 
appropriate type is the best available approach. Why model a quadratic system 
with RBFs when a QRSM will suffice?  
 HyPerModels perform comparably to or better than alternative 
metamodeling techniques for many cases and for many criteria combinations. 
With limited a priori information about the design space, HyPerModels 
appears to be a safe choice with little down side. Furthermore, many of the 
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attractive properties of a HyPerModel relate to the structure of the underlying 
NURBs object.  
Chapter 3 develops a multi-criteria adaptive sequential sampling 
algorithm that uses the underlying structure of the HyPerModel to improve 
algorithm efficiency. Chapter 4 discusses the fitting algorithms utilized to 
obtain a HyPerModel and the specific properties that enable a HyPerModel to 
represent simultaneously continuous and discontinuous variables. Chapter 5 
employs the underlying structure of a HyPerModel to provide the basis for 
efficient metamodel global optimization. As the advantages of these 
HyPerModel specific techniques are unique to HyPerModels (but are not 
included in this comparative study), and since HyPerModels are highly 
competitive with the best metamodeling techniques, a strong argument for 






Exploring the Design Space1 
 
“The best way to have a good idea is to have a lot of ideas.” 
- Linus Pauling 
 
3.1 Introduction 
 The underlying goal of a set of experiments or simulations is to 
develop information about the behavior of the unknown design space that 
determines the response of the experiment or simulation. Ideally, a sufficient 
number of simulations or experiments will be performed to clearly define the 
behavior of the design space. But in many cases, experiments and simulations 
can provide only limited information about the behavior of the design spaces 
that they are intended to survey because of the cost of experimentation or 
simulation. This cost is particularly acute in high dimensional problems where 
even 2-factorial searches are costly. 
 Experimental design approaches are intended to make the most out of 
a limited number of trials, determined by the budget for the experiment. 
[Hamada, 2000; Montgomery, 1997; Myers, 2002] A priori experimental 
designs do not adapt to information gained from previous experimental trials. 
Consequently, a class of adaptive sequential sampling approaches has been 
developed to replace or supplement classical experimental designs. Many of 
these approaches are equally applicable to physical experiments or to 
computer simulations with one caveat. Computer simulations are 
deterministic (in most cases), and thus will result in the same answer for the 
same input conditions. For deterministic computer simulations, experimental 
                                                          
1 Portions of this chapter are reproduced from prior works released by Los Alamos National 
Laboratory as LA-UR-03-2708 [Turner, 2003b], LA-UR-04-2628 [Turner, 2004a], LA-UR-
04-3303 [Turner, 2004c], LA-UR-05-2791 [Turner, 2005b], and LA-UR-05-7613 [Turner, 
2005c]. 
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replicates make little sense. For physical experiments, replicates are critical to 
estimate and reduce the impact of random errors in the experiment. 
 The results of a set of experimental or simulation trials are often 
reduced to a mathematical model known as a metamodel. The metamodel 
provides a convenient representation of the design space with a single 
mathematical expression. Adaptive sequential sampling techniques commonly 
incorporate metamodels. 
 The focus of this chapter is to define a multicriteria adaptive 
sequential sampling approach that incorporates sampling convergence 
metrics. These metrics allow the user to estimate the quality of the metamodel 
representation of the design space, and to draw conclusions about the 
adequacy of the experimental budget in resolving the behavior of the design 
space. Solving the problem of obtaining large amounts of experimental data is 
critical for metamodeling applications.  
Subsequent sections will define the design space and the fundamentals 
of the Non-Uniform Rational B-splines (NURBs) metamodels used in this 
research. A review of sequential sampling approaches and the theory behind 
the multicriteria approach follows with results from several different trial 
problems used to demonstrate the effectiveness of this approach. 
3.2 Adaptive Sequential Sampling Techniques 
 Rather than establish a rigid experimental design a priori, adaptive 
sequential sampling techniques change the experimental design during the 
experiment. An experimental design method, such as full and partial factorial 
searches or latin hypercubes, may be used as the initial foundation for a 
sequential sampling method. Adaptive sequential sampling techniques use the 
results from prior experimental samples to adapt the experimental design and 
to select subsequent sampling locations. 
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 Many sequential sampling techniques involve metamodels, either as 
an iterative result in the process or as an ultimate output of the experiment or 
simulation. Many approaches use one or more sequential sampling criteria 
and optimization algorithms to determine the next sampling point(s). The 
sequential sampling criteria and metamodel form are both critical decisions if 
an adaptive sequential sampling technique is to generate an accurate 
metamodel of the unknown function. 
3.2.1 Sequential Sampling Criteria 
Various authors have identified a variety of criteria. For instance, 
Kushner’s criterion [Kushner, 1964] applies a Gaussian cumulative 
distribution function to identify the point with the greatest probability of 
improving upon the best point in the model. Botev [2004] proposes an 
alternate approach based on an entropy model. Other authors, including 
Locatelli [1997], Mockus [1989] and Schonlau [1997], subsequently proposed 
variations of Kushner’s criterion. Cox [1997] proposes an alternative criterion 
based on lower confidence bounding, while Watson [1995] developed a set of 
thresholding criteria for geological contamination studies. Many of these 
criteria were originally developed for geologic exploration and are associated 
with kriging metamodels, which are commonly employed in geostatistics. 
These criteria can be classified as either global or local criteria, based on their 
search scope. Table 3.1 summarizes the criteria reviewed by Sasena [2002b]. 
Sasena [2002a; 2002b] found that the most consistently well 
performing technique was the switching criterion (Switch in Table 3.1). While 
for specific problems other criteria might outperform Switch, Switch 





Table 3.1 Sequential Sampling Criteria Reviewed by Sasena. Sasena [2002b] reviewed 
many criteria developed for sequential sampling applications. Also indicated is the criterion 
behavior, whether intended to improve the global fit of the metamodel or to refine the local 
fit of the metamodel in regions of interest. Mathematical details are in Sasena [2002b]. 
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Fundamentally, Switch is similar to a cooling schedule approach, a 
concept adapted from Simulated Annealing [Kirkpatrick, 1983; Cerny, 1985] 
a stochastic optimization method. In simulated annealing, a cooling schedule 
is applied during each optimization run to guide the optimization algorithm to 
a local optimum.2 The most successful cooling schedules applied in simulated 
annealing [Blum, 2003] are nonmonotonic, with alternating periods of heating 
and cooling, as suggested by Lundy [1986] and Osman [1993]. The cooling 
schedule approach studied by Sasena [2002a; 2002b] is a monotonic cooling 
schedule, applied not to the individual optimizations but instead applied to the 
entire data collection process. Consequently, a cooling schedule approach 
smoothly transitions the sequential sampling objective function between goals 
with each sample collected. Switch represents a nonmonotonic cooling 
schedule that instantaneously changes between sampling goals.  
Switch initially searches globally, and then transforms into a local 
search until the search stalls before reverting to a global search. This reversion 
behavior makes the behavior of Switch nonmonotonic. However, the local 
search focuses on the best local optimum currently identified in the 
metamodel. The process continues until the experimental budget is exhausted. 
Note that finding minima or maxima is not always the sequential sampling 
goal. There could be other areas of interest, such as regions of rapid change or 
regions where a discontinuity exists that may be the focus of the local search. 
For instance, Friedman [1994] suggested a sequential sampling approach that 
focused on regions of rapid change, such as those associated with a 
discontinuity. 
                                                          
2 For further information on simulated annealing the interested reader should refer to 
Gershenfeld [1999], Ross [1997], Pham [2000] or Collette [2003]. 
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Comparable sequential sampling approaches have also been developed 
for other metamodel types. Lehmensiek [2001, 2002] applied sequential 
sampling methods to response surface models composed of rational 
polynomials to model electromagnetic systems. Machens [2002] used 
response surface models composed of Gaussian terms to model 
neurophysiological systems with adaptive sampling methods. Sasena [2002a; 
2002b] uses a kriging model and an algorithm called SuperEGO to solve an 
automotive design problem. SuperEGO is a Bayesian optimization algorithm 
developed from the Efficient Global Optimization (EGO) algorithm [Jones, 
1998]. SuperEGO and EGO adaptively refine the data set used to define the 
metamodel by identifying additional points for data collection until the 
optimal location is sampled using a criterion to model and eliminate regions 
of uncertainty in an associated metamodel. Jones [2001] identified several 
interpolating kriging models that support the EGO algorithm. Martin [2002] 
and Wang [2004b] propose similar adaptive metamodeling techniques for 
kriging models to achieve the same end using mean square error and fuzzy 
clustering, respectively. Gutmann [2001] suggested a similar approach using a 
utility function for RBF metamodels. Jin [2002] proposes a Maximum Scaled 
Distance and Cross-Validation approaches for both kriging and RBF 
metamodels. While most of these approaches focus on achieving a single goal 
at a time, Turner [2003a; 2004a; 2004c; 2005c] developed and evaluated 
multicriteria adaptive sequential sampling techniques for NURBs 
metamodels. 
3.2.2 Multicriteria Sequential Sampling Approaches 
 Adaptive sequential sampling techniques for metamodels may need to 
pursue multiple sampling goals simultaneously. Samples should be collected 
so as to provide an accurate survey of the breadth of the entire design space so 
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that local features are not missed and to reduce the metamodel error, 
particularly in regions of interest. These regions of interest may include 
extrema such as minima or maxima, or regions that delineate critical changes 
in the behavior of the underlying function. For instance, regions of rapid 
change suggest that the behavior of the underlying function is rapidly 
changing and should be characterized carefully. Regions with little curvature 
may be of interest for design problems, denoting robust solution regions. 
Other regions of the design space may play a significant role in the definition 
of the metamodel and should be defined carefully. 
 The chief problem with formulating the sequential sampling problem 
as a multicriteria optimization problem is deciding how to combine the 
criteria into an objective function. For two criteria, either averaging the 
criteria together (as in a cooling schedule) or switching between criteria, as in 
Switch, are reasonable approaches and have been used successfully. [Sasena, 
2002b] As the number of criteria increases, the cooling schedule approach 
becomes more attractive. A schedule, similar to that defined for simulated 
annealing optimization problems, allows the sequential sampling algorithm to 
smoothly transition between different sequential sampling priorities. This is 
done by defining a set of barycentric criteria weights (that always sum to 1) 
within the range defined by the schedule. A suitable schedule can be defined 
using Bernstein basis functions, as defined in Equation 3.1. Other basis 
function variations are also feasible. 
( )
( ) ( )
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where Ji(t) is the ith criterion, m is the number of criteria defined in the cooling 
schedule, i is the criterion number, and t is the parameterized sample number 











where Sn is the current sample number and CSp is the cooling schedule period, 
a user defined parameter denoting the cooling schedule duration. A cooling 
schedule may be cycled through several times during a sequential sampling 
experiment (creating nonmonotonic behavior). 
For example, for a four criteria implementation, the cooling schedule 
defines a set of criteria weights, J0, J1, J2, and J3 that are combined with four 
criteria, in this case the proximity (PC), weight (WC), slope magnitude (SC), 
and model (MC) criteria respectively, to define the objective function, f(x), 
shown in Equation 3.4. The resulting cooling schedule is shown in Figure 3.1. 
 
 
Figure 3.1 A 4-Criteria Cooling Schedule Example. The cooling schedule defines four 
criteria weights that sum to 1 at all times. These weights allow each criterion to dominate 
the multicriteria optimization problem as additional samples are collected. 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 1 2 3, c C C Cf x t J t P x J t W x J t S x J t M x= + + +  (3.4)
Note that the result of this approach is an objective function, which 
remains constant while each optimization problem is solved, but is modified 
with each sample collected. Since the cooling schedule repeats after 
completing a cycle, its behavior is nonmonotonic. 
In order for the cooling schedule to properly blend criteria together, 
the criteria should exhibit a common range, which can be accomplished by 
normalizing the criteria. If the criteria are normalized, the objective function 
defined in Equation 3.4, will also be normalized to range between zero and 
one. 
It is possible to use variations of the criteria described in Sasena 
[2002a; 2002b] to define formulations for representing the proximity, slope 
and model criteria. This is shown in Turner [2003a], where the 1D proximity, 
slope and model criteria were defined with Equations 3.5, 3.6 and 3.7 
respectively: 
( ) ( )2 1TC zP x −= σ r R r  (3.5)
( ) ( )21 ( )CS x m x′= −  (3.6)
( ) ( )CM x m x=  (3.7)
where r, defined by Equation 3.8, represents the effect of each of the N data 
points (xi) on the point of interest, x, and R, defined by Equation 3.9, is the 
spatial correlation function “distance” matrix between each data point using 
the spatial correlation function, R(x1,x2), defined by Equation 3.10, σz is the 
variance of the data set [Sasena, 2002b], m(x) represents the normalized 
current model of the unknown function and m’(x) is the normalized derivative 
of the model.  
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While the slope and model criteria are derived directly from the metamodel 
formed from the current data set iteration, the proximity criterion is based on 
the variance estimate derived from a kriging model. This variance estimate is 
small near data points, and large far away from the data points. Its behavior is 
due to the influence of the spatial correlation function, commonly defined as: 
1 2
1 2( , )
px xR x x e−θ −=  (3.10)
where θ defines the range of influence of the data (θ > 0), and p defines the 
smoothness of the model (0 < p < 2) where increasing values of p lead to a 
smoother model. The variance estimate used in Turner [2003a] used θ = 0.25 
of the full scale of x, and p = 1.99 to define R(x1,x2).  
 The proximity criterion defined by Equation 3.5 performs a global 
search of the design space, favoring points that are not near previous data 
points. The slope magnitude criterion is a local search for areas of rapid 
change in the metamodel, by using the first derivative of the current 
metamodel. The model criterion uses the current metamodel to identify 
regions coinciding with local minima. Obviously, comparable criteria could 
be defined to locate local maxima as well. 
For the 1D input problems used in Turner [2003a], this approach 
works exceptionally well. However, attempts to extend these criteria forms to 
higher dimensions were problematic because of the need to normalize the 
criteria. In 1D, the criteria curves could be quickly sampled for a large 
number of evenly spaced points and the minimum and maximum values 
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found, used to normalize the criteria. However, as the dimensionality of the 
problems was increased, the cost of exhaustively searching the criteria for the 
minimum and maximum values becomes prohibitively costly. An alternative 
criteria formulation is necessary.  
3.2.3 Multidimensional Sequential Sampling Approaches 
While the criteria initially defined in Turner [2003a] exhibited the 
behaviors desired to determine appropriate sequential sampling locations, 
these criteria formulations were untenably costly for use in higher 
dimensional problems. Therefore, a new set of criteria, exhibiting similar 
behaviors but with lower computational costs was developed.  
 In addition to the earlier set of three criteria, a fourth criterion, the 
weight criterion, was introduced in Turner [2004a; 2004c]. In a NURBs 
HyPerModel, the weight of each control point is defined based on the nearest 
data point. For 1D curves, such as those used in Turner [2003a], a control 
point and its nearest data point are always coincident, a fact which is not 
necessarily true in higher dimensional problems. The more distance between a 
control point and its nearest neighboring data points, the less confidence there 
is in the location of the control point, and thus we reduce the control point 
weight (and therefore the impact of the control point on the HyPerModel). 
This is accomplished with Equation 3.11. 
( )( )min max minw w w w= + − T -1r R r  (3.11)
recalling that the input dimensions are normalized and equal to the parametric 
coordinates of the HyPerModel,  
[ ]0,1u x= ∈  (3.12)
and thus ( )0 1≤ ≤T -1r R r  (3.13)
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so therefore min max0 w w w< ≤ ≤  (3.14)
where w is the weight of the control point, wmin is the minimum weight value, 
wmax is the maximum weight value, r is a vector derived from the spatial 
correlation function, R(xi, xCP), relating the parametric control point location 
(xCP) to the location of each nearby neighbor data point (xi), and the matrix R 
is derived from the spatial correlation function, R(xi, xj), defined in Equation 
3.10, relating the location of data point xi to the location of data point xj. In 
this case, to limit the computational cost of inverting R, R is based on the ten 
nearest neighbors to each control point rather than the entire data set. 
Reasonable parameter values for θ and p can be calculated from wmin and the 
number of control points (in each parametric direction), nC, respectively, 
according to the relations defined in Equations 3.15 and 3.16. 
( )minln wθ =  (3.15)











where C is a coefficient (C > 1.0) defining the minimum weight of influence 
at the nearby neighborhood boundary. Values of wmin = 0.1, wmax = 1.0, and 
C=2 have yielded good results, and result in weights that range from 0.1 for a 
control point with little data near its location, to a value of 1.0 for a control 
point with many nearby and even coincident neighbors. The control point 
weight represents the proximity of a control point to existing data points and 
thus estimates a level of confidence that can be placed in a control point 
location. Control points with data in close proximity are well defined and 
exhibit weights near wmax, while control points without nearby data points will 
exhibit weights near wmin. Determining the minimum and maximum weights 
defined in the control net allows the weight criterion, WC, to be normalized. 
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The weight criterion is calculated throughout the design space by treating the 
weights as the output coordinate for a linear B-spline object. 
 The three criteria originally defined in Turner [2003a], the proximity, 
slope magnitude, and model criteria, can be redefined to reduce computational 
costs. The proximity criterion required the most complex redefinition.  
 In general, control points are located in proximity to existing data 
points. Therefore, it is reasonable to use the proximity control points to 
determine if a region has been previously sampled. The proximity criterion 
defines a parabolic span between control point locations, much like a cable 
between towers on a suspension bridge. The depth of the parabola is 
determined by the relative control point spacing, which is calculated from the 
knot vector. The coefficients for each local polynomial segment can be 
calculated in closed form leading to a computationally efficient criterion 
despite its piecewise construction. By definition, the criterion is normalized. 
This formulation requires much less computation than the original variance 
criterion and produces similar global behavior as shown in Figure 3.2. 
 
 
Figure 3.2 Proximity Criterion Behavior. Behavior of the original Proximity Criterion 
(top) versus the new Proximity Criterion (bottom). 
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 While the behavior of the new proximity criterion appears 
significantly different from the original proximity criterion, a close 
examination of Figure 3.2 shows that the proximity criterion vertically 
exaggerates the behavior of the original proximity criterion at a fraction of the 
computational cost. The primary maxima and minima in both criteria are 
located in essentially the same positions on the x-axis. Because control points 
are arranged in an N-dimensional grid, the proximity criterion can be defined 
with a tensor product of the criteria for each dimension. A 2D sample of the 
proximity criterion is shown in Figure 3.3. 
 
 
Figure 3.3 2D Proximity Criterion.  The 2D version of the proximity criterion is defined 
from the tensor product of the 1D proximity criteria defined by each parametric direction in 
the metamodel. In this case, an 8 by 8 control point grid currently defines the metamodel. 
The criterion is shown as both a surface plot (left) and a contour plot (right). 
  
 The model and slope magnitude criteria did not need to be redefined as 
much as efficiently normalized. Since a HyPerModel obeys the convex hull 
property of NURBs, the control point network bounds the metamodel. 
Normalizing the control point locations will also normalize the metamodel. 
Normalization is a perspective transformation (a special case of affine 
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transformations), and thus, the metamodel with normalized control points is 
invariant (i.e. the optimum will not move due to the transformation) with 
respect to the transformation. This transformation can be done for all of the 
possible output variables in the metamodel simultaneously. The resulting 
criterion may exhibit a reduced magnitude because the control point network 
varies from 0 to 1, while the curve will lie within those bounds. Nonetheless, 
the behaviors are comparable. A comparison of the behaviors of the original 




Figure 3.4 Model Criterion Behavior. Behavior of the original Model Criterion (top) 
versus the new Model Criterion (bottom). 
  
The model criterion is also easily defined in 2D. Figure 3.5 shows the 
2D model criterion for the same iteration as the 2D proximity criterion shown 
in Figure 3.3. As mentioned previously, several variations of the model 
criterion can be defined to search for minima, maxima, or extrema. These 
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variations are defined in Equations 3.17, 3.18, and 3.19. Any of these three 
forms can be calculated with a single evaluation of the metamodel. 
for minima:  ( ) ( )CM x m x=  (3.17)
for maxima:  ( ) 1 ( )CM x m x= −  (3.18)
for extrema:  ( ) [ ]( ) 1 ( )CM x m x m x= −  (3.19)
  
  
Figure 3.5 2D Model Criterion.  The 2D version of the model criterion is defined the 8 by 
8 control point grid that also is used to define the proximity criterion. In this example, the 
criterion is based on a 2D Jacobian Condition Number from a planar 3 degree-of-freedom 
robot used as an example in Turner [2002b]. The criterion is shown as both a surface plot 
(left) and a contour plot (right). 
  
Figure 3.5 is defined using the minima form of the model criterion. 
Figure 3.6 shows the resulting criterion for the maxima form and the extrema 
form of the model criterion. 
The control point network also provides the key to normalizing the 
new version of the slope magnitude criterion. A HyPerModel will follow the 
shape of the control polygon. Because it is a barycentric expression of control 
point locations, the slopes between neighboring control points bound the 
metamodel slope. It is very easy to find the maximum and minimum control 
point network slopes with a simple search of the control net. Consequently, 
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both the model and slope magnitude criteria can be calculated and normalized 
with knowledge of the control point locations, control point weights, and 
metamodel curve order. Like the results from the model criterion, the 
normalization does not produce a perfect variation between 0 and 1, but 
produces a criterion with similar behavior to the previous slope magnitude 
criterion. A behavior comparison of the original and new slope magnitude 




Figure 3.6 2D Model Criterion Alternative Forms.  The 2D version of the minima form 
of the model criterion also serves as the basis for defining the maxima form of the model 
criterion (top row) and the extrema form of the model criterion (bottom row). These forms 
are shown as both a surface plots (left) and a contour plots (right). 
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However, in an N-dimensional application, there are N slopes in each 
of the N input directions. The slope magnitude criterion is the tensor product 
of each of these slope magnitudes (which are already normalized). The 2D 
version of this criterion is shown in Figure 3.8 for the same example used in 
Figures 3.3, 3.5 and 3.6. 
 
 
Figure 3.7 Slope Magnitude Criterion Behavior. Behavior of the original Slope 
Magnitude Criterion (top) versus the new Slope Magnitude Criterion (bottom). 
  
  
Figure 3.8 2D Slope Magnitude Criterion.  The 2D version of the slope magnitude 
criterion is defined as the absolute value of the tensor product of the slopes in each 
parametric direction. Like the other criteria, the slope magnitude criterion is defined so that 
regions of the greatest change correspond to minima in the criterion. The criterion is shown 
as both a surface plot (left) and a contour plot (right). 
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The weight criterion is defined as a linear B-spline model using the 
same control points that define the metamodel. Because the model is linear, 
the metamodel defines a linear interpolation between control points in the 
control point network. In this case, the weights are treated as the dependent 
coordinates in the metamodel, and a new knot vector is defined that is 
compatible with the linear definition of the criterion. Note that this model is 
defined as a B-spline rather than a NURBs object. An example of the weight 
criterion is shown in Figure 3.9. 
 
  
Figure 3.9 2D Weight Criterion.  An example of the weight criterion for an 8 by 8 control 
point network. The criterion is shown as both a surface plot (left) and a contour plot (right). 
 
Just as with 1D criteria, the multidimensional criteria can be combined 
into an objective function with a cooling schedule. Obviously, the criteria are 
highly multimodal, resulting in a highly nonlinear objective function, which 
complicates the task of determining the optimal sampling location. An 
example objective function is shown in Figure 3.10. A multi-start gradient 
approach (with memory) that uses the control point locations as the initial 




Figure 3.10 2D Objective Function.  The objective function is shown as both a surface 
plot (left) and a contour plot (right). 
 
While determining the global optimal solution to the sequential 
sampling optimization problem is desirable, it is not necessary. Fortunately, 
the multimodal nature of the objective function results in multiple good 
solutions. As long as the optimization algorithm locates a good sampling 
point, the algorithm is effective in sequentially sampling the design space. 
Using each control point as a starting location for the multi-start 
gradient optimization algorithm does define a finite number of starts to be 
undertaken to find the solution to this optimization problem. However, the 
number increases as control points are added, and in high dimensional 
applications, this optimization approach can become extremely time 
consuming. Since there are many good solutions, an alternative is to set a 
user-defined threshold for the number of optimization starts to be undertaken 
in a given iteration. Once the number of control points exceeds this threshold, 
a number of randomly selected starting points equal to the threshold value can 




3.2.4 Sequential Sampling Convergence 
 Adaptive sequential sampling approaches generally converge when the 
available experimental budget to collect data points has been exhausted. This 
is because most metamodel approaches use the entire available data set to 
define the metamodel. HyPerModels only use data points to define the model 
if the data points exceed a specified root mean square error (RMS error) 
threshold (normalized with respect to the full scale of the metamodel), i.e. 
data points which are not well represented by the current metamodel. This is 
only possible if an approximating metamodel is acceptable. 
 The segregation of data into used and unused data sets is an important 
development for adaptive sequential sampling algorithms. The unused data 
provides a mechanism to statistically evaluate the current metamodel against 
several convergence criteria including the maximum local RMS error and the 
global correlation coefficient. Given a sufficient unused data set size, it is 
possible to determine if an experiment is complete before the experimental 
budget is exhausted, or if the experimental budget is even adequate to 
estimate and validate the metamodel. The algorithm for determining sampling 
convergence is shown in Figure 3.11. 
 Sampling convergence is determined by several user-defined 
parameters including: the global correlation coefficient target threshold 
(Target), the minimum RMS error threshold (RMS min), the maximum RMS 
error threshold (RMS max), the cooling schedule duration (CS Limit), the 
minimum data set size (minimum), and the experimental data budget (Data 
Budget). The global correlation coefficient measures how well the metamodel 
explains the variations in the unused data set, but can be ignored if the 
maximum RMS error threshold is exceeded at any point in the unused data 
set. Points with an RMS error below the minimum RMS error threshold are 
considered well approximated by the current HyPerModel. The remaining 
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parameters terminate the algorithm if the experimental budget is exceeded 
(Data Budget), set a threshold for the minimum number of experiments to be 
conducted before the statistical analysis is considered valid (minimum), and 
determine the number of sampling attempts than can be made without 
updating the metamodel (CS Limit). 
  
 
Figure 3.11 The HyPerSample Algorithm. Sampling convergence is determined by a 
series of tests that compare the current metamodel to the collected data set and user defined 
target parameters. 
  
With these parameters, convergence occurs due to:   
1. Convergence due to Sampling Limit. The algorithm can 
exhaust its sampling budget. When this happens, an 
excellent argument can be made that additional 
experimentation is justified.  
2. Convergence due to Cooling Schedule Limit. If the 
number of consecutive samples collected without requiring 
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a metamodel revision and refit equals the user-defined 
cooling schedule cycle duration, (20 samples in the 
example shown in Figure 3.1), the sequential sampling 
algorithm will begin to repeat previous results. In this case, 
random sampling, modifications to the sequential sampling 
criteria, or changes to the cooling schedule are warranted. 
In short, a different sampling approach is needed to restart 
the algorithm.  
3. Convergence due to Model Correlation. The algorithm 
can also converge by achieving its correlation target with 
an RMS error less than the maximum RMS threshold as 
calculated with the unused data set. 
3.3 Sequential Sampling Demonstration Trials 
In order to validate that the multicriteria adaptive sequential sampling 
algorithm presented in Section 3.2 is effective, the algorithm was applied to 
several test problems. These test problems are based on nonlinear functions 
developed to test nonlinear optimization algorithms. [Adorio, 2005] Similar 
functions are commonly employed to test adaptive sequential sampling 
approaches. [Sasena, 2002a; 2002b; Murphy, 2004; Nash, 1996; Paplambros, 
2000] The results are not intended to be a comparative study of multicriteria 
versus single criteria approaches, but rather a demonstration of the potential 
effectiveness of the multicriteria approach and sampling convergence criteria. 
3.3.1 HyPerSample Algorithm Implementation 
 The multicriteria sequential sampling algorithm with convergence 
criteria was implemented as the HyPerSample algorithm within the 
HyPerMaps software package developed to support NURBs-based 
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metamodels. Several details are notable in this C++ implementation. The 
sequential sampling optimization problem is solved with a sequential 
quadratic programming algorithm, using the control point locations as starting 
locations. To differentiate between local optimum solutions with similar 
objective function values, possible optima solutions are compared to existing 
data point locations in the data set and points that have already been sampled 
are eliminated from consideration. The optimization start limit modification 
mentioned in section 3.2.3 is also implemented in HyPerSample. 
When a new sampling location is identified, the algorithm samples 
points corresponding to the control point grid, rather than a single data point. 
The literature is divided on whether an adaptive sampling scheme should add 
a single data point to a data set or multiple data points with each sampling 
iteration. HyPerSample adds multiple points because it is convenient, and 
makes sense in terms of physical experiments, although it is not necessary to 
add multiple points to define the NURBs HyPerModel, and there is little 
benefit for computer simulation experiments. 
Finally, the experimental point budget is treated as a “soft” limit. That 
is to say that when the data set size equals or exceeds the experimental point 
budget, the search is terminated. However, the experimental point budget may 
be exceeded to complete sampling of the current set of points identified in the 
current sampling iteration. 
3.3.2 HyPerSample Demonstration Problems 
 To demonstrate the effectiveness of this multicriteria sequential 
sampling approach, a large set of 75 test problems was evaluated. Many of the 
functions used in this study are used as test problems for nonlinear 
optimization problems and are available through online function repositories 
such as Adorio [2005]. Similar functions are commonly used in other 
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sequential sampling studies as suitable test problems. Trials were conducted 
for both a simple 2-factorial initial search and for a more exhaustive initial 
data search of 11 points for the 1D problems, and 5-factorial searches for the 
2D and 3D problems. These initial data sets were collected prior to sequential 
sampling and used to develop the initial metamodel for the HyPerSample 
algorithm.   
Five functions from this larger data set will be presented in detail, 
including two 1D input-1D output functions, two 2D input-1D output 
functions, and a 3D input-6D output function. Two of these functions are 
related to physical engineering applications. The first function is based on the 
Jacobian Condition Number (JCN) of a planar 3 degree-of-freedom robot 
[Turner, 2002b] shown in Figure 3.12. 
   
 
Figure 3.12 JCN Modeling Problem. An example problem constructed from a 3 degree-
of-freedom planar robot, similar to those used in wafer handling, with a proposed path 
generated by the joint conditions that θ2=30o and θ1=-θ3 so that the robot tool maintains a 
constant orientation of 30o to the horizontal. Small values of the JCN indicate that the robot 
is approaching undesirable singular configurations during its path from A to B. [Turner, 
2002b] 
  
Murphy [2004] proposed the function shown in Figure 3.13, defined 
with a sparse data set, and represented with a quadratic polynomial blend 


















1.0 9.7  
Figure 3.13 Local Variability Data Set Problem. Using the data set obtained from 
Murphy [2004] on the right, parabolas are fit to subsequent sets of three data points. The 
parabolas are blended together based on the x position of the curve to generate the final 
function, f(x). 
  
Two more functions are nonlinear optimization test functions that are 
defined by Equation 3.20, the 6-hump camel back function and by Equation 
3.21, the Hansen function. 
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The final example function is also based on a physical engineering 
application modeling the problem of locating and sizing a crane at a 
construction site. Conceptually, this problem is very similar to many “pick-
and-place” robotics problems such as those common in 2D assembly 
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operations (wafer handling, circuit board assembly, etc). This problem 
includes six performance indices, defined by three design variables. Figure 
3.14 defines the problem design variables and performance indices. 
 
Design Variables 
xb - x-coordinate position of the 
base 
yb - y-coordinate position of the 
base 
L - length of reach beyond the 
minimum required (Lmin) 
Performance Indices 
∆θ - required angular swing 
∆x - required reach used 
xmin - minimum reach used  
xmax - maximum reach used 
xavg - average reach used 
Lmin - minimum length of reach 
required 
Objective Function 
b b min max avg min
1OF(x ,y ,L) x+x +x +x +L
6
⎡ ⎤= ∆θ + ∆⎣ ⎦
 
Figure 3.14 Crane Location Problem. Locating a crane at a construction site is a tradeoff 
between the size of the crane required, the range of motion required for the crane to reach 
all locations of interest at the site (which is related to the efficiency with which the crane 
can accomplish its work) and the need to avoid interfering with construction due to the 
crane location. All criteria are defined so that they range from 0 to 1 with small values 
being preferable to large values. The resulting objective function, OF(xb,yb,L), defines a 
minimization optimization problem. 
3.4 HyPerSample Algorithm Performance 
 Performance of the multicriteria sequential sampling algorithm 
HyPerSample is demonstrated with the resulting correlation and RMS error 
metrics for the trial problems studied. For the five test problems presented in 
detail, the number of data points collected and used in the construction of the 
metemodel, the number of extrema modeled in comparison with the actual 
number of extrema and the position error and value error of the optimal 
location are also evaluated. The reason for convergence is indicated for each 
trial. The performance for all five test problems, and for the larger set of 
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problems studied is presented in section 3.4.6. Table 3.2 defines the 
parameters by which these trials were conducted. The 1D trial problems were 
conducted with three criteria (the proximity, slope magnitude and model 
extrema criteria) while the 2D and 3D trial problems incorporated four criteria 
(the proximity, weight, slope magnitude and model extrema criteria). 
  
Table 3.2 Sequential Sampling Demonstration Parameter Values. The values used to 
define convergence parameters in the HyPerSample algorithm demonstration. 
Input Dimension 1-D 2-D 3-D 
Target Correlation 99% 99% 99% 
Min RMS Limit 0.5% Full Scale 0.5% Full Scale 0.5% Full Scale 
Max RMS Limit 2.5% Full Scale 2.5% Full Scale 2.5% Full Scale 
Cooling Schedule Reset Limit 15 20 20 
Minimum Data Sample 20 64 216 
Experimental Point Budget 50 400 4096 
Small 2 4 8 
Initial Points 
Large 11 25 125 
3.4.1 JCN Demonstration Problem 
 The JCN test problem displays nonlinear behavior, with three distinct 
local minima, two of which are defined by sharp cusps. For this problem, 
intermediate results have been included, demonstrating the progress of the 
algorithm in developing a suitable metamodel. The search begins with an 
initial data set of two points, defined by a 2-factorial search. The initial model 
based on this data set is shown in Figure 3.15. The plots are shown in terms of 






θ = =  (3.22)
 Subsequent iterations add additional data to the data set, which is 
incorporated into the model, leading to an evolution of the metamodel 
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representation. After 8 iterations, 11 points have been defined, and the model 




Figure 3.15 JCN Iteration #1. The initial model is a straight line with zero slope. As this 
is the first iteration, the cooling schedule defines the objective function as being composed 




Figure 3.16 JCN Iteration #8. After 8 iterations the model is a much better representation 
of the underlying function. The objective function is defined by a combination of the three 
criteria, with the slope magnitude criterion exhibiting significant influence on the shape of 
the objective function. The model correlation to the actual function is now 89%. 
 
 Further iterations continue to add data to the model, but result in small 
changes to the metamodel since the model extrema criterion is becoming 
increasingly important in the calculation of the objective function. The 
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majority of points added are near the initially defined optimum located near θ 




Figure 3.17 JCN Iteration #15. After 15 iterations the model has refined its representation 
of the optimum near θ = 0.4. The objective function is now defined by the model extrema 
criterion. The model correlation to the actual function is now 89%. 
 
At this point the cooling schedule resets, having reached its reset limit. 
Sampling reverts to a global search, adding points into regions that were 
previously sparsely sampled. Some of these points result in model 
refinements, while others confirm that the model already represents the 
underlying function and are added to the unused data set. After 23 iterations, 
the resulting model is shown in Figure 3.18. 
The model does not yet have sufficient data points in the unused data 
set to achieve convergence, therefore, sampling continues. Eventually 39 
points of the 50 points budgeted are collected, with 19 points actually used to 
define the metamodel. When a larger data set of 11 equally spaced points is 
initially provided, comparable results are obtained with a total of 41 points 
collected and 25 used to define the metamodel. The resulting models are 





Figure 3.18 JCN Iteration #23. Subsequent iterations have added points in the voids 
between θ = [0, 0.25] and θ = [0.75, 1] leading to a refinement of the model for larger 
values of θ. The model correlation to the actual function is now 99%. 
 
 
       θ θ 
Figure 3.19 JCN Model Results. The final models for a 2-factorial initial data set (left) 
and an 11 point data set (right) show similar results. Both achieve correlations of greater 
than 99% to the actual function, although the larger initial data set achieves a better 
representation of the local optimum near θ = 0.9. The 2-factorial HyPerModel is defined by 
19 control points and the 11 point data set model is defined by 25 control points. 
 
 The larger initial data set does have a slightly higher correlation than 
the 2-factorial approach (99.8% versus 99.4%) and a smaller RMS error (10% 
versus 16%). Both models converge by achieving the correlation target while 
maintaining an RMS error less than the RMS error threshold as calculated 
with the unused data set. 
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3.4.2 Local Variability Demonstration Problem 
 Like the JCN test problem, the nonlinear nature of the Local 
Variability test function presents a challenge to sequential sampling 
algorithms. The high variability of the function for 0.1 < x < 0.4 requires 
additional samples in this particular region. The existence of the global 
optimum at x = 0 means that this point is sampled immediately for a 2-
factorial search, but also tends to draw the model towards small values. 
Similarly, since the points in the region of greatest variability will generally 
be included in the next metamodel iteration, the proximity criterion will tend 
to favor other regions in the metamodel. Only the slope criterion will be 
drawn to this region. Had the global optimum solution not been located at the 
boundary, there is no guarantee that the global optimum solution would have 
been sampled. The resulting models are shown in Figure 3.20. 
  
 
Figure 3.20 Local Variability Function Model Results. The final models for a 2-factorial 
initial data set (left) and an 11 point data set (right) show similar results. The 2-factorial 
data set identifies 11 of the 13 extrema in the problem, while the larger, 11 point, initial 
data set models only 9 extrema since half of its initial point sample are in the relatively 
constant region for x > 0.5. The 2-factorial HyPerModel is defined by 17 control points and 
the 14 point data set model is defined by 14 control points. 
  
 While both models achieve correlations of better than 90%, adequate 
for many applications, both miss the optimum near x = 0.15. As was true for 
the JCN test problem, the larger initial sample did result in a slightly higher 
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model correlation (93% versus 90%) as well as a lower maximum RMS error 
(38% versus 48%) in comparison to the 2-factorial initial data set. The larger 
initial data set also converges after adding 15 consecutive points without 
triggering a model update, the cooling schedule limit. The resulting model 
converges due to the method failing, whereas every other model presented 
thus far has converged due to model correlation. 
3.4.3 Six-Hump Camel Back Demonstration Problem 
 The six-hump camel back problem, defined by Equation 3.20, is a 2D 
nonlinear optimization trial problem that is often applied to sequential 
sampling problems. Both initial sampling sizes produced comparable 
correlations with respect to the actual function (99%). The larger, 5-factorial, 
initial sample of 25 points did produce a model that exhibited a smaller 
maximum RMS error (4% versus 10%), but also required more samples to 
achieve convergence (331 versus 236) and more points were involved in 
fitting the model (157 versus 79). Both models converged after achieving 
model correlation. The resulting models are shown in Figure 3.21.  
 
 
Figure 3.21 Six-Hump Camel Back Function Model Results. The final models for a 2-
factorial initial data set (left) and 5-factorial initial data set (right) show similar results to 
the actual function (middle). The 2-factorial HyPerModel is defined by 121 control points 
and the 5-factorial HyPerModel is defined by 324 control points. 
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3.4.4 Hansen Demonstration Problem 
 The Hansen function, Equation 3.21, like the local variability problem, 
is a highly multimodal function defining 96 individual extrema. Only about 
half of these extrema were modeled with either the 2-factorial or the 5-
factorial initial data sets. Both approaches converged by exhausting the 
available experimental point budget, making a strong case for further 
sampling. Consequently, neither model shown in Figure 3.22 demonstrates a 




Figure 3.22 Hansen Function Model Results. The final models for a 2-factorial initial 
data set (left) and 5-factorial initial data set (right) show similar results to the actual 
function (middle). The 2-factorial HyPerModel is defined by 400 control points and the 5-
factorial HyPerModel is defined by 676 control points. 
3.4.5 Crane Location Demonstration Problem 
 The crane location problem is also interesting due to its complexity. In 
order to model the objective function, each of the six performance indices 
were modeled within a single 3D-input/6D-output metamodel. By 
constructing a single metamodel, the costs of sampling the 6D outputs can be 
“shared” between dimensions, since “features” in one dimension may lead to 
the discovery of complimentary features in other dimensions. 
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 In order to deal with the impact of multiple dimensions on the slope 
magnitude and model criteria, the results for each output dimension are 
combined through a tensor product. With the models of the individual 
performance indices constructed, they can be combined into a single objective 
function model. A “slice” of the objective function model for L = 0, is shown 
in Figure 3.23. 
  
 
Figure 3.23 Crane Objective Function Model Results for L = 0. The final models for a 
2-factorial initial data set (left) and 5-factorial initial data set (right) show similar results to 
the actual function (middle). The 2-factorial HyPerModel is defined by 8000 control points 
and the 5-factorial HyPerModel is defined by 4096 control points. 
 
 The correlation between the 2-factorial initial data set model and the 
actual function is 86%, while a 5-factorial initial data set model achieves a 
correlation of 85%. Both approaches have significant RMS errors of 35% and 
27% respectively. Due to the high dimensionality of the problem, both models 
required a significant number of data points to converge (1806 and 4259 
respectively), and both models use a significant number of points to define 
their metamodels (626 and 552 respectively). Interestingly, the 2-factorial 
model converges by achieving model correlation, while the 5-factorial model 
exhausts the experimental sampling budget of 4096 (163) points. However, 
both approaches model 10 of the 11 extrema in the actual model. 
 Both approaches generate optimal locations that are close matches to 
that of the actual model. Not surprisingly, the crane selected is only as long as 
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necessary to reach all of the placement points (i.e. L = 0) and it is located at 
approximately either (4,0) or (0,4). This minimizes the angle to be 
transversed, while maintaining a similar distance to most placement points. 
3.4.6 Overall Demonstration Performance 
Table 3.3 summarizes the performance of HyPerSample for the five 
trial problems. Correlation results are given with respect to the collected data 
set (Data Set) and with respect to a exhaustive search of the actual function 
(Actual Data). 
As can be seen in Table 3.3, the difference in starting with a minimal 
2-factorial data set, versus starting with a larger data set are generally 
negligible. Both approaches yield comparable average correlations and 
maximum RMS errors, result in models that capture a similar percentage of 
extrema, and that represent optima with similar errors. The major difference is 
in the average percentage of the experimental budget used, where 2-factorial 
initial data sets require half the data on average as the larger initial searches 
required. While not always the case, the Hansen function demonstrates that 
even a 2-factorial search may exhaust the experimental budget. This suggests 
that the 2-factorial initial search supplemented with a multicriterion sequential 
sampling technique terminated with suitable convergence criteria is effective. 
 In these ten trials, six models terminated with sufficient evidence to 
support an argument that the experiment is complete. Three other trials 
suggested that additional experimentation could be justifiable by the 
experimenter since there is insufficient data in the unused data set to validate 
the metamodel.3 One trial was inconclusive, the local variability function with 
                                                          
3 HyPerSample only provides data that can be used by the experimenter to justify further 
experimentation or to accept the existing metamodel or to change sampling strategies. The 
decision-making is left to the experimenter and is not currently automated. Chapter 10 
discusses this avenue for future research. 
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a large initial data set, and would require a bootstrapping restart method in 
addition to the multi-criterion sequential sampling algorithm. 
 
Table 3.3 Demonstration Problem Performance.  The performance of HyPerSample in 
for the five detailed problems defined in this chapter, for 2-factorial initial searches, and 
larger initial searches suggests that the size of the initial search plays only a small role in 





















































JCN 100 (0.46) 
99.4 
(15.5) 78 49 0.3 0.2 100 3 
LV 100 (0.46) 
90.9 
(48.0) 74 46 0.0 0.0 85 3 
6HCB 99.9 (2.36) 
98.9 
(10.3) 59 33 1.1 0.6 2 3 
Hansen 95.3 (17.2) 
53.7 
(21.5) 114 28 2.2 4.5 50 1 
Crane 100 (0.44) 
86.4 










Avg. 99.1 (4.18) 
85.9 
(26.0) 51 34 1.6 1.6 62  
JCN 100 (0.24) 
99.8 
(10.3) 82 61 0.2 0.9 100 3 
LV 100 (0.41) 
93.3 
(38.0) 68 41 0.0 0.0 69 2 
6HCB 99.98 (1.29) 
99.9 
(4.25) 83 47 1.0 0.4 75 3 
Hansen 93.0 (16.6) 
69.5 
(33.5) 110 43 0.9 5.6 52 1 
Crane 94.2 (37.1) 
85.6 









Avg. 97.4 (11.1) 
89.6 
(22.6) 102 18 1.9 1.5 61  
Overall Avg. 98.2 (7.65) 
87.8 
(24.3) 79 39 1.8 1.5 62  
 
 The performance of the trial problems is characteristic of the 
performance of the algorithm when applied to a set of 75 trial problems 
(including the 5 detailed trial problems). The performance with respect to the 
larger trial set is summarized in Table 3.4. 
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Table 3.4. Large Scale Demonstration Performance Summary. In a trial involving 75 
trial problems, HyPerSample performs similarly to the detailed demonstration problems. 
The sampled data set is obtained from the HyPerSample algorithm while the actual 
function data set is obtained from an exhaustive sampling of the actual function and is not 
used to obtain the HyPerModel. 








Error (% FS) 
2-factorial Avg. 93.3 4.7 88.3 32.9 
Large Data Set Avg. 95.3 8.7 87.0 21.4 
Overall Average 94.3 6.7 87.7 27.2 
3.5 HyPerSample Summary 
 Effectively sampling an unknown design space to determine the 
underlying functional behavior is an important challenge in engineering 
design applications. Effective functional representations, in the form of 
metamodels, can be used to discover variable relationships, identify the 
significance of trends, and to locate optimal variable combinations. However, 
in order to build accurate and useful metamodels, an adaptive sequential 
sampling technique is highly desirable to facilitate the efficient collection of 
data, particularly when the cost of data collection is costly or the design space 
to be sampled is vast. 
 A multicriterion sequential sampling approach using a cooling 
schedule to translate between criteria goals is an effective method of 
adaptively collecting data about unknown functions. When coupled with a set 
of convergence criteria, it becomes possible to determine when an experiment 
has collected sufficient data to determine the adequacy of the metamodel, or if 
further experimentation may be warranted.  
 With effective techniques to obtain data sets for metamodels the next 
challenge in metamodeling is to formulate the necessary algorithms to define 
the metamodel. Computer graphics approaches provide a suitable foundation 
for many of the necessary techniques. However, defining a NURBs 
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HyPerModel requires some refinement to traditional NURBs fitting 
algorithms. This is the subject of Chapter 4. 
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Chapter 4 
Representing the Design Space1 
 
“All our knowledge has its origins in our perceptions.” 
- Leonardo da Vinci 
 
4.1 Introduction 
 The engineering design process is often described as a decision-
making activity wherein designers must choose design variable values such 
that required performance levels are met. [Otto, 2001; Ullman, 1997] In order 
to make good choices, the relationships between the design variables and 
performance indices must be accurately represented. 
 Defining an accurate metamodel representation is important. Accurate 
NURBs fitting techniques have been developed for CAD/CAM/CAE 
applications, but some of these algorithms do not translate well to 
metamodeling applications. One particular challenge is that most NURBs 
fitting algorithms are designed for 2D and 3D applications, designed around 
representing curves and surfaces. Rather than simple curves and surfaces, 
metamodels tend to be high dimensional hyperobjects in hyperspaces 
composed of many more than 3-dimensions. Consequently, to develop an 
appropriate fitting algorithm requires the development of a new set of 
heuristics to address the challenges of fitting a NURBs-based metamodel. 
 This chapter addresses the challenge of developing a NURBs fitting 
algorithm for metamodeling applications. With this approach, the design 
space is sampled, either through HyPerSample, an adaptive sequential 
sampling algorithm discussed in Chapter 3, or through other approaches to 
yield a data set, to which a NURBs HyPerModel can be defined.  
                                                          
1 Portions of this chapter are reproduced from prior works released by Los Alamos National 
Laboratory as LA-UR-05-1902 [Turner, 2005a] and LA-UR-05-3633 [Turner, 2005d]. 
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This chapter introduces the heuristic algorithms developed specifically 
for NURBs metamodeling applications, rather than an attempt to demonstrate 
the superiority of this algorithm over other techniques common in 
CAD/CAM/CAE applications. However, these heuristics may be of use in 
other applications. 
4.2 NURBs: Non-Uniform Rational B-splines 
The NURBs objects used in this research are defined as tensor 
products in N dimensions. [Cohen, 2001] However, the underlying 
mathematics can be understood by studying planar NURBs curves. Equation 


























where b is a vector defining the location of the ith of nC control points in an 
ℜN+1 space, N is the dimensionality of the “physical” space, wi is a positive 
scalar defining the weight of the ith particular control point, and Ni,k(u) is the 
B-spline basis function given as a function of u. The parameter u, is a 
parameterized coordinate, defining a position along the curve length, 
equivalent to the point defined by p(u). The B-spline basis function is 
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where x is the knot vector, a sequence of parameter values defining the region 
of control point influence. For the ith control point, the region of influence is 
defined by the metamodel order, k. The B-spline basis function exhibits the 








N u k u
+
=
≡ ∀∑  (4.4)
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and subject to the definition: 0 00 ≡  (4.7)
where wmin and wmax are user-defined limits on the control point weights, and 
w is the weight of control point i, which in this application is constrained to a 
maximum value of 1, as per Equation 4.6. Negative weight values are 
explored in Rogers [2002] but are generally not used. 
Extending NURBs curve forms to higher order objects, including 
surfaces, solids, and hyperobjects, can be accomplished through a tensor 
product. Tensor products are commonly employed to produce surfaces from 
curves, and in Cohen [2001] to produce 3D NURBs objects with three 
orthogonal parametric coordinates. For a NURBs surface, Equation 4.8 
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NURBs metamodels use control point locations, control point weights 
(homogeneous control point coordinates), knot vectors, and the curve order, k, 
to produce a highly flexible curve definition. [Gopi, 1997] 
4.2.1 NURBs Order and Degree 
The polynomial order k is independent of the nC, subject to the limits 
in Equation 4.6.  This characteristic means that NURBs polynomials of 
different orders can be formulated from the same control point sets, as shown 
in Figure 4.1. Locally, a NURBs curve defines a set of local polynomials of 
order k and degree k-1, which are blended together through the B-spline basis 
functions. As the order increases, the number of control points defining each 
local polynomial increases as well. The benefit of using a NURBs curve over 
individually defined local polynomials is that differentiability and Ck-2 
continuity is automatically maintained between regions. 
 
 
Figure 4.1 NURBs Behavior due to Curve Order.  NURBS curves of order k = 2, 3, 4. 
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4.2.2 NURBs Control Point Locations and Weights 
Control points are a key factor in understanding how NURBs curves 
will behave. The control points bound the curve in space. Each control point 
attracts the curve towards its location (see Figure 4.2). The region over which 
a control point will attract the curve is defined through the B-spline basis 
function, and is governed by the knot vector, x, and the curve order k. The 
control point weight, w, regulates the strength of control point influence on 
the curve. 
   
 
Figure 4.2 NURBs Behavior due to Control Point Location.  Effect of moving Control 
Point 2 (x = 2.5) from y = 2 to y = 9. Note that while the curve dramatically changes shape, 
the curve remains locally invariant near Control Point 4 (x = 10) on the right hand side of 
the plot. 
 
 Taken collectively, the perimeter defined by the control point network 
(known as the control polygon), bounds the NURBs metamodel. This property 
is known as the convex hull property and is very useful for many applications. 
In fact, for NURBs curves, the curve will lie not only within the control 
polygon convex hull, but also within the union of convex hulls of the control 
polygon defined by k successive polygon vertices. [Rogers, 1990] 
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Consequently, the NURBs curve will also follow the shape of the control 
polygon. The convex hull property is shown graphically in Figure 4.3. 
   
 
Figure 4.3 The Convex Hull Property of NURBs.  The control polygon perimeter (black 
line) for an order k = 3 curve, includes both the yellow and gray regions. The union of 
convex hulls for each subsequent set of k adjacent control points further constrains the 
curve (red line) to lie within the gray regions. 
  
NURBs curves are invariant with respect to any projective 
transformation that might be applied to the control point locations. In other 
words, the projective transformation of a NURBs curve is defined by applying 
the projective transformation to the control points. 
If all of the control point weights are equal to 1, Equation 4.1 can be 
reduced to Equation 4.9, by recalling the behavior of the B-spline basis 
function defined by Equation 4.4. This approach is typical in many NURBs 
applications. [Piegl, 1997a; Rogers, 1990]  
,
1




u N u a u b
=
= ≤ ≤∑p b  (4.9)
The resulting curve is a B-spline, and does not include control point 
weights. It is a nonrational curve, and consequently exhibits slightly different 
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properties than the original NURBs curve. While both curve forms exhibit the 
convex hull property, a B-spline curve is invariant with respect to affine 
transformations, but not perspective transformations. Invariance with respect 
to perspective transformations improves the utility of NURBs for computer 
graphics applications. [Piegl, 1997a] Thus, it is not surprising that NURBs are 
the de facto computer graphics standard. [Dimas, 1999] 
Eliminating control point weights from the fitting problem does 
simplify the task of determining control point locations. However, this also 
removes a potentially useful degree of freedom that the metamodel may be 
able to exploit to better represent certain geometries. For instance, exact conic 
section representations cannot be achieved with nonrational parametric 
curves. Thus, NURBs are commonly used in Computer-Aided 
Design/Engineering/Manufacturing (CAD/CAE/CAM) applications to 
produce exact conic section representations. [Farin, 1992] Figure 4.4 shows 
the effect of control point weights on curve shape. 
 
 
Figure 4.4 NURBs Behavior due to Control Point Weights.  Affect of the weight (w2) of 
control point 2 (x = 2.5) from w2 = 1 to w2 = 0.25. The heavy red line defines the NURBs 
control polygon. 
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4.2.3 NURBs Knot Vectors 
The distribution of knot vector values, in x, determines the region of 
influence of each control point in a NURBs object.  The knot vector exhibits 
considerable control on the NURBs curve shape. A knot vector with equally 
spaced values is called uniform; otherwise it is non-uniform. If the knot vector 
includes a multiplicity of k repeated knot values at the beginning and end of 
the knot vector, it is called an open knot vector and will interpolate the 
bounding control points; otherwise it is a closed knot vector. Knot vector 
values are restricted to monotonically increasing values. Figure 4.5 illustrates 
the effect of knot vectors on NURBs curves. 
 
 
Figure 4.5 NURBs Behavior due to the Knot Vector.  The affect of knot vector values on 
NURBs curve shape. In this example, only the fourth knot in the knot vector, x, is changed. 
4.3 Geometric NURBs Fitting Approaches 
 The flexibility and geometric coverage provided by NURBs makes 
this geometric form a natural choice for parametric curves and surfaces in 
CAD/CAM/CAE applications. A typical application is surface reconstruction 
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from laser or computed tomagraphy (CT) scan data. The main requirement for 
such applications is a compact representation with as few segments (patches) 
as possible consistent with accuracy requirements. The parametric NURBs 
form lends itself to rendering, and the approximating nature of NURBs 
reduces the undulations that plague other geometric formulations used in data 
fitting applications. Enforcing continuity conditions between patches is 
straightforward with NURBs. Another advantage of NURBs is the ability to 
exactly represent common engineering shapes, e.g., conic sections. 
 A large number of algorithms have been devised to solve the data-
fitting problem for geometric applications. [Rogers, 1990; Piegl, 1997a; 
Cohen, 2001] The problem reduces to determining parameterization, curve 
order, a suitable knot vector and control point weights and locations. 
4.3.1 Data Parameterization 
 The first task in fitting a NURBs object to any data set is to determine 
an appropriate parameterization. Any parametric definition between the 
natural coordinate system (Cartesian, cylindrical, etc) can be applied. 
However, some parameterizations may lead to undesirable loops or folds in 
the resulting NURBs representation. Piegl [1997a] suggests three 
parameterization approaches:  
1) Equal spacing between data points in the parameterized 
space,  
2) Chord length approximation and normalization, and  
3) Centripetal method approximation and normalization.   
Chord length methods are most commonly employed. [Piegl, 1997a; 
Rogers, 1990] Many of these techniques become increasingly complex to 
calculate as the problem dimensionality increases. 
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4.3.2 Selecting Order and Degree 
The user usually determines the order and degree of a NURBs object 
for CAD/CAM/CAE applications a priori, often to provide a guaranteed level 
of curve continuity. In general the order is restricted so that k ≤ 4 (a cubic 
curve or less) for the same reasons that higher order curves are not used in 
polynomial curve fitting. In some applications, several curves may be 
constructed of various orders and statistically compared to the resulting data. 
[Park, 2001] The best fit curve is selected. 
4.3.3 Knot Vectors 
 A B-spline fitting algorithm includes a scheme to determine the knot 
vector.  Two common techniques are used:  
1. a uniform knot vector; and  
2. a parameterization based on averaging the chord length 
between adjacent data points.   
Other more complicated schemes are also reported in the literature 
[Piegl, 1997a], often with the goal of facilitating uniform tessellation of the 
resulting NURBs object. 
4.3.4 Control Point Weights 
 Despite research efforts, automatic control point weight generation is a 
difficult task. Unitary weights are most often used [Piegl, 1997a], although 
user-defined weights [Sanchez-Reyez, 1997], additional parameter constraints 
[Juhász, 1999] or energy minimization approaches [Pourazady, 2000] have 
also been used to achieve “fairer” geometric object parameterizations or 
smoother geometric objects [Hohenberger, 1995]. Non-unitary weights are 
most often employed to accurately represent conic sections as described by 
Au [1995], Farin [1992], Piegl [1997a] and Cohen [2001]. 
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4.3.5 Control Point Locations 
The task of determining control point locations is central to the task of 
fitting a NURBs object in CAD/CAM/CAE applications. The problem begins 
with determining a suitable initial control point grid with a dimension 
governed by the constraints of Equation 4.6. In general, approaches either use 
a minimal initial control net with control point addition to refine the fit of the 
model, or define an initial control net of the data set size and remove control 
points until further eliminations detract from the model. Control point 
locations are determined with either global or local fitting methods. [Piegl, 
1997a] 
In general, global methods treat the entire data set at once. This 
problem can be formulated as the solution to a set of simultaneous equations. 
In two dimensions, each of the n+1 data points is assigned a parameter value, 
uj, and the set of linear equations, defined in Equation 4.10, are solved for the 










)(( bpp  (4.10)
This approach leads to an interpolating curve fit if every data point is 
used to define the set of equations. However, if a subset of data points is used, 
an approximating fit results. The problem can also be formulated as a least 
squares fitting problem. 
Local methods fit curves (or surfaces) to regional subsets of the data 
while enforcing continuity between segments.  For example, Eck [1996] 
describes a local surface reconstruction technique that applies an initial 
triangular mesh to the data set [Hoppe, 1992] and generates a 
parameterization over this mesh. Their method then merges triangles to 
produce a quadrilateral mesh. A B-spline surface patch is defined over each 
quadrilateral mesh with C1 continuity enforced between adjacent patches.  
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The resulting patch network is subdivided and smoothed to improve the fit. 
Similar techniques are employed by Park [1997] to render an unknown space 
defined by 3D range data for computer vision applications. 
4.4 HyPerFit: Fitting NURBs to Metamodel Data 
 Fundamentally, a metamodel is a model of models. The metamodel 
acts as a surrogate model for other applications, providing a fast and accurate 
data representation of the original sources. The metamodel may be based on 
simulations, experiments, or a combination of data sources. Metamodels are 
becoming increasingly common in engineering design applications where 
multiple model types are integrated (e.g. wind tunnel results with CFD and 
FEM simulations), control applications where as-built conditions render prior 
simulations inaccurate (chemical processing) and as objective function models 
in design optimization. 
 If a large data set is already available from an exhaustive design space 
search, the data set may be directly sampled to create the metamodel. 
Otherwise, a data set can be obtained during metamodel construction with 
adaptive sampling techniques [Sasena, 2002a; 2002b; Turner, 2004a; 2004c; 
2005b; 2005c]. 
4.4.1 HyPerFit Algorithm Overview 
The goals for metamodeling are somewhat different from the goals for 
geometric data fitting and surface reconstruction. The main requirement is a 
method that quickly generates accurate representations of data sets of 
unknown and arbitrary topology. The method should lend itself to 
representing spaces of arbitrary (and changing) dimensions, which the tensor 
product NURBs formulation readily supports. An overview the HyPerFit 
algorithm is given below and in Figure 4.6: 
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1) Establish an initial linear model, with control points at each 
corner and an open knot vector. Control point weights are 
calculated based on the local data neighborhood near each 
control point. (This involves matching control points with 
their nearest data neighbors.) The control point locations 
are found through the solution of a simultaneous equation 
set. 
2) Compare metamodel predictions to existing data set (used 
for fitting). Identify the maximum error location, compare 
this error to the user tolerance, and check the unused data 
set’s correlation to the model data. Stop if the model has 
converged. 
3) Insert a new primary control point at the equivalent 
parametric location. 
4) Insert secondary control points as necessary to maintain the 
grid. 
5) Increase the order as appropriate. 
6) Recalculate the knot vector based on an open knot vector. 
Find internal knots by finding the midpoint between 
interior control points. 
7) Calculate control point weights. 
8) Calculate control point locations. 




Figure 4.6 HyPerMaps NURBs HyPerFit Algorithm.  The basic fitting algorithm used in 
HyPerMaps to define a HyPerModel iteratively adds control points to the control net to 
reduce the maximum error in the metamodel. The model is refined until a stopping 
criterion is achieved. 
4.4.2 Data Parameterization 
With a NURBs-based metamodel, several different variable types are 
used, unlike CAD applications where different coordinate system variables 
are a single variable type. The input (independent) metamodel variables are 
normalized to range from 0 to 1. These normalized variables correspond to the 
parametric NURBs coordinates and thus are known as parameterized 
coordinates. The metamodel output corresponds to the dependent variables 
and need not be normalized. 
4.4.3 Metamodel Order and Degree 
A NURBs metamodel initially uses an order of k = 2, producing a 
linear model between bounding control points. As a third control point is 
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added, the order is increased to k = 3, producing a quadratic model. Previous 
trials [Turner, 2000; Legault, 2000] suggest that higher order models produce 
little benefit, while diluting the local influence of control points. 
Consequently, model order is not increased further. 
4.4.4 Parametric Control Point Locations 
 Unlike CAD/CAM/CAE applications, the existence of two types of 
coordinate variables, parametric coordinates from the input variables and 
dependent output variable coordinates, metamodel control points have two 
sets of locations to be determined. For instance, in a 2D planar plot where y = 
f(x), y is a dependent coordinate and x is an independent coordinate that we 







where u is the parametric coordinate of the NURBs model, x is the 
parameterized (input) coordinate related to the unnormalized independent 
coordinate, x. Note that u∈[0,1]. 
The initial metamodel is created from an initial data set derived from 
factorial searches, Latin hypercube techniques, or any other desirable 
approach. The algorithm is initially “seeded” with a hypersurface generated 
from the corner control points. All of the initial control points lie at extreme 
values (0 or 1) of the parameterized input coordinates. Subsequent control 
points are iteratively identified based on the maximum root-mean square 
(RMS) error detected between the metamodel and the data set. This scheme 
begins with a minimal control net and inserts control points at the parametric 
location of maximum RMS error and additional control points so as to 
maintain a hypersquare of control points. The maximum RMS error location 
determines the parametric coordinates of all inserted control points for each 
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iteration. In a 2D input problem, the number of control points grows as m2, 
where m=2, 3, 4… This is shown graphically in Figure 4.7. 
   
 
Initial CP Mesh (4 CPs) 
 
Iteration 2 (9 CPs) 
 




Figure 4.7 HyPerMaps Control Point Addition Scheme.  The iterative control point 
(CP) addition scheme for a planar 2D input problem. The approach is readily extensible 
from 1 to N input dimensions. 
  
Once inserted, each control point is associated with the nearest 
neighboring data points. The governing assumption is that the nearest data 
point to each control point can be used to estimate the control point’s 
dependent coordinate position. 
One criticism of splines in the literature is that splines “require” a 
complete grid of data points. [Barton, 1992] This requirement makes splines 
unattractive as metamodels, since a spline-based metamodel would require a 
factorial search, which is expensive for high dimensional problems. The 
requirement is simply not true. Splines do benefit from a grid of control 
points, but using the nearest neighbor to estimate the control point location 
allows multiple control points to use a single data point as the best estimate of 
their dependent coordinate position. 
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4.4.5 Metamodel Order and Degree 
Each control point is associated with a predefined number (such as ten 
as used in this work) of neighborhood data points selected by their proximity 
to the control point using only the parameterized coordinates. This data 
neighborhood is very important, because an appropriate control point weight 
is estimated with 
( )( )min max minw w w w= + − T -1r R r , (4.12)
recalling that [ ]0,1u x= ∈  (4.13)
so thus ( )0 1≤ ≤T -1r R r  (4.14)
so therefore min max0 w w w< ≤ ≤  (4.15)
where w is the weight of the control point, wmin is the minimum weight value, 
wmax is the maximum weight value, r, defined in Equation 4.16, is a vector 
derived from the spatial correlation function, R(xCP, ui), relating the 
parametric control point location (xCP) to the location of each nearby neighbor 
data point (xi), defined in Equation 4.17. The matrix, R, defined in Equation 
4.18, also is derived from the spatial correlation function, R(xi, xj), relating the 
location of data point xi to the location of data point xj. 
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where θ defines the range of influence of the data and p defines the rate at 
which the influence of distant points will decrease. Reasonable parameter 
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values can be obtained from wmin and the number of control points 
respectively, according to the relations defined in Equations 4.19 and 4.20. 
( )minln wθ =  (4.19)











where C is a coefficient (C>1.0) defining the minimum weight of influence at 
the nearby neighborhood boundary. Values of wmin = 0.1, wmax = 1.0, and C = 
2 have yielded good results, and result in weights that range from 0.1 for a 
control point with little data near its location, to a value of 1.0 for a control 
point with many nearby and even coincident neighbors. In essence, the weight 
estimates confidence that can be placed in a control point location. Multiple 
dimensions can be handled through a tensor product of the single dimension 
weights. 
 Turner [2004a; 2004c] concluded that the inclusion of weights not 
equal to 1 (nonunitary weights) was not as effective as expected for rendering 
geometric representations, although these weights are effective in adaptive 
sequential sampling algorithms such as the HyPerSample algorithm in 
Chapter 3. Consequently, two weights were employed, a nonunitary weight 
related to the certainty of the control point location for adaptive sequential 
sampling purposes and a second set of unitary weights (set to a value of 1) for 
generating the geometric representations. This second set of weights often is 
referred to as the “pseudoweights.” 
4.4.6 Metamodel Knot Vectors 
Consistent with the parameterization of the independent (input) 
metamodel variables, open knot vector(s), defined by the curve order and the 
control point locations, are used to define a NURBs metamodel. Intermediate 
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values, which begin to emerge once nC > k in a particular direction, are 
defined as the intermediate values between the interior control points. For 
example, the first intermediate knot location in Figure 4.8, a k = 3 curve 
defined by nC = 4 control points, lies halfway between control points B and C 
in the parameterized coordinate space. Note that the knot vector is defined in 
the NURBs parametric coordinate space. A knot vector exists in each 
parametric direction, and this vector is applicable throughout the NURBs 
hyperobject. In N-dimensional terms, these knot vectors are stored as a knot 
matrix with each column corresponding to an orthogonal parameterized 
(input) variable coordinate. 
4.4.7 Dependent Control Point Locations 
With the model order, the parameterized control point locations, the 
control point weights, and the knot vectors determined, the only remaining 
unknowns are the dependent control point coordinates defining the outputs of 
the metamodel. Since each control point has an identified nearest neighbor 
data point that is the best approximation of the model at the parametric control 
point location, xCP, a set of simultaneous equations can be defined, in 
Equation 4.21, such that 
( ) { } ( ){ }CP NNx x=⎡ ⎤⎣ ⎦N b p  (4.21)
where N is the basis function matrix at a control point location, b is a vector 
of the dependent control point coordinate locations, and p is a vector of the 
desired metamodel (output) values at the control point location based on the 
best available information, the dependent coordinate values of the nearest 
neighbor data point, xNN. Note that xCP and xNN only exist in the parameterized 
coordinate space. xNN should lie within the region influenced by the associated 
control point. The terms in the basis function matrix are simply the solutions 






Figure 4.8 HyPerMaps Knot Vector Calculation.  The evolution of the knot vector, from 
two control points (first row), to three control points (second row), and four control points 
(third row) and five control points (fourth row) along with the corresponding set of NURBs 
segments and the knot vector. As control points are added, the influence of individual 
control points becomes increasingly localized due to the knot vector. 
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 Equations 4.21 and 4.22 are expressions of Equation 4.1 as a set of 
simultaneous equations. Our control point fitting algorithm is based on 
algorithms described by Rogers [1990] and by Piegl [1997a]. In particular, 
Piegl [1997a] defines an algorithm that allows each parameterized coordinate 
to be fit individually, which reduces the size of N at the expense of having to 
invert several smaller N matrices defined in each parametric coordinate 
direction. 
 For each iteration, the solution of a set of ni linear equations with ni 
unknowns is required, where ni is the number of control points in the ith 
parametric coordinate direction. This problem can be solved with standard 
matrix inversion algorithms such as an LU-factorization algorithm that 
decomposes N, into a lower triangular matrix L and an upper triangular 
matrix U for forward and backward substitution algorithms and matrix 
pivoting to maintain the population of the diagonals of N. [Griffiths, 1991] 
 Obviously, Equation 4.21 can be solved with a single matrix inversion 
for the dependent control point locations, but the problem size grows 
exponentially as the control point network grows. Matrix inversion is 
generally an O(N3) operation [Press, 2002], where N is the characteristic size 
of the N. However, there are more efficient alternatives to calculate a NURBs 
surface (or higher order objects). 
 The algorithm [Rogers, 1990; Piegl, 1997a] used to fit a HyPerModel 
solves a set of np matrix inversion problems of size nd, where np is the number 
of parametric (input) coordinates and nd is the number of control points in 
each parametric direction along the control point network. Essentially the 
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algorithm solves the subproblem defined by Equation 4.21 for each row of 
control points in the control point network, and then solves the equivalent 
problem for each column in the control point network. Thus, rather than 
solving a single O(N3) problem, this approach solves np O(nd3) problems. This 
algorithm, for 2D and higher dimensional problems, is considerably more 
efficient since dnpN = n  and thus p
3n3
p d dn n n≤ . This proves that this algorithm is 
more efficient for 2D and higher dimensional problems than the single step 
approach to solving Equation 4.21.  
In reality, the additional overhead of arranging the control points for 
each subproblem reduces the speed of the algorithm for problems with small 
control point networks. However, as the HyPerModel dimensionality 
increases and as the control point network becomes more extensive, the 
benefits outweigh the costs. Since the size of the matrices to be inverted is 
minimized, the memory costs are also minimized. Consequently, metamodels 
involving as many as 531,441 control points have been fit to data sets. To 
solve this problem directly would require a 282 billion element matrix, which 
if composed of doubles (64 bits or 8 bytes each), would require more than 2 
terabytes of memory just to store the matrix. Using an LU-factorization 
algorithm would double the required amount of memory. The alternative 
algorithm required the solution of 6 subproblems, each requiring the inversion 
of an 81 element matrix, requiring less than 1 kilobyte of memory to store the 
matrix. 
 It is the basis function matrix N, particularly inversion of N, which can 
cause numerical difficulties in calculating control point locations. [Piegl, 
1991] When two control points are coincident, or “stacked,” the basis 
function matrix will become singular because of identical matrix rows. As the 
matrix is now lacking an independent equation, it is an underconstrained 
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system, and an additional equation is needed. However, since the control 
points are coincident, by definition, they share a common location, including 
their parametric and dependent coordinates. As a result, the corresponding 
rows and columns in the matrix can be eliminated leaving a single control 
point location to be calculated. Subsequently, an equivalency equation is 
applied to coincident control points. 
 A similar problem occurs when control points are sufficiently close to 
each other that machine precision limits result in the effective stacking of 
control points. The corresponding knot vector will often lead to 0/0 divisions 
(due to finite precision arithmetic) in the calculation of N. Even when N 
remains nonsingular and thus invertible, it may result in ill-conditioned 
control point locations that are orders of magnitude greater than their 
neighboring control points without reason. This condition must also be 
detected and resolved, by identifying a division tolerance. If a control point is 
found to be violating a division tolerance criterion, it is labeled as a smoothing 
candidate. Control points labeled as smoothing candidates are smoothed by 
with the average value of the nearest neighboring non-degenerate control 
points. 
4.4.8 Model Convergence 
 Since this algorithm is iterative, convergence criteria are necessary. 
The user defines three metrics that are used to test for convergence:  
1) Model correlation calculated with Pearson’s r [Crow, 
1960],  
2) Maximum RMS error threshold, and  
3) Minimum RMS error threshold.  
Model correlation is restricted to data set elements not primarily 
associated with control point locations so as to not bias the correlation metric 
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in favor of the current model. The unused sample set size must be at least as 
large as the used sample set size in order to be considered statistically 
significant. 
 Any data points whose RMS error is less than the minimum threshold 
are considered well approximated by the current metamodel iteration. 
However, it is possible to meet the global correlation metric and 
simultaneously exhibit large local RMS errors. Consequently, the maximum 
RMS error threshold prevents convergence due to correlation if significant 
local RMS errors still exist. RMS error is only a function of the dependent 
metamodel coordinates and is expressed as a percentage of full scale in the 
data set.  
 Correlation can occur if  
1) The model achieves its correlation goals with a maximum 
RMS error less than the maximum RMS error threshold, or  
2) If all data points are represented by less than the minimum 
RMS error threshold and no additional data is available.  
Sequential sampling techniques can be integrated with the metamodel 
fitting process to collect data requested by the metamodel in this case. 
[Turner, 2004a; 2004c; 2005c] 
4.4.9 Model Refinement 
This algorithm initially defines a sparse control net and iteratively 
adds control points. In some cases, a control point added in a prior iteration 
should be removed because a subsequently added control point renders it 
unnecessary or even undesirable. This is particularly true when sequential 
sampling is used to generate a data set, such as in Turner [2004a; 2004c; 
2005c]. Trials have shown that reverting to a sparse control net and 
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completely rebuilding the metamodel from the collected data set allows sub-
optimal control points to be removed, as in Figure 4.9.  
4.5 Impact on NURBs Properties 
 There are several properties of NURBs objects that are of particular 
interest. These properties [Rogers, 1990] include: 
1) A HyPerModel generally follows the shape of the 
governing control point network; 
2) A HyPerModel lies within the union of the convex hulls of 




Figure 4.9 Model Refinement Demonstration. The Rosenbrocks Banana Function 
derived from sequential sampling before model refinement (top) and after model 
refinement (bottom). The peak in the top frame is the result of suboptimal control points. 
Notice that the refined model also results in a smoother model representation than the 
original model with suboptimal control points included. 
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3) A HyPerModel does not oscillate about any straight line 
more often than its defining polygon (the Variation 
Diminishing Property); 
4) A HyPerModel is invariant with respect to affine 
transformations, and if non-unitary control point weights 
exist, with respect to projective transformations as well. 
These properties play important roles in the development of 
complimentary optimization algorithms in Chapter 5 and so it is important 
that they are preserved in the HyPerModel despite the changes to fitting 
methodologies adopted. During this research, the creation of Figure 4.10 
suggested that these changes altered the behavior of the HyPerModel with 
respect to these properties. 
 
 
Figure 4.10 HyPerModel Behavior in the t-y Plane. The behavior of a HyPerModel 
curve when the parameterized coordinate, t, is plotted versus the dependent coordinate, y. 




Recall from section 4.4.2, that the parameterization of the 
HyPerModel is defined according to Equation 4.23. 
x = t (4.23)
Figure 4.10 demonstrates that the HyPerModel does not follow the 
shape of the control polygon, but rather sometimes leads the polygon and at 
other times lags the polygon shape. Consequently, the HyPerModel appears to 
violate the Convex Hull Property, although the Variation Diminishing 
Property and transformation properties appeared to be unchanged. Figure 4.10 
raised serious questions about the behavior of the HyPerModel. 
Using the same control point locations, weights, knot vector and order, 
the HyPerModel was then plotted with the independent coordinate, x, versus 
the dependent coordinate, y to confirm the accuracy of Figure 4.10. The result 
is shown in Figure 4.11. 
 
 
Figure 4.11 HyPerModel Behavior in the x-y Plane. The behavior of a HyPerModel 
curve when the independent coordinate, x, is plotted versus the dependent coordinate, y.  
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 It was expected that Figure 4.11 would match Figure 4.10 since x = t 
under Equation 4.23. Instead, Figure 4.11 shows a HyPerModel that exhibits 
the behaviors of a NURBs curve, including following the shape of the control 
polygon and obeying the Convex Hull Property. How can Equation 4.23, and 
Figures 4.10 and 4.11 simultaneously be true? 
 If this HyPerModel is plotted as a 3D spatial curve in x-y-t space, 
Figure 4.12 results. Examining the projection of the spatial curve in Figure 
4.12 on the t-y and x-y planes, yields the startling result that these projections 
match Figures 4.10 and 4.11 respectively. Furthermore, the projection of the 
curve on the x-t plane suggests that the parameterization defined by Equation 
4.23 is not in effect linear! 
 
 
Figure 4.12 HyPerModel Behavior in the x-y-t Space. The behavior of a HyPerModel 
curve when the independent coordinate, x, is plotted versus the dependent coordinate, y, 
and parametric coordinate t.  
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 In addition, Figure 4.12 suggests that the problem with Figure 4.10 is 
not that the HyPerModel is incorrect, but that the control polygon is 
incorrectly projected upon the t-y plane. The control polygon shown in Figure 
4.10 is correct for the projection on the x-y plane, but should be projected on 
the t-y plane as shown in Figure 4.13. In the t-y plane, the knot vector and the 
control point dependent coordinates define the control polygon, rather than 
the control point independent and dependent coordinates. 
 
 
Figure 4.13 HyPerModel Control Polygon Projected on the t-y Plane. Correcting for 
the projection of the convex hull of the control polygon on the t-y plane explains the 
behavior of the HyPerModel shown in Figure 4.10. 
 
 The inescapable conclusion is that despite its appearance, Equation 
4.23 defines a nonlinear transformation that relates the shape of the 
HyPerModel to the parameterization of the curve. Figure 4.10 is the result of 
an optical illusion. As long as the data points are also transformed from 
independent coordinates to parametric coordinates or vice versa, or if the 
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control points are correctly transformed along with the HyPerModel so that 
the control polygon is defined in the same coordinate system as the 
HyPerModel, the properties of a NURBs curve are inherited by HyPerModels.  
4.6 Metamodel HyPerFit Demonstration 
 The effectiveness of the HyPerFit algorithm can be demonstrated by 
modeling various data sets. The data sets were generated from functions with 
one to three input variables, and as many as seven output responses. 
Simultaneously representing multiple responses with one metamodel is a 
demanding task for most algorithms.  Each metamodel was fit with a target 
global correlation of 99%, a maximum RMS error threshold of 5% full scale, 
and a minimum RMS error threshold of 0.5% full scale. 
 For the purposes of this demonstration, 12 deterministic functions of 
continuous input variables will be discussed. How to address functions with 
discontinuous input variables (such as those with integer variables, or with 
voids in the input space) have also been considered, and several approaches 
will be discussed in section 4.7. 
 The multiple output functions can be interpreted as including an 
additional integer output variable, with each integer value corresponding to an 
output dimension. Representing non-deterministic or discontinuous output 
variables can be done with several approaches, which we are currently 
comparing. Several example functions with discontinuous output variables are 
included in the demonstration. 
4.6.1 1D Input Functions 
The first function is a relatively simple sinusoidal function from 
Sasena [2002a]. The function, defined by Equation 4.24, includes two similar 
minima locations that should be accurately represented in the metamodel. 
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( ) 10024 10 sin( ) for 0 10xf x x e x= − − ≤ ≤  (4.24)
Recall that the input variable coordinate x is normalized so that the 
normalized parametric coordinate, x, will be x∈[0,1]. This function is 
relatively friendly for metamodeling. The function is a smooth, Cn continuous 
function that can be locally represented by quadratic functions accurately. 
Hence the resulting performance of the metamodel is not surprising. 
The resulting metamodel required 5 control points to achieve a 99.8% 
global correlation, with a maximum local RMS error of 3.26% of full scale 
(see Figure 4.14). 
   
 
Figure 4.14 Sasena Sinusoidal Function Example.  The actual function (Top) is 
accurately represented by the metamodel (Bottom), including the slight differences in the 
two minima values. Adapted from Sasena [2002a] 
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 A more challenging function is a step function (Equation 4.25), which 
is neither smooth nor C1 continuous. Again, the input variable x must be 












The resulting NURBs metamodel (Figure 4.15) contains 17 control 
points, with a global correlation is 99.99% and a maximum local RMS error 
of 3.01%. 
   
 
Figure 4.15 Step Function Example.  The actual function (top) and the metamodel 
representation (bottom). Some residual variability still exists in the metamodel. 
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 An interesting 1D test is the Local Variability function used by 
Murphy [2004] to test metamodel performance. This function is based on a 
series of blended quadratic spans fit to a sparse data set shown in Figure 4.16.  
In this case, x is already normalized and so that x = x. 
The resulting model for the Local Variability function required 19 
control points, to achieve a correlation of 99.5% with a maximum RMS error 
of 4.78% (Figure 4.16). 
   
 
Figure 4.16 Local Variability Function Example. The actual function (top) and the 
metamodel representation (bottom). The metamodel accurately represents the high 
variability for small values of x, and the low variability associated with larger values of x. 
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4.6.2 2D Input Functions 
Many test functions are available with larger numbers of input 
variables. Many higher dimensional test problems have been derived for 
testing nonlinear optimization algorithms and are also suitable tests for 
metamodel fitting algorithms. Several function collections exist for this type 
of testing, including Adorio [2005] from which several of our 2D and 3D test 
functions were obtained. 
Rosenbrocks Banana function (Equation 4.26) is used for testing 
nonlinear optimization algorithms. Note that both x0 and x1 are normalized to 
run between 0 and 1 in the metamodel. 




f x x x x x
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 (4.26)
Rosenbrocks Banana function is easily represented by quadratic 
functions. A 3 by 3 control point grid (9 control points) was required for a 
99.9% correlation with a maximum RMS error of 1.76% (see Figure 4.17).  
Equation 4.27 defines the 6-Hump Camel Back function as 
( )
6
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Note that both x0 and x1 are normalized to run between 0 and 1 in the 
metamodel. The 6-Hump Camel Back function is a more complex polynomial 
that is not easily represented with a global quadratic function, as was the case 
with Rosenbrocks Banana function. A larger control point grid, composed of 
81 control points arranged in a 9 by 9 control point grid is necessary to 
achieve convergence and is shown in Figure 4.18. The resulting metamodel of 
the 6-Hump Camel Back function achieved a global correlation of 99.8%, 
with a maximum local RMS error of 3.08%. 
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Figure 4.17 Rosenbrocks Banana Function Example. Rosenbrocks Banana is a classical 
optimization problem, characterized by a steep descent into a relatively flat and “banana-
shaped” region, as can be seen in plots of the actual function (top). Both characteristics are 
represented well in the NURBs metamodel (middle). The control point network (bottom) 




Figure 4.18 Six-Hump Camel Back Function Example. Plots of this function (top) 
include 4 distinct optimal solutions. Each of these optima is captured in the metamodel 
(middle), as well as the characteristics of the function. The control point network (bottom) 
and knot vectors are also given. 81 control points were required. 
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The Hansen function, defined in Equation 4.28, presents an excellent 
metamodel fitting challenge. Note that both x0 and x1 are normalized to run 
between 0 and 1 in the metamodel. 
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The Hansen function is highly multimodal with 96 distinct optima of 
different magnitudes located within the region of interest defined in Equation 
4.28. Plots of this highly nonlinear function and the resulting metamodel are 
shown in Figure 4.19. The NURBs metamodel global correlation is 99.6% 
with a maximum local RMS error of 4.29%. All 96 optima are represented in 
the metamodel. 
   
 
Figure 4.19 Hansen Function Example. Plots of the actual Hansen function (top) and the 
NURBS metamodel (bottom) fit to the data set are virtually identical. 961 control points 
were required. 
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4.6.3 3D Input Functions 
One challenge with higher dimensional metamodels is that their results 
become increasingly difficult to visualize. Consequently, this section will rely 
more on statistical evidence to demonstrate the effectiveness of the fitting 
algorithms than on figures of the results. Higher dimensional problems 
exacerbate the situation. However, we have successfully fit a 40D problem 
with 17 input and 23 output variables with a 90%+ correlation. 
The first 4D function, Equation 4.29, derived from Nash [1996] is 
used to test optimization algorithms. 
( ) ( ) ( )
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The metamodel fit to this test function required a 3 by 3 by 3 (27 
control points) control point network, but achieved a 99.99% global 
correlation with a maximum local RMS error of 0.022%. Notably, this 
function, like Rosenbrocks Banana, is well represented by a quadratic model. 
The second 4D function discussed here is a conglomeration of a set of 
3D functions, blended together as defined by Equations 4.30 through 4.32, 
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where f26 and f27 are defined by Equations 4.26 and 4.27 respectively. All of 
the subfunctions, f26, f27, f31, and f32 are individually normalized so that x0 and 
x1 range from 0 to 1. The coefficients on each subfunction are functions of x2, 
which ranges from 0 to 1 as well. These coefficients are based on Bezier basis 
functions.  
 Overall, the metamodel was able to achieve a correlation of 99.8%, 
with a maximum RMS error of 3.48%. Figure 4.20 demonstrates that the 
metamodel is a good representation of the underlying functions.  
The final 4D function is a classical nonlinear optimization test 
function, called the Box and Betts function (Equation 4.33). Like the function 
from Nash [1996], the Box and Betts function is well represented by a 
quadratic model, although it is definitely a non-quadratic function. 
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Figure 4.20 Blended Function Example. This example uses another set of 2D functions, 
blended together in the z-coordinate with a cooling schedule, and fit to a global correlation 
of 99.9% with a local RMS error of 3.48%. Cross sections from the actual function (Top) 
are similar to the metamodel representation (Bottom). 
  
The metamodel fit to the Box and Betts function achieved a 
correlation of 99.995%, with a maximum RMS error of 0.28%, requiring 27 
control points. 
4.6.4 Multidimensional Output Functions 
 An interesting metamodel fitting challenge is to simultaneously model 
multiple output functions. It certainly is possible to restrict a metamodel to a 
single output, and build a metamodel set, rather than a single metamodel, but 
producing a single metamodel does provide some tangible benefits. 
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 In the case of NURBs metamodels, additional outputs become 
additional coordinates for each control point. In order to fit functions to these 
additional dimensions, often more control points are required, which tends to 
further refine the models of each dimension. In general, it takes fewer control 
points to model several functions simultaneously than it does to model them 
separately since several control points can be reused. Since NURBs 
metamodel complexity is closely related to nC, there is an efficiency benefit to 
modeling multiple outputs with a single metamodel. 
 Additional output dimensions can complicate convergence criteria. As 
the dimensionality increases, it becomes easier to achieve a correlation target, 
while RMS errors can become increasingly troublesome. Furthermore, since 
RMS error has been defined in terms of full-scale percentages, which of the 
outputs should be used to determine full-scale, or should the largest full-scale 
range dominate? The current approach is to treat the RMS error as a 
multidimensional distance, in effect averaging the RMS error over all of the 
output dimensions. However, other approaches would also seem to be 
reasonable. 
 Constructing multidimensional output functions is a simple process of 
taking several single output functions and returning their outputs as a vector. 
This was done for 1D, 2D and 3D functions given in Appendix A as 
Equations A.25, A.39 and A.73 respectively. 
 The 1D multiple output function returned a vector of 7 output terms, 
including the three functions discussed in section 4.6.1. Alone, those three 
models required 42 control points, while the 1D multidimensional metamodel 
(8D total) required 54 control points to represent all 7 outputs. This 
metamodel achieved a correlation of 99.96% with an average maximum RMS 
error of 2.43%.  
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 The 2D multiple output function returned a vector of 6 output terms 
(also making this model 8D). Several of the functions used to define 2D and 
3D test functions were used to define the function. The actual models and the 
multidimensional metamodel are shown in Figure 4.21. 
 
 
Figure 4.21 2D Multioutput Function Example. The actual output functions (top) 
compare very favorably with the metamodel representations (bottom). Individual 
correlations to each output dimension ranges from 97.6% to nearly 100%, with an overall 
correlation of 99.98%. 
 
 The metamodel has an overall correlation of 99.98%, and an average 
maximum RMS error of 1.99% with 169 control points, arranged in a 13 by 
13 grid.  
 The 3D multidimensional metamodel has 2 output variables (defining 
a 5D problem). Requiring 19,683 control points, it is the largest model 
constructed for this demonstration. However, it achieved a correlation of 






Figure 4.22 3D-Input 2D-Output Function Example.  3D-input example results for 
output 1 (top) and output 2 (bottom), shown for z = 0, ¼, ½, ¾, and 1 (left to right). 
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4.6.5 HyPerFit Algorithm Performance 
The overall performance of the HyPerFit algorithm for the 12 test 
cases discussed in this section is summarized in Table 4.1. Overall, the 
NURBs metamodels achieved an average correlation of 99.85% with an RMS 
error of 2.66%.  
 
Table 4.1 Summary of the Performance of the HyPerFit Algorithm. The performance 















Sasena 99.76 3.26 6 1001 4.24 
Step 99.99 3.01 17 1001 4.25 
Local Variability 99.48 4.78 19 1001 A.22 
Banana 99.86 1.76 9 10201 4.26 
6-Hump Camel Back 99.82 3.08 81 10201 4.27 
Hansen 99.64 4.29 961 10201 4.28 
SQP 99.999 0.022 27 68921 4.29 
Blended Function 99.85 3.48 1331 68921 4.30 
Box and Betts 99.995 0.28 27 68921 4.33 
1D - 7D 99.96 2.43 54 1001 A.25 
2D - 6D 99.98 1.99 169 10201 A.39 
3D - 2D 99.88 3.51 19683 68921 A.72 
Avg. 99.85 2.66 1865.33 26707.67 
Std. Dev. 0.16 1.45 -  -  
 
  
A larger study of 75 trial functions ranging from 1D to 8D inputs, and 
from 1D to 7D outputs, with the maximum RMS convergence criterion active 
has also been completed and is summarized in Table 4.2. The 75 metamodels 
fit to the data sets achieved an average correlation of 99.04% (99% correlation 
convergence target) with an average maximum RMS error of 3.94% (1% 
minimum RMS error and 5% maximum RMS error tolerances) for a wide 





Table 4.2 HyPerFit Algorithm Performance. Performance of the HyPerFit algorithm 
based on results from a 75 function trial. 
Correlation  
(%) 
RMS Error  
(% FS) Function Dimension 







1D 99.8 0.19 2.78 1.55 33 14 
2D 99.8 0.20 2.87 1.91 15 46 
3D 99.6 0.38 3.72 2.92 15 7 
4D+2 92.0 14.29 12.36 13.86 10 8 
Avg. 99.0 3.94 18 
Std. Dev. 4.94 5.49 -  
 
4.7 Metamodels with Discontinuous Inputs 
 Not all functions are composed solely of variables with continuous 
inputs. Functions with discontinuous inputs, defining such quantities as part 
sizes are common in engineering design problems. The discontinuous nature 
of these inputs can raise problems with metamodeling applications. These 
variables may be integers or continuous variables with voids present in their 
ranges. 
 RSMs, kriging models, and RBFs are designed to deal with continuous 
variables. They have no provisions to explicitly deal with discontinuous input 
variables. MARS can incorporate binary (two value) input variables into its 
models. [Salford Systems, 2001] HyPerMaps can also construct HyPerModels 
with integer variables and offers several options for modeling continuous 
variables with voids in their ranges. 
4.7.1 Integer Input Variables 
 There are two ways to represent integer input variables with a 
HyPerModel; either as multiple outputs or by embedding the integer values 
within the structure of the control point network.  
                                                          
2 The 4D+ numbers are biased by poor performance with respect to the Gear Function from 
Section A.5.5. With this outlier included, the correlation averages 97.4% with a standard 
deviation of 4.5% and a maximum RMS error average of 8.01% with a standard deviation 
of 6.93%. 
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 Defining the integer variables as multiple outputs reduces the 
dimensionality of the HyPerModel, which also reduces the computation effort 
involved in defining the model. However, if there are already multiple 
performance indices in the problem, treating one or more integer variables as 
performance indices may dramatically increase the output dimensionality of 
the problem.  
 The alternative is to embed the integer variable into the structure of the 
control point network. This is accomplished by establishing control points at 
each integer value in the integer coordinate(s) of the problem, and by 
restricting the HyPerModel order in this direction to k = 2. A HyPerModel of 
order k = 2 in a particular direction, defines a model that will linearly 
interpolate between control points in this direction. Thus, the control point 
network defines the integer values for any integer coordinate direction(s) and 
constrains any optimum locations to coincide with integer values due to the 
linear constraint on HyPerModel in the same direction(s). 
 The six-hump camel back function defined in Equation 4.27 and 
shown in Figure 4.18 can be converted into an integer modeling problem by 
defining x1 = {-1, -½, 0, ½, 1} as an integer variable. The resulting metamodel 
is shown in Figure 4.23. The “rows” in the control point network correspond 
to integer values in the metamodel. Consequently, the metamodel is defined 
by a set of curves, rather than a continuous surface. The metamodel between 
the rows is a linear interpolation defined by a k = 2 curve, while the 





Figure 4.23 Integer Six-Hump Camel Back Function Example. Even if one of the axes 
of the six-hump camel back function is restricted to certain integer values, a HyPerModel 
can be constructed by embedding the integer behavior into the control point network. The 
actual function appears as a series of lines aligned with individual integer values (top), as 
does the resulting HyPerModel (middle). The lines are also aligned with rows in the control 
point network (bottom). 
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4.7.2 Input Variable Voids 
 Another possible input discontinuity is the case where a void exists in 
the data set. This void is defined as a region where data does not exist for 
whatever reason in the metamodel. Again, several approaches are available to 
cope with the void. 
 If the presence of the void is not known in advance, one possibility is 
to simply ignore the existence of the void in the output dimensions, except for 
a single output dimension that defines the feasibility of the location in the 
design space. Regions in the voids would be associated with infeasible 
solutions in this dimension. This relies on the simulation to be able to detect 
infeasible solutions and produce reasonable output responses. 
 Figure 4.24 shows the result of creating a void within the Sasena 
sinusoidal function defined by Equation 4.24 and shown in Figure 4.14. The 
region 4.5 < x < 6.5 constitutes a void in the design space and defines the 
corresponding feasibility dimension. Without any data provided by the void, 
the metamodel simply interpolates across the void in the design space. 
 The flaw in this approach is the reliance on the ability of the 
simulation to detect a void. If no data is needed from the region defined by the 
void to define the metamodel, the void may not be detected. Consequently, 
the metamodel may predict a feasible solution in an infeasible region of the 
design space. Furthermore, if data is obtained from experimental sources, the 
infeasible nature of that region in the design space may mean that data to 
define the metamodel in this region is simply not available. At the minimum, 




Figure 4.24 Sasena Sinusoidal Function with Void. The metamodel simply interpolates 
across the void defined in the Sasena Sinusoidal Function (top). If the simulation can detect 
that a void exists, a feasibility dimension (bottom) can also be defined. 
4.7.3 Membership Functions 
 What a feasibility dimension represents is in effect a membership 
function. A membership function is simply a function that defines which 
points in a range are members of a set and which points are not members of a 
set. In the case of the feasibility dimension in Figure 4.25, membership is 
defined as the points for which 0 < x ≤ 0.45 or 0.65 < x < 1, or the regions 
where the feasibility dimension has a value of 1.  
Membership functions also allow the user to incorporate prior 
knowledge, if available, about the presence of voids within input variable 
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ranges. Thus, the impetus for the simulation to provide all of the information 
about the presence of voids within the input variable ranges is dramatically 
decreased. 
In 1D, a membership function is modeled with one or more step 
functions, such as the step function defined by Equation 4.25 and modeled in 
Figure 4.15. Step functions can be readily extended to higher dimensions, 
such as the 2D multiple step function shown in Figure 4.25. The multiple 
steps in this example demonstrate that a membership function can 
simultaneously model membership in several sets. 
 
 
Figure 4.25 2D Multiple Step Function. A 2D step function, representing membership in 
3 sets can be accurately modeled with a HyPerModel to a correlation of 100%. 
 
Since the output of a membership function is an integer, a reasonable 
approach to modeling membership functions is to restrict the output to integer 
values. This could accomplished through the application of rounding rules to 
the continuous output of a HyPerModel, as was done to generate the 
membership model in Figure 4.25.  
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Since the cost, in terms of the number of control points, to model a 
membership function with continuous outputs can be significant, particularly 
in high dimensional input problems, applying these rounding rules within the 
fitting algorithm of the HyPerModel should reduce the cost of fitting 
membership functions. 
Both step functions demonstrated in Figures 4.15 and 4.25 are based 
on rectangular topologies that compliment the grid topology of the control 
point network. However, voids may exhibit other, much more complex 
topologies. Membership functions defined by complex topologies also can be 
represented with HyPerModels. Figures 4.26 through 4.29 show examples 
HyPerModels representing such complex topologies. 
 
 
Figure 4.26 2D Circular Step Function. Representing a circular object with a rectangular 
grid of control points is a challenging task for a HyPerModel, but is achieved in this case 









Box Function (99.9%) Sphere Function (99.4%) 
  
Cylinder Function (100%) Cone Function (97.5%) 
  
Volcano Function (97.2%) Torus Function (96.6%) 
  
Chain Function (95.1%) 
 
Figure 4.27 Examples of 3D Membership Functions. Seven examples of 3D membership 
function based on geometric objects. The correlation achieved by the HyPerModel (right 
image) to the actual function (left image) is given in parenthesis next to the name of each 
model. Plotting only the points that are members according to the membership function 
generates plots of each object. 
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Mechanical Part Object (99.9%) 
  
Stanford Bunny (89.8%) 
  
Figure 4.28 3D Membership Function Examples for Real Objects. These membership 
function are based on a solid model of a mechanical part (top) courtesy of the University of 
Texas at Austin Institute for Computational Engineering and Sciences and Computational 
Visualization Center [Zhang, 2005], and a 3D surface scan of the Stanford Bunny (bottom) 
courtesy of the Stanford 3D Scanning Repository [Stanford, 2005]. Shown are the actual 
objects (left), the actual function data sets (middle) and the HyPerModel Representation 
(right). 
   
  
Figure 4.29 Interior Detail of 3D Membership Functions. Both the Mechanical Part 
(left) and the Stanford Bunny (right) include interior details. In the case of the Stanford 
Bunny, the data set represents a shell of points surrounding a void in the interior of the 
Stanford Bunny. The HyPerModel models the interiors as well as the exteriors of these 
objects. 
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 Once generated, HyPerModels of the membership functions allow set 
operations to be performed on metamodels. In terms of feasibility constraints, 
for discontinuous input variables, the primary interest is in calculating the 
intersection of two sets. Complex voids can be calculated through this 
process, as shown in Figure 4.30. 
   
 
 
Figure 4.30 Calculating the Intersection of Two Metamodels. The intersection of 
membership metamodels can be quickly calculated to yield the subset of points that are 
feasible members of both sets, yielding highly complex objects. 
  
 Applying the feasibility calculation to the raw data of a metamodel, 
such as that in Figure 4.31, allows the metamodel to be restricted to the 
feasible regions of the problem. The example in Figure 4.31 is for the crane 
location problem used in Chapter 3, where the building at the construction site 
represents and infeasible position for the location of the crane. The building 




Figure 4.31 Infeasible Crane Locations. The building was defined as an infeasible 
position in this problem by using a membership function to define crane positions within 
the building as infeasible in both sequential sampling problems. A membership function, 
rather than the simulation defined the building location as infeasible. 
4.8 Summary 
 This chapter outlines the process by which data obtained by sampling 
techniques such as those in Chapter 3 are used to fit a NURBs hyperobject to 
a data set, resulting in a HyPerModel. NURBs are clearly a complex basis to 
use for building metamodels and the metamodeling community often has 
ignored the techniques available to fit NURBs to data sets. With several 
adaptations, geometric NURBs fitting techniques can be employed for 
metamodeling purposes while preserving the attractive properties of NURBs 
objects. Metamodeling applications even offer new approaches to solve the 
problem of automatic weight calculation in CAD/CAM/CAE NURBs 
applications. 
 With these algorithms, the ability of NURBs metamodels to accurately 
represent arbitrary topologies can be clearly demonstrated. The trial 
demonstrations described in section 4.6 clearly indicate that NURBs 
metamodels are capable of modeling functions derived from highly nonlinear 
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functions, which may include continuous and discontinuous input and output 
variables. Of the eight metamodel types compared in Chapter 2, only 
HyPerModels and MARS claim the ability to model functions with integer 
input variables. In section 4.7, HyPerModels further demonstrates the ability 
to model functions whose input variables are not represented by integer 
values, but instead are discontinuous and include voids. This ability to model 
such a diverse set of input variable types sets HyPerModels apart from other 
metamodeling approaches.  
 Given sufficient data about the nature of the design space and suitable 
algorithms to develop design space metamodels in the form of a HyPerModel, 
the designer has a new tool to address the complexities of the design space. 
The challenge may be as simple as providing a visualization of the behavior 
of the design space, or more complex, such as analyzing the design space to 
reveal undiscovered properties, or as difficult as the task of determining the 
optimum location within the design space. The subject of exploiting the 




Exploiting the Design Space1 
 
“If at first the idea is not absurd, then there is no hope for it.” 
- Albert Einstein 
 
5.1 Introduction 
Once a metamodel type has been selected, defining data collected, and 
a metamodel defined, the next step is to make use of the metamodel. For 
engineering applications, this use may take several forms. A metamodel may 
be used to visualize the relationships between design variables, cycle 
parameters and performance indices. Understanding these relationships often 
plays a major role in the engineering design process. A metamodel may also 
be a tool for engineering analysis, where trends and behaviors within a 
metamodel may be analyzed and used to make engineering decisions. Also, a 
metamodel may be used to find the “best” combination of design variables to 
meet a performance target in engineering design optimization. 
Optimization is a particularly attractive application. Despite advances 
in simulation technology, optimization algorithms, and raw computational 
power several issues that make design optimization problems challenging 
have not been resolved. In addition to the difficulty in formulating an 
objective function and defining relevant constraints for the optimization 
problem, optimization algorithms rarely offer the ability to reliably locate the 
global optimum solution in nonlinear and mixed-integer problems. These 
problems are particularly acute in engineering design where nonlinear 
relationships and integer variables (such as finite part sizes) are common. 
 
                                                          
1 Portions of this chapter are reproduced from prior works released by Los Alamos National 
Laboratory as LA-UR-04-3302 [Turner, 2004b] and LA-UR-05-7612 [Turner, 2005f]. 
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Visualization, analysis and optimization will all be considered in this 
chapter. Visualization of high dimensional metamodels has received only 
limited attention during the course of this research. However, the issues 
involved are significant and warrant attention for future work as discussed in 
Chapter 10. Metamodel visualization is discussed in section 5.2, but only so 
far as to support the visualization activities for the Chapter 8 demonstration 
application and to provide a foundation for future work. Similarly, metamodel 
analysis in section 5.3 focuses on one particular application, Condition-Based 
Maintenance (CBM), demonstrated in Chapter 9. In CBM, changes in a 
metamodel are used to determine the “health” of an electro-mechanical 
system and thus to detect the emergence of an incipient fault condition in a 
system prior to system failure. Section 5.4 describes the algorithms supporting 
NURBs HyPerModel optimization for the demonstration application in 
Chapter 7. 
5.2 HyPerModel Visualization 
 NURBs are an attractive representation for many computer graphics 
applications because NURBs are easily evaluated (often in hardware via 
graphics accelerator cards), easily meshed yielding accurate and efficient 
triangular patches for rendering, and are invariant with respect to any 
perspective transformation. [Piegl, 1997a] Consequently, NURBs are 
considered to be the de facto standard for many computer graphics 
applications. [Dimas, 1999]  
 The task of HyPerModel visualization can be thought of as a three step 
process. Initially, it is necessary to simply evaluate the HyPerModel to 
ascertain the value of the HyPerModel at various points. By evaluating the 
HyPerModel at certain parametric intervals a mesh of triangular patches (for a 
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surface representation) can be defined. Finally, each of these patches can be 
rendered to produce an on-screen representation of the HyPerModel. 
5.2.1 HyPerModel Evaluation 
 Evaluating a HyPerModel is no more difficult than evaluating any 
other NURBs object. As shown in section 4.2, and repeated here for 


























where bi is a vector defining the location of the ith of nC control points in an 
ℜN+1 space, where N is the dimension of the space in which the NURBs curve 
is defined, wi is a positive scalar defining the weight of the ith particular 
control point, and Ni,k(u) is the B-spline basis function given as a function of 
u. The parameter u, is a parameterized coordinate, defining a position along 
the curve length, equivalent to the point defined by p(u). The B-spline basis 





( ) ( )
( )
i



































where x is the knot vector, a sequence of parameter values defining the region 
of control point influence. For the ith control point, the region of influence is 
defined by the metamodel order, k.  
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Higher order objects are defined by application of a tensor product to 
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(5.4)
 Much of the computational effort involved in these evaluations is due 
to the recursive evaluations of the B-spline basis functions, defined by 
Equations 5.2 and 5.3. The B-spline basis functions act to subdivide the 
design space into local regions defined by a polynomial of order k. In each 
region, a single 1st order basis function, Ni,1(u) defined in Equation 5.3, is 
active in any one segment. Since higher order basis functions are recursively 
defined from this 1st order basis function, multiple higher order basis 
functions are active within each local region and are responsible for the local 
polynomial. When diagrammed, these basis functions can be organized into a 
basis function tree, as shown in Figure 5.1. 
   
Figure 5.1 B-spline Basis Function Tree. The 1st order basis functions (top row) 
determine which 2nd order basis functions (middle row) are active. In turn, the 2nd order 
basis functions determine which 3rd order basis functions (bottom row) are active and so on. 
So, if the N3,1(u) = 1 (active and shown in red), the basis functions N2,2(u), N3,2(u), N1,3(u), 
N2,3(u), and N3,3(u) are also active (≥ 0) simply because N3,1(u) is active. 
  
 Great computational efficiencies can be obtained by using the basis 
function tree to determine which basis functions may have nonzero values and 
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calculating only those basis functions. The remaining basis functions, shown 
in black in Figure 5.1, will all be zero for the range where N3,1(u) = 1 and need 
not be calculated explicitly. The current HyPerMaps implementation does not 
take advantage of this fact, and currently calculates all basis functions, both 
during evaluation and during the HyPerModel fitting. The implementation of 
a basis function tree algorithm is anticipated for a subsequent HyPerMaps 
software version. 
5.2.2 Meshing the HyPerModel 
 Evaluating the HyPerModel is only the first step required to generate a 
visual representation. The representation complexity becomes more difficult 
as the output dimensionality increases. Curves, surface and solid objects have 
commonly defined and supported representations. 
 Generally, curves are plotted with a linear interpolation between 
sequential points. Evaluating the curve at regular parametric intervals can 
easily generate a suitable set of sequential points. As long as the interval is 
suitably small, the resulting curve representation may be quite accurate. Sets 
of sequential points were exported to a third party software package (such as 
MathCADTM) and plotted to generate the curve representations used 
throughout this work. 
 Surface representations are similarly constructed. Instead of a linear 
interpretation between sequential pairs of points, surfaces are constructed by 
linear interpretations along small surface patches. The patches are typically 
defined by either quadrilateral or triangular boundaries. [Maekawa, 1998] A 
patch typically takes on a triangular shape because triangles can be used to 
represent arbitrary shapes. [Eck, 1995] Thus, triangular meshes are often used 
as the fundamental component of computer graphics surface representations. 
The process of generating these triangles is known as tessellation. 
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 Fundamentally, tessellation can be easily accomplished on a NURBs 
surface by evaluating a grid of points along the parametric axes of the NURBs 
surface. Subsets of four points can be used to define a quadrilateral patch, 
which can be subdivided into a pair of triangular patches. The tessellation 
process is shown in Figure 5.2. 
   
  
 
Figure 5.2 NURBs Surface Tessellation. A simple approach to the tessellation of a 
NURBs surface is to first collect a grid of points on the NURBs surface (top left) using the 
parametric coordinates t and u. Subsets of four points can be used to define quadrilateral 
patches (top right) which can then be subdivided to define triangular patches (bottom). 
  
 Once the three points defining a triangular patch have been identified, 
the surface normal must also be defined. The surface normal is defined as the 
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cross product between pairs of points defining the patch, as defined by 
Equation 5.5  
( ) ( )norm BA BC B j 1 i A j i B j 1 i C j+1 i+1( , ) ( , ) ( , ) ( , )
B A B C
B A B C
B A B C
t u t u t u t u
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+ += × = − × −
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⎪ ⎪ ⎪ ⎪= − × −⎨ ⎬ ⎨ ⎬
⎪ ⎪ ⎪ ⎪− −⎩ ⎭ ⎩ ⎭
p p p p p p p
  (5.5)
where pnorm is the surface patch normal vector, pBA and pBC are vectors 
between points B and A and B and C respectively. The points A, B and C 
correspond to the locations defined by the position vectors pA, pB, and pC as 
shown in Figure 5.3.  
 
 
Figure 5.3 The Surface Patch Norm. Three evaluated points, A, B, and C define the 
triangular patch (shown in red). Vectors defined between points A and B, and points B and 
C are used to calculate the surface patch normal vector, pnorm. 
 
 The chief technical difficulties involved in tessellating a surface are 
threefold. Some patches may be poorly conditioned due to large aspect ratios 
(quadrilateral meshes) or wide variations in internal angles (triangular 
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meshes). [Maekawa, 1998] Determining a consistent normal vector can also 
be problematic and largely is attributable to difficulties in consistently 
identifying the points A, B and C shown in Figure 5.3. Finally, the mesh 
density required to accurately render a complex surface may result in 
excessively large data files and storage requirements. [Eck, 1995]  
 Due to file size issues, researchers in both the computer graphics and 
finite elements communities have conducted considerable research on 
adaptive tessellation and mesh optimization over the last decade and a half. 
[Knupp, 1994; Eck, 1995; Hoppe, 1993; François, 2000] Adaptive mesh 
generation algorithms are available, but can also introduce additional 
technical complexities. Effective algorithms for simple surface evaluation 
(triangulation with a constant mesh density) and for adaptive mesh generation 
are available from Peterson [1994]. More complex approaches are described 
in Hoppe [1993], Knupp [1994], Eck [1996], Maekawa [1998] and Kumar 
[2001]. Barequet [1998], François [2000] and Zhang [2005] describe further 
extensions of these algorithms to address 3D solid modeling applications. 
 Fortunately, as with curves, many commercial software applications 
(such as MathCADTM) can plot a surface from a set of evaluated points. 
Surface plotting algorithms are also available in software libraries such as 
OpenGL. [Angel, 2000] Throughout this work, commercial capabilities were 
used to plot surfaces generated from point sets. 
 Plotting 3D solids is more difficult. Fundamentally, a 3D solid simply 
appears as a set of surfaces. For a geometric 3D object, it is these external 
surfaces that need to be tessellated, just as if they were only surfaces. 
However, in the case of a HyPerModel, the interior of these objects is also of 
interest, not just the visible surface. In order to view these interiors, they are 
represented as layered surfaces and each surface is “peeled off” in turn for 
viewing. The “slices” can be viewed simultaneously in multiple windows. 
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This “slicing” approach is extensible to higher dimensions. Alternative high 
dimensional approaches are discussed in section 5.2.4. 
5.2.3 Rendering the HyPerModel 
 The final step in visualizing a NURBs object is to render the 
tessellated object into a graphical computer representation. As described by 
Angel [2000], rendering involves processing geometric primitives, rasterizing 
the remaining primitives and displaying the results onscreen. Often, these 
processes are handled with dedicated graphics accelerator cards that provide 
superior performance compared to equivalent software processing. 
[Lindholm, 2001] 
 The geometric primitives, such as the linear segments or triangular 
patches must first be transformed by a series of affine transformations into 
screen coordinates. Since a HyPerModel is based on NURBs, this can be done 
to the HyPerModel control points in a single operation. The vertices of the 
line segments or triangles can then be calculated from the transformed 
HyPerModel and projected onto a 2D screen. Primitives not visible or 
partially visible are identified with clipping and hidden surface removal 
algorithms and removed or modified so that only visible objects remain. 
Finally, lighting and shading algorithms are applied to the primitives to define 
the appearance of each primitive.  
 Rasterization maps the primitives and their appearances onto the frame 
buffer. The frame buffer provides an accounting of the color of each pixel on 
the screen. Rasterization is automatically supported in OpenGL, although 
individual pixel values can also be modified directly. [Angel, 2000] The final 
step of transferring the rasterized frame buffer to the display is performed by 
the operating system and computer hardware. However, anti-aliasing 
algorithms may modify this process. 
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 Commercial software is used to handle the rendering requirements 
necessary for visualizing HyPerModels. Future versions of HyPerMaps will 
benefit from incorporated visualization capabilities. The OpenGL libraries 
will likely be used to add this functionality. 
5.2.4 Hyperdimensional Visualization 
 The task of visualizing curves, surfaces and solids is well defined and 
supporting algorithms are well understood. Visualizing higher dimensional 
objects is more problematic. Traditional geometric representations are limited 
in their abilities to represent higher order objects, since we live in a world of 
three orthogonal spatial dimensions. If orthogonal representations are to be 
maintained, some creativity is needed to represent higher order orthogonal 
properties. Other approaches seek to identify or define relationships that 
reduce the problem dimensionality. A more radical approach abandons the 
constraints of orthogonal coordinate representations in favor of parallel 
coordinate representations. Each technique offers insights to visualize high 
dimensional data sets. 
5.2.4.1 Maintaining Orthogonal Representations 
 Existing computer graphics algorithms can be used to visualize higher 
order objects by taking slices of a 3D solid to produce a set of 2D surface 
plots. The literature refers to this scheme as the grand tour approach.2 
However, the grand tour approach is not a solution to the problem of 
visualizing objects with more than about 4-input dimensions and 1-output 
dimension (5D objects). For higher dimensionalities, the number of slices in 
the resulting sets becomes prohibitive. [Arns, 1998] 
                                                          
2 The grand tour approach is used to produce plots of higher dimensional HyPerModels 
shown in previous and later chapters. 
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 However, the dimensionality of the viewing medium can be extended 
from a 2D computer screen to a virtual (3D) environment. Arns [1998] 
immersed the user in a virtual reality (VR) environment created within the C2 
facility, a 12’ by 12’ “room” defined by walls composed of rear projection 
screens at Iowa State University. Stump [2003] produced a similar effect 
using a stereoscopic headpiece worn by a user. The chief advantage of a 
virtual room is that multiple users can simultaneously share the same 
experience. While a VR approach extends the visualization medium from 2D 
to 3D, the extra dimension may not be sufficient to visualize higher 
dimensional data. 
While the medium of visualization presents a limit to how many 
orthogonal dimensions can be simultaneously viewed, orthogonal 
representations are not the only means to define additional dimensions. One 
approach to representing additional dimensions is called brushing. In brushing 
points at different depths in the added dimensions take on different colors, 
symbols, or shapes. The representation of the individual points provides 
additional information about the location of the point in the hyperspace. This 
approach is the basis for vector field plots, which provide information about 
the 2D direction and 1D magnitude (for a total of 3D) of an output for a given 
x-y (2D) input location. Arns [1998], Stump [2003], Bajaj [1998] and Tufte 
[1990; 1997; 2000] discuss other creative brushing approaches.  
5.2.4.2 Dimensional Reduction, Clustering and Clouds 
 In high dimensional spaces, it is not unusual for the space to be only 
partially filled or for large voids in the data to exist. [Arns, 1998] There may 
be underlying relationships between input dimensions, established either by 
the simulation or by the user in the form of design constraints [Koren, 2004] 
or Hyper-Space Dimensional Counting (HSDC). HSDC uses Cantor’s 
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Theorem to reduce the dimensionality of an object by transforming that object 
into a lower dimensional object. [Agrawal, 2004] The input dimensional 
relationships of user constraints become a functional representation of a new 
dimension within the existing coordinate system. For instance, a cylindrical 
coordinate system co-exists with Cartesian x-y-z coordinate system via a set 
of functional relationships. The functional representation replaces one or more 
variables with another (possibly smaller) set of variables. If the second 
representation reduces the number of variables required to define a data point 
the dimensionality of the problem can be reduced. Establishing an equality 
constraint often reduces the input dimensionality, just as establishing an 
objective function of performance indices accomplishes a dimensional 
reduction of the output variables. 
 Clustering is based on a similar idea that certain regions of the design 
space are functionally similar to each other in one or more variables. If a 
single cluster of data is considered, the similar dimensions can be eliminated 
from consideration and the remaining dimensions expanded for study. In 
effect, clustering establishes the position of a lower dimensional “slice” 
through the design space. 
 Cloud visualization [Eddy, 2002a; 2002b] is slightly different than 
clustering. The design (input) and performance spaces are viewed separately 
but simultaneously in neighboring windows. In this formulation, it is 
important to remember that while a particular combination of design inputs 
results in a particular point in the performance space, a particular point in the 
performance space does not necessarily equate to a unique point in the design 
space. This important facet is shown in Figure 5.4. 
In the cloud visualization software developed by Eddy [2002a; 2002b], 
the user can partition the spaces to select and eliminate points from 
consideration. Color-coding the design points (a brushing technique) 
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represents the feasibility of the design. If an individual point in the 
performance space is non-uniquely represented in the input space, selecting 
that point yields a new plot of the input space containing the possible design 
variable combinations that yield that performance space location. With these 
capabilities, 7D problems (3D-inputs and 4D-outputs including feasibility or 
robustness) can be represented on the computer screen. 
 
 
Figure 5.4 Relationships Between Input and Performance Space Points. While a point 
in the input space equates to a particular point in the performance space, a point in the 
performance space may equate to multiple points in the input space. The arrows between 
points indicate their association. Some performance space locations are uniquely defined 
by a single input space location, while multiple input space locations define a common 
performance space location. Adapted from Eddy [2002b]. 
5.2.4.3 Abandoning Orthogonality for Parallelism 
 All of the previous techniques attempt to retain the orthogonality of 
the dimensions in the data. However, orthogonal axes are not the only means 
to represent high dimensional spaces. Parallel coordinate systems [Inselberg, 
2002] also can be used to represent high dimensional spaces. 
 Parallel coordinate representations exhibit a duality with orthogonal 
representations. For instance, a line in parallel space represents a point in 
orthogonal space. Figure 5.5 shows an example of this relationship for the 
vertices of a unit cube. 
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 Similarly, a line is represented by a set of points in both orthogonal 
and parallel coordinate systems. However, in parallel coordinates, these points 
(represented as lines) define an area. A unique nexus located between 
coordinate system axes is characteristic of a line plotted in parallel 
coordinates. The location of the nexus point is related to the slope of the line 
with respect to the coordinate axes. If a line is parallel to a coordinate axis, the 
nexus point is located at infinity. An N-dimensional line will have N-1 nexus 
points. Figure 5.6 uses the edges of a unit cube to demonstrate how lines are 






Figure 5.5 Point Representations in Parallel Coordinates. Points (shown in red) in an 
orthogonal coordinate system become lines (also in red) in parallel coordinates. A line in 









Figure 5.6 Line Representations in Parallel Coordinates. A line in orthogonal 
coordinates (shown in red) is a set of points in parallel coordinates. This set of coordinates 
defines an area in parallel coordinates (also in red), defined by nexus points. Any point 
whose defining line lies within the filled area lies on the defined edge of the cube. 
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Similarly, a plane in orthogonal coordinates is defined by a set of 
lines, just as a line is defined by a set of points. In parallel coordinates, a filled 
region containing all the lines that lie within the plane represents a plane. In 
Figure 5.7, the six faces of the unit cube are used to demonstrate planes in 
parallel coordinates. Each plane exhibits a single unique nexus point. An N-
dimensional plane will have N-2 nexus points. 
Similarly, parallel coordinates can also represent a solid object such as 
a cube. Figure 5.8 shows a parallel coordinate plot of a unit cube. Note that an 
N-dimensional solid will have N-3 nexus points. Since N = 3, no nexus points 





Figure 5.7 Plane Representations in Parallel Coordinates. The area swept by a set of 
these lines becomes a representation of the faces of the cube. Any point whose defining 




Figure 5.8 Solid Representations in Parallel Coordinates. The sum of the faces, defines 
a region in parallel coordinates that contains all points in the volume of the cube. Any point 
whose defining line lies within the filled region lies within the volume of the cube. 
 
 As the dimensionality of a problem increases, the number of parallel 
axes to be plotted also increases, but the same fundamental rules apply. Figure 
5.9 shows the result of plotting a 9D hypercube in parallel coordinates, 
compared with the projection of a 9D hypercube in an orthogonal coordinate 
system. A projection of the 9D hypercube is all that can be visualized at one 
time with traditional approaches. 
 
 
Figure 5.9 9D Hypercube Representations. The vertices of a 9D hypercube can be 
readily represented in a parallel coordinate plot while only their projection can be shown in 
orthogonal coordinates using traditional techniques. 
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 Software capable of generating parallel coordinate graphs is 
commercially available. Inselberg has developed Parallax [KDnuggets, 2005] 
and suitable MatLABTM routines are being developed at Cornell University 
[Cornell, 2005]. Other sources of parallel coordinate graphing software are 
described in Stump [2003].  
 While parallel coordinate representations are potentially powerful, 
they are not without their own problems. Computer assistance in isolating 
individual points from the network of plotted points is necessary to interpolate 
the results of most plots. In addition, traditional physical intuition must be 
relearned to correctly interpret parallel coordinate plots. 
5.2.5 Example: Pareto Space Visualization 
 One interesting application for HyPerModel visualization relates to 
Pareto optimal problems. Pareto optimal problems are a type of multiobjective 
optimization problem. Multiobjective optimization problems are 
simultaneously concerned with the multiple performance indices. These 
performance indices are often plotted versus each other in the performance 
space. The input space, defined by the problem design variables, can be 
mapped into the performance space, as was shown in Figure 5.4. In the 
performance space, a set of points can be defined that represent the best 
obtainable solutions for a set of performance indices. [Paplambros, 2000] 
For instance, a bicycle might be evaluated on the basis of its weight 
and cost, resulting in the performance space shown in Figure 5.10.  Different 
customers will prioritize the metrics of cost and weight differently. A 
professional cyclist might be willing to pay thousands of dollars for a bicycle 
that weighs even half a pound less than a cheaper competitor while a college 
student would be willing to buy a much heavier bicycle to save a few dollars. 
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However, even the professional bicyclist would buy a bicycle of equal weight, 
but half the cost of a competing model, while a college student would buy a 
bicycle of equal cost but half the weight of a competitor. The bicycles bought 
by each customer represent very different designs but both are members of the 
Pareto Set (also called the Pareto Boundary or Pareto Frontier). 
 
 
Figure 5.10 The Pareto Set. The Pareto Set is the subset of feasible solutions, for which 
an improvement in one performance index results in a deterioration of other performance 
indices. 
  
Formally stated, a vector, x*, defines a member of the Pareto Set, if 
and only if there is no feasible vector, x, such that  
( ) ( )*i iP P i≥ ∀x x   and, (5.6)
( ) ( )*j jP P>x x  for at least 1 value of j (5.7)
where Pi(x) defines the ith performance index at the location defined by x. 
[Pareto, 1906] 
 With respect to the Pareto Set, two points of interest can be defined. 
The ideal point is obtained from determining the global minimum of each 
performance index independently. The ideal point can serve as a point of 
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reference with which to search for the Pareto Set. The nadir point corresponds 
to the worst values of each performance index found while determining the 
minimums of the other performance indices. The nadir point is often used in 
interactive Pareto Optimization methods to restrict the search space. [Collette, 
2003] These points are shown graphically in Figure 5.11. 
 
 
Figure 5.11 Ideal and Nadir Points. The ideal and nadir points bound the Pareto Set. 
These points define the opposing corners of a hypercube enclosing the Pareto Set. Adapted 
from Collette [2003]. 
5.2.5.1 Pareto Space Optimization Challenges 
 Pareto optimization problems present three essential problems to an 
engineering designer. [Eddy, 2002b] First, how does a designer determine if a 
particular design is a member of the Pareto Set of optimal solutions? 
Fundamentally, this question is about understanding the topology of the 
feasible set in the performance space and identifying the Pareto Set. Second, 
how does the designer select a particular Pareto optimal solution as the “best” 
Pareto solution? This question is about how to relate the preferences of a 
particular customer to the performance indices defining the Pareto space. 
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Third, given a selected Pareto optimal solution, what combination of design 
variables will best produce this product? This final question is an inverse 
metamodeling problem where the performance indices have become inputs 
and the design variables have become outputs. 
 Many authors have studied the problem of identifying the Pareto Set 
from the set of feasible solutions in the performance space. One approach 
might be to use a series of criteria weights to survey the Pareto Set through 
recursive operations. [Messac, 2000] However, for nonconvex feasible sets, 
this approach is not guaranteed to find the entirety of the Pareto Set. [Das, 
1997; 1998] Consequently, Das proposed a goal programming approach that 
can determine the Pareto Set even for nonconvex feasible sets. Alternatively, 
Eddy [2001] proposed using genetic algorithms for this task and Wilson 
[2000; 2001] used RSMs and kriging metamodels to populate the Pareto Set 
without optimization. Subsequently, Wang [2004a] also proposed a 
metamodel based technique using RSMs and RBFs and Messac [2004] 
developed a metamodel technique using E-RBFs. Instead of point 
representations, Li [1998; 2003] developed a technique to approximate the 
Pareto Set with hyper-ellipse functions to provide a closed form functional 
Pareto Set representation. Notably, all of these techniques seem to consider 
only continuous performance indices. 
 Once a Pareto Set has been generated (defining a curve for 2 Pi’s, a 
surface for 3 Pi’s, etc.) the challenges in solving a Pareto optimization 
problem continue. The next desirable step is to determine which Pareto Set 
point is the “best” point. This is generally a nontrivial problem and is often 
dependent upon the designer as much as the customer. [Athan, 1996; Messac, 
2001; Eddy, 2002b; Collette, 2003] The issue is ultimately one of determining 
appropriate weights on each performance index so that the “best” solution 
can be determined. To determine appropriate weight values, Messac [2001] 
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uses physical programming techniques; Kasprzak [2001] applies the 
collinearity theorem and scaling; See [2002] suggests the use of hypothetical 
equivalents and decision theory; Chen [1998] applies utility functions and 
compromise programming. In addition to these analytical approaches, 
multiobjective visualization techniques are also used to allow the designer to 
participate directly in the optimization. [Eddy, 2002a; 2002b; Agrawal, 2004] 
 The final major issue for Pareto optimization is that the “best” Pareto 
point may map to multiple points in the input space of design variables. 
[Kasprzak, 2001; Eddy 2002a; 2002b] Ironically, the first challenge is in 
mapping the design variables to the performance space and determining the 
Pareto Set within the performance space. The final challenge is the inverse 
problem, where the Pareto Set must be mapped back into the input space 
defined by the design variables. 
 HyPerModel visualization has a role to play in the task of mapping the 
input space to the performance space. Both spaces are subspaces of the design 
space defined in Chapter 1. Surrogate metamodels, defined from limited 
original data sets, are particularly attractive as data sources for this mapping 
task. While the resulting mapping is only as accurate as the underlying 
metamodel [Wang, 2004a], accomplishing this transformation is a necessary 
first step in solving Pareto optimization problems. The capability of 
HyPerModels to perform this task for sparse original data sets will be 
demonstrated in the next section. 
5.2.5.2 HyPerModel Pareto Space Generation 
 HyPerModels, unlike other metamodel types, simultaneously 
represents the outputs of multidimensional output functions. Each output 
dimension is stored as an individual dimension in the control point output 
coordinates. Using adaptive sequential sampling techniques, such as 
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HyPerSample (discussed in Chapter 3), multidimensional output functions can 
be easily modeled with HyPerModels. Equation 5.8 defines a 2D-input 6D 
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where x0 and x1 represent the normalized design (input) variables of the design 
space, Pi1 through Pi6 represent the performance (output) indices of the design 
space defined by Equations 5.9 through 5.14, respectively, as 
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Each performance index can be individually plotted as a 2D-input 1D-output 
surface plot, as shown in Figure 5.12. 
 The HyPerModel representing this design space was generated using 
HyPerSample, as demonstrated in Chapter 3. The target correlation for the 
model is 99%, with a maximum RMS error of 1-5% of full scale. A total of 
288 points were collected, resulting in a model with 98.9% correlation and 
with a maximum RMS error of 9.54% of full scale. The design variable 
locations of the 288 data points are shown in Figure 5.13. Only 63% of the 
data (182 points) is directly used to define the HyPerModel control point 
locations while the remainder (106 points) is used to validate the metamodel. 
 The collected data set may seem large, but a closer analysis suggests 
that the Pareto space is in fact quite sparsely sampled. Figure 5.14 shows the 
plots of the individual performance indices with only the sampled data points 
shown. Even in this view, while the general behavior of the performance 
indices can be determined, the details such as the locations of minimums and 
maximums (often not corresponding with sampled data points) are much more 
difficult to determine. 





Figure 5.12 Individual Pareto Space Components. Since the Pareto space is the 
subspaces of the design space defined only by performance indices, each performance 
index contributes to Pareto space. The example used in this section uses a set of 




Figure 5.13 Design Space Data Collected. The data collected during sequential sampling 
formed a grid of data points. While the data density is quite high in the upper right hand 
corner, in the lower right hand corner the available data is much sparser. All performance 
indices were sampled at all of the data point locations. 
 
The Pareto space itself is a 6D space, which as discussed previously 
presents unique challenges for rendering in orthogonal coordinate systems. 
The parallel coordinate plot of this space is shown in Figure 5.15. However, 
also of interest are the lower dimensional Pareto subspaces. 
Within the 6D Pareto space, 15 2D Pareto subspaces, 20 3D Pareto 
subspaces, 12 4D Pareto subspaces, and 3 5D Pareto subspaces can be 
uniquely defined as combinations of the 6 performance indices. The 2D and 
3D subspaces can be readily plotted using conventional 2D and 3D orthogonal 
plotting techniques and demonstrate the ability of HyPerModels to render the 





Figure 5.14 Individual Pareto Space Data Sets. The density of the data sets collected 
during sequential sampling begins to become apparent when the collected data plots shown 





Figure 5.15 Parallel Coordinate Pareto Space Plot. The 6D Pareto space resulting from 
Equation 5.8 is difficult to render in its entirety. The data set used to define the 
HyPerModel (top) provides only a limited representation of the Pareto Space, while the 
HyPerModel version (bottom) is able to “fill-in the blanks.” Note the differences in 
detected performance index ranges. 
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 With 288 data points, the 2D Pareto subspaces are fairly well defined. 
Many of the major features can be clearly rendered. What are missing are the 
details, primarily because the existing set of data points provides insufficient 
information. This is where a metamodel can be of use. By using the 
metamodel to estimate the values of the Pareto space “between” data points a 
much denser mapping of the Pareto space can be obtained, increasing the 
definition of the resulting Pareto space. Clearly, the use of a HyPerModel to 
define a high definition approximation of the Pareto subspace results in a 
much richer rendition of the extent and topology of the Pareto subspace. 
Figure 5.16 demonstrates this capability for three different Pareto subspaces. 
 Each of the three subspaces shown in Figure 5.16 demonstrates the 
additional insights that come from the high resolution HyPerModel evaluation 
of the Pareto subspace. The Pi1/-5 subspace, Figure 5.17, comparing the Pi1 
versus the negative of the Pi5 performance indices shows one such feature in 
detail. The initial data sample results in three data points in the “tail” feature 
of the Pareto space. This “tail” feature does not become clear until the higher 
resolution data sample obtained from the HyPerModel is used to map the 
design space. 
 Figure 5.18, detailing a region of the Pi1/4 subspace, includes a set of 
data points that seem to clearly define the edge of a “feature” in the Pareto 
subspace. Several other rows of points below this edge may also be a part of 
this feature in the Pareto subspace or features on their own right. However, 
the HyPerModel Pareto subspace representation clearly indicates that there 
are several “features” present. 
In Figure 5.19, the Pi-4/-2 subspace, exhibits several interesting regions 
whose behaviors become clear only through the high resolution mapping 
made possible through use of a metamodel. The initial sampling revealed a 
region that appears to define a nonconvex intrusion into the Pareto subspace 
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shape as well as a poorly defined “finger” extending from the Pareto 
subspace. The HyPerModel representation of the Pareto subspace clearly 
indicates that the intrusion does not exist and provides a clear definition for 
the extent of the “finger.” 
   




Figure 5.16 2D Pareto Subspace Examples. The low resolution data sets (left) comprised 
of 288 points provide a basic map of the Pareto subspace. However, the high resolution 
Pareto subspaces (right) generated from a HyPerModel provides a much better 




Figure 5.17 Details of the Pi1/-5 Pareto Subspace. The Pi1/-5 Pareto subspace compares the 
Pi1 performance index versus the -Pi5 performance index. The HyPerModel representation 
(right) clearly indicates that the three points sampled (left) are all members of this subspace 
feature. 
   
 
Figure 5.18 Details of the Pi1/4 Pareto Subspace. The Pi1/4 Pareto subspace compares the 
Pi1 performance index versus the Pi4 performance index. In the sampled point 
representation (left), it is not clear whether the rows of points shown represent one, two or 
three Pareto subspace “features.” The HyPerModel representation (right) clearly indicates 




Figure 5.19 Details of the Pi-4/-2 Pareto Subspace. The Pi-4/-2 Pareto subspace compares the 
-Pi4 performance index versus the -Pi2 performance index. In the sampled point 
representation (left), an intrusion is suggested (top) and the lower “finger” (bottom) is not 
clearly defined. The HyPerModel representation (right) clearly indicates that the intrusion 
does not actually exist and provides a clear definition of the lower “finger.”  
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 In higher dimensional Pareto subspaces, the representations provided 
by the original data set of 288 points become ever more sparse. Figure 5.20 
shows the Pi1/2/3 subspace (comparing performance indices 1 versus 2 versus 
3) and the Pi4/5/6 subspace (comparing performance indices 4 versus 5 versus 
6). In each case, the original data set provides only a very limited 
representation of the Pareto subspace. The higher resolution representations 
generated from a HyPerModel provide much more detailed representations of 
the Pareto subspace topologies, and clearly include features not apparent from 




Figure 5.20 3D Pareto Subspace Examples. Two 3D Pareto subspaces, the Pi1/2/3 (top 
row) and the Pi4/5/6 (bottom row) demonstrate the differences between the renderings with 




 Visualizations, such as those of the Pareto subspaces, represent the 
first step necessary to exploit the Pareto subspace. With the high resolution 
data sets, it becomes possible to search for the points defining the Pareto Set. 
One possible approach would be to use approaches developed in computer 
graphics for fitting a surface to an unordered point cloud and then using 
appropriate view transformations and hidden surface removal algorithms to 
determine the Pareto Set.  It is also feasible to apply adaptive sampling 
techniques (such as those of Wilson [2000], Eddy [2001], Wang [2004a] and 
Messac [2004]) to the HyPerModels to determine the Pareto Set directly. 
Further work would be necessary to extend this work to the task of optimizing 
the Pareto Set and solving the inverse problem of projecting the Pareto Set 
back into the design space. 
5.3 HyPerModel Analysis 
 Many analysis applications have a great deal in common with 
visualization applications. Like visualization, many analysis tasks will require 
many HyPerModel evaluations. Analysis may include a wide range of 
applications where data is generated from the HyPerModel and used to 
determine other results. For instance, analysis may consist of studying the 
derivative properties of the HyPerModel (sensitivity analysis) or analyzing the 
objective functions defined from multiple performance indices or studying the 
changes in HyPerModels collected over time (Condition-Based Maintenance). 
Each of these analysis activities is discussed in further detail. 
5.3.1 HyPerModel Derivative Analysis 
 Calculating the derivatives of a metamodel plays an important role in 
determining the sensitivity of a particular point in the design space to small 
changes in design variable values. Simply put, large local derivatives indicate 
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that the performance of a design is sensitive to the exact value of the design 
variables. In robust design, this fact may play a significant role in determining 
which of several similar design options should be produced. Figure 5.21 
shows two similar optimal designs with very different local slope 
characteristics. 
   
 
Design A Design B 
Figure 5.21 Comparison of the Robustness of Design Options. Two similar local 
minimums, design A and design B, show very different properties related to the slopes in 
the region of the optimum. While design B has a performance index value less than that of 
design A, a change in design variable value (∆Dv) results in a much larger change in 
performance (∆Pi) in design B than in design A. Which design is really “best?” 
  
 In Figure 5.21, design B (associated with local minimum B) is far 
more sensitive to changes in the design variable values than design A 
(associated with local minimum A). Design A represents a more robust 
design, even though design B offers a smaller local minimum. Sensitivity 
analysis can reveal these properties by examining the derivative properties of 
the design space model. 
 While finite differencing techniques can be used to calculate the 
derivatives of a metamodel numerically, NURBs based objects also have 
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closed form analytical derivatives. Equation 5.15 defines the derivative of a 
NURBs curve. Higher order and multivariate derivatives can also be derived. 
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where bi is a vector defining the location of the ith of nC control points in an 
ℜn+1 space, wi is a positive scalar defining the weight of the ith particular 
control point, and Ni,k(u) is the B-spline basis function given as a function of 
u. The parameter u, is a parameterized coordinate, defining a position along 
the curve length, equivalent to the point defined by p(u) and p′(u) is the 
corresponding slope at that point. The B-spline basis function is recursively 
defined by Equations 4.2 and 4.3. N′i,k(u) is the derivative of the B-spline 
basis function, defined by Equations  5.16 and 5.17. 
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 Finite difference approximations of the derivatives of the metamodel 
are acceptable for many purposes and require fewer evaluations of the B-
spline basis functions to calculate than the analytical derivative forms. Finite 
difference calculations were used to calculate the slope magnitude criterion 
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(derived from the first derivatives of the HyPerModel) used for adaptive 
sequential sampling in Chapter 3.3 
5.3.2 Combining Performance Indices 
 An important property of NURBs is that they are invariant with 
respect to any affine or projective transformation that might be applied to the 
control point locations. In other words, the projective transformation of the 
NURBs curve is defined by applying the same projective transformation to 
the defining control points. [Rogers, 1990] This property plays an important 
role in visualizing NURBs objects and is a major reason for the success of 
NURBs in computer graphics applications.  
In terms of analysis, this property also allows the designer some 
freedom in manipulating the performance indices of a HyPerModel to define 
objective functions of analytical interest to the designer. The advantage is that 
a change in design objectives does not require the derivation of a new 
metamodel. For instance, to define an objective function as a weighted linear 
combination of performance indices, all that is necessary to calculate the new 
objective function from the HyPerModel is to apply the objective function to 
the control points. This property is used extensively to define objective 
functions in HyPerModel optimization applications. 
For instance, consider a 1D-input, 7D-output problem defined by 
Equations 5.18 through 5.25. This function is used to define a linear 
combination of performance indices for an objective function as defined by 
Equation 5.26. In this case, the relative weights of each performance index are 
all one, although any value could be applied to generate an equivalent result. 
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( )22 linear interpolation of data setf x = (see Appendix A for details) (5.22)










( )24 linear interpolation of data setf x = (see Appendix A for details) (5.24)
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Figure 5.22 shows that the analytical equivalent of the objective 
function defined by Equation 5.26 is virtually identical to the metamodel 
representation obtained by applying Equation 5.26 to the control point 
coordinates. The differences in the representations are due to the small errors 
in the representations of the original performance indices. 
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Figure 5.22 Objective Function Generation From Control Points. Performance indices 
can be combined into different objective functions by applying the objective function to the 
defining control points of the HyPerModel. While not exact due to errors in the 
approximations of the individual performance indices, the HyPerModel (right) is a good 
approximation of the actual objective function (left) with a global correlation of 99.88% and 
a maximum local RMS error of 3.98%. 
  
 The primary advantage in this capability is that a HyPerModel of 
performance indices need not be regenerated due to a change in performance 
index priorities. [Turner, 2000] In fact, since the individual performance 
indices are represented with individual coordinates in each control point, 
additional performance indices can be calculated by appending new 
performance index coordinates to the existing performance indices of each 
control point. Thus, once generated, the HyPerModel becomes a continually 
useful performance map of the design space. 
5.3.3 Condition-Based Maintenance 
 A particularly interesting metamodel analysis application is in the area 
of Condition-Based Maintenance (CBM). CBM is of particular interest where 
systems must be operated in environments that are not tolerant of unexpected 
system failures. Environmental, economic and safety concerns may all play a 
role in determining the tolerance of an environment to operational failures. 
 System failures typically occur in one of two ways. Incipient failures 
evolve gradually over time. Depending upon the rate of failure, the system 
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may enter a fault status, where the evolving failure degrades the performance 
of the system but the system is still able to perform its function. At some 
point, incipient failures (if not addressed with maintenance) evolve to a point 
where the system performance degrades to a level where the system function 
cannot be preserved, resulting in system failure. 
However, not all failures evolve gradually. Some occur with little or 
no warning and are termed catastrophic failures and immediately result in a 
loss of system function. The natural end state of an incipient failure is a 
catastrophic failure. Catastrophic failures that occur soon after system 
operation commences are termed infant mortality failures. Infant mortality 
failures are a special class of catastrophic failures that typically occur due to 
design or manufacturing defects or errors rather than as a consequence of 
normal system operation. 
A light bulb is an excellent example of a system that experiences 
catastrophic failures. In rare instances, a new light bulb will fail almost 
immediately after being turned on for the first time. The infant mortality 
failures are very rare in most mass produced products but occasionally occur. 
If a light bulb survives its first hour of operation, it is very likely to function 
well until it approaches its life expectancy. Often, the light bulb will 
catastrophically fail within a few percent of that life expectancy. However, on 
some occasions, the light bulb will begin to flicker before failing completely. 
This performance degradation is the result of an emerging incipient failure in 
the light bulb and catastrophic failure is rarely far behind. Figure 5.23 




Figure 5.23 Failure Behaviors. System failures may occur catastrophically without 
warning, or as the result of performance degradation. Infant mortality failures are generally 
addressed through quality control procedures while catastrophic failures are prevented 
through regularly scheduled maintenance. Incipient failures require a dynamic maintenance 
strategy that can balance the costs of maintenance with the costs of system performance 
degradation. 
  
 Condition-based maintenance is a dynamic approach to maintenance 
based on the need of the system rather than maintenance based on a fixed 
schedule.  The idea is to determine in advance if, why and when a system will 
need maintenance. Maintenance can then be scheduled, reducing unplanned 
system downtime due to system failures and improving the efficiency of 
system utilization by eliminated unnecessary maintenance activities. 
 CBM is based on three phases, as shown in Figure 5.24. Phase 1 is 
Fault Detection, where the goal is simply to determine if a fault condition is 




Figure 5.24 Condition-Based Maintenance. Condition-Based Maintenance, CBM, is a 
three phase process whereby the presence of a fault is first detected, the cause and 
magnitude identified, and a strategy adopted to deal with the fault. 
 
 Phase 2 begins after an incipient failure has been detected, and is 
known as Fault Identification. Based on data collected about the incipient 
failure, the cause and severity of the failure is identified. Central to this phase 
is not only a determination of the failure mechanism but also an understanding 
of its impact upon the system. [Saranga, 2001] In other words, due to the 
current fault and operating condition, how long can the system continue to 
function at its current level? 
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 Phase 3 is the final phase in CBM. In this phase, Fault Reconciliation, 
the system must make a decision about how to react to the presence of a 
failure. Can operation continue? Should operations be modified to slow the 
development of the incipient failure? What is the Mean-Time-to-Failure 
(MTF) for the system? When can maintenance to correct the fault be 
scheduled? In this phase, the concepts of CBM and Fault Tolerance take on a 
synergistic role in continued system operation. Complex mathematical models 
relating system availability and maintenance cost are often employed to make 
the best economic decision. [Scarf, 1997; Barbera, 1999; Hosseini, 2000] 
 Techniques exist to address each of these three phases of CBM. 
[Caccavale, 2003] However, fault detection in Phase 1 is crucial. If an 
incipient failure cannot be detected accurately early in its development, 
subsequent phases will produce results of limited use. Either incorrect faults 
are identified, yielding erroneous fault reconciliation decisions, or the faults 
are not identified early enough in their progression so that the system can 
continue in useful operation (even if at reduced capacity) until maintenance 
can be performed. 
5.3.3.1 Prior Condition-Based Maintenance Research 
 Previous CBM approaches to fault detection can be classified into 
either model-free or model-based techniques. Model-free techniques typically 
utilize some form of limit checking, trend checking, or signal analysis and 
prediction in order to detect faults. [Isermann, 1984] Limit checking compares 
sensor values to predefined threshold ranges.  A fault is detected if the sensor 
registers a value outside of the threshold range. This method depends upon the 
quality of the threshold values and can lead to system damage if the threshold 
is defined too loosely, or to erroneous fault detections if the limits are defined 
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to stringently. [Arvallo, 2000] Commercial CBM systems often use several 
approaches in conjunction to monitor system health. [Travé-Massuyès, 1997] 
 Trend checking functions very similarly to limit checking, but is 
primarily concerned with the trend (slope) of a series of sensor values. Again, 
these values are compared to a threshold, and fault detection is predicated 
upon exceeding these threshold values. Trend checking suffers from the same 
difficulties as limit checking, and is susceptible to erroneous fault detections 
due to off-normal operating conditions such as startup and shutdown, when 
parameters may rapidly change. [Arvallo, 2000] Unfortunately, automation 
systems typically function in this dynamic regime. 
 Signal analysis and prediction methods use a model derived from 
current sensor data to estimate if the system performance will degrade during 
a predefined time window over which the model is considered to be an 
accurate system representation. Many approaches also use a variety of 
additional data sources such as acoustic signature and vibration monitoring, as 
well as temperature measurements of specific components (such as bearings) 
that may experience failure modes readily associated with thermal symptoms. 
Many researchers have utilized this approach, including Benveniste [1987], 
Basseville [1985; 1986; 1988], Fassois [1989], Bannister [1971], Berry 
[1991], Hong [1994], SKF [1996], Springer [1988], and Whittington [1993]. 
 The unique feature of model-based approaches is that they compare a 
theoretical system model with a model derived from sensor data. The residual 
between the two models provides information that can be used to determine 
the presence, magnitude, and cause of a fault condition. Arvallo [2000] and 
Hvass [2004] successfully used a model-based Kalman Filter approach to 
detect failure modes in an electromagnetic robotic actuator system. Alessandri 
[1999] demonstrated a similar approach for electric actuators in underwater 
autonomous vehicles. However, the cost of developing an initial model of a 
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complex system is a considerable disadvantage of model-based techniques, 
particularly for systems that are already in operation. In these cases, sufficient 
system information to generate an accurate model may not be available. 
Furthermore, the system model computational complexity may preclude real-
time comparisons of model predictions with sensor data. [Arvallo, 2000] 
 One of the challenges that prior CBM approaches face is that a 
feedback control system will modify the system inputs in order to drive the 
system output towards a specific output. [Nise, 2000] Consequently, the 
control system may mask the initial stages of the incipient failure by treating 
it as an error in the system model. By using this concept, where a failure mode 
is a change in the system model, it may be feasible to develop a CBM 
approach that detects changes in an experimentally derived system model or 
metamodel, rather than in the residuals between predicted and actual inputs 
and outputs.  
5.3.3.2 Condition-Based Maintenance With Metamodels 
 Using metamodels to provide the system model appears to be a 
relatively new idea. The earliest known reference to the concept can be found 
in Turner [2001], based on an internal Los Alamos National Laboratory 
directed research proposal made earlier in 2001. Turner proposed using a 
metamodel for this purpose but was forced to rely on simulation data to 
demonstrate the validity of the proposal.  
 Cundy [2002; 2003] presented the first known application of a 
response surface model to detect developing failures in dynamic structures 
such as beams and columns. Cundy applied a screening procedure to select an 
appropriate RSM order from the data and notes that RSMs were robust and 
able to accurately model a system with very little data. Based on these results, 
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Cundy asserts that a metamodel approach might be coupled with a decision-
making apparatus to determine system maintenance needs. 
 Cundy’s work represents a significant step in the application of 
metamodels to CBM applications, demonstrating for the first time that a 
metamodel could be successfully constructed from observed system behaviors 
and used to predict unknown system parameters (such as the spring and 
damping constants). Cundy used these parameter predictions to detect system 
changes by detecting system parameter changes. However, Cundy’s work 
stops short in its limited focus on structural systems (such as beams and 
columns), ignoring the possibilities for dynamic systems (motors, 
mechatronics, etc.). Like the Kalman filter approaches of Alessandri [1999], 
Arvallo [2000], Caccavale [2003] and Hvass [2004], Cundy’s approach also 
focuses on model parameter values that must be identified a priori. If an RSM 
can be used to provide an adequate approximation of an operating system for 
CBM applications, it would seem that a HyPerModel, which will locally 
mimic an RSM, could do the same. 
5.3.3.3 HyPerCBM: HyPerModels for CBM Applications 
  Fundamentally, a metamodel is a black box system model that uses 
the system inputs to approximate the system outputs. The functional form of 
the metamodel is an approximation of the functional form within the black 
box. The black box may represent different things depending upon how the 
problem is formulated. Until this point, the focus of discussion has been on 
the design space, defined by the design variables and cycle parameters as 
system inputs and the performance indices as system outputs. For an existing 
system, similar relationships can be formulated between the system 
operational inputs and outputs. These inputs and outputs may represent a 
subspace of the design space, defined by the appropriate subset of design 
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variables, cycle parameters and performance indices that correlate to the 
system operational inputs and outputs. Figure 5.25 conceptually shows the 
similarity between these formulations. For clarity, when referring to the 
subspace of system operational inputs and outputs, the term operational space 
will be used in lieu of the term design space. 
 
 
Figure 5.25 The Black Box Design Space and Operational Space. Both the design space 
(top) and its subspace, the operational space (bottom), can be defined as black box 
functions relating appropriate inputs and outputs. The black box itself becomes a 
representation of the system. 
  
 The operational space is a representation of an existing system. While 
several different system designs may produce very similar operational space 
models, the only way that the operational space of a given system changes is 
if the system itself changes, resulting in a new functional relationship 
representing the system. In terms of CBM, the source of a change in the 
system is the emergence of a fault. 
 Unlike Cundy [2002; 2003], the operational space is not defined in 
terms of specific physical parameters (such as inertial, spring or damping 
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constants) although this information is certainly embedded within the 
structure of the operational space. However, if two operational spaces can be 
compared and distinguished directly, these parameters need not be extracted, 
and the effort required in formulating these parameters explicitly can be 
avoided.  
 The goals of CBM analysis in this research are: 
1) Demonstrate that an accurate HyPerModel can be 
generated from experimental data of a system in real-time;  
2) Demonstrate that the HyPerModel from a system operating 
in the presence of a fault can be distinguished from the 
HyPerModel of a healthy system in real-time. 
 These two goals are essential to phase 1 of CBM, fault identification. 
Determining the characteristic signatures of different failure modes, estimates 
of the MTF or incorporating decision-making to reconcile the presence of a 
fault in a system are beyond the immediate scope of this research. 
5.3.3.3.1 Comparing HyPerModels 
Unlike other metamodel types, HyPerModels are readily characterized 
by their defining elements (i.e. the order, knot vector, and control points 
including both the control point locations and weights). In order to compare 
two metamodels representing the same system, a common HyPerModel order 
and knot vector are used for both HyPerModels. To establish a common knot 
vector between HyPerModels, the control point network used for each 
metamodel must share a common set of parametric control point coordinates 
and a common model order (enforced with an equality relationship). Thus, the 
only remaining degrees of freedom in comparing two HyPerModels are the 
independent coordinates and weights of the control points. The correlation 
coefficient between these two sets of control point independent coordinates 
 214
and weights will determine the similarity between two HyPerModels. In this 
case, the square of Pearson’s correlation coefficient, r2, is used to compare the 
HyPerModels. 
An example comparing four functions defined by Equations 5.19, 
5.20, 5.24 and 5.27 is shown in Figure 5.26. Table 5.1 shows the correlations 
between control point sets for these four functions. 




Figure 5.26 Comparing HyPerModels with Control Points. Control Points allow 
HyPerModels to be compared without resorting to exhaustive evaluations of the models. 
Equation 5.19 (top left), Equation 5.27 (top right), Equation 5.20 (bottom left) and Equation 
5.24 (bottom right) are all defined with a 27 control points with identical parametric control 
point locations. All curves are fit to a global correlation of at least 99.7%. 
  
Table 5.1 demonstrates the similarities in functions. Equations 5.19 
and 5.27 differ in a coefficient applied to the exponent of the exponential term 
and therefore share a strong correlation between the resulting control point 
locations. Equation 5.20 differs from Equation 5.19 by a step function and 
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also shares a strong correlation to both Equations 5.19 and 5.27 as should be 
expected. Equation 5.24 does not resemble any of the other functions and 
consequently exhibits a much smaller correlation coefficient. Clearly, the 
independent control point locations are adequate to compare and differentiate 
functions sharing a common order and knot vector. 
 
Table 5.1 Correlations Between Control Point Coordinates. The square of the 
correlation coefficient (expressed as a percentage) between the different curves shown in 
Figure 5.26 indicates the similarity between the curves. Equations 5.19 and 5.27 are 
obviously very similar each other as is Equation 5.20, except for the presence of a step 
function near x = 6. 
 Equation 5.19 Equation 5.27 Equation 5.20 Equation 5.24 
Equation 5.19 100% 99.994% 93.95% 71.84% 
Equation 5.27 99.994% 100% 94.26% 71.79% 
Equation 5.20 93.95% 94.26% 100% 66.03% 
Equation 5.24 71.84% 71.79% 66.03% 100% 
5.3.3.3.2 The HyPerCBM Algorithm 
 In order to perform CBM analysis on a system a pair of HyPerModels 
must first be generated and then compared. The HyPerCBM algorithm is used 
to accomplish these tasks in HyPerMaps. Fundamentally, the process by 
which the HyPerModels are generated is very similar to the methods 
described in Chapter 4 with a few minor exceptions. The comparison of 
metamodels requires the calculation of the correlation coefficient between the 
control point independent coordinates and weights for each HyPerModel and 
can use the algorithms in place for comparing a HyPerModel to its data set 
developed for sequential sampling. Figure 5.27 schematically defines the 
HyPerCBM algorithm. 
 Since the data used in HyPerCBM is from a nondeterministic source 
and therefore contains random noise some preprocessing is necessary. 
Assuming that the incipient faults of interest for the CBM algorithm develop 
slowly (i.e. over multiple system cycles), data collected over multiple system 
cycles can be used to estimate the mean value of the system response. The 
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data is binned and each bin averaged to produce a data set representing the 




Figure 5.27 The HyPerCBM Algorithm. CBM analysis is performed using the 
HyPerCBM algorithm to compare a healthy CBM HyPerModel to the current system CBM 
HyPerModel. Deviations between the two HyPerModels indicate a change in the system 
due to a fault condition. 
  
 The healthy CBM HyPerModel, or system “fingerprint,” is developed 
first. The supporting data set should include sufficient system cycles so that 
the mean system response is well defined. Obviously, during the healthy data 
collection phase it is important that the system remains in good working order 
and that any transients such as system warm up are allowed to dissipate. The 
emergence of a fault condition or an infant mortality failure during this 
                                                          
4 For this research, it is assumed that the system monitored will be operating in some 
repeating fashion, or is operated so that a repeating cycle exists within the system. For most 
manufacturing or robotics operations, this is a very reasonable assumption, but it may not be 
true in every system.  
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process will only complicate the task of detecting an incipient failure later in 
the analysis. The data is preprocessed to determine the mean system response 
and then generation of the healthy CBM HyPerModel is identical to the 
process of fitting a HyPerModel to any data set. 
 Once the healthy CBM HyPerModel is generated, subsequent 
HyPerModels defining the current system status can be generated using the 
order, knot vector and parametric control point locations from the healthy 
CBM HyPerModel. Thus, it is only necessary to calculate the independent 
control point coordinates and control point weights. The data sets for these 
system CBM HyPerModels are also based on a data set obtained from the last 
α cycles. α is a user-defined analysis parameter and should be sufficiently 
large to ensure a reasonably accurate mean system response. As subsequent 
cycles are completed, the oldest cycle is removed from the data set so that the 
last α cycles continue to constitute the data set defining the current system 
performance. In essence, the current system performance is defined by a 
rolling average of the system performance for the last α cycles. This rolling 
average limits the potential contamination due to true transient conditions. 
 As each system cycle is completed, a new system HyPerModel is 
calculated and compared to the healthy CBM HyPerModel. As the failure 
condition evolves, the two HyPerModels should diverge from each other, 
indicating a change in the system due to the presence of a fault.  
 HyPerCBM is used to detect fault conditions in brushless DC motors 
in Chapter 9. Similar motor systems are commonly used in many mechatronic 
systems and thus are of significant interest for CBM applications. 
5.4 HyPerModel Optimization 
Users of Computer-Aided Engineering (CAE) applications have had 
an interest in robust, efficient, and easy-to-use design optimization algorithms 
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for decades. Advances in simulation technology, optimization algorithms, and 
computational power have brought such capabilities closer to reality but have 
not resolved all of the issues that make design optimization problems 
challenging. Particularly troubling from an engineering perspective is the 
uncertainty about whether the optimum found in a multimodal design space is 
a global optimum or a local optimum solution. [April, 2004] 
In many fields, a common approach to similarly difficult problems is 
to solve an approximation of the original problem. If the approximation is 
suitably representative of the behavior of the original problem, the solution to 
the approximation can be expected to be similar to the solution to the actual 
problem. For optimization, metamodels can serve this purpose by 
approximating the objective function in an optimization problem. 
Metamodels can provide efficient and accurate representations of 
objective functions, allowing an optimization algorithm to determine regions 
of interest prior to resorting to function calls from the original data sources. In 
some cases, these original sources are obtained experimentally, and it may not 
be possible to conduct the large numbers of experiments that optimization 
algorithms may require. Many metamodel optimization efforts have focused 
on using metamodels as surrogate approximations of the experimental 
behaviors. In other applications, a metamodel may have a wealth of data, 
either collected from large archival studies, from simulations and experiments 
where data is easily obtained but a closed functional form is unknown (but 
desirable), or from other metamodels.  
While the traditional focus for improving optimization has been on 
improving optimization algorithms, this section demonstrates that developing 
alternative objective function representations can be an equally valid means of 
improving optimization capabilities. 
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5.4.1 Metamodel Global Optimization 
Metamodels have demonstrated their potential as objective function 
representations in several design optimization studies. De Veaux [1993] used 
several chemical process optimization problems to compare two types of 
metamodels. Rong [1997] used metamodels to optimize the design of 
electromagnetic devices. Simpson [1998] used metamodels for the design of 
an aerospike nozzle, and Sasena [2002b] used metamodels to optimize 
automobile dashboard layouts. Chandilla [2004] used approximate kriging 
models as the design optimization basis for several design problems from 
such diverse fields as submersible vehicle design and high performance low 
cost structural design. In particular, metamodels are useful in multi-
disciplinary design optimization (MDO) problems [Simpson, 2004], where the 
objective function is derived from multiple (and often incompatible) 
simulations and experiments. McAllister [2002] used metamodels as a key 
element in applying MDO to a racecar design analysis problem. Since a 
metamodel is a model of models, it serves as a mechanism to combine data 
from multiple sources into a single model. 
5.4.1.1 Metamodel Optimization Literature 
The idea of using metamodels as a surrogate approximation for the 
objective function is not new. In the many applications where a metamodel 
surrogate approximation of the objective function has been employed 
improved computational efficiency often has been a principle goal. [Simpson, 
2004]  
 Nickel [1999] developed an optimization approach using a piecewise 
linear approximation of the objective function (similar to MARS) as the basis 
for nonlinear non-convex optimization problems. Jones [1998] and Cheng 
[2004] used RSMs and kriging models as surrogates for an objective function 
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to improve computational efficiency. Jones [1998] argues that since many 
engineering functions can be readily interpolated and extrapolated across 
relatively large distances in the design space, the ability of RSMs and kriging 
models to “identify” trends and patterns in the data makes these metamodels 
ideal for engineering design optimization problems. Jones [1998] combines an 
evaluation of the metamodel with estimates of its uncertainty to identify the 
global optima through the Efficient Global Optimization (EGO) algorithm.  
 EGO adaptively selects new points for inclusion in the data set used to 
define the metamodel until the optimal location is sampled. Jones [2001] 
identified several approaches to interpolating kriging models that support the 
EGO algorithm. A refined version of this algorithm, SuperEGO, is used by 
Sasena [2002a; 2002b] to solve automotive design problems. Martin [2002] 
and Wang [2004b] proposed similar adaptive kriging metamodeling 
techniques to achieve the same end by using mean square error and fuzzy 
clustering respectively. Gutmann [2001] suggested a similar approach using a 
utility function for RBF metamodels. Turner [2003a; 2004c; 2005c] evaluated 
multicriteria adaptive sampling techniques that can be used to construct a 
suitable surrogate NURBs metamodels of the objective function. The criteria 
used by Turner are derived from the single criterion approaches developed by 
Sasena [2002b] for kriging models.  
 Unfortunately, these techniques, in and of themselves, do not resolve 
all of the problems associated with actually finding the global metamodel 
optimum. Wang [2004b] suggests that reliable global optimization approaches 
for metamodels are needed to solve the final optimization problem. This is 




5.4.1.2 Estimating Confidence in Random Multi-Start Optimization 
A popular heuristic approach to solving nonlinear optimization 
problems is to use a random set of starting points. There are several variations 
on this theme developed to counter the possibility of clustered starting points. 
[Price, 1983; Tu, 2002a] However, all approaches employ a common theme of 
using multiple starting locations to attempt to survey the objective function 
for local optima. From each starting point, the optimization algorithm 
determines a locally optimal solution. The resulting set of optimal solutions is 
sorted, with the best of these solutions declared the global optimal solution to 
the problem. 
This random multi-start approach to optimization is highly successful 
at finding local optimums, but is not without problems. As a practical matter, 
it is impossible to be certain that all local optima have been found, since the 
total number of potential optima is rarely, if ever, known. Nor is it possible to 
conclusively survey the extent of the region of attraction for each optimum 
solution, in order to estimate the probability that a random starting point 
would find this particular optimum solution. The inability to determine a 
priori the number of optimum solutions, and the probabilities of finding each 
solution makes it impossible to determine that any particular solution is the 
global optimal solution. [Griewank, 1981] 
Consequently, several heuristic approaches have been proposed that 
can escape local optima for “better” neighboring local optima. Synman 
[1987] proposed applying kinetic properties to traditional decent algorithms, 
allowing descent algorithms to use momentum effects to “roll” out of local 
optimums. Hybrid approaches combine descent algorithms with stochastic 
approaches that enable the optimization algorithm to escape a local optimum. 
[Yiu, 2004] Many other nonlinear optimization researchers advocate 
stochastic approaches such as simulated annealing or genetic algorithms [Wu, 
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1998; Wang, 1999b; Jones, 2004; Alkhamis, 2004; Avello, 2004] to solve 
nonlinear optimization problems despite the higher computational expense of 
these approaches, compared with descent algorithms. Similar heuristic 
approaches modeled from natural processes have made dramatic advances in 
the field of nonlinear optimization in recent years. [Banzhaf, 1998; Fogel, 
1999; Chambers, 2001; Branke, 2002; Langdon, 2002] 
Regardless of approach, researchers in nonlinear optimization have 
long held that the identification of the global objective function optimum 
cannot be guaranteed in finite time. [Esposito, 2000] Since each optimum has 
an associated region of attraction, a global optimum with a region of 
attraction, p = 0+, may exist in any objective function for which an exact 
closed form solution is not available, such as Figure 5.28. An infinite number 
of optimization attempts would be necessary to guarantee the discovery of an 
optimum with an infinitesimal region of attraction. [Muselli, 1997]  
   
 
Figure 5.28 Dirac Delta Global Minimum Examples. The addition of a Dirac delta 
function (at x0,1 = 5) to an otherwise continuous objective function is an example of an 
objective function with a region of attraction of p = 0+. Effectively, there is no guarantee 
that this optimum can be found with traditional nonlinear optimization techniques. 
However, if it can be modeled with a HyPerModel, it will be found with HyPerOp 
(discussed in section 5.4.2). A 1D-input 1D-output function (left) and a 2D-input 1D-output 
function (right) are shown. 
  
While locating such an optimum is very important to establish 
confidence in an optimization algorithm claiming to find the global optimum 
of a function, it has very little value as a solution to an engineering design 
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problem (since the design would likely be so sensitive to manufacturing 
tolerances that it would be extremely difficult and costly to produce reliably). 
Establishing a confidence level in the random multi-start solution requires 
several assumptions to be made. 
First, assume that there is always one additional undiscovered 






⎛ ⎞= ⎜ ⎟+⎝ ⎠
 (5.28)
where p is the probability of a random starting point falling in the region of 
attraction of the undiscovered solution, and n is the number of discovered 
solutions. The coefficient, ½, is selected based on the assumption that the 
undiscovered region of attraction is no larger than half the size of the average 
of the regions of attraction previously identified. Other coefficients could be 
selected based on different assumptions. In a sense, the region of attraction of 
an optimum resembles a watershed. It defines the region in the objective 
function where starting points will predict a common local optimum solution 
just as a raindrop falling in a valley will make its way to a particular river 
basin. 
The probability, r, of not finding this undiscovered solution in k 
attempts is given by 
( )1 kr p= −  (5.29)
and therefore, the confidence that a sufficient number of starting points have 
been attempted, can be defined as the probability 
( )( )1 100%q r= −  (5.30)
where q can be considered an estimate of the confidence that the discovered 
solutions enumerate all of the optimal solutions to the problem.  
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If a problem has 6 identified solutions, the probability, p, of a random 
start point finding a seventh solution is defined by Equation 5.28 as 1 in 14. In 
order to have 95% confidence that the 6 identified solutions represent all of 
the optimal solutions, a total of 41 starting points are necessary. No matter 
how many starts are made, the confidence level will only asymptotically 
approach 100%. 
5.4.1.3 Global Optimization Properties of NURBs 
 HyPerModels, because of their NURBs foundation, exhibit several 
properties that make them desirable as representations of nonlinear objective 
functions. These properties, derived from NURBs, include the following: 
1) A HyPerModel generally follows the shape of the 
governing control point network [Rogers, 1990]; 
2) A HyPerModel lies within the union of the convex hulls of 
the k successive control points (the Convex Hull Property) 
[Rogers, 1990]; 
3) A HyPerModel does not oscillate about any straight line 
more often than its defining polygon (the Variation 
Diminishing Property) [Lane, 1983]; 
4) A HyPerModel is invariant with respect to affine 
transformations, and if non-unitary control point weights 
exist, with respect to projective transformations as well. 
[Rogers, 1990] 
Appendix D explains how each of these properties enables a 
HyPerModel representation of the objective function to be used effectively as 
a substitute for an objective function. Suffice it to say that since a 
HyPerModel will follow the shape of the defining control point network, and 
is bounded by the union of successive convex hulls of the k control points, it 
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can also be proven that the Variation Diminishing Property applies. [Lane, 
1983; Piegl, 1997a; Cohen, 2001] With the Variation Diminishing Property, 
the identification of each locally optimal location can be used to determine the 
number of remaining optimization starts necessary to identify the global 
optimum of the HyPerModel. 
5.4.2 NURBs and Optimization 
NURBs metamodels exhibit several properties that are useful for 
optimization problems. With a NURBs HyPerModel of the objective function 
it becomes possible to develop an intelligent optimization strategy, embodied 
in the HyPerOp algorithm, which allows for the determination of the global 
optimum of the metamodel. If the metamodel is a sufficiently accurate 
representation of the objective function, the global metamodel optimum will 
closely correspond to the global optimum of the objective function. NURBs 
HyPerModels also allow identification of the metamodel global optimum with 
100% confidence.  
5.4.2.1 HyPerOp: Optimization with NURBs HyPerModels 
HyPerOp uses the control points of the NURBs HyPerModel as 
candidate starting points for the optimization algorithm. This implementation 
uses a basic Sequential Quadratic Programming (SQP) algorithm described in 
Nash [1996], although other optimization approaches can be used. SQP was 
selected because of its simplicity, efficiency and effectiveness in nonlinear 
optimization problems. [Tu, 2002b] There are two key differences between 
HyPerOp and random multi-start SQP.  
1) HyPerOp intelligently selects starting points for 
optimization runs while random multi-start SQP randomly 
picks these points.  
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2) HyPerOp uses information from previous optimization runs 
to eliminate metamodel regions and determine when 
sufficient optimization starts have been made to locate the 
global metamodel optimal solution. 
Initially, the entire set of control points represents the potential set of 
starting locations. Statistically, about half of these points will be above the 
average of the control point output value (the optimization level) and can be 
eliminated as potential starting locations (assuming a minimization problem). 
The remaining control points are sorted, and the smallest remaining control 
point is then used as the initial starting location for the optimization 
algorithm. Using the Variation Diminishing Property, the solution from this 
initial optimization is compared with the optimization level, and if smaller, 
used to eliminate another set of control points from consideration. The 
smallest remaining eligible control point is then used as the next starting 
point. It cannot be assumed that the smallest control point lies within the same 
region of attraction as the global minimum of the HyPerModel. The HyPerOp 
algorithm is diagrammed in Figure 5.29. 
The HyPerOp algorithm continues to use the smallest remaining 
control point to start the next optimization run until no control points remain 
eligible as starting points. The resulting set of solutions can then be sorted, 
and the global optimal solution of the metamodel is the smallest of the 
solutions located. Because of the Convex Hull Property, this strategy 
guarantees that the control point responsible for the global optimum of the 
metamodel will be used as a starting point in the optimization run, providing 
HyPerOp with a confidence level of 100% in its solution. A detailed 
mathematical development of HyPerOp for HyPerModels is in Appendix D. 
An example of the HyPerOp process for the Griewank Function [Adorio, 
2005] defined in Appendix A.3.27 is shown in Figure 5.30. 
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Figure 5.29 The HyPerOp Algorithm. HyPerOp eliminates control points (CPs) and their 
related regions as candidates for the location of the global optimum by use of the Variation 
Diminishing and the Convex Hull Properties. The process is based on recursively selecting 
starting points from control point locations until all control points are eliminated. 
5.4.2.2 HyPerOp Solution Confidence 
The confidence level in a NURBs HyPerModel using our HyPerOp 
approach is constant if the optimization algorithm is deterministic and 
guaranteed to find the global metamodel optimum because of the derived 
NURBs properties. Since a NURBs HyPerModel will follow the shape of the 
control point network, the global minimum of the metamodel will have a 
corresponding local minimum in the control point network. By using control 
points as starting points for the optimization algorithm, and the Variation 
Diminishing Property to eliminate control points as potential optimal location 
sources, the Convex Hull Property can be used to prove that the global 




Figure 5.30 HyPerOp Example. The Griewank function is modeled with 196 control 
points (top left). After the control point average is determined, 98 control points remain as 
eligible candidates (top right) and the gray region can be eliminated as a possible location 
for the global optimum. After a single SQP iteration only 75 control points remain as 
possible starting location candidates (bottom left). The gray region continues to grow until 
the global minimum at x* = (0, 0) is discovered on the 29th optimization run (bottom right). 
Another 19 optimization starts are required to eliminate the remaining control points for a 
total of 48 optimization algorithm starts. 
 
Unfortunately, there is no guarantee that the metamodel will 
accurately model the global optimum of the objective function. The smaller 
the data set from the objective function used to define the metamodel, the 
more likely it is that one or more local optima will not be sampled. Because 
the metamodel is only an approximation of the objective function, there is still 
no way to guarantee that the global optimum of the objective function will be 
 229
found in finite time since a finite set of data points cannot be guaranteed to 
have sufficient resolution to define the objective function and accurately 
define all optimum locations.  
5.4.2.3 HyPerOp Demonstration Functions 
Seventy-five nonlinear optimization test problems were used to 
evaluate the performance of HyPerOp. These problems were obtained from 
Sasena [2002b], Papalambros [2000], Nash, [1996] and Adorio [2005]. Many 
of these problems were also used in Jones [1998; 2001] and Turner [2003a; 
2004a]. These trial problems range from 1 to 8 input variables, and 1 to 7 
output variables. Each function was modeled with a factorial search in order 
to generate a metamodel with a correlation of 99% and an RMS (root-mean-
square) error of less than 5% full scale of the metamodel. 
 Included in these functions is a subset of particularly challenging 
functions based on Equations 5.31 and 5.32. 
( ) 10031 10 sin( ) for 0 10xf x x e x= − − ≤ ≤  (5.31)
( ) ( ) ( )32 31 31, for 0 , 10f x y f x f y x y= ≤ ≤  (5.32)
These functions are used as the foundation to define a more complex and 
comprehensive nonlinear optimization function set with small regions of 
attraction around the global optimal solutions, defined by Equations 5.33-36. 
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 230
 Equations 5.31 and 5.32 act as controls for Equations 5.33-36. They 
represent the case where the metamodel does not include the global 
metamodel optimum, i.e. when the global optimal solution has a region of 
attraction of p = 0+. In these cases, HyPerOp should converge to the global 
optimal solution of the metamodel rather than the global optimal solution of 
the underlying function.  
 For Equations 5.33-36, three different data set resolutions were 
calculated. The different resolutions result in metamodels that include 
different regions of attraction for the global optimum. As the region of 
attraction becomes smaller, it should be more difficult for traditional 
techniques to locate the global optimal solution. The resulting functions are 
shown in Figures 5.31 and 5.32. 
5.4.2.4 HyPerOp Demonstration Approach 
The experimental trials were designed to test several aspects of the 
HyPerOp algorithm. In the initial phase of the trial, Equations 5.30-35, were 
used to test the ability of HyPerOp to find the global metamodel optimum. 
First, HyPerModels of each function were defined using techniques from 
Chapter 4. Then optimization runs of each metamodel were undertaken using 
both HyPerOp and random multi-start SQP. The SQP algorithm described in 
Nash [1996] performs the optimization runs in both HyPerOp and random 
multi-start optimization in this demonstration.  
For comparison, a second set of random multi-start optimization runs 
were performed using the same number of initial starting points used by 
HyPerOp and using the same NURBs metamodel representation of the 
objective function as used in HyPerOp. In addition, a third set of random 
multi-start optimization runs also was also performed using a fixed number of 
50 random starting points. 
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Figure 5.31 1D-Input Dirac Delta Demonstration Functions. Shown are plots for 
Equation 5.33 (left column) and Equation 5.34 (right column) for decreasing resolutions of 
data sampling (top to bottom). The top row represents the highest sampling resolution, so 
dense that the optimum has an infinitely small region of attraction and does not appear. 
Decreasing the resolution has the affect of increasing the apparent size of the region of 
attraction, making it easier to be detected by optimization algorithms. No known 
optimization algorithm can guarantee that an optimum defined by an infinitely small region 




Figure 5.32 2D-Input Dirac Delta Demonstration Functions. Shown are surface plots 
for Equation 5.35 (left column) and Equation 5.36 (right column) for decreasing resolutions 
of data sampling (top to bottom). The location of the global optimum is indicated with the 
arrows for each function. 
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 Performance of each approach was determined with several metrics, 
including: the run time of each approach, the number of starts made, and the 
number of iterations required to find each optimal solution. The number of 
iterations is proportional to the number of function calls to the HyPerModel 
required by each approach. 
 The optimal solution found with each approach was compared to 
optimal solutions for each function from the literature (which also were 
confirmed with a commercial solver). Finally, the minimum of the 
HyPerModel was determined by searching a large data set calculated from the 
metamodel for the smallest data point. Solutions lying within 1% (of full 
scale) of the actual location were considered to be equivalent to the actual 
solution. Finally, using the approach described in section 5.4.1.2, the 
confidence levels in the random multi-start SQP algorithms were estimated. 
HyPerOp, according to the properties attributed to it by its NURBs basis, has 
a confidence level of 100%.  
Studies were conducted on several desktop computers with various 
processors, RAM configurations, and Windows™ operating system versions. 
In every case, all three optimization runs for any particular function were 
calculated on the same computer. 
5.4.3 HyPerOp Demonstration Results 
The results of the optimization trials are presented as several 
individual discussions. First, the discussion in section 5.4.3.1 focuses only on 
the 1D Dirac delta trial functions defined by Equations 5.30, 5.32, and 5.33. 
Section 5.4.3.2 discusses the 2D Dirac delta trial functions defined by 
Equations 5.31, 5.34 and 5.35. The large-scale 8D-input 1D-output function is 
discussed in detail in section 5.4.3.3. Finally, the overall NURBs HyPerModel 
performance for the entire trial function set is discussed in section 5.4.3.4, 
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resulting in conclusions about the performance of the HyPerModel with 
respect to optimization applications. 
5.4.3.1 1D Dirac Delta Function Optimization 
The 1D Dirac delta function problems defined by Equations 5.30, 5.32 
and 5.33 are the simplest examples of an objective function with a global 
optimal region of attraction defined by p = 0+. By controlling the sampling 
density of the defining objective function, a variety of sizes for the region of 
attraction can be easily defined. HyPerModels were fit to each data set 
(resulting in HyPerModels such as in Figure 5.33), which were then used as 
objective functions to which HyPerOp and random multi-start SQP algorithms 
were applied. Table 5.2 summarizes the results of the 1D trial problems. 
 
 
Figure 5.33 Dirac Delta Function HyPerModel Representation. The HyPerModel 
representation (right) is a close approximation of the actual high-resolution data set (left) 
for Equation 5.32. The HyPerModel representations used in the study averaged a 99.1% 
global correlation to the data sets, with an average maximum local root mean square error 
of 3.69% of the full range of the metamodel. 
 
 In each of the nine attempts (one for each of the four resolutions of 
Equations 5.33 and 5.34 and one for Equation 5.31) to locate the optimum, 
HyPerOp found the global metamodel minimum in all nine trials with 100% 
confidence and an average of 1.44 starts per function.  
 
 235
Table 5.2 1D Demonstration Function Results. The performance of HyPerOp and 
random multi-start SQP approaches are summarized below. 
Trial Functions 
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Iterations 296 296 680 636 257 296 148 203 181 Avg=6.75 per start 
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Given the same number of starts, random multi-start SQP found the 
global minimum of the metamodel in only 3 of 9 models with only 33% 
confidence. Given 50 starts per function, random multi-start SQP correctly 
identified the global minimum in 8 of 9 models with a confidence level of 
99%. All three optimization approaches identified the same optimal location 
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for the two cases with an infinitely small region of attraction (or for no Dirac 
delta function as in Equation 5.31) as the global minimum. In both cases, the 
region of attraction for the global minimum was so infinitesimal that it was 
not represented in the metamodel. In every case, HyPerOp found the global 
optimum of the metamodel. Random multi-start SQP trials did not match this 
success rate. 
HyPerOp will fail to correctly identify the global optimum of the 
function if there is no evidence of the optimum in the data defining the 
metamodel. If the global optimum is represented by a region of attraction of 
p=0+, then it is very unlikely that this point will be included in an sampling of 
the function used to define the metamodel and therefore will not be 
represented in the metamodel. This is seen in each of the p=0+ cases shown in 
Tables 5.2 (and later in Table 5.3). However, in both cases, HyPerOp does 
succeed in finding the global optimum of the metamodel (i.e. the best 
modeled solution). 
 Due to the simplicity of the 1D function defined in Equation 5.31, it is 
not surprising that the traditional random multi-start SQP methods perform 
well, particularly when given a modest number of random starting points 
(such as 50) or when the regions of attraction are sufficiently large. Given 
sufficient attempts, random multi-start SQP will even find optima with small 
regions of attraction. The problem is that random multi-start approaches are 
themselves incapable of determining whether a sufficient number of starts 
have been made to enumerate all of the local optima and the global optimum 
of an objective function. HyPerOp can identify an initial number of potential 
starting points (the control points), and subsequently eliminate control points 
(and therefore regions of the model) based on each optimization attempt. This 
intelligent starting strategy allows HyPerOp to converge to a solution in a way 
that random multi-start approaches cannot. 
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5.4.3.2 2D Dirac Delta Function Optimization 
 Unlike the 1D Dirac delta function trial problems, 2D Dirac delta 
function problems present a greater challenge to random multi-start 
approaches. Fifty random starts provide far less coverage of the solution space 
in 2D than they do in 1D; greatly reducing the chance that a “lucky” guess 
will fall into the small region of attraction associated with the Dirac delta 
function optimal solutions. As was done in 1D, four different data set 
resolutions were used, and metamodels fit to each data set were then 
optimized. The results are summarized in Table 5.3. 
Again, the results for HyPerOp are consistent. In every case, the global 
optimum of the metamodel was found with 100% confidence and required 14 
starts on average. In 7 of 9 cases, the global metamodel optimum coincides 
with the global optimum of the actual function. Just as in the 1D cases, if the 
metamodel does not accurately represent the underlying function, HyPerOp 
identifies the global metamodel optimum rather than the global optimum of 
the underlying function. 
 The increased dimensionality of the 2D trial problems dramatically 
reduced the effectiveness of random multi-start approaches. While 50 starts 
were sufficient to identify 8 of the 9 1D optima correctly, it was only adequate 
to identify 4 of 9 optima in 2D. Just as in 1D, HyPerOp was able to identify 
the optima with less than 50 starts in every case. In both 1D and 2D trials, 
given the same number of starts as HyPerOp, random multi-start SQP found 
none of the optima defined with the Dirac delta functions except for the case 
when p=0+, where the correct metamodel optimum (but not the actual 





Table 5.3 2D Demonstration Function Results. The performance of HyPerOp and 
random multi-start SQP approaches are summarized below. 
Trial Functions 
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Iterations 17 17 15e3 704 800 17 40 43 63 Avg=131.8 per start 
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  In both 1D and 2D trials, random multi-start approaches do seem 
require fewer optimization run iterations (and thus fewer function calls to the 
metamodel) than HyPerOp. This seems to be due to the convergence metrics 
used in the SQP algorithm. Since HyPerOp often resulted in a starting point 
within a very narrow and steep region of attraction in the metamodel, it was 
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common for the step sizes to be small and to result in an oscillation between 
the sides of the region of attraction surrounding the optima as shown in Figure 
5.34. Convergence was often due to a 500 iteration limit placed on the 
algorithm, not the slope convergence limit often used to end iterations in other 
metamodel regions. 
5.4.3.3 8D Trial Function Optimization 
The 8D problem included in this study is based on a tensor product of 
the Sasena Sinusoidal Function, given in Equation 5.31, and is defined as 
( ) ( )
8
24 1 2 8 18
1
, , , for 0 10i i
i
f x x x f x x
=
= ≤ ≤∏…  (5.37)
 
 
Figure 5.34 Oscillations in SQP. Since HyPerOp is more likely to initiate an optimization 
run in a very narrow region of attraction, the algorithm may tend to oscillate within the 
region of attraction as shown above. When the algorithm oscillates, it may move from point 
A to point B, achieving a result very close to the optimum. However, the minimum step 
size may force the algorithm to overshoot, resulting in a move to point C. Attempting to 
recover, SQP may then move back to point B where the cycle begins anew. As a 
consequence, HyPerOp tends to result in more function calls than random multi-start 
approaches (which are less likely to start in a similar region of attraction) for functions 
involving these types of topologies. 
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This function results in 28-1 = 255 local minima and 1 global 
minimum at x* = (7.86, 7.86, … 7.86). The difference in value between the 
worst local minimum and the global minimum is only about 1% of the full 
range of the function response. The defining HyPerModel is composed of 
390,625 control points (laid out in a hypergrid with 5 control points in each 
input dimension) that interpolate an equal number of data points. The number 
of control points sets an upper limit on the number of possible starting points. 
However, far fewer optimization runs are actually necessary. About 185,000 
control points remained as possibilities after the initial average was taken, 
reducing the upper threshold for the number of possible starts required to find 
the global metamodel minimum location. After a single optimization run, only 
65 control points remained as potential candidate starting points for HyPerOp, 
again reducing the upper threshold for the number of possible starts required 
to find the global metamodel minimum location to a very manageable 
number. The seventh optimization run located the global metamodel 
minimum and subsequent iterations served to eliminate the remaining control 
point candidates as possible global metamodel minimum locations. After 37 
optimization starts, all 390,625 control points had been eliminated as 
optimization starting point candidates. As seems to be true for many 
functions, the minimum control point does not determine the location of the 
global metamodel minimum.  The data resulting from the analysis of this 
function is shown in Table 5.4. 
In this 8D case, HyPerOp did not find the global optimal solution of 
the function given in Equation 5.37, but only because the metamodel was not 
sufficiently accurate. The location of x* = (0.761, 0.761, 0.761, 0.875, …, 
0.875) is in the correct mode of the function, but represents a 7.2% error with 
respect to the true location of the optimum, which is greater than the 1% full 
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scale error tolerance specified in section 5.4.2.4 to define a matching location. 
This is a case where the metamodel accuracy is insufficient to meet the 
accuracy target for the demonstration. Nonetheless, HyPerOp did correctly 
locate the global metamodel minimum, while attempts with random multi-
start SQP with 50 starts and with the 37 starts as in SQP, both failed. 
 
Table 5.4 8D Demonstration Example Results. Results from an 8D trial problem indicate 
that the quality of the metamodel will play a role in the ability of the metamodel to 
accurately locate the global optimum location of the underlying function. However, 











(Same # of Starts as 
HyPerOp) 
HyPerOp 
Starts Required 50 37 37 
Iterations (per start) 27.3 29.0 6.56 
Solution Confidence  38.9% 38.7% 100% 
Correct Metamodel 
Optimal? (Error % FS) No (50.4) No (50.4) Yes (0.0) 
Correct Global 
Optimal? (Error % FS) No (15.9) No (15.9) No (7.2) 
5.4.3.4 Overall Optimization Performance 
Not including the 19 functions previously described, an additional 56 
nonlinear optimization trial problems were evaluated in the same manner to 
create a set of 75 trial functions. Many functions were taken from nonlinear 
optimization libraries, such as Adorio [2005] produce similar topologies, so a 
variety of challenging topologies was selected including polynomials, 
trigonometric, exponential and logarithmic functions. Most of the functions 
selected were 1D curves or 2D surfaces, so that the results could be easily 
visualized.  However, a number of higher dimensional functions also were 
selected, with the largest function included defined by 8 input dimensions 
(discussed in section 5.4.3.3). The available computer resources limit the 
problem scale, due to the resulting control net size. The majority of problems 
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simulated are 2D-input functions, which are very popular because, like 1D-
input problems, the results can be easily visualized. Table 5.5 summarizes the 
results of all 75 trial problems. 
 
Table 5.5 Overall Demonstration Results. HyPerOp performs well for the large 
demonstration of 75 test functions, succeeding in finding the correct global optimum 
location more than half the time with higher confidence and less effort than required from 















Starts 50 (50) 6 (38) 6 (38) 
Average Iterations 102 per start 96 per start 
Average Confidence 86.1% 50.6% 100% 
Correct Metamodel 
Optimum? 
60 of 75  
within 1% FS 
42 of 75 
within 1% FS 
75 of 75 
within 1% FS 
Correct Global 
Optimum? 
38 of 75 
within 1% FS 
22 of 75 
within 1% FS 
44 of 75 
within 1% FS 
 
Again, the results echo those of the previous trials. HyPerOp always 
finds the global metamodel optimum, while random multi-start SQP only 
finds the global metamodel optimum in 42 of 75 trial problems given the 
same number of starts, and in 60 of 75 trial problems given 50 starts. 
HyPerOp is far more effective at finding the global metamodel optimum than 
random multi-start SQP approaches.   
As mentioned in section 5.4.3.3, the threshold defining whether the 
optimum location predicted by HyPerOp or random multi-start SQP 
optimization actually matches the analytical function optimum has an effect 
on the resulting performance of each approach. The value of 1% of full scale 
defined in section 5.4.2.4 was established based on a 99% global correlation 
threshold (with a 1-5% local RMS error threshold) used as a target fitting 
parameter for defining the metamodel. The average metamodel global 
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correlation to a validation data set defined from the analytical functions used 
in this demonstration was 99%, with an average local RMS error of 3.9% of 
full scale. Consequently, the effect of the location matching threshold may 
play a role in the success of each algorithm in locating the correct global 
optimum location. Thus, the success of each algorithm for various location 
thresholds is shown in Table 5.6. 
 
Table 5.6 Affect of Location Matching Tolerance on Optimization Algorithm 
Performance. The tolerance selected to determine equivalence of optimal locations plays a 
role in the ability of an algorithm to successfully locate the global optimum of the 











(Same # of Starts as 
HyPerOp) 
HyPerOp 
Within 1% FS 38 of 75 22 of 75 44 of 75 
Within 5% FS 47 of 75 30 of 75 52 of 75 
Within 10% FS 50 of 75 34 of 75 56 of 75 
Within 20% FS 56 of 75 41 of 75 60 of 75 
 
Notably, for each threshold level, HyPerOp remains more successful 
than random multi-start approaches in locating the global optimum. 
Furthermore, HyPerOp achieves these results with fewer SQP optimization 
runs than the equivalent random multi-start SQP approaches. 
5.4.4 HyPerOp Performance Summary 
The number of control points defining a HyPerModel sets an initial 
upper bound on the effort required to locate the global metamodel minimum 
and subsequent iterations almost always dramatically reduce the effort 
required. The number of starts required to locate the global metamodel 
minimum and eliminate other possible control point candidates varies greatly 
between trials. The nonlinearity of the function, as well as its dimensionality 
and the resolution of the metamodel all seem to play a role in the number of 
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starts required to solve the problem. Of the 75 cases, only 7 cases required 
more than 50 starts from HyPerOp. Only two of these functions were three-
dimensional or less, and in only one case did random multi-start SQP achieve 
the same answer as HyPerOp, even when allotted the same number of 
optimization starts as HyPerOp. 
HyPerOp may require slightly more SQP iterations per start than 
random multi-start approaches for functions with certain topologies 
surrounding local (or global) minima. This is easily explained as HyPerOp is 
more likely to sample local minima with narrow regions of attraction that tend 
to generate more oscillations (and hence iterations) than random multi-start 
SQP. Random multi-start SQP also is more likely to sample local minima in 
smoother metamodel regions that present easier locations for SQP to 
converge. Consequently, HyPerOp may not be as fast as a random multi-start 
SQP approach for some functions but it makes up for any loss of speed with 
consistent effectiveness in finding the global metamodel optimum. Further 
refinements to the basic SQP algorithm used in this research would likely 
narrow the performance difference between approaches. In comparison to a 
more traditional SQP approach of selecting a fixed number of random multi-
start SQP optimizations to perform (say 50), HyPerOp’s intelligently selected 
starting points and elimination strategy makes it the more efficient approach. 
Because of HyPerOp’s NURBs origins, the application of the 
Variation Diminishing and Convex Hull properties lead to the conclusion that 
the global optimal metamodel solution can be identified with 100% 
confidence. HyPerOp uses the properties of NURBs to locate the global 
optimum metamodel solution with high confidence. However, the confidence 
level that the global optimum metamodel solution is equivalent to the global 
optimum solution of the actual objective function is determined by the 
confidence in the accuracy of the metamodel. Other approaches require 
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estimates of the nature of the discovered (and undiscovered) optima in order 
to arrive at a confidence estimate. While the idea of being able to guarantee 
the discovery of a global optimum in finite time is antithetical to many 
optimization researchers, the distinction between the global optimal 
metamodel solution and the global optimum of the function approximated by 
the metamodel is significant. Because the metamodel is only an 
approximation of the underlying function, no guarantee can be made that the 
global metamodel optimum coincides with the global optimum of the 
underlying function. Thus, the inability to guarantee the discovery of global 
optimum of the underlying function remains. 
However, the ability to guarantee the discovery of the global 
metamodel optimum is a powerful capability. Objective functions, which are 
increasingly being approximated with metamodels for other reasons, can be 
represented with HyPerModels so as to enhance their optimization properties. 
HyPerOp uses these properties to identify the HyPerModel global optimum 
with 100% confidence. HyPerOp directly addresses the concern of Wang 
[2004b] over the lack of optimization approaches to solve optimization 
problems formulated with metamodels. HyPerOp demonstrates that the 
defining structure of a metamodel can be used to enhance the capabilities of 
optimization algorithms. 
5.4.5 Extensions to Mixed Integer Optimization 
 Unfortunately, most engineering optimization problems are composed 
of a mixture of continuous variables and integer variables. [Guikema, 2004] 
The integer variables describe design variables that represent finite part sizes 
(i.e. fastener sizes, pipe diameters, material dimensions or types, etc). 
Typically, integer variables present problems for gradient optimization 
algorithms such as SQP since there is no gradient defined between integer 
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values, leading to large numbers of local optimum solutions. [Boer, 2000] 
These types of problems are known as mixed integer programming (MIP) 
problems, and are often solved with special optimization algorithms.  
5.4.5.1 Branch-And-Bound Optimization 
 If the integer variables are treated as if they were continuous variables 
an optimization algorithm designed for use with continuous variables (such as 
SQP) can be used to solve a MIP problem through a branch-and-bound 
approach. Initially, the problem is solved with each integer variable treated as 
a continuous variable. Typically, the resulting solution will not contain integer 
values for every integer variable. In order to obtain integer solutions for these 
variables, new problems with additional constraints are applied to one or more 
of the remaining integer variables. [Frontline, 1996] 
For instance, if x2 is an integer variable, and the initial optimum result 
is x2* = 2.73, two new “branching” optimization problems are defined. 
Problem A is the initial problem with the additional constraint x2 ≤ 2 and 
problem B is the initial problem with the additional constraint x2 ≥ 3. Both 
optimization problems are then solved again with SQP, and may achieve 
boundary solutions at x2 = 2 and x2 = 3 for problems A and B respectively. 
These solutions are then directly compared. The original optimization 
problem has branched into two optimization problems that have bounded 
solutions. Obviously, as the number of integer variables increases, so does the 
number of branching optimization problems that must be solved. 
If the objective function is sufficiently nonlinear so that problem A or 
B results in an optimal solution that does not lie on the boundary defined by 
the new constraints, the optimization problem may branch again and require 
additional constraints. Branch-and-bound optimization algorithms provide no 
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more guarantee than continuous variable optimization problems that the 
global optimal solution can be located. 
5.4.5.2 HyPerOp and Mixed Integer Optimization 
 As discussed in section 4.7, integer variables are represented 
differently in a HyPerModel as discontinuous input variables. In the 
corresponding parametric direction(s) to the integer variable(s), the order of 
the HyPerModel is restricted to k = 2, producing a HyPerModel that is linear 
in the integer direction(s) and with control points established in the control 
point network for each integer value (or combination of integer values). This 
linearity does not guarantee that the local minimums or maximums are 
coincident with the integer values, because the HyPerModel will define a 
bilinear (or more complex) surface or object such as that shown in Figure 1.4. 
Even a very simple model can result in nonlinear behaviors. 
 Since HyPerOp uses the control points to establish starting locations 
for the SQP algorithm, the initial starting location of the algorithm has a 
suitable integer value from the start. Those variables can be readily 
constrained to be constant throughout the optimization run, resulting in the 
discovery of an optimization location that also has integer values for each 
integer variable. In effect, HyPerOp solves the optimization problem for a 
given combination of integer variable values. This might be described as a 
worlds-within-worlds approach to MIPs optimization. 
 The worlds-within-worlds approach to MIPs optimization can also be 
applied to traditional optimization approaches. However, for large numbers of 
integer variable values, the approach becomes extremely costly in terms of the 
numbers of optimization runs that must be undertaken. However, HyPerOp 
also has the ability to apply the Convex Hull and Variation Diminishing 
properties to eliminate possible control point locations. By intelligently 
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selecting starting locations to coincide with the smallest remaining eligible 
control points, HyPerOp can search all of the worlds-within-worlds with great 
efficiency and 100% confidence in the optimization result. 
5.4.5.3 Mixed Integer Optimization Demonstration 
 Section 4.7.1 described a 2D-input 1D-output function with a single 
integer variable. The resulting model is shown in Figure 5.35. 
   
 
Figure 5.35 Mixed Integer Optimization Example. A simple 2D-input 1D-output 
optimization problem where x1 is an integer variable with 5 possible values. The dual 
global minima are at x* = (0.516, 0.25) or at x* = (0.484, 0.75) and a value of y* = -0.766.  
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 HyPerOp readily solves this MIP problem. The HyPerModel is 
defined with 45 control points, 21 of which have y values less than the 
average for the control point network. After one SQP optimization run, only 6 
control points remain as possible locations of the global metamodel minimum. 
After 3 SQP starts, both global minimum locations are identified.5 Four 
additional SQP starts are necessary to eliminate the remaining regions of the 
HyPerModel. So, after 7 SQP optimization starts requiring 28 internal SQP 
iterations, HyPerOp identified 5 local minimum solutions, including both 
global metamodel minima, which are effectively identical to the global 
minima of the original objective function. 
 Branch-and-bound SQP also was able to obtain a solution. The 
original optimization problem was decomposed into 8 branches, each of 
which was allowed 50 random multi-start points. Several of these 
subproblems yielded 40 or more local optimal solutions, indicating that 50 
random multi-starts were justified to locate the minimum solution. Table 5.7 
shows the results of these optimization problems. 
Branch-and-bound and exhaustive search approaches both were able to 
locate the global minimum locations found by HyPerOp. However, far more 
computational effort was required as demonstrated by the number of internal 
SQP iterations required which are proportional to the number of function calls 
required. HyPerOp is clearly capable of solving MIP problems efficiently, a 
capability that is demonstrated in Chapter 7. 
 The worlds-within-worlds HyPerOp approach to solving MIPs 
problems does have a disadvantage. As the number of integer variables 
increases, HyPerOp becomes more and more like an exhaustive search. At the 
limit, where all variables are integer variables (an integer programming 
                                                          
5 In this example, the global optimum is not uniquely located. There are two identical global 
optimum locations at x* = (0.516, 0.25) and x* = (0.484, 0.75). 
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problem), the worlds-within-worlds approach requires a HyPerModel that 
defines a control point at every possible combination of variables and 
becomes in effect, an exhaustive search. Other optimization approaches are 
far more effective at solving integer programming problems than exhaustive 
searches. The point at which the proportion of integer variables to continuous 
variables begins to make HyPerOp less efficient that alternate techniques is 
not known at this time. At some point, integer dominated problems become 
computationally expensive to solve with HyPerModels and HyPerOp. 
   
Table 5.7 Branch-And-Bound and Exhaustive Search Optimization Results. Alternate 
approaches to solving the MIPs problem shown in Figure 5.35 include branch-and-bound 
(B&B) and an exhaustive search of all integer combinations (the 5 subproblems with 
equality constraints). The optimal solutions are highlighted in yellow. The HyPerOp 













Initial Problem 0 1≤ ≤0,1x  50 226 45 (0.476, 0.876) -2.64 










 50 323 45 (0.484, 0.747) -0.76 
Branch A1a x0,1  = 0.5 50 214 3 (0.5, 0.5) 0 










 50 209 44 (0.516, 0.247) -0.76 
Branch A2a x0,1  = 0 50 311 3 (0.532, 0) -0.06 
Branch A2b x0,1  = 0.25 50 286 3 (0.516, 0.25) -0.77 
Branch B x0,1  = 1 50 304 3 (0.468, 1) -0.06 
Total - B&B -  450 2399 -  -  -  
Total - Search -  250 1400 -  -  -  
HyPerOp -  7 28 5 -  -  
5.5 Summary 
 Metamodels are intended to be tools that play roles in visualization, 
analysis and optimization of complex hyperdimensional spaces. The 
techniques presented in Chapter 3 to adaptively sample the design space and 
in Chapter 4 to define HyPerModels from collected data sets are necessary for 
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the techniques introduced in Chapter 5 for visualization, analysis and 
optimization. Each application represents broad topics of research for 
HyPerModels, the foundations of which are addressed in this chapter. 
 High dimensional data set visualization begins with the need to 
evaluate a HyPerModel to define a data set that can be represented. However, 
the task of generating representations of high dimensional data sets while 
preserving user intuition about relationships in the data set is far from simple. 
With commercial software 2D planar plots and 3D spatial plots are easily 
rendered and using HyPerModels defined from sparse data sets, 2D and 3D 
Pareto subspaces can be populated with minimal computational cost. These 
high density representations of Pareto subspaces can reveal features not 
otherwise defined by the initial data set. Additional tools are needed for high 
dimensional HyPerModel visualization applications. 
 HyPerModel also plays a role in analysis. The adaptive sequential 
sampling criteria in Chapter 3 make use of the derivatives of HyPerModels to 
sample design space regions exhibiting rapid change. Similar techniques can 
be applied to find design space regions where robust designs may exist. Since 
HyPerModels can simultaneously represent multiple performance indices, a 
wide variety of objective functions can be defined from a single HyPerModel 
simply by applying the objective function to the control point locations. 
Finally, CBM analysis techniques can compare HyPerModels representing the 
same system at different times, supporting fault identification efforts. 
Optimization with NURBs HyPerModels shows dramatic performance 
possibilities for solving difficult nonlinear and mixed integer optimization 
problems. By representing the objective function with a NURBs HyPerModel 
it is possible to use the Variation Diminishing and Convex Hull properties and 
control point locations as means to intelligently select starting points for 
optimization, while eliminating suboptimal metamodel regions. Consequently, 
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convergence is guaranteed in a finite and predictable number of optimization 
runs. While traditional optimization research has focused on improving 
optimization algorithms, HyPerOp focuses on improving the conditioning of 
the objective function by defining a NURBs HyPerModel as a surrogate 
representation of the objective function. Unfortunately, other metamodels 
types, such as polynomial response surface models, MARS, or RBFs do not 
necessarily exhibit these properties or are not defined with control points and 
thus are incapable of being used in HyPerOp in the same way as the NURBs-
based HyPerModel. This provides a distinct and unique advantage for 
NURBs-based HyPerModels in optimization applications. HyPerOp is much 
better at locating the global optimum of the metamodel with less 
computational effort than random multi-start SQP techniques in numerous test 
problems. 
HyPerModels provide visualization, analysis and optimization 
capabilities that are not necessarily available from other metamodel types. 
These unique advantages present a compelling case for the use of NURBs 
HyPerModels as a generic metamodeling tool. This tool is currently 
implemented in a software package, HyPerMaps. Key elements of the 





The HyPerMaps Software System 
 
“If only I knew, what I could do...” 
- Tom Jones 
 
6.1 Introduction 
 The previous four chapters focused on the comparison of 
HyPerModels to other metamodeling techniques, the underlying theory 
supporting HyPerModel data collection via adaptive sequential sampling 
techniques, the generation of a HyPerModel from a data set, and the 
exploitation of a HyPerModel through visualization, analysis or optimization. 
The work described in these chapters is the foundation upon which the 
software package HyPerMaps was constructed. HyPerMaps implements the 
necessary algorithms to support all of these functions in C++ on a WindowsTM 
operating system platform. 
 This chapter describes the critical architectural features of 
HyPerMaps. The intent is to provide a foundation for subsequent revisions, 
improvements and extensions of HyPerModels by describing the data 
structures employed, the software file structure, major algorithms, the user 
interface, and applicable file structure format conventions. A complete 
understanding of the implementation of HyPerMaps would require extensive 
in depth study of the software code and is beyond the scope of this chapter. 
 HyPerMaps is a research software package. When used by an 
experienced operator, useful results can be obtained. In its current 
configuration, the inexperienced operator should be wary, as HyPerMaps does 
not contain many user input error checking capabilities. Furthermore, many of 
the algorithms used within HyPerMaps were selected for their robustness and 
programming simplicity rather than computational efficiency, and the user 
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interface is rudimentary. These and other software improvement avenues are 
discussed in Chapter 10. 
6.2 HyPerMaps Data Structures 
 Several critical components of HyPerMaps were based on software 
components developed by others. These components include the derived data 
structures used throughout HyPerMaps to store and process data, the header 
files providing functionality to HyPerMaps and the techniques used to 
implement multithreading within certain sections of HyPerMaps. Each of 
these components is discussed in subsequent sections. 
6.2.1 Derived Data Structures 
 The data structures used throughout HyPerMaps are extensions of 
similar structures commonly employed in programs: vectors and matrices. 
The vector and matrix classes implemented in HyPerMaps are dynamically 
allocated, unlike the static arrays commonly implemented. In addition, there is 
another critical difference that distinguishes the classes defined in HyPerMaps 
from other dynamic vector and matrix classes such as those defined with 
vector.h (included with Microsoft Visual Studio 6.0) or the miniVector and 
Matrix classes developed by Ford [2002]. The classes developed by Ford are 
used as the baseline for the development of the Cvector, Cmatrix classes and 
the exception classes in Cexcept.h implemented for HyPerMaps. 
6.2.1.1 Class Cvector 
 The Cvector class is based on the miniVector class developed in Ford 
[2002] with a notable difference. Ford’s miniVector class is defined by three 
internal components: vSize, vCapacity and *vArr. The term vSize is a signed 
short integer (type int) that defines the number of elements currently defined 
in the vector. The term vCapacity is also a signed short integer (type int) that 
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defines the maximum size of the current vector in memory. The final term, 
*vArr, is a pointer to the first element of an array of elements of type T with a 
total of vCapacity elements defined. 
 When a miniVector of type T is initially defined, the number of 
elements necessary to store the data set is reserved in contiguous memory. A 
pointer, *vArr, is established to the first element in the array, and subsequent 
elements can be recalled by incrementing through memory from the first 
element. Initially, vSize and vCapacity are equal. If an additional element is 
added to this vector, a new vector of increased capacity is necessary to store 
the additional data. miniVector establishes a new array in memory with a new 
capacity of twice the previous array capacity. The data elements are copied 
from the old array to the new array, and *vArr is updated to reflect the 
location of the new array in memory. The memory storing the old array is 
then released for other uses. Finally, the new element is stored in the array and 
vSize is updated. vSize and vCapacity are generally no longer equivalent in 
value. Doubling the array capacity as needed is more efficient than simply 
adding only what is needed to the array because it reduces the number of 
times the array must be copied in memory. 
 The Cvector class functions in the same fashion as miniVector. The 
significant difference between the two is that vSize and vCapacity are defined 
as unsigned long integers rather than signed short integers. This is a critical 
difference. A signed short integer, (usually a 16 bit or 2 byte number) can be 
used to represent any integer value between -32,768 and 32,767. If the value 
32,768 is stored in a variable stored as a signed short integer, the variable 
“rolls over” and the stored number when recalled is actually -32,768. 
Defining the variable as unsigned shifts the range of numbers that can be 
stored from 0 to 65,535. For many applications, these data sizes are sufficient. 
[Ford, 1999; Overland, 1999] 
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 However, in HyPerMaps, very large vectors and matrices are 
necessary. A signed long integer (usually a 32 bit or 4 byte number) can 
represent any integer between -2,147,483,648 and 2,147,483,647. [Ford, 
1999; Overland, 1999] This is an exceptionally large range and signed long 
integers are used in several places within HyPerMaps where large integers 
with signs are necessary. Since negative numbers have no meaning in the 
definition of a vector (which is composed of a positive number of elements), 
Cvector uses unsigned long integers to represent vSize and vCapacity. 
Cvector can define a vector of almost 4.3 billion elements! 
 Defining a vector of this size would overwhelm the memory available 
in most desktop computers. For instance, a vector of 4.3 billion doubles would 
require about 32 gigabytes of memory. Cvector uses the Cexcept class, 
discussed in section 6.2.1.3, to issue size warnings beginning when the vector 
capacity exceeds 25 million elements (about 191 MB for doubles) and an 
error message at 250 million elements (about 1.91 GB for doubles). 
 In addition to the basic function of dynamically storing data in a 
vector, Table 6.1 shows the public functions defined in Cvector. Many of 
these functions were added to provide specific functionality for HyPerMaps. 
6.2.1.2 Class Cmatrix 
 A matrix is in essence a vector of vectors. This is exactly how Ford 
[2002] derives a matrix class from the miniVector class. In this case, the vSize 
is replaced by two signed short integer variables, nRows and nCols, which 
define the size of the vectors defining the rows and columns of the matrix. 
 The Cmatrix class is defined in the same manner from the Cvector 
class. Just as vSize is defined as an unsigned long integer, nRows and nCols 
are defined as unsigned long integers, giving Cmatrix the ability to define a 
matrix of almost 18.5 billion billion elements!    
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Table 6.1 Cvector Public Functions. The Cvector class includes many public functions 
defined to provide specific functionality for HyPerMaps. The highlighted functions are 
derived from the miniVector class. T defines the type of variable in the vector. 
Function Name Variables Purpose 
dVector(unsigned long int size = 0)  Constructor 
dVector(const dVector<T>& obj)  Copy Constructor 
~dVector()  Destructor 
dVector& operator= (const 
dVector<T>& rhs)  Assignment Operator 
T& back()  Returns the element at the rear of the vector 
const T& back() const  
Returns the element at the rear of 
the vector when the vector is a 
constant 
T& operator[] (unsigned long int i) i - vector element address Provides access to any element in the vector 
const T& operator[] (unsigned long int 
i) const i - vector element address 
Provides access to any element in 
the vector when the vector is a 
constant 
void push_back(const T& item) item - value to enter in new vector element 
Inserts an element at the rear of 
the vector 
void resize(unsigned long int num) num - number of elements in new vector 
Resizes the vector to the size 
num 
void pop_back()  Removes the element at the rear of the vector 
unsigned long int size() const  Returns the size of the vector 
T& front()  Returns the element at the front of the vector 
const T& front() const  
Returns the element at the front 
of the vector when the vector is a 
constant 
bool empty() const  Returns true if the vector is empty and false otherwise 
unsigned long int capacity() const  Returns the capacity of the vector 
double sum() const  Returns the sum of the vector elements 
double sqr() const  Returns the sum of the squares of the vector elements 
double avg() const  Returns the average of the vector elements 
double maximum() const  Returns the largest element of the vector 
double minimum() const  Returns the smallest element of the vector 
void swap(unsigned long int pos1, 
unsigned long int pos2) 
pos1 - position 1 in vector 
pos2 - position 2 in vector 
Swaps the values of two elements 
in a vector 
void insert(unsigned long int pos, 
const T& item) 
pos - position of inserted 
element 
item - value of inserted 
element 
Inserts an element at a position 
pos in the vector 
void join(dVector<T> 
&vA,dVector<T> &vB) 
vA - vector A 
vB - vector B added to end 
of vA 
Joins two vectors end to end 
void erase()  Erases all elements in a vector 
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 As is done with the Cvector class, the Cmatrix class incorporates a set 
of warning messages and an error message that limits the definable matrices 
to reasonable sizes given the memory available in a modern desktop 
computer. Warnings begin when the size of the defined matrix reaches 25 
million elements and an error is triggered when the defined matrix reaches 
250 million elements. These limits are identical to the limits in the Cvector 
class. Both Cvector and Cmatrix are defined so that the size limits can be 
raised as the available memory in desktop computers increases. 
 In addition to the basic function of dynamically storing data in a 
matrix, Table 6.2 shows the public functions defined in Cmatrix. Many of 
these functions were added to provide specific functionality for HyPerMaps. 
 
Table 6.2 Cmatrix Public Functions. The Cmatrix class includes many public functions 
defined to provide specific functionality for HyPerMaps. The highlighted functions are 
derived from the Ford [2002] matrix class. T defines the type of variable in the matrix. 
Function Name Variables Purpose 
dMatrix(unsigned long int nRows = 0, 
unsigned long int nCols = 0)  Constructor 
dVector<T>& operator[] (unsigned 
long int i) 
i - the address of the row in 
the matrix 
Provides access to any element in 
the matrix 
const dVector<T>& operator[] 
(unsigned long int i) const 
i - the address of the row in 
the matrix 
Provides access to any element in 
the matrix when the matrix is a 
constant 
unsigned long int rows() const  Returns the number of rows in the matrix 
unsigned long int cols() const  Returns the number of columns in the matrix 
void resize(unsigned long int nRows, 
unsigned long int nCols) 
nRows - number of rows 
nCols - number of columns 
Resizes the matrix to the size 
nRows by nCols 
void identity(unsigned long int num) num - number of rows and columns 
Defines an identity matrix of size 
num by num 
void null(unsigned long int nRows, 
unsigned long int nCols) 
nRows - number of rows 
nCols - number of columns 
Defines a matrix of size nRows 
by nCols with every element set 
at a value of zero 
void rowswap(unsigned long int row1, 
unsigned long int row2) 
row1 - 1st row address 
row2 - 2nd row address 
Swaps row 1 with row 2 in a 
matrix 
void colswap(unsigned long int col1, 
unsigned long int col2) 
col1 - 1st column address 
col2 - 2nd column address 
Swaps column 1 with column 2 
in a matrix 
void transpose()  Creates the transpose of a matrix 
void erase()  Erases all elements in a vector 
double SumCol(unsigned long int 
ColNum) ColNum - column address 
Sums all of the elements in 
column ColNum of a matrix 
double SumRow(unsigned long int 
RowNum) RowNum - row address 
Sums all of the elements in row 
RowNum of a matrix 
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6.2.1.3 Exception Classes in Cexcept.h 
 The miniVector and matrix classes developed by Ford [2002] rely on a 
third set of classes to handle exceptions. Since Cvector and Cmatrix are 
developed from Ford’s classes, they also use the third set of classes to handle 
exceptions. These classes are defined in Cexcept.h and are listed in Table 6.3. 
   
Table 6.3 The Classes of Cexcept.h. Cexcept.h handles exceptions defined in the Cvector 
and Cmatrix classes, as well as exceptions that may arise in other classes developed in Ford 
[2002] but not used in HyPerMaps. 
Exception Class Class Description 
class baseException 
Fundamental error handler that 
publishes an error message to the 
screen 
class memoryAllocationError: public baseException 
Memory allocation error triggered 
if memory cannot be allocated in 
new() 
class rangeError: public baseException Range error triggered when function value is out of range 
class indexRangeError: public baseException Index out of range error 
class underflowError: public baseException Attempt to erase and empty container 
class overflowError: public baseException Attempt to insert into a full container 
class VoversizeError: public baseException Matrix/vector oversize error 
class expressionError: public baseException Expression evaluation error 
class referenceError: public baseException Bad object reference 
class notImplementedError: public baseException Feature not implemented 
class dateError: public baseException Date errors 
class graphError: public baseException Error in graph class 
class fileOpenError: public baseException Error opening file 
class fileError: public baseException Error reading file 
  
 Only a few of the errors shown in Table 6.3 are currently used in 
HyPerMaps. These errors are highlighted in yellow. The remaining errors may 
be of use as HyPerMaps is further developed. 
6.2.2 Included Header Files 
 HyPerMaps incorporates several standard header files to define 
common functions. Table 6.4 lists these header files and their descriptions. 
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Table 6.4 Header Files in HyPerMaps. Microsoft Visual Studio 6.0 incorporates several 
standard header files that define commonly used functions. The header files directly 
incorporated into HyPerMaps and their descriptions are listed below. 
Header File Description HyPerMaps File Calling 
COMPLEX Defines functions for complex numbers components.h 
FSTREAM Standard header file for file input/output 
Diagnostics.h, Match1.h, Match2.h, 
Match3.h, Match4.h, Querry1.h, 
Querry2.h, Querry3.h, Querry4.h, 
QuerrySST1.h, QuerrySST2.h, 
QuerrySST3.h, QuerrySST4.h 
FSTREAM.h Defines the file buffer and file input/output classes RandomNumGen.cpp 
IOSTREAM Standard header file for input/output Cmatrix.h 
IOSTREAM.h Defines the input/output classes iBeam.cpp, laminate.cpp, matls.cpp, FlightPerformance.cpp 
MATH.h Defines typical mathematical functions 
RandomNumGen.h, Match1.h, 
Match2.h, Match3.h, Match4.h, 
Querry1.h, Querry2.h, Querry3.h, 
Querry4.h, QuerrySST1.h, 
QuerrySST2.h, QuerrySST3.h, 
QuerrySST4.h, matls.h, properties.h 
PROCESS.h 
Defines process control classes 
necessary for multithreading 
applications 
Optimization.h 
STDIO.h Defines the standard input/output classes used in most programs 
RandomNumGen.h, Match1.h, 
Match2.h, Match3.h, Match4.h, 




STDLIB.h Defines the standard library of functions used in most programs 
RandomNumGen.h, Match1.h, 
Match2.h, Match3.h, Match4.h, 




STRING Standard string header file Cexcept.h 
strstream Standard stream string header file Cexcept.h 
TIME.h Defines functions for time manipulation functions 
Diagnostics.h, Match1.h, Match2.h, 
Match3.h, Match4.h, Querry1.h, 
Querry2.h, Querry3.h, Querry4.h, 
QuerrySST1.h, QuerrySST2.h, 
QuerrySST3.h, QuerrySST4.h 
VECTOR Defines a dynamically allocated vector with signed short integers 
laminate.h, FlightPerformance.h, 
properties.h 
WINDOWS.h Include file for windows applications used for multithreading 
Optimization.h, Thread1.h, 





 Large portions of HyPerMaps can be processed in parallel by 
implementing a multithreading scheme. Multithreading is currently 
implemented in five locations within the HyPerMaps algorithm. On most 
computers, multithreading will only slow the overall speed of the HyPerMaps 
algorithms, however, some high performance desktop computers can benefit 
from multithreading. [Asche, 1993] Since more and more high performance 
desktop computers are incorporating multiple processors and parallel 
processing architectures, multithreading is a particularly important capability 
to include in HyPerMaps. 
 Los Alamos National Laboratory provided a dual 3.06 GHz Pentium 
IV machine with 4GB of RAM running Windows XP with hyperthreading 
enabled for this research. With hyperthreading enabled, this system acts as if 
it has four processors rather than two. Each of these four virtual processors 
approximately emulates a single 2.8 GHz processor.1 This system was used to 
test the multithreading implemented within HyPerMaps. 
 Multithreading is implemented in a rudimentary fashion. The user may 
specify whether a particular HyPerMaps run uses 1, 2, 3 or 4 threads. Only 
four threads currently are supported within HyPerMaps. Multithreading is 
defined for the five applications given in Table 6.5. 
 Each multithreading application functions similarly. Each thread uses 
four unique data files to exchange information between the main program and 
the threads. Some thread types exchange data common to each thread with a 
single fifth file that is accessed by all threads. Exchanging data between the 
main program and the threads via files is not the most efficient means to 
transfer data between programs, but it is simple and easy to verify that data is 
                                                          
1 The approximate processor speed is based on a measurement of floating point operations per 
second (FLOPS) for each virtual processor compared to single processor machines. 
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being passed from the main program to the threads correctly. Figure 6.1 
shows the basic scheme by which threads operate in HyPerMaps. 
 
Table 6.5 HyPerMaps Multithreading Applications. Multithreading is implemented in 
HyPerMaps for five purposes. Additional HyPerMaps components can be multithreaded. 





Match control points to the 





Query the HyPerModel to 






Query the sequential sampling 




SST1.exe, SST2.exe, SST3.exe, 
SST4.exe 
Simultaneously perform 
multiple sequential sampling 
optimizations 




Create data sets by calling 
functions for new data 
   
 
Figure 6.1 HyPerMaps Thread Operation Scheme. Data is transferred from the main 
HyPerMaps program to the thread programs by the thread data and thread relay files. Data 
shared between multiple threads is exchanged through an XData file that is accessed by 
each thread. Data is returned to the main program using the thread relay and data from 
thread files. Each thread also writes to a log file denoting its progress. Red lines denote the 
flow of data from the main executable to the thread and blue lines denote the flow of data 
from the thread back to the main executable. 
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 The multithreading process begins with the main program dividing the 
calculations to be undertaken into equal parts and writing each part to a thread 
data file. Data to be shared between all threads is written to the Xdata file. 
Finally, a relay file is used to authorize the thread to begin the calculation. 
The thread is then started using code similar to that shown in Algorithm 6.1. 
  
Algorithm 6.1 Multithread Initialization. The code to initialize four threads is shown 
below. The final thread initialized, Thread1.exe, runs on the virtual processor used by the 
main HyPerMaps executable. Its termination signals HyPerMaps to check the remaining 
threads for completion. 
 
// Define Thread Parameters 
 STARTUPINFO si1,si2,si3,si4; 
 PROCESS_INFORMATION pi1,pi2,pi3,pi4; 
 DWORD dwExitCode; 
 
// Start Threads 
 ZeroMemory( &si4, sizeof(si4) );  //  Start Thread 4 
 si4.cb = sizeof(si4); 
 ZeroMemory( &pi4, sizeof(pi4) ); 
 if(CreateProcess("Threads/Thread4.exe",NULL,NULL,NULL,FALSE, 
  CREATE_NEW_CONSOLE,NULL,NULL, &si4, &pi4)){ 
  CloseHandle(pi4.hThread); 
  CloseHandle(pi4.hProcess); 
 } 
 
 ZeroMemory( &si3, sizeof(si3) );  //  Start Thread 3 
 si3.cb = sizeof(si3); 
 ZeroMemory( &pi3, sizeof(pi3) ); 
 if(CreateProcess("Threads/Thread3.exe",NULL,NULL,NULL,FALSE, 
  CREATE_NEW_CONSOLE,NULL,NULL, &si3, &pi3)){ 
  CloseHandle(pi3.hThread); 
  CloseHandle(pi3.hProcess); 
 } 
 
 ZeroMemory( &si2, sizeof(si2) );  //  Start Thread 2 
 si2.cb = sizeof(si2); 
 ZeroMemory( &pi2, sizeof(pi2) ); 
 if(CreateProcess("Threads/Thread2.exe",NULL,NULL,NULL,FALSE, 
  CREATE_NEW_CONSOLE,NULL,NULL, &si2, &pi2)){ 
  CloseHandle(pi2.hThread); 
  CloseHandle(pi2.hProcess); 
 } 
 
 ZeroMemory( &si1, sizeof(si1) );  //  Start Thread 1 
 si1.cb = sizeof(si1); 
 ZeroMemory( &pi1, sizeof(pi1) ); 
 if(CreateProcess("Threads/Thread1.exe",NULL,NULL,NULL,FALSE, 
  CREATE_NEW_CONSOLE,NULL,NULL, &si1, &pi1)){ 
  CloseHandle(pi1.hThread); 
  WaitForSingleObject(pi1.hProcess, INFINITE); 
  GetExitCodeProcess(pi1.hProcess, &dwExitCode); 
  CloseHandle(pi1.hProcess); 
 } 
// Use Main Program to Recall Thread Results 
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 In Algorithm 6.1, the processor assigned to the main executable is 
transferred to the control of Thread1.exe. When Thread1.exe completes its run 
and terminates, control of the processor is returned to the main executable. 
This is the signal to the main executable that results are available for retrieval. 
These results are stored by the thread executable in the Data From Thread file. 
The Thread Relay file also informs the main executable of the termination 
status of the thread executable. If the thread terminates due to an error, the 
error is reflected in the relay file. 
 The main executable begins retrieving data from the first thread 
executable. Once that data has been retrieved, the main executable proceeds to 
check the status of the relay files for the second thread executable. When the 
second thread terminates the relay file will be updated to reflect the new status 
of the second thread. This update informs the main executable that the thread 
data can be retrieved or that the thread terminated in an error status. The 
process continues until the results from all threads have been retrieved. 
 Obviously, the main problem with this implementation is 
synchronization between threads. If one thread finishes processing its data set 
before the others, it will terminate, idling the processor. Fully utilizing each 
processor by maintaining thread synchronization would improve the 
multithreading capabilities in HyPerMaps. 
6.3 HyPerMaps File Structure 
 The file structure in HyPerMaps is composed of three individual file 
structures: the program files, the user input files and the program output files. 
The program files establish a hierarchy to define the relationships between 
algorithms in HyPerMaps. The user input files provide the necessary data to 
define the HyPerModel. The resulting HyPerModel is stored in a set of 
program output files. 
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6.3.1 Program File Structure 
 The algorithms that comprise HyPerMaps are arranged in a 
hierarchical fashion as shown in Figures 6.2 through 6.6. The program files 
and the functions of their components are documented in Tables 6.6 and 6.7. 
 
Table 6.6 HyPerMaps Program Files I. The program files that define HyPerMaps and 
their associated functions. Functions in blue italics represent internal functions. 
File Name (Level) Lines Purpose Functions 
Total HyPerMaps.exe 46586 Define a HyPerModel  
Model, Threads & Header 
Contributions 16024 Support HyPerMaps  
BuildBatch.ccp/.h (V) 703 Build a Batch File of inputs BuildBatch() 
Cexcept.h (VI) 209 Support exception calls  
Cmatrix.h (VI) 413 Define matrices  
CPFitting.cpp/.h (III) 893 Fit Control Points CPBlend(), FitCPs(), CPinsert() 
CraneLocationModel.cpp/.h 
(IV) 338 
Model a crane location 
problem CraneLocationModel() 
Cvector.h (VI) 597 Define vectors  
DataAnalysis.cpp/.h (II) 1393 
Analyze data with respect to 
the HyPerModel and match 
data to control points 
PearsonsR(), MatchData(), 
HPMAnalysis() 
DataInput.cpp/.h (II) 2081 Input data, models or query functions for more data 














Diagnostics.h (V) 333 Perform diagnostics on HyPerMaps  
Functions.cpp/.h (IV) 2844 Provide a source of data for different HyPerModels 
Func1(), Func2(), ..., Func47(), 
Func48(), DETCFcn(), FCNIN(), 
FCNOUT() 
HyPerMaps.cpp/.h (I) 825 Overall HyPerMaps program main() 
HyPerMapsAnalysis.cpp/.h (I) 2320 HyPerModel analysis GUI HyPerMapsAnalysis() 
HyPerMapsBuilding.cpp/.h (I) 631 HyPerModel definition GUI HyPerMapsBuilding() 
HyPerMapsCBM.cpp/.h (I) 779 Defines CBM HyPerModels BinData(), HyPerCBM() 
HyPerModelFitting.cpp/.h (II) 2565 
Fit a HyPerModel to a data 








KrigingWeights.cpp/.h (III) 332 Establish control point weights with a kriging model SCF(), CPWeightEst() 
LUfactorization.cpp/.h (III) 428 Perform LU factorization LUfac() 
MatrixMath.cpp/.h (III) 271 Perform matrix operations MatMult(), VecDivide() 
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Table 6.7 HyPerMaps Program Files II. The program files that define HyPerMaps and 
their associated functions. Functions in blue italics represent internal functions. 
File Name (Level) Lines Purpose Functions 



































NURBs.cpp/.h (IV) 1573 Define the NURBs behavior of the HyPerModel 
















RandomNumGen.cpp/.h (VI) 165 Generate random numbers RandomNumbr() 
SSTCriteria.cpp/.h (III) 931 
Define the sequential 
sampling optimization 











Figure 6.2 Overall HyPerMaps Software Hierarchy. The HyPerMaps software 




Figure 6.3 HyPerMaps Software Hierarchy I. The HyPerMaps software hierarchy 




Figure 6.4 HyPerMaps Software Hierarchy II. The HyPerMaps software hierarchy 




Figure 6.5 HyPerMaps Software Hierarchy III. The HyPerMaps software hierarchy 




Figure 6.6 HyPerMaps Software Hierarchy IV. The HyPerMaps software hierarchy 
viewed from the top down. Functions defined at one level are available from higher levels. 
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 In this hierarchical structure, the external functions are visible to 
functions defined in files at a higher level in the hierarchy. Thus, the most 
fundamental and commonly used functions are collected at the lowest levels 
of the hierarchy. The lowest level of the hierarchy, the Fundamental Level, 
includes the files defining the classes discussed in Section 6.2.1 and most of 
the header files discussed in Section 6.2.2. Also included in this level is the 
random number generator described in Appendix C. These files provide 
necessary functionality to virtually every other function in HyPerMaps. 
 The next highest level in the hierarchy is the Program Basics Level. 
The Program Basics Level, Level V, defines functions that are used for 
diagnostic or menu purposes. These functions are called by functions at higher 
levels of the hierarchy, but require limited access to other functions. 
 Level IV in the hierarchy is the Model Fundamentals Level. This level 
integrates the test functions and external models for the crane location 
problem (Chapters 3 and 4), the composite material I-beam design problem 
(Chapter 7) and the gas turbine aircraft engine design problem (Chapter 8) 
into HyPerMaps. Also included in this level are the fundamental algorithms 
for matrix and NURBs operations. 
 Level III, the Parameter Calculation Level uses the functions from 
levels IV, V and VI to define algorithms to fit control points to a data set, 
define sequential sampling criteria and perform optimization tasks within 
HyPerMaps. The HyPerOp algorithm resides in Level III. 
 The Data Modeling Level, Level II, incorporates the HyPerModel 
Fitting Algorithm (Chapter 4) and HyPerSample (Chapter 3). Level II also 
incorporates algorithms for data input and output to support visualization and 
analysis applications from Chapter 5. 
 At the top of the hierarchy is Level I, the User Interface Level. This 
level integrates the inputs from the user obtained via menus from Level V 
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with the algorithms to define and analyze a HyPerModel in Levels II and III. 
The HyPerCBM algorithm resides in Level I, because of its dependence on 
Level II functions. 
6.3.2 User Input File Structure 
 HyPerMaps employs a fixed file structure. Appropriate files with 
predefined names must be placed in the appropriate directory. The input and 
output file structures share root directories. The input file structure is shown 
in Figure 6.7 and the purposes of the files are delineated in Table 6.8. Figure 
6.7 also indicates the locations of the executable files in HyPerMaps. 
   
 
Figure 6.7 HyPerMaps Input File Structure. The input and executable files for 
HyPerMaps reside in several directories within the HyPerMaps file structure. 
 274
 
Table 6.8 HyPerMaps Input Files. The input files in HyPerMaps each serve a purpose. 
Directory File Purpose 
root JCNCFcn.dat 
Defines a piecewise continuous data set 
defining the JCNC function built into 
HyPerMaps 
Batch Input/ BatchInput.txt Provides a repeatable automatic execution of steps in HyPerMaps 
Batch Input/ NewInput.txt2 Batch file defined from BuildBatch() function 
Batch Input/ PreviousInput.txt2 Record of previous menu inputs 
Program Data Files/ 
Data/ Data.txt File of input values to be queried 
Program Data Files/ 
Data/ DataFcn.txt 
File of input values to be queried when 
evaluating a function 
Program Data Files/ 
Data/ SpaceData.txt 
Data set of input and output values from a 
model for fitting 
Program Data Files/ 
Data/ DataSet.txt 
Data set of input and output values from a 
model for comparison to a HyPerModel 
Program Data Files/ 
Data/ hData.txt 
Healthy CBM data set to be used to define a 
baseline “healthy” fingerprint 
Program Data Files/ 
Data/ fData.txt 
CBM data set for a system subjected to a fault 
condition to be compared to the “healthy” 
fingerprint 
Program Data Files/ 
Data/ SQPdata.txt 
Data set of starting points for multi-start SQP 
optimization 
Program Data Files/ 
Input Settings/ integers.dat 
File denoting whether each variable is 
continuous (0) or integer (1) with the number 
of integer states for each variable 
Program Data Files/ 
Input Settings/ ObjFuncCoef.dat 
Coefficients defining an additive objective 
function for optimization 
Program Data Files/ 
Input Settings/ OptParameters.dat 
List of current optimization parameters 
including: 
1) Minimum step size 
2) Maximum step size 
3) Maximum number of steps 
4) Convergence Tolerance 
Program Data Files/ 
Input Settings/ Random.dat 
Stores a random number from the previous 
run to initialize the current random number 
generator 
Program Data Files/ 
Input Settings/ var.dat 
Lists the number of current variables in the 
model, including: 
1) Design Variables 
2) Cycle Parameters 
3) Performance Indices 
 
                                                          
2 NewInput.txt and PreviousInput.txt are output files that can be turned into input files in 
subsequent runs of HyPerMaps. 
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6.3.3 Program Output File Structure 
 A HyPerMaps run generates a number of data files. Many of these 
files are for research purposes only. Figure 6.8 shows the structure of the 
output files. Tables 6.9, 6.10 and 6.11 explain the purpose of each output file. 
   
 
Figure 6.8 HyPerMaps Output File Structure. The output files generated by HyPerMaps 
are collected in the output directory shown in Figure 6.7. The files are further organized 
within that directory.  
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Table 6.9 HyPerMaps Output Files I. The locations and purposes of the output files 
produced by HyPerMaps. 
Directory File Purpose 
Output/ AllData.txt Provides an output of all data available to define the HyPerModel 
Output/ CPcoord.txt Defines the CP coordinates of the final HyPerModel 
Output/ CPdata.txt 
Defines the number of control 
points, the order of the HyPerModel 
and the control point matrix 
Output/ CPyNorm.txt The normalization coefficients on each y control point coordinates 
Output/ FunctionData.txt The result of querying an embedded function with the DataFcn.txt file  
Output/ HyPerModelData.txt A data set obtained by querying the HyPerModel using Data.txt 
Output/ HyPerModelIterData.txt 
A data set obtained by querying the 
HyPerModel at each iteration with 
Data.txt 
Output/ HyPerModelIterSST.txt 
A data set of sequential sampling 
criteria obtained by querying the 
HyPerModel at each iteration with 
Data.txt 
Output/ HyPerModelSST.txt 
A data set of sequential sampling 
criteria obtained by querying the 
HyPerModel with Data.txt 
Output/ HyPerModelUpdateData.txt 
A data set obtained by querying the 
HyPerModel at each update with 
Data.txt 
Output/ HyPerModelUpdateSST.txt 
A data set of sequential sampling 
criteria obtained by querying the 
HyPerModel at each update with 
Data.txt 
Output/ ModelType.txt 
Defines the type of model created: 
Sequential Sampling ONLY 
Data augmented with sampling 
Data ONLY 
Output/ PrimaryData.txt Data primarily matched to control points 
Output/ RandomData.txt 
Diagnostic Output - A random data 
set from the random number 
generator 
Output/ RMSCorrData.txt Diagnostic Output - control points and statistical data 
Output/ RMSSize.txt Diagnostic Output - number of control points in each model 
Output/ SecondaryData.txt Data secondarily matched to control points 
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Table 6.10 HyPerMaps Output Files II. The locations and purposes of the output files 
produced by HyPerMaps. 
Directory File Purpose 
Output/CBM Data/ hData.txt Returned data set of healthy data set 
Output/CBM Data/ hSpaceData.txt Returned binned healthy data set 
Output/CBM Data/ fData.txt Returned data set of fault data sets 
Output/CBM Data/ fSpaceData.txt Returned binned fault data sets 
Output/CBM Data/ CBM.txt CBM models and correlations to healthy “fingerprint” 
Output/CBM Data/ CBMCPcoord.txt 
Defines the control point 
coordinates of the CBM 
HyPerModels 
Output/CBM Data/ CBMCPdata.txt 
Defines the number of control 
points, the order of the CBM 
HyPerModels and the control point 
matrix 
Output/CBM Data/ CBMCPsize.txt 
The number of iterations, control 
points and normalization 
coefficients on each y-coordinate of 
the CBM HyPerModels 
Output/Iterative/ CPcoord.txt 
Defines the control point 
coordinates of the HyPerModels by 
iteration 
Output/Iterative/ CPdata.txt 
Defines the number of control 
points, the order of the 
HyPerModels and the control point 
matrix by iteration 
Output/Iterative/ CPsize.txt 
The number of iterations, control 
points and normalization 
coefficients on each y-coordinate of 
the HyPerModels by iteration 
Output/Logs/ HyPerMapsLog.txt Provides a log of activity during a HyPerMaps run 
Output/Optimization/ OptimizationLog.txt Provides a log of optimization runs 
Output/Optimization/ OptimizationResults.dat Stores the optimization run results 
Output/Optimization/ OptimizationSolutions.dat 
Stores the solutions from random 
multi-start SQP so that equivalent 
solutions can be identified 
Output/SST/ CSdata.txt Stores cooling schedule data 
Output/SST/ SSTOptimizationLog.txt 
Optimization log of sequential 
sampling runs for the HyPerSample 
algorithm 
Output/SST/ SSTOptimizationResults.dat 
Results of sequential sampling 





Table 6.11 HyPerMaps Output Files III.  The locations and purposes of the output files 
produced by HyPerMaps. 
Directory File Purpose 
Output/Statistics/ HyPerMapStats.txt Records statistics about HyPerMaps 
Output/Statistics/ HyPerMapsTimes.txt Records times throughout the HyPerMap run 
Output/Statistics/ Times.dat Records time data about HyPerMaps 
Output/Update/ Update.txt Defines the model characteristics by update 
Output/Update/ UpdateCPcoord.txt 
Defines the control point 
coordinates of the 
HyPerModels by update 
Output/Update/ UpdateCPdata.txt 
Defines the number of 
control points, the order of 
the HyPerModels and the 
control point matrix by 
update 
Output/Update/ UpdateCPsize.txt 
The number of iterations, 
control points and 
normalization coefficients 
on each y-coordinate of the 
HyPerModels by update 
  
 The purposes of the thread files located in the Output/Threads/ 
directory are explained in Section 6.2.3. Since these files are primarily for 
internal data exchange or debugging purposes, they offer very little value for 
most users. 
6.3.4 File Structure Format Conventions 
 Input and output files used by HyPerMaps are stored as text files with 
either a *.txt or a *.dat extension. Entries in the files may be either space or 
tab delimited. Files exported from Microsoft Excel as tab-delimited text files 
are suitable for input files. Entries in data input files should be composed only 
of real numbers. Text or complex numbers are not currently supported. 
Design variables and cycle parameters should be normalized to range from 0 
to 1 external to HyPerMaps. Performance indices may take on any value.  
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6.4 Major HyPerMaps Algorithms 
 HyPerMaps implements four major algorithms: HyPerSample, 
HyPerFit, HyPerOp, and HyPerCBM. The theoretical basis for these 
algorithms has been reviewed in Chapter 3 for HyPerSample, Chapter 4 for 
HyPerFit, and Chapter 5 for HyPerOp and HyPerCBM. The purpose of this 
section is to provide additional information about the implementation of these 
algorithms in HyPerMaps, not to repeat the descriptions from previous 
chapters (although several figures are reproduced for clarity).  
6.4.1 HyPerSample 
 The HyPerSample algorithm provides an adaptive sequential sampling 
capability for HyPerMaps. HyPerSample is implemented in the Level II file, 
HyPerModelFitting.cpp in the function SSTHyPerModel(). Figure 6.9 shows 
a flowchart of the HyPerSample algorithm.  
 
 
Figure 6.9 The HyPerSample Algorithm. Sampling convergence is determined by a 
series of tests that compare the current metamodel to the collected data set and user defined 
target parameters. 
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 Algorithm 6.2 shows the function call for SSTHyPerModel() from 
HyPerModelFitting.h. 
 
Algorithm 6.2 SSTHyPerModel() Function. The HyPerSample algorithm is implemented 
in HyPerMaps via the SSTHyPerModel() function. 
 
long int SSTHyPerModel(dMatrix<double> &x, dMatrix<double> &y, 
dMatrix<unsigned long int> &UsedData, dVector<int> &Integers, 
dMatrix<double> &CPx, dMatrix<double> &CPy,  dMatrix<double> 
&CPweight, dMatrix<double> &CP, dVector<unsigned long int> &CPdim, 
 dMatrix<double> &Knot, dVector<unsigned long int> &degree, unsigned 
long int Type, unsigned long int ModelNum, double RMSerror, 
dMatrix<double> &CSRelns, unsigned long int CSResetLim, long int 
CSCount, int nDv, int nCp, int nPi, unsigned long int Fcn, unsigned 
long int Threads, dVector<int> &ErrorCodes, unsigned long int 
SSTLim); 
/*  
[x]  - Matrix of Design Variable and Cycle Parameter 
 values 
[y]   - Matrix of Performance Index values 
[UsedData]  - Denotes the use of data as a primary control point    
 calculation (i.e. control point location in 
 column 0, and data use as part of the local 
 neighborhood of data for the calculation of 
 control point weights in column 1. 
{Integers}  - Vector of variables that are integers 
   0 = Continuous Variable 
   1 = Integer Variable 
[CPx]   - Matrix of Control Point x locations 
[CPy]   - Matrix of Control Point y locations 
[CPweight]  - Matrix defining the control point weight(s) 
[CP]   - Matrix defining the control point mesh 
{CPdim}  - Vector of the dimension of the Control Point 
 Locations 
[Knot] - Matrix of knot vectors for each dimension of the 
 HyPerMap (stored as columns) 
{degree}  - Vector of the degree of the HyPerMap in each 
 dimension 
Type   - Type of Model to analyze 
   1) BSM HyPerModel 
   2) NURBs HyPerModel with Active Weights 
   3) NURBs HyPerModel with Pseudo Weights 
ModelNum  - Current Model Number being fit 
RMSerror  - Root Mean Square Error Tolerance on matching data 
 to control point locations 
[CSRelns]  - Matrix relating Cooling Schedule Criteria to 
 Cooling Schedule Weights 
CSResetLim  - Number of cooling schedule iterations before the 
 Cooling Schedule Resets 
CSCount  - Current Cooling Schedule Count 
NDv   - Number of Design Variables in the problem 
NCp   - Number of Cycle Parameters in the problem 
NPi   - Number of Performance Indices in the problem 
Fcn   - Function ID (valid for Mode 1 and 2 only) 
Threads - Number of threads available for function calls   
  (valid only for certain functions) 
{ErrorCodes}  - Provides Error Codes for program problems 
SSTLim  - Defines the limit on SST Optimizations per thread 
*/ 
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 HyPerSample requires a number of inputs in order to function. Many 
of these variables are passed as dynamic matrices (dMatrix) members of the 
Cmatrix class. If only one dimension is needed, a vector (dVector) member of 
the Cvector class can be used instead. The function returns a new value for 
CSCount, which is used to update the cooling schedule. SSTHyPerModel() 
can be called only by other functions defined in HyPerModelFitting.cpp. Only 
one function, BuildHyPerModel(), calls SSTHyPerModel(). 
6.4.2 HyPerFit 
 The HyPerFit algorithm is defined in HyPerModelFitting.cpp in the 
functions FitHyPerModel() and FitCBMHyPerModel(). Both functions are 
functionally identical, differing only in the data provided to the functions. The 
HyPerFit algorithm is shown in Figure 6.10. 
 Algorithm 6.3 defines the function call for FitHyPerModel(). This 
function can only be called from within HyPerModelFitting.cpp and is called 
from BuildHyPerModel(). Algorithm 6.4 defines the function call for 
FitCBMHyPerModel(). This function is defined externally, and can be called 
from any function above HyPerModelFitting.cpp in the HyPerMaps software 
hierarchy. FitCBMHyPerModel() is called from HyPerMapsCBM() (in 
HyPerMapsCBM.cpp). 
 Since the CBM version of FitHyPerModel() is used to fit the initial 
healthy control network to a data set obtained from a system subjected to a 
fault condition, less information is needed by FitCBMHyPerModel(). The full 
version of FitHyPerModel() is used by BuildCBMHyPerModel() to establish 
the initial HyPerModel representing a healthy system. 
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Figure 6.10 HyPerModel HyPerFit Algorithm.  The basic fitting algorithm used in 
HyPerMaps to define a HyPerModel iteratively adds control points to the control net to 
reduce the maximum error in the metamodel. The model is refined until a stopping 
criterion is achieved. 
6.4.3 HyPerOp 
 HyPerOp is implemented in three ways within HyPerModels. The 
methods differ only in how control points are selected and eliminated as 
potential starting locations. Chapter 3, using the algorithms shown in Figure 
6.11, searches control points by sorting them first. The function call for this 
version of HyPerOp, the HyPerOpSorted() function, is shown in Algorithm 
6.5. HyPerOpSorted() is the fastest and most complete HyPerOp version 
implemented in HyPerMaps. 
 The second version of HyPerOp is very similar to the first version. 
The only difference is that the second version does not sort the control points 
to select the smallest remaining control point as the next starting point. 
Instead, the function searches the control points in a fixed order. This 
algorithm is encoded in the function HyPerOptimization().  
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Algorithm 6.3 FitHyPerModel() Function. The HyPerModel Fitting Algorithm is 
implemented in HyPerMaps via the FitHyPerModel() function. 
 
void FitHyPerModel(dMatrix<double> &CP, dMatrix<double> &CPx, 
dMatrix<double> &CPy, dMatrix<double> &CPweight, dMatrix<double> 
&Knot, dVector<unsigned long int> &CPdim, dVector<unsigned long int> 
&degree, dMatrix<double> &x, dMatrix<double> &y, dMatrix<unsigned 
long int> &UsedData, int nDv, int nCp, int nPi, dVector<int> 
&Integers, unsigned long int Threads, unsigned long int Type, 
dVector<int> &ErrorCodes, unsigned long int iHPM); 
/*  
[CP] - Matrix defining the control point mesh 
[CPx] - Matrix of Control Point x locations 
[CPy] - Matrix of Control Point y locations 
[CPweight] - Matrix defining the control point weight(s) 
[Knot] - Matrix of knot vectors for each dimension of the 
 HyPerMap (stored as columns) 
{CPdim} - Vector of the dimension of the Control Point 
 Locations 
{degree} - Vector of the degree of the HyPerMap in each 
 dimension 
[x] - Matrix of Design Variable and Cycle Parameter 
 values 
[y] - Matrix of Performance Index values 
[UsedData] - Denotes the use of data as a primary control point 
 calculation (i.e. control point location in 
 column 0, and data use as part of the local 
 neighborhood of data for the calculation of 
 control point weights in column 1. 
nDv - Number of Design Variables in the problem 
nCp - Number of Cycle Parameters in the problem 
nPi - Number of Performance Indices in the problem 
{Integers} - Vector of variables that are integers 
  0 = Continuous Variable 
  1 = Integer Variable 
Threads - Number of threads available for function calls   
  (valid only for certain functions) 
Type - Type of Model to build 
  1) BSM HyPerModel 
  2) NURBs HyPerModel with Active Weights 
  3) NURBs HyPerModel with Pseudo Weights 
{ErrorCodes} - Provides Error Codes for program problems 
iHPM - Switch to determine if iterative models are stored 
  0 - No, files not stored 
  1 - Yes, files stored 
*/ 
 
 The third version of HyPerOp, known as HyPerSearch, provides a 
different capability. This version, embodied in the function 
FileOptimization(), does not eliminate control points after each optimization 
run. The result is a search that will reveal all local optima within the 





Algorithm 6.4 FitCBMHyPerModel() Function. The HyPerModel Fitting Algorithm is 
implemented in HyPerMaps via the FitCBMHyPerModel() function. 
 
void FitCBMHyPerModel(dMatrix<double> &CP, dMatrix<double> &CPx, 
dMatrix<double> &CPy, dMatrix<double> &CPweight, dVector<unsigned 
long int> &CPdim, dVector<unsigned long int> &degree, 
dMatrix<double> &x, dMatrix<double> &y, int nDv, int nPi, 
dVector<int> &Integers, unsigned long int Threads, unsigned long int 
Type, dVector<int> &ErrorCodes); 
/*  
[CP] - Matrix defining the control point mesh 
[CPx] - Matrix of Control Point x locations 
[CPy] - Matrix of Control Point y locations 
[CPweight] - Matrix defining the control point weight(s) 
{CPdim} - Vector of the dimension of the Control Point 
 Locations 
{degree} - Vector of the degree of the HyPerMap in each 
 dimension 
[x] - Matrix of Design Variable and Cycle Parameter 
 values 
[y] - Matrix of Performance Index values 
nDv - Number of Design Variables in the problem 
nPi - Number of Performance Indices in the problem 
{Integers} - Vector of variables that are integers 
  0 = Continuous Variable 
  1 = Integer Variable 
Threads - Number of threads available for function calls 
Type - Type of Model to build 
  1) BSM HyPerModel 
  2) NURBs HyPerModel with Active Weights 
  3) NURBs HyPerModel with Pseudo Weights 
{ErrorCodes} - Provides Error Codes for program problems 
*/ 
   
 
Figure 6.11 The HyPerOp Algorithm. HyPerOp eliminates control points (CPs) and their 
related regions as candidates for the location of the global optimum by use of the Variation 
Diminishing and the Convex Hull Properties. The process is based on recursively selecting 
starting points from control point locations until all control points are eliminated. 
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Algorithm 6.5 HyPerOpSorted() Function. The HyPerOp algorithm is implemented in 
HyPerMaps via the HyPerOpSorted() function in Optimization.cpp. 
 
void HyPerOpSorted(dMatrix<double> &CP, dMatrix<double> &CPx, 
dMatrix<double> &CPy, dMatrix<double> &CPweight, dVector<unsigned 
long int> &degree, unsigned long int Type, dVector<unsigned long 
int> &CPdim, dMatrix<double> &XLOC, unsigned long int OptType, 
double MINstep, double MAXstep, unsigned long int iterLIMIT, double 
ConvergeTOL); 
/* 
[CP] - Matrix defining the control point mesh 
[CPx] - Matrix of Control Point x locations 
[CPy] - Matrix of Control Point y locations 
[CPweight] - Matrix defining the control point weight(s) 
{degree} - Curve Degree (1 =  linear, 2 = quadratic, etc.) 
Type - Type of Model to optimize 
  1) BSM HyPerModel 
  2) NURBs HyPerModel with Active Weights 
  3) NURBs HyPerModel with Pseudo Weights 
{CPdim} - Vector of the dimension of the Control Point 
 Locations 
[XLOC] - Matrix of parametric starting points arranged in 
 rows 
OptType - Specifies the type of optimization to perform 
  1 - Optimization of a HyPerModel  
      (only valid choice) 
MINstep - Minimum step size 
MAXstep - maximum step size 
iterLIMIT - Maximum number of iterations (steps) allowed 
ConvergeTOL - Convergence Tolerance 
*/ 
 
 All three versions of HyPerOp are available externally. They are 
called from the function HyPerMapsAnalysis() and can be accessed through 
the optimization menu.  
6.4.4 HyPerCBM 
 The final major algorithm implemented in HyPerMaps is the 
HyPerCBM algorithm. Since this algorithm requires access to functions in 
Levels II through VI, the algorithm is implemented within the file 
HyPerCBM.cpp as HyPerCBM(). The function call for HyPerCBM() is 
shown in Algorithm 6.6 and a flowchart describing the algorithm is shown in 
Figure 6.12. HyPerCBM() is externally accessible to other functions in Level 
I of the software hierarchy located in the HyPerMapsBuilding.cpp or 
HyPerMaps.cpp files. 
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Algorithm 6.6 HyPerMapsCBM() Function. The HyPerCBM algorithm is implemented 
in HyPerMaps via the HyPerMapsCBM() function in HyPerMapsCBM.cpp. 
 
void HyPerCBM(int nDv, int nCp, int nPi, dVector<int> &Integers, 
dVector<unsigned long int> &IntSize, dVector<int> &ErrorCodes, 
dVector<double> &Batch, unsigned long int Threads, double RMSerror, 
double RMSmax, double RLimit, unsigned long int Type, unsigned long 
int iHPM, unsigned long int WarmUpCycles, unsigned long int 
CycleSize); 
/*  
nDv - Number of Design Variables in the Problem 
nCp - Number of Cycle Parameters in the Problem 
nPi - Number of Performance Indices in the Problem 
{Integers} - Vector of size (nDv+nCp) that denotes the design 
 variables and cycle parameters that are 
 integers 
{IntSize} - Vector that for the integer variables, shows the 
 number of integers in that variable. 
{ErrorCodes} - Vector that contains the error codes from certain 
 routines. 
{Batch} - Vector of the inputs from the Batch File 
Threads - Number of threads available for function calls 
  (valid only for certain functions) 
RMSerror - Root Mean Square Error Tolerance on matching data 
 to control point locations 
RMSmax - Root Mean Square Error upper limit for correlation  
RLimit - Correlation Convergence Limit 
Type - Type of Model to build 
  1) BSM HyPerModel 
  2) NURBs HyPerModel with Active Weights 
  3) NURBs HyPerModel with Pseudo Weights 
iHPM - Switch to determine if iterative models are stored 
  0 - No, files not stored 
  1 - Yes, files stored 
WarmUpCycles - Number of cycles to consider as Warm Up Cycles in 
 the Healthy CBM HyPerModel 
CycleSize - Number of Cycles to use in the running average for 




Figure 6.12 The HyPerCBM Algorithm. CBM analysis is performed using the 
HyPerCBM algorithm to compare a healthy CBM HyPerModel to the current system CBM 
HyPerModel. Deviations between HyPerModels indicate a change due to a fault condition. 
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6.5 HyPerMaps User Interface 
 The current user interface of HyPerMaps is rudimentary. As 
mentioned in Chapter 5, visualization of HyPerMaps output was 
accomplished through the use of third party commercial software packages. 
HyPerMaps is currently implemented as a text based console application 
running on the WindowsTM operating system. Figure 6.13 shows the opening 
screen of HyPerMaps. 
   
 
Figure 6.13 HyPerMaps Opening Screen. HyPerMaps opens with a title and copyright 
screen. The initial menu asks the user to run HyPerMaps with a batch file, manual entries, 
or with the same entries as the previous run. 
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 HyPerMaps always begins with the same initial screen. In this section, 
the screens shown will be for manual input and a sequential sampling fit of a 
1D-input 1D-output function. Upon selecting the HyPerMaps input mode the 
user will see the menus shown in Figure 6.14. 
 
 
Figure 6.14 HyPerMaps Variable Settings Menus. The user can redefine the problem 
size stored in var.dat and integers.dat using the menus above. 
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 The user is now asked to confirm the problem size as stored in var.dat 
and integers.dat. Using menus, the user can make changes, as is done above to 
redefine the variables from 1 design variable and 8 performance indices, to 1 
design variable and 1 performance index. With the problem size established, 
the user is presented with further choices as shown in Figure 6.15. 
 
 
Figure 6.15 HyPerMaps Function Selection. The user selects whether to build a new 
HyPerModel or analyze and existing HyPerModel, and if building, how to collect data. 
Since sequential sampling was selected, 45 possible data sources can be selected. 
 290
In Figure 6.15, the user first decides whether to build a new 
HyPerModel, or to analyze an existing model. Selecting analysis jumps the 
user to Figure 6.19. In Figure 6.15, the decision is to build a new 
HyPerModel. The next menu has the user define how to build the 
HyPerModel. Selecting sequential sampling displays most of the menus used 
in HyPerMaps. A few menus are unique to building a condition-based 
maintenance HyPerModel, and they are shown in Chapter 9. The final menu 
in Figure 6.15 selects a function from the list of 45 functions currently 
integrated into HyPerMaps.  
 Since sequential sampling via HyPerSample is selected in Figure 6.15, 
a series of menus to establish the sequential sampling parameters are needed. 
These menus are shown in Figure 6.16. The user can select 1 to 4 sequential 
sampling criteria in any order. Next are menus to set the cooling schedule 
reset rate, the sequential sampling optimization limit, and the maximum and 
minimum numbers of points to be collected. These menus are specific to 
problems that incorporate sequential sampling. 
 The next set of menus set the minimum RMS tolerance, the maximum 
RMS tolerance, and the global correlation coefficient targets. These 
parameters are used in the HyPerModel Fitting algorithm. The next three 
menus ask for the number of threads to be used, whether iterative and update 
results should be stored, and finally how control point weights should be 
handled. 
 Figure 6.17 shows HyPerMaps during the fitting process. Updates on 
the progress of HyPerMaps are provided. During the fitting process, threads 
appear in separate console boxes such as the one shown in Figure 6.18. 
Threads also provide progress updates in their console windows while 
running. Ultimately, the fitting process terminates as shown in Figure 6.19 
and HyPerMaps proceeds to the HyPerMaps analysis menus.  
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Figure 6.16 HyPerMaps Criteria and Fitting Menus. The menus that define the 
sequential sampling variables, the HyPerModel fitting parameters and the HyPerModel 




Figure 6.17 HyPerMaps During HyPerModel Generation. HyPerMaps provides status 





Figure 6.18 SST Thread Console Window. The thread programs appear in separate 
console windows and provide displays of their current status. 
  
 
Figure 6.19 HyPerMaps Transition to Analysis Mode. The HyPerMaps Fitting 
algorithm terminates and the cause is given before HyPerMaps enters into the HyPerModel 
analysis mode. 
 
 The analysis mode begins with the user specifying the number of 
threads to use during analysis followed by a menu of analysis options as 
shown in Figure 6.20. The first step is generally to load a HyPerModel into 
memory. The only exception is if an integrated function is to be queried, in 
which case loading a HyPerModel is not necessary. Figure 6.20 also shows 
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the query menu used to generate a data set from the HyPerModel for 
visualization. 
   
 
Figure 6.20 Loading and Querying a HyPerModel. After a HyPerModel is loaded, 
HyPerMaps provides statistical information about the HyPerModel and is ready for other 
analysis activities. The final HyPerModel is queried with option 2, while HyPerModels 
collected by iteration (each time the model is modified) are queried with option 4, and 
HyPerModels collected by update (each time the cooling schedule is updated) are queried 
with option 5. The query menus for each option are similar to the one shown above. 
  
 Another HyPerModel analysis application is optimization. The 
optimization menu is shown in Figure 6.21. Menus are presented so that the 
user can verify that the optimization parameters are acceptable and whether 
the performance indices should be optimized in their normalized form or with 
their real values. The difference is subtle but has an effect on the value of the 
weights in the criteria objective function. If multiple performance indices are 
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defined in the HyPerModel, an additional menu allowing the user to alter the 
weights on each performance index is also provided to the user. Finally, the 
user selects an optimization method. 
 
 
Figure 6.21 HyPerMaps Optimization Analysis. HyPerMaps supports several 
optimization approaches. The random multi-start SQP, manual SQP, and manual SQP from 
a file options are for research purposes. 
  
 HyPerOp, as demonstrated in Chapter 5, is the result of using option 2 
in the optimization menu as shown in Figure 6.21. Option 1 is HyPerOp 
without control point sorting and option 6 does not apply the control point 
elimination scheme to remove control points from consideration and 
represents a search for all local optima. Option 3 was also used in Chapter 5 to 
perform random multi-start SQP for comparison with HyPerOp. An example 
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of the output from HyPerOp is shown in Figure 6.22. The HyPerOp versions 
are discussed in Section 6.3.3. 
  
 
Figure 6.22 HyPerOp Optimization Run Example. An example of the output of a 
HyPerOp run requiring 2 starts to eliminate all control points and find the global 
metamodel optimum location.  
 
Option 6 in the analysis menu compares a HyPerModel to a data set to 
estimate the HyPerModel accuracy. The output returned from selecting this 
option is shown in Figure 6.23. 
 The onscreen menus and selections are echoed in the 
HyPerMapsLog.txt file. This file provides a record of each run and is 
invaluable in establishing the settings and performance associated with each 
HyPerModel created. 
 While the text based menus are functional, a windows based graphical 
user interface (GUI) is highly desirable. Such a GUI should also incorporate 
at least rudimentary visualization capabilities as well as a flexible file 
structure. Visual C++ along with visualization libraries available from the 
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Visualization Toolkit (VTK) [Kitware, 2005; Ahrens, 2000] or OpenGL 
libraries [Angel, 2000] can provide these capabilities. 
 
 
Figure 6.23 HyPerModel Analysis. A HyPerModel can be analyzed with respect to a data 
set representing the true function behavior. 
6.6 Summary 
 Chapter 6 represents a transition point in this dissertation. Building on 
the theory introduced in the previous four chapters, Chapter 6 describes how 
the theory was implemented into the HyPerMaps software package. This 
implementation is based on three major classes, developed to support very 
large dynamically allocated vector and matrix variable types. When 
incorporated with header files provided with Visual Studio 6.0, the lowest 
level of the HyPerMaps software hierarchy is defined. HyPerMaps also 
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incorporates multithreading capabilities to take advantage of emerging 
parallel processing computing architectures. 
 The software files defining HyPerMaps are arranged into a six level 
hierarchy. The lowest levels of the hierarchy define basic functionality for the 
algorithms at the higher levels. The four major algorithms embodied with 
HyPerMaps (HyPerSample, HyPerFit, HyPerOp and HyPerCBM) are all 
located in the top three levels of the HyPerMaps software hierarchy allowing 
them access to the fundamental algorithms defined at the lower levels. 
 HyPerMaps uses multiple input files to support the executable 
programs. These files include information about the HyPerModel variables 
and HyPerMaps variables. Data generated from HyPerMaps is stored in 
multiple output files using a file structure to organize similar files into the 
same directories. Many of these files exist for research purposes only. 
 The HyPerMaps user interface is text based and menu driven. User 
inputs into the menus are tracked and can be emulated with an automatic 
batch file. An improved user interface is a high priority for future work and 
will be discussed further in Chapter 10. In addition, Chapter 10 also discusses 
the software validation task necessary for HyPerMaps to evolve from research 
code to commercial software. 
 The next three chapters describe three test applications for 
HyPerMaps. Chapter 7 uses HyPerSample and HyPerOp to design the 
optimum fiber and material configuration for a multilaminate composite 
material I-beam as a possible bridge deck replacement. Chapter 8 uses 
HyPerMaps to study design relationships in the design of a gas turbine engine 
for a next generation business aircraft. Chapter 9 uses HyPerCBM to detect 
faults in a DC brushless motor. These chapters demonstrate the practical value 




Design of a Composite Material I-Beam with HyPerMaps 
 
“Oh my God, it is full of stars.” 
- Arthur C. Clarke 
 
 
 The first design application described in this chapter is similar to an 
undergraduate design problem used in the Introduction to Composite 
Materials course taught at the University of Wyoming. The application 
includes a design optimization problem in the form of a mixed integer 
programming problem similar to those discussed in Section 5.4.5. In low 
dimensional cases, the optimization problem is identical to the problem solved 
by traditional techniques providing a baseline for comparison with the results 
from HyPerOp. As a result of this analysis, tantalizing clues to the properties 
of the design space emerge and alternatives to traditional design approaches 
through the use of HyPerModels become viable. 
7.1 Introduction 
 The first of three demonstration applications of HyPerModels 
concerns the design of a composite material I-beam. Composite materials are 
a type of engineered material, whose properties may be tailored to a particular 
application. The properties of a composite material are determined by the type 
and orientation of a fiber material suspended within a matrix material.  
Fibers may be introduced into a matrix as short randomly aligned 
lengths, as unidirectional fibers, or as woven mats. Often, multilaminate 
materials with different fiber orientations in neighboring laminates are 
created, allowing a greater range of material properties to be defined. 
However, these multilaminate designs almost always use a single fiber 
material type. 
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However, composite materials do suffer some design limitations. Most 
multilaminate materials are defined with fibers oriented in particular 
directions (i.e. 0°, ±15°, ±22.5°, ±30°, ±45°, ±60°, ±67.5°, ±75°, or ±90°). 
These 17 fiber orientations [Gibson, 1994] represent the vast majority of fiber 
angles considered in composite material design. Intermediate angles are rarely 
(if ever) considered. 
Even using traditional design applications and guidelines, a very large 
number of possible material designs exist. For an 8-ply symmetric laminate 
(with only four unknown fiber orientations since the material layup is 
symmetric), there are 174 = 83,521 possible fiber orientations for each 
potential fiber/matrix combination. Even for a relatively small number of 
fiber/matrix combinations, exhaustively evaluating the possible fiber 
orientations quickly becomes an expensive proposition. Further expanding the 
design space by allowing each laminate layer to be constructed from a 
separate material exponentially expands the design space. Thus, traditional 
design approaches will explore only a small fraction of the design space by 
restricting the design to single fiber/matrix material laminates. There is no 
guarantee that the optimal design lies within the region of the design space 
explored by traditional design approaches. 
7.2 Problem Background 
 Composite materials have an increasingly significant role in high 
performance engineering design applications. With high strength and low 
weight, composite materials have many applications in bridge decks, 
automotive, aerospace, railway and marine systems. [Mouritz, 2001; Heinz, 
2000; Foley, 2005] Composite materials also offer corrosion resistance and 
play a major role in stealth (radar absorbing) defense applications. The high 
strength, lightweight, durability, and corrosion resistant properties of 
 301
composite materials have also attracted attention from civil engineers as 
potential replacement materials for bridges and pipelines. [Karbhari, 2000] 
 Unfortunately, the potential design benefits of composite materials are 
also a nightmare for the engineering designer. Multiple fiber orientations and 
fiber/matrix combinations are significant disincentives for the adoption of 
composite materials, particularly in civil engineering applications where 
uniform and standardized materials are the norm. [Karbhari, 2000] Large 
scale use of composite materials in civil infrastructure applications requires 
new design capabilities. 
7.2.1 Problem Description 
 As a consequence of the need for improved composite materials 
design capabilities, several attempts have been made to formulate the problem 
as a design optimization application. Kasperkiewicz [2000] explored the 
application of neural networks to the modeling of composite material 
properties. Spallino [2002] applied evolutionary algorithms to solve a multi-
objective composite material design problem with the ply orientations taking 
on integer values of [0°, 30°, 45°, 60°, 90°], common practice in composite 
material design. Hörnlein [2001] proposed a visualization approach that 
allows the user to interactively design a material with a particular Young’s 
modulus, E. Most notably, Hörnlein states that if the design space is 
constrained to only the “producible” materials a nonconvex and nonlinear 
optimization problem is defined. 
 Savic [2001] specifically addressed the design optimization problem 
for a composite material I-beam. In this work, Savic used the fiber 
orientations that could be defined as either continuous or integer design 
variables. However, since the problem is nonconvex, Savic resorted to a 
random multi-start hill climbing optimization algorithm to find the optimal set 
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of fiber orientations.1 Savic’s I-beam design problem is the basis for this 
demonstration application. 
This demonstration application attempts to remove several of the 
traditional design constraints from this problem. Like the traditional problem, 
the number of composite material plies is a design variable, as is the 
orientation of the fiber in each ply. However, continuous fiber angles are 
considered in each ply and each laminate ply may be composed of different 
composite materials. As in the traditional problem, a symmetric material 
layup is required to discourage undesirable coupling effects.  
The problem is the design of a composite material I-beam intended as 
a bridge deck replacement. Consequently, as a replacement part, the 
composite material I-beam is constrained to have the same geometry as the 
part that it is replacing, in this case a W310 × 143 I-beam with the dimensions 
given in Table 7.1. 
   
Table 7.1 Dimensions of a W310 × 143 I-Beam. The geometric dimensions of a W310 × 
143 I-beam obtained from Beer [1992] that are used in the analysis for this application. 
 Metric Units US Customary Units 
Designation2 W310 × 143 W12 × 96 
Cross Sectional Area 18,200 mm2 28.2 in2 
Beam Depth 323 mm 12.71 in 
Flange Width 309 mm 12.16 in 
Flange Thickness 22.9 mm 0.90 in 
Web Thickness 14.0 mm 0.55 in 
  
The design variables in the problem include the number of plies (either 
two or four), the orientation of the unidirectional fibers in each ply and the 
fiber/matrix material of each ply. Obviously, the input dimensionality of the 
problem is related to the number of plies in the problem. For this reason, 
                                                          
1 Further information about random hill climbing techniques can be found in Savic [2001], 
Pham [2000] and Polyak [1987]. 
2 A wide flanged I-beam is designated by a “W” followed by the nominal depth in mm (in) 
and the mass in kg/m (lbm/ft). 
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different HyPerModels were defined for each ply configuration (i.e. N = 2 or 
4 plies). The possible ply configurations are restricted to even numbers since 
the lay-up configurations will be restricted by the available construction 
approaches shown in Figure 7.1. 
 As shown in Figure 7.1, two construction techniques are commonly 
used: adhesive bonding of laminates or C-channel construction. Adhesive 
bonding of laminates allows for the greatest freedom in design since the 
laminates can be independently designed. However, the adhesive bonds 
represent potential failure points. C-channel construction is more commonly 
used because the fibers are continuous through the web-flange interface, 
providing a stronger bond between the web and flanges than adhesive 
approaches. However, C-channel construction constrains laminate design by 
necessitating asymmetric laminates. [Savic, 2001]  
 
 
Figure 7.1 Construction Alternatives. The fabrication of the I-beam can proceed with 
two different approaches. The flanges and web may be fabricated as laminates and 
adhesively bonded (left) or the web may be formed with a pair of C-channels bonded 
together to form an I-beam and capped with laminates to complete the flange (center). For 
analysis purposes, each region is treated as a laminate (right), and laminate analysis 
techniques are used to derive effective material properties for each component. These 
properties are then used to arrive at effective properties for the entire I-beam. 
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 If a ply in the top flange has a fiber orientation of +45°, as it is 
followed into the web, the orientation remains +45° on the left side and -45° 
on the right side of the web. The ply orientation in the bottom flange shares a 
common orientation (like the top flange) of -45°. In a C-channel design the 
web becomes an antisymmetric laminate3. Antisymmetric laminates present 
design problems because they can exhibit bending/torsional coupling. As a 
result of this coupling, a material subjected to bending loads tends to twist, 
and vice versa as shown in Figure 7.2. The bending/torsional coupling 




Figure 7.2 Bending and Torsional Coupling. Antisymmetric composite layups tend to 
exhibit bending/torsional coupling so that a beam will twist (as well as bend) in response to 
a bending load.  
 
 Like Savic [2001], C-channel construction is assumed in this 
application despite the design difficulties introduced by antisymmetric layups. 
Assuming C-channel construction introduces several natural simplifications to 
the material and fiber orientation of the I-beam. In addition to assuming 
asymmetric layups as the norm, assume that the material selection for each 
ply is symmetrically defined. Thus, only even numbers of plies are feasible 
designs. So, for a 2-ply layup, such as that shown in Figure 7.3, there are 2 
                                                          
3 An antisymmetric laminate is defined by fiber orientations that reverse each other at the 
symmetry boundary. The orientation [+45°/-45°], also denoted [+45°]A, defines an 
antisymmetric 2-ply laminate. 
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design variables: the material and the fiber orientation. The 2-ply problem is 
equivalent to traditional composite materials design approaches. However, for 
4-plies, also shown in Figure 7.3, there are four design variables: two material 
selection variables and two fiber orientation variables. 
 This demonstration application will consider designs with 2-plies 
defined by 2 design variables.4 The material selection design variables are 
integer variables with each value denoting a particular fiber/matrix 
combination. It is assumed that the matrix materials are compatible and that 
adjacent plies composed of different matrix materials will bond just as well as 
plies composed of a common matrix material. The materials considered are 
defined in Table 7.2. Included are material properties for an Aluminum alloy 
common in aerospace applications, SAE 4340 Steel for civil engineering 
applications, and Grade 1 Titanium for comparison. 
 
  
Figure 7.3 Antisymmetric 2-Ply and 4-Ply Layup Configurations. Antisymmetric 
composite layups define relations between fiber angles for plies arranged about a plane of 
symmetry. The 2-ply (left) and 4-ply (right) examples are easily extended to cases 
involving larger numbers of plies. The terms A and B denote a material selection and a 
fiber orientation (sign designation preceding the letter) in each ply. 
 
The problem studied includes a total of 17 performance indices. Thus, 
the problem dimensionality is 19D for a 2-ply design problem. Fourteen 
performance indices define I-beam material properties as defined in Table 7.3. 
                                                          
4 Originally, 4-, 6- and 8-ply cases were also to be considered but were subsequently 
eliminated due to time constraints. These cases will be considered in future work. 
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The remaining performance indices compare the performance of the I-beam 
design to that of an I-beam composed of aluminum, steel or titanium. Three 
performance indices define the objective functions used in this application. 
 
Table 7.2 Material Properties. Selected material properties for eight types of composite 
materials and three engineering metals with their ID designations, including density, 
Young’s modulus in the fiber (E1) and cross fiber directions (E2), the torsional modulus, G, 
and the Poisson ratio for the material. [Gibson, 1994; Beer, 1992; Budynas, 1977] 









C1 470-36 E-glass/Vinylester 1.78 24.4 6.87 2.89 0.5 
C2 Graphite/Epoxy T300/934 1.59 131 10.3 6.9 0.5 
C3 Graphite/Epoxy AS/3501 1.61 138 9 6.9 0.5 
C4 Pitch Graphite/Epoxy  P-100/ERL1962 1.81 468.9 6.2 5.58 0.5 
C5 Aramid/Epoxy Kevlar 49/934 1.39 75.8 5.5 2.3 0.5 
C6 E-glass/Epoxy Scotchply 1002 1.83 38.6 8.27 4.14 0.5 
C7 Boron/Epoxy Boron/5505 1.87 204 18.5 5.59 0.5 
C8 Polyethylene/Epoxy Spectra 900/826 1.07 30.7 3.52 1.45 0.5 
Al Bulk 6061T6 Aluminum 2.7 69 69 26 0.33 
St Bulk SAE 4340 Steel 7.85 200 200 77 0.5 
Ti Bulk Grade 1 Titanium 4.51 105 105 45 0.37 
 
Table 7.3 Performance Indices. The performance indices calculated and modeled for this 
application study include 14 I-Beam properties and 3 objective functions. The coordinate 
system is shown in Figure 7.4 
Pi Performance Index Definition Units 
1 Axial Modulus in the X Direction Pa 
2 Total Coupling - 
3 Top Flange Coupling - 
4 Web Coupling - 
5 Bottom Flange Coupling - 
6 Y-axis Centroid Location (from bottom edge) m 
7 Effective Bending Modulus about the Z axis Pa 
8 Z-axis Centroid Location (from left edge) m 
9 Effective Bending Modulus about the Y axis Pa 
10 I-Beam Weight per Unit Length kg/m 
11 Average Density kg/m3 
12 Axial Stiffness Pa*m2 
13 Bending Stiffness about the Y axis Pa*m4 
14 Bending Stiffness about the Z axis Pa*m4 
15 Aluminum Objective Function - 
16 Steel Objective Function - 
17 Titanium Objective Function - 
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 Equations 7.1 through 7.3 define the objective functions for the 
performance indices 15 (Pi15), 16 (Pi16) and 17 (Pi17) in Table 7.3. 
   
 
Figure 7.4 I-Beam Coordinate System. The coordinate system used for I-Beam design 
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 (7.3)
where kA,material is the axial stiffness of an I-beam composed of the listed 
material, kA is the axial stiffness of the designed composite material, kY,material 
is the bending stiffness of an I-beam about the Y axis composed of the listed 
material, kY is the bending stiffness of an I-beam about the Y axis of the 
designed composite material, kZ,material is the bending stiffness of an I-beam 
about the Z axis composed of the listed material, and kZ is the bending 
stiffness of an I-beam about the Z axis of the designed composite material. 
Each of these performance indices has a value of zero if the stiffness of the 
replacement composite material I-beam is equal to or greater than the stiffness 
of the metal beam both axially and in the two bending directions. The value of 
the objective function rapidly climbs in value since a typical stiffness value 
would be on the order of 109 or 1010 Pa*m4. 
 So, how should composite I-beam designs that meet this stiffness 
requirement be differentiated from each other? The aforementioned issue of 
bending/torsional coupling provides a mechanism to further evaluate design 
configurations and is measured in Pi2. Furthermore, the design can be 
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differentiated on the basis of the weight per unit length, Pi10. Equations 7.4, 
7.5 and 7.6 define the resulting objective functions. 
( )v 2 10 15P P PAl i i iOF = + +D  (7.4)
( )v 2 10 16P P PSteel i i iOF = + +D  (7.5)
( )v 2 10 17P P PTi i i iOF = + +D  (7.6)
7.2.2 Problem Analysis 
 The necessary analysis to evaluate a potential composite material 
configuration is well understood. Savic [2001] applied analysis techniques 
derived from Bhaskar [1995] to model laminated anisotropic thin-walled 
beams. The analysis approach adopted for this application demonstration is 
based on the approaches presented in Gibson [1994]. This approach is applied 
in three analysis levels. At the lowest level, the mechanical properties of each 
individual ply are calculated. The properties of the individual plies are 
combined to obtain the properties of the laminate composed of multiple plies. 
At this second level, the laminate properties are calculated for the top flange, 
web and bottom flange, resulting in an equivalent material for each section of 
the I-beam. Finally, using traditional techniques described in Budynas [1977] 
and Beer [1992] the properties of the I-beam as a whole can be readily 
defined. This approach is reflected in the C++ program written to simulate 
each composite material design configuration. The file structure for the 
program is shown in Figure 7.5. 
7.2.2.1 Ply Analysis 
 The composite material properties given in Table 7.2 are defined so 
that the x-axis corresponding to the E1 modulus is aligned with the fiber 
direction and thus, the E2 modulus is transverse to the fibers. These directions 
correspond to the coordinate system of the I-beam if and only if the fiber 
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orientation is 0°. For all other cases, the plane stress compliance matrix, Sps, 
defined in Equation 7.7 must be rotated to transform the properties from the 
fiber coordinate system used in the ply to the laminate coordinate system. 
 
 
Figure 7.5 Composite Material I-Beam Software Layout. The simulation to calculate 
the properties of a composite material I-beam reflects the different analysis levels for 



















 Equation 7.8 relates the plane stress compliance matrix, Sps, to the 
plane stress stiffness matrix, Qps. 
 311
2
1 1 1 2
2 2




1 2 1 2
E E E 0
E E E E
E E E 0
E E E E
0 0 G
− ⎡ ⎤ν= = ⎢ ⎥− ν −ν⎢ ⎥
⎢ ⎥ν
⎢ ⎥
− ν −ν⎢ ⎥
⎢ ⎥⎣ ⎦
ps psQ S  
(7.8)
 The transformation matrix, T, defined by Equation 7.9, rotates Qps to 
define the Q  matrix, which defines the plane stress stiffness matrix in the 
laminate coordinates in Equation 7.10. 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
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T  (7.9)
1 T−= psQ T Q T  (7.10)
where θ is the angle of rotation between the fiber coordinate system and the 
laminate coordinate system. Equation 7.11 uses Q  to define the relationship 




⎧ ⎫ ⎧ ⎫σ ε
⎪ ⎪ ⎪ ⎪σ = ε⎨ ⎬ ⎨ ⎬
⎪ ⎪ ⎪ ⎪τ γ⎩ ⎭ ⎩ ⎭
Q  (7.11)
 The Q  matrix is the returned result from the function QbarMatrix(). 
QbarMatrix() calls MatlDef() to obtain the properties of the composite 
material to analyze each individual ply. 
7.2.2.2 Laminate Analysis 
 In laminate analysis, the goal is to determine the mechanical properties 
of a “stack” of laminates forming a laminated plate. Equation 7.12 defines the 
mechanical properties of the laminated plate. 
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⎧ ⎫⎧ ⎫ ⎡ ⎤
=⎨ ⎬ ⎨ ⎬⎢ ⎥
⎩ ⎭ ⎣ ⎦ ⎩ ⎭
0N A B ε
M B D κ
 (7.12)
where N is a vector of in-plane forces, M is a vector of moments, ε0 is a 
vector of midplane strains, and κ is a vector of the plate curvatures. The 
matrices A, B and D are derived from Q , as shown by Equations 7.13, 7.14 
and 7.15. 
( ) ( )1
1
n




= −∑A Q  (7.13)










= −∑B Q  (7.14)










= −∑D Q  (7.15)
where k is the ply number, n is the ply number in the laminate, zk and zk-1 are 
elements of a vector defining the ply boundaries, such that ply k is between 
the zk and zk-1. Note that the term (zk - zk-1) is the ply k thickness and these 




Figure 7.6 Laminate Coordinate System. Laminate analysis is done with respect to the 
midplane of the laminate using a laminate coordinate system such that z corresponds to the 
thickness of the laminate and bending takes place about the y-axis. 
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 The matrix A relates the in-plane forces to the midplane strains. The 
matrix B relates the coupling between in-plane forces and torsional moments. 
The matrix D relates the moments to the plate curvatures. If B is a null matrix, 
as is the case for symmetric layups, then there is no coupling between in-plane 
forces and torsional moments. 
From these matrices, three material properties necessary for the I-
beam analysis can be calculated. These properties include the average 
laminate density, ρl, the x-axis laminate modulus, Ex, and the trace of the B 
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= ∑B  (7.18)
where ρk is the density of ply k, and tl is the thickness of the laminate. 
7.2.2.3 Beam Analysis 
 The preceding laminate analysis is repeated for the laminates defining 
the top flange, web and bottom flange of the I-beam. The analysis to calculate 
the remaining performance indices is straightforward and identical to the 
necessary analysis to calculate the material properties of a multiple material 
beam. As similar multiple material problems are commonplace in an 
undergraduate mechanical engineering curricula, the interested reader is 
directed to Beer [1992] for further information. 
 The resulting composite layups are defined with typical composite 
material notation used by Savic [2001]. Fiber angles are listed top to bottom 
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in both flanges and left to right in the web. An example is shown in Figure 7.7 
for the layup [45°/-30°]A [-45°/30°]A [45°/-30°]A. The first set of angles 
denotes the top flange, the second the web, and the third the bottom flange. 
 
 
Figure 7.7 I-Beam Layup Notation. Three pairs of angles using standard composite 
materials notation define the I-Beam layup. For the above example the layup is [45°/-30°]A 
[-45°/30°]A [45°/-30°]A . When multiple materials are included, a fourth pair of brackets 
defines the material pairing using the notation [Material A/Material B]S corresponding to 
the above. 
7.3 Traditional Design Results 
 Traditionally, composite material design is approached as an integer 
design problem defined by finite material selections and finite fiber 
orientations. Thus, traditional approaches become combinatorial optimization 
problems. The total number of permutations for a 6-ply antisymmetric 
composite material includes 2197 possible fiber orientations for each of the 8 
fiber/matrix combinations in Table 7.2, for a total of 17,576 design 
possibilities. While large, this sample size is searchable with exhaustive 
search techniques. 
 Using exhaustive search techniques each possible design combination 
was evaluated and sorted to determine the optimal design configurations. The 
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results obtained with traditional design approaches are summarized in Tables 
7.4 through 7.6, for antisymmetric layups with 2-, 4-, and 6-plies. 
  
Table 7.4 Traditional Design Results for 2-ply Designs. Traditional design approaches 
result in a combinatorial optimization problem. If the scope of the problem is sufficiently 
limited, an exhaustive search is possible. The results of an exhaustive search for this 
problem are shown below. The shaded solution for aluminum is stronger than but lighter 


































[C5]S 1.37 8.54 94.5 0 25.1 
[0/0]A [0/0]A 
[0/0]A 
[C2]S 2.36 14.8 163 0 28.7 Al 
6061T6 Al 1.24 7.77 86.0 0 49.7 
[0/0]A [0/0]A 
[0/0]A 
[C4]S 8.46 52.8 585 0 32.6 Steel 
SAE 4340 3.61 22.5 249 0 141.6 
[0/0]A [0/0]A 
[0/0]A 
[C2]S 2.36 14.8 163 0 28.7 Ti 
Grade 1 Ti 1.89 11.8 131 0 81.3 
 
 Quite clearly from Table 7.4, composite materials offer viable 
alternatives to traditional metals as an I-beam material. What is more 
interesting is that comparing the results for Table 7.4 with Tables 7.5 and 7.6 
shows that the 2-ply design is also an optimal solution for the 4- and 6-ply 
problems. The 2-ply design space is “nested” within the 4- and 6-ply design 
spaces. A 2-ply design is simply a special case of the 4- or 6-ply designs. 
 For steel I-beams, increasing the number of possible plies presents 
additional optimal solutions. Each of the 5 optimal solutions has an identical 
objective function value.5 However, there are clearly some differences in the 
                                                          
5 Close examination of Table 7.5 reveals that the 5 optimal solutions for a steel I-beam 
replacement actually represent 3 unique solutions since +90° and -90° represent identical 
fiber orientations. 
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stiffness of each different design. Designs with a ±90° angle in two of the four 
plies will more closely replicate the stiffness of the steel I-beam. 
 
Table 7.5 Traditional Design Results for 4-ply Designs. Traditional design approaches 
result in a combinatorial optimization problem. If the scope of the problem is sufficiently 
limited, an exhaustive search is possible. The results of an exhaustive search for this 





































1.37 8.54 94.5 0 25.1 Al 
























C4]S 4.29 26.8 297 0 32.6 
Steel 





C2]S 2.36 14.8 163 0 28.7 Ti 
Grade 1 Ti 1.89 11.8 131 0 81.3 
 
 While HyPerModels for 4- and 6-ply designs were not completed in 
time to be included in this chapter, results for 4- and 6-ply materials with 
traditional analysis techniques were completed. Since these results, shown in 
Table 7.6, demonstrate interesting features of the design space, they are 
included here for completeness.  
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Table 7.6 Traditional Design Results for 6-ply Designs. Traditional design approaches 
result in a combinatorial optimization problem. If the scope of the problem is sufficiently 
limited, an exhaustive search is possible. The results of an exhaustive search for this 






































1.37 8.54 94.5 0 25.1 Al 






































































3.68 23.0 254 0 33.7 
Steel 







2.36 14.8 163 0 28.7 Ti 
Grade 1 Ti 1.89 11.8 131 0 81.3 
 318
 
Notably, Table 7.6 demonstrates the nesting property of the lower 
dimensional design spaces represented by the 2- and 4-ply designs. A careful 
study of Tables 7.5 and 7.6 reveals that the 2-ply solutions are included in the 
4- and 6-ply design spaces as repeated ply configurations. 
Like the 4-ply design option, additional plies in the 6-ply case results 
in additional design options, including a [±45°/ 15°/±45°]A configuration 
that performs even more like the original steel I-beam than the configurations 
including a ±90° ply. Additional plies clearly allow for additional flexibility 
in the design of a composite material I-beam. 
The highlighted tenth design option in Table 7.6 is included for two 
observations. While it has a slightly inferior objective function value to the 
other nine steel I-beam replacement solutions, it represents a different 
material choice (E-glass/Epoxy Scotchply 1002 instead of an Aramid/Epoxy 
Kevlar 49/934). While cost information for each material was not included in 
this study, E-glass materials are generally some of the cheapest fiber materials 
and thus this solution may be preferable to the Kevlar-fiber solutions. Second, 
the close proximity of this solution to the optimal solutions found with 
traditional design methods suggests that a mix of these two materials may be 
worth consideration. 
7.4 Design Results with HyPerOp 
 The HyPerOp optimization algorithm was used to solve six 2-ply 
optimization problems to determine the optimum I-beam composite material 
lay up to replace an existing I-beam. As done in Section 7.3, the optimum lay 
up design is defined by the objective functions given in Equations 7.4, 7.5 and 
7.6. These objective functions find solutions that meet or exceed the strength 
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requirements of the I-beam being replaced, that exhibit small bending and 
torsional coupling, and represent lightweight alternatives. 
 A total of six replacement I-beams were designed with two 
antisymmetric 2-ply HyPerModels. One HyPerModel was generated from a 
1448 point data set, and the second HyPerModel was generated using 
HyPerSample to adaptively sample the design space as described in Chapter 
3. Each HyPerModel was used to find the optimum composite material lay up 
to replace an aluminum, a steel, and a titanium I-beam, resulting in six 
optimization problems. These trials are summarized in Table 7.7 and the 
model fitting parameters are given in Table 7.8. 
   
Table 7.7 Summary of Composite Material Design Trial Problems. Two HyPerModels 



























280 97.0 0.468 
Aluminum 




200 97.0 1.672 
  
Table 7.8 Chapter 7 Model Fitting Parameters. The fitting parameters for the composite 
material I-beam design problem. 
General HyPerModel Parameters HyPerSample Specific Parameters 
Parameter Value Parameter Value 
Target Correlation 
(%) 99.0 
Selected Criteria  





(% full scale) 
5.0 Cooling Schedule Reset Rate 20 
Minimum RMS 
Tolerance 
(% full scale) 
1.0 Minimum Data Set to be Collected 
100 
 
 Maximum Data Set to be Collected 1000 
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7.4.1 2-Ply Design Results 
 To obtained results using HyPerMaps, a HyPerModel first must be 
constructed. For the 2-ply results, HyPerModels were constructed both from a 
1448 point data set, and from an 820 point data set acquired with 
HyPerSample. Both HyPerModels achieved global correlations of 97.0%. The 
maximum local RMS error was 0.468% for the data set model and 1.672% for 
the HyPerSample based model. The resulting objective function models, 
corresponding to Equations 7.4, 7.5 and 7.6, are shown in Figure 7.8. 
 Since the material type is an integer variable, this application problem 
is a mixed integer programming (MIP) optimization problem similar the 
example shown in Section 5.4.5. Since HyPerOp is capable of solving a MIP 
optimization problem, the next step in this application is to use HyPerOp to 
find the global minimum solution of the metamodel. These results are given in 
Table 7.9 for both 2-ply HyPerModels. 
  
Table 7.9 Initial HyPerOp Results for 2-Ply HyPerModels. The global metamodel 
optimum solutions found with HyPerOp for all six optimization problems. The optimum 
objective function value, f(x*), is normalized based on the limits of the control point 
network to range between 0 and 1. 
Model Material x* f(x*) Starts Iterations Time (s) 
Aluminum (mat 4, 0º) 0.289 62 592 9.656 
Steel (mat 4, 0º) 0.242 25 100 3.125 Data 
Titanium (mat 4, 0º) 0.226 46 424 6.703 
Aluminum (mat 2, 18º) 0.268 33 610 11.891 
Steel (mat 4, 15º) 0.251 14 53 2.031 HyPer- Sample 
Titanium (mat 4, 20º) 0.246 25 74 1.407 
 
 None of the initial HyPerOp optimizations were particularly time 
consuming. Nor is there a particular computational advantage for the 
HyPerModel over the direct calculation of the properties of a composite 
material I-beam design presented in Section 7.2.2, which required on average 
less than 0.001 seconds per query. This is far less time than required by the 
HyPerModel to calculate a response to a query. 
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Figure 7.8 Objective Function Models for 2-Ply Designs. Both HyPerModels produce 
accurate representations of all three objective functions. These functions are plotted as 
continuous plots rather than with discrete values for the integer material variables for 
clarity. The dark blue regions contain the feasible solutions. 
 
 In addition, the results shown in Table 7.9 are not the only local 
minimum solutions found by HyPerOp. A review of the optimization log and 
results files revealed that HyPerOp located many local minimum solutions 
with very similar (although not better) objective function values. In all, 205 
solutions of interest were identified in the six optimization problems. No 
attempt was made at this time to eliminate duplicate results. These results 
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were used to query the appropriate HyPerModel so as to obtain values for all 
of the performance indices based on the HyPerModel. 
 The results of these queries were evaluated for the appropriate 
optimization problem to identify the designs with the smallest coupling 
coefficients. This filtering process reduced the number of locations of interest 
to 7 configurations from the data set HyPerModel and 26 locations from the 
HyPerSample generated HyPerModel. As is good practice when using an 
approximation model such as HyPerModel, these 33 locations were then 
evaluated with the direct calculation from Section 7.2.2 and sorted by 
coupling coefficient and weight to obtain the optimal configurations shown in 
Table 7.10 for the data set HyPerModel and Table 7.11 for the HyPerSample 
generated HyPerModel.  
 
Table 7.10 Design Results for 2-Ply Designs Using the Data Set Generated 
HyPerModel. The results from the data set generated 2-ply HyPerModel are quite 
comparable to those shown in Table7.4 obtained from traditional results. Three of the four 
solutions found with a traditional search are identically identified. The missing aluminum 


































[C2]S 2.36 14.8 163 0 28.7 Al 
6061T6 Al 1.24 7.77 86.0 0 49.7 
[0/0]A [0/0]A 
[0/0]A 
[C4]S 8.46 52.8 585 0 32.6 Steel 
SAE 4340 3.61 22.5 249 0 141.6 
[0/0]A [0/0]A 
[0/0]A 
[C2]S 2.36 14.8 163 0 28.7 Ti 
Grade 1 Ti 1.89 11.8 131 0 81.3 
 
Tables 7.10 and 7.11 show only three of the four solutions shown in 
Table 7.4. The missing aluminum solution is likely missed by HyPerOp 
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because the objective function values for the two solutions differ by a value of 
less than 3.6 where the range of the objective function is > 109. Since the 
HyPerModels are only accurate to 0.468% and 1.672% of full scale, these 
solutions are essentially identical in both HyPerModels. Since the search with 
HyPerOp did find every local optimum, it was a matter of chance as to which 
solution would be found.6 In addition, this is a reminder that results obtained 
by HyPerOp are only as good as the HyPerModel initially developed. 
 
Table 7.11 Design Results for 2-Ply Designs Using the HyPerSample Generated 
HyPerModel. The results from the HyPerSample generated 2-ply HyPerModel are quite 
comparable to those shown in Table 7.4 obtained from traditional results and are identical  
to those in Table 7.10 obtained with a data set generated HyPerModel. Three of the four 
solutions found with a traditional search are identically identified. The missing aluminum 


































[C2]S 2.36 14.8 163 0 28.7 Al 
6061T6 Al 1.24 7.77 86.0 0 49.7 
[0/0]A [0/0]A 
[0/0]A 
[C4]S 8.46 52.8 585 0 32.6 Steel 
SAE 4340 3.61 22.5 249 0 141.6 
[0/0]A [0/0]A 
[0/0]A 
[C2]S 2.36 14.8 163 0 28.7 Ti 
Grade 1 Ti 1.89 11.8 131 0 81.3 
 
 Encouragingly, both approaches yielded identical results, thus 
demonstrating the effectiveness of HyPerSample to generate the HyPerModel 
of the design space. The HyPerSample generated HyPerModel used less than 
60% of the data used by the data set generated HyPerModel, which represents 
a significant savings in higher dimensional design spaces. 
                                                          
6 The initial search could have been conducted using the third version of HyPerOp 
(HyPerSearch) described in Section 6.4.3. However, this task is left for future work. 
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7.4.2 Designs with Additional Plies 
 Based on the results from the 2-ply design study, HyPerModels for 
designs composed of larger numbers of plies can be generated accurately with 
HyPerSample. Design spaces for 4-, 6- and 8-ply design spaces may also be 
able to confirm the observation derived from traditional design methods that 
the design space for 2-ply configurations is nested within that of 4-, 6- and 8-
ply configurations. It is also expected that the 4-ply design space is also 
nested within a region of the 8-ply design space. 
 Unfortunately, sufficient time was not available to complete these 
calculations given available resources. Future studies will be needed to 
confirm the validity of the nesting hypothesis for HyPerModels. These studies 
can be conducted using the same approaches used in the previous section.  
7.5 Application Conclusions and Extensions 
 The 2-ply HyPerModels demonstrate that HyPerModels can achieve 
comparable results to traditional design techniques. As conceptually shown in 
Figure 7.9, traditional design approaches explore particular regions of the 
design space. In the case of composite material design, traditional approaches 
are limited to regions with fixed fiber orientations and lay ups composed of 
single materials. While the regions explored by traditional design approaches 
may have higher densities of “good” design solutions, the best solutions may 
lie in the unexplored design space regions.  
 Equally significant is the insight that low dimensional design spaces 
are nested within higher dimensional design spaces as design subspaces. 
Perhaps, low dimensional HyPerModels of the design space can be used to 
derive regions of higher dimensional design spaces. If so, vast regions of high 
dimensional design spaces can be mapped through careful mappings of the 
lower dimensional subspaces that comprise the design space. This conclusion 
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is the result of studying the designs nested within the 4- and 6-ply design 
solutions obtained via traditional design approaches. 
 
 
Figure 7.9 Traditional Design Regions in the Design Space. Traditional design 
approaches only search limited regions of the design space shown in yellow. Good designs 
exist within this region, but alternative solutions may exist in the unexplored design space 
regions 
 
 Savic [2001] studied laminates composed of as many as 8-plies. The 
ultimate goal of this application is to develop HyPerModels for multiple 
material multilaminate composites with at least 8-plies. Unfortunately this 
goal could not be achieved in the allotted time. And while Savic only 
considered a single material, multiple materials remain a goal. However, in 
addition to fiber composite materials, other materials should be integrated 
including chopped fiber composites and low-density foams or honeycomb 
materials for which composites are often used as “skins.”  
 Finally, the assumption of an antisymmetric lay up configuration for 
the entire I-beam is but one of three possible configurations as indicated by 
Savic [2001]. While the web of the I-beam will be defined by an 
antisymmetric layup given the construction technique adopted in this research 
and in Savic, it also possible to define a symmetric lay up in one or both 
flanges, adjacent to the antisymmetric web configuration. All three lay up 
configurations will be considered in future work. In addition, HyPerSearch 
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will also be used to locate additional local minimum solutions within the 
HyPerModel. 
7.6 Summary 
 The design of multiple material multilaminate composite materials 
represents a challenging design problem. Engineered composite 
manufacturers often claim that their materials can be designed for specific 
applications. However, this design problem makes this capability difficult to 
achieve because the design spaces are often unknown. 
 Modeling the design space with HyPerModels generated from data 
sets or by the use of HyPerSample is an effective design tool. Coupled with 
design optimization capabilities made possible with HyPerOp and 
HyPerModel analysis techniques, the design space can rapidly be reduced to 
small regions of interest. This allows the designer to focus efforts on small 
design space regions while providing confidence that a better solution is not 
lurking in an unexplored region. Furthermore, these regions are not 
established on the basis of arbitrary design assumptions. Instead, these regions 
are located based on the accumulated design knowledge mapped into the 
design space HyPerModel. 
 While the computational cost of this application does not justify the 
use of HyPerModels, other applications can benefit greatly from their use. 
Since low dimensional design spaces seem to represent portions of higher 
dimensional design spaces, it seems ever more feasible to construct the design 
space of a complex system from subsystem components. This supports a 
holistic view of design, where system components are designed with 
consideration of the overall system performance used to govern design 
decision. Chapter 8 studies an application where component performance can 
significantly affect the performance of the entire system. This application also 
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takes advantage of the computational benefits of HyPerModels to explore a 
vast design space at a reasonable computational expense. 
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Chapter 8 
Design of a Gas Turbine Engine with HyPerMaps 
 
“Start simple. Add misery.” 
- Charles “Chuck” Anderson 
 
 
 The second design application is derived from an undergraduate 
design problem used at The University of Texas at Austin and the University 
of Wyoming. This design problem challenges students to build a 
thermodynamic model of a turbofan gas turbine engine for an aircraft whose 
performance specifications are given to the students. The construction of the 
model facilitates study of the thermodynamic machinery associated with a gas 
turbine engine (inlet, fan/compressor, burner, turbine, nozzle) as well as the 
fluid dynamics associated with flight. The purpose of this chapter is to 
examine how HyPerModels may be used to facilitate student insight into the 
relationships between component design variables and system performance. 
8.1 Introduction 
 The second of the three HyPerMaps demonstration applications 
focuses on the design of a gas turbine engine for a next generation business jet 
aircraft. The Bombardier Global Express® and the Gulfstream GIV and GV 
series of business jets, shown in Figure 8.1, have defined a new class of ultra 
long range, high speed and high altitude aircraft. The general trend in business 
jets has been to increase the range, speed and cruise altitude with each 
generation. Long flight ranges allow aircraft to operate directly between 
business centers on different continents without refueling stops. High 
subsonic speeds make these long flights reasonable investments of time and 
high cruise altitudes allow these aircraft to operate above the congestion 
caused by commercial aircraft at lower altitudes. 
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 Both aircraft use versions of the Rolls-Royce BR-710 turbofan engine. 
The BR-710 turbofan engine, shown in Figure 8.2, provides approximately 
65.6 kN (14,750 lbf) of thrust at takeoff with a bypass ratio of 4.2 and a total 
pressure ratio of 24. [Rolls-Royce 2005b; 2005c] 
 Based on the design trends for this aircraft class, predictions for next 
generation business aircraft capabilities, circa 2020, can be estimated. These 
parameters are given in Tables 8.1 and 8.2. The design application in this 
chapter becomes the challenge of designing a turbofan engine for this aircraft. 
The engine design is only conceptual, much as might be expected of an 
undergraduate engineering student studying the thermodynamic and fluid 
dynamic properties associated with gas turbine engine systems.  
 
Bombardier Global Express® Gulfstream GIV/GV 
  
  
Figure 8.1 State-of-the-Art Business Jets.  The Bombardier Global Express® (left), used 
by NASA [Aerospace-Technology, 2005 (top); Rolls-Royce, 2005a (bottom)] and the 
Gulfstream GIV/V (right) used by NOAA [NOAA, 2005(top); Rolls-Royce, 2005a 
(bottom)] represent the current state-of-the-art for business jet technology. The Rolls-Royce 
photographs are reproduced with the permission of Rolls-Royce plc, copyright © Rolls-





Figure 8.2 Rolls-Royce BR 710 Gas Turbine Engine. The BR 710 is used to power both 
the Bombardier Global Express® and the Gulfstream GV. These images are reproduced 
with the permission of Rolls-Royce plc, copyright © Rolls-Royce plc 2005. [Rolls-Royce, 
2005a] 
 
Table 8.1 Circa 2020 Business Jet Capabilities. The next generation of business jet will 
share a lot in common with the current generation of business jets. Its size, weight, 
passenger complement and fuel payload will probably be similar to today’s business jets. 
However, the payload, speed, range and operating altitude will probably increase. 
Properties for the Bombardier Global Express® [Bombardier, 2005] and Gulfstream GV 









Seats 14 14 14 
Number of Engines 2 2 2 
Max. Take-off Weight (lbf) 95000 85500 95000 
Max. Landing Weight (lbf) 78600 85100 80000 
Usable Fuel (lbf) 43158 35200 42000 
Payload with Full Fuel (lbf) 1792 2500 3000 
Max. Range (nm) 6537 6675 7500 
Balance Field Length (ft) 6150 6200 6100 
Landing Distance (ft) 3600 3670 3600 
Max. Cruise Speed (ktas1) 505 508 520 
Normal Cruise Speed (ktas1) 488 488 505 
Long Range Cruise Speed (ktas1) 459 459 490 
Service Ceiling at Max. Weight (ft) 43500 42400 51000 
 
 
                                                          
1 ktas – stands for aeronautical knot, which is equivalent to a nautical knot or about 1.84 
kilometers per hour (1.15 miles per hour). 
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Table 8.2 Aircraft Properties. In order to simulate the performance of an aircraft 
equipped with the engines developed in this application, several aerodynamic aircraft 
properties need to be estimated for a circa 2020 business jet. 
Property Value 
Maximum Lift Coefficient 2.39 
Zero-Lift Drag Coefficient 0.015 
Lift Drag Coefficient 0.08 
Planform Area 98.0 
 
The purpose of studying this design problem is for students to gain a 
greater understanding of gas turbine engine subsystems and how the 
properties of these subsystems contribute to the overall performance of the 
gas turbine engine. Designing an engine for a specific aircraft application 
provides a degree of reality that connects the classroom to the real world. 
HyPerModels may be able to facilitate this understanding. However, the 
introduction of HyPerModels into the classroom is considered future work. 
8.2 Problem Background 
 This type of engineering design problem is not uncommon as a class 
exercise within an undergraduate engineering curriculum. However, there are 
several subtle differences in the approaches used to construct the simulation 
models in this research, compared to the models that might be constructed in a 
typical engineering class. 
 The resulting simulation required considerable computational effort in 
order to obtain a substantial data set to support the HyPerModel analysis. This 
simulation is a case where it is faster to evaluate the HyPerModel than it is to 
evaluate the original gas turbine engine/aircraft model. Ultimately, because of 
time limitations, the focus of this application shifted several times. The results 
presented in Sections 8.3 and 8.4 reflect what was ultimately accomplished in 
the time available. Section 8.5 discusses several aspects of this application 
with respect to how they might be handled in future work to be more 
compatible with a classroom setting. 
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8.2.1 Problem Description 
 Fundamentally, this application is about modeling a turbofan gas 
turbine engine. However, unlike typical gas turbine analysis problems, this 
application models the engine performance throughout the aircraft flight plan 
shown in Figure 8.3 
 Different flight plans are appropriate for different aircraft. For 
instance, a long range commercial airliner is designed for a flight plan similar 
to that in Figure 8.3, where the flight is dominated by an extended cruise 
phase. On the other hand, a military fighter jet might have a long cruise 
interrupted by a low altitude engagement phase, followed by another long 
cruise back to base. Different flight plans place different demands upon the 
performance of the aircraft engines. [Raymer, 1999]  
 
 
Figure 8.3 Application Aircraft Flight Profile. The aircraft flight profile for the 
application defined in this chapter uses a series of eight flight phases. The flight phases are 
1) takeoff, 2) climb to cruise, 3) cruise, 4) descend, 5) diversion climb, 6) diversion cruise, 
7) diversion descent, and 8) landing. This flight plan is similar to that used by commercial 
airlines to calculate aircraft range. 
 
 A gas turbine engine is shown schematically in Figure 8.4. The flight 
plan defines the flight (input) conditions to the gas turbine engine model. The 
gas turbine engine model calculates the resulting thrust produced and fuel 
consumed by the engine.  
 333
 The two models are closely linked. The aircraft flight profile 
determines the input pressure and temperatures into the gas turbine engine. 
The thrust produced and fuel consumed by the engine provides propulsion to 
the aircraft, ultimately producing lift and drag with the airframe and causing 
the plane accelerate, decelerate, climb or descend. These changes in the 
aircraft flight condition affect the gas turbine engine model, which then 
affects the aircraft flight condition model, and so on. 
 
 
Figure 8.4 Gas Turbine Engine Schematic Model. A turbofan gas turbine engine 
composed of six component subsystems, including: 1) the Inlet, 2) Fan, 3) Compressor, 4) 
Burner, 5) Turbine (both High Pressure - HP and Low Pressure - LP turbines), and 6) the 
Nozzle. The 3D solid model view is courtesy of NASA [2005]. 
 
 A similar arrangement can be seen in the software defining the model 
for this application within HyPerMaps. The software includes two levels, the 
aircraft flight plan model level in Figure 8.5 and the engine model in Figure 
8.6. The two models interact to evaluate the performance of the gas turbine 
engine throughout the flight plan. The sources of the analytical techniques 
used by the models are discussed in the next section. 
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Figure 8.5 Aircraft Flight Plan Simulation Software Components. The software 
components for the aircraft flight plan simulation reside above the engine simulation 
components but below the Functions.h file of HyPerMaps. 
 
 
Figure 8.6 Turbofan Gas Turbine Engine Simulation Software Components. The 
software components for the gas turbine engine simulation reside below the aircraft flight 
plan simulation components and below the Functions.h file of HyPerMaps. 
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8.2.2 Problem Analysis 
 To fully describe the models constructed for this simulation is beyond 
the scope of this work. There are many excellent textbooks available that were 
used extensively to define the gas turbine engine and aircraft flight plan 
simulations. Hill [1992] and Mattingly [1996] are particularly useful to 
simulate the performance of a gas turbine engine. To develop models to 
simulate the performance of the aircraft using the modeled gas turbine engine 
Mair [1992], Raymer [1999] and Anderson [1999] provide extensive, 
information necessary to simulate an aircraft in different phases of flight. 
 The simulations do not fully simulate the affects of flight. In other 
words, there is no control system within the simulation to account for changes 
in aircraft lift due to flap settings or pilot determined throttle settings, banks, 
or climb rates. Instead the simulations break down the flight plan segments 
into a fixed number of flight sections. Over the flight section, the flight 
conditions are assumed to be constant. Since appropriate engine throttle 
settings have to be determined iteratively in the simulation, providing a fixed 
number of flight conditions for consideration dramatically reduces the cost of 
the simulations. Table 8.3 defines the input variables and Table 8.4 defines 
the output variables involved in the simulations. 
In order to validate any metamodels generated to study this application 
a large number of simulations were undertaken. The simulations can be 
divided into five classes. The first class uses the compliment of 17D-inputs 
and 23D-outputs to evaluate the entire design space. A total of 2.5 million 
data points were collected with an average run time of 22 seconds per 





Table 8.3 Application Simulation Input Variables. Sixteen design variables (Dv) and one 
cycle parameter (Cp) are used to define the application simulation. Highlighted variables 
are functions of Mattingly’s [1996] Technology Levels. 
Dv or 
Cp 
Symbol Name Lower Bound 
Upper 
Bound Definition 
Dv1 ηi Inlet Efficiency 0.88 0.995 
Accounts for losses that occur in 
the engine inlet. 
Dv2 ηf Fan Efficiency 0.78 0.89 
Accounts for losses that occur in 
the engine fan. 
Dv3 ηc 
Compressor 
Efficiency 0.80 0.90 
Accounts for losses that occur in 
the engine compressor. 
Dv4 ηb Burner Efficiency 0.85 0.99 
Accounts for losses that occur in 
the engine burner. 
Dv5 ηt 
Turbine 
Efficiency 0.80 0.90 
Accounts for losses that occur in 
the engine turbine. 
Dv6 ηm 
Mechanical 
Efficiency 0.98 0.995 
Accounts for losses that occur in 
the engine mechanical shafts. 
Dv7 ηn 
Nozzle 
Efficiency 0.95 0.995 
Accounts for losses that occur in 
the engine nozzle. 
Dv8 PRf 
Fan Pressure 
Ratio 2.5 4.0 
Defines the pressure ratio across 
the engine fan. 
Dv9 PRt 
Total Pressure 
Ratio 10 40 
Defines the pressure ratio across 
the engine fan and compressor. 
Dv10 BR Bypass Ratio 3.0 9.0 
Defines the ratio of airflow that 
enters the core versus bypassing it. 
Dv11 hfuel 
Lower Heating 
Value of Fuel 40000 45000 
Defines the energy content of the 
engine fuel. (kJ/kg) 
Dv12 TIT 
Turbine Inlet 
Temperature 1110 2000 
Defines the temperature limit at 
the inlet of the turbine. (K) 
Dv13 NOT 
Nozzle Outlet 
Temperature 1390 2220 
Defines the temperature limit at 
the outlet of the nozzle. (K) 
Dv14 A4 
Turbine Inlet 
Area 0.015 0.045 
Defines the area of the HP turbine 
inlet area. (m2) 
Dv15 A5 
Turbine Outlet 
Area 0.035 0.250 
Defines the area of the LP turbine 
outlet area. (m2) 
Dv16 ηr 
Reverser 
Efficiency 0.50 0.70 
Accounts for losses that occur in 
the engine thrust reversers. 
Cp1 Vc Cruise Velocity 0.78 0.88 
Specifies the user defined cruise 
velocity mach number. 
 
The remaining four data sets were derived as sub-problems of this 
larger problem. Mattingly [1996] proposed that there are “technology levels” 
that divide engines into four classes. Within a technology level class, ten of 
the input variables defined in Table 8.3 become functions of a single 
technology level variable. The corresponding design variable values with 




Table 8.4 Application Simulation Output Variables. The simulation results in 23 
performance indices (Pi) that can be used to evaluate the performance of the engine and 
aircraft in this simulation. 
Pi Symbol Name Definition 
Pi1 Dto Takeoff Distance Distance required for the aircraft to takeoff. (m) 
Pi2 DT Flight Range Total range of the aircraft including a diversion. (m) 
Pi3 DF Flight Distance Total flight distance without a diversion. (m) 
Pi4 Dd Diversion Distance 
Total diversion range based on the reserve generated 
during the aircraft flight. (m) 
Pi5 Dldg Landing Distance Distance required for the aircraft to land. (m) 
Pi6 t 
Total Time with 
Diversion 
Total flight time with a flight diversion where 
diversion range determined as a function of flight 
distance. (s) 
Pi7 tf Flight Time Total flight time without a diversion. (s) 
Pi8 td Diversion Time 
Total diversion time with the diversion fuel reserve 
determined as a function of flight distance. (s) 
Pi9 Vavg 
Average Flight 
Velocity Average velocity during the entire flight. (m/s) 
Pi10 tclb1 
Time for Initial Climb 
to Cruise 
Time required for the aircraft to climb to the initial 
cruise altitude. (s) 
Pi11 tclb2 
Time for Diversion 
Climb 
Time required for the aircraft to climb to the 
diversion cruise altitude. (s) 
Pi12 D30 
Cruise Range with 30 
Minute Diversion  
Aircraft diversion range with a 30 minute diversion 
cruise. (m) 
Pi13 D45 
Cruise Range with 45 
Minute Diversion 
Aircraft diversion range with a 45 minute diversion 
cruise. (m) 
Pi14 RCmin 
Rate of Climb at 
Minimum Thrust 
Aircraft rate of climb with the engines providing 
only sufficient thrust to prevent a stall. (m/s) 
Pi15 RCone 
Rate of Climb on One 
Engine Aircraft rate of climb on one engine. (m/s) 
Pi16 RCmax 
Maximum Rate of 
Climb 
Maximum rate of climb with all engines at full 
throttle. (m/s) 
Pi17 SFCavg 
Average Specific Fuel 
Consumption 
Average specific fuel consumption for the entire 
flight plan. (kg/N*s) 
Pi18 Thravg 
Average Throttle 




Average throttle setting during the climbing phases 




Average throttle setting during the cruise phases of a 




Average throttle setting during the descent phases of 




Percentage of the time during the flight plan that the 
engines are incapable of meeting the thrust 
requirements to maintain the flight plan. This is a 
feasibility variable.  
Pi23 Efeas Engine Feasibility 
Engine feasibility evaluation. Some engine designs 
are technically infeasible and violate operational 
constraints established by design variables. This 
variable produces a binary code indicating the 
source(s) of the problem. A nonzero entry is an 
infeasible engine design. 
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Table 8.5 Technology Level Relationships. Mattingly [1996] defines four technology 
levels that correspond to the historic development of gas turbine engines. These parameters 
reduce the dimensionality of the simulation problem. 
Design Variables Technology Level 
Dv Symbol Name 1 2 3 4 
Dv1 ηi Inlet Efficiency 0.885 0.94 0.97 0.995 
Dv2 ηf Fan Efficiency 0.78 0.82 0.86 0.89 
Dv3 ηc 
Compressor 
Efficiency 0.80 0.84 0.88 0.90 
Dv4 ηb Burner Efficiency 0.85 0.91 0.98 0.99 
Dv5 ηt Turbine Efficiency 0.80 0.85 0.89 0.90 
Dv6 ηm 
Mechanical 
Efficiency 0.98 0.985 0.99 0.995 
Dv7 ηn Nozzle Efficiency 0.95 0.97 0.98 0.995 
Dv12 TIT 
Turbine Inlet 
Temperature (K) 1110 1390 1780 2000 
Dv13 NOT 
Nozzle Outlet 
Temperature (K) 1390 1670 2000 2220 
Dv16 ηr Reverser Efficiency 0.50 0.57 0.64 0.70 
 
 Any one of these technology levels reduces the dimensionality of the 
simulation from 17D-input to 7D-input variables. Simulations in these 
subspaces explore only a small region of the design space. However, since 
engine technology has evolved along this axis in the design space, it may 
reasonable to focus attention on these subspace regions. Further simulations to 
develop a data set to validate models within these design space subspaces also 
were conducted. The simulations undertaken to validate the HyPerModels 
generated in this application are summarized in Table 8.6. 
 
Table 8.6 Validation Simulations for HyPerModels. Simulations were run for the entire 
design space (DS) as well as the design spaces for each technology level (TL) so that 
HyPerModels generated to study these design spaces can be validated. 
Simulation CPU Run Time Simulation 
Type Simulations 
Time per 
Simulation (s) Hours Days Years 
TL 1 DS 1,875,000 6.82 3,554.2 148.1 0.4 
TL 2 DS 1,875,000 12.76 6,643.6 276.8 0.8 
TL 3 DS 1,875,000 28.29 14,735.3 614.0 1.7 
TL 4 DS 1,900,000 32.38 17,089.9 712.1 2.0 
Entire DS 2,500,000 22.02 15,289.6 637.1 1.7 
Totals 10,025,000 20.58 57,312.6 2,388.0 6.5 
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 Table 8.6 demonstrates several interesting results. First, as the 
technology level increases, the simulation run times also increase. This is due 
to the fact that as the technology level increases, the number of feasible 
designs within the design space also increases because more design 
combinations are able to meet the demands necessary for a 2020 circa aircraft. 
Thus, the simulation time increases because a technologically feasible engine 
design takes longer to analyze than a design, which is fundamentally 
infeasible. Second, the average time for a simulation without the constraints 
provided by technology levels lies very close to the midpoint between 
technology level 2 and technology level 3. At the very least, this indicates that 
the survey of the entire design space surveyed equal numbers of points in the 
lower pair of technology levels as they did in the higher pair of technology 
levels. In addition, this may indicate that the technology levels represent a 
gradient through the design space. 
8.2.3 Traditional Approximations 
 In traditional classroom studies of this problem, the focus is usually 
limited to a pair of crucial operating points for the gas turbine engine. These 
points analyze the engine performance at cruise and takeoff conditions. In a 
commercial aircraft, the majority of its operational life will be spent at cruise, 
which justifies examining this operational state. If the aircraft is to reach 
cruise altitude, it needs to be able to achieve takeoff, which justifies analysis 
of this state. However, examining only two operational states does little to 
provide an understanding of the relationships between the aircraft flight plan 
and the engine design requirements. 
 In commercial applications, many more engine states are studied using 
proprietary state-of-the-art software codes. However, the engines are 
evaluated with respect to the design of the nacelles and nearby sections of the 
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aircraft with general specifications for thrust and fuel consumption. 
Otherwise, separate design teams and organizations design the aircraft and the 
engines. [Hoffman, 2005]  
 Anderson [1999], Raymer [1999], Mair [1992] and Hoffman [2005] 
all agree that the modern aircraft design process involves three phases. These 
phases include: 
1) Conceptual Design - During the conceptual design phase 
general customer design requirements are reduced to fuzzy 
design parameters. With respect to the engines, the 
conceptual design phase establishes the number of engines, 
their placement on the aircraft and estimates of the thrust 
and fuel consumption of the engines. The goal of this phase 
is to determine if the design project is feasible. 
2) Preliminary Design - During the preliminary design phase 
the fuzziness of the conceptual design is removed. 
Computational Fluid Dynamics simulations and wind 
tunnel studies are used to develop the configuration of the 
aircraft. The engine specifications from the conceptual 
design are provided to engine manufacturers and a suitable 
engine design is selected. The goal of this phase is to arrive 
at a build/no build decision for the aircraft. 
3) Detail Design - The detailed design phase adds the 
necessary detail to the preliminary design to manufacture 
the aircraft. The goal of this phase is to prepare the aircraft 
for manufacturing. 
It is both understandable and unfortunate that the design of the aircraft 
engines and the design of the aircraft proceed almost entirely separately from 
each other since the design of one affects the design of the other. However, 
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this reality makes perfect sense as airplane manufacturers do not manufacture 
their own engines and engine manufacturers do not manufacture airplanes. In 
fact, it is not unusual for large commercial airliners to be made available with 
multiple engine options from different manufacturers to be selected by the 
preferences of the operator. [Acha, 2005] From an educational standpoint, the 
lesson that is lost is that the mission selects the engine and the engine 
determines the performance of the mission. Multivariate analysis and 
optimization is crucial in the design of these systems. [Fielding, 1997] 
8.3 Demonstrating HyPerModels 
 The application of HyPerModels to this design problem changed 
directions many times during the course of this research. The results presented 
in Sections 8.3 and 8.4 represent the results compiled in the time available for 
this research. In retrospect, for an educational purpose, other approaches offer 
advantages in a classroom environment. Section 8.5 will focus on how this 
might be accomplished. 
 The analysis completed for this research began by examining 
Mattingly’s [1996] technology level hypothesis by constructing a 
HyPerModel of 17D-inputs and 23D-outputs for a total of 40 dimensions. The 
results from this 40D HyPerModel are presented in Section 8.3.1.  Using the 
results of this analysis, HyPerModels representing several subspaces of this 
larger HyPerModel were constructed and are presented in Sections 8.3.2, 
8.3.3 and 8.3.4. From these HyPerModels several Pareto Spaces were 
rendered and are presented in Section 8.4. 
8.3.1 Technology Level Analysis 
 A HyPerModel defined by 131,072 control points was fit to a 500,000 
point data set extracted from the 2.5 million point data set collected from 
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throughout the 17D-input design space. This represents only a linear 
HyPerModel between the corners of the design space and is probably close to 
the maximum HyPerModel size based on current desktop computer 
technology. To store these control points requires 42 MB of memory. The 
next HyPerModel iteration would require more than 129 million control 
points and 40.4 GB of memory to store. 
 Most surprising is that even this linear HyPerModel is a very good 
representation of the available data set with a global correlation of 98.8%. 
This was entirely unexpected. The maximum local root-mean-square (RMS) 
error is 926% of the full scale of the metamodel, revealing that the 
HyPerModel very poorly represents some regions of the design space. 
However, the overall representation of the design space is remarkable and 
suggests that there is a strong linear component to the design space. 
 The time required to fit this HyPerModel was 126 hours using all four 
virtual processors on a dual 3.06 GHz Pentium IV desktop computer. While 
this seems extreme, to generate the 500,000 point data set required over 3000 
hours of CPU time! The average simulation required 22 seconds of CPU time 
to be calculated directly. The average point queried by the HyPerModel 
requires an average of 2.8 seconds, an 87% improvement over the simulation. 
 In an effort to evaluate the validity of Mattingly’s [1996] technology 
level argument, points were sampled across the design space corresponding to 
Mattingly’s technology levels. In effect, the design space is sampled along a 
line extending diagonally from corner to corner of a 17D hypercube, as shown 
in Figure 8.7. 
 The results of this study indicate that there is a general improvement in 
performance metrics as one proceeds from technology level 1 to technology 
level 4. Fifteen of the 23 performance indices clearly improve along this 
search, line including the most important performance indices, Pi22 and Pi23. 
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These performance indices correspond to whether the proposed engine design 
can provide the necessary thrust to follow the flight plan or whether the 
engine is technologically feasible. The lower levels resulted in designs with 
lower feasibility values than the designs at the upper technology levels. 
Simply put, older engine technology is unable to provide an engine that is 
capable of meeting the demands of a 2020 era business jet. 
 
 
Figure 8.7 Tech Level Search of the 17D Design Space. If the 17D hypercube could be 
reduced to a 3D version, a technology level search can be accomplished by searching along 
the diagonal of the hypercube at appropriate increments. 
 
 The remaining performance indices showed little or no improvement 
along this axis or were estimated as a result of periods where the engine 
design was infeasible. (i.e. Technology level 1 engines were able to produce 
very long flight range estimates at cruise altitudes, but could not produce the 
necessary thrust to reach or maintain that altitude in the simulation and thus 
did not meet the target design requirements.)  
From this study, it appears that Mattingly’s [1996] technology levels 
are an appropriate restriction on the dimensionality of the design space. In 
truth it also makes little sense to design engines with technology level 1 
burners and technology level 4 turbines since the turbines are severely over- 
designed for the application. Similarly it makes little sense to use a 
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technology level 4 burner with a technology level 1 turbine since the turbine 
would not be able to withstand the turbine inlet temperatures (TIT) produced 
by the burner. Consequently, the analysis focus for subsequent sections is for 
engines with technology level 4 design variable values. 
8.3.2 Single Design Variable Models 
 Focusing on an individual technology level has several distinct 
advantages in searching a design space subspace. First, the problem 
dimensionality is effectively reduced, as discussed in the context of 
visualization in Section 5.2.4.2. In this case the problem input dimensionality 
is reduced from 17D to 8D. Furthermore, since only the technology level 4 
engine designs are going to be studied, and one of the 8 remaining input 
dimensions is the technology level, the problem dimensionality is reduced to 7 
input dimensions.  
The second advantage in reducing the dimensionality of the problem is 
a reduction in the amount of data required to sample the design space 
subspace. This reduces the cost of developing the HyPerModel as well.  
The third advantage is that Frey [2003; 2004] suggests that in an 
engineering context, one-at-a-time experimentation may be a valid 
experimental approach. Factorial designs were originally developed for 
agricultural experiments where multiple fields of crops, each representing an 
experimental design needed to be grown during the same growing season. 
This is not necessarily true of engineering design problems. Frey argues that 
exploring the design space through low dimensional sequential sub-problems 
may be a reasonable approach to solve high dimensional problems. 
 The chief disadvantage is that only a portion of the design space 
represented by the design subspace is searched and the results of the 
HyPerModel may not be extensible to the other dimensions. If the approach 
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adopted is a single parameter experimental design, there is also no guarantee 
that the best solutions within the design space will be found. 
 For each of the seven input variables not associated with Mattingly’s 
[1996] technology levels, a HyPerModel was defined using a 101 point data 
set, and validated with a 201 point data set. The seven HyPerModels use the 
variable values shown in Table 8.7. Table 8.7 also shows the resulting 
correlations and maximum RMS error metrics for each HyPerModel. The 
resulting search resembles that shown in Figure 8.8. 
   
Table 8.7 Seven 1D-Input HyPerModels. The remaining seven design variables were 
independently explored, by allowing one variable to vary (indicated by the value varies) 
within the HyPerModel between the lower and upper bounds indicated in Table 8.3. 
Input Variables HyPerModel Variables 
Dv or 
Cp 
Symbol Dv8 Dv9 Dv10 Dv11 Dv14 Dv15 Cp1 
Dv8 PRf varies 3.25 3.25 3.25 3.25 3.25 3.25 
Dv9 PRt 25.0 varies 25.0 25.0 25.0 25.0 25.0 
Dv10 BR 6.0 6.0 varies 6.0 6.0 6.0 6.0 
Dv11 hfuel 42500 42500 42500 varies 42500 42500 42500 
Dv14 A4 0.03 0.03 0.03 0.03 varies 0.03 0.03 
Dv15 A5 0.1425 0.1425 0.1425 0.1425 0.1425 varies 0.1425 
Cp1 Vc 0.83 0.83 0.83 0.83 0.83 0.83 varies 
Correlation (%) 99.6 97.5 99.4 93.7 97.6 97.4 95.1 
Max. RMS Error 
(%) Full Scale 15.5 5.71 13.7 21.2 3.96 18.1 7.49 
 
The complete results for these runs require 161 plots. Rather than 
show every plot, a sampling of four interesting performance indices are 
presented and discussed for the seven HyPerModels. In addition, the optimum 
of each HyPerModel using the objective function, OF, defined in Equation 8.1 
was found with HyPerOp. Pi23 was zero for all data points collected and thus 
was ignored, reducing the output dimensionality to 22D. 




Figure 8.8 1D Searches in a Higher Dimensional Design Space. Searching a higher 
dimensional design space with a series of 1D searches is like passing a series of lines 
through the design space. The seven models defined by Table 8.7 all intersect in the middle 
of the design space, just as in the figure above. In that case, the design space is a 7D 
hypercube instead of the 3D cube shown above. 
 
 The four performance indices presented include the takeoff distance 
(Pi1), the single engine rate of climb (Pi15), the average specific fuel 
consumption (Pi17) and the insufficient thrust rate (Pi22). Plots for each 1D-
input HyPerModel study are shown in Figures 8.9 through 8.12. The 
optimization results obtained with HyPerOp using the objective function in 
Equation 8.1 are given in Table 8.8. 
 
Table 8.8 1D-Input HyPerModels Optimization Results. The results from HyPerOp for 
optimizing each of the seven 1D-input HyPerModels with respect to the objective function 
defined in Equation 8.1. Only the bypass ratio (BR) model had a feasible region that did 
not coincide with the optimum suggesting that the coefficient on the feasibility constraint 
should be increased. The other four models with infeasible optimum results pass through 









PRf 2.5 2 2 0.07 Yes 
PRt 10 2 2 0.07 No 
BR 4.46 2 12 0.16 No 
hfuel 44,842 kJ/kg 2 6 0.501 No 
A4 0.015 m2 2 2 0.08 No 
A5 0.135 m2 4 512 1.292 No 
Vc Mach 0.82 2 32 0.21 Yes 
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Dv8 - Fan Pressure Ratio Dv9 - Total Pressure Ratio 
  
Dv10 - Bypass Ratio Dv11 - Lower Heating Value of Fuel 
  
Dv14 - HP Turbine Inlet Area Dv15 - LP Turbine Outlet Area 
  
Cp1 - Cruise Velocity 
 
Figure 8.9 1D-Input HyPerModel Results for Takeoff Distance. The results for takeoff 
distance for each of the seven 1D-input HyPerModels. 
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Dv8 - Fan Pressure Ratio Dv9 - Total Pressure Ratio 
  
Dv10 - Bypass Ratio Dv11 - Lower Heating Value of Fuel 
  
Dv14 - HP Turbine Inlet Area Dv15 - LP Turbine Outlet Area 
  
Cp1 - Cruise Velocity 
 
Figure 8.10 1D-Input HyPerModel Results for Single Engine Rate of Climb. The 
results for single engine rate of climb for each of the seven 1D-input HyPerModels. 
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Dv8 - Fan Pressure Ratio Dv9 - Total Pressure Ratio 
  
Dv10 - Bypass Ratio Dv11 - Lower Heating Value of Fuel 
  
Dv14 - HP Turbine Inlet Area Dv15 - LP Turbine Outlet Area 
  
Cp1 - Cruise Velocity 
 
Figure 8.11 1D-Input HyPerModel Results for Average Specific Fuel Consumption. 




Dv8 - Fan Pressure Ratio Dv9 - Total Pressure Ratio 
  
Dv10 - Bypass Ratio Dv11 - Lower Heating Value of Fuel 
  
Dv14 - HP Turbine Inlet Area Dv15 - LP Turbine Outlet Area 
  
Cp1 - Cruise Velocity 
 
Figure 8.12 1D-Input HyPerModel Results for Insufficient Thrust Rate. The results for 
insufficient thrust rate for each of the seven 1D-input HyPerModels. The most feasible 
engine designs have the smallest values under this criterion. 
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 Under the approach proposed by Frey [2003; 2004], these 
optimizations would be followed by another round of metamodel 
construction, using these results as a guide, followed by further optimizations, 
a process that continues until the results converge to a solution. This cycle of 
model building and optimization would continue until either resources are 
exhausted or until multiple optimization paths lead to the same optimal 
solution. However, further research is needed to validate Frey’s sequential 
optimization approach for engineering design applications. For traditional 
optimization problems, a sequential optimization is not guaranteed to lead to 
an optimum solution. 
 The results for the 1D-input HyPerModels, some of which are shown 
in Figures 8.9 through 8.12, support several conclusions. First, the influence 
of the lower heating value of the fuel (Dv11) is very small compared to the 
effects of other design variables. The effects are not zero but are considerably 
smaller that the contributions due to other design variables. 
Developing an engine design that can produce the required thrust 
throughout the aircraft flight plan was a challenge, as indicated by the thrust 
feasibility performance index (Pi22) shown in Figure 8.12. Since each plot 
intersects at the midpoints of the design variables, it is not surprising that all 
seven plots share the same feasibility value at this point. These plots confirm 
what the larger data sets study revealed about the design space structure. 
 The design space of the problem contains isolated regions of feasible 
designs surrounded by infeasible designs (or vice versa depending on the 
point of view). The Swiss cheese nature of the design space, illustrated in 
Figure 8.13, complicates the task of finding suitable design solutions. Other 
applications, including robotic systems, are known to have similarly complex 
design spaces. 
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 The remaining variables show trends relating the increase of design 
variables to increases in the single engine rate of climb (Pi15) and average 
specific fuel consumption (Pi17), although the increases are not necessarily 
monotonic. Takeoff distance (Pi1) exhibits a decrease with increasing values 
of the design variables. These results are all consistent with the development 
of larger engines with increased thrust capabilities. With thrust, the takeoff 
distance will decrease and the one engine rate of climb and the average 
specific fuel consumption will also increase. However, care must be taken to 
remember that portions of these curves lie in infeasible design regions. 
 
 
Figure 8.13 A Design Space With Feasible “Bubbles.” Some design spaces exhibit 
topologies where feasible solutions (in blue) occur in isolated regions of the design space. 
 
 The average specific fuel consumption plots in Figure 8.11 also 
include several plots that are linear and poorly correlated to the curve shapes. 
The finite precision arithmetic in HyPerMaps has some difficulties in 
representing very small numbers in one performance dimension and very 
large numbers in other performance dimensions simultaneously within a 
HyPerModel. This effect is clearly seen in Figure 8.11. 
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Since the lower heating value of the fuel (Dv11) and the cruise velocity 
(Cp1) seem to play minor roles in several performance indices, these variables 
will be held constant with values of Dv11 = 42,500 kJ/kg and Cp1 = 0.83. The 
remaining five variables will be grouped into two models, composed of 
similar variables. The first model (Section 8.3.3) is defined as a 2D-input 
model with the two turbine inlet areas defined as the active design variables. 
The second model (Section 8.3.4) is defined as a 3D-input model with the two 
pressure ratios and the bypass ratio as the active design variables. 
8.3.3 Engine Area Model 
  The two engine area design variables, A4, the high pressure turbine 
inlet area and A5, the low pressure turbine outlet area, provide a measure of 
the size of the jet engine. These variables are sized to maintain proper flow 
within the confines of the engine. Since they are similar, these design 
variables are considered together in this HyPerModel. The remaining design 
variables are set at their midpoint values. For consistency, the same four 
performance indices studied in the previous section also are studied in this 
section. The HyPerModel results are shown in Figures 8.14 through 8.17. 
 In Figure 8.16, the average specific fuel consumption plots show 
essentially three distinct regions defined by specific fuel consumption values. 
One region exhibits zero or near zero specific fuel consumption values. This 
region also corresponds to the region where infeasible thrust results are shown 
in Figure 8.17. Thus, this region is associated with infeasible engine designs. 
The second region consists of average specific fuel consumption values near 
0.16 kJ/kN*s but is also associated with largely infeasible engine designs. The 
third area, represented by the small triangle, exhibits smaller average specific 
fuel consumption values (near 0.05 kJ/kN*s) but also represents the most 
feasible engine designs. 
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HyPerModel Response (99.7%) Actual Model Response 
 
Figure 8.14 2D-Input HyPerModel of Takeoff Distance. As a function of the turbine 
inlet and outlet areas, the HyPerModel reveals that increases in these variables reduce the 
required takeoff distance. The global correlation is 99.7% and the maximum local RMS 
error is 9.66% of full scale. 
 
HyPerModel Response (99.5%) Actual Model Response 
 
Figure 8.15 2D-Input HyPerModel of Single Engine Rate of Climb. As a function of the 
turbine inlet and outlet areas, the HyPerModel reveals that increases in these variables 
increases the single engine rate of climb. The global correlation is 99.5% and the maximum 
local RMS error is 8.98% of full scale. 
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HyPerModel Response (98.4%) Actual Model Response 
 
Figure 8.16 2D-Input HyPerModel of Average Specific Fuel Consumption. As a 
function of the turbine inlet and outlet areas, the HyPerModel reveals a complex 
relationship between these variables, including a large region where the specific fuel 
consumption rate goes to zero corresponding with an infeasible engine design. The global 
correlation is 98.4% and the maximum local RMS error is 14.9% of full scale. 
 
HyPerModel Response (98.9%) Actual Model Response 
 
Figure 8.17 2D-Input HyPerModel of Insufficient Thrust Rate. As a function of the 
turbine inlet and outlet areas, the HyPerModel reveals that only a very small set of area 
combinations produce an engine design capable of providing the required thrust throughout 
the flight plan. The global correlation is 98.9% and the maximum local RMS error is 8.1% 
of full scale. 
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 As was seen in the 1D studies, increasing the turbine areas seems to 
correspond with increases in engine size and thrust, and thus leads to smaller 
required takeoff distances and increased single engine rate of climb values as 
shown in Figures 8.14 and 8.15.  
 Finally, Figure 8.17 exemplifies the challenges of jet engine design. 
Many possible design combinations lead to infeasible jet engine designs for 
this application. The transition between a good design for this application and 
a poor design is often sudden. The design does not degrade in performance, 
but rather ceases to perform successfully at all.  
 While the average time to query the original simulation averages 32.4 
seconds per simulation, the time to query the HyPerModel averages 0.05 
seconds per simulation. This reduction in computational cost represents a 
significant advantage for the use of HyPerModels to perform initial design 
space studies and optimizations as opposed to the original simulation. The 
HyPerModel achieves an overall correlation of 96.9% with a maximum RMS 
error of 14.5% to the actual data set acquired from the function. A total of 780 
data points were used to define the HyPerModel. 
8.3.4 Pressure and Bypass Ratios Model 
 The remaining three design variables are associated with the input side 
of the jet engine. These variables include the fan pressure ratio (PRf), the total 
pressure ratio (PRt) across the fan and compressor subsystems, and the bypass 
ratio (BR). Since the previous models have indicated just how constrained the 
feasible regions of this design space are, the first result examined in this 
section is the feasibility results. Five slices of the design subspace for 
different values of the BR are shown in Figure 8.18. 
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 Figure 8.18 demonstrates that very few regions of this design space 
contain engine designs capable of meeting the thrust requirements for a 2020 
circa business jet. Of course, the values in Figure 8.18 for the turbine inlet and 
outlet areas are set at the midpoint of their ranges. As previously shown in 
Figure 8.17, these values do not correspond to a feasible region when these 
areas are considered as free variables. Therefore it is not surprising that the 
feasibility of engine designs with these values is also limited to small regions 
of the design space. Based on this result, this set of surfaces is the only result 
shown from the 3D-input HyPerModel. 
 
HyPerModel Response (86.7%) Actual Model Response 
  
Figure 8.18 3D-Input HyPerModel of Insufficient Thrust Rate. As a function of the 
pressure and bypass ratios, the HyPerModel reveals that only a very small set of area 
combinations produce an engine design capable of providing the required thrust throughout 
the flight plan. The global correlation is 86.7% and the maximum local RMS error is 13.6% 
of full scale.  
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 The overall 3D HyPerModel achieved a global correlation of 61.7% 
with a maximum local RMS error of 20.8%. The HyPerModel is fit with 1638 
data points, each requiring an average of 32.4 seconds to calculate. Evaluation 
of the HyPerModel required an average of 0.055 seconds per data point. 
Unlike Chapter 7, this application is clearly a case where the HyPerModel 
displays a computational advantage over using the simulation model. 
8.4 Pareto Analysis 
 As demonstrated in Section 5.2.5, one of the advantages of 
metamodels over direct simulation queries is that metamodels can efficiently 
render design subspaces such as the Pareto space. The Pareto space relates 
performance indices to other performance indices. As shown in Section 
5.2.5.2, HyPerModels can use relatively sparse data sets to generate high 
resolution representations of the Pareto space or Pareto subspaces. This 
capability is demonstrated for several Pareto subspaces using the HyPerModel 
generated for Section 8.3.3. 
 The HyPerModel used to define the relationships between the A4 and 
A5 design variables and the application performance indices exhibited high 
global correlation, 96.9%, with a reasonable maximum local RMS error of 
14.5% full scale. Figure 8.19 shows four Pareto subspaces as examples of this 
application. Each Pareto subspace is generated from three data set sources. 
The first source is a high resolution query of the HyPerModel comprised of 
10,201 points (arranged in a 101 by 101 point grid). The second data source is 
the 780 points used to define the HyPerModel and the third data source is a 
2601 point validation data set (arranged in a 51 by 51 point grid) used to 
calculate the accuracy of the HyPerModel representation. In the time required 
to calculate the HyPerModel data set, only 17 points could have been 
calculated from the original application simulation. 
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HyPerModel (10,201 pts.) Used Data (780 pts.) Validation Data (2601 pts.) 
Pi1/15/17 
 
HyPerModel (10,201 pts.) Used Data (780 pts.) Validation Data (2601 pts.) 
Pi1/2/15 
 
HyPerModel (10,201 pts.) Used Data (780 pts.) Validation Data (2601 pts.) 
Pi1/2/5 
 
HyPerModel (10,201 pts.) Used Data (780 pts.) Validation Data (2601 pts.) 
Pi1/5/9 
 
Figure 8.19 Pareto Subspace Examples from the Gas Turbine Modeling Application. 
Four Pareto subspaces are shown as examples demonstrating how a HyPerModel can 
produce a high resolution Pareto space plot from sparse data. Shown are the Pi1/15/17 
subspace comparing takeoff distance/single engine rate of climb/average specific fuel 
consumption, the Pi1/2/15 subspace comparing takeoff distance/flight range/single engine rate 
of climb, the Pi1/2/5 subspace comparing takeoff distance/flight range/landing distance, and 
the Pi1/5/9 subspace comparing takeoff distance/landing distance and average flight velocity. 
The HyPerModel plots (left) clearly provide more information than is provided by the data 
set used to fit the HyPerModel (middle) or the data set used to validate the HyPerModel 
(right). 
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Clearly, Figure 8.19 demonstrates that the computational cost 
reduction of querying a HyPerModel to generate the Pareto allows for a much 
higher resolution Pareto space view. With further research, it is expected that 
this Pareto space representation can be used to solve Pareto optimization 
problems. Once the Pareto optimum solution is determined, the solution can 
be reflected back into the design space to determine an appropriate Pareto set 
of design variable values. 
8.5 Application Conclusions and Extensions 
 This application began by describing a typical undergraduate 
engineering design problem and how HyPerModels might be used to study 
this problem. Using a 17D-input, 23D-output HyPerModel, the validity of 
Mattingly’s [1996] technology levels was demonstrated. Applying this 
description to the problem allows the dimensionality to be reduced to seven 
input variables. As an undergraduate student might do, these seven variables 
were explored individually and the lessons learned used to develop models in 
which first two, then three, design variables were simultaneously modeled. 
 As a result of these models, several important design relationships 
were studied and conclusions about the significance of the design feasibility 
variables were obtained. Also using these models, several examples of Pareto 
subspaces were rendered in high resolution at far less computational expense 
than would be required to accomplish the same through direct use of the 
original application simulation. 
 The application simulation uses a system point of view (the aircraft) to 
study the performance of subsystem components (the engines). Ironically, this 
approach probably is not the best for engineering education applications. This 
conclusion is particularly ironic given the choice of epigraph for this chapter 
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(a selection made before the chapter was completed) recommending the 
construction of simple models before introducing additional complexity. 
 In hindsight, this application may have yielded more substantial results 
had HyPerModels been used to first study individual subsystem components 
such as the compressor, turbine, burner, inlet and outlet. These HyPerModels 
could then be used to derive a HyPerModel of the entire engine. The engine 
HyPerModel can then be used in conjunction with an aircraft HyPerModel to 
model a flight. This bottom-up approach nests lower dimensional 
HyPerModels into higher level HyPerModels and likely will facilitate a 
greater understanding of how the performance of system components affects 
the performance of the systems into which they are incorporated. This 
multivariate analysis is central to aircraft design education. [Fielding, 1997] 
 The results from Chapter 7 suggest that low dimensional 
HyPerModels can be nested within higher dimensional HyPerModels. Low 
dimensional HyPerModels almost certainly are embedded within the higher 
dimensional HyPerModel developed in this chapter. However, extracting 
these HyPerModels after the fact is nontrivial. The complexity of a top-down 
HyPerModel approach is likely to inhibit rather than facilitate learning. 
 A bottom-up approach would also compliment Frey’s [2003; 2004] 
one-at-a-time-experimentation strategy. In this strategy, large experimental 
problems are simplified into single experiments, similar to breaking a large 
simulation into several smaller simulations of subsystems. Frey would also 
apply this strategy to the ultimate solution of this problem where the optimal 
engine design for a circa 2020 business jet would be developed with 
optimization. Obviously, this final step was not attempted within the scope of 
this chapter and further research is needed to support Frey’s assertions that a 
sequential optimization approach is effective in engineering design 
applications. However, a bottom-up metamodeling approach enables the 
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design students to explore many different possibilities while using 
metamodels to develop their own design intuition. 
8.6 Summary 
 This application clearly demonstrates that given sufficient data for the 
dimensionality of the design space, a HyPerModel can define an accurate and 
computationally efficient means to represent a complex design space. These 
representations can provide significant information about the sensitivity of 
performance indices to design variables, allowing the design space 
dimensionality to be effectively and intelligently reduced. 
 This focus of this application is on the challenges associated with 
visualizing design space relationships. Through a series of studies supported 
by HyPerModels, the effects of design variables on performance indices have 
been examined and a reasonable approach to searching the design space 
through low dimensional HyPerModels was adopted. Through this approach, 
insights into possible design variable values and the topology of the design 
space was revealed. Isolated regions of feasible solutions surrounded by 
infeasible designs characterize the topology of the design space. HyPerModels 
were able to evaluate the design space at far less computational expense than 
through direct simulations, often with reasonable correlations to the actual 
values. For this application, HyPerModels were able to evaluate 590 
potential designs in the time required for the direct simulation to evaluate a 
single design. This benefit enables HyPerModels to generate high resolution 
approximations of several Pareto subspaces at comparatively low 
computational expense. 
 While this application was derived from a typical undergraduate 
design problem, the approach taken was not entirely suitable for educational 
purposes. Instead, a bottom-up approach to this problem, where HyPerModels 
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are built of the component systems and integrated together appears to have 
more educational benefits. Building each HyPerModel encourages exploration 
of the design space and furthers the development of design intuition into the 
design space relationships and supports a holistic approach to system design. 
 How would other metamodels perform in this application? Response 
surface models are typically limited to about 10D applications and thus, the 
initial 17D-input model would exceed their capabilities. Even the 2D-input 
and 3D-input metamodels were generally sufficiently nonlinear that response 
surface models would be a poor metamodel selection. Since kriging and radial 
basis functions both require matrix inversions defined by the size of the data 
set, neither application is particularly well suited to model the 500,000 point 
data set used for the initial 17D-input HyPerModel. Both kriging and radial 
basis functions can be applied to the 2D-input and 3D-input subspace 
metamodels, but only at additional computational expense. While the 
demonstrations version of MARS used in Chapter 2 is not capable of 
processing a 500,000 point 40D data set, researchers claim that MARS can 
solve problems of this size. [De Veaux, 1993] The author cannot verify the 
veracity of this statement with respect to this application. 
 The third application studied with HyPerModels in Chapter 9 takes a 
different approach than in the first two applications. The first two applications 
relied on computer simulations to provide data and focused on identifying 
optimal design configurations and revealing design relationships through 
HyPerModels built from large data sets and data sets acquired via sequential 
sampling. The next application focuses on the third metamodel use, where the 
analysis of a HyPerModel is used to obtain information about a system. 
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Chapter 9 
Design Spaces for Condition-Based Maintenance1 
 
“For any system, there is only one exact model of the system  
-  the actual system, and it is always right.” 
- The Author 
 
 
 The application in this chapter uses HyPerModels to detect incipient 
failures in a dynamic electromechanical system by applying analysis 
techniques originally described in Section 5.3.3. Data for the HyPerModels is 
derived from an experimental testbed, rather than computer simulations as in 
the previous applications chapters. The failures induced in the 
electromechanical system and monitored on the testbed are caused by actual 
conditions, not simulated by altering testbed parameters. 
9.1 Introduction 
 While automated solutions to hazardous material processing are 
considered to be an attractive approach to reduce the inherent dangers 
associated with manual operations, the reliability of automated solutions has 
often limited their adoption. The perceived risks, the potential problems and 
the costs associated with the failure of an automated system in a hazardous 
material or radioactive environment have repeatedly provided sufficient 
justification for the adoption of manual operations despite the inherent 
hazards and costs of using human workers. 
While advances in technology have certainly made automation 
systems more capable and reliable, the inability to predict the maintenance 
needs of an automation system often results in either overly conservative 
                                                          
1 Portions of this chapter are reproduced from prior work released by Los Alamos National 
Laboratory as LA-UR-04-3302 [Turner, 2004b]. 
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maintenance schedules designed to avoid failures or the acceptance of regular 
system failures requiring major repairs. All too often, systems requiring major 
repairs are not returned to operation, but are instead left as obstacles around 
which work is continued manually. In hazardous or radioactive environments, 
the general lack of appreciable foreknowledge of the maintenance 
requirements for automation systems only complicates matters. Over- or 
under-scheduled maintenance requirements can significantly decrease system 
availability, effectively decreasing the cost effectiveness of automation, and in 
the case of under-scheduled maintenance, may threaten the safety of workers 
involved in the facility.  [Cox, 1999] 
 Nevertheless, the realities imposed by radiation dose limits (as well as 
the trend toward continued dose limit reductions) and the budgetary 
impracticality of simply hiring and training more workers (who are becoming 
increasingly difficult to find, hire and retain) to do a job requires the increased 
adoption of automated systems. In order to perform maintenance-as-needed, 
rather than the current and inefficient paradigm of maintenance-as-scheduled, 
improved capabilities to determine the maintenance needs of automation 
systems are necessary. The proper application of sensors, computational 
capabilities, and intelligent software algorithms can be used to achieve a 
Condition Based Maintenance (CBM) capability in simple or complex 
automation systems. 
 Conservative estimates suggest that in the next decades Los Alamos 
National Laboratory (LANL) will deploy thirty or more major automation 
systems, many of which will be used in hazardous environments. The 
Department of Energy (DOE) will need to deploy several hundred more 
automation systems and worldwide, tens of thousands of automation systems 
will be deployed. All can benefit significantly from a CBM capability.   
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9.2 Problem Background 
 Mission critical system failures are of significant concern at LANL. 
As one of the United States’ Nuclear Weapons Laboratories, LANL routinely 
handles hazardous corrosive, toxic and radioactive materials. These materials 
are processed within containment structures known as gloveboxes, such as the 
one shown in Figure 9.1. 
  
 
Figure 9.1 A Typical LANL Glovebox.  Gloveboxes share many features with clean 
rooms. They provide a containment vessel for an environment that must be kept separate 
from the external environment. However, in the case of a glovebox, worker interaction is 
limited to access through the gloveports (the small circular rings arranged in two rows on 
the left) and viewing is limited to the windows. Working in dexterity limiting gloves and 
with limited vision complicates many tasks for glovebox workers while increasing their 
exposure to the hazards contained by the glovebox. Consequently automated solutions to 
many tasks are highly desirable. 
  
 Within a glovebox, automation systems typically operate in low 
humidity, inert atmosphere (helium, argon, etc) environments. These 
environments can dramatically alter the performance characteristics of 
materials and the heat transfer properties of systems. 
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The purpose of using a glovebox is to contain materials, while 
protecting workers who are outside of the glovebox, much like a clean room 
isolates contaminants from work pieces. However, within a glovebox, the 
environment may be very hostile not only to man, but also to machine. In 
addition to the radioactive properties of materials contained by the glovebox, 
many materials are highly abrasive and tend to disperse readily. 
Consequently, these materials not only tend to propagate throughout a 
glovebox, but also tend to penetrate even sealed items within a glovebox. Due 
to their highly abrasive nature, these materials can do great damage to 
precision mechanical parts, such as gears or bearings. Automation systems 
must be able to operate in an environment that may be characterized by an 
inert atmosphere environment filled with abrasive particulates, which also 
may present radiological and corrosion hazards. 
 Like military and space applications, operations in a glovebox 
environment demand high performance and high reliability. It is not unusual 
within this challenging environment to design systems with minimal 
performance reserves. Motors must often be selected to provide their full 
continuous torque rating for significant time periods. While the failure of a 
single component may not lead to the failure of an entire system, each 
component that fails within a glovebox becomes a part of the process waste 
stream, adding significantly to the process cost. Minimizing the waste 
produced is a significant operational concern and therefore reducing failure 
rates is essential. 
 Maintenance on glovebox systems is inherently conservative. Rather 
than run a system to failure, components are often replaced well before failure 
occurs. Unfortunately, many of these components are not well understood in 
this unusual environment. Thus, many of these maintenance decisions are 
made on the basis of limited or speculative information. Safety factors are 
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often applied to even the most conservative maintenance estimates to ensure 
that failures do not occur unexpectedly. 
 Since brushless DC (BLDC) motors are commonly selected to provide 
actuation capabilities within gloveboxes at LANL, they were selected as 
fundamental mechanical components upon which to base a study of the 
development of incipient failure modes. The failure modes to be studied are 
based upon those failures most likely to develop due to the glovebox 
environment. 
9.3 DC Brushless Motors 
 BLDC motors are commonly used in many LANL glovebox 
automation tasks. Unlike normal DC motors, BLDC motors use permanent 
magnets in the rotor assembly, and a set of stator coils to create torque. By 
properly energizing the stator coils, a rotating magnetic field can be created. 
Unlike typical DC motors, there are no commutators or brushes electrically 
connecting the stator to the rotor.  
 Because they do not require commutation of the rotor assembly, 
BLDC motors tend to perform better in the low humidity, inert atmospheres 
of a glovebox, compared to brushed DC motors. They tend to produce more 
torque, exhibit longer lifespans, and generate less heat than their brushed 
counterparts. [MicroMo, 2003] As they are central components in many 
automation tasks, serving as prime movers in robots, carts, and actuator 
mechanisms (Figure 9.2 shows examples of several LANL systems using 
BLDC motors), BLDC motors were selected as suitable components for initial 
condition-based maintenance research at LANL. The BLDC motor type used 
in this chapter is shown in Figure 9.3. 
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9.3.1 BLDC Failure Modes 
 BLDC motors typically fail due to a finite number of causes. [Kilman, 
1997; Stone, 1998] Like most rotating machinery, bearing systems used to 
support rotating components may become contaminated with particulates, 
eventually leading to bearing failure. These particulates also can penetrate the 
motor air gap between the stator and rotor, eventually degrading the 
electromagnetic linkage between these components, reducing motor 





Figure 9.2 Example Systems with BLDC Motors at LANL. Several LANL systems 
incorporate BLDC motors as critical system components. Shown are a modular glovebox 
robot design (top left), a commercial robot in a containment sphere (top right), a material 




Figure 9.3 MicroMo BLDC Motor Model 2444S024B. A MicroMo BLDC motor model 
2444S024B was selected for experimentation in this Chapter. Similar motor models are 
used in automation systems at LANL. The SanDisk CompactFlash card provides a sense of 
scale for this motor. Both a side view (left) and an end view (right) are shown. The end 
view also shows that each motor was marked with a unique identifying label. 
 
 Thermal conditions also can lead to motor failure by degrading the 
magnetic properties of the rotor, affecting torque production, or degrading the 
stator winding insulation. As the stator winding insulation degrades, the 
windings begin to short circuit within the stator coils, effectively reducing the 
number of turns in the coil, and reducing the torque produced by the 
windings. Degraded stator insulation can even lead to catastrophic motor 
failure by “shorting” the entire stator coil. Three separate stator coil 
assemblies electronically generate a rotating magnetic field to produce 
torque.2 The degradation of each coil assembly can vary from that of its 
neighboring coils. This can lead to asymmetries in torque production during 
the rotor rotation. Excessive temperatures can lead to premature motor failure. 
 Furthermore, since commutation is electronically controlled, it is 
conceivable that the sensors used to control the commutation of the motor 
may fail during operation. However, unlike contamination and excessive 
temperature failures, sensor failure is typically a catastrophic event. 
                                                          
2 Detailed discussion of the mechanisms of operation of a BLDC motor can be found in 
Turner [2000], Kenjo [1994] or Fitzgerald [1990]. 
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Contamination and excessive temperature should exhibit characteristic 
incipient failure signatures before failure occurs. As a result, only the 
contamination and excessive temperature failure modes were considered here.  
9.3.2 Modeled Failure Modes 
 Four common BLDC motor failure modes were specified for study. 
These are common failure modes experienced at LANL and include: 
1) Bearing Contamination, 
2) Motor Contamination, 
3) Thermal Winding Overload, and 
4) Thermal Magnetic Degradation. 
 Depending on the system design, it is conceivable for bearing 
contamination to occur without motor contamination and vice versa. 
However, it is much more likely that motor contamination also would result in 
bearing contamination.  
As the stator winding insulation fails due to excessive operating 
temperatures, the current supplied to meet the torque demands of the motor 
increases, resulting in increased heat generation in the stator windings. The 
increased temperature in the windings raises the temperature throughout the 
motor, leading to magnetic degradation of the rotor permanent magnets. Thus, 
both thermally induced failure modes happen in conjunction with each other 
and can be reasonably combined into a single thermal failure mode. 
 One key design constraint in producing these failure modes was that 
the failure modes should be produced by real failures, not intentional design 
“mistakes.” For instance, premature bearing failures could be caused by shaft 
misalignments or by incorrectly sized bearings. These setups may cause the 
same failure mode, but with a different characteristic failure signature. A 
properly designed system would also not exhibit this same failure signature. 
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 Introducing an aluminum oxide (Al2O3) particulate contaminant into 
the motor air gap simulates contamination of the motor air gap. Diamond dust 
was used as the bearing contaminate instead of Al2O3 because of its highly 
abrasive properties. Thermal failures are simulated by deliberately raising the 
ambient test motor temperature with an external heat source. 
9.4 BLDC Failure Testbed Design 
 The design and construction of a Brushless DC Motor Failure Testbed 
(BLDCFT) was conducted through The University of Texas at Austin 
Department of Mechanical Engineering Design Projects Program, with two 
design teams of four engineering undergraduate students each, including six 
students from Mechanical Engineering, and two from Electrical and Computer 
Engineering. During the 2003 Spring and Fall semesters, these teams designed 
and fabricated a system to cause these three failure modes, while monitoring 
the BLDC motor current (at a known voltage), temperature, torque and 
velocity as it followed a predefined motion program. Exclusive of the data 
acquisition computer, the testbed size was limited to a 24 inch cube. 
 And additional soft constraint was provided to both teams. Naturally 
occurring failures in BLDC motors can require tens of thousands of hours of 
continuous operation. While part of that failure time is due simply to the time 
it may take for contamination or thermal degradation to build up to a 
sufficient level to cause failure, in this testbed, a much shorter failure time 
was desirable. Some improvement can be expected due to the fact that these 
failure modes will be initiated by deliberate contamination and elevated 
operating temperatures. However, it is desirable that these conditions should 
be sufficiently extreme that motor failure will occur in a reasonable amount of 
time, in this case less than 10 hours. 
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 The teams were given a $7000 budget, and a data acquisition computer 
with National Instruments’ LabVIEW 6.0 software installed. The first team 
(Spring 2003 semester) designed and fabricated the system components. The 
second team completed system fabrication and system integration during the 
Fall 2003 semester. Subsequently, additional work by several undergraduate 
and graduate students under NSF Grant #DMI-0323838 prepared the system 
for experimentation. 
9.4.1 Defining the Motion Program 
 The design teams were provided with a motion program based on a 2-
degree-of-freedom planar robot simulation used in Turner [2002c]. The 
motion program is shown in Figures 9.4 and 9.5. This is a challenging motion 
program that exhibits many real characteristics, including starts, stops, pauses, 
accelerations, decelerations, direction changes, and variable torque demands. 
 Providing for a motion programming capability became a significant 
challenge in the BLDCFT design. Since a specific motor had not yet been 
selected, torque and velocity curves were normalized to represent the 
percentage of full scale available from a particular motor class. Thus, the 
testbed preserves the motion program characteristics rather than the exact 
motions of the prototype shown in Figure 9.4. 
Because of stiction issues in the testbed, the motion programs were 
modified to account for the dead zone present in the system. Consequently, 
the actual motion programs are similar but not identical to the plots shown in 




Figure 9.4 BLDCFT Motion Program.  The Robot Path Plan Used to generate the motion 
program for the BLDCFT. The motion program proceeds through the 15 positions shown, 




Figure 9.5 Motion Program Plots.  The motion program generated for the BLDCFT 
included both velocity and torque components, defined from the performance of the rotary 
actuator of the robot shown in Figure 9.4. The approximate location of each of the frames 
in Figure 9.4 is indicated in the velocity plot (left) and the torque plot (right). 
 
  
Figure 9.6 Actual Program Plots.  The motion program was modified to account for 
stiction present in the BLDCFT. The resulting velocity and torque components are 
illustrated, accounting for the stiction losses in the system to approximate the performance 
of the rotary actuator of the robot shown in Figure 9.4. The approximate location of each of 
the frames in Figure 9.4 is indicated in the velocity plot (left) and the torque plot (right). 
9.4.2 Initial Mechanical Design 
 Analysis of the system requirements led to a determination that most 
of the system layout would be dominated by the method by which the motion 
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programming capabilities were implemented. Consequently, the system 
configuration would be determined by this early design decision. 
 Several other design options were considered, including driving a 
propeller in a viscous fluid, actuating a moving weight on a track, driving a 
rotating weight, driving a linkage, or driving a rotary spring-mass-damper 
system. A Pugh Chart comparison of these design options for cost, 
complexity, programmability, versatility and feasibility eliminated the 
mechanical programming options in favor of a motor-generator system. In this 
configuration, the output shaft of the test motor is connected to the input shaft 
of a second motor, acting as a generator. By electronically controlling the 
generator output, a programmable torque can be supplied to the test motor. 
 A motor-generator system naturally suggests a linear component 
configuration. Figure 9.7 shows the initial linear system layout.  
 
 
Figure 9.7 K-Team BLDCFT Configuration. The Spring 2003 K-team arrived at this 
system configuration. The mechanical system is arranged linearly along one side of an 
acrylic base plate with the electronics housed in a box occupying the remainder of the base. 
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9.4.2.1 Test Motor Mount 
The test motor mount is one of the critical mechanical design 
components. Built into the motor mount is a resistive heating blanket that 
wraps around the exterior of the test motor. This heating element raises the 
ambient motor temperature to accelerate thermal failures due to overheating 
stator windings and magnetic degradation in the rotor. The test motor mount 
must not only secure the test motor in alignment with the other mechanical 
components, but also do so despite a 100+ °C temperature increase caused by 
the heat blanket. 
 A heat transfer analysis indicated that an aluminum block would cause 
alignment issues. Consequently, the height of the motor block was reduced, 
and a phenolic base added to the motor mount to reduce the thermal 
expansion of the motor mount to an acceptable level. The test motor mount is 
shown in Figure 9.8. 
  
 
Figure 9.8 Test Motor Mount with Phenolic Base. The design team initially mounted the 
test motor in an aluminum block, thermally isolated from the remainder of the system by a 
phenolic base. Heat transfer analysis suggested that this would limit thermal expansion 
issues while providing a large heat sink so that the motor could be subjected to elevated 
temperatures at a controlled rate. 
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 For this project, a single motor model was selected. MicroMo’s DC 
Brushless 2444S024B model motor produced an acceptable level of torque at 
a reasonable cost, and uses a MVP2001 controller that readily integrates with 
National Instruments’ LabVIEW 6.0 data acquisition software package 
specified for this project by LANL. This motor, while one of the smaller 
MicroMo motors used at LANL, is suitable for robotic tooling and low 
payload automation applications. For this initial experimental effort, a single 
motor size was deemed reasonable. 
The MicroMo motors are not designed for disassembly. Their casings 
are press fit to seal the motor and its electronics within the motor casing. A 
procedure to disassemble the motor casing and gain access to the motor air 
gap was developed so that the motor air gap could be contaminated. By 
removing the rear casing and electronic circuit board (containing the three 
Hall Effect sensors), Al2O3 contaminant is introduced into the air gap shown 
in Figure 9.9. However, the rotor assembly SHOULD NOT be removed. Once 
reassembled, the contaminated motor can be run to failure. 
 
 
Figure 9.9 Introducing Motor Air Gap Contamination. By removing the end cap of the 
motor casing, the rotor-stator air gap is exposed. Small amounts of aluminum oxide 
(Al2O3) contaminant can be introduced into the air gap. (The exploded view is courtesy of 
MicroMo [2005a]). 
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9.4.2.2 Bearing Assembly 
 The shaft bearings used by MicroMo in their motors are shielded 
bearings and efforts to introduce contamination into these bearings without 
immediately failing the motor were unsuccessful. Fortunately, many 
motorized systems contain multiple bearing subsystems that support the shaft 
externally to the motor system. Therefore, the BLDCFT incorporated an extra 
bearing subsystem, designed for contamination with an abrasive powder.  
 Several bearing subsystem designs were developed. Initially, the 
contamination was contained within an unshielded bearing subsystem by 
using a pair of shielded bearings as shown in Figure 9.10. This design 
required a precision-machined shaft to create three press fit locations for each 
of the three bearings. This design allowed for a one-piece shaft connecting the 
test motor to the torque sensor. 
 
 
Figure 9.10 The Bearing Subsystem I.  The center bearing is subjected to contamination 
failures, while the external bearings are shielded to contain the contamination within the 
bearing block. 
  
 Unfortunately, this design was inadequate for the purposes of the test 
and introduced additional complexities into the system since it was difficult to 
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maintain the preloads on each bearing system. The system was redesigned 
with a single bearing with removable shields as shown in Figure 9.11. 
 
  
Figure 9.11 The Bearing Subsystem II. The redesigned bearing subsystem uses a single 
bearing with removable shields as opposed to the multiple bearings of the previous system. 
The countersunk screws on the top of the block ensure that a consistent preload is applied 
to the bearing. A continuous shaft runs through the bearing subsystem. The vertical plate 
seen in the right photo provides vertical alignment for the bearing subsystem, while the 
base seen in the left photo ensures horizontal alignment. The torque sensor lies further to 
the right, while the load motor is on the left as seen from these views. 
 
 Originally Al2O3 was selected as the bearing contaminate material 
since Al2O3 shares similar abrasive properties with several LANL glovebox 
materials. Preliminary testing with Al2O3 demonstrated that by itself, Al2O3 
was not sufficiently abrasive to damage the hardened steel bearings used in 
the testbed so that a fault developed within a reasonable amount of time. As a 
result, diamond dust replaced the Al2O3 for the bearing failure tests. 
9.4.2.3 Torque Sensor Mount 
 The motor-generator configuration selected relies on the load motor to 
generate an appropriate torque load as defined in the motion program while 
the test motor follows the velocity profile. In order to verify that this torque 
load is being correctly applied, a torque transducer is required in the system. 
A Lebow Model 1701 torque transducer was selected. This transducer uses a 
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strain gage system to measure the torque in a shaft running through the 
transducer. By placing the torque transducer between the bearing subsystem 
and the load motor, the bearing subsystem can be included as an extension of 
the test motor. The torque sensor is mounted as shown in Figure 9.12. 
 
 
Figure 9.12 Torque Sensor Mount. The torque sensor is mounted between the load motor 
and the bearing subsystem. For convenience the torque sensor is mounted sideways on the 
vertical plate that provides vertical alignment for the bearing subsystem. 
9.4.2.4 Load Motor Mount 
 The torque sensor is used to control the torque produced by the load 
motor. Since a MicroMo test motor was selected as the test motor, a MicroMo 
3557K012CR4.3G-60 tachogenerator was selected as the load motor. This 
system uses a DC motor as the generator in a variable resistance electric 
circuit, as shown in Figure 9.13. 
 
 
Figure 9.13 The Load Motor Circuit. In a motor generator configuration, the load motor 
acts as a generator rather than a motor. The load applied to the generator determines the 
torque produced by the motor. 
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Because the load motor is a DC motor, the output voltage is 
proportional to the speed of the motor and the torque produced is proportional 
to the current produced. Therefore, by controlling the resistance in the 
electrical circuit, the torque of the load motor is matched to the motion 
program, and the speed of the shaft can be determined by measuring the 
output voltage. 
 Alternatively to controlling the resistance with a potentiometer, as 
shown in Figure 9.13, a second current could be applied to the circuit to 
complement or counteract (as necessary) the current produced by the 
generator. The resulting current produced by the sum of these two currents 
would modify the torque produced by the load motor to match that of the 
motion program. This electronic solution was ultimately implemented with a 
Darlington-pair transistor amplifier augmenting the 0.15 mA current 
capability of the DAQ card. This modification is shown in Figure 9.14. 
   
 
Figure 9.14 Modified Load Motor Circuit.  The Load Motor Circuit with a second 
current source supplied by the DAQ Card. 
  
 Unfortunately, this elegant solution was not sufficient to create the 
desired functionality due to the back EMF (Electromagnetic Force) produced 
by the generator. A Maxon 4-Q-CD-Servo Control LSC 30/2 was required to 
produce an appropriate current output while protecting the DAQ card against 
the effects of the back EMF. 
 One flaw in the selection of the tachogenerator was an incompatibility 
in the maximum speed of the tachogenerator and the maximum speed of the 
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test motor. While the test motor is capable of approximately 23,000 rpm, the 
load motor and tachometer combination are only designed for approximately 
5,300 rpm. Consequently, the full scale speed of the motion program was 
determined by the tachogenerator rather than the test motor. The full scale 
torque is determined by the load motor. The original load motor assembly and 
torque sensor mount are shown in Figure 9.15. As might be surmised from the 
previous discussions on the bearing subsystem and the torque sensor, the 
system configuration was modified in 2004 to its current configuration, 




Figure 9.15 Original Load Motor and Torque Sensor Configuration. The Load Motor 
(left) and Torque Sensor (right) are shown. The system was later redesigned. 
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9.4.2.5 Shaft Design 
 Of all the mechanical components in the design of the BLDCFT, the 
shafts connecting the test motor to the torque sensor and the load motor were 
initially given little attention. However, during the fabrication and integration 
process the design of these shafts and their associated couplings became a 
critical issue. 
 The small components used in the testbed required precision 
alignment between each component. In the initial design, a shaft with rigid 
couplings was used to connect individual components. However, achieving 
and maintaining the correct system alignment proved to be problematic. 
During operation, the system vibrated, producing unwanted noise in the 
sensor signals and creating undesirable loading conditions on the motor 
components. This was particularly a problem between the test motor and the 
bearing subsystem and torque sensor, since the test motor and bearings had to 
be removed and replaced between tests. Corrections made to the mounting 
points improved but did not eliminate the vibration issues caused by slight 
misalignments in the shafts. 
 If the rigid shafts could not be aligned correctly, perhaps a flexible 
shaft could overcome the misalignment of the components. A new shaft was 
designed; incorporating two bellows couplings, one attaching to the test 
motor, and the other attaching to the torque sensor with a continuous shaft 
through the bearing subsystem. This design is shown in Figure 9.16. 
 
 
Figure 9.16 Dual Bellows Shaft Design. Shaft design with dual bellows couplings. 
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 Unfortunately, this shaft performed worse than the original shaft with 
rigid couplings. The two bellows couplings caused more vibration problems at 
the bearings because the added degrees-of-freedom at each end allowed the 
shaft to wobble through the bearing block. One bellows coupling was 
eliminated and replaced with a rigid coupling fabricated as a part of the shaft, 
as shown in Figure 9.17. While this added some complexity to the shaft itself, 
it did reduce the system part count. This allowed the shaft the extra freedom 
required to reduce the misalignments to a more acceptable level and reduced 
the affect of the unwanted vibrations upon the system. 
  
 
Figure 9.17 Integrated Shaft and Rigid Coupling. The redesigned shaft included an 
integrated rigid coupling on one end to remove the unnecessary degree-of-freedom. 
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9.4.3 Mechanical Design Revisions 
 As indicated in the previous section, unwanted vibrations in the 
system proved problematic. Despite attempts to remove sources of vibration 
from the system the vibrations reappeared each time the system was prepared 
for a new experiment. Many of these vibrations were due to a fundamental 
misalignment of the system, but others were due to the nature of the 
experiments themselves. For instance, the introduction of contamination into 
the system bearings resulted in vibrations significant enough to damage 
system components including the mechanical couplings and the torque sensor. 
In addition, the mechanical components were mounted on a flexible 
acrylic base that simply could not maintain alignment between the different 
components. Ultimately, the mechanical system design had to be modified to 
provide a single reference to which all components could be repeatedly 
attached with precision. The new configuration is shown in Figure 9.18. 
 
 
Figure 9.18 Revised Mechanical Configuration. Vibration issues led to a modification of 
the system design shown in Figure 9.7. The new configuration improved the system 
alignment and stiffness from the prior design. Note that the linear configuration was 
maintained. 
9.4.3.1 Overall Configuration Modifications 
The goals for the system reconfiguration were fourfold. First, provide 
proper system alignment by establishing a rigid base that allows each 
component to be referenced to the base. This greatly reduced vibrations due to 
system misalignment and improved the system repeatability on each 
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reassembly. Second, improve the access to each system component to allow 
easy component changes. Third, improve the system rigidity to maintain 
system alignment. Fourth, isolate the system from the electronics in the 
testbed so that any vibrations do not induce electrical noise in the system 
electronics. By and large these goals were achieved. 
The modified testbed design, shown in Figures 9.19 through 9.21, 
incorporates new mounting systems for each component. These mounting 
systems are discussed in section 9.4.3.2. Each mounting system can be 
referenced directly to the reference base, shown in Figure 9.18, made of 0.5 
inch thick aluminum plate.  
  
 
Figure 9.19 Top View Final Testbed Mechanical Subsystem. The mechanical subsystem 
was relocated to a new aluminum reference base.  
   
 
Figure 9.20 Front View Final Testbed Mechanical Subsystem. The mechanical 
subsystem was relocated to a new aluminum reference base. 
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The reference base allows each mount to be located to within ±0.002 
inches with a combination of alignment pins and fasteners. Once aligned, the 
right half of the assembly does not need to be removed to change out either 
the bearing or test motor subsystems, and the test motor can be changed out 
without removing any other components from the system. 
 
 
Figure 9.21 Back Side View Final Testbed Mechanical Subsystem. The mechanical 
subsystem was relocated to a new aluminum reference base. 
 
The spacing between components was minimized to reduce the effect 
of any remaining alignment errors on the rest of the system. The only 
remaining extra length in the system is the rigid shaft through the bearing 
subsystem. Since bearing contaminant is sloughed off during operation, the 
extra distance greatly reduces the chances of bearing contaminant affecting 
the motor or torque sensor bearings. The reduced component spacing 
improved the testbed stiffness. 
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In addition, the mounting component geometry improves the stiffness 
of the system as a whole. Mounting the torque sensor on an aluminum angle 
significantly stiffens the testbed as a whole since the vertical side of the angle 
stiffens the reference plate against vertical vibrations. The new reference base 
is mounted on a separate Plexiglas sheet, further stiffening the system and 
allowing the system to be located separately from the electrical systems. The 
mechanical system base is placed on an adjacent table from the electrical 
systems to further isolate any vibrations from the rest of the system.  
9.4.3.2 Component Mounting Modifications 
 The system redesign dramatically changed the means by which each 
major subsystem was mounted. Figure 9.22 shows the new mount designs. 
Both motors were originally mounted by clamping the motors into the mount. 
This design encased the test motor within the motor mount, allowing the 
heating element to be placed between the test motor and the motor mount. The 
idea was to use the additional mass of the motor mount to maintain a constant 
motor temperature. Unfortunately, this design could not maintain the 
alignment of the test motor. Each motor includes three alignment and three 
attachment holes located on the shaft-side face of the motor. These locations 
were used to mount both the test and load motors. 
 The heating system for the test motor was redesigned at the same time. 
A rope heater, commonly used in plumbing applications, was obtained to 
externally raise the test motor temperature. However, the rope heater length is 
more than sufficient for this task. The extra heater length was wrapped around 
a piece of threaded rod placed near the testbed. Parts salvaged from the 
previous motor mounts suspend the threaded rod above the Plexiglas base. 
This assembly is shown in Figure 9.23. 
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 The torque sensor is mounted through its base, but is rotated 90 
degrees. The torque sensor is attached to a piece of aluminum angle. If 
necessary, the torque sensor can be removed and replaced without removing 
the mounting angle. The mounting angle not only adds to the stiffness of the 
reference plate, but also provides a means to ensure vertical alignment of the 
bearing mounting block with the rest of the system. The bearing mount 
attaches to the end of the torque sensor mounting angle and is flush with the 
reference block as well. The bearing preload is controlled through adjustment 




Figure 9.22 New Mounting Systems. New mounting systems were developed for the load 
motor (top left), test motor (top right), torque sensor (bottom left) and bearing system 
(bottom right). Wherever possible, commercial mounting holes were used. The torque 




Figure 9.23 External Test Motor Heater Heat Sink. The remainder of the rope heater is 
wrapped around a threaded rod that also servers as a heat sink. 
9.4.4 System Instrumentation 
 The original project design requirements included requirements for 
measuring the current supplied to the test motor, the temperature of the test 
motor, the velocity of the test motor output shaft and the torque produced by 
the test system (comprising the test motor and external bearing subsystem). 
The torque sensor measuring the torque of the test system was previously 
discussed in section 9.4.2.3, and its role in the control of the load motor was 
discussed in section 9.4.2.4. 
 The remaining sensors document the performance of the motor system 
as failures develop. With the exception of the temperature measurements, the 
remaining sensor information should be readily obtainable from off-the-shelf 
actuator systems in many automation applications. Temperature 
measurements are still somewhat uncommon, although integrated temperature 
sensors in motors are becoming more and more available. 
 The test motors used in this system did not have integrated 
temperature sensors. Resistive thermal devices (RTDs), thermistors and 
thermocouples were considered for the temperature measurements. Initially 
RTDs were selected for the temperature measurements because of their 
superior linear properties, but experimentation with a running motor did not 
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produce sufficiently accurate results due to a voltage coupling in the RTD 
bridge circuitry with the other sensor systems. During experimentation, 
voltage variations due to the load motor would be echoed in the temperature 
measurements. Thus, the RTDs were replaced with thermocouples and 
separate power supplies were used for each circuit. 
 Temperature data is collected from the shell of the motor and at an 
isolated location away from external heat sources to provide an ambient 
temperature. Collecting the motor temperature from the motor shell was a 
compromise. The desired measurement would be the internal temperature of 
the stator windings and it is becoming increasingly common for large 
industrial motors to include a temperature sensor for this purpose. For the 
motor selected, inserting a thermocouple into the stator windings is not 
feasible. However, the shell temperature will be related to the winding 
temperature and is adequate for this research. 
 There are four predominant current sensor technologies that were 
considered for the current sensor. A resistive shunt is an easy way to 
determine the circuit current but also induces a voltage drop due to the 
measurement. A current transformer was a possible option but is rarely used. 
Most current sensors use a Hall-effect device but this option has limitations in 
cost, size, linearity and temperature performance. For this application, Hall-
effect sensors were rejected in favor of a F.W. Bell magnetoresistive current 
sensor model NT-15 made by Sypris Test and Measurement located in 
Orlando, Florida. 
 This sensor consists of a Wheatstone Bridge (to achieve temperature 
and magnetic isolation for the circuit) of four magnetoresistive elements 
arranged on a single microchip. The magnetic field produced by the current to 
be measured generates a magnetic flux gradient in the bridge, which in turn 
creates a current that creates a voltage across a laser-trimmed resistor that is 
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proportional to the current to be measured. The resulting sensor has a small 
size, quick response, low cost, and is highly linear, making it perfect for this 
application. Furthermore, this sensor is almost fifty times more accurate than 
an equivalent Hall-effect sensor. [Sypris, 2004] 
 The system velocity is measured with the tachometer built into the 
tachogenerator used as a system load motor. The voltage produced by the 
generator is proportional to the speed of the system.  
 The electronics for each of these sensor systems were initially 
packaged into an electronics box, as shown in Figure 9.24 Subsequent 
revisions to the electrical design removed much of the electronics from this 
box and replaced it with commercial signal conditioning units and additional 
power supplies. 
   
 
Figure 9.24 Initial System Electronics Box. System Electronics Box (left) and power 
supplies (right). 
  
Measurements collected by these sensors are fed to a National 
Instruments NI3036E DAQ card. This card has 8 analog input, 1 digital output 
and 2 analog output channels, and is capable of a sampling speed of 200 
kS/sec. [National Instruments, 2004] The digital output channel was used to 
control activation of the heating blanket for the test motor via a relay. This 
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DAQ card was selected in part for its compatibility with LabVIEW 6.0, which 
had been previously selected by LANL to control the testbed. 
9.4.5 System Instrumentation Revisions 
 Most of the instrumentation systems originally suggested by the K-
teams remain in use in the system. However, several changes have been made 
to the power supplies and signal conditioning equipment to improve data 
acquisition. 
 The initial system design used a single power supply obtained from an 
old personal computer. Unfortunately, the voltage delivered from the power 
supply was dependent upon the load on the power supply. This property led to 
false or inconsistent sensor readings whenever the load changed. In addition, 
using a single power supply for the motors and the different sensor systems 
introduced additional measurement noise into the system. This power supply 
was replaced by a set of power supplies that provide constant voltages and 
independently supply the different sensor circuits and motors. The power 
supplies are shown in Figure 9.25. 
   
 
Figure 9.25 Testbed Power Supplies. The BLDCFT uses several power supplies to 
independently power different sensor and motor circuits in the testbed. 
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 The original instrumentation design incorporated home-built signal 
conditioning units. The Fall 2003 K-Team began replacing these circuits with 
commercial signal conditioning units from National Instruments. These units 
are compatible with the other equipment used for data acquisition in the 
BLDCFT. As a result, most of the electrical box circuitry has been relocated 
to a National Instruments signal conditioning block, as seen in Figure 9.26. 
   
 
Figure 9.26 Electrical System Components. Signal conditioning is performed in the signal 
conditioning block (left) and the original electrical components box now houses control units 
for the test and load motors (right). This is a significant change from Figure 9.24. 
9.4.6 System Software 
 The system software was written using LabVIEW 6.0 to perform the 
data acquisition and system control. LabVIEW is used in several laboratory 
classes in the Mechanical Engineering curriculum at The University of Texas 
at Austin, and has also been used in many data acquisition and system control 
applications at LANL. LabVIEW’s visual programming system allows for the 
easy creation of intuitive control software. 
 For this application, the LabVIEW Virtual Instrument (VI), developed 
to control the test motor and provide data acquisition, uses several tabbed 
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windows.  One window, shown in Figure 9.27, allows the user to control the 
BLDCFT. The motion program can be selected, or can be defined by the user. 
In addition, an emergency stop button is incorporated in the design of the 
virtual instrument. An emergency stop is also incorporated directly into the 
hardware of the system. Note that the visual design of LabVIEW readily 
supports the incorporation of buttons, switches, indicator lights, text boxes, 
and even a dial gauge in the main control panel design. 
 
 
Figure 9.27 Main Control Panel. The main control panel for the BLDCFT allows the 
operator to directly control the test motor or apply a simulation mode. The collected data is 
stored in a file as directed by the operator. 
  
By selecting the appropriate tabs at the top of the main control panel, 
individual data graphs are available. In addition, one tab displays a set of four 
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graphs, monitoring the current, torque, temperatures, and velocity of the test 
motor simultaneously is available for viewing. This window is shown in 
Figure 9.28. The data is also logged to a data file. 
 
 
Figure 9.28 Data Monitoring Screen. The data collected by the testbed is displayed in 
real time in a series of windows. Each window can also be viewed individually by selecting 
the appropriate window tab. 
9.4.7 System Software Upgrades 
 The system software has seen very few changes from its initial 
implementation other than to account for changes in the signal conditioning 
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system and heating components. The only major software modification was to 
the external heater control program. 
 Initially, this program was a simple on/off application that raised the 
motor to a specified temperature and maintained that temperature within a 
given threshold. Testing suggested that to thermally induce a motor failure 
within the desired time frame, the motor temperature should be incrementally 
increased during testing at a rate of 3°C/hour from an initial temperature of 
116°C. Thermal failure initiated between 120°C and 125°C with complete 
failure occurring by 150°C. Higher initial temperatures could lead to 
catastrophic failure rather than incipient failure development. 
9.5 Experimental Design 
 As mentioned in section 9.3.2, there are three causes of the four 
primary BLDC motor failure modes. These causes are thermal overload, 
bearing contamination, or motor air gap contamination. Experimentally, this 
suggests that there are 23 or eight unique combinations of failures. One of 
these combinations is healthy operation (no failure causes active in the 
system), so there are seven combinations of failure causes that should be 
examined, as shown in Table 9.1. The three highlighted experimental 
situations are particularly likely to occur. 
 
Table 9.1. Experimental Failure Combinations. The seven combinations of BLDC 
motor failures were each examined experimentally. The highlighted failure modes are the 
most likely failures to occur in the actual operation. 
Exp. # Failure Causes 
1 Air gap contamination 
2 Bearing contamination 
3 Thermal overload 
4 Air gap and bearing contamination 
5 Air gap contamination and thermal overload 
6 Bearing contamination and thermal overload 
7 Thermal overload, air gap and bearing contamination 
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 As discussed in section 5.3.3.3.2, each experimental trial begins by 
characterizing a healthy motor/bearing combination to obtain a “fingerprint” 
for a particular motor/bearing set under healthy operating conditions. With a 
healthy fingerprint established, the failure mode is introduced into the system. 
 Bearing contamination failures are introduced by contaminating the 
external bearing set with diamond dust. Thermal failures are initiated by 
elevating the test motor temperature with an external heating system. Air gap 
contamination is slightly more complex. The motor is disassembled as if 
contamination was to be introduced into the air gap. However, no 
contamination is added. The motor is reassembled and the initial 
characterization is repeated to ascertain if motor disassembly affected the 
motor performance. Following this second characterization, the motor is again 
disassembled and a measured amount of Al2O3 contamination is added to the 
motor to introduce the air gap contamination fault into the system. 
 With the failure mode(s) introduced, the motor is run until failure. 
Some failures were catastrophic, such as the external bearing disintegrating, 
while others were mild and indicated by the test motor repeatedly stalling 
during the path plan. Additional contamination was added to the external 
bearing (during bearing failure experiments) to replace the contaminant 
sloughed off during operation. In thermal failure experiments, the motor 
temperature was raised by 3 degrees centigrade per hour. When possible, the 
motor was characterized after the system failed to determine whether the 
motor had suffered permanent damage. 
 A total of ten motors were tested. Each of the seven failure modes in 
Table 9.1 was tested once. The three single failure modes, experiments 1, 2 
and 3, were repeated with the remaining three motors. The trials conducted 
are shown in Table 9.2. 
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Table 9.2 Failure Mode Trials Conducted. Ten motors were used to collect data for 
Chapter 9. These ten motors were subjected to the failure modes listed below. Some motors 
and bearings were run to failure during testbed design and are not included below. 
Experimental 





1 Air gap contamination E 3 
2 Bearing contamination D 2 
3 Thermal overload F 3 
4 Air gap and bearing contamination P 3 
5 Air gap contamination and thermal overload G 5 
6 Bearing contamination and thermal overload H 5 
7 Thermal overload, air gap & bearing contamination I 6 
8 Air gap contamination O 8 
9 Bearing contamination J 7 
10 Thermal overload N 8 
9.6 Experimental Results 
 Data from the ten trials in Table 9.2 was analyzed using the techniques 
described in Section 5.3.3. The data collected includes the current drawn by 
the motor, the torque produced by the motor, the angular velocity of the 
motor, the motor temperature, and the ambient temperature. The stator 
windings of the MicroMo DC Brushless 2444S024B model motor are 
arranged in three sets, each individually supplied by the controller. Only one 
of the three winding sets is monitored by the instrumentation. Consequently, 
depending on the position of the rotor, the winding may be positively 
energized, negatively energized or unenergized when the winding current is 
measured. Thus the current signature is obtained by taking the average of 
several measurements and represents the magnitude of the current supplied to 
the winding. 
 The temperature data is used two different ways. First, Equation 9.1 
defines an operating temperature differential as: 
A m ambT T T= −  (9.1)
where TA is the operating temperature differential, Tm is the motor 
temperature and Tamb is the ambient temperature. 
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 A second approach measures the temperature change during an 
operating cycle by computing the difference between the current motor 
temperature and the motor temperature at the end of the cycle as defined by 
Equation 9.2. 
B m m,initialT T T= −  (9.2)
where TB is the operating cycle temperature differential, Tm is the current 
motor temperature and Tm,initial is the motor temperature at the beginning of the 
operating cycle. 
 The ten experiments resulted in 36 data sets, listed in Table 9.3. Each 
data set was modeled with a HyPerModel and the correlations between the 
data in each data set and the data from the healthy CBM HyPerModel for the 
experiment were computed. The results for each failure mode are presented in 
subsequent sections. 
9.6.1 Air Gap Contamination Failure Mode 
 Air gap contamination induced failures were simulated in 
experimental trials 1 and 8. Plots of the data collected from experimental trial 
1 are shown in Figure 9.29. The results shown in Figure 9.29 are typical of the 
motor response in each experiment, although different failure modes result in 
changes to the responses to different measurements. 
 Notably, in Figure 9.29 the system responses before disassembly and 
after reassembly (but without contamination) are comparable. This suggests 
that disassembly and reassembly of the motor was accomplished without 
damage to the motor. Figure 9.30 shows the system correlation plots for 
experimental trial 1 with respect to the healthy system fingerprint. Each point 
compares a HyPerModel defined from the most recent 20 system cycles with 
the HyPerModel defined from the 305 healthy system cycles. 
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Table 9.3 Experimental Data Sets Collected. Summary of the data collected and models 
defined during the CBM experimentation for Chapter 9. 
Section Experiment Trial 
Failure 







Fingerprint 1 60.04 305 
Healthy 286 3.39 20 
Reassembly 178 3.37 20 
Failure 1 595 3.20 20 
9.6.1 1 Air Gap 
Failure 2 6 2.02 5 
Fingerprint 1 48.25 221 
Healthy 202 2.16 20 
Failure 1 28 2.21 20 
Failure 2 154 2.16 20 
9.6.2 2 Bearing 
Failure 3 5 2.57 20 
Fingerprint 1 34.91 204 
Healthy 185 1.46 20 
Failure 1 775 1.50 20 
9.6.3 3 Thermal 
Failure 2 9 1.44 20 
Fingerprint 1 48.20 198 
Healthy 179 1.96 20 





Failure 1 561 1.99 20 
Fingerprint 1 41.50 214 
Healthy 195 1.59 20 





Failure 2 9 1.47 5 
Fingerprint 1 36.04 190 
Healthy 171 1.40 20 9.6.6 6 
Bearing 
and 
Thermal Failure 1 612 1.42 20 
Fingerprint 1 32.11 189 
Healthy 170 1.23 20 
Reassembly 158 1.23 20 






Failure 2 5 1.21 20 
Fingerprint 1 50.93 204 
Healthy 185 2.14 20 
Reassembly 214 2.32 20 
9.6.1 8 Air Gap 
Failure 1 775 2.18 20 
Fingerprint 1 42.17 195 
Healthy 176 1.65 20 
Failure 1 611 1.68 20 
Failure 2 795 1.69 20 
Failure 3 923 1.69 20 
Failure 4 267 1.67 20 
9.6.2 9 Bearing 
Failure 5 26 1.64 20 
Fingerprint 1 34.65 228 
Healthy 209 1.34 20 
Failure 1 577 1.36 20 
Failure 2 10 1.32 20 
9.6.3 10 Thermal 
Failure 3 24 1.36 20 
Summary Totals and Averages 10,299 Models 
43.7 sec per 
fingerprint & 
1.73 sec per 
fault test 
215 cycles per 
fingerprint & 




Average Angular Velocity Average Torque Produced 
  
Avg. Temp. Differential vs. Ambient Avg. Operating Cycle Temp. Differential 
  
Current Data Averages 
 
Figure 9.29 Experimental Trial 1: Measured Motor Performance. Shown are the 
average responses for each of the four runs in trial 1. The angular velocity response of the 
system (top left) is maintained initially even after the introduction of the fault condition in 
failure run 1 although torque reduction occurs (top right). The temperature response of the 
motor shows a small variation with respect to the ambient temperature (middle left) and a 
larger temperature variation during an operating cycle (middle right).3 The current drawn 
by the motor changes significantly with the introduction of the failure mode (bottom). 
Similar results were obtained for the other experiments. 
    
                                                          
3 The second failure run consisted of 10 complete cycles. Typically 30 cycles are required for 
the motor to reach a steady state operating temperature. Consequently, sufficient data to 
determine the average temperatures are not available for the second failure run.  
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Angular Velocity Torque 
  




Figure 9.30 Experimental Trial 1: Correlations by Data Measurement. Correlations of 
each data measurement with respect to the healthy CBM HyPerModel fingerprint.  
  
 Figure 9.30 supports two significant conclusions. First, the system 
correlation response with respect to the two temperature models is identical, 
and thus either model can be used and the results from only one will be 
presented subsequently. Second, the current and torque correlation plots show 
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a clear and convincing behavior change in the system around cycle 280. This 
corresponds with the onset of catastrophic failure as shown in Figure 5.23. 
 The five correlations shown in Figure 9.30 can be combined into a 
single system correlation as shown in Figure 9.31. This correlation can be 
calculated two ways. One approach is to employ normalized values for each 
response. An alternative approach is to use real values for each response. 
These approaches result in very different correlation responses. 
 
Normalized Variable Correlation 
 
Real Variable Correlation 
 
Figure 9.31 Experimental Trial 1: Overall Correlation Responses. The two possible 
overall correlation calculations yield very different results. Normalizing the variables (top) 
preserves the information contained in each measurement, while using the real values 
(bottom) produces a result that is virtually identical to the angular velocity correlations.  
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 Normalizing the measurements so each contributes equally to the 
overall system correlation is clearly the more informative measure of system 
correlation. In this experiment, system correlation to the healthy fingerprint is 
around 80% for both the healthy data set run and the reassembled data set run. 
Once the failure is introduced into the system, system correlation to the 
healthy fingerprint is further reduced to around 50% until catastrophic failure 
occurs after about 280 cycles. After this point, system correlation is reduced 
to around 25% for the remaining system cycles. 
 Experimental trial 1 was replicated in trial 8. The resulting correlations 
by measurement are shown in Figure 9.32 and the overall system correlation 
is shown in Figure 9.33. Figure 9.33 presents a significant result, in that the 
correlation of the model after reassembly of the motor drops significantly 
suggesting that a fault has been introduced into the system. 
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Figure 9.32 Experimental Trial 8: Correlations by Data Measurement. Correlations of 




Figure 9.33 Experimental Trial 8: Overall Correlation Response. The overall 
correlation in trial 8 to the healthy CBM fingerprint is similar to that of Figure 9.31. The 
correlation of the healthy run to the fingerprint (red line) remains in excess of 80%, while 
the failure run correlation (blue line) is around 60%. However, in this case, it appears that 
the disassembly and reassembly of the motor may have introduced a fault into the system 
as exhibited by the change in correlation (green line). 
  
 Since a fault appears to have been introduced into the system by the 
disassembly and reassembly of the motor, only a single failure run was 
conducted. The data from experimental trial 8 does not replicate the fault 
induced in experiment 1 but instead represents the result of a fault induced by 
the contamination procedure, rather than the air gap contaminate. 
9.6.2 Bearing Contamination Failure Mode 
 Experimental trials 2 and 9 introduced a diamond dust contaminant 
into the external bearing subsystem of the BLDCFT. As before, a healthy 
system fingerprint was developed before the bearing was contaminated. After 
contamination, the bearing system was run to failure. Additional contaminant 
was added into the bearing subsystem between each failure run to replace any 
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contaminant sloughed off during operation. The correlations by measurement 
for experimental trials 2 and 9 are shown in Figures 9.34 and 9.35 
respectively. Overall system correlations for each experiment are given in 
Figures 9.36 and 9.37 for experimental trials 2 and 9 respectively. 
 
Angular Velocity Torque 
  
Current Cycle Temperature Differential 
  
Figure 9.34 Experimental Trial 2: Correlations by Data Measurement. Correlations of 
each data measurement with respect to the healthy CBM HyPerModel fingerprint. 
 
 Obviously, the first significant difference between the two 
experiments is the number of cycles between bearing failures. Experimental 
trial 2 requires 187 cycles before the bearing failed while experimental trial 9 
required 2622 cycles. This dramatic difference may be due to the fact that 
bearing D was used prior to the trial during testbed validation (although not 
contaminated). Bearing J, used in trial 9, was not subjected to testing prior to 
this experiment. Another possible cause for this difference is the difficulty in 
controlling the rate of contamination of the bearing. 
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Figure 9.35 Experimental Trial 9: Correlations by Data Measurement. Correlations of 
each data measurement with respect to the healthy CBM HyPerModel fingerprint. 
 
 
Figure 9.36 Experimental Trial 2: Overall Correlation Response. The overall 




Figure 9.37 Experimental Trial 9: Overall Correlation Response. The overall 
correlation in experimental trial 9 to the healthy CBM fingerprint. 
 
 Both trials show evidence in Figures 9.34 and 9.35 of system 
degradation from its initial healthy state to a fault condition in a manner 
similar to that described in Figure 5.23. The overall correlation responses 
(Figures 9.36 and 9.37) are also similar to those examined in Figures 9.31 and 
9.33. Correlations of healthy runs to the healthy CBM fingerprint average 
approximately 90% while the runs conducted under a fault condition remain 
under 80% correlation. This correlation value continues to drop as the bearing 
failure develops over time. 
9.6.3 Thermal Failure Mode 
 Experimental trials 3 and 10 used the external heating coil to raise the 
operating temperature of the motor to a level that induced a fault in the 
insulation of the stator winding insulation. During each trial the motor 
operating temperature was raised at a constant rate. The resulting model 
correlations are shown in Figures 9.38 through 9.41. 
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Figure 9.38 Experimental Trial 3: Correlations by Data Measurement. Correlations of 
each data measurement with respect to the healthy CBM HyPerModel fingerprint. 
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Figure 9.39 Experimental Trial 10: Correlations by Data Measurement. Correlations 




Figure 9.40 Experimental Trial 3: Overall Correlation Response. The overall 
correlation in experimental trial 3 to the healthy CBM fingerprint. 
 
 
Figure 9.41 Experimental Trial 10: Overall Correlation Response. The overall 
correlation in experimental trial 10 to the healthy CBM fingerprint. 
 
 Again, the patterns seen in previous sections emerge. In general, the 
correlation of the healthy data set to the healthy CBM fingerprint remains 
above 80%. After the external heater is used to induce a failure, the 
 413
correlation decreases to around 50%. In trial 3, insulation failure seems to 
occur around cycle 400, while in trial 10, the failure does not emerge until 
approximately 550 cycles have occurred. This is probably because the initial 
operating temperature for trial 10 was higher than that of trial 3 and because 
the rate of temperature increase was reduced to better pinpoint the insulation 
failure temperature. 
 These failure points correspond to an external motor temperature of 
120°C to 130°C and an internal stator winding temperature estimated to be 
between 140°C and 150°C. The specified operating temperature limit for this 
motor is 125°C that falls within this range. [MicroMo, 2005b] 
9.6.4 Air Gap and Bearing Contamination Failure Mode 
 Experimental trial 4 is the first failure experiment examining a dual 
failure mode caused by contamination of the bearing and air gap. Like the 
other air gap experimental trials, a reassembly run was performed prior to 
introducing contamination into both the air gap and the bearing subsystem. 
The resulting correlations are shown in Figures 9.42 and 9.43. 
 As can be seen in Figures 9.42 and 9.43, the response of the system 
after reassembly of the motor is comparable to that of the motor before 
disassembly. Unfortunately, except for a correlation change around cycle 425, 
the correlations show no signs of a catastrophic system failure. This 
irregularity suggested that failure was imminent and the run was stopped to 
examine the data. Attempts to restart the motor to collect further data resulted 
in a catastrophic system failure attributed to contamination of the air gap 
seizing the motor bearings or contaminating the internal electronics. Thus, the 
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Figure 9.42 Experimental Trial 4: Correlations by Data Measurement. Correlations of 
each data measurement with respect to the healthy CBM HyPerModel fingerprint. 
 
 
Figure 9.43 Experimental Trial 4: Overall Correlation Response. The overall 
correlation in experiment 4 to the healthy CBM fingerprint. 
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9.6.5 Air Gap Contamination and Thermal Failure Mode 
 The fifth failure mode examined air gap contamination coupled with a 
thermal failure. Unfortunately, in this trial, no reassembly run was conducted. 
However, the early cycles of failure run 1 suggest that the motor current, 
torque and angular velocity were not initially affected by contamination 
introduced into the motor air gap. The external motor temperature does not 
agree with the healthy run correlations, which is attributable to the use of the 
external heater to raise the motor operating temperature. Figure 9.44 shows 
the individual measured correlations for the motor system and Figure 9.45 
shows the overall system correlation.  
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Figure 9.44 Experimental Trial 5: Correlations by Data Measurement. Correlations of 




Figure 9.45 Experimental Trial 5: Overall Correlation Response. The overall 
correlation in experimental trial 5 to the healthy CBM fingerprint. 
 
Just as shown in Figure 5.23 and previously seen in the results for trial 
10 (thermal failure), the system exhibits a correlation drop off beginning 
around cycle 375. This suggests that failure was due to thermal effects and not 
contamination. Again, correlation for the healthy runs is above 80%, while the 
failure runs are generally below this threshold. 
9.6.6 Bearing Contamination and Thermal Failure Mode 
 The third dual failure mode examined combines the affects of bearing 
contamination with thermally induced motor failure. The correlations by 
measurement for trial 6 are shown in Figure 9.46 and the overall system 
correlation is given in Figure 9.47. Just as in previous trials, the healthy 
correlation remains above 80% while the correlations associated with failure 
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Figure 9.46 Experimental Trial 6: Correlations by Data Measurement. Correlations of 
each data measurement with respect to the healthy CBM HyPerModel fingerprint. 
 
 
Figure 9.47 Experimental Trial 6: Overall Correlation Response. The overall 
correlation in experimental trial 6 to the healthy CBM fingerprint. 
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9.6.7 Combined Failure Mode 
 The final failure mode studied included all three failure causes 
simultaneously. Figures 9.48 and 9.49 show the correlations by measurement 
and overall system correlation respectively. 
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Figure 9.48 Experimental Trial 7: Correlations by Data Measurement. Correlations of 
each data measurement with respect to the healthy CBM HyPerModel fingerprint. 
 
 The reassembly run generally corresponds to the healthy run 
correlations except for the thermal correlations that resemble the failure runs. 
This behavior is similar to the correlations by measurement for trial 8 shown 
in Figure 9.32. In trial 8, the conclusion was that the motor might have been 
damaged during disassembly or reassembly. The same conclusion appears 





Figure 9.49 Experimental Trial 7: Overall Correlation Response. The overall 
correlation in experimental Trial 7 to the healthy CBM fingerprint. 
 
 However, the overall correlation in experimental trial 7 shows the first 
failure run with a distinctly different correlation from both the healthy run and 
the reassembly run data sets, a behavior not seen in the overall correlation for 
experimental trial 7, shown in Figure 9.33. The difference in this case is likely 
attributable to the other failure modes active in experimental trial 7 (thermal 
failure and bearing contamination) but inactive in experimental trial 8. 
9.6.8 Experimental Conclusions 
 From the experimental results discussed in Sections 9.6.1 through 
9.6.7, five of the seven BLDC motor failure modes described in Table 9.1 
were successfully simulated. These results are summarized in Table 9.4. In 
both cases, problems associated with the introduction of Al2O3 contaminant 
into the air gap of the motor and reassembling the motor without damage 
appear to be the cause. Table 9.5 summarizes the results of each trial. 
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Table 9.4. Experimental Trial Results by Failure Mode. The seven combinations of 
BLDC motor failures were each examined experimentally and the highlighted failure 
modes were successfully simulated in at least one experimental trial. 
Exp. # Failure Mode(s) Comment 
1 Air gap contamination 
Possible damage during air gap 
contamination in trial 8, trial 1 
successfully run 
2 Bearing contamination Successfully run 
3 Thermal overload Successfully run 
4 Air gap and bearing contamination 
Catastrophic failure occurred 
before sufficient data was 
collected to determine a failure 
5 Air gap contamination and thermal overload Successfully run 
6 Bearing contamination and thermal overload 
Successfully run 
7 Thermal overload, air gap & bearing contamination 
Possible damage during air gap 
contamination in trial 7 
 
Table 9.5 Experimental Trial Results by Experimental Trial. Ten motors were used to 
collect data for Chapter 9. These ten motors were subjected to the failure modes with the 
results summarized below. Highlighted trials were successfully completed. 
Experimental 
Trial Failure Mode(s) Experimental Results 
1 Air gap contamination Successfully run - fault detected 
2 Bearing contamination Successfully run - fault detected 
3 Thermal overload Successfully run - fault detected 
4 Air gap and bearing contamination 
Successfully run - results 
inconclusive due to catastrophic 
failure between runs 
5 Air gap contamination and thermal overload Successfully run - fault detected 
6 Bearing contamination and thermal overload Successfully run - fault detected 
7 Thermal overload, air gap & bearing contamination 
Unsuccessful run due to motor 
damage during reassembly 
8 Air gap contamination Unsuccessful run due to motor damage during reassembly 
9 Bearing contamination Successfully run - fault detected 
10 Thermal overload Successfully run - fault detected 
 
 In seven of the ten experiments there is a significant difference 
between the correlation of the failure data sets and the data sets collected 
when the motor is in a presumably healthy state. The correlations and 
standard deviations are shown in Table 9.6. 
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Table 9.6 Model Correlations. The correlations between the healthy CBM fingerprint 
model and the models built from the different types of runs including: Healthy runs (H), 
Reassembly runs (R) and Failure runs (F). The runs that may not be experimentally valid 
are highlighted in yellow and the results are summarized in the rows highlighted in pink. 
The overall averages calculated in the final three rows include all ten experimental trials. 
Angular 

































H 97.9 9.4 96.2 1.5 73.7 5.3 64.5 15.7 81.2 9.9 
R 99.5 0.1 96.7 0.75 58.0 5.3 47.5 19.7 73.6 10.4 1 
F 98.5 8.7 38.5 36.9 26.7 13.0 11.4 12.7 36.2 14.8 
H 99.9 0.1 98.8 0.4 78.7 4.0 85.2 2.9 87.6 2.6 2 
F 82.3 15.6 71.6 10.7 51.7 4.6 60.3 21.3 65.9 11.6 
H 100 0.1 99.1 0.3 80.9 6.6 74.6 7.8 88.0 2.8 3 
F 48.1 48.7 76.3 21.8 60.0 16.6 46.7 27.9 47.1 16.4 
H 100 < 0.0 99.1 0.3 84.9 2.5 75.8 5.0 90.2 1.8 
R 100 < 0.0 99.1 0.3 82.1 3.5 57.9 6.1 82.6 4.3 4 
F 99.4 1.7 95.5 8.4 77.0 10.4 65.0 10.9 84.3 6.2 
H 100 < 0.1 99.2 0.1 81.0 3.9 82.8 6.2 88.2 2.6 5 
F 95.6 9.4 95.2 8.3 74.0 11.5 33.9 24.2 56.2 20.4 
H 100 < 0.1 98.8 0.3 84.2 3.5 75.1 6.4 88.9 2.4 6 
F 98.7 0.3 96.9 0.9 77.7 3.0 49.7 6.6 73.1 5.0 
H 100 < 0.1 99.3 0.1 82.3 3.3 97.8 6.0 95.8 3.3 
R 99.9 < 0.1 99.0 0.2 79.8 5.5 7.10 4.8 46.3 6.3 7 
F 96.9 3.0 93.6 3.4 65.5 8.4 3.8 1.8 17.7 2.8 
H 100 < 0.1 99.4 0.1 83.1 4.3 77.4 12.1 87.0 5.6 
R 99.9 < 0.1 97.7 0.4 81.9 3.0 10.3 6.9 53.5 6.9 8 
F 100 < 0.1 97.7 0.5 82.3 3.5 23.7 10.7 63.3 6.3 
H 100 < 0.1 98.7 0.3 81.0 3.9 83.7 22.7 89.5 12.1 9 
F 69.7 43.8 84.5 17.4 61.1 18.2 18.2 20.0 39.5 24.0 
H 100 < 0.1 99.3 0.3 85.5 2.7 76.0 14.3 87.7 6.7 10 
F 98.9 1.2 97.4 2.5 81.9 5.0 7.8 5.7 43.6 8.2 
H 99.7 1.4 98.6 0.4 80.7 4.3 77.4 10.9 87.3 5.6 








F 84.5 18.2 80.1 14.1 61.9 10.3 32.6 16.9 51.7 14.3 
H 99.8 1.1 98.8 0.4 81.2 4.1 79.8 10.3 88.4 5.3 
R 99.8 < 0.1 98.1 0.4 75.5 4.3 30.7 9.4 64.0 7.0 A
vg
. 
F 88.8 13.2 84.7 11.1 65.8 9.4 32.1 14.2 52.7 11.6 
 
 Table 9.6 clearly demonstrates that the introduction of a fault 
condition into the system results in an overall system correlation reduction 
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compared with healthy data and often an increase in the variability of this 
measurement as determined by the magnitude increase in the standard 
deviation. These relationships appear to be valid for all ten experiments. In the 
seven experiments whose results are considered valid, it is also true that there 
is a significant overall system correlation reduction for the failure runs with 
respect to the reassembly run correlations.  
 Another issue to consider is how much variability exists in the healthy 
HyPerModels compared to their original fingerprints. In previous sections, a 
threshold of 80% correlation for healthy operation has been mentioned several 
times. Figure 9.50 establishes the validity of this threshold. The figure shows 
that after eliminating warm up cycles, the correlation of the healthy CBM 
HyPerModels to the corresponding fingerprint HyPerModels is almost always 
greater than 80%. 
   
 
Figure 9.50 Healthy HyPerModel Correlations. The correlations of the healthy runs to 
the corresponding healthy CBM fingerprint models are remarkably consistent. Once the 30 
warm up system cycles have been eliminated, the correlation of the healthy HyPerModels 
to the corresponding fingerprint models is almost always greater than 80%. 
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 Table 9.3 also provides a significant result. A common CBM concern 
is the ability of an algorithm to perform in real time. A typical system cycle 
ran in approximately 57 seconds.4 The healthy CBM fingerprint model was 
built in an average of 43.7 seconds using a data set acquired from an average 
of 215 system cycles. Once generated, the healthy CBM fingerprint model 
was used to generate the current CBM HyPerModel from the last 20 system 
cycles and perform a correlation comparison between HyPerModels in an 
average of 1.73 seconds.5 This represents 3% of the system cycle time, 
effectively demonstration real-time CBM fault detection capability. 
The CBM demonstration experiment successfully simulated 5 of the 7 
failure modes of a BLDC motor. In the remaining 2 trials, a fault was 
indicated, but could not be conclusively attributed to the desired failure mode. 
In 7 of 10 valid experimental trials, the overall system correlation 
measurement correctly identifies the existence of a fault condition in the 
system. Two of the remaining 3 trials with experimental concerns also 
revealed a fault condition. Several experimental trials also revealed 
performance degradations leading to catastrophic failure as predicted in 
Chapter 5. 
9.7 Summary 
 Chapter 9 brings the Condition-Based Maintenance HyPerModels 
analysis application introduced in Section 5.3 to a tangible conclusion. The 
goal is to demonstrate that a HyPerModel can be built in real-time (defined as 
less than the system cycle time), and compared to a healthy fingerprint 
HyPerModel to detect the existence of an incipient fault in the system. 
                                                          
4 Some variation in system run time was observed based on the ambient temperature of the 
room and the number of cycles run. Cycle runs ranged from about 55 to 60 seconds with 57 
seconds representing an average value. 
5 Based on calculations with a 1 GHz Pentium III processor running WindowsTM 2000. 
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 To accomplish this task, a testbed was designed and fabricated to 
introduce 7 failure modes into a brushless DC motor, similar to those typically 
used at Los Alamos National Laboratory. The testbed was modified through 
several design iterations to provide the necessary experimental capabilities to 
support the CBM experimental demonstration.  
 Ten experimental trials were conducted, resulting in 7 experimentally 
valid data sets. In these experimental trials, CBM fault detection was 
accomplished in real-time and the generated HyPerModels detected incipient 
faults in 9 of 10 experimental trials (including two cases where the fault was 
not attributable to the desired cause of failure). Five of the 7 modes of failure 
common to brushless DC motors were successfully simulated.  
 Air gap contamination failures were the most difficult failure modes to 
introduce into the system. The procedure to disassemble the motor in order to 
introduce contamination apparently introduced faults into the system that 
were not attributable to the addition of Al2O3 to the air gap. Further 
experimentation is needed, particularly with respect to the air gap 
contamination failures. 
 Fault detection represents a significant accomplishment for CBM 
analysis using metamodels. Future work based on these results should be able 
to establish fault identification and fault reconciliation capabilities necessary 
for a complete CBM capability. These extensions are discussed as potential 




Extending the Design Space 
 
“Science, in the very act of solving problems, creates more of them.” 
- Alex Flexner 
 
10.1 Introduction 
 Constructing a HyPerModel of the design space is best viewed as a 
continuous process, rather than as an end product. From the perspective of this 
research, building a design space HyPerModel is an iterative process, where a 
HyPerModel is constructed from the data at hand and updated to include new 
information whenever it is obtained. A HyPerModel is never finished, but 
continues to evolve as new information becomes available. 
 The same is true of this research. The foundation presented in the 
previous nine chapters is a foundation for future work in many areas. Many of 
these areas are direct outgrowths of research topics discussed in previous 
chapters. Subsequent sections of this chapter discuss many of these avenues 
for future research. 
10.2 HyPerModels: The Foundation for Design Space Modeling 
 HyPerModels provide the foundation for future research intended to 
search, represent and exploit the design and related engineering spaces. The 
work described in previous chapters includes many significant 
accomplishments that provide necessary capabilities to search, represent and 
ultimately exploit the design space. These accomplishments include (with the 
most significant results given in italics): 
 Metamodel Comparisons (Chapter 2) 
- Broadest comparative study of metamodels involving 
eight metamodel types, five application cases, 21 test 
functions represented with 91 data sets, including four 
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sampling densities, multiple input and output 
dimensionalities as well as deterministic and non 
deterministic data types. 
- Triaxial plots to analyze the results obtained from 
multiple case decision matrices for 3 simultaneous 
criteria. 
- Resulting in the conclusion that HyPerModels perform 
as well as the best competing metamodel techniques for 
most combinations of speed, accuracy and robustness. 
 Adaptive Sequential Sampling Capabilities (Chapter 3) 
- Demonstrated an effective multiple criterion adaptive 
sequential sampling method for searching the design 
space. 
- Developed a set of multidimensional criteria that are 
calculated using the current system metamodel, rather 
than directly from the acquired data set. 
- Developed convergence criteria that support 
conclusions about the adequacy of the acquired data 
set. 
 N-Dimensional NURBs Fitting Algorithms (Chapter 4) 
- Extended geometric NURBs fitting algorithms to N-
dimensional representations, supporting automatic 
parameterization of the design space, calculation of 
control point locations and weights, and the 
determination of the knot vectors and model order. 
- Applied a local kriging model to provide an estimate of 
the weights for the HyPerModel control points. 
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- Developed modeling methods to represent discrete and 
continuous variables within a single HyPerModel. 
 HyPerModel Exploitation with Visualization (Chapter 5) 
- Demonstrated the ability of a HyPerModel to generate 
high fidelity representations of design subspaces (often 
at reduced cost) from sparsely sampled design spaces. 
 HyPerModel Exploitation with Analysis (Chapter 5) 
- NURBs HyPerModels exhibit closed form derivatives. 
- Multiple objective functions, defined by projective 
transformations, can be derived from a single 
HyPerModel by applying the objective function to the 
control points. 
- Control points can be used to establish the degree of 
similarity between two HyPerModels by comparing 
control point correlations. 
 HyPerModel Exploitation with Optimization (Chapter 5) 
- Developed an intelligent multi-start optimization 
approach based on control point locations. 
- Applied the Convex Hull and Variation Diminishing 
Properties of NURBs to eliminate design space regions 
as possible locations for the global metamodel 
optimum. 
- Established a method by which the confidence level of 
a random multi-start optimization method can be 
estimated. 
- Defined an intelligent multi-start algorithm capable of 
identifying the global metamodel optimum solution for 
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problems composed of continuous and discrete variable 
optimization problems. 
 HyPerModels Prototype Software (Chapter 6) 
- Prototyped a software package embodying the above 
capabilities in C++ called HyPerMaps. 
- More than 46,000 lines of code in 42 program files 
define HyPerMaps. 
- The algorithms defining HyPerMaps can be processed 
in parallel, a capability demonstrated on several key 
algorithms. 
 HyPerModel Applications (Chapters 7, 8 and 9) 
- Demonstrated HyPerModels are able to design 
engineered materials as well as traditional design 
methods. (Chapter 7) 
- Demonstrated HyPerModels are able to explore 
thermal-fluid system design configurations at reduced 
computational costs compared with direct simulations. 
(Chapter 8) 
- Demonstrated HyPerModels can be used to represent a 
system based on experimentally collected sensor data. 
(Chapter 9) 
- Demonstrated that system changes due to the 
introduction of a fault condition into a system can be 
detected by comparing HyPerModels in real-time. 
(Chapter 9) 
 This substantial body of work addresses significant engineering 
problems involving metamodel selection, the adequacy of an adaptively 
collected data set, and N-dimensional NURBs fitting. The resulting 
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HyPerModels are useful for visualizing design subspaces for thermal fluids 
design problems, analyzing changes in dynamic systems subject to incipient 
fault conditions, and finding optimum design configurations for engineered 
materials design problems. These significant advances set the stage for a 
broad program of future work described in subsequent sections. 
10.3 Modeling the Design Space with Metamodels 
 Metamodels are becoming an increasingly important tool for 
engineering analysis, particularly for the analysis and optimization of complex 
systems that may be beyond the intuition of a typical engineering designer. 
[Arora, 1989] While several metamodel types exist, only a few are suitable for 
use as a generic, black box modeling tool. In Chapter 2, eight metamodel 
types, including linear and quadratic response surface models, approximating 
and interpolating kriging models, approximating and interpolating radial basis 
function models, multivariate adaptive regression splines and NURBs 
HyPerModels were compared to determine their speed, accuracy and 
robustness performance for several different modeling tasks. 
 This evaluation process revealed that the “best” solutions are 
dependent upon the relative importance of speed, accuracy, and robustness. In 
many cases, NURBs HyPerModels performs as well as the best competing 
metamodeling approaches. Further HyPerModel advantages were revealed in 
Chapters 3, 4 and 5.  
 The study in Chapter 2 incorporates multiple metamodel application 
cases, as well as multiple decision criteria. Triaxial plots, such as those shown 
in Figure 10.1, were used to study the performance of each metamodel with 
respect to the decision criteria; however, a comparable research effort has not 
been undertaken to study various weights as applied to the metamodel 
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application cases. The data set used in Chapter 2 can be used to study the 
effects of modifying the case weights used in the Chapter 2 decision matrix. 
 
 
HyPerModels Performance Surface 
Overall Metamodel Tradeoff Surface 
 
 
HyPerModels Difference Surface 
Figure 10.1 Triaxial Plots of the Chapter 2 Decision Matrix. Triaxial plots are used to 
interpret the decision matrix to evaluate the performance of a metamodel with a 
performance surface (top), which are used to develop a tradeoff surface (middle) indicating 
the best metamodel, from which a difference surface is obtained (bottom) that defines the 
magnitude of the advantage of the metamodel over its competition. 
 
 Despite the breadth of the comparative metamodel study undertaken in 
Chapter 2, several metamodel approaches were not included. These include 
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extended radial basis functions, wavelets, support vector machines and neural 
networks. Comparative studies including these techniques should be 
undertaken. In particular, efforts should be made to identify complementary 
metamodel capabilities between metamodel types. For instance, can the 
capabilities of kriging or radial basis function metamodels compliment or be 
complimented by the capabilities of a NURBs HyPerModel? The potential 
outcome of this research would be a metamodel software suite incorporating 
the best metamodeling algorithms and providing user guidance in the effective 
use of each metamodeling technique. 
10.4 Sequentially Sampling the Design Space 
 Effectively sampling an unknown design space to determine the 
underlying functional behavior is an important challenge in engineering 
design applications. Metamodel representations can be used to discover 
variable relationships, identify the significance of trends and to locate optimal 
variable combinations. However, in order to build accurate and useful 
metamodels, an adaptive sequential sampling technique is highly desirable to 
facilitate efficient data collection, particularly when the cost of data collection 
is expensive. 
Chapter 3 introduces a multiple criteria adaptive sequential sampling 
algorithm, HyPerSample, which employs a cooling schedule, such as that 
shown in Figure 10.2, to translate between criteria goals so as to collect data 
about unknown functions. When coupled with a set of convergence criteria, it 
becomes possible to determine when an experiment has collected sufficient 
data to determine the adequacy of the metamodel, or if further 




Figure 10.2 A 4-Criteria Cooling Schedule Used in HyPerSample. HyPerSample uses a 
cooling schedule to blend the competing criteria into a single objective function, which is 
optimized to determine the next point to sample. 
 
 In some cases, HyPerSample fails to converge and is unable to 
proceed on its own. In this event, a change in search strategy appears to be 
warranted. The development of additional criteria or the application of 
different cooling schedules may yield techniques to allow the algorithm to 
bootstrap itself out of such situations. In addition, a better understanding of 
the tradeoffs resulting from the selection of different convergence criteria 
values should be undertaken. 
 Altering the cooling schedule used in HyPerSample, such as the 
cooling schedule shown in Figure 10.2, is one possible solution so that 
HyPerSample can bootstrap itself out of problems. The current cooling 
schedule is defined with the Bernstein basis function, defined by Equations 
3.1, 3.2 and 3.3. The Bernstein basis function was selected because the basis 
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functions sum to 1 for all values of the parametric variable, t. It is a 
reasonable question to consider alternative basis function forms to define the 
cooling schedule. The Bernstein basis functions are effective but may not be 
the best or the only acceptable form for the cooling schedule. 
 HyPerSample was originally formulated to use a multi-start SQP 
optimization algorithm to optimize the sequential sampling objective function 
generated from the cooling schedule and sequential sampling criteria. The set 
of starting points is obtained from the parametric control point locations of the 
current HyPerModel. The current HyPerModel also is used to define the 
sequential sampling criteria. However, as the HyPerModel control point 
network increases in size, the cost of solving this optimization problem 
increases dramatically. For this reason, once a user-defined threshold is 
exceeded, the control point based multi-start SQP algorithm is replaced with a 
random multi-start SQP algorithm using a fixed (user-defined) number of 
starting points. 
 This is one approach to finding a good sequential sampling location 
(although not the global optimum location) in a finite amount of time, but was 
not the only approach considered, just the easiest to implement. The 
sequential sampling optimization problem appears to be ideal for heuristic 
optimization approaches such as genetic algorithms. Detailed comparative 
studies of the advantages of random multi-start versus control point multi-start 
versus genetic algorithm optimization may lead to a better solution. 
 Another major sequential sampling issue is whether a single sampling 
point or a set of sampling points should be the result. HyPerSample identifies 
a single point that is used to define secondary points to support the control 
point network. However, these secondary sampling points are not necessary. 
Since the sequential sampling objective function is usually highly multimodal, 
multiple similar optimum solutions are a common result, each of which could 
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be used as a sampling location. Chapter 3 does not consider this issue, but 
future research should study the possibilities of different approaches. 
 HyPerSample also does not address the issue of experimental 
replicates or experimental randomization. Replicates are a necessary feature 
of nondeterministic experimentation in order to reduce the effect of random 
errors on the experiment. [Montgomery, 1997] However, replicates are not 
addressed in sequential sampling algorithms, including HyPerSample. 
Randomization, which is the process of randomly ordering experiments, is 
also an important feature of experimental designs and is necessary if the 
underlying assumption of random experimental errors is to be applied to the 
data. [Montgomery, 1997] Like replication, randomization is not addressed in 
adaptive sequential sampling algorithms. The lack of support for replication 
and randomization are major limitations of adaptive sequential sampling 
algorithms and should be addressed with future research. 
 The current version of HyPerSample embodies six sequential sampling 
criteria, including those shown in Figure 10.3. These criteria do not represent 
an exhaustive set of criteria. Other criteria are certainly possible and may 
provide additional useful functionality. While adding more criteria to 
HyPerSample may provide additional functionality, they also may reduce the 
user’s ability to make meaningful criteria selections. Ultimately, the criteria 
developed should be associated with a small number of search strategies (say 
less than 10) that the user can comfortably prioritize. Based on user priorities, 
HyPerSample would then identify appropriate criteria and criteria priorities to 
search the design space according to the goals of the user. 
Chapter 3 makes no claim as to the effectiveness of HyPerSample 
relative to other experimental design techniques, such as full and partial 
factorial designs, latin hypercube designs, random sampling, or other adaptive 
sequential sampling approaches. However, based on the results in Chapter 3 
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and Chapter 8, HyPerSample is an effective data sampling approach. What is 
not known is how well HyPerSample performs in comparison to alternative 
techniques. The fundamental research question is how close is HyPerSample 
to the optimal experimental design? 
 
Proximity Criterion Slope Criterion 
    
Weight Criterion Model (Maximum) Criterion 
    
Model (Minimum) Criterion Model (Extrema) Criterion 
    
Figure 10.3 Sequential Sampling Criteria Used in Chapter 3. The current version of 
HyPerSample defines 6 sequential sampling criteria, including: the Proximity Criterion (top 
left), the Slope Criterion (top right), the Weight Criterion (middle left), the Model 
(Maximum) Criterion (middle right), the Model (Minimum) Criterion (bottom left) and the 
Model (Extrema) Criterion (bottom right). 
 
10.5 Building Metamodels of the Design Space 
The HyPerFit algorithm introduced in Chapter 4 is a novel approach to 
establishing NURBs HyPerModel parameters. Based on the results presented 
in Chapter 4, HyPerFit produces accurate data set representations. Global 
trends are well modeled as indicated by the high correlation coefficients, 
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while local errors are controlled by the judicious choice of root-mean-square 
(RMS) error fitting tolerances. These results are applicable for a wide variety 
of topologies, functions and variable types. Further work to enhance the 
HyPerMaps ability to model variables defined by integer or discontinuous 
inputs will enhance the capabilities of HyPerMaps. Of particular importance 
is establishing suitable techniques to represent integer output variables, such 
as those used to define membership functions and feasibility variables as 
discussed in Section 4.7. These functions play a central role in defining 
discontinuous input variables. Figure 10.4 shows examples of membership 
functions and the application of feasibility variables. 
 
 
Figure 10.4 Membership Functions and Feasibility Variables from Chapter 4. 
Membership functions use integer output variables to define membership in a set such as 
that defining the Stanford Bunny (left). [Stanford, 2005] A membership function also can be 
defined as a feasibility variable where feasible solutions are defined as members in the 
membership function such as was done to eliminate the building in the Crane Location 
Problem (right). 
  
HyPerFit uses a localized kriging model to determine the control point 
weight values. This approach is novel and effective for sequential sampling. 
Unfortunately, it was not as effective as expected in representing the model 
geometry. This result is disappointing, but led to the implementation of a 
multiple control point weight formulation, which also seems to offer unique 
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advantages to HyPerModels, in effect allowing different data characteristics to 
be embodied as unique control point weights. Perhaps an alternative control 
point weight definition would provide better results. 
Considerable opportunities exist to improve the performance of 
HyPerMaps by implementing more efficient algorithms for the calculation of 
the HyPerModel basis function tree. The current algorithms are N-
dimensional extensions of simple but relatively inefficient approaches to 
calculate the basis function tree. More efficient algorithms are known but also 
are more complex and thus more difficult to extend to N-dimensions. 
Research should implement N-dimensional forms of these algorithms into 
future versions of HyPerMaps. 
In addition, the current implementation assumes a square control point 
network, where a rectangular network is equally valid. More complex non-
rectangular network topologies would also be attractive for some applications. 
The current limitation of a square network topology is a serious limitation to 
the size of problems that can be solved with NURBs HyPerModels on a 
desktop computer.  
HyPerFit also does not include algorithms that detect and eliminate 
redundant or unnecessary control points. Control points can be currently 
added to the control point network, but not removed when they become 
unnecessary. Unnecessary control points can lead to ill-defined HyPerModels 
such as the example shown in Figure 10.5. 
 Figure 10.5 shows two HyPerModels defined from the Rosenbrocks 
Banana Function (see Appendix A.3.2) using the same data set. The upper 
frame is defined using HyPerSample. A cluster of control points defined near 
the spike in the upper figure led to a numerical degeneracy in the HyPerModel 
and thus the imaginary spike in the model. Once the control point cluster was 
created, HyPerFit was unable to remove the extraneous control points from 
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the HyPerModel. However, when the control point network was discarded and 
the model was refit to the acquired data set, a HyPerModel without the 
suboptimal control point cluster, seen in the lower frame, results. This model 
is a more accurate representation of Rosenbrocks Banana Function. 
Establishing an approach to periodically refit and refine the HyPerModel is a 




Figure 10.5 HyPerModel Refinement from Chapter 4. The Rosenbrocks Banana 
Function derived from sequential sampling before model refinement (top) and after model 
refinement (bottom). The peak in the top frame is the result of suboptimal control points. 
Notice that the refined model also results in a smoother model representation than the 
original model with suboptimal control points included. 
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 Another opportunity for further research related to HyPerFit would 
focus on improving the understanding of fitting parameter values on the 
quality of the resulting HyPerModel. The values for target correlation and 
RMS error thresholds in Chapter 4 were established arbitrarily but seem to be 
effective. In low dimensional settings, their sensitivity is intuitive, but in 
higher dimensional applications, particularly for multiple output functions 
where some outputs have ranges that are orders of magnitude larger than other 
outputs, the physical interpretation, sensitivity and effectiveness of the criteria 
are not well established. Further research into these fitting parameters and 
their impact on the resulting HyPerModels is necessary. 
 While HyPerFit was developed specifically for use as an N-
dimensional metamodel fitting algorithm, its use in traditional NURBs 
geometric applications is untested. There are similarities between the 
procedures used in classical geometric fitting problems and those in HyPerFit, 
and there are also differences in variable parameterization, control point 
location calculations, knot vector calculations and control point weights. It 
may be feasible to use HyPerFit to fit a NURBs surface to a point cloud 
without tessellation, offering computational efficiency improvements for 
surface reconstruction algorithms. 
10.6 Designing with the Design Space 
Once a HyPerModel is defined, it becomes a tool that can be used in 
multiple engineering applications. At its simplest, a HyPerModel provides 
insight into the nature and structure of the design space through visualization. 
More complex applications use HyPerModels to quantify and compare design 
space regions with analysis techniques. Other applications search the design 
space for regions of interest such as in design optimization. As in Chapter 5, 
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these applications are organized into design space visualization, analysis and 
optimization. 
10.6.1 Design Space Visualization 
 Design space visualization is intimately intertwined with the need to 
evaluate the HyPerModel basis function tree, just as is necessary when 
solving for the HyPerModel control point locations. Visualization is the 
inverse problem to the HyPerModel fitting problem.  
 The visualization capabilities of HyPerMaps are rudimentary. 
HyPerMaps itself is a text based console application and currently does not 
support internal visualization of even low dimensional HyPerModels. Within 
HyPerMaps, a HyPerModel can be queried to generate a tab delimited text file 
that external applications such as Microsoft ExcelTM, MathcadTM or 
MatLABTM can render into a visual HyPerModel representation. For higher 
order HyPerModels, the result is expressed with a grand tour approach, by 
producing lower dimensional representations of slices through the higher 
dimensional HyPerModel. 
 Visualizing higher dimensional HyPerModels presents a serious 
research challenge. Virtual reality systems facilitate representations of higher 
dimensional models than can be represented with a planar system such a 
computer screen. Other approaches such as the brushing or color-coding of 
data also can be used at the expense of additional representation complexity. 
Some researchers [Agrawal, 2004] have developed dimensional reduction 
techniques that allow a high dimensional space to be unfolded into a lower 
dimensional object. Others use clusters and clouds to support interactive 
explorations of the design space. [Eddy, 2002a; 2002b] Still another group of 
researchers have abandoned orthogonal geometric representations for parallel 
coordinate plots. [Inselberg, 2002; Stump, 2003; Cornell, 2005; KDnuggets, 
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2005] All of these research results should be carefully considered as possible 
mechanisms to provide improved visualization capabilities within 
HyPerMaps. 
 Establishing improved visualization capabilities within HyPerMaps 
must be accomplished if HyPerMaps is to become a practical engineering 
tool. How visualization should be incorporated into HyPerMaps is a research 
question as much as an implementation problem. The answer must include an 
understanding of how scientists and engineers might need to visualize the 
HyPerModels that they will create. Section 5.2.5 provided an example of one 
such visualization activity, the visualization of the Pareto space and associated 
subspaces, examples of which are shown in Figure 10.6.  Additional examples 
are shown in Section 8.4 derived from studying the performance of gas 
turbine engine designs. 
 
 
Figure 10.6 Chapter 5 Pareto Subspace Examples. Two Pareto subspaces visualized 
through with a HyPerModel. Shown are the Pi1/2/3 (left) and the Pi4/5/6 (right) Pareto 
subspaces. 
 
 Rendering the Pareto space begins by being able to efficiently evaluate 
the HyPerModel. A capability should be developed that allows the evaluations 
to be focused towards regions of interest within the Pareto space such as the 
Pareto Set. Several authors including Wilson [2000; 2001], Wang [2004a] and 
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Messac [2004] have developed approaches that accomplish this task for other 
metamodel types. A similar capability should be developed for HyPerModels. 
Determining the Pareto Set is only the first task necessary to solve 
Pareto optimization problems. Several other questions remain, including, 
which solution represented in the Pareto Set is the “best” solution? And once 
this solution is identified, what points in the design space correspond to this 
solution? The reflection of Pareto space points back into the design space is 
the inverse problem to rendering the Pareto space. Finally, in some cases, a 
unique point in the Pareto Set does not correspond to a unique point in the 
design space (i.e. multiple designs produce an equivalent Pareto space point). 
So, if multiple points in the design space correspond to the Pareto optimal 
solution, which design space location is the best design? 
10.6.2 Design Space Analysis 
 Section 5.3 examined three analysis applications. The first is 
derivative analysis, where HyPerModel derivatives are calculated. These 
derivatives are used to define the slope criterion for the HyPerSample 
algorithm; however, in the current HyPerMaps version; they are not directly 
accessible to the user. 
 Derivatives will play an important role in exploring the design space 
for designs that are not only locally optimal but also robust. Two such optimal 
designs are shown in Figure 10.7. Robust optimal designs will be related to 
the local geometry of the control point network. Robust designs are a function 
of the parametric and dependent control point locations, the control point 
weights, the knot vector and the curve order. In low dimensions, the 
relationships between these parameters are easy to establish. However, these 
relationships become progressively more difficult to establish and visualize in 
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higher dimensions. Furthermore, the problem is not just one of the size of the 
robust region but also of the shape of the region. 
   
 
  Design A Design B 
Figure 10.7 Comparison of Design Option Robustness. Two similar local minimums, 
design A and design B, show very different properties related to the slopes in the region of 
the optimum. While design B has a performance index value less than that of design A, a 
change in design variable value (∆Dv) results in a much larger change in performance (∆Pi) 
in design B than in design A. Which design is really “best?” 
  
The second analysis application in Section 5.3 is used to combine 
multiple performance indices into a single objective function representation 
by applying an objective function directly to the control points. This assumes 
that the objective function is defined with operations that qualify as projective 
transformations. Operations such as addition, subtraction and multiplication 
by a constant are projective transformations and are currently supported 
within HyPerMaps. Whether this capability can be extended to more complex 
mathematical operations remains to be determined.  
 The final analysis application, Condition-Based Maintenance (CBM) 
discussed in Section 5.3.3, is perhaps the most significant. CBM is defined by 
three phases, as shown in Figure 10.8. The first of these phases, Fault 
Detection, was demonstrated for a brushless DC motor in Chapter 9. 
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Figure 10.8 Condition-Based Maintenance Phases. Condition-Based Maintenance, 
CBM, is a three phase process whereby the presence of a fault is first detected, the cause 
and magnitude identified, and a strategy adopted to deal with the fault. 
 
 Chapter 9 demonstrates the fault detection phase of CBM by 
comparing a healthy HyPerModel “fingerprint” of the system to the current 
system HyPerModel using the HyPerCBM algorithm developed in Chapter 9. 
Differences between the HyPerModels indicate the presence of a fault in the 
system, fulfilling the necessary requirements for demonstrating CBM fault 
detection capabilities. Further research can examine more complex 
electromechanical systems and should eventually include systems subjected to 
real-world, naturally evolving faults rather than artificially induced failure 
modes. Additional experimentation and an improved testbed that supports 
multiple motor models, incorporates a transmission system, includes 
additional instrumentation for current measurements and provides enhanced 
control over the fault development rate should be pursued in future research. 
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 It is not enough to detect a fault. The cause and magnitude of the fault 
need to be identified in phase 2 of CBM. Specifically, an estimate of the 
mean-time-to-failure (MTF) is a particularly valuable metric of the magnitude 
of the fault. This information is necessary if an appropriate decision is to be 
made in CBM phase 3. 
Faults in a brushless DC motor system are attributable to a finite 
number of causes. Each cause should produce a characteristic change in the 
HyPerModel. Therefore, identification of the characteristic change in the 
HyPerModel also identifies the fault cause. The magnitude of the model 
change also should be related to the fault magnitude and the system MTF. 
 Phase 3 will uses this information to make decisions about the 
continued operation of the system. These decisions might include choices 
such as: 
1) Continue operation and schedule maintenance based on the 
MTF estimate. 
2) Modify system operational parameters to delay 
maintenance (even at some performance cost to the system) 
until the next maintenance period. 
3) Immediately cease system operation and require immediate 
system maintenance. 
Methods to make the appropriate choice need to be determined by 
further research and an appropriate decision making algorithm needs to be 
developed for this application. 
10.6.3 Design Space Optimization 
 The most dramatic research result presented in Chapter 5 is a 
demonstration of the HyPerOp algorithm. This algorithm guarantees that the 
global metamodel optimum can be identified in a finite number of 
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optimization runs. The optimization capabilities made possible with HyPerOp 
are unique to HyPerModels. 
While traditional optimization research has focused on improving 
optimization algorithms, HyPerOp focuses on improving the objective 
function conditioning. This is a novel and significant approach to improving 
optimization capabilities, somewhat akin to the process of making an 
appropriate substitution to transform a difficult integration problem into an 
easily integrable form. Furthermore, HyPerOp complements ongoing research 
efforts to develop better optimization algorithms.  
As currently formulated, HyPerOp uses a simple easy-to-implement 
SQP algorithm. Other deterministic optimization algorithms may be superior. 
Further enhancements to the current SQP algorithm also can improve 
algorithm performance by improving the convergence capabilities of the 
current SQP algorithm. These improvements should be able to reduce or 
eliminate the oscillatory behaviors observed in HyPerOp near Dirac Delta 
minimums used as test problems in Sections 5.4.3.1 and 5.4.3.2. 
The current SQP version implemented in HyPerOp also is lacking in 
several features. Constraints are currently integrated by the use of penalty 
functions embedded in the HyPerModel, often in the form of feasibility 
constraints. The user cannot easily define constraints within HyPerMaps. In 
the cases where an objective function has several comparable or identical 
solutions, the current HyPerOp implementation presents only a single 
solution. Additional solutions can be extracted manually from the 
optimization logs. However, this process should be automated. HyPerOp also 
does not support a sensitivity analysis of the resulting solution(s). This feature 
is particularly useful when the optimal solution(s) occurs at the boundary of 
the HyPerModel or a HyPerModel constraint or when information about the 
robustness of the optimal design is of interest to the user. 
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 The key HyPerOp enhancement compared with traditional multi-start 
optimization methods is the use of control points to identify initial starting 
locations for SQP optimization runs. Using the Convex Hull and Variation 
Diminishing Properties of NURBs, control points can be eliminated from 
further consideration as potential starting locations for subsequent SQP 
optimization runs. Nonetheless, for very large models, a large number of 
optimizations may still be required. Further research into the control point 
network may reveal additional rules that can be used to further eliminate 
control points as starting point candidates without requiring optimization runs. 
 In Section 5.4.5, HyPerOp is used to solve a special class of 
optimization problems defined by a combination of integer and continuous 
input variables, known as Mixed Integer Programming (MIP) problems, 
including the example in Figure 10.9.  
  
 
Figure 10.9 Chapter 5 Mixed Integer Optimization Example. A simple 2D-input 1D-
output optimization problem where x  1 is an integer variable with 5 possible values. 
  
 Typically, branch-and-bound optimization algorithms are used to solve 
MIP problems. However, HyPerOp can be applied to MIP problems as well as 
problems composed solely of continuous input variables. Preliminary studies 
comparing HyPerOp to branch-and-bound SQP are presented in Section 
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5.4.5.3. Additional results were demonstrated in Section 7.4 for the design of 
a multiple laminate composite material I-beam. Further research and a more 
exhaustive study comparing MIP techniques to HyPerOp are needed. 
MIP problems behave more like continuous problems if most of the 
input variables are continuous and more like combinatorial optimization 
problems if most of the input variables are integers. Further research should 
attempt to provide a better answer to the question of where this transition 
from MIP problems to combinatorial integer problems takes place. Since 
HyPerOp is effective for continuous variable and MIP problems but is very 
ineffective for combinatorial integer optimization problems, identifying this 
transition point is of prime importance. 
10.7 Enhancing HyPerMaps 
 Many opportunities for future work in the previous sections involve 
modifications to the HyPerMaps software package, which is detailed in 
Chapter 6. Chapter 6 describes many of the key features incorporated into the 
design of the software code comprising HyPerMaps and offers some insight 
into improvements that can be made to the software programming. Many of 
the algorithms that define HyPerMaps can be improved, since few attempts 
were made to define computationally efficient algorithms (either in terms of 
execution speed or memory utilization). Hopefully future research efforts will 
take advantage of the opportunity to revisit small portions of the software to 
make performance improvements. In fact, a complete HyPerMaps software 
system redesign should be considered using the knowledge gained from the 
current software implementation to improve the architectural software design 
of HyPerMaps. Furthermore, validation of the software algorithms also 
presents a significant challenge for future research. Validation for the current 
research code is limited to low dimensional test problems with verifiable 
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results and checks on the consistency of the software behaviors for higher 
dimensional test problems often using data sets obtain through exhaustive 
design space searches. The rigor of these validation activities, while suitable 
for the current research setting, is clearly inadequate for a commercial 
software package. 
10.7.1 HyPerMaps GUI Development 
 However, the primary software improvement that should be 
considered a priority is the development of a graphical user interface or GUI 
for HyPerMaps. The current text based console application is functional but 
also is not suitable for use by inexperienced users. The current interface 
represents a significant obstacle precluding the involvement of undergraduate 
engineering students in the further development of HyPerMaps, the use of 
HyPerMaps as an educational tool, and the eventual deployment of a 
commercial HyPerMaps version. Ahrens [2000], Horne [2004] and Eddy 
[2002a; 2002b] offer several interesting visualization ideas that might be 
integrated into HyPerMaps. The implementation of a GUI interface also offers 
the opportunity to integrate internal graphing capabilities and improved file 
management functionality into HyPerMaps. Of particular benefit from this 
interface would be the implementation of additional error checking algorithms 
to catch user and file input errors into HyPerMaps. 
 Currently, HyPerMaps is not designed to build upon an existing 
HyPerModel. Currently, HyPerModels only can be built from scratch or 
analyzed in HyPerMaps. A functional capability that allows the user to import 
a HyPerModel and insert or remove control points (manually or by using 
HyPerSample and/or HyPerFit) to further define the model is needed. This 
capability could also allow an initial control network to be used to begin 
generating the HyPerModel. This capability may also allow the user to pause 
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and resume the fitting of a HyPerModel, a capability that would have been 
useful during this research. 
 Four additional programming issues should be pursued for future 
versions of HyPerMaps. First, the overall design and structure of HyPerMaps 
can almost certainly be improved. The current software version is a prototype 
software code that does not utilize many data structures or object oriented 
design features supported by C++. 
 Second, the current code provides a poor interface for externally 
generated system models. Currently, these models must be programmed in 
C++ and compiled within HyPerMaps. A model defined in MathcadTM can 
provide data sets to HyPerMaps only in the form of tab delimited text files. 
There is no direct interface between HyPerMaps and any engineering analysis 
application. This limits the ability of HyPerMaps to use HyPerSample to 
query an external model, without human participation in the interface. An 
interface should be developed to support the exchange of model results 
between HyPerMaps and common external engineering applications. 
Interfacing multiple engineering software systems is not a uncommon 
challenge in engineering1 but does need to be undertaken for HyPerMaps. 
 Third, as discussed in Section 6.2.3, the multithreading algorithms 
used in HyPerMaps do not maintain synchronization, often resulting in an 
inefficient utilization of multiple processor machines (i.e. some processors 
remain idle while other are working). Nor are all the possible opportunities for 
multithreading within HyPerMaps currently implemented. The current version 
of HyPerMaps demonstrates that multithreading is possible and extremely 
useful. An improved multithreading scheme, which is automatically scalable 
from a single processor to thousands of processors, and which maintains 
                                                          
1 Engineous Software, Inc. (http://www.engineous.com/index.htm) specializes in exactly this 
type of application with their iSIGHT software package. 
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synchronization between threads, and which takes advantage of 
multithreading opportunities in other portions of HyPerModels is highly 
desirable. Potentially, such a system will be able to distribute tasks not only 
between processors within a single computer, but between multiple networked 
computers, enabling engineers to take advantage of the large amounts of 
available CPU time during non-business hours.2 
 Finally, there is an important distinction to be made between the 
mathematics of HyPerMaps presented in Chapters 2 through 5, and the 
implementation of HyPerMaps into computer software. As implemented, the 
infinite precision of the HyPerMaps mathematics in Chapter 2 through 5 is 
subjected to the limitations of the finite precision arithmetic of a computer. 
This subtle transition can lead to profound differences in results and 
numerical errors in the software algorithms. Since small errors tend to 
accumulate and result in larger errors over time, careful analysis of the 
precision of the calculations within HyPerMaps may lead to opportunities to 
improve the current implementation.  
10.7.2 HyPerMaps Software Validation 
 The current version of HyPerMaps was developed as research code. 
Algorithm validation was accomplished through four approaches. First, code 
modules (such as the matrix inverse algorithm) were individually tested and 
the results matched to accepted empirical results. This validates the individual 
code modules. Second, low dimensional metamodels, were used to validate 
the results for the assembled code modules. Low dimensional trial problems 
were validated with results obtained from hand calculations. 
                                                          
2 Computer simulation runs during non business hours were used to collect data for Chapter 8. 
Over an eight month span, more than six and a half CPU-years of simulations were 
completed using a dozen desktop computer systems. This computer time otherwise would 
have gone idle. 
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 From these low dimensional trial problems, certain algorithm 
behaviors were also identified. For instance, the corner control points always 
interpolate data points located at the corners of the metamodel. Generally, 
with the addition of control points, metamodel correlation to the actual data 
set improves while maximum RMS error decreases.3 These behaviors were 
also observed in higher dimensional trial problems. Finally, the design results 
obtained from metamodels, such as the 2-ply composite material design 
problem in Chapter 7, is in close agreement with design results obtained from 
traditional techniques. 
 The current rigor of the validation of HyPerMaps is more than 
adequate to support the results presented in the prior chapters. However, from 
a commercial standpoint, further validation is reasonable and is expected. 
Much of the necessary validation can be accomplished with further testing on 
a broad range of design problems leading to the identification of solutions that 
merit further study. These solutions of interest should be carefully studied to 
determine if the solution is in fact valid or the result of potential errors within 
the algorithm implementations. Systematic, documented testing of 
HyPerMaps for a wide variety of test cases is necessary to increase the level 
of confidence in the results of HyPerMaps. This testing can be accomplished 
while applying HyPerMaps to new applications, as well as through the 
continued development of improved algorithms aimed at improving the 
performance of HyPerMaps. 
The responsible use of HyPerMaps or any metamodeling technique 
should not end with the result obtained from the metamodel. After all, the 
metamodel is an approximation of the original data set. Instead, the 
metamodel results should be tested as inputs to the original data source and 
                                                          
3 This is not necessarily true from iteration to iteration, but is generally true over the course of 
several iterations. 
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the results compared. Similar results should build confidence in the accuracy 
of the metamodel while dissimilar results represent an opportunity to improve 
the metamodel by adding new information. 
10.8 HyPerModel Applications 
 In the course of this research, three major demonstration problems 
provide examples of the use of HyPerModels to study real engineering 
problems. In Chapter 7, HyPerModels are used to determine the optimal 
composite material designs for a multiple laminate composite material I-
beam. The design of a gas turbine engine for aircraft applications is 
considered in Chapter 8. Chapter 9 uses HyPerMaps to detect the presence of 
incipient faults in a brushless DC motor, providing a foundation for CBM. 
Future work on CBM applications was discussed in Section 10.5.2. These 
three applications represent a small fraction of the potential engineering 
problems for which HyPerModels may be useful. 
 The composite material I-beam design problem in Chapter 7 
established that HyPerModels could be used to find optimum composite 
material layup for a multiple laminate I-beam. While time constraints limited 
the application to comparing 2-ply designs, the immediate research extensions 
will explore 4-, 6- and 8-ply designs. In traditional composite material design 
approaches, nesting of lower dimensional design spaces within higher 
dimensional design spaces was observed in this application. Hypothetically, 
nesting also should be observed in HyPerModels of similar design spaces. In 
addition, design configurations composed of multiple materials, which are 
explored in HyPerModels but not in traditional composite design applications, 
will be considered to determine if traditional design methods are finding the 
best design configurations. Future research activities may also expand the 
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material library considered, and should generalize multiple laminate designs 
for multiple applications. 
 The gas turbine engine design application in Chapter 8 is geared 
towards a typical engineering undergraduate design course problem. In this 
application, students are asked to design a gas turbine engine for a circa 2020 
business jet. To do so, students must demonstrate an understanding of the 
relationships between inputs and outputs of the engine components and their 
impact on the flight capabilities of the aircraft. The average simulation 
required 7 times more CPU time to evaluate a possible design than required 
by the corresponding HyPerModel. HyPerModels of design subspaces proved 
to be even more efficient at evaluating potential designs.  
In Chapter 1, Sue Skemp described the amount of effort undertaken by 
Pratt and Whitney to design a new gas turbine engine as including more than 
4 million CPU hours of simulations generating more than 10 terabytes of data. 
[Skemp, 2002] These fantastic results represent more than 70 times the CPU 
time and 1000 times the data collected for Chapter 8. HyPerModels offer the 
possibility of encapsulating this data set into a metamodel for future reuse. 
From a student perspective, where studies of the scope used in this 
dissertation are infeasible, cumulatively constructed metamodels represent a 
feasible technique to allow students to explore the design space associated 
with a gas turbine engine. Future work on this application should focus of 
integrating the use of HyPerModels with the structure of the class and 
developing this educational approach with the input of current students. 
 An interesting potential application for HyPerSample and 
HyPerModels would be to develop an adaptive scanning algorithm for a 3D 
laser scanner. 3D laser scanners are commonly used in reverse engineering to 
import the geometry of an existing part into a computer-aided design program.  
HyPerSample could be integrated into this system to allow the scanner to 
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sample regions of interest at high resolutions and regions of little interest at 
low resolutions rather than scanning the entire part at a high resolution. This 
approach would offer improved capabilities for feature fitting that can benefit 
many engineering applications. [Vergeest, 2000] 
 A second interesting application is based upon the work of 
Venkataraman [2005], who uses Bézier curves (a special case of NURBs) to 
model the solution to nonlinear boundary value problem differential equation 
where the exact solution is not easily obtainable. Since the Bézier curve 
satisfies the boundary conditions of the differential equation and possesses the 
same differential properties as the nonlinear differential equation, it is also a 
solution to the differential equation. This is a fascinating application that 
HyPerModels should be able to accomplish as well. 
 If a HyPerModel can be used to define the solution of a differential 
equation, it is also reasonable to consider HyPerModels as a tool to model the 
governing differential equation(s) of a control system, similar to the 
approximate model matching approach proposed by Lawrence [1999] for 
nonlinear control systems. There are many potential control system 
applications that could be studied; however, one control system of particular 
interest would be for a robotic system.  
 Control system considerations have traditionally favored certain robot 
configurations over others because they offer easily computable inverse 
kinematics problems. [Craig, 1986; Tsai, 1999] While generalized inverse 
kinematics approaches are available [Sciavicco, 2002], including the direct 
search approach used by Hooper [1994], a HyPerModel of a robotic system 
would naturally include a model of the forward kinematics problem that can 
be solved with HyPerOp to obtain the inverse kinematics solution. This 
application exhibits a number of similarities to the problem of modeling the 
 456
Pareto space and solving the inverse Pareto optimization problem to 
determine the Pareto optimal design in the design space. 
 In building a HyPerModel of a robotic system, it also becomes feasible 
to explore the design space of possible kinematic configurations of a robotic 
system. [Turner, 2002b] This is a field where little research progress has been 
made. [McCarthy, 2000] The design task can be posed as two related design 
problems. 
• Given a fixed task layout, determine the optimal kinematic 
robotic manipulator configuration. 
• Given a constrained task space, determine the optimal task 
layout and kinematic robotic manipulator configuration. 
These two problem statements are the original basis for the 
development of HyPerMaps and are particularly significant when designing a 
custom or modular robotic manipulator, such as those shown in Figure 10.10. 
Figure 10.10 shows two robotic designs considered at LANL for a system 
with a task layout constrained by the containment sphere, and for a robot 
whose task layout can be adapted to compliment the robot configuration. 
 
 
Figure 10.10 Two LANL Robot Design Problems. Two robot designs for Los Alamos 
National Laboratory. The robot on the left is a customized Robotics Research Corporation 
manipulator with a defined task layout, while the robot on the right could be designed in 
conjunction with the task layout within the constraints of a glovebox.  
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 When designing a modular manipulator, experience has demonstrated 
that the number of kinematic variables in the problem often overwhelms 
designers. The designers react by reducing the problem complexity by 
establishing values for several kinematic variables. Given sufficient 
experience, this approach can be successful, but without adequate system 
insight a poor robotic design can result.  
A HyPerModel can assist the designer in developing adequate system 
insight to make difficult design decisions, and HyPerOp can be used to 
optimize the system kinematic design. Significantly, the cost of generating the 
HyPerModel of a serial robotic system is a one-time cost. Subsequent serial 
robot designs can use the same design space model. Thus, the HyPerModel 
becomes a design space library, useful for future design efforts. 
The idea of developing a design space library is itself an interesting 
application. Such a library could incorporate legacy data (from prior analysis 
efforts) with data from current design efforts. [Srinvastava, 2004] Of concern 
might be the issue of the data quality from analyses that could be separated by 
significant technological advances. Developing a design space library would 
have to address issues involving data quality [Srivastava, 2004], data 
resolution [Qian, 2004] and model uncertainty. [Kammer, 2002] 
 Ultimately, HyPerMaps represents an important tool for engineering 
education. The identification of design space relationships through 
visualization, design space properties through analysis and design space 
capabilities through optimization can all be applied to engineering education. 
The composite material modeling problem in Chapter 7 and the gas turbine 
engine model in Chapter 8 both are based on undergraduate engineering class 
projects. Using a HyPerModel to facilitate and bring together results from 
different project stages into a single model offers opportunities for students to 
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make connections between apparently disparate design variables, cycle 
parameters and performance indices and allows students to take a holistic 
approach to the design of complex systems rather than a component level 
approach. However, it will be critical in educational applications for the user 
interface of HyPerMaps to be as user friendly as possible so that the software 
supports rather than hinders the learning process.  
10.9 Into the Design Space 
 This research began in Chapter 1 with a simple problem statement.  
Prototype a method, derived from spline theory, 
which can be used as an aid in identifying and 
interpreting the highly coupled, multivariate 
relationships between design variables, cycle 
parameters and performance indices, while 
providing a basis for sequential sampling 
techniques and design optimization that is superior 
to existing metamodeling techniques. 
 In Chapter 2 and Appendix B, eight metamodel types are compared, 
including the NURBs-based HyPerModel developed for this research. Using 
91 data sets, derived from 21 functions (given in Appendix A) with different 
data set densities, function nonlinearities, input and output dimensionalities, 
and including deterministic and nondeterministic data types, three 
performance criteria (speed, accuracy and robustness) for each metamodel 
were measured. With augmented decision matrices and triaxial plots, these 
criteria are combined to estimate the overall performance of different 
metamodels. From this study, HyPerModels perform as well as the best 
available metamodeling techniques for most speed, accuracy and robustness 
criteria combinations. 
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 Using HyPerModels, an adaptive sequential sampling algorithm, 
HyPerSample, is defined in Chapter 3. HyPerSample formulates the 
sequential sampling problem as a multiple criteria optimization problem that 
uses sequential sampling criteria derived from the HyPerModel structure 
rather than from the collected data set. HyPerSample also incorporates a set of 
convergence criteria that provide the user with the ability to determine 
whether sufficient data has been collected to validate that the HyPerModel is a 
valid representation of the sampled function. In a study of 75 test functions 
(listed in Appendix A), HyPerSample achieved an average global correlation 
of 87.7% with a maximum local RMS error of 27.2% of the full scale of the 
metamodel when compared to the actual function.  
 HyPerModels are defined using the HyPerFit algorithm adapted from 
traditional geometric fitting approaches, but specially modified for 
hyperdimensional metamodeling applications as described in Chapter 4. 
HyPerFit defines unique approaches to determine the parameterization, knot 
vector and control point weights that define a HyPerModel. In a 
demonstration study involving 75 functions (listed in Appendix A) composed 
of polynomial, logical, trigonometric, exponential, and logarithmic 
expressions, HyPerFit produced HyPerModels with an average global 
correlation of 99.04% (with a 99% correlation convergence target) and an 
average local maximum RMS error of 3.94% of full scale (with a 1% 
minimum RMS error and 5% maximum RMS error tolerances). HyPerModels 
also offers unique metamodeling capabilities that allow for the efficient 
representation of data sets with continuous, discontinuous and integer input 
variables. 
 Once defined, HyPerModels can be used to visualize, analyze or 
optimize the design space as described in Chapter 5. The current version of 
HyPerMaps relies on external software packages to mesh and render the 
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HyPerModel into a form that can be visualized. However, HyPerMaps is 
capable of generating a data set from a HyPerModel in the form of a tab 
delimited text file. Since querying a HyPerModel can be computationally 
cheaper than querying the original model (as demonstrated in Chapter 8), data 
sets generated from HyPerModels can be used to visualize design spaces that 
are too expensive to visualize directly. Section 5.2.5 demonstrates a 
HyPerModel visualization of several Pareto subspaces obtained by modeling 
sparse data sets.  
 HyPerModels also can be analyzed to reveal properties of the design 
space. Unlike other metamodel types, exact derivatives of HyPerModels can 
be calculated in lieu of numerical approximations.4 HyPerModel derivatives 
are useful for criteria based sequential sampling and optimization algorithms. 
HyPerModels also can represent multiple performance indices (output 
variables) within a single control point network, a feature that allows 
performance indices to be combined to define new design spaces by applying 
the objective function to the control points rather than to the entire model. In 
addition, the control points allow metamodels to be compared. If two 
metamodels representing the same system are not similar, some facet of the 
system has changed, possibly indicating the presence of a fault in the system. 
The NURBs basis of HyPerModels makes these analysis approaches possible 
and thus they are unique to NURBs HyPerModels. 
 Section 5.4 of Chapter 5 introduces HyPerOp, an intelligent multi-start 
optimization algorithm that uses the HyPerModel control points to efficiently 
search the design space for the global metamodel optimum. Unlike other 
optimization techniques, HyPerOp can guarantee that the global metamodel 
optimum will be identified as long as the optimization algorithm (in this case, 
                                                          
4 However, numerical approximations of the derivatives are computationally cheaper to 
calculate because they require fewer basis function evaluations as currently implemented. 
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SQP) is deterministic and effective at converging to the local optimum.5 This 
capability is made possible by using the NURBs Convex Hull and Variation 
Diminishing Properties as derived in Appendix D. 
In a study of 75 trial problems (listed in Appendix A), HyPerOp is 
more effective than random multi-start SQP (using the random number 
generator in Appendix C) at finding the global metamodel optimum. In many 
cases, HyPerOp also requires fewer function evaluations than random multi-
start SQP to find the global metamodel optimum solution. Unfortunately, 
HyPerOp can only find optimum solutions accurately modeled within the 
HyPerModel. If the global optimum solution is not modeled in the 
HyPerModel, neither HyPerOp nor any other optimization algorithm can 
reliably find that solution. 
 HyPerOp can be used to solve continuous optimization problems, as 
well as mixed integer programming problems as demonstrated in Section 
5.4.5. Mixed integer programming problems are generally solved using 
branch-and-bound optimization algorithms that recursively apply continuous 
variable optimization algorithms with additional constraints. HyPerOp shows 
promise in limited trials as a competitive algorithm to branch-and-bound 
algorithms, including the composite material I-beam problem demonstrated in 
Chapter 7. These optimization properties are unique to HyPerModels. 
 HyPerModels performs as well as the best metamodeling techniques in 
terms of speed, accuracy and robustness. However, HyPerModels also can 
represent continuous, discontinuous and integer variable types, can model 
multiple performance indices with a single HyPerModel, have explicitly 
defined derivatives and unique analysis capabilities, provide the basis for a 
                                                          
5 HyPerOp cannot be guaranteed to find the global optimum of the metamodel if the 
optimization algorithm is not limited to the local region of attraction of the optimum 
solution or if the optimization algorithm prematurely converges at nearly stationary points. 
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multicriteria sequential sampling algorithm, and offer superior optimization 
properties compared with other metamodel types. Consequently, these 
advantages mean that HyPerModels are superior to competing 
metamodeling techniques for many applications of engineering interest. 
 The greatest limitations of HyPerModels are due to the complexity of 
the supporting algorithms, the requirements of the control point network and 
the relative immaturity of the supporting software system as compared to 
other metamodeling techniques, many of which are commercially available. 
Chapter 6 describes the current HyPerMaps software package and earlier 
sections of this chapter provide suggestions for future work to develop 
HyPerMaps into a commercially competitive software package.  
Nonetheless, Chapters 7, 8 and 9 demonstrate the potential of 
HyPerModels as an engineering tool for a diverse set of engineering 
applications drawn from the fields of solid mechanics, thermal fluids sciences 
and dynamic electromechanical systems. These chapters set the stage for 
future work in each application area, as well as many others. 
 As discussed in this Chapter, a great number of opportunities for 
future work based on HyPerMaps exist in many science and engineering 
fields. After more than four years of research and development, the 
foundation for HyPerMaps defined by Chapters 1 through 6 and successfully 
demonstrated in Chapters 7 through 9 is complete. Yet, the current 
HyPerMaps version only represents the beginning of design space 
exploration. HyPerMaps offers a unique engineering tool for designers to 
visualize, analyze and optimize the design space. HyPerModels represents an 
opportunity to use computers to once again revolutionize engineering design. 
And yet, this is not the end of research into HyPerModels. Nor is it the end of 
research directed at the exploration of the design space. But it is, perhaps, the 
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beginning of the systematic exploration of the design space aimed at 
improving engineering design. 
So as this Chapter comes to a close, the words once offered by Sir 
Winston Churchill in a speech given at the Lord Mayor's Luncheon, 
November 10, 1942, after the British victory at El Alamein, serves now as an 
appropriate call to continue exploration of the design space. Churchill 
commemorated the end of two years of fighting in Africa with the famous 
words that also are appropriate now: 
…This is not the end. It is not even the 
beginning of the end. But it is, perhaps, the end of the 





Trial Function Library 
 
“We are like a child entering a huge library.” 
- Albert Einstein 
 
A.1 Purpose 
 The purpose of Appendix A is to document the trial function library 
established for this research to evaluate the performance of metamodels 
including HyPerModels. The functions are organized by their input 
dimensionality. The name and mathematical form of each function is 
presented and for lower dimensional functions, plots of each function are 
included. Since high dimensional functions are difficult to present effectively 
via a 2D medium, mathematical forms will have to suffice. Section A.6 
discusses the specifics of the Crane Location Model introduced in Chapters 3 
and 4, but not explicitly derived unlike the composite material I-beam or gas 
turbine engine design problems of Chapters 7 and 8. Sources from which 
these functions were obtained are included in the Section A.7 summary. 
A.2 1D-Input Functions 
 Ten 1D-functions were used as test functions in this research. Names, 
mathematical forms and plots of each function are given in subsequent 
sections. 
A.2.1 Sasena Sinusoidal Function 
The Sasena Sinusoidal Function, Equation A.1, is shown in Figure 
A.1. 
( ) 100A.1 10 sin( ) for 0 10xf x x e x= − − ≤ ≤  (A.1)
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A.2.2 Sasena Step Function 
 The Sasena Step Function, Equation A.2, is shown in Figure A.2. 
( )A.2 100
6 10 sin( )
for 0 10
6 10 sin( ) x
x x
f x if x
x x e
< −⎧




Figure A.1 Sasena Sinusoidal Function. The Sasena Sinusoidal Function from Sasena 
[2002b] defined by Equation A.1. 
 
 
Figure A.2 Sasena Step Function. The Sasena Step Function, defined by Equation A.2, is 
based derived from the Sasena Sinusoidal Function. 
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= ≤ ≤⎨ ≥⎩
 (A.3)
 The Step Function is shown in Figure A.3. 
 
 
Figure A.3 Step Function. The Step Function defined by Equation A.3. 
A.2.4 JCN Function 
 The Jacobian Condition Number (JCN) Function is more complex 
than the other functions discussed previously in this section. The JCN can be 
used to perform kinematic manipulator optimization. [Berner, 1999; Doel, 
1996; Gao, 1997b; Vijaykumar, 1986] The JCN is based on the Jacobian 
matrix, J, for a planar 3 degree-of-freedom robot [Craig, 1986] described in 
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 The infinity norm, ||J||∞ , Equation A.5, is used to calculate the infinity 
condition number of J, κ∞(J), Equation A.6. [Kreyszig, 1999] 
2
0,1,2 0
max iji j∞ = =
= ∑J J  (A.5)
( ) 1−∞ ∞ ∞κ =J J J  (A.6)
 The condition number of the Jacobian matrix is directly related to 
proximity of a manipulator to singular configurations, which reduces the 
controllability of a manipulator [Klein, 1987], changes the manipulator’s 
ability to exert or resist external forces [Yoshikawa, 1985], and limits 
manipulator dexterity. [Gosselin, 1991] 
 A 1D-input mapping of this criterion can be obtained by applying the 
problem described in Figure A.4 to simplify Equations A.4, A.5 and A.6 to 
define a 1D JCN Function as in Equation A.7. The JCN Function is shown in 
Figure A.4. 
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Figure A.4 JCN Modeling Problem. An example problem constructed from a 3 degree-
of-freedom planar robot, similar to those used in wafer handling, with a proposed path 
generated by the joint conditions that θ2=30o and θ1=-θ3 so that the robot tool maintains a 
constant orientation of 30o to the horizontal. The lengths of the link lengths are l1=0.5, 
l2=0.4, and l3=0.1. Small values of the JCN indicate that the robot is approaching 
undesirable singular configurations during its path from A to B. [Turner, 2002b] 
 
( ) ( )( ).7 1 1 125 for 90 90Af ∞θ = κ θ − − ≤ θ ≤J  (A.7)




6 10 sin( ) x
x
f x if x
x x e
=⎧
= ≤ ≤⎨ ≠ − −⎩
 (A.8)
 The Sasena Internal Dirac Delta Function is shown in Figure A.5. 
 
 
Figure A.5 Sasena Internal Dirac Delta Function. The Sasena Internal Dirac Delta 
Function defined by Equation A.8. 
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10 10 sin( ) x
x
f x if x
x x e
=⎧
= ≤ ≤⎨ ≠ − −⎩
 (A.9)
 The Sasena Internal Dirac Delta Function is shown in Figure A.6. 
 
 
Figure A.6 Sasena Boundary Dirac Delta Function. The Sasena Internal Dirac Delta 
Function defined by Equation A.9. 
A.2.7 Local Variability Function 
 Using a polynomial blend through the data points given in Figure A.7, 
the Local Variability function is defined from a set of polynomial segments. 
The twelve polynomial segments are defined in Equations A.10 through A.21. 
( ) ( )2A.10 3 145.833 22.083 7 for 0 1f x x x x= − + + ≤ ≤  (A.10)
( ) ( )2A.11 3 1567 354.667 20.55 7 for 0 1f x x x x= − + + ≤ ≤  (A.11)
( ) ( )2A.12 3 1275 355.75 23.78 7 for 0 1f x x x x= − + − + ≤ ≤  (A.12)
( ) ( )2A.13 3 977.778 297.556 23.078 7 for 0 1f x x x x= − + + ≤ ≤  (A.13)
( ) ( )2A.14 3 1333 476.667 41.633 7 for 0 1f x x x x= − + − + ≤ ≤  (A.14)
( ) ( )2A.15 3 640 243.6 23.98 7 for 0 1f x x x x= − + + ≤ ≤  (A.15)

















1.0 9.7  
Figure A.7 Local Variability Data Set Problem. Using the data set obtained from 
Murphy [2004] on the right, parabolas are fit to subsequent sets of three data points. The 
parabolas are blended together based on the x position of the curve to generate the final 
function, f(x). 
 
( ) ( )2A.17 3 68.333 35.767 5.28 7 for 0 1f x x x x= − + + ≤ ≤  (A.17)
( ) ( )2A.18 3 23.571 15.7 1.889 7 for 0 1f x x x x= − + − + ≤ ≤  (A.18)
( ) ( )2A.19 3 4.679 4.076 1.502 7 for 0 1f x x x x= − + + ≤ ≤  (A.19)
( ) ( )2A.20 3 1.229 2.188 0.058 7 for 0 1f x x x x= − + − + ≤ ≤  (A.20)
( )A.21 9.7 for 0 1f x x= ≤ ≤  (A.21)
 Equation A.22 defines the resulting polynomial blend of these 
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A.2.8 Ramp Function 
( )A.23
2 6.5
2 6.5 4.5 for 0 10
6.5 11
x
f x if x x x
x
<⎧
⎪= ≤ ≤ + ≤ ≤⎨
⎪ <⎩
 (A.23)
 The Ramp Function is shown in Figure A.8. 
A.2.9 Ackley Function 
( ) ( )cos 20.2A.24 20e e 20 e for 10 10xxf x xπ−= − − + + − ≤ ≤  (A.24)
 The Ackley Function is shown in Figure A.9. 
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Figure A.8 Ramp Function. The Ramp Function defined by Equation A.23. 
 
 
Figure A.9 Ackley Function. The Ackley Function [Adorio, 2005] defined by Equation 
A.24. 
A.2.10 1D-Input 7D-Output Function 
 Equation A.25 uses multiple 1D-input functions to define a 1D-input 






















































Figure A.10 1D-Input 7D-Output Function. The seven output dimensions of the 1D-
input 7D-output function defined by Equation A.25. 
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A.3 2D-Input Functions 
 Forty-three 2D-functions were used as test functions in this research. 
Names, mathematical forms and plots of each function are given in 
subsequent sections. 
A.3.1 2D Circle Function 
( ) ( ) ( )2 2A.26 1 2 1 2
1,2
, 20 1 20 1
for 0.5 0.5
f x x x x
x
= − + −
− ≤ ≤
 (A.26)
 Figure A.11 shows the Circle Function defined in Equation A.26. 
   
 
Figure A.11 2D Circle Function. The Circle Function as defined by Equation A.26. 
A.3.2 Rosenbrocks Banana Function 
( ) ( ) ( )22 2A.27 1 1 2 1
1,2
, 2 1 100
for 0.5 0.5
f x x x x x
x
= − + −
− ≤ ≤
 (A.27)
 Figure A.12 shows the Rosenbrocks Banana Function as defined by 
Equation A.27. 
A.3.3 Paplambros Function 
( ) 4 2 2 2A.28 1 2 1 2 1 1 2 1 2
1,2
, 2 3 0.1 2 6
for 0 1
f x x x x x x x x x
x






Figure A.12 Rosenbrocks Banana Function. Rosenbrocks Banana Function as defined 
by Equation A.27. 
  




Figure A.13 Paplambros Function. The Paplambros Function as defined by Equation 
A.28. 
A.3.4 Mystery Function 
( ) ( ) ( ) ( )
( ) ( )
2 2 22
A.29 1 2 2 1 1 2
1 1 2
1,2
, 2 0.01 1 2 2
7sin 0.5 sin 0.7
for 0 5
f x x x x x x
x x x
x




Figure A.14 shows the Mystery Function as defined by Equation A.29. 
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Figure A.14 Mystery Function. The Mystery Function as defined by Equation A.29. 
A.3.5 Branin Function 
( ) ( )
2
2
A.30 1 2 2 1 1 12
1
2




f x x x x x x
x
x




Figure A.15 shows the Branin Function as defined by Equation A.30. 
 
 
Figure A.15 Branin Function. The Branin Function as defined by Equation A.30. 
A.3.6 Six-Hump Camel Back Function 
( )
6
2 4 2 41
A.31 1 2 1 1 1 2 2 2
1
2




xf x x x x x x x x
x
x









Figure A.16 Six-Hump Camel Back Function. The Six-Hump Camel Back Function as 
defined by Equation A.31. 
A.3.7 Circle Step Function 
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Figure A.17 Circle Step Function. The Circle Step Function as defined by Equation A.32. 
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A.3.8 Double Step Function 




























Figure A.18 Double Step Function. The Double Step Function as defined by Equation 
A.33. 
A.3.9 Trig Function 
( ) ( ) ( )A.34 1 2 1 2 2
1,2
, sin 2 cos 2
for 0 1
f x x x x x
x
= π π +
≤ ≤
 (A.34)
Figure A.19 shows the Trig Function as defined by Equation A.34. 
A.3.10 McCormick Function 
( ) ( ) ( )2A.35 1 2 1 2 1 2 1 2
1
2
, sin 1.5 2.5 1
for 1.5 4
and 3 4
f x x x x x x x x
x
x








Figure A.19 Trig Function. The Trig Function as defined by Equation A.34. 
 
 
Figure A.20 McCormick Function. The McCormick Function as defined by Equation 
A.35. 
A.3.11 Paviani Function 




, log 2 log 10 log 2 log 10
for 2.001 9.999
f x x x x x x
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Figure A.21 shows the Paviani Function as defined by Equation A.36. 
A.3.12 Goldstein and Prince Function 
( ) ( ) ( )
( ) ( )
2 2 2
A.37 1 2 1 2 1 1 2 1 2 2
2 2 2
1 2 1 1 2 1 2 2
1,2
, 1 1 19 14 3 14 6 3
* 30 2 3 18 32 12 48 36 27
for 2 2
f x x x x x x x x x x
x x x x x x x x
x
⎡ ⎤= + + + − + − + +⎣ ⎦






Figure A.21 Paviani Function. The Paviani Function as defined by Equation A.36. 
 
Figure A.22 shows the Goldstein and Prince Function as defined by 
Equation A.37.  
 
 
Figure A.22 Goldstein and Prince Function. The Goldstein and Prince Function as 
defined by Equation A.37. 
A.3.13 Hansen Function 
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− ≤ ≤
 (A.38)




Figure A.23 Hansen Function. The Hansen Function as defined by Equation A.38. 
A.3.14 2D-Input 6D-Output Function 
 Equation A.39 uses multiple 2D-input functions to define a 2D-input 
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 (A.39)
Figure A.24 shows the 2D-Input 6D-Output Function as defined by 
Equation A.39.  
A.3.15 2D JCN Product Function 
( ) ( ) ( )A.40 1 2 A.7 1 A.7 2
1,2
, 180 90 180 90
for 0 1





Figure A.25 shows the Hansen Function as defined by Equation A.40.  
A.3.16 2D Egg Holder Function 
( ) ( ) ( ) ( )( )A.40 1 2 2 2 1 1 1 2
1,2
, 47 sin 0.5 47 sin 47
for 512 512
f x x x x x x x x
x











Figure A.24 2D-Input 6D-Output Function. The 2D-Input 6D-Output Function as 




Figure A.25 2D JCN Product Function. The 2D JCN Product Function as defined by 
Equation A.40. 
 




Figure A.26 2D Egg Holder Function. The 2D Egg Holder Function as defined by 
Equation A.41. 
A.3.17 2D Levy Function 
( ) ( ) ( )( ) ( ) ( )( )
4 4
A.42 1 2 1 2
0 0
1,2
, 1 cos 2 1 1 cos 2 1
for 1 1
i j




= + + + + + + + +⎢ ⎥⎢ ⎥
⎣ ⎦ ⎣ ⎦
− ≤ ≤
∑ ∑  (A.42)





Figure A.27 2D Levy Function. The 2D Levy Function as defined by Equation A.42. 
A.3.18 2D Max Mod Function 













Figure A.28 2D Max Mod Function. The 2D Max Mod Function as defined by Equation 
A.43. 
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− ≤ ≤
 (A.44)
Figure A.29 shows the Three-Hump Camel Back Function as defined 




Figure A.29 Three-Hump Camel Back Function. The Three-Hump Camel Back 
Function as defined by Equation A.44. 
A.3.20 Beale Function 
( ) ( ) ( ) ( )2 22 2 3A.45 1 2 1 1 2 1 1 2 1 1 2
1,2
, 1.5 2.25 2.625
for 4.5 4.5
f x x x x x x x x x x x
x
= − + + − + + − +
− ≤ ≤
 (A.45)
Figure A.30 shows the Beale Function as defined by Equation A.45. 
 
 
Figure A.30 Beale Function. The Beale Function as defined by Equation A.45. 
A.3.21 Bohachevsky 1 Function 
( ) ( ) ( )2 2A.46 1 2 1 2 1 2
1,2
, 2 0.3cos 3 0.4cos 4 0.7
for 3 3
f x x x x x x
x
= + − π − π +
− ≤ ≤
 (A.46)





Figure A.31 Bohachevsky 1 Function. The Bohachevsky 1 Function as defined by 
Equation A.46. 
A.3.22 Bohachevsky 2 Function 
( ) ( ) ( )2 2A.47 1 2 1 2 1 2
1,2
, 2 0.3cos 3 cos 4 0.3
for 3 3
f x x x x x x
x
= + − π π +
− ≤ ≤
 (A.47)




Figure A.32 Bohachevsky 2 Function. The Bohachevsky 2 Function as defined by 
Equation A.47. 
A.3.23 Booth Function 
( ) ( ) ( )2 2A.48 1 2 1 2 1 2
1,2
, 2 7 2 5
for 10 10
f x x x x x x
x
= + − + + −
− ≤ ≤
 (A.48)




Figure A.33 Booth Function. The Booth Function as defined by Equation A.48. 
A.3.24 Chinchinadze Function 
( ) ( ) ( ) ( )
2
20.5 0.52
A.49 1 2 1 1 1 1
1
2




xf x x x x x x
x
x








Figure A.34 Chinchinadze Function. The Chinchinadze Function as defined by Equation 
A.49. 
A.3.25 Easom Function 
( ) ( ) ( ) ( ) ( )
2 2
1 2
A.50 1 2 1 2
1,2
, cos cos e
for 0 10
x x
f x x x x
x
⎡ ⎤− −π + −π⎢ ⎥⎣ ⎦= −
≤ ≤
 (A.50)




Figure A.35 Easom Function. The Easom Function as defined by Equation A.50. 
A.3.26 Exp 2 Function 
( ) ( )1 2




, e 5e e 5e
for 0 20




− − − −
=
= − − +
≤ ≤
∑  (A.51)
Figure A.36 shows the Exp 2 Function as defined by Equation A.51. 
 
 
Figure A.36 Exp 2 Function. The Exp 2 Function as defined by Equation A.51. 
A.3.27 Griewank Function 
( ) ( ) ( )
2 2
1 2 2
A.52 1 2 1
1,2
, cos cos 1
200 2
for 10 10
x x xf x x x
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Figure A.37 Griewank Function. The Griewank Function as defined by Equation A.52. 
A.3.28 Himmelblau Function 




f x x x x x x
x
= + − + + −
− ≤ ≤
 (A.53)




Figure A.38 Himmelblau Function. The Himmelblau Function as defined by Equation 
A.53. 
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Figure A.39 Hosaki Function. The Hosaki Function as defined by Equation A.54. 
A.3.30 Leon Function 




f x x x x x
x
= − + −
− ≤ ≤
 (A.55)
Figure A.40 shows the Leon Function as defined by Equation A.55. 
 
 
Figure A.40 Leon Function. The Leon Function as defined by Equation A.55. 
A.3.31 Matayas Function 













Figure A.41 Matayas Function. The Matayas Function as defined by Equation A.56. 
A.3.32 MVF Step Function 













Figure A.42 MVF Step Function. The MVF Step Function as defined by Equation A.57. 
A.3.33 Price Function 




f x x x x x x x x
x
= − + − +
− ≤ ≤
 (A.58)




Figure A.43 Price Function. The Price Function as defined by Equation A.58. 
A.3.34 Rastrigin Function 
( ) ( ) ( )2 2A.59 1 2 1 2 1 2
1,2
, cos 12 cos 18
for 1 1
f x x x x x x
x
= + − −
− ≤ ≤
 (A.59)




Figure A.44 Rastrigin Function. The Rastrigin Function as defined by Equation A.59. 
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Figure A.45 Shaffer 1 Function. The Shaffer 1 Function as defined by Equation A.60. 
A.3.36 Shaffer 2 Function 




f x x x x x x
x
⎡ ⎤= + + +⎢ ⎥⎣ ⎦
− ≤ ≤
 (A.61)




Figure A.46 Shaffer 2 Function. The Shaffer 2 Function as defined by Equation A.61. 
A.3.37 Trecanni Function 




f x x x x x x
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Figure A.47 Trecanni Function. The Trecanni Function as defined by Equation A.62. 
A.3.38 Zettl Function 




f x x x x x x
x
= + − +
− ≤ ≤
 (A.63)
Figure A.48 shows the Zettl Function as defined by Equation A.63. 
 
 
Figure A.48 Zettl Function. The Zettl Function as defined by Equation A.63. 
A.3.39 2D Sasena Sinusoidal Function 
( ) ( ) ( )A.64 1 2 A.1 1 A.1 2 1,2, for 0 10f x x f x f x x= ≤ ≤  (A.64)





Figure A.49 Sasena Sinusoidal Function. The Sasena Sinusoidal Function as defined by 
Equation A.64. 
A.3.40 2D Sasena Sinusoidal Function with Interior Dirac Delta 
( ) ( ) ( )
2
1 2
A.65 1 2 1,2
A.1 1 A.1 2
5 7
, for 0 10
x x
f x x if x
else f x f x
⎧ = =⎪= ≤ ≤⎨
⎪⎩
 (A.65)
Figure A.50 shows the 2D Sasena Sinusoidal Function with Interior 
Dirac Delta as defined by Equation A.65. 
 
 
Figure A.50 Sasena Sinusoidal Function with Interior Dirac Delta. The Sasena 
Sinusoidal Function with Interior Dirac Delta as defined by Equation A.65. 
A.3.41 2D Sasena Sinusoidal Function with Boundary Dirac Delta 
( ) ( ) ( )
2
1 2
A.66 1 2 1,2
A.1 1 A.1 2
10 7
, for 0 10
x x
f x x if x
else f x f x




Figure A.51 shows the 2D Sasena Sinusoidal Function with Boundary 
Dirac Delta as defined by Equation A.66. 
 
 
Figure A.51 Sasena Sinusoidal Function with Boundary Dirac Delta. The Sasena 
Sinusoidal Function with Boundary Dirac Delta as defined by Equation A.66. 
A.3.42 Paviani 2 Function 
( ) ( ) ( ) ( ) ( )2 2 2 2 0.2 0.2A.67 1 2 1 1 1 1 1 2
1,2
, log 2 log 10 log 2 log 10
for 2.001 9.999
f x x x x x x x x
x
= − + − + − + − −
≤ ≤
 (A.67)




Figure A.52 Paviani 2 Function. The Paviani 2 Function as defined by Equation A.67. 
                                                          
1 The Paviani 2 Function was created as a result of a serendipitous error when coding the 
Paviani Function. 
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A.3.43 2D JCN Function 
Figure A.53 shows the 2D JCN Function as defined by Equation A.68. 
This function is based on the 1D JCN Function described in Section A.2.4 but 
with the joint conditions relaxed as defined in Equation A.68. The resulting 
function surveys a larger region of the reachable workspace of the robot. 
[Turner, 2002b] 
( ) ( )( ).68 1 3 1 2 3 1,3, , 30 , 25 for 90 90oAf ∞θ θ = κ θ θ = θ − − ≤ θ ≤J  (A.68)
 
 
Figure A.53 2D JCN Function. The 2D JCN Function as defined by Equation A.68. 
A.4 3D-Input Functions 
Fifteen 3D-functions were used as test functions in this research. 
Names and mathematical forms of each function are given in subsequent 
sections. 
A.4.1 SQP Function 
 Equation A.69 defines the SQP Function. 
( ) ( ) ( ) ( )2 2 2A.69 1 2 3 1 2 3 1 2 3
1,2,3
, , 20 1.5 20 2 20 160 180 160
for 0.5 0.5
f x x x x x x x x x
x





A.4.2 Box and Betts Function 
 Equation A.70 defines the Box and Betts Function. 
( ) ( )
10 2




, , , , ,
for 0.9 1.2
and 9 11.2
f x x x g x x x i
x
x





where ( ) ( )1 20.1 0.1 0.1A.71 1 2 3 3, , , e e e eix ix i ig x x x i x− − −= − − −  (A.71)
A.4.3 Blended Function 
 Equation A.72 defines the Blended Function. 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
3 2
A.72 1 2 3 3 A.27 1 2 3 3 A.29 1 2
2 3
3 3 A.30 1 2 3 A.31 1 2
1,2,3
, , 1 0.5, 0.5 3 1 5 ,5
3 1 15 5,15 4 2, 2 1
for 0 1
f x x x x f x x x x f x x
x x f x x x f x x
x
= − − − + −
+ − − + − −
≤ ≤
 (A.72)
A.4.4 3D-Input 2D-Output Function 
 Equation A.73 uses multiple 3D-input functions to define a 3D-input 
2D-output function.  
( ) ( )( ) ( ) ( )
A.72 1 2 3
A.73 1 2 3




x , 1 ,
for 0 1
f x x x
f x x x if
f x x x f x x
x
⎧ ⎫⎪ ⎪= ⎨ ⎬+ −⎪ ⎪⎩ ⎭
≤ ≤
 (A.73)
A.4.5 Sphere Function 
 Equation A.74 defines the Sphere Function. 
( ) ( ) ( ) ( )
2 2 2 2
1 2 3
A.74 1 2 3
1,2,3
0.5 0.5 0.5 0.2 1, ,
0
for 0 1
x x xf x x x if
else
x







A.4.6 Box Function 
























A.4.7 Cylinder Function 
 Equation A.76 defines the Cylinder Function. 
( ) ( ) ( )
2 2 2
1 2
A.76 1 2 3
1,2,3
0.5 0.5 0.2 1, ,
0
for 0 1
x xf x x x if
else
x




A.4.8 Cone Function 
 Equation A.77 defines the Cone Function. 
( ) ( ) ( )
2 2
1 2 3
A.77 1 2 3
1,2,3
0.5 0.5 0.2 1, ,
0
for 0 1
x x xf x x x if
else
x




A.4.9 Volcano Function 
 Equation A.78 defines the Volcano Function. 
( )
( ) ( ) ( )




A.78 1 2 3 1 2
1,2,3
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f x x x if and x x
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A.4.10 Torus Function 
 Equation A.79 defines the Torus Function. 
( )
























A.4.11 Chain Function 
 Equation A.80 defines the Chain Function. 
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( ) ( )
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A.4.12 MIP Function 
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A.4.13 3D Max Mod Function 
 Equation A.82 defines the 3D Max Mod Function. 
( ) ( )A.82 1 2 3 1 2 3
1,2,3
, , max , ,
for 10 10





A.4.14 3D Sasena Sinusoidal Function 
Equation A.83 defines the 3D Sasena Sinusoidal Function. 
( ) ( ) ( ) ( )A.83 1 2 3 A.1 1 A.1 2 A.1 3 1,2,3, , for 0 10f x x x f x f x f x x= ≤ ≤  (A.83)
A.4.15 3D JCN Product Function 
Equation A.84 defines the 3D JCN Product Function. 
( ) ( ) ( ) ( )A.84 1 2 3 A.7 1 A.7 2 A.7 3
1,2,3
, , 180 90 180 90 180 90
for 0 1
f x x x f x f x f x
x
= − − −
≤ ≤
 (A.84)
A.5 Hyperdimensional-Input Functions 
Aside from the demonstration problems including the composite 
material I-beam in Chapter 7 and the gas turbine aircraft engine in Chapter 8, 
five different functions were used to generate hyperdimensional-input 
functions of four or more input variables in this research. Names and 
mathematical forms of each function are given in subsequent sections. 
A.5.1 ND Sasena Sinusoidal Function 
Equation A.82 defines the ND Sasena Sinusoidal Function. 
( ) ( )A.85 1 A.1
1




f x x f x x
=




A.5.2 ND JCN Product Function 
Equation A.86 defines the ND JCN Product Function. 
( ) ( )A.86 1 A.7
1




f x x f x x
=
= − ≤ ≤∏…  (A.86)
A.5.3 ND Max Mod Function 
Equation A.87 defines the ND Max Mod Function. 
( ) ( )A.87 1 1, , max , , for 10 10N N if x x x x x= − ≤ ≤… …  (A.87)
A.5.4 Colville Function 
Equation A.87 defines the Colville Function. 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( )
2 22 22 2
A.88 1 2 3 4 1 2 1 4 3 3
2 2
2 4 2 4
1,2,3,4
, , , 100 1 90 1
10.1 1 1 19.8 1 1
for 0 10
f x x x x x x x x x x
x x x x
x
= − + − + − + −
⎡ ⎤+ − + − + − −⎣ ⎦
≤ ≤
 (A.88)
A.5.5 Gear Function 




A.89 1 2 3 4 1,2,3,4
3 4
1, , , for 12 60
6.931
x xf x x x x x
x x
⎛ ⎞
= − ≤ ≤⎜ ⎟
⎝ ⎠
 (A.89)
A.6 Crane Location Model 
 The Crane Location Model was developed to represent a simple real-
world application for metamodeling. The problem is defined by three input 
design variables: the position of the crane (xb, yb) and the crane boom length 
in addition to the minimum feasible boom length (Lmin). The construction site 
bounds the placement of the crane to a location defined by Equations A.90 
and A.91. The first two design variable values determine the best location to 
place the crane within the construction site. 
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b0 x 4≤ ≤  (A.90)
b0 y 4≤ ≤  (A.91)
 The building at the construction site lies within the region defined by 
Equations A.92 and A.93. 
building0.5 x 3≤ ≤  (A.92)
building0.5 y 3.5≤ ≤  (A.93)
 Supplies are delivered to the crane at the pickup location, located at 
the coordinates xp = 3.5 and yp = 2. The four corners of the building and the 
pick-up location define a convex hull of points that the crane must be able to 
reach to perform its task. The third design variable explores the question of 
whether it is better to use a crane that is larger than necessary to reach the 
building in the construction site. The problem is shown in Figure A.54. 
 
 
Figure A.54 Crane Location Model Problem. A graphical representation of the crane 
location model. The model seeks to answer two questions. First, where to locate the crane 
and second, whether there is an advantage in using a crane larger than necessary to reach 
the entire construction site. 
  
Six performance indices were modeled including:  
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1) The minimum boom length, Lmin. The smaller the boom 
length required to reach the entire construction site, the 
smaller the crane required which corresponds to reducing 
the crane cost and increasing the crane payload. 
2) The average boom position, xavg. Measures the average 
position of the crane boom where most payloads will be 
carried. 
3) The minimum crane boom position, xmin. Measures the 
minimum position along the boom length where a payload 
must be carried. Very small numbers are highly undesirable 
because the represent infeasible solutions where the crane 
location corresponds to the pickup or delivery location for a 
payload. This performance index also acts as a feasibility 
test for the crane location. 
4) The maximum crane boom position, xmax. Measures the 
maximum position along the boom length where a payload 
must be carried. Very large numbers are highly undesirable 
since they represent solutions where the crane is operating 
near the maximum reach of the crane and thus at its 
smallest payload. 
5) The required linear range of the crane along the crane 
boom, ∆x. The smaller the range of the boom that must be 
used, the faster the crane can move material within the 
construction site. 
6) The required angular swing of the crane, ∆θ. The smaller 
the angular swing, the faster the crane will be able to move 
material within the construction site. 
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The minimum boom length can be calculated from the four building 
corners and the pickup location as defined in Equation A.94. 
( ) ( ) ( )
( ) ( )
A.95 b b A.95 b b A.95 b b
min
A.95 b b A.95 b b
x , y ,0.5,0.5 , x , y ,3,0.5 , x , y ,0.5,3.5 ,
L max




= ⎜ ⎟⎜ ⎟
⎝ ⎠
 (A.94)
where ( ) ( ) ( )2 2A.95 b b b bx , y , x, y x x y yd = − + −  (A.95)
The remaining five performance indices require a survey of the pickup 
and potential placement locations. A grid of 143 points (an 11 by 13 point 
grid) covering the space reserved for the building represents the potential 
placement locations and the pickup location is as defined in Figure A.54. This 
survey results in 144 points that are surveyed to find the values of the 







= ∑  (A.96)
( )minx min x ii=  (A.97)
( )maxx max xii=  (A.98)
max minx=x x∆ −  (A.99)
max min∆θ = θ −θ  (A.100)
where xi represents the ratio of the position along the boom length to the total 
boom length as shown in Figure A.54 at the ith survey position, θi represents 
the angle of the boom from the x-axis at the ith survey position, θmax represents 
the largest angle and θmin represents the smallest angle found in this survey. 
 The six performance indices defined in Equations A.94 and Equations 
A.96 through A.100 were each normalized to range from 0 to 1 and combined 
into a objective function using Equation A.101. Equation A.101 defines the 
crane location model used as an example in Chapters 3 and 4. 
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( ) minb b avg min max
min max
L L1OF x , y ,L x 1 x x x
6 L L
⎛ ⎞+
= + + − + + ∆ + ∆θ⎜ ⎟+⎝ ⎠
 (A.101)
where Lmax is the additional crane boom length necessary for the crane to be 
able to reach all four corners of the construction site as shown in Equation 
A.102 and L is a design variable related to Lmin and Lmax via Equation A.103. 
The objective function in Equation A.101 is used to define a minimization 
problem for optimization and is shown in Figure A.55.  
( ) ( )
( ) ( )
A.95 b b A.95 b b
max min
A.95 b b A.95 b b
x , y ,0,0 , x , y ,0,4 ,
L max L




= −⎜ ⎟⎜ ⎟
⎝ ⎠
 (A.102)
( )boom min maxL L L L for 0 L 1= + ≤ ≤  (A.103)
 
 
Figure A.55 Crane Location Model Objective Function. The objective function from the 
crane location model as defined by Equation A.101. Small values are preferred. Note the 




 This Appendix presents many of the trial functions used to support this 
research. These functions were obtained from a variety of sources, including 
both the metamodeling and nonlinear optimization literature. Most were 
obtained from Adorio [2005] except those noted in Table A.1. 
 
Table A.1 Function Sources. Functions described in this Appendix were obtained from 
Adorio except those noted below. Functions cited as Internally Defined were developed for 
this work rather than obtained from prior surveys. 
Function # Section Source Function # Section Source 
A.1 A.2.1 Sasena [2002b] A.65 A.3.40 Turner [2005f] 
A.2 A.2.2 Turner [2003a] A.66 A.3.41 Turner [2005f] 
A.3 A.2.3 Turner [2003a] A.67 A.3.42 Internally Defined 
A.7 A.2.4 Turner [2002b] A.68 A.3.43 Turner [2002b] 
A.8 A.2.5 Turner [2005e] A.69 A.4.1 Nash [1996] 
A.9 A.2.6 Turner [2005e] A.72 A.4.3 Turner [2005e] 
A.22 A.2.7 Murphy [2004] A.73 A.4.4 Turner [2005e] 
A.23 A.2.8 Turner [2005e] A.74 A.4.5 Internally Defined 
A.25 A.2.10 Turner [2005e] A.75 A.4.6 Internally Defined 
A.26 A.3.1 Papalambros [2000] A.76 A.4.7 Internally Defined 
A.27 A.3.2 Papalambros [2000] A.77 A.4.8 Internally Defined 
A.28 A.3.3 Paplambros [2000] A.78 A.4.9 Internally Defined 
A.29 A.3.4 Sasena [2002b] A.79 A.4.10 Internally Defined 
A.30 A.3.5 Sasena [2002b] A.80 A.4.11 Internally Defined 
A.31 A.3.6 Sasena [2002b] A.81 A.4.12 Internally Defined 
A.32 A.3.7 Internally Defined A.83 A.4.14 Turner [2005e] 
A.33 A.3.8 Internally Defined A.84 A.4.15 Turner [2005e] 
A.34 A.3.9 Internally Defined A.85 A.5.1 Turner [2005e] 
A.39 A.3.14 Turner [2005e] A.86 A.5.2 Turner [2005e] 
A.40 A.3.15 Turner [2005f] A.101 A.6 Internally Defined 







Metamodel Comparison Analysis 
 
“Analysis and synthesis ordinarily clarify matters for us  
about as much as taking a Swiss watch apart  
and dumping its wheels, springs, hands, threads, pivots,  
screws and gears into a layman's hands for reassembling,  
clarifies a watch to a layman.” 
- Author Unknown 
 
B.1 Purpose 
 The comparative metamodel study in Chapter 2 produced an extensive 
set of results, the most significant of which were presented in Section 2.4. The 
remainder of the results from this study is presented in this Appendix. While 
the context of the data is presented here, the most significant results observed 
are discussed in Chapter 2 and are not repeated here. Further study of the 
study results likely will yield further insights. 
 Section 2.3 defines the methodology by which this study was 
conducted. Eight metamodel types were studied, including: linear response 
surface models (LRSMs), quadratic response surface models (QRSMs), 
approximating kriging models (AKMs), interpolating kriging models (IKMs), 
approximating radial basis function models (ARBFs), interpolating radial 
basis function models (IRBFs), multivariate adaptive regression splines 
(MARS), and NURBs HyPerModels (HPMs). Each metamodel was evaluated 
using a set of 91 trial problems divided into five cases. The five cases of 
interest evaluated the performance of each metamodel with respect to the size 
of the input data set, the function nonlinearity, the input dimensionality of the 
problem, the output dimensionality of the problem, and the deterministic or 
nondeterministic nature of the input data set.  
Metamodel performance was determined by measuring three 
quantitative criteria: the metamodel speed, the metamodel accuracy, and the 
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metamodel robustness. Each criterion was defined from two equally weighted 
metrics. The speed criterion is a combination of the fitting and evaluation 
times for the metamodel. The accuracy criterion is based on the global 
correlation coefficient and a local maximum root-mean square (RMS) error 
measurement. The robustness criterion is based on the standard deviation of 
the accuracy measurements for each set of functions defining a case. 
The performance results were combined via an augmented decision 
matrix using weights applied to the different cases and criteria. These weights 
are defined in Tables B.1 and B.2. The criterion weights were varied to 
produce the triaxial plots defining the metamodel performance, tradeoff and 
difference surfaces shown in Chapter 2 and this Appendix. 
 
Table B.1 Decision Matrix Criterion Weights.  Metamodel performance was determined 
by combining three criteria, each defined from two metrics, using a set of criterion weights. 
The decision matrices shown in Chapter 2 and this appendix use a single common set of 
criteria and metric weights. 
Criterion Weight 
Speed Criterion 0.40 
 Metamodel Fitting Time (50% of Speed Criterion) 0.20 
 Metamodel Evaluation Time (50% of Speed Criterion) 0.20 
Accuracy Criterion 0.40 
 Metamodel Global Correlation Coefficient (50% of Accuracy Criterion) 0.20 
 Metamodel Local Maximum RMS Error (50% of Accuracy Criterion) 0.20 
Robustness Criterion 0.20 
 Metamodel Global Correlation Coefficient Standard Deviation (50% of 
Robustness Criterion) 0.10 
 Metamodel Local Maximum RMS Error Standard Deviation (50% of 
Robustness Criterion) 0.10 
 
Table B.2 Decision Matrix Case Weights.  The metamodels were compared for each of 
five cases. The cases were individually weighted so that an overall result can be obtained 
from the decision matrix. 
Case Weight 
Data Set Size (Scarce, Small, Medium, Large – 25% each) 0.24 
Data Nonlinearity (Quadratic - 33% or Nonquadratic – 66%) 0.24 
Input Dimensionality (1D, 2D, or 3D – 33% each) 0.24 
Output Dimensionality (1D – 66% or Multi-D – 33%) 0.12 
Data Determinism (Deterministic or Nondeterministic – 50% each) 0.16 
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B.2 Analysis Case: Data Set Size  
 Four data set sizes were studied using 20 common functions. These 
sizes included scarce, small, medium and large data sets ranging from 5 points 
to nearly 70,000 data points. The size of the data set was increased with the 
dimensionality of the problem. Figure B.1 shows the tradeoff surfaces for 
each data set size studied. Figures B.2 through B.5 show the individual 
metamodel performance surfaces for each data set size. The individual results 
are combined in Figures B.6 and B.7 to show the overall performance and the 
resulting tradeoff surfaces for the data set size case study. The decision matrix 
for the data set size study is shown in Table B.3. 
   
Scarce Data Sets Small Data Sets 
  
Medium Data Sets Large Data Sets 
  
Figure B.1 Tradeoff Surfaces for Data Set Size Case Study. The tradeoff surfaces for 











Figure B.2 Scarce Data Set Performance Surfaces. The performance surfaces for each 











Figure B.3 Small Data Set Performance Surfaces. The performance surfaces for each 











Figure B.4 Medium Data Set Performance Surfaces. The performance surfaces for each 











Figure B.5 Large Data Set Performance Surfaces. The performance surfaces for each 
metamodel for large data sets. Results are out of a possible 100 points. 
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Table B.3 Decision Matrix Data Set Size Case. The augmented decision matrix for the 
four data set sizes considered in the data set size case of the study. Results are out of a 












Figure B.6 Data Set Size Case Study Performance Surfaces. The performance surfaces 
for each metamodel for data sets with equal consideration given to each data set size 




Figure B.7 Overall Tradeoff Surface for Data Set Size Case Study. The tradeoff surface 
with respect to data set size. Each data set size studied has been equally weighted and 
combined to define a single tradeoff surface from the performance surfaces defined in 
Figure B.6. 
B.3 Analysis Case: Nonlinearity 
 The function nonlinearity was measured with two different classes of 
functions. The first class of functions is characterized by near quadratic 
behavior. Often the functional form is similar to or dominated by a quadratic 
term. Typically, the near quadratic functions are unimodal. The second class 
of functions exhibit non quadratic behaviors, with multiple modalities and 
functional forms that may include transcendental functions such as 
exponential, logarithmic, or trigonometric terms that are not accurately 
represented by quadratic polynomials. 
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 Figure B.8 shows the tradeoff surfaces for each class of function 
nonlinearity. Figures B.9 and B.10 show the performance surfaces for all eight 
metamodel types with respect to near quadratic functions and non quadratic 
functions respectively. Using the augmented decision matrix (Table B.4), the 
individual metamodel performance surfaces from Figures B.9 and B.10 are 
combined to define the individual metamodel performance surfaces in Figure 
B.11. Using the Figure B.11 performance surfaces, the tradeoff surface for the 
function nonlinearity case study is defined as shown in Figure B.12. 
 
 
Near Quadratic Functions 
Non Quadratic Functions 
 
Figure B.8 Tradeoff Surfaces for Function Nonlinearity Case Study. The tradeoff 










Figure B.9 Near Quadratic Function Performance Surfaces. The performance surfaces 












Figure B.10 Non Quadratic Function Performance Surfaces. The performance surfaces 




Table B.4 Decision Matrix Function Nonlinearity Case. The augmented decision matrix 

























Figure B.11 Function Nonlinearity Performance Surfaces. The performance surfaces 
for each metamodel with respect to the case of function nonlinearity as obtained by 




Figure B.12 Overall Tradeoff Surface for Function Nonlinearity Case Study. The 
tradeoff surface with respect to function nonlinearity.  
B.4 Analysis Case: Input Dimensionality 
 The effect of input dimensionality was studied by grouping functions 
by the number of input variables. Figure B.13 shows the resulting tradeoff 
surfaces for 1D, 2D, and 3D functions. The corresponding individual 
metamodel performance surfaces are shown in Figures B.14, B.15 and B.16 
respectively with the augmented decision matrix given in Table B.5. 
 
1D Inputs 2D Inputs 3D Inputs 
   
Figure B.13 Tradeoff Surfaces for Input Dimensionality Case Study. The tradeoff 











Figure B.14 1D-Input Function Performance Surfaces. The performance surfaces for 











Figure B.15 2D-Input Function Performance Surfaces. The performance surfaces for 











Figure B.16 3D-Input Functions Performance Surfaces. The performance surfaces for 
each metamodel for functions with 3D-inputs. Results are out of a possible 100 points. 
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Table B.5 Decision Matrix Input Dimensionality Case. The augmented decision matrix 
for the three input dimensionalities studied. Results are out of a possible 24 points. 
 
  
 Using the augmented decision matrix to combine the results from each 
set of functions leads to the performance surfaces shown in figure B.17. The 
resulting tradeoff surface from the Figure B.17 performance surfaces is shown 











Figure B.17 Input Dimensionality Performance Surfaces. The performance surfaces for 
each metamodel with respect to input dimensionality as obtained by combining the results 




Figure B.18 Overall Tradeoff Surface for Input Dimensionality Case Study. The 
tradeoff surface with respect to model input dimensionality.  
B.5 Analysis Case: Output Dimensionality 
 Most metamodels are designed to represent models of a single output 
function. Most engineering design problems involve multiple performance 
indices. Unlike the other metamodel types, HyPerModels can simultaneously 
represent multiple outputs. Most metamodel types require individual 
metamodels to model each performance index. Figure B.19 shows the 
resulting tradeoff surfaces for functions of a single output and for functions of 
multiple outputs. Figures B.20 and B.21 show the performance surfaces for 
single and multiple output functions respectively. 
 
1D Outputs ND Outputs 
  
Figure B.19 Tradeoff Surfaces for Output Dimensionality Case Study. The tradeoff 











Figure B.20 1D-Output Function Performance Surfaces. The performances for each 











Figure B.21 ND-Output Function Performance Surfaces. The performances for each 
metamodel for functions with ND-outputs. Results are out of a possible 100 points. 
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 The performance surfaces in Figures B.20 and B.21 are 
representations of portions of the augmented decision matrix shown in Table 
B.6. The case weights combine the single and multiple output function cases 
into another set of performance surfaces, shown in Figure B.22, denoting the 
performance of each metamodel for the output dimensionality case study. 
These performance surfaces define the tradeoff surface shown in Figure B.23. 
 
Table B.6 Decision Matrix Output Dimensionality Case. The augmented decision matrix 
for functions with a single output variable, or for multiple output variables. Results are out 















Figure B.22 Output Dimensionality Performance Surfaces. The performance surfaces 
for each metamodel as obtained by combining the results from Figures B.20 and B.21. 




Figure B.23 Overall Tradeoff Surface for the Output Dimensionality Case Study. The 
tradeoff surface for with respect to model output dimensionality.  
B.6 Analysis Case: Deterministic Data 
 The final case considered was the case where the data set used to 
define the metamodel is not deterministic. Metamodels defined from a set of 
functions producing deterministic data sets were compared to metamodels 
defined from the same functions but with random noise added, resulting in a 
nondeterministic data set. The tradeoff surfaces for each data type are shown 
in Figure B.24, and the performance surfaces in Figure B.25 and B.26. 
 
Deterministic Data Non Deterministic Data 
  
Figure B.24 Tradeoff Surfaces for Data Determinism Case Study. The tradeoff surfaces 











Figure B.25 Deterministic Function Performance Surfaces. The performances for each 
metamodel for data sets obtained from deterministic data sources. Results are out of a 











Figure B.26 Nondeterministic Function Performance Surfaces. The performances for 
each metamodel for data sets obtained from nondeterministic data sources. Results are out 
of a possible 100 points. 
 537
 Table B.7 shows the augmented decision matrix for the case where 
data may or may not be deterministic. The performance surfaces for each 
metamodel are shown in Figure B.27, and the tradeoff surface is shown in 
Figure B.28. 
   
Table B.7 Decision Matrix Data Determinism Case. The augmented decision matrix for 



















Figure B.27 Data Determinism Performance Surfaces. The performance surfaces for 
each metamodel obtained by combining the results from Figures B.25 and B.26. Results are 




Figure B.28 Overall Tradeoff Surface for Data Determinism Case Study. The tradeoff 
surface with respect to the determinism of the data set.  
B.7 Overall Performance 
 From these five cases, an augmented decision matrix, shown in Table 
B.8, is used to combine results of the decision matrices in Tables B.3 through 
B.7 into a single performance estimate. In addition, the criteria metrics can be 
combined presenting only the results for each of the three criteria, rather than 
the results for each metric. Table B.9 shows includes this simplification. 
Performance surfaces allow multiple criteria weights to be simultaneously 
considered from a decision matrix. Figure B.29 shows the performance 
surfaces resulting from the augmented decision matrices shown in Tables B.8 
and B.9. 
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Table B.8 Overall Metamodel Decision Matrix. All five cases are considered in the 
overall decision matrix. Each case is assigned a weight as given in Table B.2. Results are 




Table B.9 Overall Metamodel Decision Matrix Criteria Only. The overall decision 
matrix with the criteria metrics collapsed to define the three performance criteria. This 
form allows the relative contributions of each performance criterion to be readily 












Figure B.29 Overall Metamodel Performance Surfaces. The performance surfaces for 
each metamodel obtained from the decision matrices in Tables B.8 and B.9. Results are out 
of a possible 100 points. 
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 The overall decision matrix in Table B.8 defines the performance 
surfaces in Figure B.29, which can be used to define tradeoff surfaces as in 
Figure B.30. Figure B.30 includes the tradeoff surfaces for each case as well 
as the overall tradeoff surface.   
 
Data Set Size Function Nonlinearity 
  
Input Dimensionality Output Dimensionality 
  
Data Determinism Overall 
  
Figure B.30 Tradeoff Surfaces by Case Study. The five tradeoff surfaces from each case 
are also combined through the overall decision matrix to define and overall tradeoff 
surface. 
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 In addition to the performance surfaces, some insight can be gained by 
examining a difference surface. A difference surface is obtained by 
subtracting the performance surface of one metamodel from another 
metamodel. Since a decision matrix is generally considered accurate to within 
3-5% of full scale [Otto, 2001], a difference surface is particularly useful to 
determine where two metamodels exhibit equivalent performance. Figure 
B.31 shows two difference surfaces that compare HyPerModels to the best 
overall metamodel technique and the most competitive alternate metamodel 
technique. HyPerModels are competitive throughout virtually the entire 
criteria space. Other difference surfaces can be easily defined from the 
performance surfaces shown in Figure B.29. 
 
 
Figure B.31 HyPerModel Difference Surfaces. The difference surface for HyPerModels 
versus the other metamodel types (left) shows that HyPerModels are competitive with the 
best metamodeling techniques for virtually all criteria combinations given the accuracy of 
the decision matrix. Comparing HyPerModels to the most competitive metamodeling 
technique (right) also shows that HyPerModels is competitive throughout the criteria space. 
B.8 Summary 
 The purpose of this Appendix is to present the complete set of decision 
matrices, performance, tradeoff and difference surfaces calculated from the 
comparative metamodel study presented in Chapter 2. Salient results from this 
study are presented and discussed in Chapter 2. Given the substantial amount 
of data created from this study, additional insights certainly can be obtained 
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from further study of the results shown in this Appendix. While further work 
based on this study is justified, the primary conclusion presented in Chapter 2 
that HyPerModels are competitive with the best metamodeling techniques 
throughout most of the criteria space is further supported by the additional 





Random Number Generator 
 
“The generation of random numbers is too important to be left to chance.” 
- Robert R. Coveyou 
 
C.1 Purpose 
 The purpose of this chapter is to demonstrate that the random number 
generator used in this research is in fact random. Most random number 
generators are not in fact truly random. Instead, they generate sequences of 
seemingly random numbers. However, if the sequence is generated multiple 
times from the same starting point in the sequence, it is not random but 
instead periodically repeats. In order to help randomize a random generator, 
such as that obtained from Press [2002] and used for various applications in 
this research, the starting point in the sequence is determined by an initiation 
routine. This Appendix demonstrates that the initiation routine used in this 
research yields an effectively random set of starting points for a large number 
of trials. 
C.2 Random Number Generator Algorithm 
 The core random number generator algorithm was obtained from Press 
[2002] and is called ranqd2() which produces an output ranging from 0 to 1. 
This algorithm represents a 32-bit linear congruential generator, a fast but not 
necessarily sufficiently “random” approach for all applications. For the 
purposes in HyPerMaps, the algorithm does appear to produce a sufficiently 
random result.  
This conclusion is based on a relatively simple experiment where 2.5 
million random numbers were generated. This set was first searched for 
matching pairs of numbers, and none were found, so the set is at least 
composed of unique values and thus the period of the random number 
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generator is at least 2.5 million numbers. The results were binned into 100 
bins between 0 and 1 and normalized so that bin populations are ratios of the 
average bin population. Thus, the height of each bin represents the probability 
that a particular random number generated will fall in that bin. Since there are 
100 bins, the probability of falling in a particular bin should be P = 0.01. If 
there is a bias in the random number generator, some bins should result in 
higher probabilities than other bins. The results are shown in Figure C.1.  
 
 
Figure C.1 Random Number Generator Bias. The probability of a random number, x, 
falling within a particular bin is shown here. Since there are 100 bins, the probability of x 
being in any particular bin should be close to P = 0.01. 2.5 million random points were 
sampled. 
  
 Based on Figure C.1, the random number generator does not appear to 
exhibit any significant bias. However, it was noted that subsequent runs of the 
random number generator produced identical sequences. So, if the random 
number generator was employed on sequential runs, the random numbers 
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generated followed an identical pattern. This is a typical problem for random 
number generators, and led to the development of an initiation algorithm. 
C.3 Initiation Algorithm 
 The initiation algorithm uses a two-part strategy to reach a random 
starting location within the sequence of random numbers from the random 
number generator. The first part of the strategy is to use a prior initiation of 
the random number generator to define a random starting point for the next 
random number generator initiation. This is accomplished by simply storing a 
random number, r, in a file named Random.dat. This however is not sufficient 
since if r were not updated (or was reset to the prior value), then the random 
number generator would find the same starting point in the sequence. 
 The second part of the strategy involved using the current machine run 
time to generate a second number. When the random number generator is 
initiated, the computer supplies the time differential between the current time, 
and the time at which the program was initiated. Given that there is some 
variation in processing speed depending on such parameters as the 
background tasks running on a system, processor types, when the user 
initiates the program, and even the operating temperature of the processor 
from one run to the next, the chance that this number will be exactly 
duplicated is small. Furthermore, since this parameter will be combined with a 
previously generated random number, the effort required to cause the program 
to start twice at the same point in the random number sequence is quite 






Algorithm C.1 Random Number Initiation Algorithm.  The random number generator 
incorporated into HyPerMaps is first initialized with the run time and a previously 
generated random number.  
 
void RandomNumbr(int time){ 
//  Define Variables 
    int i;        //  Integer Counter of Sufficient Size 
                  //  time = (clock()-start)/(CLOCKS_PER_SEC); 
    float r;      //  Temp Storage of Random Number 
    double TEMP;  //  Temporary Counter Storage 
 
//  Read In Previous Random Number 
    open(“Random.dat”); 
    fin >> r; 
    close(“Random.dat”); 
 
//  Loop to initialize random number generator 
    for(i=0;i<time*time*r;i++) r = ranqd2();   
            // ranqd2() Random Number Generator from Press [2000] 
 
//  Prepare for next initialization 
    open(“Random.dat”); 
    fout << r << endl; 
    close(“Random.dat”); 
 
//  Initialization Complete 
    return; 
} 
  
 Just as was done with ranqd2(), 2.5 million points were generated 
from this algorithm. Again, these points were checked for repeating points, 
and none were found. As in section C.2, the points were binned and the 
probability of a random point of value, x, falling into a particular bin was 
plotted, and is shown in Figure C.2. 
 As with ranqd2(), Figure C.2 indicates that there is no apparent bias 
resulting from the initiation algorithm. Furthermore, since no replicates were 
detected, the Algorithm C.1 appears to be effective at randomizing the starting 
location of ranqd2(). Consequently, RandomNumbr() represents an effective 
random number generator for HyPerMaps. 
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Figure C.2 Random Number Generator Initiation Bias. The probability of a random 
number initiation point, x, falling within a particular bin is shown here. Since there are 100 
bins, the probability of x being in any particular bin should be close to P = 0.01. Two and a 
half million random points were sampled. 
C.4 Summary 
 HyPerMaps generates random numbers for two purposes. First, it uses 
random numbers to establish a random starting point for comparisons to 
random multi-start SQP optimization algorithms. Second, it uses random 
multi-start SQP optimization in HyPerSample once the number of control 
points in the HyPerModel exceeds a user-defined threshold. In both 
applications, a suitably advanced random number generator is highly 
desirable. By coupling an existing random number generator algorithm with 
an initiation algorithm, HyPerMaps achieves an apparently random starting 




The Mathematics of HyPerOp 
 
“We are all faced with a series of great opportunities -  
brilliantly disguised as insolvable problems.” 
- John W. Gardner 
 
D.1 Purpose 
HyPerOp, the optimization algorithm for HyPerModels, described in 
Chapter 5, is based on the properties of NURBs. Several critical aspects of the 
algorithm merit detailed examination and proof. These aspects include the 
relationship between control point geometry and the local minimums 
(maximums) of the HyPerModel, and the relationship between the location of 
a control point and the global minimum (maximum) of the HyPerModel. The 
purpose of this appendix is to examine these relationships in detail. 
D.2 Definition of Optimal Locations with Control Points 
 A HyPerModel is constructed as a set of locally quadratic curve 
segments (patches of regions in higher dimensions). Within each segment, 
there is a finite number of ways to define a local minimum (maximum) as 
shown in Figure D.1. 
 The four cases shown in Figure D.1 include the following: 
• Case A1 - defined by a quadratic segment with a stationary 
point greater than the range for which the segment is 
defined, resulting in a local segment minimum at the upper 
parametric limit of the segment. 
• Case B1 - defined by a quadratic segment with a stationary 
point less than the range for which the segment is defined, 
resulting in a local segment minimum at the lower 
parametric limit of the segment. 
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• Case C - defined by a quadratic segment with a stationary 
point within the range for which the segment is defined, 
resulting in a local segment minimum within the bounds of 
the segment. 
• Case D - defined by a quadratic segment with a stationary 
point within the range for which the segment is defined, 
resulting in multiple local segment minimums at the bounds 
of the segment.  
 
 
Figure D.1 Quadratic Segment Types. Four quadratic segment types can define 1 or 2 
local minimum locations (within the segment bounds) in this planar case. Higher 
dimensional patches or regions will exhibit similar cases but may define larger numbers of 
local minimum locations. 
  
 In addition to these four cases, three more potential cases exist if the 
control points defining these segments are collinear, and thus define a 
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quadratic curve with a null coefficient for the quadratic term (i.e. a linear 
curve). These cases are shown in Figure D.2. 
   
 
Figure D.2 Linear Segment Types. If the control points defining a segment are collinear, 
three possible types of local minimum locations exist in this planar case. Higher 
dimensional patches or regions will exhibit similar behaviors. 
  
The three cases shown in Figure D.2 include the following: 
• Case A2 - defined by a linear segment with collinear 
control points and a stationary point greater than the range 
for which the segment is defined, resulting in a local 
segment minimum at the upper parametric limit of the 
segment. This case also occurs if two of the three control 
points are coincident. 
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• Case B2 - defined by a linear segment with collinear 
control points and a stationary point less than the segment 
range, resulting in a local segment minimum at the lower 
parametric limit of the segment. This case also occurs if 
two of the three control points are coincident. 
• Case E - defined by a linear segment with collinear control 
points that share a common y coordinate value. The entire 
segment represents a local minimum. This case also occurs 
if all three control points are coincident.  
So there are seven possible cases defining the local minimum 
(maximum) with respect to a HyPerModel curve segment. These cases are 
summarized in Table D.1. 
  
Table D.1 Control Point Locations and Local Optima. Each case can be defined by 
examining the control point locations. Each curve segment is defined by 3 control points, 
designated CP1, CP2, and CP3 with corresponding y coordinates y1, y2, and y3. The curve 
segment exists within the range [xLB, xUB] defining the lower and upper bounds 





Local Minimum  
Location(s) 




A1 Quadratic 3 2 1
CP CP CPy y y≤ <   
and 
1 3CP CP
y y≠  
Boundary 
A2 Linear 
min UBx = x  
CP1, CP2, and CP3 are 
collinear and 
1 3CP CP
y y≠  Boundary 
B1 Quadratic 1 2 3
CP CP CPy y y≤ <  and 
1 3CP CP
y y≠  
Boundary 
B2 Linear 
min LBx = x  
CP1, CP2, and CP3 are 
collinear and 
1 3CP CP
y y≠  Boundary 
C Quadratic LB min UBx < x < x  2 1CP CPy y<  and 2 3CP CPy y<  Interior 
D Quadratic min LB
x = x  and/or 
min UBx = x  1 2
CP CPy y< and 3 2CP CPy y<  Boundary 
E Linear min LBx = x  
CP1, CP2, and CP3 are 
collinear and 
1 2 3CP CP CP






A NURBs HyPerModel is composed of multiple segments from these 
seven cases. The knot vector defines the span of each NURBs segment while 
the control points involved define the shape of the segment. Since an open 
knot vector is used to define the HyPerModel, the boundary segments behave 
differently than internal segments, in that the boundary segments will 
interpolate the boundary control points. A HyPerModel curve, defined with 
five control points, results in three local quadratic curve segments, including 
both boundary (two) and internal (one) curve segments. This curve is shown 
in Figure D.3. 
   
 
Figure D.3 A Five Control Point HyPerModel Example. A HyPerModel, defined with 
five control points results in a curve composed of multiple segments of the types defined in 
Table D.1.  
  
The curve defined in Figure D.3 is composed of three segments, 
defined by each successive set of three control points, as shown in Figure D.4. 
The segments defined by control points 1, 2 and 3 (segment A) and by 3, 4 
and 5 (segment B) are both boundary segments. Consequently, both segments 
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interpolate the boundary control points (1 and 5 respectively) due to the open 
knot vector.  
   
 
Figure D.4 A Three Segment HyPerModel Example. The HyPerModel is defined locally 
with three segments, designated A (in dark blue), B (in green), and C (in light blue). The 
three adjacent control points define each segment. Segments A and C are boundary 
segments, defined by case D, while Segment B is an interior segment defined by case C. 
  
 Recalling from Chapter 4, the HyPerModel is defined by a planar 


























and where bi is a vector defining the location of the ith of nC control points in 
an ℜN+1 space, N is the dimensionality of the space, wi is a positive scalar 
defining the weight of the ith particular control point, and Ni,k(u) is the B-
spline basis function given as a function of u. The parameter u is a 
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parameterized coordinate, defining a position along the curve length, 
equivalent to the point defined by p(u). The B-spline basis function is 
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where x is the knot vector, a sequence of parameter values defining the region 
of control point influence. For the ith control point, the region of influence is 
defined by the metamodel order, k. The B-spline basis function exhibits the 
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subject to the constraints: 2 Ck n≤ ≤  (D.5)
0.1 1iw≤ ≤  (D.6)
and subject to the definition: 0 00 ≡  (D.7)
where wmin and wmax are user-defined limits on the control point weights, and 
wi is the weight of control point i, which in this application is constrained to a 
maximum value of 1, as per Equation D.6. 
 For the purposes of studying the relationship between the control point 
coordinates and weights with respect to the curve segments, as defined by 
Equation D.1, a single curve segment shall be derived in detail. This curve 
segment is shown in Figure D.5. The segment is the interior segment of the 
curve shown in Figures D.3 and D.4. For simplicity, the control points have 




Figure D.5 Interior HyPerModel Curve Segment. The interior curve segment of the 
HyPerModel curve shown in Figures D.3 and D.4 exists between the end points E1 and E2, 
and is defined by control points 1, 2 and 3. This segment is an example of case C as 
defined in Table D.1 with a single interior stationary point at E1 ≤ u ≤ E2. 
  
 The entire HyPerModel is defined by Equation D.1, which can be 
expanded to define each individual curve segment. The resulting Equation 
defining the interior curve segment shown in Figure D.5 is given as Equation 
D.8, 
1 1 1,3 2 2 2,3 3 3 3,3
1 2
1 1,3 2 2,3 3 3,3
( ) ( ) ( )
( ) for E E
( ) ( ) ( )
w N u w N u w N u
u u






where bi defines the position of the ith control point in the x-y plane, wi is the 
corresponding control point weight, and Ni,3(u) is the B-spline basis function 
defined by Equations D.2 and D.3. Like Equation D.1, this curve segment is 
defined under the constraints of Equations D.4 through D.7. In addition, the x-
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coordinates of the control points define the internal knots of the knot vector 
that define the curve segment boundaries E1 and E2, as per Equation D.9. 
( )i i i+1
1E = x +x
2
 (D.9)
where xi is the x coordinate of the ith control point. Note that as described in 
Chapter 4, the independent input coordinate, x, is equated with the parametric 
coordinate, u, of the NURBs curve. Chapter 4 discusses the implications of 
the parameterization. 
 A careful review of Equations D.2 and D.3 indicates that the range 
defined by Equation D.10 bounds the B-spline basis functions. 
,0 ( ) 1i kN u≤ ≤  (D.10)
 Under this constraint, there are only limited cases where Equation D.8 
can result in the curve segment becoming coincident with the control point 
locations. Since the curve segment is defined between the range defined by 
the average of the boundary control point and the interior (middle) control 
point, the segment can only interpolate the end points if a boundary and 
middle control point are coincident. Both boundaries can be interpolated if 
and only if all three control points that define the segment are coincident. 
 Thus, the question becomes whether the interior control point can be 
coincident with the curve segment. For this to be true, Equation D.8 must 
reduce to Equation D.11. 
2
1 1 2 2,3 3 3?
2 2
2
2 1 2 2,3 3
x
(0) ( ) (0)
x y
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y (0) ( ) (0)
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 Equation D.11 can be true only under the conditions that N1,3(x2) = 
N3,3(x2) = 0 and N2,3(x2) = 1. By applying Equations D.2 and D.3 to each of 
the B-spline basis functions active for this segment, and simplifying the 
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where E0 is the knot vector value (end point) preceding E1 and E3 is the knot 
vector value following E2. In order to define a valid knot vector E0 ≤ x1 and x3 
≤ E3 must both be true (otherwise the knot vector will not consist of 
monotonically increasing values). Taking these conditions as equalities, such 
that E0 = x1 and x3 = E3, and evaluating D.12 at u = x2, leads to 
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2x x x x x
N
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 (D.15)
where both terms are positive nonzero terms. Therefore, N1,3(x2) must also 
have a positive nonzero value. Since the three basis functions defined in 
Equations D.12 through D.14 must also obey the definitions given in 
Equations D.4 and D.10, a nonzero value in N1,3(x2) also means that the values 
of the remaining two basis functions are less than 1. As it turns out, N3,3(x2) 
also has a positive nonzero value, further reducing the value of N2,3(x2), which 
like the other two basis functions has positive nonzero value at u = x2. 
 Thus, one can conclude that Equation D.11 is a false statement unless 
control points are coincident. This is proof of the convex hull property of 
NURBs curves. As a barycentric combination of control point locations, the 
NURBs curve segment cannot exceed the location values of its defining 
control points and is constrained to exist within the convex hull defined by 
those control points. 
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 Since this segment is defined by case C, a single interior stationary 
point (denoting a local minimum) is defined within the curve segment. Since 
this stationary point is not coincident with the minimum defining control 
point, the position of this point with respect to the minimum control point 
remains undefined. 
D.3 Finding the Optimal Location with Control Points 
 In the previous section, it was determined that the stationary point of 
the curve segment is not coincident with the minimum control point location. 
However, the minimum control point parametric (independent) coordinate 
may define the parametric location of the stationary point. If this is true, then 
simply locating the minimum control point and evaluating the HyPerModel at 
that location can find the value of the segment minimum. 
 A NURBs HyPerModel exhibits multiple stationary points, which 
could be found by using the closed form equations for the derivative of a 
NURBs curve [Piegl, 1997b] to solve for the stationary points, or by 
converting the individual parametric segments to implicit curves using 
algorithms defined in Kobbelt [2001]1. These implicit segments can each be 
differentiated to locate stationary locations. These approaches do not identify 
boundary minimums (maximums), which may represent the global minimum 
(maximum) of the HyPerModel since a boundary minimum (maximum) does 
not need to be represented with a stationary point. 
 For simplicity, assume that the weights of the control points defining 
the curve segment used in section D.2 are unitary, allowing Equation D.1 to 
be simplified as Equation D.16. This simplification is for clarity, and the 
effect of weights will be discussed later in this section. 
                                                          
1 Kobbelt [2001] converted NURBs curves and surfaces to implicit forms for visualization 
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 With weights of 1, Equation D.16 defines a B-spline curve, rather than 
a NURBs curve. For the segment defined in Figure D.5, Equation D.16 
expands to become Equation D.17. 
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 Substituting in the expanded B-spline basis functions for this segment, 
Equations D.13, D.14, and D.15, and taking the derivative of the resulting 
function yields Equation D.18 (with simplifications). 
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 The stationary point of this curve segment is located at the u value 
where dp(u)/du = 0. Taking the second derivative of Equation D.18, as in 
Equation D.19, confirms that the stationary point defined by this curve 
segment is indeed a local minimum since y1 ≤ y2 and y2 ≤ y3.2 
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 Solving Equation D.18 for dp(u)/du = 0, yields Equation D.20. 
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 In both the numerator and denominator, the coefficients of y1 and y3 
are both positive (or zero), while the coefficients of y2 are negative. (If either 
y2 coefficient is zero the other coefficient is also zero and the control points 
                                                          
2 Note that the component of p that is of interest in this problem is the y-coordinate 
component, which is substituted in for the control point location vectors bi. 
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are coincident.)  Therefore the sign on the right hand side of Equation D.20 is 
determined by the relative magnitude of y1, y2 and y3. The stationary point 
defined by Equation D.20 will share a common x coordinate location with the 
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 Thus, it can be concluded that while it is possible for the control point 
location to coincide with the stationary point of the curve segment and thus 
also coincide with the local minimum (maximum) such a location is not at all 
guaranteed. The location of the stationary point is a function of all three 
control point locations, as well as the knot vectors preceding and following 
those that define the end points of the local curve segment. An examination of 
Figure D.6 confirms that the HyPerModel used for this example has a local 
minimum that does not share the same parametric coordinate value as the 
minimum control point in the span. 
 Therefore, while a control point defining a local minimum in the 
control polygon will have a parametric coordinate within a case C polynomial 
segment, the local stationary point will be share a common parametric 
coordinate only under the limited circumstances defined by Equations D.21 
through D.24. However, given an appropriate gradient-based search 
algorithm, the proximity of the stationary point to the minimum (maximum) 





Figure D.6 Stationary Point Location. In this simple example, the stationary point of the 
curve segment does not share the same parametric coordinate location as the minimum 
control point (control point 2). 
  
 Given this, what can be said about the conditions under which the 
parametric coordinate location of the stationary point will be the same as that 
of the minimum control point? One such case occurs if the defining control 
polygon is symmetric about an axis of constant parametric value projected 
through the minimum (maximum) control point. Equations D.25, D.26 and 
D.27 define the necessary conditions for this case, shown in Figure D.7. 
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where the minus sign in Equation D.25 denotes the different slope directions 
on each side of the control polygon. More complex cases involving control 
point locations and weights that do not correspond to the conditions in 
Equations D.25 through D.27, also exist. 
 
 
Figure D.7 Symmetric Stationary Point Location. In this simple example, the stationary 
point of the curve segment shares the same parametric coordinate location as the minimum 
control point (control point 2) due to the symmetry in the control polygon. 
 
 A similar calculation can be carried out for a NURBs curve with non-
unitary control point weights. In this case, Equation D.17 is defined with a 
ratio of polynomials, rather than a single polynomial. This calculation will 
add another level of dependency upon the relationship between the location of 
the stationary point of the curve segment and the parametric location of the 
middle control point by adding further constraints based on the control point 
weights. However, due to the complexity of the resulting equations, this 
exercise is left to the truly interested reader. 
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D.4 Optima and the Variation Diminishing Property 
 Based on the previous two sections of this Appendix, it is clear that 
while control points are related to the shape of the HyPerModel, and thus the 
locations of local minimums (maximums) within the HyPerModel, the control 
points themselves are insufficient to define the exact locations of these local 
minimums (maximums). In fact, it is clear that the control point independent 
and dependent coordinates, the control point weights, the knot vector, and the 
curve order play a role in the determining the location of the local minimums 
(maximums) in the HyPerModel. 
 HyPerOp discovers the local minimums (maximums) through a multi-
start search strategy that takes advantage of the Convex Hull Property of 
NURBs to initiate a search in each region of interest and determines the 
global minimum by applying the Variation Diminishing Property of NURBs 
to eliminate regions of interest from the HyPerModel with each search.  
 Recall from section 4.5 that the Variation Diminishing Property says 
that a NURBs curve does not oscillate about any straight line any more often 
than does its defining control polygon. Unlike section D.2, where the Convex 
Hull Property was proved, proof of the Variation Diminishing Property is not 
reproduced in its entirety here. Variations of the original proof [Lane, 1983] 
can be found in Piegl [1997a] and Cohen [2001].  
 The fundamental approach to the proof is to transform the NURBs 
curve so that the line of intersection defines a zero value on the curve. Both 
the control polygon and NURBs curve will exhibit a sign change whenever 
either object transitions across the line of intersection. The number of sign 
changes for each can be calculated and Equation D.28 defines the Variation 
Diminishing Property. 
Polygon NURBsV V≤  (D.28)
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where VPolygon is the number of sign changes in the control polygon and VNURBs 
is the number of sign changes in the NURBs curve. Since the NURBs curve 
obeys the Convex Hull Property, a sign change in the curve must also result in 
a sign change in the control polygon. However, since the NURBs curve does 
not necessarily interpolate the control polygon, a sign change in the control 
polygon does not necessarily result in a corresponding sign change in the 
NURBs curve. 
 In order for there to be a sign change in the control polygon, 
successive control points must exhibit a corresponding sign change in the 
location of adjacent control points. Thus, for the control polygon to exhibit a 
sign change with respect to an arbitrary straight line, adjacent control points 
must be located on each side of the line. Consequently, at least one control 
point must have a value less than that of the straight line.  
 Since a NURBs curve segment will follow the shape of the defining 
control polygon as demonstrated in section D.2, a control point located below 
the line of intersection represents a possible location where the NURBs curve 
also intersects with the line of intersection. In the case of HyPerOp, the 
interest is in lines of constant dependent coordinate value, rather than arbitrary 
straight lines in space. The dependent coordinate in HyPerOp is defined as the 
objective function of the optimization problem. HyPerOp uses the convention 
that the goal is to minimize the objective function. 
 The strategy used by HyPerOp to select starting points for its multi-
start optimization algorithm is based on one assumption. The assumption is 
that the selected optimization algorithm will accurately converge to the local 
minimum in the region of attraction for which the starting point is located. 
Since each segment of the control polygon is locally quadratic, many 
optimization algorithms are capable of reliably finding the optimal local 
solution. A simple sequential quadratic programming algorithm was selected 
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for this purpose. The step size for the SQP algorithm is bounded so that the 
algorithm does not step over multiple local quadratic segments in a single 
SQP iteration. While this can result in additional optimization iterations, in 
general the control points are located in close proximity to the local minimum. 
 As described in section 5.4.3.1, HyPerOp behaves as if the objective 
function was being exposed by water being withdrawn from a bathtub.  
Control points above the waterline (or optimization level) are not associated 
with local minimums. By initially setting the optimization level to the average 
value of the control points, a number of control points can be eliminated 
initially via the Variation Diminishing Property, while maintaining a high 
probability that the global minimum of the HyPerModel is associated with 
one of the control points that remains below the optimization level. For the 
example used in this Appendix, this initial step is shown in Figure D.8.  
 
 
Figure D.8 Initial HyPerOp Optimization Level. The initial optimization level (y = 3.7 
above) is based on the average values of the control points. The average eliminates control 
points 2 and 4 from consideration. Three optimization starts may be necessary to find the 
global minimum of the HyPerModel.  
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 HyPerOp now selects the smallest remaining control point to use as 
the starting location for an SQP algorithm. While any remaining control point 
may be selected, the smallest control point is most likely to coincide with a 
local optimum that eliminates as many remaining control points as possible. 
In this example, the smallest remaining control point is control point 3 (y = 
1.5), and so the starting location of x = 0.4 is used by the SQP algorithm. This 
location results in an local minimum solution of x* = 0.49 and f(x*) = 2.703. 
This result is less than the prior optimization level of 3.7, so the optimization 
level is reduced to this new value, as shown in Figure D.9. 
 
 
Figure D.9 HyPerOp Optimization Level SQP Start 1. A single SQP optimization run 
identifies the local minimum at x* = 0.49 with a value of y* = 2.703. This optimum 
eliminates control point 1 from consideration. In addition, control point 3 is eliminated 
since it was used as the starting location for this iteration. This leaves only control point 5 
as a potential optimization location.  
 
 Based on this new optimization result, the Variation Diminishing 
property is applied to the remaining control points, resulting in the elimination 
of control point 1 as a potential starting point location. Since control point 3 
was used to determine the starting location of a previous SQP iteration, it can 
also be eliminated from further consideration since it is assumed that the 
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solution obtained from this starting point lies within the region of attraction 
associated with control point 2. Furthermore, by starting from the smallest 
control point and working up, it is likely that the control points initially 
sampled are associated with case C local curve segments. 
 As the only remaining control point, control point 5 is used as the 
starting point for another SQP optimization run. As a boundary control point, 
the local optimum is coincident with this location and SQP will converge 
rapidly. Since this value, f(x*) = 2.0, is less than the previous optimization 
level value, the Variation Diminishing and Convex Hull Properties support 
the conclusion that x* = 1.0 is the global minimum of the HyPerModel.3 This 
is shown in Figure D.10. 
 
 
Figure D.10 HyPerOp Optimization Level SQP Start 2. A second SQP optimization run 
identifies a local minimum at x* = 1 with a value of y* = 2. Since there are no further 
control points to be searched, and this is the smallest optimization result, this point is also 
the global minimum of the HyPerModel. 
                                                          
3 Note that this solution is not associated in the same region of attraction as the smallest 
control point, control point 3. This is not uncommon, and is often observed in many 
HyPerOp trials. However, the ability to eliminate regions from consideration allows 
HyPerOp to determine when the optimization process is complete. 
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D.5 Conclusions 
 As demonstrated in this Appendix, the location of a local optimum is 
determined by a complex relationship between control point independent and 
dependent locations, control point weights, the HyPerModel knot vector, and 
the curve order. In rare situations, the local optimum may be coincident with 
the dependent or independent coordinates of a control point. However, in 
most situations, the control point only approximates the location of a local 
optimum. 
 In this case, it is assumed that an optimization algorithm, such as SQP, 
can reliably and accurately locate a local optimum from a starting location in 
a common region of attraction. A control point, associated with the local 
curve segment defining the local optimum location is used to define the 
starting point for the optimization algorithm. Iteratively applying the 
Variation Diminishing Property with the results from these optimization runs, 
allows regions of the HyPerModel associated with certain control points to be 
eliminated from consideration as potential optimization starting locations. In 
any optimization run, the remaining valid control points define an upper limit 
on the number of optimization starts required to locate the global optimum. 
When all locations have been eliminated from consideration, the Convex Hull 
Property allows the algorithm to conclude that the optimum value found is 
also the global optimum of the HyPerModel. Thus, these properties can be 
used to locate the global optimum of a HyPerModel and determine when the 
process is complete. This is the approach underlying the HyPerOp algorithm 
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