Abstract. We derive a lower and an upper bound for the number of binary cyclotomic polynomials Φm with at most m 1/2+ε nonzero terms.
Introduction
A cyclotomic polynomial Φ m ∈ Z[x] is the monic polynomial of minimal degree having all the primitive mth roots of unity as its zeros. We say that the number m and the polynomial Φ m are binary if m is a product of two distinct odd primes.
A. Migotti [6] proved that a binary cyclotomic polynomial Φ m has coefficients in {−1, 0, 1} only. The explicit number θ m of nonzero terms of Φ m was derived by L. Carlitz [2] . He proved that for m = pq we have θ m = 2p ′ q ′ − 1, where q ′ denotes the inverse of q modulo p and similarly p ′ is the inverse of p modulo q.
It can be easily proved that for binary m we have m 1/2 < θ m < m/2. H.W. Lenstra proved in [5] that for every ε > 0 there exist infinitely many binary numbers m such that θ m < m 8/13+ε . His method is based on the result of C. Hooley [4] that for every integer a = 0 and every ε > 0 there exist infinitely many primes p for which P (p − 1) > p 5/8−ε , where P (n) denotes the largest prime factor of n. The constant 8/13 is presently the best possible.
The result of C. Hooley has been improved by several authors. The best result to the date is due to R.C. Baker and G. Harman [1] , who proved that P (p − 1) > p 0.677 for infinitely many primes p. It gives nearly 0.6 instead of 8/13. We cannot improve the result of R.C. Baker and G. Harman, so we present a different method to achieve our goals.
We consider the set A ε (N ) of integers n < N for which P (n) > n 1−ε and P (n+1) > (n+1) 1−ε . By the result of A. Hildebrand [3] the set A ε = A ε (∞) has a positive lower density for every ε > 0. We use this fact to prove the following theorem.
Theorem. Let B ε (N ) denote the set of binary m < N for which θ m < m 1/2+ε . Then we have
where we used the O and Ω asymptotical notation.
It is a well known result of Landau that #{m ≤ N : m binary} ∼ N log log N/ log N.
From this and from the third inequality it follows that for every ε ∈ (0, 1/2) the set B ε = B ε (∞) has relative density 0 in the set of binary m.
Proof of the Theorem
Part I. For every n ∈ A ε put p = P (n), q = P (n + 1) and m = pq. Then
By the definition of A ε we have
for m > m 0 , where m 0 depends only on ε. Moreover n < m 1/2+ε < m, hence n = pp ′ − 1 or n =′ − 1. If both of them are in A ε , then
So for m > m 1 (where m 1 also depends only on ε) we can determine n uniquely by m. We have m > n, thus every n > m 1 is determined uniquely by m. Let M = max{m 0 , m 1 }. By the inequality
is injective and so
by the result of A. Hildebrand mentioned in the introduction.
Part II. For m = pq ∈ B ε put n = min{pp ′ ,′ } − 1. The following facts
imply that n < Cm 1/2+ε for some constant C depending only on ε. Also
thus p, q > m 1/2−ε . We have p | n and q | n + 1 (or inversely). Moreover log n log min{p, q}
Thus p = P (n), q = P (n + 1) (or inversely) for m large enough, because (1/2 + ε)/(1/2 − ε) < 2 for ε < 1/6. We define m 2 to be the smallest number satisfying the following condition: if m > m 2 then m = P (n)P (n + 1).
It is obvious that m 2 depends only on ε. Thus the function
is an injection. Finally
due to the result of A. Hildebrand.
Part III. We assume that m = pq with q > p. By the inequality θ m > q, if θ m < m 1/2+ε then q < p (1/2+ε)/(1/2−ε) . Thus 
