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Abstract
Exponential single server queues with state dependent arrival and service rates are
considered which evolve under influences of external environments. The transitions of
the queues are influenced by the environment’s state and the movements of the envi-
ronment depend on the status of the queues (bi-directional interaction). The structure
of the environment is constructed in a way to encompass various models from the re-
cent Operation Research literature, where a queue is coupled e.g. with an inventory
or with reliability issues. With a Markovian joint queueing-environment process we
prove separability for a large class of such interactive systems, i.e. the steady state
distribution is of product form and explicitly given: The queue and the environment
processes decouple asymptotically and in steady state.
For non-separable systems we develop ergodicity criteria via Lyapunov functions. By
examples we show principles for bounding throughputs of non-separable systems by
throughputs of two separable systems as upper and lower bound.
Key Words: Queues; interactive random environment; separable systems; product form
steady state; Lyapunov functions; throughput bounds; queueing-inventory systems
1 Introduction and literature review
Queueing systems which evolve under influences from external sources have found interest for
long times. Today’s emerging complex technological and/or logistic systems revived interest
in such structures which are used to model various features in service and related systems:
Services of different quality are provided to individual customers, or to general differentiated
demand, even to data sets (messages in sensor networks), etc., under side-constraints of
limited and shared resources and further restrictions which are external from the point of
view of the service system. The need for understanding the behaviour of these systems
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1 Introduction and literature review, June 30, 2020
revived investigations of queueing systems in a dedicated environment. Moreover, because
in real life situations service systems are subject to random interarrival and service time
requests and the environments are usually non-deterministic as well, the area of queues in
random environments is today a field of active research in applied probability.
The model of a queue in a random environment studied in this note summarizes and
unifies various models from different research areas, especially in Operations Research, which
emerged over the last two decades. Representative examples are e.g.:
1. Supply chains of production facilities (modeled as a queue) with an attached inventory.
This model was seemingly investigated first in [54] and [42], where demand in case of
stock-out at the inventory is backordered. Intense research on this model started
with a series of papers by Berman and his coauthors, e.g. [4, 5, 6]. The first explicit
results on stationary behaviour for such integrated production-inventory models seem
to be [53], where demand in case of stock-out at the inventory is lost. It was shown
that the associated queueing-inventory process is separable. A review on separable
systems is [38]. More recent contributions which focus on product form steady states
are [51, 50, 56] and recently [46].
2. Sensor networks, where a dedicated node (test node, referenced node) featuring an in-
ternal message queue which interacts with a complex environment. The environment
incorporates especially location and status of neighboured sensor nodes and geographi-
cal conditions, as well as internal status information of the referenced node, e.g. activity
level or sleep mode. A detailed study is [35], where a compilation of related literature
can be found in Section 1.
3. Queues where the availability of service capacity depends on external conditions and/or
control decisions, e.g. for preventive maintenance. This has been topic of continuous
research over decades, a review paper is [39]. Explicit formulas for the stationary
distribution of such system, even for networks of service systems were derived in [52].
A recent study of performability for a randomly degrading queue with maintenance
options in the spirit of our present research is [37].
4. Queueing networks where a node of special interest is embedded in the “environment”
constituted by the set of the other nodes, are investigated e.g. in [15, Section 4.5.1]
and [36].
5. Queues in a random environment as an example for application of matrix-analytical
methods in the framework of quasi-birth-death-processes. Typical examples are Markov-
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arrival processes (MAPs) with queue-length dependent service mechanisms, and related
structures, see e.g. [43, Sections 3 and 6] for general principles. A control problem in
the realm of queues in a random environment is [26]. The general feature of all these
quasi-birth-death-process models is: The queue length process is the level process while
the environment process is the phase process. A note in the spirit of the present paper
is [20] where criteria for the existence of a stationary distribution of product form are
provided.
6. Closely related to our present research on queues which are subject to external side
constraints with accessible stationary distribution are [22] and [36].
All these examples can be described by a model which incorporates a queue and its
environment. We are interested in the common structural properties of a unified Markovian
description for the interacting queueing-environment system. A careful study of the above
examples reveals a general principle: (i) The evolution of the system is of rather general
structure but in any case some special environment conditions interrupt the dynamics of
the queueing system, and the server is stalled as long as these conditions hold on. (ii)
The environment is non-autonomous with respect to the queueing system, i.e. its dynamics
depend on the status of the associated queueing system (interactive random environment
[47]). This “bi-directional interaction” is different from most work in the literature but
reflects many real situations, as shown in the examples above.
Special emphasis will be given in this note to
• separable models with product form steady state, i.e. asymptotically and in equilibrium
the queue and the environment as components (in space) of the 1-dimensional marginals
in time decouple: The steady state distributions of the queue and the environment are
independent. This usually allows to determine ergodicity conditions directly, and
• non-separable models where ergodicity conditions via construction of Lyapunov func-
tion will be proven. In this case usually the infinite system of global balance equations
of the joint queueing-environment process are not explicitly solvable.
Related models.
A Markovian queueing-environment process can be considered as a birth-death process in
random environment. We note that there exists a bulk of literature on that subject. Classi-
cal birth-death processes in random environment found in the literature in general are not
separable, see [8], [9], [11], [10], [59], [48], [49]. Typical problems with computing stationary
distributions and performance metrics which occur even with finite (non-separable) birth-
death processes in a random environment are described in [25].
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In [24] a reversible Jacksonian queueing network is the environment for a random walker (a
distinguished customer) on the network lattice. This work was extended in [14], where the
random walker was substituted by a “moving queue” on the network. This was motivated
by modeling a referenced mobile sensor node with an internal message queue (test node) in
a network of mobile sensor nodes. Although the stationary distributions occurring in [14]
are separable, the transition mechanism of the system does not fit exactly in the class of
models considered here in Section 3.
A recent study on an M/M/1 queue in abstract “interactive” environments is [47], where
the environment is either diffusive (continuous environment space) or a jump environment
(discrete environment space).
Our approach here is with environment state spaces with discrete structure, and the in-
finitesimal generators of our processes are different from those in [47][Section 2].
A related class of models are random walks on Z in a random medium, see for an introduc-
tion Part I of [55]. Our research in this paper is on different problems than those described
there and our methods are different from those used generally in that field.
Structure and main results of the paper.
In Section 2 we describe the general model of a queueing system in a non-autonomous
random environment. In Section 3 we characterize separability of the queueing-environment
process and derive ergodicity conditions and the stationary distribution. In Section 4 we start
with an application from production-inventory theory where separability does not hold. In
Section 4.1 we prove a necessary condition for ergodicity of non-separable queueing systems
in a random environment, which is trivially valid in the separable case. In Section 4.2
we provide sufficient conditions for ergodicity by constructing a Lyapunov function which
indicates negative drift of the queueing-environment process. In Section 5 we combine our
findings on separable and non-separable systems by showing that it is in many cases possible
to find for a non-separable system related separable partner systems such that performance
indices of the former (which are not explicitly computable) can be bounded by the respective
indices of the separable partner.
As a running example we investigate several variants of a production system, modeled as
a queueing system with an associated inventory which holds items needed in the production
process and a replenishment system which generates new items on request of the inventory.
The combined inventory-replenishment system constitutes the environment of the queueing
system.
Notations and Conventions.
• R+0 := [0,∞), R+ := (0,∞), N:= {1,2,3,. . . }, N0 := {0} ∪ N
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• Empty sums are 0, and empty products are 1.
• 1{expression} is the indicator function which is 1 if expression is true and 0 otherwise.
• We write C = A unionmultiB to emphasize that C is the union of disjoint sets A and B.
• For a ∈ R we set a+ := max(0, a).
• All random variables and processes occurring henceforth are defined on a common
underlying probability space (Ω,F , P ).
• The models for queueing systems in a random environment in the paper are described
by homogeneous Markov processes with discrete state space. We assume throughout
that all these processes are regular, i.e. all states are stable (i.e. all diagonal elements
of the transition intensity matrices are finite), the intensity matrices are conservative
(i.e. row sums are zero), and the process is non-explosive (i.e. the sequence of jump
times of the process diverges almost surely), and we have a version of the process with
cadlag paths (i.e. each path of a process is right-continuous and has left limits every-
where).
Furthermore, the processes posess the strong Markov property.
2 The model: Queue in a random environment
Our starting point is the classical M/M/1/∞-queue with queue-length-dependent intensities,
i.e. an exponential single server under first-come-first-served regime (FCFS). We assume that
customers are indistinguishable. If the queue length (i.e. number of customers either waiting
or in service) is n ≥ 0, customers arrive at the system with intensity λ(n) > 0, and if n ≥ 1,
service is provided to the customer at the head of the line with intensity µ(n) > 0. We set
formally µ(0) := 0.
Setting in force the usual (conditional) independence assumptions, the queue length
process X := (X(t) : t ≥ 0) with state space N0 is Markov. It is the simplest example of a
birth-death process which in case of ergodicity has stationary distribution ξ := (ξ(n) : n ∈
N0) with
ξ(n) = C−1 ·
n∏
k=0
λ(k)
µ(k + 1)
, n ∈ N0, (2.1)
where C is the normalization constant.
We consider the situation where the service system and the arrival stream are subject to
external random influences which disturb the queueing process, see Figure 1 on page 6.
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Single 
server
Waiting roomLost 
customers
Demand arrival 
process
Environment
Queueing system
two-sided
interaction
Figure 1: Supply chain with base stock policy
The states of the environment are summarized as countable environment state space
K 6= ∅ and the environment process is denoted by Y := (Y (t) : t ≥ 0).
The joint queueing-environment process is Z = (X, Y ) = ((X(t), Y (t)) : t ≥ 0) on state
space E := N0 × K, i.e. Z(t) := (X(t), Y (t)) = (n, k) indicates that at time t the queue
length is n and the environment’s state is k.
In most investigations found in the literature (e.g. [23], [60], [21]) an autonomous envi-
ronment is considered:
This means that the environment process Y = (Y (t) : t ≥ 0) on K is Markov of its own, and
the state of the environment influences arrival and service rates of the queue. Consequently
in this situation there is only a ”one-way interaction”.
We shall consider in this note mainly the case of non-autonomous environments:
Then the environment process Y = (Y (t) : t ≥ 0) on K is not Markov of its own. The state
of the environment and state of the queue influence transitions of the other component of the
system vice-versa, which results in a ”two-way interaction”. In case of birth-death processes
in a random environment this is often termed ”feedback property of the environment”, see
e.g. [10].
In all applications mentioned, for the joint queueing-environment process Z = (X, Y ) on
E = N0 × K we observe that the environment space K is partitioned as a disjoint union
K = KW unionmultiKB with the following meaning and consequences:
• Y (t) ∈ KB :⇐⇒ at time t no service is provided and no arrivals occur, i.e. the queue
length process X is frozen (= server is Blocked).
• Y (t) ∈ KW :⇐⇒ at time t the server is functioning, new arrivals are admitted (=
server Works).
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The dynamics of the environment are as follows: If the queue length is n, then
• a generator matrix Vn := (vn(k,m) : k,m ∈ K) governs continuous changes of the
environment, n = 0, 1, . . . , and
• a stochastic matrix Rn := (Rn(k,m) : k,m ∈ K) governs instantaneous jumps of
the environment triggered by service completions (downward jumps of the queue),
n = 1, 2, . . . .
We henceforth assume that Z = (X, Y ) = ((X(t), Y (t)) : t ≥ 0) is a Markov process on
E = N0×K. The characterizing data for the system’s development are the given λ(n), µ(n),
the countable environment K = KW unionmultiKB, and the driving components for the environment
Rn = (Rn(k,m) : k,m ∈ K), Vn = (vn(k,m) : k,m ∈ K).
The generator Q := (q(z, z˜) : z, z˜ ∈ E) of the Markov process Z is with generic state
(n, k) ∈ E:
q ((n, k); (n+ 1, k)) := λ(n) · 1{k∈KW }, (2.2)
q ((n, k); (n− 1, `)) := µ(n) ·Rn(k, `) · 1{n>0} · 1{k∈KW }, ` ∈ K,
q ((n, k); (n, `)) := vn(k, `), ` ∈ K, k 6= `,
and q(z; z˜) := 0 for other z 6= z˜, and q (z; z) := −∑z˜∈E,
z 6=z˜
q (z; z˜) for all z ∈ E.
We note that such processes can be considered as quasi-birth-death processes with level-
dependent phase-dynamics. To clarify the connection of our model to that in Section 2 of
[47], we rewrite Q for (n, k) ∈ E as:
q ((n, k); (n+ 1, k)) =: λ(n, k) (2.3)
q ((n, k); (n− 1, `)) =: µ(n, k, `), ` ∈ K,
q ((n, k); (n, `)) =: vn(k, `), ` ∈ K, k 6= `.
The generator R := (R(n, k;n′, k′) : (n, k), (n′, k′) ∈ E) in [47, (2.1)] does not allow the λ(·)
or µ(·) in (2.3) to depend on n and allows only one of the coordinates to change at a time
instant, i.e. µ(n, k, `) 6= 0 only for k = `. On the other side our λ(n, k) and µ(n, k, `) are of
specific structure guided by the motivating examples.
Assumption 2.1. We assume throughout that Z = (X, Y ), resp. Q is irreducible on E.
Remark 2.2. Although Z = (X, Y ) is a Markov process, neither X nor Y is in general
Markov. Moreover, even under Assumption 2.1 neither the Rn nor the Vn need to be irre-
ducible, or ergodic.
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3 Separable queueing-environment systems
Separability means roughly that the state vector of a multi-dimensional Markov process in
equilibrium has for a fixed time instant independent coordinates. The classical examples are
Jackson networks of queues [27] and their generalizations as BCMP networks [2], resp. Kelly
networks [29]. We are interested in conditions which guarantee this asymptotic independence
for the pair Z = (X, Y ). A characterization theorem for the case when the dynamics of the
environment is independent of queue length, i.e. Vn = V , Rn = R for all n is proved in [34,
Theorem 2]. We provide a characterization for the general case here.
Theorem 3.1. (a) For n ∈ N0 define “reduced generators” Q˜(n)red := (q˜(n)red(k,m) : k,m ∈ K)
on the environment space K via Q by
q˜
(n)
red(k,m) := λ(n) ·Rn+1(k,m) · 1{k∈KW } + vn(k,m), k 6= m,
q˜
(n)
red(k, k) := −[1{k∈KW } · λ(n) · (1−Rn+1(k, k)) +
∑
m∈K\{k}
vn(k,m)].
The “reduced generators” Q˜
(n)
red are generators for Markov processes on K.
(b) The following properties are equivalent:
(i) Z = (X, Y ) is ergodic with product form steady state pi = ξ × θ, with ξ from (2.1), i.e.
pi(n, k) = C−1 ·
(
n−1∏
i=0
λ(i)
µ(i+ 1)
)
· θ(k), (n, k) ∈ E, (3.1)
where θ := (θ(k) : k ∈ K) is a probability distribution on K.
(ii) The summability condition C :=
∑∞
n=0
∏n−1
i=0
λ(i)
µ(i+1)
<∞ holds, and the equation
θ · Q˜(0)red = 0 (3.2)
admits a stochastic solution θ := (θ(k) : k ∈ K) which solves also
∀n ∈ N : θ · Q˜(n)red = 0. (3.3)
Proof. (a) By definition q˜
(n)
red(k,m) ≥ 0, and q˜(n)red(k, k) ≤ 0 for k,m ∈ K, k 6= m. Direct
summation shows that the row sums of all Q˜
(n)
red, n ∈ N0, are zero.
(b) (ii) ⇒ (i): By assumption (3.2) there exists a stochastic solution to θ · Q˜(0)red = 0,
which according to requirement (3.3) is a solution of θ ·Q˜(n)red = 0 too. Due to the summability
condition C < ∞ we can use our θ and C to define pi(n, k) by the right-hand side of (3.1).
Next, we show that pi fulfills the global balance pi · Q = 0 of the Markov process (X, Y )
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which are for (n, k) ∈ E
pi(n, k) ·
(
1{k∈KW } · λ(n) +
∑
m∈K\{k}
vn(k,m) + 1{k∈KW } · 1{n>0} · µ(n)
)
= pi(n− 1, k) · 1{k∈KW }1{n>0} · λ(n− 1) +
∑
m∈KW
pi(n+ 1,m) ·Rn+1(m, k) · µ(n+ 1)
+
∑
m∈K\{k}
pi(n,m) · vn(m, k). (3.4)
Inserting the proposed product form solution (3.1) for the stationary distribution into the
global balance equations (3.4), canceling C−1 and multiplying with
∏n−1
i=0
(
λ(i)
µ(i+1)
)−1
yields
θ(k) ·
(
1{k∈KW } · λ(n) +
∑
m∈K\{k}
vn(k,m) + 1{k∈KW } · 1{n>0} · µ(n)︸ ︷︷ ︸
(∗)
)
= θ(k) · µ(n)
λ(n− 1) · 1{k∈KW } · 1{n>0} · λ(n− 1)︸ ︷︷ ︸
(∗∗)
+
∑
m∈KW
θ(m) · λ(n)
µ(n+ 1)
·Rn+1(m, k) · µ(n+ 1)
+
∑
m∈K\{k}
θ(m) · vn(m, k).
Canceling for n ≥ 1 the expressions (θ(k) · (∗)) and (∗∗), yields for all n ≥ 0
θ(k) ·
(
1{k∈KW } · λ(n) +
∑
m∈K\{k}
vn(k,m)
)
=
∑
m∈KW
θ(m) · λ(n) ·Rn+1(m, k) +
∑
m∈K\{k}
θ(m) · vn(m, k).
This implies
θ(k) ·
(
1{k∈KW } · λ(n) · (1−Rn+1(k, k)) +
∑
m∈K\{k}
vn(k,m)
)
=
∑
m∈K\{k}
θ(m) · 1{m∈KW } · λ(n) ·Rn+1(m, k) +
∑
m∈K\{k}
θ(m) · vn(m, k)
and
θ(k) ·
(
1{k∈KW } · λ(n) · (1−Rn+1(k, k)) +
∑
m∈K\{k}
vn(k,m)
)
︸ ︷︷ ︸
=−q˜(n)red(k,k)
=
∑
m∈K\{k}
θ(m) · (1{m∈KW } · λ(n) ·Rn+1(m, k) + vn(m, k))︸ ︷︷ ︸
=q˜
(n)
red(m,k)
, (3.5)
which is for all n ≥ 0 the condition (3.2), respectively (3.3), i.e. θ · Q˜(n)red = 0. Hence we
conclude that (3.2), and (3.3) guarantee that (3.1) solves (3.4).
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Therefore, the global balance equations of Z admit the stochastic solution pi = ξ × θ,
which is unique by Assumption 2.1, and so Z is ergodic.
(b) (i)⇒ (ii): Because pi is stochastic and is of product form, summability holds. Insert
the stochastic vector of product form (3.1) into (3.4). As shown in the part (ii) ⇒ (i) of
the proof, this leads to (3.5) and we have found a stochastic solution θ which solves (3.2)
and (3.3) for all n ∈ N.
Remark 3.2. The reduced generators Q˜
(n)
red = (q˜
(n)
red(k,m) : k,m ∈ K) can be considered
as generalization of the generators Tn, n ∈ N0, in the construction of the Markovian jump
generators in [47, Section 2]. Q˜
(n)
red takes into consideration the possibility of jumps in two
dimension for Q. The property that θ is the common solution of the equations (3.2) and
(3.3) is therefore in parallel to Assumption 2.1 in [47] put on the Tn, n ∈ N0, there.
Example 3.3 (Queueing-inventory system, see Figure 2). The production system with an
attached inventory considered here is a special case of queueing systems in a random envi-
ronment: The exponential server (= production system) interacts with an environment which
consists of an inventory and an associated replenishment subsystem.
Single 
server
Waiting room
Lost 
sales
 Replenishment order
Demand arrival 
process
Waiting room
Environment
Inventory
Replenishment
Supplier
 
Single 
server
Figure 2: Supply chain with base stock policy
The production system consists of a single server (machine) with infinite waiting room
that serves customers’ demand on a make-to-order basis under a FCFS regime. To satisfy a
customer’s demand the production system needs exactly one item of raw material from the
associated inventory.
Arriving customers join the queue unless the inventory is depleted (“lost sales”). If n ≥ 0,
customers are present and the inventory is not depleted, the customer at the head of the line
10
3 Separable queueing-environment systems, June 30, 2020
(if any) is served with intensity µ(n) > 0, and new arrivals occur with intensity λ(n) > 0.
A customer departs from the system immediately after service and the associated consumed
raw material is formally removed from the inventory at this time instant.
If the server is ready to serve a customer, and the inventory is not depleted, service
immediately starts. Otherwise, the service starts when the next replenishment arrives.
If the inventory is depleted no service is possible, customers in the waiting line stay on and
wait, newly arriving customers are lost.
The inventory is controlled according to base stock policy, i.e. each item taken from the
inventory triggers an immediate order for one item of raw material at the supplier. The base
stock level b ≥ 1 is the maximal size of the inventory.
The supplier consists of a single server with waiting room of size b− 1 under FCFS. Service
times to produce one item of raw material at the supplier are exponentially distributed with
parameter ν > 0. A finished item of raw material departs immediately from the supplier and
is added to the inventory.
This queueing-inventory system fits into the definition of the queueing system in a random
environment described by a Markov process Z = (X, Y ) = (queue-length, inventory size) on
state space E = N0 ×K with K := {0, 1, . . . , b} and
KB := {0} , KW := {1, . . . , b} ,
where Y (t) ∈ KW indicates for the inventory that there is stock on hand for production,
and Y (t) ∈ KB indicates stock-out. Note, that the physical environment of the production
system includes the replenishment system. The status of the replenishment server at time t
is uniquely determined by the size of the inventory as b− Y (t).
The dynamics of Z are determined by the infinitesimal generator Q = (q(z; z˜) : z, z˜ ∈ E)
with the following transition rate for (n, k) ∈ E = N0 ×K:
q ((n, k); (n+ 1, k)) := λ(n) · 1{k∈{1,...,b}},
q ((n, k); (n− 1, k − 1)) := µ(n) · 1{n>0} · 1{k∈{1,...,b}},
q ((n, k); (n, k + 1)) := ν · 1{k∈{0,...,b−1}},
and q(z; z˜) := 0 for other z 6= z˜, and q (z; z) := −∑z˜∈E,
z 6=z˜
q (z; z˜) for all z ∈ E.
The queue-length dependent dynamics of the inventory process are determined by
Rn(0, 0) := 1, Rn(k, k − 1) := 1, k ∈ {1, . . . , b} , n ∈ N,
vn(k, `) :=
ν, if k ∈ {0, . . . , b− 1} , ` = k + 1,0, otherwise for k 6= `, n ≥ 0.
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If λ(n) = λ for all n ∈ N and some λ ∈ R and the queueing-inventory process is ergodic,
then the stationary distribution pi is given by
pi(n, k) := ξ(n) · θ(k), (n, k) ∈ E, (3.6)
with
ξ(n) := C−1 ·
n−1∏
i=0
λ
µ(i+ 1)
, n ∈ N0, θ(k) := C−1θ ·
(ν
λ
)k
, k ∈ K,
and normalization constants C and Cθ.
For this model θ is steady state of classical inventory (without service system) with de-
mand rate λ.
In Section 5 we present further examples of separable queueing-environment systems.
Example 3.4 (Examples with queue-length dependent environment dynamics). We describe
two examples which are related to case 3. (“Availability”) of the list in the Introduction.
Consider an ergodic M/M/1/∞ with arrival rate λ(n) and service rate µ(n).
The availability of the server is governed by an alternating exponential renewal process (on-
off process) with queue-length dependent rates η(·), γ(·). The state space of the environment
is K := {0, 1}, where 0 ≡off and 1 ≡on.
In terms of our general model we have KB = {0} and KW = {1}. The dynamics of the
environment are queue-length dependent governed by the generator matrices Vn and jump
matrices Rn as follows:
In both cases we take the generators Vn as
vn(0, 1) := η · (n+ 1), vn(1, 0) := γ · (n+ 1), n ≥ 0. (3.7)
(a) The jump matrices are taken trivial Rn := [1{i=j} : i, j ∈ {0, 1}]. Then it follows
Q˜nred = Vn and the common probability solution θ of
θ · Q˜nred = 0, n ≥ 0,
is
θ =
(
γ
γ + η
,
η
γ + η
)
.
(b) The jump matrices are taken as Rn+1(1, 0) = 1, Rn+1(0, 0) = 1, and we assume the
arrival rates to be linear λ(n) := λ · (n+ 1) for n ≥ 0. It follows that the common probability
solution θ of
θ · Q˜nred = 0, n ≥ 0,
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is
θ =
(
λ+ γ
λ+ γ + η
,
η
λ+ γ + η
)
.
Consequently, by Theorem 3.1 (b) we have shown that both unreliable service systems are
separable although the transition regimes of the environment are queue-length dependent.
4 Non-separable queueing-environment systems
Ergodicity in case of separable queueing-environment systems is in most cases easy to detect
because of the product structure for the solution of the global balance equations. This
solution is not accessible in the next example which is a slight modification of Example 3.3.
Example 4.1 (Queueing-inventory system with perishable items). Products like foodstuffs,
human blood, chemicals, etc. often have a maximum life time, i.e. when they are hold in
inventories they may either perish, deteriorate, are subject to ageing, or become obsolete.
We consider the queueing-inventory system of Example 3.3 with the additional restriction
that the life time of raw material in the inventory is exponentially distributed with “ageing
rate” γ > 0. In the literature, it is often assumed that an item of raw material, being
already in the production process does not perish any longer (e.g. [40], [41], [28], [58]). More
complex systems with additional features are found in [32, 33], where “stock that is already
at distribution stage cannot perish”:
We consider a standard queueing-inventory system incorporating this form of perishing
here, which implies:
- If n > 0 and there are k > 0 items of raw material in the inventory, then one piece of
raw material is in production and does not perish. Consequently, the total loss rate of
inventory due to perishing is γ · (k − 1) · 1{n>0}.
- If n = 0 and there are k > 0 items of raw material in the inventory, then the total loss
rate of inventory due to perishing is γ · k · 1{n=0}.
We call the functions k 7→ γ · k · 1{n=0} resp. k 7→ γ · (k − 1)+ · 1{n>0} ageing regimes which
determine the queue-length-dependent overall loss rates of inventory due to perishing.
This queueing-inventory system fits into the definition of the queueing system in a random
environment described by a Markov process Z = (X, Y ) =(queue-length, inventory size) on
state space E = N0 ×K with K := {0, 1, . . . , b} and
KB = {0} , KW = {1, . . . , b} ,
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where Y (t) ∈ KW indicates for the inventory that there is stock on hand for production,
and Y (t) ∈ KB indicates stockout. Note, that the physical environment of the production
system includes the replenishment system. The status of the replenishment server at time t
is uniquely determined by the size of the inventory as b− Y (t).
The dynamics of Z are determined by the infinitesimal generator Q = (q(z; z˜) : z, z˜ ∈ E)
with the following transition rates for (n, k) ∈ E = N0 ×K:
q ((n, k); (n+ 1, k)) := λ(n) · 1{k∈{1,...,b}},
q ((n, k); (n, k − 1)) := (γ · (k − 1) · 1{n>0} + γ · k · 1{n=0}) · 1{k∈{1,...,b}},
q ((n, k); (n− 1, k − 1)) := µ(n) · 1{n>0} · 1{k∈{1,...,b}},
q ((n, k); (n, k + 1)) := ν · 1{k∈{0,...,b−1}},
and q(z; z˜) := 0 for other z 6= z˜, and q (z; z) := −∑z˜∈E,
z 6=z˜
q (z; z˜) for all z ∈ E.
The queue-length dependent dynamics of the inventory process is determined by
Rn(0, 0) := 1, Rn(k, k − 1) := 1, k ∈ {1, . . . , b} , n ∈ N,
v0(k, `) :=

ν, if k ∈ {0, . . . , b− 1} , ` = k + 1,
γ · k, if k ∈ {1, . . . , b} , ` = k − 1
0, otherwise for k 6= `,
vn(k, `) :=

ν, if k ∈ {0, . . . , b− 1} , ` = k + 1,
γ · (k − 1), if k ∈ {1, . . . , b} , ` = k − 1,
0, otherwise for k 6= `, n ≥ 1.
Corollary 4.2. In the queueing-inventory system of Example 4.1 (with state-independent
arrival rates) the stationary distribution is in general not of product form.
Proof. Details are provided in [46, Proposition 4.2.29, p. 96].
Under additional restrictions separability is possible. The proof of the next corollary is
by direct computation.
Corollary 4.3. Consider the queueing-inventory system of Example 4.1 with state-independent
rates λ(n) = λ and µ(n) = µ for all n and some λ, µ ∈ R and base stock level b = 1. If
14
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λ < µ the queueing-inventory process is ergodic, and the stationary distribution pi is given
by
pi(0, 0) := C−1 · λ+ γ
ν
,
pi(n, 0) := C−1 ·
(
λ
µ
)n
· λ
ν
, n > 0, pi(n, 1) := C−1 ·
(
λ
µ
)n
, n ≥ 0,
with normalization constant
C :=
µ
µ− λ ·
(
1 +
λ
ν
)
+
γ
ν
.
We continue with proving necessary condition for ergodicity in Proposition 4.5. Further-
more, in case of finite environment space, sufficient conditions for positive recurrence are
proved in Theorem 4.10 and Corollary 4.12.
4.1 A necessary condition for ergodicity
We start with a proposition which is of independent interest because it underpins the im-
portance of the environment’s structure and its stalling feature for the queueing system.
Proposition 4.4. If the queueing-environment process Z is ergodic, then the solution x :=
(x (z) : z ∈ E) of the global balance equations x·Q = 0 fulfills for all n ∈ N0∑
k∈KW
x(n, k) =
∑
k∈KW
x(n+ 1, k) · µ(n+ 1)
λ(n)
(4.1)
and consequently we have a geometrical structure∑
k∈KW
x(n, k) =
∑
k∈KW
x(0, k) ·
n∏
m=1
λ(m− 1)
µ(m)
, n ∈ N0. (4.2)
Proof. By ergodicity there exists a unique strictly positive stationary probability distribution
x := (x (z) : z ∈ E), as solution of the global balance equations x·Q = 0 (cf. [1, Theorem
4.2, p. 51]). x is subject to the cut-criterion [30, Lemma 1.4] and (4.1) can be proven by
equalizing the probability flows between the sets{
(m, k) : m ∈ {0, 1, . . . , n}, k ∈ K
}
and
{
(m˜, k˜) : m˜ ∈ N0 \ {0, 1, . . . , n}, k˜ ∈ K
}
, n ∈ N0.
These flow equations are
n∑
m=0
∑
k∈K
∞∑
m˜=n+1
∑
k˜∈K
x(m, k) · q((m, k); (m˜, k˜))
=
∞∑
m˜=n+1
∑
k˜∈K
n∑
m=0
∑
k∈K
x(m˜, k˜) · q((m˜, k˜); (m, k))
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and simplify to∑
k∈KW
x(n, k) · λ(n) =
∑
k˜∈KW
x(n+ 1, k˜) · µ(n+ 1) ·
∑
`∈K
Rn+1(k˜, `)︸ ︷︷ ︸
=1
,
which is (4.1). (4.2) follows directly.
The next result shows that it is impossible to stabilize a non-ergodic (isolated) queue by
embedding it into a suitably constructed environment.
Proposition 4.5. If the queueing-environment process Z is ergodic, it holds
∞∑
n=0
n∏
m=1
λ(m− 1)
µ(m)
<∞. (4.3)
Proof. Ergodicity implies that any solution x := (x (z) : z ∈ E) of the global balance equa-
tions fulfils
∑∞
n=0
∑
k∈K x(n, k) <∞. It holds
∞∑
n=0
∑
k∈K
x(n, k) =
∞∑
n=0
∑
k∈KW
x(n, k) +
∞∑
n=0
∑
k∈KB
x(n, k)
=
∞∑
n=0
∑
k∈KW
x(0, k)︸ ︷︷ ︸
=:W˜
·
n∏
m=1
λ(m− 1)
µ(m)
+
∞∑
n=0
∑
k∈KB
x(n, k)
= W˜ ·
∞∑
n=0
n∏
m=1
λ(m− 1)
µ(m)
+
∞∑
n=0
∑
k∈KB
x(n, k).
By ergodicity, W˜ ∈ (0,∞) and ∑∞n=0∑k∈KB x(n, k) <∞. Hence, ∑∞n=0∑k∈K x(n, k) <∞
implies
∑∞
n=0
∏n
m=1
λ(m−1)
µ(m)
<∞.
4.2 Ergodicity via Lyapunov functions
We follow a standard approach in searching for ergodicity conditions by constructing Lya-
punov functions to apply Foster’s criterion, see [31, Proposition D.3].
Assumption 4.6. We assume henceforth that the environment space K is finite.
We start with three preparatory lemmas. The proof of the first one is by direct evaluation.
Lemma 4.7. For an M/M/1/∞ queue with queue-length-dependent arrival intensities λ(n) >
0 and service intensities µ(n) > 0 let there exist a Lyapunov function L˜ : N0 → R+0 with finite
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exception set F˜ and constant ε˜ > 0 which satisfies the Foster-Lyapunov stability criterion.
Then, the following inequalities are satisfied:
λ(0) ·
(
L˜(1)− L˜(0)
)
≤ −ε˜, if 0 /∈ F˜ , (4.4)
λ(n) ·
(
L˜(n+ 1)− L˜(n)
)
+ µ(n) ·
(
L˜(n− 1)− L˜(n)
)
≤ −ε, if n /∈ F˜ , n > 0. (4.5)
For the Markovian queueing-environment process Z = (X, Y ) of Section 2 with generator
Q = (q(z, z˜) : z, z˜ ∈ E) from (2.2) we define in the following for every n ∈ N0 an artificial
Markov process Y (n) := (Y (n)(t) : t ≥ 0) on K with generator Vn = (vn(k, `) : k, ` ∈ K).
The processes Y (n) are in general neither irreducible, nor recurrent.
By definition the stochastic behaviour of Y (n) when started in Y
(n)
0 := k ∈ KB until the
first entrance into KW is identical to the behaviour of the Y -component of Z = (X, Y ) on
{n}×K when started in (X0, Y0) = (n, k) ∈ E until first entrance into {n}×KW . Especially,
until this first entrance of (X, Y ) the first coordinate of (X, Y ) is constant n.
We define the function τn : K → R+0 for n ∈ N0, where τn(k) for k ∈ KB is the mean first
entrance time of Y (n) in KW when starting in k ∈ KB (conditional mean absorption time in
KB). For ` ∈ KW we set τn(`) := 0, indicating that absorption has already happened.
Lemma 4.8. For all n ∈ N0 holds 0 < τn(k) < ∞ for k ∈ KB and we have a set of
first-entrance equations
τn(k) =
1
−vn(k, k) +
∑
`∈KB\{k}
vn(k, `)
−vn(k, k) · τn(`),
which are equivalent to
− 1 =
∑
`∈KB\{k}
vn(k, `) · (τn(`)− τn(k))−
∑
`∈KW
vn(k, `) · τn(k), n ∈ N0. (4.6)
Proof. Positivity of τn on KB is due to the regularity of the Y
(n) which follows from regularity
of (X, Y ).
Irreducibility of (X, Y ) implies that for any (n, k) ∈ {n} ×KB there must exist some state
(n, `) ∈ {n} × KW which can be reached in a finite number of jumps. This implies that
Y (n) can be considered as a finite state process with attached single absorbing state a.
Consequently, time to absorption of Y (n) in a has finite mean for any initial state.
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The set (τn(k) : k ∈ KB) satisfies the following set of first entrance equations:
τn(k) =
∑
`∈KB\{k}
vn(k, `)
−vn(k, k) ·
(
1
−vn(k, k) + τn(`)
)
+
∑
`∈KW
vn(k, `)
−vn(k, k) ·
(
1
−vn(k, k) + τn(`)
)
=
∑
`∈K\{k}
vn(k, `)
−vn(k, k) ·
1
−vn(k, k) +
∑
`∈KB\{k}
vn(k, `)
−vn(k, k) · τn(`) +
∑
`∈KW
vn(k, `)
−vn(k, k) · τn(`)︸︷︷︸
=0
(?)
=
1
−vn(k, k) +
∑
`∈KB\{k}
vn(k, `)
−vn(k, k) · τn(`), n ∈ N0. (4.7)
(?) holds because Vn = (vn(k, `) : k, ` ∈ K) is conservative. (4.7) is equivalent to
−1 =
 ∑
`∈KB\{k}
vn(k, `) · τn(`)
+ vn(k, k) · τn(k)
=
∑
`∈KB\{k}
vn(k, `) · τn(`)−
∑
`∈K\{k}
vn(k, `) · τn(k)
=
∑
`∈KB\{k}
vn(k, `) · (τn(`)− τn(k))−
∑
`∈KW
vn(k, `) · τn(k), n ∈ N0.
Lemma 4.9. We define for n ∈ N0
ĉn :=
[
min
{
1
maxk∈KW
{
µ(n+ 1) ·∑`∈KB Rn+1(k, `) · τn(`)} ,
1
maxk∈KW
{∑
`∈KB vn(k, `) · τn(`)
}}] . (4.8)
The ĉn are well-defined, i.e. it holds 0 < ĉn <∞ for n ∈ N0.
Proof. First, we show ĉn > 0. Because of 0 < µ(n+ 1) <∞ this is equivalent to
1
maxk∈KW
{∑
`∈KB Rn+1(k, `) · τn(`)
} > 0 ∧ 1
maxk∈KW
{∑
`∈KB vn(k, `) · τn(`)
} > 0.
In Lemma 4.8 we have shown that the mean first entrance times τn(`) for ` ∈ KB are positive
and finite. Hence, it holds ĉn > 0.
Second, we show that ĉn <∞. This is equivalent to
max
k∈KW
{
µ(n+ 1)
∑
`∈KB
Rn+1(k, `) · τn(`)
}
6= 0 ∨ max
k∈KW
{∑
`∈KB
vn(k, `) · τn(`)
}
6= 0.
Because µ(n) > 0 and τn(`) > 0 for ` ∈ KB this holds iff
∃ k ∈ KW , ` ∈ KB : Rn+1(k, `) 6= 0 ∨ vn(k, `) 6= 0.
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To show this, note that because of irreducibility any state (n, `) ∈ E with ` ∈ KB must
be reachable from some state (n˜, k) ∈ E with k ∈ KW in a finite number of steps.
If the environment is in state ` ∈ KB, no service is provided to customers in the queue
and newly arriving customers are lost. Hence, no transitions from the states (n + 1, `) or
(n− 1, `) into state (n, `) are possible.
Furthermore, a transition from state (n−1, k) with k ∈ KW to state (n, `) with ` ∈ KB for
all n ∈ N is not possible since changes of the environment’s status can not occur concurrently
with an arrival. The only remaining possible transitions are
• transitions from KW to KB
with vn(k, `) > 0 from some state (n, k) ∈ N0 ×KW to state (n, `) ∈ N0 ×KB
or with µ(n + 1) · Rn+1(k, `) > 0 from some state (n + 1, k) ∈ N0 × KW to state
(n, `) ∈ N0 ×KB
• or transitions inside of KB
with vn(˜`, `) > 0 from some state (n, ˜`) ∈ N0 ×KB to state (n, `) ∈ N0 ×KB.
Hence, because of irreducibility any state (n, `) ∈ N0 ×KB must be reachable from a state
(n˜, k) ∈ E with n˜ ∈ {n, n + 1} and k ∈ KW in a finite number of steps, i.e. on a finite
path in E, ((n˜, k) = (n0, k0), (n1, k1), (n2, k2), . . . , (nm−1, km−1), (nm, km) = (n, `)) , where
for all i ∈ {0, 1, . . . ,m} holds q ((ni, ki); (ni+1, ki+1)) > 0. m is the length of the path.
Let m∗ ≥ 1 be the minimal length.
Because of irreducibility and the above mentioned “only remaining possible transitions”
there must exist a minimal path from a state (n˜, k) = (n0, k0) in {n, n + 1} ×KW to state
(nm, km) = (n, `) ∈ N0 ×KB of length m∗ ≥ 1.
If m∗ = 1, the state (n, `) ∈ N0×KB is reachable directly from a state in {n, n+1}×KW
in one step. Consequently, for ` ∈ KB there exists k ∈ KW such that Rn+1(k, `) > 0
or vn(k, `) > 0 holds because these are the only possible transitions to reach the state
(n, `) ∈ N0 ×KB from {n, n+ 1} ×KW in one step.
If m∗ > 1, the state (n, `) ∈ N0 ×KB is reachable from a state in {n, n + 1} ×KW in m∗
steps. Hence, there exists a minimal path of length m∗, where the state (n, `1) ∈ N0 ×KB
of the path is reachable directly from a state in {n, n+ 1} ×KW in one step.
So, for `1 ∈ KB there exists k ∈ KW so that Rn+1(k, `1) > 0 or vn(k, `1) > 0 holds.
Theorem 4.10. Consider the queueing-environment process Z with finite environment set
K. Assume that
L˜ : N0 → R+0
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is a Lyapunov function with finite exception set F˜ and constant ε˜ > 0 for the M/M/1/∞
process with queue-length-dependent arrival intensities λ(n) > 0 and service intensities
µ(n) > 0. Assume further that
inf
n∈N0
ĉn > 0,
holds, where ĉn is defined in Lemma 4.9. Then
L : E → R+0 with L(n, k) := L˜(n) + 1{k∈KB} · cn · τn(k) (4.9)
is a Lyapunov function for Z with finite exception set F := F˜ ×K and constant
ε := min
(
ε˜
2
, inf
n∈N0
cn
)
> 0, where cn :=
ε˜
4
· ĉn,
and Z is ergodic.
Proof. We construct the Lyapunov function
L : E → R+0 with L(n, k) = L˜(n) + 1{k∈KB} · cn · τn(k) (4.10)
and finite exception set F = F˜ ×K and constant
ε = min
(
ε˜
2
, inf
n∈N0
cn
)
> 0, where cn :=
ε˜
4
· ĉn.
First, because the jumps of X are of hight 1, and because |K| <∞, to check (Q · L) (n, k) <
∞ for (n, k) ∈ F = F˜ ×K is by direct evaluation.
Second, we will check (Q · L) (n, k) ≤ −ε for (n, k) /∈ F = F˜ ×K.
I For k ∈ KB and n /∈ F , n ≥ 0, holds
(Q · L) (n, k) =
∑
`∈K\{k}
vn(k, `) · (L(n, `)− L(n, k))
=
∑
`∈K\{k}
vn(k, `) ·
((
L˜(n) + 1{`∈KB} · cn · τn(`)
)
−
(
L˜(n) + 1{k∈KB} · cn · τn(k)
))
=
∑
`∈K\{k}
vn(k, `) · 1{`∈KB} · cn · τn(`)−
∑
`∈K\{k}
vn(k, `) · 1{k∈KB}︸ ︷︷ ︸
=1
cn · τn(k)
=
∑
`∈KB\{k}
vn(k, `) · cn · τn(`)−
∑
`∈K\{k}
vn(k, `) · cn · τn(k)
=
∑
`∈KB\{k}
vn(k, `) · (cn · τn(`)− cn · τn(k))−
∑
`∈KW
vn(k, `) · cn · τn(k)
= cn ·
[ ∑
`∈KB\{k}
vn(k, `) · (τn(`)− τn(k))−
∑
`∈KW
vn(k, `) · τn(k)
]
︸ ︷︷ ︸
=−1, by (4.6)
= −cn ≤ −ε = −min
(
ε˜
2
, inf
m∈N0
cm
)
.
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I For k ∈ KW and n = 0 /∈ F holds
(Q · L) (n, k) = λ(0) · (L(1, k)− L(0, k)) +
∑
`∈K\{k}
v0(k, `) · (L(0, `)− L(0, k))
= λ(0) ·
((
L˜(1) + 1{k∈KB}︸ ︷︷ ︸
=0
·c1 · τ1(k)
)
−
(
L˜(0) + 1{k∈KB}︸ ︷︷ ︸
=0
·c0 · τ0(k)
))
+
∑
`∈K\{k}
v0(k, `) ·
((
L˜(0) + 1{`∈KB} · c0 · τ0(`)
)
−
(
L˜(0) + 1{k∈KB}︸ ︷︷ ︸
=0
·c0 · τ0(k)
))
= λ(0) ·
(
L˜(1)− L˜(0)
)
+
∑
`∈K\{k}
v0(k, `) · 1{`∈KB} · c0 · τ0(`)
= λ(0) ·
(
L˜(1)− L˜(0)
)
︸ ︷︷ ︸
≤−ε˜ (♦)
+
∑
`∈KB
v0(k, `) · c0 · τ0(`)
≤ −ε˜+
∑
`∈KB
v0(k, `) · c0 · τ0(`)︸ ︷︷ ︸
(4.8)
≤ ε˜
4
≤ −3
4
· ε˜ ≤ −ε = −min
(
ε˜
2
, inf
m∈N0
cm
)
.
(♦) holds because of (4.4) since L˜ : E → R+0 is a Lyapunov function for the M/M/1/∞
queue with queue-length-dependent arrival and service intensities with constant ε˜.
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I For k ∈ KW and n /∈ F , n > 0, holds
(Q · L) (n, k) = λ(n) · (L(n+ 1, k)− L(n, k))
+
∑
`∈K
µ(n) ·Rn(k, `) · (L(n− 1, `)− L(n, k)) +
∑
`∈K\{k}
vn(k, `) · (L(n, `)− L(n, k))
= λ(n) ·
((
L˜(n+ 1) + 1{k∈KB}︸ ︷︷ ︸
=0
·cn+1 · τn+1(k)
)
−
(
L˜(n) + 1{k∈KB}︸ ︷︷ ︸
=0
·cn · τn(k)
))
+
∑
`∈K
µ(n) ·Rn(k, `) ·
((
L˜(n− 1) + 1{`∈KB} · cn−1 · τn−1(`)
)
−
(
L˜(n) + 1{k∈KB}︸ ︷︷ ︸
=0
·cn · τn(k)
))
+
∑
`∈K\{k}
vn(k, `) ·
((
L˜(n) + 1{`∈KB} · cn · τn(`)
)
−
(
L˜(n) + 1{k∈KB}︸ ︷︷ ︸
=0
·cn · τn(k)
))
= λ(n) ·
(
L˜(n+ 1)− L˜(n)
)
+ µ(n) ·
∑
`∈K
Rn(k, `)︸ ︷︷ ︸
=1
·
(
L˜(n− 1)− L˜(n)
)
+ µ(n) ·
∑
`∈K
Rn(k, `) · 1{`∈KB} · cn−1 · τn−1(`) +
∑
`∈K\{k}
vn(k, `) · 1{`∈KB} · cn · τn(`)
= λ(n) ·
(
L˜(n+ 1)− L˜(n)
)
+ µ(n) ·
(
L˜(n− 1)− L˜(n)
)
︸ ︷︷ ︸
≤−ε˜ (4)
+ µ(n) ·
∑
`∈KB
Rn(k, `) · cn−1 · τn−1(`) +
∑
`∈KB
vn(k, `) · cn · τn(`)
≤ −ε˜+ µ(n) ·
∑
`∈KB
Rn(k, `) · cn−1 · τn−1(`)︸ ︷︷ ︸
≤ ε˜
4
(4.8)
+
∑
`∈KB
vn(k, `) · cn · τn(`)︸ ︷︷ ︸
≤ ε˜
4
(4.8)
≤ − ε˜
2
≤ −ε = −min
(
ε˜
2
, inf
m∈N0
cm
)
.
(4) holds because of (4.5) since L˜ : E → R+0 is a Lyapunov function for the M/M/1/∞
queue with queue-length-dependent arrival and service intensities with constant ε˜.
Remark 4.11. The positivity condition in Theorem 4.10,
inf
n∈N0
ĉn > 0,
says roughly that the mean passage times through KB are uniformly (over all queue lengths
n ≥ 0) bounded. Any such passage through KB, initiated when the environment is on leave
from some k ∈ KW by entering some ` ∈ KB, originates either from a jump movement
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(service completion which triggers an immediate jump) k → ` governed by Rn+1(k, ·), or
from a continuous movement from some k ∈ KW to some ` ∈ KB driven by vn(k, ·). In both
cases the resulting queue length during the passage is n. Rewriting (4.8) as
ĉn =
[
min
{
1
maxk∈KW
{
µ(n+ 1) ·∑`∈KB Rn+1(k, `) · τn(`)} ,
1
maxk∈KW
{
−vn(k, k)
∑
`∈KB
vn(k,`)
−vn(k,k) · τn(`)
}

 ,
we observe that the mean passage times through KB are in both cases weighted by the entrance
probabilities into KB.
Including the departure intensities µ(n+ 1), resp. −vn(k, k) out of k ∈ KW ensures that the
queueing-environment system resides in KW sufficiently long.
Corollary 4.12. Consider the queueing-environment process Z with finite environment set
K and queue-length-dependent arrival intensities λ(n) > 0 and service intensities µ(n) > 0.
If
∞∑
n=0
n∏
m=1
λ(m− 1)
µ(m)
<∞ (4.11)
holds, and if with ĉn from Lemma 4.9, it holds
inf
n∈N0
ĉn > 0,
then Z is ergodic.
Proof. The Markovian queue length process X of the M/M/1/∞ queue with rates λ(n) > 0
and µ(n) > 0 is ergodic under (4.11). A Lyapunov function can be determined as follows:
Take F˜ := {0} as exception set and for n ≥ 1 define L˜(n) as the mean first entrance time
of X into {0} given X(0) = n, and set formally L˜(0) := 0. For n ≥ 1 we have the mean
first-entrance-equations
L˜(n) = 1
λ(n) + µ(n)
+
(
λ(n)
λ(n) + µ(n)
L˜(n+ 1) + µ(n)
λ(n) + µ(n)
L˜(n− 1)
)
,
which is ∑
m∈{n−1,n+1}
q(n,m)
[
L˜(m)− L˜(n)
]
= −1, n ∈ F˜ c, (4.12)
and it holds furthermore for some b > 0
q(n, n+ 1)
[
L˜(n+ 1)− L˜(n)
]
= λ(1)L˜(1) ≤ b− 1, n = 0 ∈ F˜ , (4.13)
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which says that L˜ constitutes by (4.12) and (4.12) is a Lyapunov function for X in the
sense of [31, Proposition D.3]. Because of (4.11) it holds L˜(n) ∈ (0,∞) for all n ≥ 1, see
[7, Corollary of Theorem 2 on p. 214]. We therefore can apply Theorem 4.10 to finish the
proof.
Remark 4.13. It is interesting to compare the result of Corollary 4.12, especially the con-
dition (4.11), with the structure of the results in [23], although the two-dimensional Markov
processes there are discrete time models on a general state space. For simplicity we concen-
trate on [23, Section 2]. The process Z = (X, Y ) there constitutes a non-Markovian chain Y
in a random environment described by a Markov chain X. We note that X is an autonomous
environment, i.e. X is Markov (on a general state space) for its own which is ergodic due to
a given Lyapunov function. The evolution of Y depends on X via the X-dependent transition
probabilities.
If in our running example of the queueing-inventory system, see Example 3.3, we consider
the queue, i.e. X, as the environment of the inventory, i.e. Y , then the condition (4.11)
seems to fix ergodicity for X via the Lyapunov function L˜ as in the model of [23].
The point is: Although L˜ guarantees in some sense a drift condition for X, the standard
approach of Markov theory is not possible because our environment X is not Markov as in
[23]. Our theorems deal with a completely different situation.
The following corollary and example shed some light on the range of possible classes of
models subsumed in Theorem 4.10 and Corollary 4.12.
Corollary 4.14. The queueing-environment process Z is ergodic if there exists N ∈ N0 such
that infn≥N (µ(n)− λ(n)) > 0 and
inf
n∈N0
ĉn > 0,
where ĉn is defined in Lemma 4.9.
Proof. Let there be N ∈ N0 such that infn≥N (µ(n)− λ(n)) > 0. Then, for every M/M/1/∞
queue with queue-length-dependent arrival intensities λ(n) > 0 and service intensities µ(n) >
0 is L˜ : N0 → R+0 with L˜(n) := n, finite exception set F˜ := {0, . . . , N − 1} and constant
ε˜ := infn≥N (µ(n)− λ(n)) > 0 a Lyapunov function, which satisfies the Foster-Lyapunov
stability criterion. Hence, we can apply Theorem 4.10.
Example 4.15. If supn∈N0 µ(n) < ∞, then in the following examples holds infn∈N0 ĉn > 0.
It should be noted that ĉn is only defined by µ(n + 1), the generator Vn and the stochastic
matrix Rn (since τn is defined by the generator Vn).
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(a) For the generator Vn = (vn(k, `) : k, ` ∈ K) holds
V2n−1 := V1 and V2n := V2, n ∈ N,
and for the stochastic matrix Rn = (Rn(k, `) : k, ` ∈ K) holds
R2n−1 := R1 and R2n := R2, n ∈ N.
A similar structure is found in birth-and-death processes with alternating rates which
are considered e.g. by Di Crescenzo et al. ([12], [13]).
(b) Let N0 ∈ N. For the generator Vn = (vn(k, `) : k, ` ∈ K) holds
Vn := V ∀n ≥ N0,
and for the stochastic matrix Rn = (Rn(k, `) : k, ` ∈ K) holds
Rn := R ∀n ≥ N0.
Then, ĉn can be arbitrarily until N0− 1 and from N0 it is bounded below by a ĉmin > 0.
A similar structure is found in multi-server models (M/M/s queue) which are studied
e.g. by Neuts [43, Section 6.2, Section 6.5].
Moreover, such a structure is found in a queue with N servers subject to breakdowns
and repairs. This is studied by Neuts and Lucantoni [44].
Furthermore, this structure can be found in the study of Neuts and Rao [45]. Since
an analytic solution for their multi-server retrial model is difficult, they make a sim-
plifying approximation, which yields an infinitesimal generator with a modified matrix-
geometric steady state vector which can be efficiently computed.
(c) The queueing-inventory system with perishable items in Example 4.1 is a special case
of (b) with N0 = 1.
5 Bounding performance of non-separable systems
Standard performance metrics (e.g. throughput, mean delay, mean queue lengths) of complex
systems are often directly accessible if the system is separable as described in Section 3.
This relies on the fact that the mentioned metrics can be computed when the stationary
distribution is explicitly at hand. On the other side, computing these performance metrics
for non-separable systems as that in Section 4 is often difficult. Van Dijk reviews literature on
methods for bounding performance metrics of stochastic systems when values of the metric of
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interest are not explicitly available (cf. [17, Section 1.7, pp. 62f.], [16, pp. 311ff.], [18], [19]).
He developed among other methods a principle to bound performance metrics of “non-
product form systems” by the respective metrics of related “product form systems”, and
provided many examples. Closely related to our systems and the topic of the present section
are the “queueing systems in random environment” with unknown stationary distribution
in [20, Theorem 3]. The generator of the environment process which is Markov of its own in
the original system is “perturbed” in such a way that there are bi-directional interactions in
the modified system which then shows a stationary distribution of a special “product form”
which is of slightly different form as those developed here.
Our results in Sections 3 and 4 suggest to develop approximation principles for queues
in a random environment when separability does not hold. The main idea is to manipulate
the environment in a suitable way. These principles should provide approximation methods
for the application examples described in the introduction when separability fails here. We
concentrate on queueing-inventory systems.
As we have stated in Corollary 4.2, the stationary distribution of the queueing-inventory
system in Example 4.1 is in general not of product form and therefore closed form expressions
are not available for the production-inventory system with perishable items when the total
ageing rate depends on whether an item from inventory is already in usage for production
(in case of base stock levels b ≥ 2).
In the next example we show that we get product form results for related systems which
are slight modifications of Example 4.1. For simplicity we consider arrival rates λ and service
rates µ independent of the queue lengths.
Example 5.1 (Separable queueing-inventory system with perishable items). We consider
the queueing-inventory system of Example 3.3 with perishable items in the inventory where
the ageing regimes are different from that in Example 4.1: Ageing is independent of whether
an item from inventory is already in usage by production.
If there are k > 0 items of raw material in the inventory, then the total loss rate of inventory
due to perishing is γ ·d(k) independent of the queue length. We call the function k 7→ γ ·d(k)
ageing regime.
The queueing-inventory process Z has generator Q = (q(z; z˜) : z, z˜ ∈ E) with the following
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transition rates for (n, k) ∈ E.
q ((n, k); (n+ 1, k)) := λ · 1{k∈{1,...,b}},
q ((n, k); (n, k − 1)) := γ · d(k) · 1{k∈{1,...,b}},
q ((n, k); (n− 1, k − 1)) := µ · 1{n>0} · 1{k∈{1,...,b}},
q ((n, k); (n, k + 1)) := ν · 1{∈{0,...,b−1}},
and q(z; z˜) := 0 for other z 6= z˜, and q (z; z) := −∑z˜∈E,
z 6=z˜
q (z; z˜) for all z ∈ E.
This queueing-inventory system with exponentially distributed life times of the items in
the inventory fits into the definition of the queueing system in a random environment by
setting K := {0, 1, . . . , b} , KB := {0} , KW := {1, . . . , b} , and
Rn(0, 0) := 1, Rn(k, k − 1) := 1, 1 ≤ k ≤ b, n ∈ N,
vn(k, `) :=

ν, if k ∈ {0, . . . , b− 1} , ` = k + 1,
γ · d(k), if k ∈ {1, . . . , b} , ` = k − 1,
0, otherwise for k 6= `, n ≥ 0.
(5.1)
If λ < µ the queueing-inventory process is ergodic, and the stationary distribution pi is
pi(n, k) := ξ(n) · θ(k), (n, k) ∈ E, (5.2)
with
ξ(n) :=
(
1− λ
µ
)
·
(
λ
µ
)n
n ∈ N0, θ(k) := C−1θ ·
k−1∏
`=0
ν
λ+ d(`+ 1)
, k ∈ K, (5.3)
and normalisation constant Cθ.
We will show that (with varying ageing function d(·)) this product form result can be
used to bound throughputs for the systems with (unknown) non-product form stationary
distribution of Example 4.1.
For simplicity we consider an ergodic queueing-inventory system according to Example
4.1 with queue length independent rates λ, µ. We construct bounding systems according to
Example 5.1 with the same rates λ, µ, environment K = {0, 1, . . . , b} , KB = {0} , KW =
{1, . . . , b} , and jump matrices Rn and two new specifications of d(·) in the rate matrices
(5.1). These systems are ergodic because of (5.2) and (5.3).
A lower bound “−”-system where the ageing regime in state (m, k) ∈ E is k 7→ d(k) :=
γ · k. This means: All items are perishable - even the one already reserved for production.
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An upper bound “+”-system where the ageing regime in state (m, k) ∈ E is k 7→ d(k) :=
γ · (k− 1)+. This means: One item in the inventory (if there is any) is not subject to ageing
- even if the server is idling and no item is reserved for production.
The target “o”-system, i.e. queueing-inventory system with unknown non-product form
stationary distribution from Example 4.1. Perishing of items depends on whether an item
from inventory is in usage by production (i.e. the server is busy, or if the server is idling and
the inventory is not empty). The ageing regime in state (m, k) ∈ E is k 7→ (γ · k) · 1{n=0} +
(γ · (k − 1)) · 1{n>0}. This system is ergodic from Corollary 4.12 and Example 4.15(b).
In the following we write “?”-system for one of the systems specified by “+”, “-”, or “o”.
In all cases is with stationary distribution pi? := (pi?(m, k) : (m, k) ∈ E) the throughput
TH? :=
∑
(m,k)∈E
pi?(m, k) · µ · 1{m>0} · 1{k>0}. (5.4)
Denote by v?n(m, k) the number of departures from the ?-system up to the time of the
n-the jump of the process given the initial state is (m, k) ∈ E. So v?n(m, k)/n is the finite
time throughput up to the time of the n-the jump of the process started in (m, k) ∈ E. It
holds for all initial states (m, k) ∈ E [57, Lemma 2]
TH? = lim
n→∞
1
n
v?n(m, k). (5.5)
Our starting point is the observation that for all (n, k) ∈ E the ageing regimes are
ordered:
γ · (k − 1)+ ≤ (γ · k) · 1{n=0} + (γ · (k − 1)) · 1{n>0} ≤ γ · k.
Intuitively we expect that the throughputs of the respective systems are ordered the
other way round. The intuitive explanation of this throughput ordering is: If we have either
more inventory and at least the same number of customers in system, or more customers in
system and at least the same stock size of the inventory, then the system should be able to
produce more output. This leads to the following conjecture.
Conjecture 5.2 (Monotonicity of throughputs). Consider three (exponential) ergodic queueing-
inventory systems with the same arrival rate λ, service rate µ, replenishment rate ν, indi-
vidual ageing rate γ for items in the inventory which are subject to ageing.
Then the following monotonicity property for the throughputs holds
TH− ≤ THo ≤ TH+.
This conjecture is supported by the following results:
R1. In [46, Section 4.3.3.1, pp. 112ff.], we computed explicitly the throughputs of the
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systems with base stock level b = 1 and showed that the monotonicity property holds. This
is based on explicit stationary distributions in Corollary 4.3 (for ”o”-system) and in Example
5.1 (for ”−”- and ”+”-system).
R2. We say that v?n is isotone with respect to the product order on N0 × {0, 1, . . . , b} if
∀(m, k), (m′, k′) ∈ E : [m ≤ m′ ∧ k ≤ k′] implies [v?n(m, k) ≤ v?n(m′, k′)]. (5.6)
The proof of the following proposition is tedious and rather lengthy and can be found in [46,
Appendix D.2].
Proposition 5.3. Consider the three exponential ergodic queueing-inventory systems “+”,
“-”, and “o” with perishable items described above with identical rates λ, µ, ν and the different
ageing regimes. Then the following holds [46, Proposition 4.3.11]:
(a) If v−n is isotone, then for all (m, k) ∈ E holds
v−n (m, k) ≤ von(m, k) ∀n ∈ N,
and consequently TH− ≤ THo.
(b) If v+n is isotone, then for all (m, k) ∈ E holds
von(m, k) ≤ v+n (m, k) ∀n ∈ N,
and consequently THo ≤ TH+.
(c) If von is isotone, then for all (m, k) ∈ E holds
v−n (m, k) ≤ von(m, k) ≤ v+n (m, k) ∀n ∈ N,
and consequently TH− ≤ THo ≤ TH+.
Exploiting the monotonicity results of Proposition 5.3, it can be shown that for all base
stock levels in [46, Section 4.3.3.2, pp. 114ff.] the following results hold:
• If in the ”−”-system we have λ ≤ γ, then it holds TH− ≤ THo.
• If in the ”o”-system we have µ = γ, then it holds TH− ≤ THo ≤ TH+.
Proof. Utilizing ideas of van der Wal [57], monotonicity is shown under both conditions in
[46, pages 354–373]. Thereafter Proposition 5.3 is applied.
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6 Conclusion
For a large class of queueing-environment systems with bi-directional interaction we have
obtained product form steady state distributions. These explicit steady state distributions
open the possibility to compute performance metrics of the systems explicitly.
If this is not possible we developed ergodicity criteria using Lyapunov functions and demon-
strated by an example of a coupled queueing-inventory system how to compute two-sided
bounds for the throughput. This indicates how to procede in case of general queueing-
environment systems to obtain explicit bounds for performance indices which are not di-
rectly accessible. Another direction of research on non-separable queueing-environment sys-
tems is to modify the transition intensity matrix of the system suitably (possibly only the
environment coordinate-process) to obtain a product form approximation of the stationary
distribution. This is part of our ongoing research.
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