In this paper, we establish existence of solutions to an indefinite coupled nonlinear system. We use partial coercivity to establish existence of a critical point to an indefinite functional and thus the existence of solutions on both bounded domains and doubly-periodic domains. We then take the limit of the bounded domain to extend solutions on a bounded domain to the full-plane. We also provide asymptotic decay analysis for solutions over the full-plane. Necessary and sufficient conditions are also provided for the doubly periodic domain.
Introduction
The quantum Hall effect is a physical phenomenon that is observed in condensed-matter physics. This phenomenon occurs when a two-dimensional gas, such as that found in GaAs and AlGaAs semiconductors [9] , is subjected to a very low temperature and a magnetic field orthogonal to the plane the gas lies in. Consequently, a quantity called the Hall conductance is quantized in the form of a filling factor, which comes from the interaction of the electrons [25, 26] . This filling factor may take on integer values or fractional values and is described by both the electron density and the quantization of magnetic flux. When the filling factor takes on fractional values, this phenomenon is called the fractional quantum Hall effect, or, FQHE [9, 19, 27, 32, 38] . The model describing the FQHE in a two-dimensional doublelayered system was described with the use of Chern-Simons theory [3, 13, 17, 18, 22, 28, 30, 35, 36, 39, 40, [44] [45] [46] [47] .
The goal of this paper is to study the coupled nonlinear elliptic system described in [21, 31] , but this time allow for the coupling matrix to be indefinite. That is, we study the system over R and the point vortices are given by the Dirac distributions centered at p j and q j in R 2 . The parameters p, q = 0 are coupling parameters and are taken to be real numbers. Finally, the vortex numbers of the upper and lower layers are given by N 1 and N 2 respectively.
For such a system, Ichinose and Sekiguchi discussed radially symmetric solutions for the (m, m, n) Halperin state [21] . Later, in [31] , Medina established doubly-periodic and full-plane solutions when the coupling matrix, K, is positive definite. This restricted the parameters p and q to satisfy 1+q/p > 0 and pq > 0, which stringently limits the applicability of the results in [31] . In this present work, we study a matrix K of the form given by (1.0.2) satisfying det (K) = 4q/p < 0 and so the system becomes indefinite. Since the value of p is positive in the derivation of the system [21, 31] , an indefinite matrix, K, will impose the condition that q < 0. We then see that the parameter term 1 + q/p may no longer be positive. That is, if q < −p, then 1 + q/p < 0. One important consequence of this work is that, when combined with [31] , the full spectrum of K will be covered for doubly-periodic domains.
When provided with such an indefinite coupling matrix, the difficulty in studying such a system arises after establishing a variational principle. Normally, one would hope to find a minimizer to the functional, or even a saddle point. However, such a functional will not have a minimizer and establishing a coercive lower bound becomes impossible. We are able to modify the approach of solving a constrained minimization problem and then establish partial coercivity. That is, we select an appropriate admissible class based upon the equation that contributes to the indefinite nature of the functional so that the remaining part of the functional will be coercive. We are able to use this method of partial coercivity to establish existence of solutions to a regularized system on bounded domains. Then, we are able to take the limit of the domain to the full-plane. Prior to doing so, we consider the single equation on a bounded domain and then take that limit. These solutions will be of finite energy. That is, they satisfy the topological boundary condition u(x) → − ln (2) v(x) → − ln (2) as |x| → ∞.
Since K is symmetric, in the rest of this paper we will write k 11 = k 22 and k 12 = k 21 . We will also follow the convention in [31] by writing det (K) = |K| and by denoting the size of a domain, Ω, by |Ω|. In the work that follows, it will be necessary for us to separate the possibilities for and indefinite matrix K into the two cases:
1. If −4 ≤ |K| < 0, then 1 < k 12 ≤ 2 and 0 ≤ k 11 < 1.
2. If |K| < −4, then k 12 > 2 and k 11 < 0.
In the case when |K| < −4, we will establish existence of finite energy solutions of (1.0.1) over bounded domains and doubly period domains. When −4 ≤ |K| < 0, we are able to establish the existence of finite energy solutions over the full-plane. Not only will we establish existence of solutions, but we will also provide an asymptotic analysis of solutions to (1.0.1) for this range of −4 ≤ |K| < 0.
The main results of this paper are presented below. The structure of the paper is as follows. In section 2, we present the BPS and vortex equations developed in [21, 31] . We also present a discussion on the importance and impact of the parameter, q, on the system through the lens of the "pseudospin" operator [14, 20, 21] . We will see that this parameter has several effects on the behavior of the system.
In section 3, we will regularize the system (1.0.1) and consider a version of the system with homogenous boundary terms via a shift. We then establish solutions over a bounded domain, denoted by Ω, via a variational method. Due to the indefinite nature of the problem, we will use partial coerciveness by "freezing" one of the equations in (1.0.1). We will then take the limit of a single equation version of (1.0.1) to extend it from a bounded domain, Ω, to the full-plane, R 2 . We also take the large domain limit of the entire system from a bounded domain to the full-plane and provide an asymptotic analysis of solutions.
In section 4, we establish the existence of solutions over a doubly-periodic domain, more specifically a torus. We accomplish this via a minimization of an indefinite functional which satisfies partial coercivity. We also provide necessary and sufficient conditions on the size of the torus relative to the vortex numbers N 1 and N 2 for solutions to exist.
BPS and Vortex Equations
Here, we provide a brief overview of the system of equations governing the FQHE. The Lagrangian describing the FQHE in two-dimensional electron systems was well discussed in [21, 31] and is given by
which is a sum of the matter term,
and the Chern-Simons term,
The bosonized fields are represented in terms of the upper layer, ψ ↑ , and the lower layer, ψ ↓ . The mass of the electrons is given by M, while the parameters p and q are real numbers. The scalar potential fields are represented by a + µ and a − µ . Lastly, the potential between the bosonized electrons is given by,
where W represents the long range inter-layer and intra-layer Coulomb repulsions. In the model discussed by [21, 31] , this force is assumed to be negligible and will continue to be assumed as such. The first integral of the system of BPS type was obtained by Medina in [31] and it is given by
where equations (2.0.2) and (2.0.3) are the self dual equations being solved. There are many solutions to these self dual equations, but this degeneracy is removed by the Chern-Simons constraints [21] . The ground state configurations for the fractional quantum Hall effect are represented in terms of the average electron density,ρ, ψ ↑,0 = ψ ↓,0 = ρ/2. This yields the following integral representing the total energy of the system [31] ,
where the total Chern-Simons flux, Φ CS is given by
Furthermore, in [31] , solutions to (2.0.2) and (2.0.3) were considered over the full plane under the condition that they were of finite energy. As a result, the following boundary conditions were imposed on the complex fields, ψ ↑ and ψ ↓ ,
An important observation to make here is that the following terms are affected by q: V, B 12 ,B 12 , b 0 ,b 0 . Remarkably, the Chern-Simons flux is independent of q. That is, for a given value of p, any pair of p and q have the same total Chern-Simons flux. Moreover, the filling factor, ν, is also independent of q and thus a single filling factor gives rise to a fixed value of p, but a wide range of possibilities for q. Since all possible finite energy solutions with q > 0 was covered in [31] , we focus solely on q < 0. We see that the symmetry of the system implies the approach for existence should be similar to that done in [31] for q > 0. As a matter of fact, we observe that if one were to negate q in (2.0.2)-(2.0.7), the only differences would be that B 12 andB 12 switch as well as b 0 andb 0 . While this may seem like a minor detail, we will observe that the approach taken in [31] will not suffice. When establishing a variational principle for q < 0, the functional becomes indefinite and thus, establishing existence of solutions to (1.0.1) will require a much different approach.
It is also important to note that in [31] , the following quantization of the magnetic flux integrals was established and will hold regardless of the sign of q. These integrals are B 12 dx = −2πpN 1 and
with the integration begin evaluated over either the doubly-periodic domain or the full-plane. With this quantization, we obtain 0.12) where
In this system, the magnetic field was strong enough to polarize the electrons [21, 31] . As a result, a degree of freedom, which was the quantization of spin, is lost. However, we regain that degree of freedom and treat the double layer problem as a mono layer problem with a quantization of spin that is dubbed the "pseudospin" [14, 20, 21] .
Upon further investigation, for the ground state configuration Ψ 0 = (ψ ↑,0 , ψ ↓,0 ) t given by (2.0.10), we haveΨ In (2.0.14), σ 3 is the z−component of the pseudospin which represents the difference between the upper and lower layer densities [14] and is given by
As a result, we see that the electric charge of the lower layer, given byQ in [20, 21] satisfies 
Topological solutions over the full-plane
In this section, we establish existence of solutions to (1.0.1) when |K| < 0 over a bounded domain. The first step towards establishing existence, is to regularize the system given by (1.0.1) and establish a variational principle as in [29] . We will show that the solutions of this regularized system will be critical points of an indefinite action functional and ultimately solutions to (1.0.1) over Ω, which is connected, bounded, and smooth. Moreover, Ω contains the point vortices p j for j = 1, . . . , N 1 and q j for j = 1, . . . , N 2 . Before proceeding, we recall that the boundary requirement for topological solutions is that u, v → − ln 2 [21, 31] . We consider the substitutions u 1 = u + ln 2 and
To regularize our system, we use the fact that as ε → 0,
− ⇀ 4πδp j and 4ε
The convergence above is in sense of distibution. In view of (3.0.2), we consider the regularized form of (3.0.1),
in Ω, (3.0.3) and introduce the subtractive background functions,
such that for some h 1 , h 2 ∈ W 1,2 (Ω), independent of ε > 0, we have,
and ∆v
With these background functions constructed, we are able to set We will find it useful to decompose u 2 and v 2 into a sum. To this end, we write u 2 as a sum of a harmonic function and another function. We repeat this for v 2 as well. We let U ε 0 and V ε 0 be harmonic in Ω and satisfy the following boundary conditions
Then, for some functions u 3 and v 3 , we write
In view of these transformations, the system in (3.0.7) can now be written in terms of u 3 and v 3 as the following homogenous boundary value problem, In the final substitution to transform this system into one that has a variational principle, we use f
This substitution yields the following system,
where we have used properties of the coupling matrix to obtain k 11 + k 12 = 2 and k 11 − k 12 = |K|/2. We then multiply the first equation in (3.0.11) by |K|/4 to obtain,
which allows us to see that these are the Euler-Lagrange equations of the indefinite functional,
In this scenario, a direct minimization approach will not work because we are unable to establish coercivity. That is, the negative coefficient of |∇ξ| creates an issue. Also, we can not establish a compactness condition that would allow for saddle point solutions via a mountain pass theorem. Therefore, we take an approach similar to [5, 29, 47] and separate the functional (3.0.13) into two parts, the negative and positive and then "freeze" the negative part by introducing a constraint which is the weak formulation of the first equation in (3.0.11). With this in mind, we will consider the following minimization problem,
where the admissible class, C, is defined by
(ξ+ζ) + 4we
We remark here that definition (i) is nothing other than the weak formulation of the first equation in (3.0.11) and now state the main theorem of this section.
Theorem 3.0.1. There exists a pair (ξ, ζ) ∈ C that is a solution to the minimization problem (3.0.14).
Prior to proving Theorem 3.0.1, we establish some necessary lemmas. 
0 (Ω). Proof. We prove this lemma in three steps. The first is to show that the functional, J ζ (·) is weakly lower semicontinuous. Then, we must show that J ζ (·) is coercive. Finally, we must determine uniqueness.
First, we note that the functional (3.0.16) can be rewritten using the L 2 norm. This can be seen below
We then recall that the L p norm is weakly lower semicontinuous. Therefore, in order to establish that the functional J ζ (·) is weakly lower semicontinuous, we only need to worry about the last four terms in (3.0.17). We will first establish continuity of the last term. To this end, we make the observation that if ξ n → ξ in L 2 (Ω), then by way of Hölder's inequality we obtain,
, we see that they are bounded in L 2 (Ω). We also have ξ n → ξ in L 2 (Ω) by our assumption. Therefore, we obtain that the right hand side of (3.0.18) vanishes as n → ∞ and consequently, the last term in (3.0.17) is continuous. By a similar argument, we obtain continuity for 2 |K| ξdx. It is obvious that the remaining terms of J ζ (ξ) are continuous and thus J ζ is weakly lower semicontinuous.
We now look to establish coercivity of the functional J ζ (ξ). Here, we recall that −2 |K| > 0 and therefore, the integrals involving the exponential terms are positive. This means we have
and now recall the Poincaré inequality on W
We use Cauchy's inequality and (3.0.20) to obtain the following upper bound for the last term in (3.0. 19) ,
Similarly, we obtain
The upper bounds obtained in (3.0.21) and (3.0.22) allow us to obtain the following lower bound for J ζ (ξ),
We recall that − |K| > 0 and so we can choose ε > 0 small enough so that
we see that J ζ (ξ) is coercive and bounded below. This, together with the fact that J ζ (·) is weakly lower semicontinuous, implies that the minimizer exists. The convexity of J ζ (ξ) in terms of ξ implies that that the minimizer is unique.
For the next lemma, it is useful to write the functional in (3.0.13) as
so that we may establish partial coerciveness below. Proof. First, we note that since J ζ (ξ) is minimized (uniquely) by ξ, then by the maximal growth function for W
In view of (3.0.21) and (3.0.26), we are able to obtain the following lower bound for I(ξ, ζ),
where C, C ′′ > 0. We again choose ε small enough so that the coefficient of ∇ζ
is positive and so we may now conclude that the functional I(ξ, ζ) is both partially coercive and bounded below. Meaning, since we are able to "freeze" the negative part of the functional, we are then able to establish coercivity for I(ξ, ζ).
Now that partial coercivity of the functional I(ξ, ζ) has been established, we establish convergence of a minimizing sequence of (3.0.14). Proof. We let {(ξ n , ζ n )} ∞ n=1 be any minimizing sequence of (3.0.14) such that,
We then define
It is easy to see that by (3.0.26), the sequence {ζ n } ∞ n=1 satisfies,
where the upper bound, M 0 , comes from the fact that a minimizing sequence is bounded. By (3.0.28), we see that ∇ζ n is bounded in L 2 (Ω). Furthermore, the Poincaré inequality on W
When we insert (3.0.29) into (3.0.26), we establish that
, and ultimately bounded in W 1,2 0 (Ω). In a similar fashion, we use (3.0.26) to obtain
0 (Ω). We then conclude that (passing to a subsequence if necessary) ξ n ⇀ ξ weakly in W 1,2 0 (Ω).
We are now ready show that the pair of functions (ξ, ζ) found in Lemma 3.0.4 belongs to the admissible class given by (3.0.15). Proof. Since ξ n , ζ n ∈ C, we know that these satisfy condition (i) in (3.0.15). We can write this condition as the following Ω ∇ξ n ·∇w+4we
(3.0.32)
Now, we recall that ξ n ⇀ ξ and ζ n ⇀ ζ weakly in W 1,2 0 (Ω). From this weak convergence, we know that we can find subsequences, denoted by ξ n j ∞ j=1 and ζ n j ∞ j=1
, such that they converge strongly to ξ and ζ in L 2 (Ω). Without loss of generality (passing to a subsequence if necessary), we will assume that ξ n → ξ, and ζ n → ζ strongly in L 2 (Ω) as n → ∞. We recall the Trudinger-Moser inequality of the form,
We will use the inequality given by (3.0.33) to show that, as n → ∞, we obtain the convergence of,
and
In order to establish both (3.0.34) and (3.0.35), we will also use the mean value theorem and the general Hölder inequality. With these tools, we are able to obtain the following estimates,
One can see that we have now established the convergence given by (3.0.34). In a similar fashion, we establish (3.0.35). The details are left to the reader as they are nearly a mirror image of the verification of (3.0.34). We take n → ∞ in (3.0.32) and see that (ξ, ζ) ∈ C. Lemma 3.0.6. The convergence of ξ n → ξ is strong convergence in W 1,2 0 (Ω). Proof. First, we let w = ξ n − ξ in (i) and in (3.0.32). With this substitution, we end up with both
We now subtract (3.0.38) from (3.0.37) and take the limit as n → ∞ to observe that
Therefore, we have shown that ∇ξ n → ∇ξ in L 2 (Ω). We may conclude now that ξ n → ξ strongly in W 1,2 0 (Ω). It is at this point that we are able to provide the proof of Theorem 3.0.1.
Proof. We recall that ζ n ⇀ ζ weakly in W 1,2 0 (Ω) and ξ n → ξ strongly in W 1,2 0 (Ω). As a result, we have lim
We use (3.0.25), (3.0.40), and recall that η 0 = lim n→∞ I(ξ n , ζ n ) to obtain the estimate
Since we have already established that (ξ, ζ) ∈ C, we see that the pair solves the minimization problem given by (3.0.14).
Next, we establish that the functions we found are solutions to the system (3.0.11).
Lemma 3.0.7. The pair (ξ, ζ) defined in Lemma 3.0.4 is a solution to the system given by (3.0.11).
Proof. Before anything else, we point out that the weak form of the second equation in (3.0.11) is indeed the condition (i) in (3.0.15). Therefore, in the present, we only need to verify the first equation in (3.0.11). To this end, we letζ be any test function in W 1,2 0 (Ω). We then set ζ τ = ζ + τζ. We have shown that for any ζ there is a unique minimizer ξ of J ζ (ξ), we denote the unique minimizer of J ζτ (·) by ξ τ . We remark here on the dependence of ξ on ζ and thus ξ τ on ζ τ . That is, we have ξ τ = ξ τ (ζ + τζ) and ξ τ depends smoothly upon τ . We then setξ
Since the pair (ξ, ζ) minimizes I(·, ·), we see that I(ξ τ , ζ τ ) attains its minimum at τ = 0. Therefore, we have
Then, in view of the formulation of I(ξ, ζ) given by (3.0.13), we rewrite (3.0.43) as
We may use (3.0.42) to rewrite (3.0.44) in the more convenient form,
By the condition (i) in (3.0.15), we see that the right hand side is zero. Therefore, we have obtained
for an arbitrary test functionζ ∈ W 1,2 0 (Ω). It is clear that this is the weak formulation of the first equation in (3.0.11) and we have fully verified the system (3.0.11). Now that we have established existence of solutions to the regularized system in (3.0.7), we must go back in terms of the original variables. To do so, we first see that we have found a solution pair to the regularized system (3.0.3) which we can denote by (u ε , v ε ). We may now discuss the convergence of such solutions.
Proof. Let (u ε , v ε ) be a solution to the regularized system (3.0.3) where ε > 0 is a small positive number. We now write (3.0.3) in terms of this pair,
in Ω ∆v ε = 4k 12 e uε + 4k 11 e vε − 4 +
and observe that we can take ε small enough so that
To see this, observe that when x = p j or x = q j , the fractions in the summation become 4/ε. So, as long as ε < 1, we are guaranteed to satisfy (3.
This allows us to estimate (3.0.47) as
(3.0.50)
By the maximum principle, we conclude that
Remark: Up until Proposition 3.0.8, the existence theory holds for |K| < −4 as well. As a matter of fact, we see that when |K| < −4, we are able to obtain existence of solutions to the regularized system on a bounded domain. However, it is here that we are unable to say more when |K| < −4 as we are not able to obtain any estimates for u ε or v ε which will impede our ability to take a limit as ε → 0. Therefore, in the rest of this section, we restrict ourselves to studying only −4 ≤ |K| < 0.
Return to original system
In order to establish the solutions to the original system (1.0.1), prior to regularization, we need to take the limit as ε → 0 for u ε and v ε . To this end, we add the first two equations in (3.0.47) to get,
and recall the basic inequality
We let a = e uε/2 , b = e vε/2 to see that
In view of (3.1.2), we are able to find the following estimate for (3.1.1),
Now we see that the average of u ε and v ε is a subsolution of
in Ω w ε = − ln 2 on ∂Ω. (u ε +v ε ) is a subsolution of (3.1.4), we can see that w + ε = − ln 2 is a supersolution. Therefore, by the method of super and subsolutions, we can create a monotone increasing iterative scheme from 1 2 (u ε + v ε ) to get a solution of (3.1.4). We note here that, So, in view of (3.1.7), we are able to rewrite equation (3.1.4) as, ∆w ε = 8e
Since w ε < 0, we see that w ε 0 +w ε < 0. Now we multiply the equation in (3.1.8) byw ε and integrate both sides over Ω to obtain
We rewrite (3.1.9) as
We will use Cauchy's inequality with ǫ > 0 as well as the Poincaré inequality in (3.1.10) to obtain,
In order to find an upper bound for the first term on the right hand side of (3.1.11), we recall that w ε 0 +w ε < 0. Therefore, using Cauchy's inequality and the Poincaré inequality we obtain,
Using this bound, and inserting into (3.1.11), we see that we have obtained the bound for ∇w ε in L 2 (Ω). Moreover, by the Poincaré inequality, we have obtained the bound forw ε . We note that this bound is independent of ε > 0. Furthermore, by (3.0.51), (3.1.5), (3.1.6), and (3.1.11) we see that {u ε } and {v ε } are bounded uniformly.
We now use the interior elliptic estimates described in [16] to assume that there are functions u and v
We then use the Green's function to represent the equations in the regularized form (3.0.3) with u = u ε and v = v ε . We apply the convergence derived in (3.1.13) and (3.1.14) to see that as ε → 0, the pair (u, v) satisfies the original equations (3.0.1). In the next section, we take the limit of the bounded domain, Ω, to all of R 2 .
Single equation limit as Ω → R 2
In this section, we first consider the single vortex equation subject to the boundary condition,
The ball, B R , is chosen so that it contains all of the vortex pointsp j = p 1 , . . . , p N 1 , q 1 , . . . , q N 2 and the total vortex number is given by N + = N 1 + N 2 . We denote this by
We recall some well known results [29] related to the equation,
where Ω ⊂ R n , n ≥ 2, is a smooth bounded domain, µ ∈ M(Ω) and g : Ω × R → R is a Carathéodory function. Also, h ∈ L 1 (∂Ω). We recall that M is the space of finite Radon measures on on open sets ω ⊂ R 2 . We equip M(ω) with the standard norm,
In the work that follows, we require the use of three necessary results from appendix A of [29] . We state them here. The reader is recommended to see [29] for proofs of the following.
(Ω) be a sub and supersolution of (3.2.2) such that
2) has a solution u such that u 1 ≤ u ≤ u 2 a.e.. 2. g(x, 0) = 0 for a.e. x ∈ Ω.
Let u be a solution of (3.2.2). Then,
In particular, g(·, u) ∈ L 1 (Ω) and ∆u ∈ M(Ω).
We now state our first result of this section, which is motivated by method of super and subsolutions to the simplified equation. 
Proof. First, we set g(x, t) = 8(e t − 1) and then write
where µ is a finite Radon measure on Ω. Here, we make use of both Theorem 2 and Prop A.1 in Vazquez [43] , where the equation
was studied in detail over R 2 with f being a bounded Radon measure, and β being a continuous increasing real function with β(0) = 0. We then find, with data µ + , a supersolution, U ∈ L 1 (R 2 ) such that U ≥ 0 a.e.. Furthermore, this U satisfies e U − 1 ∈ L 1 (Ω). As in appendix B of [29] , we let v ∈ L 1 (Ω) be the solution of
Then U and v are super and subsolutions of (3.2.4) respectively. By Theorem 3.2.1 we see that (3.2.4) has a solution u ∈ L 1 (Ω).
The next two results are special cases of the work done by Lin, Yang, and Ponce [29] . The first result establishes the radial behavior of solutions to (3.2.4). In other words, we see that u is increasing at the boundary of B R . We want to show that u is increasing everywhere outside of B R . Furthermore, Aleksandrov, Gidas, Ni, and Nirenberg [15] established that a function u satisfying ∆u = 8c(x)u with u < 0 inside B R and u = 0 on ∂B R will be radially symmetric outside of B R via the method of moving planes. This means that without loss of generality, we may show that u is increasing in the x 1 direction. We then let σ ∈ (R 0 , R) and define the half plane,
We consider the reflection of x over the line x 1 = σ and denote this by x σ = (2σ − x 1 , x 2 ). We then set u σ = u(x σ ) for x ∈ Σ. We note here that upon setting w σ = u(x) − u σ (x) for x ∈ Σ σ , the proof becomes a special case of that in Lemma 5.1 of [29] and the result immediately follows.
We now consider (3.2.4) over the full space, and multiply by a negative to rewrite the equation as 2.9) and are now able to establish the following asymptotic estimate of topological solutions to (3.2.9).
Lemma 3.2.5. Let u be a solution to (3.2.9) such that u(x) < 0 and
Then we have the asymptotic estimate
The solutions are topological if and only if λ = 0. That is, they satisfy u(x) → 0 as |x| → ∞. Otherwise, the solutions are nontopological and satisfy u(x) → −∞ as |x| → ∞.
The proof of this lemma is only a modification of Lemma 5.2 in [29] and Theorem 1.1 in [10] with the term K being taken as K(x) = 8(e −u − 1). Then we have the modification,
Since the proof would just follow that of [10, 29] , the details are omitted here. In order to extend the domain to the full-plane, we consider the system in terms of a sequence, {u n } ∞ n=1 , that satisfies,
where we consider the domain Ω n = B Rn and R n → ∞. The main result of this section is stated below.
Lemma 3.2.6. Let {u n } ∞ n=1 be a sequence of solutions to (3.2.13). Then, there is a subsequence, {u nm } ∞ m=1 , which converges pointwise to a solution, u, of (3.2.9) satisfying the topological boundary condition, lim
Proof. To begin, we define a background function w 0 as in (3.0.4) and see that w 0 is bounded for almost every x ∈ R 2 . We then use this background function to express the sequence of functions u n as u n = w 0 + v n , (3.2.15) and proceed to prove, by contradiction, that the sequence of functions {v n } ∞ n=1 is uniformly bounded. As we will see, the contradiction will arise as a result of the nontopological boundary conditions stated in Lemma 3.2.5. Now for the assumption. To this end, we suppose that {v n } ∞ n=1 is an unbounded sequence of functions and we recall that u n < 0. Since v n = u n − w 0 , we see that by assuming the sequence of functions, {v n (x)} is unbounded, we mean v n → −∞ and we may assume it does so uniformly. By this assumption of unboundedness, we may further assume that there exists a sequence {x n } ∞ n=1 in R 2 so that
We now make the following claim. Claim 1. There exists a sequence {x n } ∞ n=1 in R 2 such that for some constant c > 0,
Prior to establishing claim 1, we denote byū n (r), the average value of u n on B r ,
Assume that claim 1 is false. That is, we assume that there exists a κ > 0 such that if
Recall that R 0 is the smallest radius such that B R 0 contains all the point vortices and take n large enough to assume that R n ≥ R 0 + κ, or
It is clear that since Ω n = B Rn , and u n = 0 on ∂Ω n ,
Then, by the mean value theorem and (3.2.19), there exists an r n such that
We then recall that,ū
and see by setting r = r n ,ū
We multiply (3.2.23) by r n to get,
We now take n → ∞ in (3.2.24) and see that since N + is a finite number and r n → ∞ as n → ∞ the following provides us with a contradiction
Therefore, the assumption is indeed false and we have established claim 1. Now we recall that as n → ∞, the functions u n → −∞ uniformly on any compact subset of R 2 . Therefore, the sequence defined in (3.2.16) satisfies |x n | → ∞ and we set
and make our second claim.
Claim 2 : The sequence of functions U n defined in (3.2.26) converge to a solution, U of the equation,
To prove this claim, we see that
where U n is defined in the ball B ρn where ρ n → ∞ and B ρn does not contain anyp j , j = 1, . . . , N + . This translation of u n yields the following differential equation without any δp j terms, From (3.2.29), along with the fact that U n ≤ 0, we obtain,
We then use the average value of U n ,
along with the mean value theorem to obtain the following bound forŪ n ,
We see that {U n } ∞ n=1 has a uniform L 1 bound on ∂B r . We then see that by elliptic estimates [16] , the sequence {U n } is uniformly bounded over any compact subset of R 2 . Therefore, we can extract a subsequence (if necessary) so that U n → U a solution of,
We have thus established claim 2. Before proceeding, we recall that u n satisfies system in Ω n (3.2.13). Since u n increases in any radial direction, we see that ∂un ∂n > 0 on ∂B Rn . With this in mind, we letŵ 0 = ln |x −p j | 2 when x is in a small neighborhood of eachp j . In this construction ofŵ 0 , we create a function with support in B R 0 and is smooth away from the point vorticesp j . We now make the decomposition,
We then use integration by parts in (3.2.35) to obtain
where the fixed function, g(x), satisfies
We then replace u n with U n in (3.2.37) and let n → ∞ to obtain
We are then able to call upon Lemma 3.2.5 and see that
We recall that U n is nondecreasing and thus U is nondecreasing. Since λ = 0, we must have lim |x|→∞ U(x) = −∞ from Lemma 3.2.5. This is a contradiction since U n and thus U is nondecreasing and U(0) = −c. Therefore, the assumption that v n (and consequently u n ) being uniformly unbounded is false. We may now extract a subsequence of {u n } converging to u and satisfies u → 0 as |x| → ∞.
Variational solutions of the system in the limit
In this section, we take the domain limit of the solutions obtained in section 2.2 in order to establish existence of solutions over the entire plane. We state the main result of this section as the following theorem. Proof. We accomplish this by taking a sequence of open balls containing all the p j and q j terms. To this end, we let {R n } ∞ n=1 be a sequence such that,
where j = 1, . . . , N 1 and j ′ = 1, . . . , N 2 . We also require the sequence to satisfy
By the work done in the previous sections, we see that if Ω = B Rn , then the system (3.0.1) has a solution. We will denote this solution by (u n , v n ). To make the boundary conditions homogenous, we consider the shifts u n =ũ n + ln 2 and
Now we haveũ n =ṽ n = 0 on ∂B Rn and the following system
We add the two equations in (3.3.3) together and see that the average ofũ n andṽ n is a subsolution of
where we have simplified the summations by writing
As in [37] , we begin with the subsolution, (ũ n +ṽ n ), and supersolution, 0. Then, we iterate in a monotone increasing fashion to obtain a solution of (3.3.4) . In this situation, we have,
Here, we use Lemma 3.2.6 and assume that the sequence {w n } ∞ n=1 converges pointwise to w which is a solution of,
In order to establish the limit forũ n andṽ n , we take another subsequence (if necessary) and then for someũ andṽ, we have
This convergence is pointwise on R 2 . We see that both of the functionsũ andṽ are negative and by taking the limit in (3.3.6), we obtain,
Furthermore, bothũ n andṽ n are bounded in R 2 . We write this as
Then, we can let M = max {Mũ, Mṽ} and see that,
Moreover, we see that if we multiply w n by a large enough constant, M ′ , we obtain,
Then, by taking the limit as |x| → ∞, we achieve,
which implies thatũ,ṽ → 0 as |x| → ∞. In terms of the functions u and v, we have obtained
Therefore, the boundary condition (3.3.1) is satisfied on R 2 .
Asymptotic analysis
In this section, we discuss the behavior of solutions u and v to the system (1.0.1) over R 2 . We now prove Theorem 1.0.1
Before proceeding, we recall a well known proposition presented by Bellman in [4] . Then the equation
has a unique solution w 0 . Furthermore, there exist positive constants C 0 and C 1 satisfying
where
We are now ready to prove Theorem 1.0.1.
Proof. First, we consider the shift
Upon insertion of (3.4.4) into (1.0.1) we obtain the following system.
u,ṽ → 0 as |x| → ∞.
(3.4.5)
We now establish the estimate forũ and see that a similar argument will provide the estimate forṽ. Here, we consider a ball, B R , and ε > 0 such that p j , q j ∈ B R−ε We then define a new set, A R = R 2 \ B R−ε , and obtain
We then use Kato's inequality [24] , ∆ |u| ≥ sgn(u)∆u in D ′ (A R ), along with the fact that k 12 = 2 − k 11 to get ∆ |ũ| ≥ sgn(ũ)∆ũ = 4(1 − eṽ) + 2k 11 (eṽ − 1) − 2k 11 (eũ − 1) (3.4.7)
which can be summarized nicely as
Since −4 ≤ |K| < 0, we see that the right hand side of (3.4.8) is positive. Therefore,ũ is subharmonic in A R . In view of this, and using the fact thatũ ∈ L 1 (R 2 ), we obtain for any given x ∈ R 2 \ B R ,
|ũ| dy, for all 0 < r ≤ |x| − R + ε. If we take r = |x| − R + ε in (3.4.9) we obtain,
We obtain a similar result forṽ. Therefore, we have established the estimate,
Next, we define for every r ≥ R,
From (3.4.10), we see that bothũ(x) andṽ(x) are uniformly bounded on R 2 \ B R . Therefore, it follows from elliptic estimates that bothũ andṽ are continuous. This implies that Φ is continuous.
We now show that Φ → 0 as |x| = r → ∞. To this end, we observe that for −L ≤ s, t ≤ L, Now, we have a function, Φ, that satisfies the conditions of Proposition 3.4.1. Let w 0 be the unique radial solution of
and Φ is as defined in (3.4.11). We make the important observation that
Now given ε > 0, we take R ′ > R large enough so that
We let Z = |ũ| − w 0 − ε and see that by Kato's inequality [24] we have
It will be very useful in what follows for us to write (3.4.18) as
We use the fact that Z = 0 on the boundary, along with integration by parts, to obtain
. Now by Proposition B.5 in [8] , which is a variant of Kato's inequality for functions without compact support, we see that
We note that w 0 and η are both nonnegative. Also, the term inside of the brackets is nonpositive. Therefore, we conclude that Z + = max(0, Z) ≤ 0 which implies that Z ≤ 0.. From this we see that 4.22) and take the limit as R ′ → ∞ to see that B R ′ → R 2 . Then (3.4.22) becomes We have thus established the first result in Theorem 1.0.1. To establish the second result , we use a result developed in [6, 29] .
We apply Lemma 3.4.2 toũ andṽ on balls B 1 (x) for |x| ≥ R + 1 to obtain The proof of Theorem 1.0.1 is complete.
Solutions over a doubly-periodic domain
In this section, we establish existence of solutions to (1.0.1) for any |K| < 0 over a doublyperiodic domain, denoted by Ω, known as the 2-torus. In what follows, we will make the identification of the quotient space R 2 /Z 2 with Ω. In other words, we may consider Ω to be a doubly-periodic grid in R 2 . With this domain in mind, and for some numbers τ 1 , τ 2 > 0, the system given by (1.0.1) will have boundary conditions u(
Again, we regularize our system. As in [1, 31] , we find two functions u 0 and v 0 which are unique up to an additive constant such that
We let u and v be solutions to (1.0.1) over Ω and write in Ω
The work in the rest of this section is as follows. First, we establish necessary conditions for existence of solutions to (4.0.2). Then, we transform the system so that we may establish a variational principle. We will see that the functional obtained will be indefinite. As a result, we will have to use the method of partial coercivity to obtain a critical point of the functional.
Necessary conditions
In this section, we will establish the necessary conditions for existence of solutions to (4.0.2). We first integrate both of the equations in (4.0.2) over the doubly-periodic domain, Ω to obtain
Then, we use |K| = 4 q p and solve for Ω e u 0 +u 1 dx and Ω e v 0 +v 1 dx in (4.1.1). To this end we obtain
We let N − = N 1 − N 2 and N + = N 1 + N 2 and recall that since |K| < 0 and p > 0 in the derivation of the system, we have that q < 0. We also see that the left hand sides of (4.1.2) and (4.1.3) are positive. With this in mind, we are able to obtain the following necessary requirement for the solutions to (4.0.2) to exist and the first part of Theorem 1.0.2 has been established.
Partial Coercivity and Minimization
We let ξ = u 1 + v 1 and ζ = u 1 − v 1 , and we are able to rewrite the system given by (4.0.2) as ∆ξ = 8e
Now, we let H = W 1,2 (Ω) and decompose the space as H =H ⊕ R whereH is the closed subspace given byH
With this decomposition, we are able to write ξ =ξ +ξ and ζ =ζ +ζ whereξ,ζ ∈H and ξ,ζ ∈ R. In this view, we rewrite (4. 
and e 1 2ξ
Upon solving forξ andζ in (4.2.11), we obtain
We then use the Trudinger-Moser inequality, along with Jensen's inequality, to obtain the following estimates
Since the functional given by (4.2.3) is indefinite, we will see it necessary to separate the functional into the two parts denoted below
(4.2.15) We will now show that the functional J ζ (ξ) is coercive, bounded below, and weakly lower semicontinuous. From the estimates obtained in (4.2.13), we know that the termξ is bounded. Therefore, we may further estimate the inequality in (4.2.17) to be Since |K| < 0, we see that the coefficient of ∇ξ is positive. Therefore, we have established that J ζ (ξ) is bounded below and coercive. We also note that it is easy to see that J ζ (ξ) is weakly lower semicontinuous. Therefore, for any ζ ∈ W 1,2 (Ω), we find a minimizer, ξ of J ζ (·). By the convexity of J ζ (·) in ξ, we see that the minimizer, ξ, is unique. Moreover, since the first variation of the functional (4.2.15) is actually the left-hand side condition (ii), we see that condition (ii) is valid. We now see that the functional given by (4.2.3) is partially coercive and bounded below. Furthermore, it is easy to see that the functional (4.2.3) is weakly lower semicontinuous. Therefore, a minimizer exists.
Lemma 4.2.3. A minimizing sequence {(ξ n , ζ n )} ∞ n=1 of (4.2.4) satisfies ξ n ⇀ ξ weakly in W 1,2 (Ω) and ζ n ⇀ ζ weakly in W 1,2 (Ω) as n → ∞.
Proof. We let {(ξ n , ζ n )} ∞ n=1 be any minimizing sequence of (4.2.4) such that I(ξ 1 , ζ 1 ) ≥ I(ξ 2 , ζ 2 ) ≥ · · · ≥ I(ξ n , ζ n ) ≥ · · · .
We then define η 0 := inf {I(ξ, ζ) | (ξ, ζ) ∈ A} = lim n→∞ I(ξ n , ζ n ). Chern-Simons flux. We also noted that the filling factor, ν = π/p is independent of this filling factor. Therefore, we may consider here a special filling factor, the much studied ν = 5/2 [33, 34, 42] . Here, we assume that −4 ≤ |K| < 0 so that solutions exist over both the full-plane and doubly periodic domains. It is easy to see that since |K| = 4q/p, the parameter q must satisfy −1 ≤ q < 0. Furthermore, we obtain the following for the charges of the upper and lower layers respectively
We see that the chargeQ will vary depending upon q, we recall that N − = N 1 − N 2 , and we make the following observations: A similar analysis could be carried out for a variety of other possible fractional filling factors such as ν = 4/5, 5/7, 6/7, or even ν = 1/(2k + 1) [2, 7, 11, 12, 19, 32] .
