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Analogs of the classical theorems of Liouville, PhragmCn-LindeEf, and 
Paley-Wiener are proved in the class of discrete analytic functions. 
1. INTRODUCTION 
Let Z be the group of integers, let Z, = hZ = {hm; m E Z} for h > 0, and 
consider the class of functions F: 2, x Z, -j C such that 
J+ + h,y + h) -%Y) F(x, y + h) - F(x -7 h, y) 
= - h(l + i) h(i - 1) (1.1) 
for every point (x, y) E Z, X Z, . 
If Z, x Z, is identified with the lattice (h(m + in); m, 1z integers} embedded 
in the complex plane, then condition (1.1) is seen to be an “analyticity” condi- 
tion: On each unit square of the lattice, the difference quotients along the two 
diagonals are the same. 
The above definition of analyticity was introduced by Ferrand [I] and many 
properties of such functions were found by Duffin [2]. In this paper, discrete 
analytic functions are further investigated and discrete analogs of the 
classical theorems of Liouville, Phragmkn-Lindekf, and Paley-Wiener are 
proved. 
If condition (1 .l) holds for a particular point (x0 , y,,) E Z,, x Z, we say that F 
is discrete analytic in the unit square {(x0 , yO), (x0 + h, y,,), (x0 , y,, + h), 
(x,, + h, y,, + h)}. Following Duffin [Z] we define a region in Z, x Z, as a 
union of unit squares and say that F is discrete analytic in the region if it is 
discrete analytic in each of its unit squares. 
In the following (x, y) and x + iy will be used interchangeably to denote a 
point in Z,, x Zh; also notice that condition (1.1) is equivalent to 
F(X, y) + iF(x + h, y) - F(x + h, y + h) - ;F(x, >I -L h) =y 0. 
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In particular, for the lattice 2 x Z, F is discrete analytic in 
((m, n), (m + 1, n), (m + 1, n + l), cm, n + 1)) 
if 
F(m,n)+iF(m+l,n)-F(m+l,n+l)--F(m,n+l)=O. u4 
2. DISCRETE ANALYTIC FUNCTIONS OF POLYNOMIAL GROWTH 
Duffin [2] defined a biopolynomial to be a discrete analytic function which 
assumes the values of one polynomial on the even1 lattice points and the values 
of another (possibly the same) polynomial on the odd lattice points. 
THEOREM 1. Every discrete analytic function F of polynomial growth is a 
bipolynomial. 
Proof. Assume h = 1 (the proof for general h is similar) and let F(m, n) be a 
discrete analytic function of polynomial growth: 1 F(m, n)I < C(\ m / + / n I)“, 
for some constants C and k. Then [6, Chapter 121 F is the Fourier transform of 
a distribution D on the two-dimensional torus T2 (=g2), 
F(m, n) = D(eimt+ins). 
Substituting this into (1.2) one gets 
O=F(m,n)+iF(m+l,n)-F(m+l,n+l)-iF(m,n+l) 
= D(eimt+in8) + iD(ei(m+l)t+inS) _ D(,$(m+l)t+i(n+lb) _ iD(eimt+i(n+l)~) 
’ = D(eimt+ins + ze i(m+l)t+ins _ ei(m+l)t+i(n+l)s _ iei??bt+i(TZ+l)S 
) 
= D((1 + 
i&t _ eit+is _ ieiS ) eimt-l-ins) = 0 
for every point (m, n) E Z2. Thus 
(1 + ieit _ eit-:is _ iei”) D z 0. 
The only roots of 1 + ieit - eit+is - ieis = 0 are the points (0,O) and (v, ‘rr), 
which implies that D is supported in these points. So if 6 denotes the Dirac 
measure and 6~,,,, denotes the Dirac measure translated by (v, m), D can be 
written [3, p. 1031 as a finite sum of derivatives of 6 and St,,,): 
1 The lattice point (nh, nh) is said to be even (odd) if nr + n is even (odd). 
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so 
F(m, n) = D(einrt+ins) 
= g ukz( -l)“+’ (im)” (in)” + g b,,(- 1 )k+z (im)” (in)” einL+inm 
Z=O Z=O 
qm, n) + (- 1)7n’ n Q(n, n) = P(m, n) + Q(m, n), m + n even, 
= p(m, 4 - Q(m, 4, m + nodd, 
where P, Q are the polynomials 
P(m, n) = y (-i)“+l aJJ?z%z~, 
L=O 
Z=O 
Q(m, 72) = y (-iy+z b,,m’in~. 
k=O 
I=0 
In the algebra Cm( T2) the discrete analytic functions of polynomial growth are 
exactly the Fourier transforms of distributions which annihilate the ideal 
(1 + ;,it _ eit+is _ iei”) P(T2). If the mesh size of the lattice is h instead of I, 
then the discrete analytic functions of polynomial growth are the Fourier trans- 
forms of distributions on (T/h) x (T/h) which annihilate the ideal 
where 
Now 
ah(t, s, = 
1 + ieiht _ eiht+ihs _ ieihs 
-(l+i)h ’ 
-(I + i) ha,(t, s) = I + ze 
. iht _ eiht+ihs _ ieihs = 1 + i(l + &t + O(hZ)), 
-(l i- iht + ihs + O(P)) - i(l + 272s + O(P)) = -(l + i) h[(t + is) + O(h)]. 
so a&, s) = (t + is) + O(h). 
Now let j(z) =f(~ + iy) be a (continuous) entire function of polynomial 
growth. Then f(~, y) = B for some temperate distribution2 D, and by the 
Cauchy-Riemann equation 
2 A temperate distribution is a continuous linear functional on the Frkhet space 
C,w(Rz), the space of rapidly decreasing functions, cf. [3, p. 1341. 
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or, via the Fourier transform 
(t + is) D = 0. 
So (continuous) entire functions of polynomial growth are exactly the 
Fourier transforms of temperate distributions which annihilate the ideal 
(t + is) C,“(R x R) = a,(& s) C,“(R x R). But (t + is) D E 0 implies that D 
is supported at the point (0, 0) and therefore is a finite sum of derivatives of the 
Dirac measure 6, and the familiar Liouville theorem drops out: An entire 
function of polynomial growth is a polynomial. Since a,(t, s) = t + is vanishes 
just at one point (namely, (0, 0) E R2) w i e h 1 a,(t, s) vanishes at two points 
((0, 0) and (?r/h, r/h) E (T/h) x (T/h)) it is clear why, in the discrete theory, we 
e - counter bipolynomials and not just polynomials. 
3. A PHRAGM~N-LINDEL~F PRINCIPLE FOR DISCRETE ANALYTIC FUNCTIONS 
In the classical theory of analytic functions there are a number of theorems, 
associated with the names of Phragmen and Lindelof, which compare the growth 
of an analytic function inside a sector, or a strip, with the growth of the function 
on the boundary. The only sectors that can be treated conveniently in the discrete 
theory are, evidently, the ones bounded by the axes. For the sake of definiteness 
we choose to consider Z+ x Z+ = {(m, n); m and n integers, m 3 0, n 3 O}. 
THEOREM 2. Let F(m, n) be a discrete analytic function in the quarter lattice 
Z+ x Z+, and assume that there are constants T > 1, S > 1, and C, , C, such that 
I F(m, 0)l < GTm, m>O (3.la) 
I F(O, @I < GP, n > 0. (3.lb) 
Then for every TI > T, S, > max{S, (T + l)/(T - 1)) there exists a constant C 
such that 1 F(m, n)\ < CTImSIn V(m, n) E Z+ x Z+. 
Proof. Consider the formal power series 
F(z, w) = f F(m, n) zmwn. (3.2) 
m=o 
?%=O 
Then 
(1 +iz-zw-iw)F(z,w)=(l +iz)~&)+(l -iw)#F(w)-F(O,O) 
- 5 [F(m, n) + iF(m + 1, n) - F(m + 1, n + 1) - iF(m, n + l)] ~~~~~~~~~ 
W&=0 
TWO (3.3) 
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where $F , #F are the formal power series 
&(w) = f F(0, n) WT’l’. 
Tl=O 
Now, since F(m, n) is discrete analytic in 2-b x Z’, the last term on the rhs of 
(3.3) is zero and consequently 
(1 A-- b - zzu - ;ZL) F(z, w) =LT (1 + ;z) #&) + (I -)- iw) $F(~) - F(0, 0). (3.4) 
Until now, $F , z,LF and F were considered as formal power series, but by (3.la), 
#Jo is convergent in {I z 1 < l/T} and re p resents an analytic function there. 
Similarly, by (3.1 b) #F(w) represents an analytic function in {I w / < 1 /S> so the 
rhs of (3.4) is an analytic function of two complex variables in the polydisc 
i” 1” c: I !7’: x (’ w I < l/S}. Thus 
F@ > w) L (l + iz> #F@) i (1 - ;w) #F(W) - F(o, 0) 1 + iz -- u”w - iw , 
which was only defined a priori as formal power series, is a convergent 
power series in the polydisc { 1 z 1 < 1 /Tj x (I w / < 1 IS’] where S’ =-: 
max(S, (T t l)j(T - I)}. 
Finally, since P(m, n) is the coefficient of ZYW’~ in the Taylor expansion 
of F(z, w) it follows by Cauchy’s inequality that for every TI J- Y’, 
S, J- max[S, (T + l)/(T - 1)) there exists a constant C such that 
for every point (m, n) E Z+ X Z+. 
4. DISCRETE FOURIER ANALYSIS AND DISCRETE ANALYTIC FUNCTIONS 
The characters of the group R can be identified as the class of functions 
eiSs: s E R == I?. Clearly each character can be extended analytically to the 
whole complex plane as eis(%tig) = eiSze@y. Now look at the group 2, with 
characters eimt(t E T = 2). One may ask: What is the natural discrete analytic 
extension of eimt (m E 2) to the whole discrete lattice P ? With the continuous 
example in mind, let us try for an extension of the form 
eimt . &(n) with d,(O) 7:: 1. 
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Substituting this into (1.2) we obtain eimt[&(n) + ie%&(n) - e”t&(n + 1) - 
i&(n + l)] = 0. Therefore 
(1 + ~eit)$&) = (i + eit)&(n + 1). 
If t # j(7~/2) one gets 
+&z) = ( l&TFit )” n E 2. 
So the natural analog to the exponential function eisz, eisz = eiSxe@‘J (s E R) is 
( 1 + ieit n e’(it; m + in) = eimt i + eit 1 (t 6 T, t # fd2) (4-l) 
which we shall call the discrete exponential function. This coincides with the 
discrete exponential function introduced by Ferrand [l] : 
e(m + in; s) = (z)” (a)” 
if (2 + s)/(2 - s) = cit. As the above considerations showed, our exponential 
function seems to be a more natural analog of the continuous exponential 
function, at least for the purpose of doing Fourier analysis. In fact, the main 
theme of this paper is that continuous analytic function theory (on R2 = fi?) is 
what it is because of the dual group of R: i? = R, and discrete analytic function 
theory on Zh2 is what it is because of the dual group of 2,: & = T/h. Notice 
that if t = n/2 [= -(WI;?)], then (4.1) still defines a meaningful exponential 
function for n >, 0 [n < 01. The analog on the lattice 2, x 2, is 
&(it; mh + inh) = einzth 
Notice that for any fixed t E R 
~h(it; x + iy) = eits [( ii; y: )lih]’ + eit(z+i7J) 
as h JO, since 
1 + ieith l/h 
eith 
+i 
--f cwt. 
Let us return to the case h = 1. Immitating the notation in the continuous 
case we let .Z2+ denote the upper half-lattice {(m, n); n > 0} and define the class 
H2+(Z) as follows: 
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DEFINITION. A discrete analytic function F on Z2+ is said to belong to 
IF(Z) if 
SUP ( f 
n>o TX=-02 
I F(m + in)!2)1’ < cm. (4.2) 
We are now in a position to give a discrete analog to the famed one-sided Paley- 
Wiener theorem. 
THEOREM W3. If F is discrete analytic on Z2: and if xz”z / F(m)12 < XL then 
FEEI*! i# 
F,“(t) = f F(m) erimt = 0 
--cc 
a.e. in c-x, 0) 
and in that case F has the representation 
F(m $ in) = (1 ‘27r) IOn d(it; m T in) F,,“(t) dt. (4.3) 
Proof. Suppose F,“(t) = 0 a.e. in (-rr, 0) then (4.3) defines a discrete 
analytic extension of the starting sequence F(m) to the upper half-lattice Z” ; and 
F,(m) = F(m + in) = $ I F,“(t) (-!$$I” ei”‘t dt 
implies, by Plancherel, that for n > 0 
1 7l 1 + ieit 211 =- s I 277 0 i I FoC(Q2 dt G & jn FOG(t)2 dt. 0 
Since I(1 -6 ieit)/(i + ei”)i < 1 for t E [0, ~1. This proves FE W+(Z). 
Conversely, if F E Hot then F, E Z* = L2(Z) for n 3 0 and 
Fnw(t) = f F(m + in) e-i’J’t ELM. 
7,1=--co 
Now, using (1.2) it is readily seen that 
(1 $ iezt) F%“(t) = (i + et*) F,“+,(t) (?z > 0). 
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Since the Fourier coefficients of the two sides match: 
(1127~) 1 (1 + it+) FnU(t) eimt dt 
= F,(m) + iFn(m + 1) 
=F(nz+in)+iF(m+1+i?z)=iF(m+i(n+1))+F(m+1+i(n+l)) 
= iF,+,(m) + Fn+l(m + 1) = (l/277) 1 (i + ei”) F:+,(t) eimt dt. 
Therefore 
Fn”(t) = ( ‘i ‘-- z )nF,,“(t) (n > 0). (4.4) 
NOW, suppose that F,,” does not vanish a.e. in (-x, 01. Then there exists an 
interval [OI, /3] C (-n, 0) such that Jt / F,,v (2 # 0, and SO 
c 1 F(m + in)/” = -!- 2,,, j; I F,Yt)12 dt ?I 
1 li 
s Ii 
l+ieit 12 =- 
27r -* i + eit ) i 
F,,“(t) 2 dt 3 k2n &s” I F,“(t) I 2 dt 
a 
in which 
K = min 
ii 
1 + ieit 
qyjz- ;aet<p >I 1 
Hence F,“(t) = Cz=-m F(m) ecimt = 0 a.e. in (-.rr, 01. By (4.4), for 7t > 0 
F(m + in) = F,(m) = & Ln eimt ( ‘; z 2 jnF,,.(t) dt 
1 li 
s 27.r 0 
d(it; m + in) F,,v(t) dt, 
establishing (4.3). 
By (4.3) a function F(m + in) of class H2+(.Z) is uniquely determined by its 
restriction to the discrete real line n = 0, so H2+(Z) can be viewed, in an obvious 
fashion, as a subset of Z2 =L2(Z) and Theorem 3 tells us that 
P(Z) = L2(-.rr,+ 3 P(O, 7ry = W’-(Z) 
which is in perfect analogy with the line (cf. [4, p. 1311) 
P(R) = P(R)^ I) L2(0, coy = fP+(R) 
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and the circle (cf. [4, p. 391) 
P(T) = L2(2qA 3 Eyz+y = H2+( 77. 
Unfortunately, Beurling’s elegant theory of invariant subspaces does not seem 
to have an analog in the discrete theory, due to the fact that the dual group of 2, 
Z = T is not ordered (cf. [5, Chapter 8, p. 2101). 
Define N2-(z) to be the class of discrete analytic function on the lower half- 
plane ZzP :-= ((m, n); n < 0} satisfying 
sup f 1 F(m + z.?q” < cc. 
n<o m=--3c 
It is now readily checked that 
HZ-(Z) = L2(-7-r, O)^, 
so one has the orthogonal decomposition 
I” = P(Z) = Hz+(Z) @ H2-(Z). 
Let x[~,~I be the characteristic function of [0, T] and let 
1 n 
e(m! n) = x s --s 
x[~,~I t(it; m + in) dt = 2’,- 
=&jitan”(-++f$)c”mtdt 
which turns out to be Duffin’s [2, p. 3491 discrete Cauchy kernel. Now, if 
F(m, n) E Hz+ then Few(t) x[o,,,](t) = F,“(t) so by (4.4) 
F&4 = [ FoTt) xro.dt) ( i t ztt )“I* (4 
= Fo * X[o.nl 1 ( 
1 + kit n h _~ F 
i + & !I * (j 0 R 
obtaining the following representation formula for H2+ functions: 
F(m + in) = f F(K) fI(m - K + in). (4.5) 
(Compare [2, p. 347, formula 531.) 
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Another consequence of (4.4) is 
f 
m=-cc 
I F(m + i(n + I))]” = J” j Ag l2n+2 1 Fo”(t)p dt 
0 
< n 1 + ieit SI 0 q&z- I 
2n 
1 Fo”(t)12 dt - f IF(m + in)/“. 
m=-co 
Thus 
and 
sup 
n>o ( 
f 
m=--co 
I+ + = 
and we have proved 
COROLLARY. H2+(Z) is a Hilbert space with norm 
)I F I/ = sup ( f I F(m + in)j2ri2 = ( f 
n>o WI=--m m=-co 
I F(m)12r’2 
and reproducing kernel 8(m + in - k). 
Finally, let us remark that if we chose to consider 2, x 2, instead of 2 x 2 
we would have obtained, instead of (4.3), the representation formula 
F(x + iy) = l+ &(it, x + iy) F,“(t) dt 
which, on letting h JO “tends” to the classical Paley-Wiener representation 
formula: 
F(x + iy) = lom eit(o+ip)Fh*(t) dt. 
5. DISCRETE PALEY-WIENER-SCHWARTZ THEOREMS 
Let us recal that a distribution D on the real line I?, with compact support, 
has a Fourier transform fi(.$) = D(ei5’) which can be extended to an entire 
function B(t) = D(ix&J = D(ei”‘e-“n), 5 = f + i7; and one has the following 
results [3, pp. 210-2131: 
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(a) Let D be a distribution supported in [-a, a] then the Fourier trans- 
form B(g) satisfies an inequality of the form 
where 4 = [ + i7 and N is the order of D. 
(b) The Fourier transform &<) of a test function 4 supported in [-a, u] 
is an entire function. For each integer k there exists a constant C, such that 
I&g < C,(l + I 1 I)-” eatn’. 
(c) (Converse to (b).) Let F(5) b e an entire function with the property 
that for every integer k > 0 there exists a constant C, such that 
where 5 = 5 + +; then there exists a test function 4 supported in [-a, a] such 
that J(t) = F(5). 
(d) (Converse to (a).) Let F(5) b e an entire function which satisfies an 
inequality of the form 
then F(c) is the Fourier transform of a distribution supported in [-a, u]. 
We were able to prove discrete analogs for (a) and (c) by translating their 
proofs to the language of the discrete case. However, the proofs of (b) and (d) 
do not carry over due to the fact that the discrete exponential function is not as 
nice as the continuous one (in the case of (b)) and to the fact that the multi- 
plication of two discrete analytic functions is not, in general, discrete analytic 
(in the case of (d)). 
Let us consider the exponential eirr as an entire function of 5 and let x vary 
along the extended real line 8; we see that e irb defines an entire function for 
each x E J?\{co, - co} (=R) and for each fixed 5, e’ zx6 behaves nicely as long as one 
stays away from co and - co. Now, the discrete exponential function e(it, m+ in), 
t E T is singular only at t = rrr/2 (if n < 0) or t = -(n/2) (if 1z > 0) so, the pair 
of points {n/2, -(r/2)} plays the role of the pair (co, -co} in the continuous case. 
Therefore, compact subsets of R = 8\{- co, co} will be replaced by compact 
subsets of T\{-(n/2), x/2}. Indeed, if D is a distribution of T whose support is a 
compact subset of T\(-(n/2), n/2} th en B,(m) = D(ein”) =: D(C(it; m + i0)) 
can be discrete analytically continued to the whole lattice by 
Ii(m + in) r D(i(it, m -L in)). (5.1) 
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This follows from the fact that D is linear and e(it; m + in) is discrete analytic 
for each t in the support of D. 
Let us now turn to the statement and proof of the discrete analog of (a). 
THEOREM 4. Let D be distribution on T whose support is a compact subset of 
T\{-(m/2), 7r/2} and Zet it be contained in (1 t 1 < a} u (1 t - w / < CX>, (0 < 01 < 
r/2); then B(m + in) given by (5.1), satisfies an inequality of the form 
where k is the order of D, K is a constant depending only upon D, and 
Proof. The proof is similar to the proof of (a) as given in [3, p. 2111, only 
that instead of the nice formula 
d _ ezt(m+in) = (im _ n) eit(m+in) = imeifSm+in _ neit(m+in) 
dt 
you have a somewhat more involved equality 
$f?(it; m + in) 
= imd(it; m + in) - 3 [g(it; 112 + i(n + 1)) + e’(it; 112 + i(n - I))] 
from which (d”/dt”) (t, E i . m + in) can be computed inductively. Beside this 
minor technical complication the proof is the same. 
Let F and G be functions on Z2 and let l? a = x0 , zr ,..., .z, = b denote a 
discrete contour (I zi+r - zi / = 1,0 < i < m - 1). Duffin [2] defined the 
contour integral 
f,F: G ax = ;l (W-n) + F(s.4) (Gh) + G(G-~) ( xs Jxn-l ) (5.3) 
and showed that if F and G are discrete analytic in a region containing r, and I’ 
is a closed contour then 
1 F: G & = 0. -r (5.4) 
Let us turn to the proof of the discrete analog of (c). 
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THEOREM 5. Let F(m + in) be a discrete entire function with the property 
that for every integer k > 0 there is a constant K, such that 
1 F(m + in)~ < K,(l + ; n ~ + I m I)-” Cpi (5.5) 
where 
C 
a 
= i(--zLy. 0 + i) = l. + +-l > z __ e-i” ’ 
then there exists a Ca: function qS supported in A, = {I t [ -5 a) U {[ r - t / $ a) 
such that 
F(m + in) ==d(m + in) = s 4(t) eil”’ ( :. ; z 1” dt. 
A, 
Proof. For each n, FJm) = F(m + in) decreases faster than any 
I/! m ~ and thus 
(5.6) 
power of 
F,“(t) = f F,(m) eeiW” 
m=-m 
is a Cx function on T for every n E 2, and it is easily checked just as in the proof 
of Theorem 3 that 
and thus 
It remains to show thatF,*(t) vanishes outside A, .= {i t / < aj u { ~ TT - t : < a). 
i.e., inside, (1 t - (z-/2) ) < (n-/2) - a} u {i t -+ (42) ( < (42) - a}. Take 
PE{~ t - (n/2) j ((42) - CL> and consider the discrete contour integral 
s 
Z(i/3; m + in): F(m + in) (5.7) 
cR 
where the discrete contour is taken to be the boundary of the rectangle 
-R<m < R, 0 < n < R. Since both e(ip; m + in) and F(m + in) are discrete 
entire and C, is a closed contour it follows that the contour integral (5.7) 
vanishes. But by the definition (5.3) 
* 
0 == 1 ?(i/3; m + in): F(m + in) 
‘CR 
I: f ,/,$, (e@m + e‘ zB(m+l)) (F(m) + F(m + 1) $ .I;, g($; m + in): F(m -- Gz) 
R’ 
where C,’ is the part of C, which lies in the “open” halflattice n > 0. 
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BY (5.5) 
Since j j3 - (7r/2)l < (r/2) - a, C’s = e(-8; 0 + i) > C, and SC,, ;($3; m + in): 
F(m + in) tends to zero as R + co. 
Consequently, 
g+$ 2 (eism + ei6(m+1)) (F(m) + F(m + 1) = 0. (5.8) 
w&=--R 
But 
$( -8) = Foo( -8) = f F(m) eiBln 
--m 
and (5.8) implies that 
(1 + e@)” f F(m) eism = 0. 
w&=-m 
Since p # -(7r/2) it follows that +(--/3) = 0 for every p in 1 t - (7r/2)1 < 
(r/2) - 01, i.e., 4 vanishes in I t + (r/2)1 < (r/2) - 01. If CR is chosen in the 
lower half-lattice you get that 4 vanishes in I t - (rr/2)1 < (7r/2) - 01 and thus 
F,,*(t) =4(t) is supported in A, = (I t 1 < a} u {I t - T 1 < a} and (5.6) 
follows. 
REFERENCES 
1. J. FERRAND, Fonctions preharmoniques et fonctions preholomorphes, Bull. Sci. Math. 
68 (1944), 1.52-180. 
2. R. J. DUFFIN, Basic properties of discrete analytic functions, Duke Math. J. 23 (1956), 
335-363. 
3. W. F. DONOGHUE, JR., “Distributions and Fourier Transforms,” Academic Press, 
New York, 1969. 
4. K. HOFFMAN, “Banach Spaces of Analytic Functions,” Prentice-Hall, Englewood 
Cliffs, N.J., 1962. 
5. W. RUDIN, “Fourier Analysis on Groups,” Interscience, New York, 1962. 
6. R. E. EDWARDS, “Fourier Series,” Vol. II, Holt, Rinehart & Winston, New York, 1967. 
