Abstract High accuracy surface modeling (HASM) has been proved to be a superior method for surface simulation compared to classical interpolation methods. However, the fact that HASM is time consuming combined with its dependence on its driving field restricts its application in large area problems. This research develops a modified HASM which can get rid of the driving field in the surface simulation, and the parallel version of the modified HASM is also proposed with the purpose of improving its computational efficiency. Light detection and ranging (LIDAR) data are used as an optimum constraint to construct digital elevation model (DEM). Tests show that the modified HASM can perform surface simulation successfully without the driving field. And it also shows that the simulation accuracy of the modified HASM is almost the same as the old HASM and the classical interpolation methods when the sampling rate is larger than 0.5 %, while the modified HASM shows significantly increased simulation accuracy as the sampling rate decreases. This characteristic indicates that the modified HASM no longer relies on the driving field in the surface simulation. And it also improves the simulation accuracy compared to the old HASM and the classical interpolation methods. Tests of parallel efficiency show that the masterslave mode used in the parallel algorithm obtains a satisfactory result, indicating that the HASM can be applied to surface simulation of large area problems. And it also shows that the modified HASM would have great potential where applied in high-resolution DEM and digital surface model (DSM) construction from LIDAR data.
Introduction
Geomorphology, the study of landscape change, thus stands in the center of Earth surface science, where strong couplings link human dynamics, biology, biochemistry, geochemistry, geology, hydrology, and atmospheric dynamics, including climate change (Murray et al. 2009 ). Information on the Earth's relief is a key parameter for almost any geoscientific analysis and for all precise land-oriented applications and planning purposes (Dech 2005) . Understanding earth surface processes relies on modern digital terrain representations and depends strongly on the quality of topographic data (Tarolli et al. 2009; Tang et al. 2013; Alkhasawneh et al. 2014; Gupta et al. 2014) . Terrestrial laser scanner (TLS) and airborne laser swath mapping technology (ALSM) are able to produce sub-meter resolution digital terrain models and high-quality land cover information over large areas. The shuttle radar topographic mission (SRTM) and the advanced space borne thermal emission and reflection radiometer (ASTER) have allowed detailed analyses in large regions through their DEMs products.
The Earth's surface obeys the conditions of uniqueness, continuity, smoothness, and finiteness because the Earth's surface height is restricted in space by the value of gravity and cannot be infinitely large or infinitely small. Attributes of the Earth's surface for special consideration where it comes to surface modeling include lines of relief discontinuity, steep and overhanging scarps, acute peaks, niches, caves, karstpits and sinkholes, as well as other elements violating the condition of smoothness. The shape of the Earth's surface was firstly expressed by the means of gravity action at ground level (De Gbaaff-Hunter 1937) . The shape of the topographical earth surface was calculated by means of gravity measurements on that surface by solving two integral equations (Bragard 1965) . The possibility of constructing potential expansions, which would converge on the Earth's surface, was explored by generalizing the external expansion of the Earth's potential in spherical harmonics to the Earth's surface (Petrovskaya 1977) , and the so-called spherical harmonics are the angular portion of a set of solutions to Laplace's equation in mathematics.
A nonlinear descending principle was developed based on the theory of molecular mechanics of rock to calculate the altitude's limit on the Earth's surface (Niu 1993 ). An F-approximation method and an S-approximation method were developed to simulate the Earth's surface topography. The F-approximation of earth surface topography was based on the Strakhov method of linear integral representations, and represented by means of the Fourier integral (Strakhov et al. 1999 ). The S-approximation was based on the fundamental formula of the theory of harmonic functions and specified by means of the Poisson integral (Stepanova 2007) . Harmonic functions were employed to simulate the Earth's surface where displacements took place and can be picked up by global positioning system (GPS) measurements (Ionescu and Volkov 2008) .
It is proven that the equation of the Earth's surface can be formulated as (Kerimov, 2009) , z = f(x, y) where z is an attribute value of the Earth's surface at location (x, y). For the surface z = f(x, y), an iterative formulation of HASM was developed in terms of the fundamental theorem for surfaces (Yue et al. 2007) , which was transformed into a symmetric positive-definite and large sparse linear system. HASM has a huge computation cost because it must use an equation set for simulating each lattice of a surface. To speed up the computation of HASM, we developed a multigrid method of HASM (HASM-MG) (Yue and Song 2008) , an adaptive method of HASM (HASM-AM) (Yue et al. 2010a) , an adjustment computation of HASM (HASM-AC) (Yue and Wang 2010) , and a preconditioned conjugate gradient (PCG) algorithm of HASM (HASM-PCG) (Yue et al. 2010b) . The multigrid method is the fastest numerical method for solving partial differential equations, based on the two principles of error smoothing and coarse grid correction. The principle of the adaptive method is that grid cells where the error is large will be marked for refinement, while satisfactorily accurate grid cells are left unchanged. The adjustment computation permits all observations, regardless of their number or type, to be entered into the adjustment and used simultaneously in the computations by means of least squares. A conjugate gradient algorithm was originally viewed as an acceleration technique for the effective solution of large linear systems by a succession of well-convergent approximations; the preconditioned conjugate gradient algorithm being developed by introducing a precondition to ensure faster convergence of the conjugate gradient method.
However, HASM also has some imperfections, including two serious defects; the first being that HASM requires a driving field when it performs a surface simulation, which is generated by other spatial interpolation methods, such as inverse distance weighted (IDW) and Kriging. This demand for a driving field simultaneously complicates HASM and makes it more time consuming; time consumption being HASM's second key defect (Zhao et al. 2014a) . Though many HASM algorithms have been put forward, most of these algorithms mainly focus on the improving simulation accuracy, and yet low simulation efficiency has not yet been sufficiently addressed. These defects mean that HASM cannot perform large area and high-resolution surface simulations, making HASM difficult to apply to practical surface simulation.
To address these problems in HASM, this paper puts forward various solutions. To solve HASM's dependence on the driving field, the third Gaussian equation is brought to the HASM and a modified HASM which contains three equations is constructed. For the sake of improving the simulation efficiency, this research designs a master-slave mode parallel algorithm based on data segmentation strategy. The paper is structured as follows: The first section introduces the development of HASM and its application in DEM construction, and then lists the main defects of HASM as well as putting forward the main aims of this paper. The second section introduces the test area and test data. The third section describes the modified HASM in detail and its parallelization. The forth section analyses increased simulation accuracy of the modified HASM and the parallel efficiency. The last section draws conclusion based on this paper's aims and explores possible avenues for further research.
Study area and data
The study area is located in Tianlao Pool basin (38°23 0 55 00 *38°26 0 57 00 N, 99°53 0 45 00 *99°57 0 12 00 E). Tianlao
Pool basin (Fig. 1) , upstream of the Hei River is part of the Qilian Mountain, and its elevation varies from 2600 to 4400 m. Tianlao Pool basin belongs to alpine Semi-arid mountain forest steppe climate, the annual average temperature is about 0.6°C, the annual precipitation is 437.2 mm, the evaporation capacity is 1066 mm, and the annual average relative humidity is 59 % (Liang et al. 2013) . The soil and vegetation types show clear variation along with the differences of mountainous topography and climate, and both form an obvious vertical distribution belt. The Lidar data were produced on July 25, 2012. The Lidar instrument is the ALS70LIDAR system made by Leica and the carrying platform is Y-12. The wave length of the ALS70LIDAR system is 1064 nm. The density of the Lidar points is approximately 1/m 2 . The Lidar points are divided into ground points, vegetation points and other points through several processing steps, of which the ground points are used to generate DEMs in this study. A square area (2.5 km 9 2.5 km) in the central part of the Tianlao Pool is chosen to test the efficiency of the parallel algorithm, while ten small sub-areas are selected in the study area to test the accuracy and time consuming of the method (Fig. 1) .
Methodology
In this section, the modified HASM will be introduced and the main steps of this model in surface simulation are listed. Then, the parallel version of the modified HASM is discussed.
HASM and its modification A surface is determined by its first and the second fundamental coefficients based on differential geometry (Henderson 1998) . Suppose a surface can be expressed as z = f(x, y), the first fundamental coefficients E, F, G can be expressed as formula (3.1), and the second fundamental coefficients L, M, N can be expressed as formula (3.2).
where f x represents the first-order partial derivative of the function z = f(x, y) with respect to x, f y represents the firstorder partial derivative with respect toy, f xx represents the second-order partial derivative with respect to x, f yy represents the second-order partial derivative with respect to y, and f xy represents the mixed partial derivative first with respect to x and then with respect to y. The entire derivative can be calculated through finite difference methods (Zhao et al. 2014a) . Partial differential equations of the surface theory require E, F, G, L, M, N which must satisfy the following Gauss equations ( 
ð3:3Þ
In which,C
The subscript of E, F, G represents the firstorder derivative with respect to x or y. The Christoffel symbols C 11 1 , C 12 1 , C 22 1 , C 11 2 , C 12 2 , C 22 2 only depend on the first fundamental coefficients E, F, G and their derivatives.
Previous research has shown that different combinations of the equations in the equation set (3.3) can bring about different results. Moreover, studies also indicate that numerical problems will arise when the third equation in Gauss equations is included in HASM (Yue 2011) . The best combination with the least error is:
1} be the computational grids and h be the grid size in x and y directions. Finite difference methods are used for solving these differential equations. Equations (3.4) can be approximated as:
ð3:5Þ
In which n represents the number of iterations. Equations (3.5) can be transferred to the following form:
In which The boundary value of HASM is obtained by other surface modeling methods.
Equations (3.4) cannot determine unique solution function, in general, provided f is sufficiently smooth. To single out a particular solution, value x of solution function must be specified at some point (x,y). The following equalityconstrained least squares problem is developed to make the interpolated values equal to or approximate to the sampled values at the sampling points.
, this means that the sampled value is k(l) at the l sampling point (x i, y j ). However, when the sampling point deviates from the grid point, it is necessary to find the nearest grid point for which Taylor expansion is used to give an approximate value of this point. k.k is the L2-norm of a vector.
One way of obtaining an approximate solution to (3.7) is to solve the unconstrained least squares problem: 
is the weight of the sampling points. For large values of k, however, numerical problems arise (Golub and Van Loan 2009 ). Chen and Yue (2010) have stated that a smaller value of k is selected in a complex region and a bigger value is selected in a flat region. Therefore, for a specific application, we must adjust this parameter until a reasonable agreement is attained between model output and field measurement.
The version of HASM currently used takes into account only the first two equations of Gauss equations, without considering the mixed derivatives
of this equation set (Yue 2011) , although previous research (Yue and Du 2006) has considered the third equation in Gauss equations, the operation overflow. In this research, this equation is reconsidered into HASM to give a modified version of it, which first ensures that HASM is integral theoretically.
The discrete equations of the modified HASM are then as follows: 
x is a vector that each element denotes the simulated value of the corresponding grid point.
Thus, the process of construct DEMs using the modified HASM can be divided into four steps:
Building the matrix A, B, C according to the study area and resolution, building the matrix S and vector V according to the sample information, including the value and position of each sample point.
Building the large-scale sparse group of linear equations according to (3.12), the default value of k is 1.
1 Solving the large-scale sparse group of linear equations, Preconditioned Conjugate-Gradient Technique (PCG) is exploited to solve the linear equations (Golub and Van 2009 ). 2 Output the solution of the equations according to the specific data format.
To be clear, the modified HASM does not require driving field anymore. Driving field provides initial value of the study area and is used to compute the first and the second fundamental coefficients in the former HASM.
Parallel algorithm designation
As discussed above, the modified HASM achieves a better simulation result, but at the same time it is more time consuming. For example, an area of 500 9 500 simulation requires more than 100 s. So, it cannot be applied in a practical problem directly, and then the parallel version of the modified HASM is needed to apply it in a real surface simulation. We also found that the sampling rate and study scale are the most important effect factors in simulation efficiency, and this influence is different in different spatial positions. So the designation of the parallel algorithm should consider all these traits.
In digital terrain analysis and environmental science, many local terrain parameters' algorithms are designed based on data segmentation (Gong and Xie 2009; Song et al. 2013 ). The basic technique of these parallel algorithms involves segmenting the study area into small patches based on the process numbers, and then every process responding to a small patch and carrying out parameter calculation. Finally, a process is assigned to collect all the calculation results and write them to the existed file.
However, this parallel strategy is unsuitable to the modified HASM's parallelization for the following reasons. Firstly, there are no sufficient processes for research areas which are too large; and secondly even if we redivide the small patch into smaller ones, some smaller patches may consume more time than others, leading to a long total simulation time and computation resources being wasted, because all the other processes have to wait for the one that is not yet finished.
In parallel computation, the master-slave mode consists of two entities: master and multiple slaves. The master is responsible for decomposing the problem into small tasks (and distributes these tasks among a farm of slave processes), as well as for gathering the partial results to produce the nal result of the computation. The slave processes execute in a very simple cycle: get a message with the task, process the task, and send the result to the master. Usually, the communication takes place only between the master and the slaves (Hansen 1993; Yang et al. 2013) .
So, this paper employs the master-slave mode to design the parallel algorithm based on the previous section regarding the characteristic of the modified HASM. Firstly, divide the study area into small patches on the basis of a given patch size (for example, 100 9 100 or 200 9 200), and then assign each small patch to a computation process. When one small process finishes the current simulation, a Environ Earth Sci (2015) 74:6551-6561 6555 new small patch will be assigned to it from the ones left until all the small patches are simulated successfully. To make the simulation convenient and orderly, a process (for example 0) is appointed as the main process which is responsible for assigning tasks to other processes and saving the simulation results. The total chart flow of the parallel algorithm is shown in Fig. 2 .
Results and discussion
Accuracy and computation speed analysis under data segmentation
As discussed in the introduction, all the HASM algorithms take the study area as a unity and construct a large-scale system of linear equations, excluding the HASM-AC algorithm, which is dependent on a driving field. As for the modified HASM, adopting the third Gaussian equation makes the HASM theoretically perfect, and also introduces more computation. For the DEM generation, in particular, large computation and computer memory demand make it impossible to solve the question via the usual method. So in this paper, an area segmentation-based HASM algorithm is proposed and realized to satisfy the large area and highresolution computation. The so-called area segmentation strategy divides the study area into many small patches, and then computes each patch in order, before lastly gathering all the results of the patches to obtain the solution of the entire problem.
To ensure the modified HASM simulation accuracy in DEM generation, this paper first analyses simulation accuracy under an area segmentation strategy before designing a parallel version of the modified HASM. In addition, it is important to select a proper segmentation particle size when designing a parallel algorithm based on area-segmentation, as a larger particle size can lead to too much time being spent on computing each small patch area, while a smaller particle size can increase the time of data communication between different processes. Thus, the time consumption of different particle sizes is discussed in this section.
Simulation accuracy analysis
Ten test areas are selected randomly and consider the terrain features (Fig. 1) . For each test area, ten tests are designed according to different spatial sampling rates, i.e., 5, 4, 3, 2, 1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, and 0.1 %, respectively. To compare simulation accuracy both with the old HASM and classical interpolation methods (taking Kriging as an example), in this paper each test was performed three times using different methods, the modified HASM, the old HASM and ordinary Kriging. 0.5 % points of the origin Lidar points were selected as the validation points for each test area, so the error of the simulation result compared with the true value could be computed at every validation point. This paper computes the mean absolute error (MAE) and the root mean square error (RMSE) for each test, and then the mean values of the 10 areas are computed, respectively, as the mean absolute error and the standard deviation under a certain sampling rate. Figure 3 shows the simulation accuracy variation as the sampling rate decreases clearly.
It is obvious that the simulation error of the three methods all decreased as the sample rate increased, from 0.1 to 5 %. However, the modified HASM got the best simulation result at a low sample rate, particularly, at the 0.1 % sample rate, where the modified HASM showed a significant improvement compared to the old HASM and ordinary Kriging, with the mean absolute error and This demonstrates that, compared with these other methods, the modified HASM attains better simulation results at a low sample rate. This gives the modified HASM a significant advantage in practical application, because on the one hand it is usually hard to obtain more sample points in practical problems; and on the other hand, scientific researches nowadays always require higher resolution DEMs, resulting in decreasing the sample rate further. With this in mind, this paper focuses on the simulation at low sample rate problem, and simulation accuracy analysis at the sample rate 0.1 % is discussed in the next section. Table 1 shows the largest error of the ten test areas of the three methods, and the advantages of the modified HASM are clearly shown. It is obviously apparent that the significant characteristic of the modified HASM is that it eliminates the huge error; that is to say, the error of the modified HASM's simulation results is well distributed. For example, in the first test area, the largest error of the old HASM and ordinary Kriging is 7.53 and 11.23 m, respectively, while the modified HASM is only 3.54 m. To ensure the above conclusion make sense in the statistics, T paired tests of the max errors are carried out between the modified HASM and the compared methods. Test results show that the modified HASM shows a significant superiority over the former HASM (t = 6.418, sig. \0.01) and Kriging Method (t = 6.858, sig. \0.01).
In the previous section, we initially used validation points to analyze the advantages of the modified HASM compared to the other methods. In this section, we will discuss the simulation analysis of the different methods with respect to digital terrain analysis. Slope is one of the most important terrain parameters that depict terrain morphology, and it is widely used in digital terrain analysis (Zhou and Liu 2004; Tang et al. 2008) . So this research takes the slope as the accuracy index of the simulation results. The slope computed from the DEMs generated by the origin Lidar points is deemed as the true value, because the Lidar point's density is equivalent to a sampling rate of 11 %. There is little difference between DEMs produced by any method at this sampling rate and it can be taken as the real surface.
For each test area, the slope maps of real surface and the simulation results from the three methods are produced in ArcGIS 10.1, and then the mean slope values are computed (Fig. 4) . Generally speaking, the slope value of the simulated surface is lower than the value of the real surface. This behavior is also reflected in this study, with all the simulated slope values of the three methods being lower than the real slope value. However, the slope computed from the modified HASM's simulation is much more in accordance with the real surface. So, it can be concluded that the modified HASM better simulates the surface with respect to terrain morphology.
The previous section mainly focused on comparing the simulation accuracy of the modified HASM and other methods. In this section, the simulation accuracy of the modified HASM in different test areas will be discussed, because it is very important in helping us to understand how to apply the modified HASM to practical problems. Figure 5 shows the error statistics of the ten test areas at a sampling rate of 0.1 %. It can be seen that for every interpolation method, there is a significant difference between simulation accuracy in different areas. Though the modified HASM achieves better simulation accuracy, the variation trend of the errors among different test areas is generally in accordance with the other two methods. So it can be inferred that this variation of errors among different test areas is caused by the terrain surface itself. This paper calculates the relief of the ten test areas (Fig. 6) . The so-called terrain's relief is an index that reflects the ups and downs of the surface, and is usually used to describe the complexity of the surface (Tu and Liu 1991). The relief index can be calculated as:
where H max represents the maximum elevation in the study area, and H min is the minimum elevation in the study area. Comparing Fig. 6 with Fig. 5 , it is apparent that the relief index is in consistent with the error in the different areas, meaning that the relief index can be used to explain the simulation variation in these areas. That is to say, a larger relief index may correspond with a larger simulation error, and vice versa. It can be easily interpreted because a large relief index indicates a complicated terrain, so a low sampling rate cannot depict the surface variation as well as in a flat area. A similar conclusion can be found in research previously carried out (Yue et al. 2010a ).
Time analysis
We analyzed the simulation accuracy of the modified HASM in DEM's construction. However, as discussed in the introduction, the computation characteristic of HASM makes it more time consuming, and the modified HASM yet more so because it brings in the third Eq. (3.10). So, to design a good parallel algorithm version for practical application, special analysis of time consumption in the Figure 7 describes time consumption at different sampling rates in some test areas, and it can be found that sampling rates have a significant effect on time consumption, and that this effect is varied among different areas. For example, time consumption of test area 1, test area 2 and test area 3 is 4, 5, and 6 s, respectively, when the sampling rate is 1 %; obviously there is no significant difference. Time consumption in the three test areas all go up while the sampling rate decreases, but the amplitude shows a significant difference. When the sampling rate finally reduces to 0.1 %, the time consumption of test area 1, test area 2 and test area 3 is 22, 33 and 44 s, respectively.
Compared with the sampling rate, the study scale has a more obvious effect on time consumed because the study scale directly determines the scale of large linear system equations. This paper selects 10 test points in the study area randomly, and extracts five different test areas at each point: 100 9 100, 200 9 200, 300 9 300, 400 9 400 and 500 9 500. The origin Lidar points are used as the sample points which are equivalent to a sampling rate of 11 %. Figure 8 describes the average time consumed under a different study scale of the 10 test points, and shows that the study scale has a linear effect on time consumption. In addition, time consumed under the same study scale at different points also produces different results. For example, when the study scale is 500 9 500, time consumption of test point 3 is 40 s, while that of test point 2 is 58 s.
Parallel efficiency test
The computing machine used in the study is IBM blade cluster system, and the compile software is C ?? 12.0. The test area for parallel efficiency is 2.5 km 9 2.5 km (Fig. 1) , the resolution is also set to be 0.5 m, and so the total study scale is 5000 9 5000. Three kinds of patch sizes are selected: 100 9 100, 200 9 200 and 300 9 300. Meanwhile, the sampling rate is also considered because it significantly influences on the simulation efficiency, and so we analyze the computing efficiency for sampling rates of 1 %.
Statistics of time consumption and the speed-up ratio of each computing granularity are shown in Fig. 9 . Of which the speed-up ratio is calculated as:
where q represents the process number, T s is the serial time elapsed, and T p (q) is the parallel time elapsed when the process number is q. It can be seen that for each sampling rate, the variation of time consumption and speed-up ratio as the processes increase is very similar. When the computing granularity is 100 9 100, the computing time is small, but this computing granularity also gets a lower speed-up ratio because a small computing granularity leads to more small patches and requires more communication between the slave process and master process. Therefore, too much communication makes a lower speed-up ratio.
Generally speaking, the parallel efficiency is satisfied and acceptable. The computing time for a 5000 9 5000 area is limited to 1500 s while the current serial algorithm cannot perform the same work. The speed-up ratio is larger than five when the process number is 10, which means that the parallel efficiency exceeds 0.5.
Conclusion
This paper shows that when HASM is applied to surface simulation, it improves the simulation accuracy compared to the classical spatial interpolation methods, such as IDW, Kriging and so on. However, HASM also exhibits certain weaknesses, two of which are serious. The first is that HASM requires driving fields to run the model, which means that HASM cannot perform surface simulation solely based on sample points. The second is that HASM consumes so much time and memory that it is impossible to employ as a method of solving large-scale problems when performing spatial Interpolation. The primary purpose of this paper is to resolve these defects and indeed make HASM useful in large-scale problems. The key contribution of this research is to bring in the third equation to make HASM more theoretically perfect and realize the parallel version of the modified HASM. This paper also aims to resolve the accuracy and efficiency problem in the DEMs construction. Tests show that the modified HASM can simulate the surface with high accuracy independently and the parallel version makes it possible to solve large area and high-resolution simulation. Since HASM is not only used in DEM construction but also widely used in other ecology fields (Zhao et al. 2014b; Yue et al. 2014) , and lower simulation efficiency also creates problems in these other applications, it makes sense for subsequent work to focus on parallel algorithm research for the sparse sample point problem. 
