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ABSTRACT
Advances in communications technologies entail demands for higher data rates.
One of the popular solutions to fulfill this requirement was to allocate additional
bandwidth, which unfortunately is not anymore viable due to spectrum scarcity. In
addition, spectrum measurements around the globe have revealed the fact that the
available spectrum is under-utilized. One of the most remarkable solutions to cope
with the under-utilization of radio-frequency (RF) spectrum is the concept of cogni-
tive radio (CR) with spectrum sharing features, also referred to as spectrum sharing
systems. In CR systems, the main implementation issue is spectrum sensing because
of the uncertainties in propagation channel, hidden primary user (PU) problem, sens-
ing duration and security issues. Hence, the accuracy and reliability of the spectrum
sensing information may inherently be suspicious and questionable.
Due to the imprecise spectrum sensing information, this dissertation investigates
the performance of an orthogonal frequency-division multiplexing (OFDM)-based
CR spectrum sharing communication system that assumes random allocation and
absence of the PU’s channel occupation information, i.e., no spectrum sensing is
employed to acquire information about the availability of unused subcarriers or the
PU’s activity. In addition, no cooperation occurs between the transmitters of the
PUs and secondary users (SUs). The main benefit of random subcarrier utilization is
to uniformly distribute the amount of SUs’ interference among the PUs’ subcarriers,
which can be termed as interference spreading. The analysis and performance of
such a communication set-up provides useful insights and can be utilized as a valid
benchmark for performance comparison studies in CR spectrum sharing systems that
assume the availability of spectrum sensing information.
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In the first part this dissertation, due to the lack of information about PUs’
activities, the SU randomly allocates the subcarriers of the primary network and
collide with the PUs’ subcarriers with a certain probability. The average capacity of
SU with subcarrier collisions is employed as performance measure to investigate the
proposed random allocation scheme for both general and Rayleigh channel fading
models. In the presence of multiple SUs, the multiuser diversity gain of SUs is
also investigated. To avoid the subcarrier collisions at the SUs due to the random
allocation scheme and to obtain the maximum sum rate for SUs based on the available
subcarriers, an efficient centralized sequential algorithm based on the opportunistic
scheduling and random allocation (utilization) methods is proposed to ensure the
orthogonality of assigned subcarriers.
In the second part of this dissertation, in addition to the collisions between the
SUs and PUs, the inter-cell collisions among the subcarriers of SUs (belonging to
different cells) are assumed to occur due to the inherent nature of random access
scheme. A stochastic analysis of the number of subcarrier collisions between the SUs’
and PU’s subcarriers assuming fixed and random number of subcarriers requirements
for each user is conducted. The performance of the random scheme in terms of
capacity and capacity (rate) loss caused by the subcarrier collisions is investigated
by assuming an interference power constraint at PU to protect its operation.
Lastly, a theoretical channel fading model, termed hyper fading channel model,
that is suitable to the dynamic nature of CR channel is proposed and analyzed. To
perform a general analysis, the achievable average capacity of CR spectrum sharing
systems over the proposed dynamic fading environments is studied.
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NOMENCLATURE
AWGN Additive White Gaussian Noise
BS Base Station
CDF Cumulative Distribtuion Function
CF Characteristic Function
CR Cognitive Radio
CSI Channel Side Information
CU Cognitive User
IT Interference Temperature
MGF Moment Generating Function
OFDM Orthogonal Frequency-Division Multiplexing
OFDMA Orthogonal Frequency-Division Multiple Access
PBS Primary Base Station
PDF Probability Density Function
PMF Probability Mass Function
PU Primary User
QoS Quality of Service
RF Radio Frequency
RV Random Variable
SBS Secondary Base Station
SIR Signal-to-Interference Ratio
SINR Signal-to-Interference-plus-Noise Ratio
SNR Signal-to-Noise Ratio
SU Secondary User
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1. INTRODUCTION
1.1 Cognitive Radio Networks
The radio frequency (RF) spectrum is one of the most precious and limited re-
sources in wireless communication systems. Therefore, regulatory agencies exclu-
sively allocate each band in spectrum to a specific user and guarantee that this
licensed user will be protected from any interference. Under these conservative fre-
quency allocation policies and the requirement of high data rates, the RF spectrum
has become a very precious and very limited resource especially with the broad uti-
lization of wireless technologies and the emergence of new wireless services.
On the other hand, recent spectrum measurement campaigns, performed by agen-
cies such as Federal Communications Commission (FCC), reported that the RF spec-
trum is being used inefficiently [3, 19,28,43]. Hence, efficient utilization of the spec-
trum represents a crucial issue in the wireless communications field. For instance,
the measurements for the spectrum occupancy in some of the spectrum bands in
Chicago, IL, are shown in Table 1.1. The measurement results are for a very dense
area, hence it shows how inefficiently the spectrum is being utilized.
The idea of cognitive radios (CRs) was advanced as a promising approach for the
efficient utilization of spectrum. CRs assume that the RF spectrum can be utilized
by secondary users (SUs) in addition to the legacy users also termed primary users
(PUs) by complying with some predefined requirements imposed by PUs on SUs.
In addition, CR is an emerging technology for intelligent next generation wireless
communication systems. It is able to dynamically adapt to the radio environment to
efficiently maximize the utilization of the limited and precious spectrum resources.
Generally, in CR networks the usage of spectrum by cognitive (secondary) users
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Table 1.1: Measured spectrum occupancy in each band in Chicago [43].
Band MHz Occupancy ratio (%)
Fixed Mobile, Amateur, others 138-174 35
TV 14-20 470-512 60
Cell phone and SMR 806-902 55
Unlicensed 902-928 10
Aero Radar, Military 1300-1400 3
Mobile Satellite, GPS, Meteorologicial 1300-1400 3
Surveillance Radar 2686-2900 5
is maintained by three approaches:
• In interweave cognitive (opportunistic access) networks, primary and secondary
users are not allowed to operate simultaneously, i.e., the SU accesses the spec-
trum while the PU is idle.
• In underlay cognitive (spectrum sharing) networks, PUs are allocated a higher
priority to use the spectrum than SUs, and the coexistence of primary and sec-
ondary users is allowed under the PU’s predefined interference constraint, also
termed interference temperature. In other words, SU can concurrently use the
same spectrum with a PU by regulating (adapting) its peak or average trans-
mit power below a PU predefined interference temperature (power) constraint,
so that the quality of service (QoS) requirement of PU is maintained.
• In overlay cognitive networks, SUs and PUs are allowed to transmit concur-
rently with the help of advanced coding techniques [29].
Combinations of the interweave (opportunistic access) and underlay (spectrum
sharing) approaches are called hybrid CR networks [32]. In addition, note that the
spectrum sharing is a more aggressive method than the opportunistic access method;
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hence, recently, it has attracted considerable attention. It is well known that the
spectrum sharing method is a more efficient method, and the opportunistic access
method is a special case of it.
One of the most challenging issues in the implementation of CR networks is the
acquisition of information about the spectrum occupancy of PU(s) [14,63]. In other
words, knowing whether at a certain physical location and moment of time the RF
spectrum is occupied by PU(s), i.e., if there is a sensing mechanism in place for the
available spectrum [12, 63]. Deploying an efficient spectrum sensing mechanism is
difficult because of the uncertainties present in the propagation channels at device
and network-level, the hidden PU problem induced by severe fading conditions, and
the limited sensing duration. There have been a large number of studies to investigate
solutions for the aforementioned challenges and issues. In [71] and references therein,
a compact survey of the spectrum sensing algorithms and CR applications along with
the design and implementation challenges are classified properly.
1.2 Overview of Orthogonal Frequency Division Multiplexing
In orthogonal frequency division multiplexing (OFDM)-based systems, the ra-
dio frequency spectrum is divided into non-overlapping bands, called subcarriers,
and which are assigned to different cells and/or users. In OFDM, the main idea
is to send the transmitted bitstream over many different orthogonal subchannels
also called subcarriers [24]. Since the bandwidth of each subcarrier is less than the
channel coherence bandwidth, the channel fading model in each subcarrier assumes a
flat fading model. Therefore, the inter-symbol-interference (ISI) on each subcarrier is
considerably negligible, and it can be completely eliminated through the use of cyclic
prefix [24]. Cyclic prefix does not only eliminate ISI but also restores the eigenfunc-
tion property of sinusoids of linear time-invariant (LTI) systems [64], a result which
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is often expressed alternatively as a transformation of a frequency-selective channel
into a multitude of flat-fading channels.
Starting with the early deployment of cellular mobile communication networks,
efficient sharing of the available radio spectrum among the users has represented
an important design problem. In conventional OFDM-based systems, the universal
frequency reuse is assumed, i.e., the same set of subcarriers can be used in different
cells while assuring that the subcarriers assigned to users in each cell are orthogonal
to each other. Therefore, one of the main challenges is subcarrier collisions for cell-
edge users. In [7,8,18], stochastic subcarrier collision models have been proposed to
investigate the performance of various scheduling and deployment methods, and to
assess the inter-cell-interference for cell-edge users.
1.3 Related Work
Since Mitola’s originating work [44], CRs have attracted huge attention and be-
come a promising technology to solve and improve the problem of spectrum utiliza-
tion. There have been reported an enormous number of works to cope with the
challenges caused by the sharing of RF spectrum, and to investigate various aspects
of CR networks, such as performance evaluation, implementation issues etc. Next
we provide a brief overview on the most important contributions reported in the
literature and that present relevance to the work conducted for this dissertation.
To understand the performance limits of a spectrum sharing system, SU capacity
is a very useful performance measure. Hence, the SU capacity is mostly used as
a performance metric. The ergodic and outage capacities of CR spectrum sharing
systems in Rayleigh fading environments are studied in [46], and a comprehensive
analysis considering various combinations of power constraints under different types
of channel fading models is performed in [36]. In [23], considering a point-to-point
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communication scenario, the expressions for the average capacity of a single SU as-
suming the existence of a single PU and no PU’s interference are derived for different
channel fading models such as Rayleigh, Nakagami-m and Log-normal. As an ex-
tension of [23], in [62], the SU capacity assuming PU’s interference with imperfect
channel knowledge, and the average bit error rate over Rayleigh channel fading were
derived. The ergodic sum capacity of CRs (SUs) with multiple access and broad-
cast fading channels with long-term average and short-term power constraints was
established using optimal power allocation schemes in [73].
Opportunistic SUs scheduling yields multiuser diversity gain due to the channel
fading randomness. The effects of multi-user diversity on the capacity of a spectrum
sharing system where multiple SUs utilize the licensed spectrum are investigated in [6,
74], and for interweave CR networks in [29] and the references cited therein. In the
multi-user diversity (gain) technique, the aim is to have the best channel quality for
the communication system. This method shows that the system presents maximum
throughput [67] in non-spectrum sharing systems. There have been numerous studies
on the effects of multi-user diversity on non-spectrum-sharing systems [30,34,38,56,
64,67]. In spectrum sharing systems, this effect has been actively studied in [20,21,
23].
In addition, assuming imperfect channel side information (CSI), the authors
in [47, 53, 62] conducted capacity and power allocation studies. The multiple-input
multiple-output (MIMO) opportunistic spectrum access set-up was studied in [26].
Besides the SU average and peak transmit power constraints, in [40], the PU’s outage
loss is assumed as a constraint to maintain PU’s QoS requirement. However, most
of the studies require either knowledge of spectrum occupation by PU via the mech-
anism of spectrum sensing [29, 32] or knowledge of CSI between the PU-transmitter
and PU-receiver to implement the interference level constraint for protecting the
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operation of PU [40].
The capacity of SU in a spectrum sharing system is derived in [20] over non-fading
AWGN channels under received power constraint. The limits on the channel capacity
for a CR system has been recently studied in [31, 35]. In addition, the capacity of
a spectrum sharing system is analyzed in [23] considering symmetric fading models
(Rayleigh and Nakagami) in the presence of multiple PUs. The work in [23] is
extended in [60] by studying the channel capacity limits of spectrum sharing systems
in asymmetric fading environments. This is the set-up where the SU transmitter-PU
receiver path and SU transmitter-SU receiver path could experience different fading
types and link powers due to path length or shadowing.
1.4 Contributions of This Dissertation
Recall that due to the challenges and implementation issues in CR networks, the
spectrum sensing information is an imprecise and unreliable resource. Therefore, the
current challenges in terms of spectrum sensing and subcarriers scheduling, and the
existing studies motivated us to investigate the performance of a primitive (basic)
OFDM-based CR system in which the SUs randomly (blindly) utilize the available
subcarriers assuming that some of the subcarriers are utilized by the PUs with the
assumption of no spectrum sensing information available at the secondary (cognitive)
network. The analysis and performance of such a communication set-up provides
useful insights and can be utilized as a valid benchmark for performance comparison
studies in CR spectrum sharing systems that assume the availability of spectrum
sensing information.
This dissertation focuses on a communication scenario that assumes random al-
location and no spectrum sensing. An immediate challenge to be addressed is the
fact that the SU’s subcarriers collide with PUs’ subcarriers. However, there are no
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studies available to assess the effect of subcarrier collisions in such CR spectrum shar-
ing systems. Therefore, the requirement for a more comprehensive system analysis
including the development of a stochastic model to capture the subcarrier collisions
and the protection of the PUs operation in an OFDM-based CR spectrum sharing
system turns out to be indispensable. In addition, the results obtained in this disser-
tation can be utilized as a performance benchmark for the spectrum sharing systems
that assume spectrum sensing information available at the SUs. Nonetheless, the
main benefit of random subcarrier utilization is to uniformly distribute the amount
of SUs’ interference among the PUs’ subcarriers, which can be termed as interference
spreading.
In the case of a single secondary user (SU) in the secondary network, due to
the lack of information about the PUs’ activities, the SU randomly allocates the
subcarriers of the primary network and collides with the PUs’ subcarriers with a
certain probability. The subcarrier collisions model is shown to assume a hyperge-
ometric distribution. To maintain the QoS requirements of PUs, the interference
that SU causes onto PUs is controlled by adjusting SU’s transmit power below a
predefined threshold, referred to as interference temperature. The average capacity
of SU with subcarrier collisions is employed as a performance measure to investigate
the proposed random allocation scheme for both general and Rayleigh channel fading
models. Bounds and scaling laws of average capacity with respect to the number of
SU’s, PUs’ and available subcarriers are derived [13].
In the presence of multiple SUs, due to the random subcarrier allocation scheme,
collisions will occur among the subcarriers used by the SUs in addition to the colli-
sions with the subcarriers used by the PUs. The collisions among the SUs’ subcarriers
will decrease the system performance drastically. To overcome this issue, this work
presents also an efficient centralized algorithm that sequentially assigns the randomly
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selected subcarrier sets to the SUs while maintaining the orthogonality among these
sets, to avoid collisions between their subcarriers. In the proposed centralized algo-
rithm, the opportunistic scheduling of users, which yields multiuser diversity gain,
is employed and the performance limits of the system in terms of multiuser diversity
gain and sum capacity of multiple SUs are studied [14].
In addition, in this dissertation it is assumed that a set-up in which no spectrum
sensing is performed, and the CSI between the PU transmitter and receiver pair is
not known. Therefore, the complexity of the proposed random access method with
respect to the methods based on spectrum sensing is much lower.
Nonetheless, considering practical systems (multiple secondary networks or cells),
there may exist inter-cell subcarrier collisions not only between SUs and PUs but
also among the SUs themselves due to the random access scheme1. Therefore, two
different SU transmitter and receiver pairs belonging to different cells are considered,
and the performances in terms of capacity and rate loss due to collisions (interference)
between SUs in addition to that of PU are studied. The average capacity expressions
of target SU’s (SU-1) at the ith subcarrier are derived for no interference case, and
when there is interference from only SU-2, only PU, and both SU-2 and PU [15].
The number of subcarriers required by PU or SUs can also vary based on either
PU’s or SUs’ rate requirements. The long term average performance of the system
is investigated by using a stochastic model for the required number of subcarriers of
PU and SUs. The statistical analysis of the number of subcarrier collisions between
the users is also conducted. The probability mass functions and the average num-
ber of subcarrier collisions are derived when there are fixed and random number of
subcarriers required by users. Finally, upper bounds for instantaneous and average
1Under the assumption that no centralized subcarrier scheduling algorithm is employed.
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maximum capacity (rate) loss of SU-1 due to collisions are derived [15].
Last but not least, the previous works motivated us to develop a theoretical fad-
ing model that can be used to perform a unified analysis for CR spectrum sharing
systems. Due to the highly dynamic nature of propagation environment, several
single-fading models were employed in the literature for the analysis of CR spec-
trum sharing systems. However, considering practical scenarios, it would be more
efficient and convenient to use a generic fading model, which can be degenerated
onto widely used single-fading models with an appropriate selection of parameters.
Furthermore, if the environment conditions and primary network constraints allow,
SUs can opportunistically allocate spectrum regions corresponding to different fre-
quencies and bandwidths. Since the small-scale fading is frequency dependent, the
resulting channel fading model can be dynamic.
In the last part of this dissertation, we proposed a generic fading model, which
is termed hyper Nakagami-m fading (hyper-fading), and that incorporates several
widely encountered propagation scenarios such as line-of-sight (LOS)/non-line-of-
sight (NLOS) environments and fixed/mobile transmissions. Additionally, instan-
taneous and average power/capacity calculations can also be carried out with the
proposed generic model properly. In the light of the analysis presented for the pro-
posed method, the capacity of SU in a spectrum sharing system is studied under
interference temperature constraints [16, 17,52].
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2. RANDOM SUBCARRIER ALLOCATION∗
2.1 Introduction
In this chapter, the OFDM-based CR spectrum sharing communication system is
considered assuming random subcarrier allocation and absence of the PU’s channel
occupation information, i.e., no spectrum sensing information is available at the
secondary (cognitive) network. An immediate challenge to be addressed is the fact
that the SU’s subcarriers collide with PUs’ subcarriers. Furthermore, the main idea
of random subcarrier allocation (also termed random access) is provided considering
the single-cell scenario. Firstly, the single SU and multiple PUs scenario is considered.
Then, utilizing the byproducts of the first part, the analysis is carried out for multiple
SUs, where the multiuser diversity gain of SUs and a centralized random subcarrier
scheduling algorithm are proposed and studied.
The average and instantaneous capacity of SU, which are chosen as the perfor-
mance criterion throughout this dissertation, with subcarrier collisions is employed
to investigate the proposed random allocation scheme for both general and Rayleigh
channel fading models.
Due to high volume of this chapter, the main results and contributions of this
chapter are summarized as follows.
• A random subcarrier allocation method, where an arbitrary mth SU randomly
utilizes F Sm subcarriers from an available set of F subcarriers in the primary
network, in an OFDM-based system is proposed. In the proposed scheme,
∗Reprinted with permission from ”Random subcarrier allocation in ofdm-based cognitive radio
networks,” by Sabit Ekin, Mohamed M. Abdallah, Khalid A. Qaraqe, and Erchin Serpedin, IEEE
Transactions on Signal Processing, Volume 60, Issue 9, Page(s): 4758–4774, Sept. 2012, Copyright
2012 by IEEE.
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the SUs do not have knowledge about the PUs’ subcarriers utilization, i.e., no
spectrum sensing is performed. Therefore, with some probability, collisions be-
tween the subcarrier sets of PUs and SU occur. It is shown that the subcarrier
collision model follows a multivariate hypergeometric distribution.
• Considering the average capacity as performance measure, the SU average ca-
pacity expressions under the interference constraint of PUs in the case of single
or multiple PU(s) are derived. Upper and lower bounds on average capacity
are derived. It is found that the average capacity of the mth SU scales with re-
spect to the number of subcarriers in the sets F , F Pn and F
S
m as
1 Θ (1 + 1/F ),
Θ
(
1− F Pn
)
and Θ
(
F Sm
)
, respectively. Furthermore, the convergence rate of
average capacity as F goes to infinity is found to be logarithmic.
• To find the probability density function (PDF) and outage probability (cu-
mulative distribution function (CDF)) of the SU capacity, which is the sum
capacities of subcarriers with “interference” and “no-interference” from PU(s),
the characteristic function (CF) and moment generation function (MGF) ap-
proaches are in general used to obtain the PDF and CDF of sum of variates [5].
However, the obtained PDF and CDF for the capacity of the ith subcarrier for
“interference” and “no-interference” cases are too complicated and intractable
using the aforementioned approaches. Therefore, by using the moment match-
ing method, the PDF and CDF of the ith subcarrier capacity are approximated
by a more tractable distribution, namely the Gamma distribution. There are
various reasons for using the Gamma approximation such as being a Type-III
1Where F stands for the total number of available subcarriers in the primary network, and FPn
and FSm are the number of subcarriers of the nth PU and the mth SU, respectively. The notation
Θ(·) is introduced in Definition 3.
11
Pearson distribution, widely used in fitting positive random variables (RVs),
and its skewness and tail are determined by its mean and variance [4, 59, 68].
Even though the Gamma distribution approximation makes the analysis much
easier to track the sum of capacities of all collided and collision-free subcarriers,
we end up with a sum of Gamma variates with some of the shape and scale
parameters equal or non-equal, and not necessarily integer-valued. This con-
straint stems from the fact that individual PUs can have distinct or the same
transmit power for their subcarriers. In such a case, there are no closed-form
expressions for the PDF and CDF of SU capacity. Fortunately, Moschopou-
los [45] in 1985, proposed a single Gamma series representation for a sum of
Gamma RVs with the scale and shape parameters having the properties men-
tioned above. Utilizing this nice feature of Moschopoulos PDF, the PDF and
CDF of SU capacity are obtained.
• Using extreme value theory, the asymptotic analysis of multiuser diversity is
investigated. The analysis conducted at this stage reveals a novel result: the
limiting CDF distribution of the maximum of R RVs following a common
Moschopoulos PDF and CDF converges to a Gumbel-type extreme value dis-
tribution as R converges to infinity.
• A centralized sequential algorithm based on random allocation (utilization)
and assuming an opportunistic scheduling method is proposed for scheduling
the subcarriers of multiple SUs while maintaining their orthogonality. The
probability mass function (PMF) of the number of subcarrier collisions for
the mth scheduled SU in the algorithm is derived. In addition, the proposed
algorithm is compared with the case, where the SUs are selected arbitrarily,
i.e., no multiuser diversity gain is exploited. Last but not least, to present the
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impact of collisions among the SUs’ subcarriers on the sum capacity of SUs,
simulation results are provided and compared with the centralized algorithm
performance with and without opportunistic scheduling.
2.1.1 Organization
The rest of the chapter is structured as follows. In Section 2.2, some essential
mathematical preliminaries and definitions are provided. The system model is pre-
sented in Section 2.3. The SU capacity analysis over arbitrary and Rayleigh fading
channels is investigated in Section 2.4. The multiuser diversity gain in the oppor-
tunistic scheduling of SUs is studied in Section 2.5. Section 2.6 presents a centralized
algorithm for orthogonal subcarrier scheduling of SUs. The numerical and simulation
results are given in Section 2.7. Finally, concluding remarks are drawn in Section 2.8.
2.2 Mathematical Preliminaries and Definitions
In this section, the hypergeometric distribution and some important definitions
that are frequently used throughout this chapter and dissertation are provided.
Definition 1 (Hypergeometric Distribution [54]). Suppose that an urn contains n
balls, of which r are red and n − r are white. Let K denote the number of red
balls drawn when taking m balls without replacement. Then, K is a hypergeometric
random variable (RV) with parameters r, n and m, and its PMF is given by:
Pr(K = k) = p(k) =
(
r
k
)(
n− r
m− k
)/(
n
m
)
,
where the notation
(·
·
)
stands for the binomial coefficient.
Proposition 1 (PMF of Number of Subcarrier Collisions). When the mth SU ran-
domly utilizes (allocates) F Sm subcarriers from a set of F available subcarriers with-
out replacement, and F Pn subcarriers are being used by the nth PU, then the PMF
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of the number of subcarrier collisions, knm, follows the hypergeometric distribution,
knm ∼ HYPG(F Sm, F Pn , F ), and is expressed as:
Pr(Knm = knm) = p(knm) =
(
F Pn
knm
)(
F − F Pn
F Sm − knm
)/(
F
F Sm
)
,
where the notation
(·
·
)
stands for the binomial coefficient.
The average number of subcarrier collisions is
E [knm] =
F SmF
P
n
F
,
where E [·] denotes the expectation operator.
Proof. The proof can be readily shown by interpreting the process of allocating the
subcarriers as selecting balls from an urn without replacement. Furthermore, the ex-
pected value of the number of subcarriers is obtained from E [knm] =
∑
knm
knmp(knm).
In the case of multiple PUs, the mth SU might have subcarrier collisions with
up to N PUs. Let km = [k1m, k2m, . . . , kNm, kfm]
T ∈ ZN+10+ represent the number of
collisions of the mth SU with N PUs and with the collision-free subcarriers, kfm.
Then, the (joint) PMF of km is given by
Pr(Km = km) = p(km) =
(
F P1
k1m
)(
F P2
k2m
)
· · ·
(
F PN
kNm
)(
F −∑Nn=1 F Pn
kfm
)/(
F
F Sm
)
=
[(
Ff
kfm
) N∏
n=1
(
F Pn
knm
)]/(
F
F Sm
)
,
(2.1)
where Ff = F−
∑N
n=1 F
P
n stands for the number of free subcarriers in the primary net-
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work. One can observe that km follows a modified multivariate hypergeometric dis-
tribution km ∼ M-HYPG
(
F Sm, F
P, F
)
, where FP =
[
F P1 , F
P
2 , . . . , F
P
N , Ff
]T ∈ ZN+10+ ,
and the support of km is given by:
{
km :
N∑
n=1
knm + kfm = F
S
m and knm ∈
[(
F Sm + F
P
n − F
)+
, . . . ,min
{
F Sm, F
P
n
}]}
,
where (x)+ = max{0, x}.
Definition 2 (Rate of Convergence [66]). An infinite sequence {An} converging to
the limit A is said to be logarithmically convergent if
lim
n→∞
|∆An+1|
|∆An| ,
and
lim
n→∞
|An+1 − A|
|An − A| ,
both exist and are equal to unity, where ∆An = An+1 − An.
If only limn→∞ |∆An+1| / |∆An| = 1 holds, then the sequence {An} converges
sublinearly to A.
Definition 3 (Knuth’s notations [39]). Let f(n) and g(n) be nonnegative functions.
The notation:
• f(n) = O(g(n)) means that there exist positive constants c and n0 such that
f(n) ≤ cg(n) for all n ≥ n0.
• f(n) = Ω(g(n)) means that there exist positive constants c and n0 such that
f(n) ≥ cg(n) for all n ≥ n0, i.e., g(n) = O(f(n)).
• f(n) = Θ(g(n)) means that there exist positive constants c, c′ and n0 such
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that cg(n) ≤ f(n) ≤ c′g(n) for all n ≥ n0, i.e., both f(n) = O(g(n)) and
f(n) = Ω(g(n)) hold.
Definition 4. The capacity of mth SU with F Sm subcarriers is defined as the sum-
mation of capacities for each subcarrier. Let Sm,i be the signal-to-interference plus
noise ratio (SINR) for the ith subcarrier of the mth user, then the SU capacity is
given by:2
Cm =
Fm∑
i=1
log (1 + Sm,i) .
Definition 5 (Capacity with Collisions). Let SI,nm,i and S
NI
m,i be the SINR for the ith
subcarrier of the mth SU with “interference” and “no-interference” from the nth PU,
respectively.3 If knm subcarriers of the mth SU collide with the nth PU’s subcarriers,
then the capacity of SU in Definition 4 with subcarrier collisions can be redefined as
C1m =
knm∑
i=1
log
(
1 + SI,nm,i
)
+
kfm∑
i=1
log
(
1 + SNIm,i
)
,
where knm and kfm = F
S
m − knm are hypergeometric RVs that denote the number
of collided (i.e., interference) and collision-free (i.e., no-interference) subcarriers
between the nth PU and the mth SU, respectively. The superscript “1” indicates
that collisions occur with only single PU’s subcarriers (any arbitrary nth PU) in the
primary network. The SU capacity expression in case of multiple N PUs is given in
(2.12).
2All logarithms in the following are with respect to the base e unless otherwise stated.
3SNIm,i is indeed the signal-to-noise ratio (SNR) for the ith subcarrier. However, to emphasize
the subcarrier collision and collision-free cases, it is called SINR with “no-interference” from PU
throughout the dissertation.
16
SU-1
SU-2
SU-M
Primary
BS
Secondary
BS
PU-1
PU-N
PU-2
1h
2h
Mh
1g
2g
Ng
1sg
2sg
Nsg
1ph
2 ph
Mph
Figure 2.1: System model; M SUs transmit to the secondary base station (SBS)
using the subcarriers in the primary network with subcarrier collisions following the
hypergeometric distribution for accessing PUs’ subcarriers, [(- -): Interference-link
(channel), (–): Desired-link (channel)].
2.3 System Model
The system model is illustrated in Figure 2.1, where the primary and cognitive
(secondary) networks consist of N PUs with a primary base station (PBS) and M
SUs with a secondary base station (SBS), respectively. To preserve the quality of
service (QoS) requirements of PUs in a spectrum sharing communication network,
the interference power levels caused by the SU-transmitters at the primary receiver
(PBS) must not be larger than a predefined value (Ψi, i = 1, . . . , F ) for each sub-
carrier, referred to as the interference temperature (IT). It is assumed that there is
no correlation among the subcarriers. Nonetheless, due to the inherent nature of
random allocation (utilization) method and the high number of available subcarri-
ers in practice, the probability of a SU to select consecutive subcarriers, which are
practically correlated, would be considerably negligible.
The channel power gains from the mth SU to SBS and PBS are denoted by hm
and hmp, respectively. Similarly, gn and gns represent the channel power gains from
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the nth PU to PBS and SBS, respectively. All the channel gains are assumed to
be unit mean independent and identically distributed (i.i.d.) flat Rayleigh fading
channels. The channel power gains are hence exponentially distributed with unit
mean. Further, to have a tractable theoretical analysis, it is assumed that perfect
information about the interference channel power gains, hmp, is available at SUs.
The SUs can obtain this information, referred to as channel side information (CSI),
through various ways, e.g., from the channel reciprocity condition4 [72, 74], or from
an entity called mediate band or CR network manager between the PBS and SU [6].
The thermal additive white Gaussian noise (AWGN) at both PUs and SUs is as-
sumed to have circularly symmetric complex Gaussian distribution with zero mean
and variance η, i.e., CN (0, η). Throughout the chapter, the parameters hm,i, hmp,i,
gn,i and gns,i denote the channel power gains associated with the ith subcarrier. Fur-
thermore, for the sake of analysis simplicity, the value of IT is assumed to be the
same for all subcarriers in the system and available at the SUs, and the transmit
power of each user (either PU or SU) is the same for all its subcarriers, i.e., Pn,i = Pn
and Pm,i = Pm.
The total number of available subcarriers in the primary network is denoted by
F . The subcarrier set of each PU is assumed to be assigned by preserving the orthog-
onality among the sets of subcarriers for all PUs, F Pn for n = 1, . . . , N . SU randomly
allocates the subcarriers from the available subcarriers set F without having access
to the information about the channel occupied by PUs. Therefore, SU will collide
with the subcarriers of the PUs with a certain probability. Subcarrier collisions oc-
cur when SUs employ subcarriers which are in use by PUs, and the probabilistic
4With the assumptions of channel reciprocity and pre-knowledge of the PBS transmit power
level, SU can estimate the received signal power from PBS when it transmits [72].
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model for the number of subcarrier collisions follows a multivariate hypergeometric
distribution.
During the evaluation of SU capacity in Section 2.4, it is assumed that there is
only a single SU (any arbitrary mth SU) in the cognitive network, and the colli-
sions occur between the subcarriers of the SU and PUs due to the random allocation
scheme. This set-up can also be easily extended to multiple SUs with the assump-
tion of no mutual interference among SUs. However, such a framework would not be
practical, since due to the random allocation method, the likelihood of the same sub-
carriers being allocated to multiple SUs will be quite high. To avoid such a scenario,
an efficient allocation of SUs’ subcarriers is needed to preserve the orthogonality
among SUs subcarriers. Therefore, an centralized algorithm, which sequentially al-
locates the subcarriers to multiple SUs based on the random allocation method,
while maintaining orthogonality among SUs’ subcarriers, is proposed and analyzed
in Section 2.6.
2.4 Capacity of Secondary User
In this section, the average capacity of a single SU including the bounds and
scaling laws with respect to the number of subcarriers for the case of an arbitrary
channel fading model is investigated. Then, the Rayleigh channel fading model is
used to study the impacts of the system parameters and to evaluate the expressions
for the PDF and CDF of SU capacity.
2.4.1 Analysis of SU Average Capacity for General Fading
Theorem 1. The average capacity of the mth SU in the presence of a single (nth)
PU is given by
E
[
C1m
]
=
F Sm
F
[
F Pn
(
E
[
CI,nm,i
]
− E [CNIm,i])+ FE [CNIm,i]] ,
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where variables CI,nm,i and C
NI
m,i represent the ith subcarrier capacity of the mth SU
with “interference” and “no-interference” from the nth PU, respectively. In the case
of Rayleigh channel fading, E
[
CI,nm,i
]
and E
[
CNIm,i
]
are given in (2.13) and (2.14),
respectively.
Proof. The proof is given in Appendix A.
Corollary 1. The average capacity of mth SU in the presence of N PUs is given by
E [Cm] =
F Sm
F
[
N∑
n=1
F Pn E
[
CI,nm,i
]
+ FfE
[
CNIm,i
]]
.
Proof. The proof is given in Appendix B.
2.4.1.1 Bounds on the Average Capacity
In this section, certain bounds on the average capacity of SU will be established.
Intuitively, representing the relation of order between the average capacity of the ith
subcarrier with PU’s “interference” and “no-interference” as E
[
CI,nm,i
]
≤ E [CNIm,i],
the naive upper and lower bounds on the SU average capacity can be expressed as
F SmE
[
CI,nm,i
]
≤ E [C1m] ≤ F SmE [CNIm,i] , (2.2)
which states that the upper bound, in the best case, is when all SU’s subcarriers
are collision-free, i.e., all subcarriers are interference-free, kfm = F
S
m. Similarly for
the lower bound, all SU’s subcarriers are colliding with the PU’s subcarriers, i.e.,
knm = F
S
m.
However, the maximum and minimum number of subcarrier collisions might not
be necessarily F Sm and 0, respectively. The following general result holds.
20
Corollary 2. Tight upper and lower bounds on the average capacity of SU in the
presence of a single PU are given by:
kmaxnm E
[
CI,nm,i
]
+ kminfm E
[
CNIm,i
] ≤ E [C1m] ≤ kminnmE [CI,nm,i]+ kmaxfm E [CNIm,i] ,
where kmaxnm and k
min
nm represents the maximum and minimum number of subcarrier
collisions, respectively, and are defined as kminnm =
(
F Sm + F
P
n − F
)+
and kmaxnm =
min
{
F Sm, F
P
n
}
. Also, kmaxfm = F
S
m − kminnm and kminfm = F Sm − kmaxnm .
Proof. The number of subcarrier collisions does not depend only on SU’s subcarriers
but also on PU’s subcarriers. Therefore, the support region of knm, considering the
PU’s subcarriers, is given by
{(
F Sm + F
P
n − F
)+
, . . . ,min
{
F Sm, F
P
n
}}
. Using this
support region, the bounds are established.
It is worth to note that the naive upper bound, given in (2.2), on the average
capacity is the limit point of capacity as the number of available subcarriers F goes
to infinity. Formally,
lim
F→∞
E
[
C1m
]
= F SmE
[
CNIm,i
]
,
which states that for a fixed number of PU’s subcarriers as the number of avail-
able subcarriers increases, the average capacity converges to the case where no SU’s
subcarrier collides.
2.4.1.2 Scaling Laws for the Average Capacity
Corollary 3. The average capacity of the mth SU in the presence of a single PU
scales with respect to the number of subcarriers F , F Sm and F
P
n as Θ (1 + 1/F ),
Θ
(
F Sm
)
and Θ
(
1− F Pn
)
, respectively.
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Proof. Using the Knuth’s notation from Definition 3, one can infer that
lim
F→∞
E [C1m]
1 + 1
F
= lim
F→∞
FSmF
P
n
F
(
E
[
CI,nm,i
]
− E [CNIm,i])+ F SmE [CNIm,i]
1 + 1
F
= F SmE
[
CNIm,i
]
> 0.
Following the same approach, one can establish the scaling laws of SU average
capacity with respect to F Sm and F
P
n .
Further, it can be also shown that for the multiple PUs case, the average ca-
pacity of the mth SU is converging to the lower bound on average capacity for the
single PU case as N,F → ∞. Assume without loss of generality that an infinite
number of subcarriers F is available. Because the orthogonality of PUs’ subcarriers
is maintained, then
∑N
n=1 F
P
n ≈ F as F,N →∞. Hence,
lim
N,F→∞
E
[
C1m
]
= lim
N,F→∞
F Sm
F
[
N∑
n=1
F Pn E
[
CI,nm,i
]
+ FfE
[
CNIm,i
]]
= F SmE
[
CI,nm,i
]
,
where it is assumed that all the PUs have the same transmit power. Thus, E
[
CI,nm,i
]
is the same for all N PUs.
Corollary 4. The average capacity of the mth secondary user in the presence of a
single PU converges logarithmically to F SmE
[
CNIm,i
]
as F increases towards infinity:
E
[
C1m
] F→∞−−−−−−−→
with log(F )
F Sm E
[
CNIm,i
]
. (2.3)
Proof. The proof is given in Appendix C.
Using similar steps, one can readily obtain the bounds and the scaling laws of the
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SU average capacity in the presence of multiple (N) PUs in the primary network.
2.4.2 SU Capacity Analysis over Rayleigh Channel Fading
In this section, the SU capacity over a Rayleigh channel fading model is investi-
gated. Thus far, the CR capacity studies in the literature have mostly assumed two
types of PUs’ interference constraints on the SU transmit power: the peak power in-
terference constraint and the average interference constraint [62,72]. The peak power
interference constraint is adapted in this work, and an adaptive scheme is used to
adjust the transmit power of SU to maintain the QoS of PUs. Hence, the transmit
power of the mth SU corresponding to the ith subcarrier is given by5
P Tm,i =

Pm,i , Ψi ≥ Pm,ihmp,i
Ψi
hmp,i
, Ψi < Pm,ihmp,i
= min
{
Pm,i,
Ψi
hmp,i
}
,
for i = 1, . . . , F .
Let λm,i = hm,iP
T
m,i, then the received SINR of the mth SU’s ith subcarrier is
SI,nm,i =
λm,i
IPn,i + η
, for n = 1, . . . , N, (2.4)
where IPn,i = Pn,igns,i stands for the mutual interference caused by nth PU on the
ith subcarrier. In (2.4), SI,nm,i represents the SINR in case when subcarrier collision
occurs. Therefore, when there is no collision, i.e., the subcarrier is not being used by
two users, there is no interference caused by PUs. Hence, SNIm,i = λm,i/η.
5Notice that due to the random allocation, the SU transmit power is adapted (regulated)
considering the worst case scenario, as if all the subcarriers in the primary network are utilized by
PUs. This condition assures the QoS requirements of PUs.
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The CDF of λm,i can be obtained as follows [33]:
Fλm,i(x) = Fhmp,i
(
Ψi
Pm,i
)
Fϑ1(x) + Fϑ2|hmp,i> ΨiPm,i
(
x
∣∣∣ hmp,i > Ψi
Pm,i
)
,
where ϑ1 = hm,iPm,i and ϑ2 = Ψihm,i/hmp,i, with their corresponding PDFs given by
fϑ1(x) = e
−x/Ψi/Ψi, and fϑ2(x) = Ψi/(x + Ψi)
2, respectively. Hence the CDF and
the PDF can be expressed, respectively, as
Fλm,i(x) =
(
1− e−
Ψi
Pm,i
)(
1− e−
x
Pm,i
)
+ e
− Ψi
Pm,i − Ψi
Pm,i + x
e
−x+Ψi
Pm,i
= 1− e−
x
Pm,i +
x
Ψi + x
e
−x+Ψi
Pm,i ,
(2.5)
fλm,i(x) =
dFλm,i(x)
dx
=
e
− x
Pm,i
Pm,i
[
1− e−
Ψi
Pm,i
(
x2 + Ψix−ΨiPm,i
(Ψi + x)2
)]
.
(2.6)
Similarly, by using a transformation of RVs, the PDF of SI,nm,i with fIPn,i(y) =
e−y/Pn,i/Pn,i can be expressed as [62]
FSI,nm,i
(x) = Pr
(
λm,i < x
(
IPn,i + η
))
=
∞∫
0
Fλm,i (x (y + η)) fIPn,i(y)dy.
(2.7)
Plugging (2.5) into (2.7), it follows that
FSI,nm,i
(x) =1−
(
1− e−
Ψi
Pm,i
)
e
− xη
Pm,i
1 +
xPn,i
Pm,i
− Ψi
xPn,i
e
Ψi
xPn,i
+ η
Pn,i
× Γ
(
0,
(
η +
Ψi
x
)(
1
Pn,i
+
x
Pm,i
))
,
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where the upper incomplete Gamma function is defined as
Γ(x, y) =
∫∞
y
tx−1e−tdt, and the derivation of CDF yields the PDF
fSI,nm,i
(x) =
xηPn,i + Pm,i(η + Pn,i)
(xPn,i + Pm,i)2
(
e
Ψi
Pm,i − 1
)
e
−xη+Ψi
Pm,i +
Ψi
x3P 2n,i
e
xη+Ψi
xPn,i
×
[
(Ψi + xPn,i)Γ
(
0,
(
η +
Ψi
x
)(
1
Pn,i
+
x
Pm,i
))
+
xPn,i(x
2ηPn,i −ΨiPm,i)
(xη + Ψi)(xPn,i + Pm,i)
e
−(η+ Ψix )
(
1
Pn,i
+ x
Pm,i
)]
.
(2.8)
Similarly, when there is no primary interference using (2.6) and the transforma-
tion fSNIm,i(x) = ηfλm,i(ηx), it follows that
fSNIm,i(x) =
ηe
− ηx
Pm,i
Pm,i
[
1− e−
Ψi
Pm,i
(
(ηx)2 + Ψiηx−ΨiPm,i
(Ψi + ηx)2
)]
, (2.9)
and the CDF is given by
FSNIm,i(x) = 1− e
− ηx
Pm,i +
ηx
Ψi + ηx
e
− ηx+Ψi
Pm,i . (2.10)
Finally, the desired expressions for the PDFs of CI,nm,i and C
NI
m,i can be obtained
by transforming the RVs as follows:
fCI,nm,i
(x) =
∣∣∣∣dydx
∣∣∣∣ fSI,nm,i(y)
∣∣∣∣
y=ex−1
= exfSI,nm,i
(ex − 1),
fCNIm,i(x) = e
xfSNIm,i(e
x − 1).
(2.11)
Using Definition 5, for any arbitrary mth SU and multiple (N) interfering PUs,
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the instantaneous SU capacity with subcarrier collisions is given by
Cm =
k1m∑
i=1
log
(
1 + SI,1m,i
)
︸ ︷︷ ︸
CI,1m,i
+ · · ·+
kNm∑
i=1
log
(
1 + SI,Nm,i
)
︸ ︷︷ ︸
CI,Nm,i
+
kfm∑
i=1
log
(
1 + SNIm,i
)︸ ︷︷ ︸
CNIm,i
=
N∑
n=1
CI,nm︷ ︸︸ ︷
knm∑
i=1
CI,nm,i︸ ︷︷ ︸
CIm
+
kfm∑
i=1
CNIm,i︸ ︷︷ ︸
CNIm
.
(2.12)
There are two types of well known methods available to evaluate the distribu-
tion for sum of variates, namely, the characteristic function (CF) and the moment
generating function (MGF) based methods [5]. Unfortunately, by employing these
methods, it is often hard and intractable to obtain explicit closed form expressions
for the PDF and CDF of SU capacity in (2.12) from (2.8)-(2.11). Even if we obtain,
it will hardly provide any insights because of the complicated expressions. Therefore,
in order to sum up the rates for the cases of interference and no-interference, we will
approximate the PDFs of CI,nm,i and C
NI
m,i using a Gamma distribution. There are
important properties of the Gamma distribution that are suitable for approximating
the PDFs of the variables CI,nm,i and C
NI
m,i. First, the sum of Gamma distributed RVs
with the same scale parameters is another Gamma distributed RVs. Second, the
skewness and tail of distribution are similar for the whole range of interest and are
determined by mean and variance [68]. Last but not least, Gamma distribution is a
Type-III Pearson distribution which is widely used in fitting positive RVs [4, 59, 68].
In addition, since Gamma distribution is uniquely determined by its mean and vari-
ance, we employed the moment matching method to the first two moments: mean
and variance.
Definition 6. X follows a Gamma distribution, X ∼ G(α, β), if the corresponding
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PDF of X with scale and shape parameters, β > 0 and α > 0, respectively, is given
by
fX(x) =
xα−1 exp
(
−x
β
)
βαΓ(α)
U(x),
where U(·) denotes the unit step function, and the Gamma function is defined as
Γ(x) =
∫∞
0
tx−1e−tdt.
Since the mean and variance of Gamma distribution are αβ and αβ2, respectively,
mapping the first two moments with the PDFs of CI,nm,i and C
NI
m,i yields
αIn =
(
E
[
CI,nm,i
])2
var
[
CI,nm,i
] , βIn = var
[
CI,nm,i
]
E
[
CI,nm,i
] ,
αNI =
(
E
[
CNIm,i
])2
var
[
CNIm,i
] , βNI = var [CNIm,i]
E
[
CNIm,i
] ,
for n = 1, 2, . . . , N , and var(x) denotes the variance of x.
From [62], using (2.8)-(2.11), the average capacity of CI,nm,i and C
NI
m,i can be ex-
pressed, respectively, as
E
[
CI,nm,i
]
=
∞∫
0
xfCI,nm,i
(x)dx
=
∞∫
0
log(1 + x)fSI,nm,i
(x)dx
=
1− e−
Ψi
Pm,i
1− Pn,i
Pm,i
(
Γ
(
0,
η
Pm,i
)
e
η
Pm,i − Γ
(
0,
η
Pn,i
)
e
η
Pn,i
)
+
Ψi
Pn,i
e
η
Pn,i
∞∫
0
Γ
(
0,
(
η +
Ψi
x
)(
1
Pn,i
+
x
Pm,i
))
e
Ψi
xPn,i
x(1 + x)
dx,
(2.13)
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and
E
[
CNIm,i
]
=
∞∫
0
xfCNIm,i(x)dx
=
∞∫
0
log(1 + x)fSNIm,i(x)dx
= Γ
(
0,
η
Pm,i
)
e
η
Pm,i
1 + e− ΨiPm,i η
Ψi − η
+ Ψi
η −ΨiΓ
(
0,
Ψi
Pm,i
)
.
(2.14)
The variance of CI,nm,i is given by
var
[
CI,nm,i
]
= E
[(
CI,nm,i
)2]
−
(
E
[
CI,nm,i
])2
,
where the second moment of CI,nm,i is expressed as
E
[(
CI,nm,i
)2]
=
∞∫
0
[log(1 + x)]2 fSI,nm,i
(x)dx
=
∞∫
0
2 log(1 + x)
1 + x
[
1− FSI,nm,i(x)
]
dx
'
Np∑
j=1
wj
2 log(1 + sj)
1 + sj
[
1− FSI,nm,i(sj)
]
,
where the second equality is obtained by using integration by parts [62]. The result-
ing integral is readily estimated by employing Gauss-Chebyshev quadrature (GCQ)
formula, where the weights (wj) and abscissas (sj) are defined in [70, Eqs. (22) and
(23)], respectively. The truncation index Np could be chosen to make the approxi-
mation error negligibly small such as Np = 50 for a sufficiently accurate result.
28
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
rate of single subcarrier [nats/sec/Hz]
Pr
ob
ab
ilit
y 
De
ns
ity
 F
un
ct
io
n 
(P
DF
)
 
 
Exact
Simulation
Approximation
PDF of CI,n
m,i
PDF of CNI
m,i
Figure 2.2: Comparison between the exact and approximation of fCI,nm,i
(x) and
fCNIm,i(x) using the PDF of Gamma distribution for Pm,i = 20 dB, Pn,i = 10 dB,
Ψi = 0 dB and η = 1.
Similarly, the variance of CNIm,i is expressed as
var
[
CNIm,i
]
= E
[(
CNIm,i
)2]− (E [CNIm,i])2 ,
where the second moment of CNIm,i is calculated as follows
E
[(
CNIm,i
)2] ' Np∑
j=1
wj
2 log(1 + sj)
1 + sj
[
1− FSNIm,i(sj)
]
.
Therefore, using the Gamma approximation, the capacities are approximated as
CI,nm,i ∼ G
(
αIn, β
I
n
)
and CNIm,i ∼ G
(
αNI , βNI
)
.
In Figures 2.2 and 2.3, the exact and approximative expressions of fCI,nm,i
(x) and
fCNIm,i(x), including the simulations results, for different system parameters are shown.
It can be observed that the approximation is very close to the exact results.
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Since both CI,nm,i and C
NI
m,i are i.i.d. for given knm, the conditional characteristic
functions for the rate sums
∑knm
i=1 C
I
m,i and
∑kfm
i=1 C
NI
m,i can be expressed as follows
ΦCI,nm (ω|knm) =
(
ΦCI,nm,i
(ω)
)knm
=
(
1− jωβIn
)−αInknm ,
ΦCNIm (ω|knm) =
(
ΦCNIm,i(ω)
)kfm
=
(
1− jωβNI)−αNIkfm ,
where ΦCI,nm,i
(ω|knm) and ΦCNIm,i(ω|knm) are the characteristic functions of fCI,nm,i(x|knm)
and fCNIm,i(x|knm), respectively. Using the nice feature of the Gamma distribution
that the sum of i.i.d. Gamma distributed RVs, with the same scale parameters (β)
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is another Gamma distributed RV, the conditional PDFs are expressed as follows
fCI,nm |knm(x|knm) = G
(
αInknm, β
I
n
)
,
fCNIm |knm(x|knm) = G
(
αNIkfm, β
NI
)
.
(2.15)
In (2.12), even though the conditional PDFs of CI,nm and C
NI
m are obtained, to
find the PDF expression for Cm, we first need to evaluate the PDF of C
I
m, and then
the PDF of its sum with CNIm . At this point, one needs to be aware that there are
N + 1 terms in (2.12), and each follows a Gamma distribution where the shape (α)
and scale (β) parameters can be arbitrary. Therefore, the aforementioned feature of
Gamma distribution for a sum of Gamma variates cannot be employed here.
Expressions for the PDF of sum of Gamma RVs are derived by Moschopoulos [45],
Mathai [42], and Sim [57]. In addition, constraining the shape parameters to take
integer values6 and be all distinct, by using the convolution of PDFs Coelho [9]
and Karagiannidis et al. [37], or partial-fractions methods Mathai [42], derived an
expression for the PDF of a sum of Gamma RVs. Nevertheless, Moschopoulos PDF
provides a mathematically tractable solution that it does not restrict the scale and
shape parameters to be necessarily integer-valued or all distinct [42]. Therefore, the
following theorem will help us in this regard.
Theorem 2 (Moschopoulos, 1985 [45]). Let {Xs}Ss=1 be independent but not neces-
sarily identically distributed Gamma variates with parameters αs and βs, respectively,
then the PDF of Y =
∑S
s=1Xs can be expressed as
6If the shape parameter is an integer, Gamma distribution is referred to as Erlang distribution.
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fY (y) =
S∏
s=1
(
β1
βs
)αs ∞∑
k=0
δky
∑S
s=1 αs+k−1 exp
(
− y
β1
)
β
∑S
s=1 αs+k
1 Γ
( S∑
s=1
αs + k
)U(y), (2.16)
where β1 = mins{βs}, and the coefficients δk can be obtained recursively by the for-
mula
δ0 = 1
δk =
1
k + 1
k+1∑
i=1
[ S∑
j=1
αj
(
1− β1
βj
)i]
δk+1−i for k = 0, 1, 2, . . .
Proof. See [45].
The Moschopoulos PDF provides a nice and tractable representation of sum of
Gamma variates in terms of a single Gamma series with a simple recursive formula
to calculate the coefficients. This representation is applicable for any arbitrary shape
parameters {αs}Ss=1 and scale parameters {βs}Ss=1 including the possibility of having
some of the parameters identical.
The CDF of Y can be obtained from the PDF as FY (y) =
∫ y
−∞ fY (x)dx. There-
fore,
FY (y) =
S∏
s=1
(
β1
βs
)αs ∞∑
k=0
δk
β
∑S
s=1 αs+k
1 Γ
( S∑
s=1
αs + k
) y∫
0
x
∑S
s=1 αs+k−1 exp
(
− x
β1
)
dx.
(2.17)
The interchange of summation and integration above is justified using the uni-
form convergence of (2.16) (see e.g., [45] for a rigorous proof). From [61], we can
simplify (2.17) by using
∫ u
0
xν−1e−µxdx = µ−νγ (ν, µu) for < [ν > 0] [25, pg. 346, Sec.
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3.381, Eq. 1], where γ(·, ·) is the lower incomplete Gamma function and is defined
as γ(x, y) =
∫ y
0
tx−1e−tdt. Hence,
FY (y) =
S∏
s=1
(
β1
βs
)αs ∞∑
k=0
δk
γ
( S∑
s=1
αs + k,
y
β1
)
Γ
( S∑
s=1
αs + k
)
=
S∏
s=1
(
β1
βs
)αs ∞∑
k=0
δkP
( S∑
s=1
αs + k,
y
β1
)
,
(2.18)
where P(·, ·) is the regularized (also termed normalized) incomplete Gamma function
and defined as7 P(a, z) = γ(a,z)
Γ(a)
= 1 − Γ(a,z)
Γ(a)
. For practical purposes, based on the
required accuracy of application one may use the first h, i.e., k = h− 1, terms in the
sum series (2.16). The expression for truncation error is given in [45]. In Figures 2.4
and 2.5, the Moschopoulos PDF and CDF are shown for S = 4 and S = 2 where
only the first 25 terms in the infinite sum series, i.e., h = 25, are considered. One can
observe that the Moschopoulos PDF and CDF perfectly agree with the simulation
results for same values of α and β. Since in our system model, with some probability
the transmit power of PUs Pn,i for n = 1, . . . , N , can be the same, which means that
the corresponding αIn and β
I
n are the same. Such a scenario can arise when the PUs
are at the same distance from their corresponding common PBS.
Recall that from (2.12) and (2.15), we have to evaluate the PDF of the sum
CI,1m + C
I,2
m + · · · + CI,Nm + CNIm , for a given number of set of subcarrier collisions
km = [k1m, k2m, . . . , kNm, kfm]. Recall also that C
I
m and C
NI
m are Gamma distributed
and independent but not necessarily identical. Therefore, the conditional PDF of
7For integer values of
∑S
s=1 αs + k, using [25, Eq. 8.353.6] the regularized incomplete Gamma
function can be further simplified to P
(∑S
s=1 αs + k,
y
β1
)
= 1−exp(−y/β1)
∑∑S
s=1 αs+k−1
j=1
1
j!
(
y
β1
)j
.
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Figure 2.4: Moschopoulos PDF (2.16) for h = 25, and the total number of Gamma
distributed RVs in sum as S = 4 and S = 2.
their sum can be expressed by means of Theorem 2 as follows:
fCm|Km(x|km) =
(
βmin
βNI
)αNIkfm N∏
n=1
(
βmin
βIn
)αInknm
×
∞∑
k=0
δkx
∑N
n=1 α
I
nknm+α
NIkfm+k−1 exp
(
− x
βmin
)
β
∑N
n=1 α
I
nknm+α
NIkfm+k
min Γ
(
N∑
n=1
αInknm + α
NIkfm + k
)U(x),
(2.19)
where βmin = min{βI1 , βI2 , . . . , βIN , βNI}, and the coefficients δk are obtained recur-
sively as follows:
δk =
1
k + 1
k+1∑
i=1
[
N∑
j=1
αIi kjm
(
1− βmin
βIj
)i
+ αNIkfm
(
1− βmin
βNI
)i]
δk+1−i
where δ0 = 1, k = 0, 1, 2, . . .
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Figure 2.5: Moschopoulos CDF (2.18) for h = 25, and the total number of Gamma
distributed RVs in sum as S = 4 and S = 2.
Now, the PDF of Cm can be found by averaging over the PMF of subcarrier
collisions as follows:
fCm(x) =
∑
km
fCm,Km(x,km) =
∑
km
fCm|Km(x|km)p(km). (2.20)
Plugging (2.1) and (2.19) into (2.20), the PDF is expressed as
fCm(x) =
∑
k1m
∑
k2m
· · ·
∑
kNm
∑
kfm
{[(
Ff
kfm
)/(
F
F Sm
)]
×
N∏
n=1
(
F Pn
knm
)(
βmin
βNI
)αNIkfm N∏
n=1
(
βmin
βIn
)αInknm
×
∞∑
k=0
δkx
∑N
n=1 α
I
nknm+α
NIkfm+k−1 exp
(
− x
βmin
)
β
∑N
n=1 α
I
nknm+α
NIkfm+k
min Γ
(∑N
n=1 α
I
nknm + α
NIkfm + k
)U(x)
 .
(2.21)
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The outage probability is a common performance metric in fading environments.
Hence, here we consider the outage probability of SU capacity in terms of the fol-
lowing measure:
P outCm (ϕth) = Pr (Cm < ϕth)
=
ϕth∫
0
fCm(x)dx,
which is the CDF of the SU capacity over the outage threshold ϕth [dB]. Using (2.18)
and (2.21), the CDF of Cm can be expressed as
FCm(x) =
∑
k1m
∑
k2m
· · ·
∑
kNm
∑
kfm
{[(
Ff
kfm
)/(
F
F Sm
)] N∏
n=1
(
F Pn
knm
)(
βmin
βNI
)αNIkfm
×
N∏
n=1
(
βmin
βIn
)αInknm ∞∑
k=0
δkP
(
N∑
n=1
αInknm + α
NIkfm + k,
x
βmin
)}
.
(2.22)
2.5 Asymptotic Analysis of Multiuser Diversity
In this section, the gain of multiuser diversity by employing opportunistic schedul-
ing is investigated. In conventional systems, the multiuser diversity gain is attributed
to channel gains only. However, in the proposed scheme, we additionally benefit from
the randomness of the number of subcarrier collisions. Assuming all M SUs are ac-
cessing the F available subcarriers to randomly allocate their subcarriers,8 the SU,
which provides the best instantaneous capacity, is selected as:
Cmax = max
m∈[1,M ]
Cm.
8It is assumed that no collisions occur among the subcarriers of SUs.
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For fairness in the selection phase of the best SU, assume that each SU’s data
rate is the same, i.e., each SU requests for the same number of subcarriers, F Sm =
F S, m = 1, . . . ,M . Then, by using order statistics, the PDF of Cmax is expressed as
fCmax(x) = MfCm(x)FCm(x)
M−1. (2.23)
Plugging (2.21) and (2.22) into (2.23), the PDF of Cmax can be obtained. Nonethe-
less, using
∫∞
−∞ xfCmax(x)dx is intractable to find the mean of Cmax. Even if we can
carry out such a calculation, it will hardly provide any insights to fully understand
the impacts of the main parameters on the capacity using the resulted expression.
Therefore, we asymptotically analyze the capacity to understand the effects of sys-
tem parameters and multiuser diversity gain in CR systems with spectrum sharing
feature.
Theorem 3. As the number of SUs M goes to infinity, the average capacity of Cmax
converges to
E [Cmax] = bM + E1aM ,
where E1 = 0.5772 . . . is Euler’s constant [10], and aM = [MfCm(bM)]
−1 and bM =
F−1Cm(1− 1/M).
Without loss of generality assuming a single PU case, i.e., n ∈ [1, N ], then bM is
given by
bM = F
−1
C1m
(
1− 1
M
)
= Q
∞∑
k=0
δkP−1
(
∆ + k,
1− 1
M
βˆmin
)
,
where P−1(·, ·) stands for the inverse regularized incomplete Gamma function. Un-
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fortunately, there is no closed form expression for this special function. Therefore,
it can be evaluated numerically by using build-in functions in some well-known com-
putational softwares such as MATLAB R© and MATHEMATICA R©.9 Additionally,
βˆmin = min{βIn, βNI}, ∆ = αInknm + αNIkfm and Q takes the form:
Q =
 FSm∑
knm=0
(
F Pn
knm
)(
F − F Pn
kfm
)(
βˆ∆min
(βIn)
αInknm(βNI)α
NIkfm
)/( F
F Sm
)
,
where in considering a practical scenario, it is assumed that F Sm + F
P
n ≤ F and
F Sm ≤ F Pn . Hence, the support region for the number of subcarrier collisions is
knm = 0, 1, . . . , F
S
m.
Proof. We start with the following Lemma.
Lemma 1 (Distribution of Extremes [10]). Let z1, . . . , zM be i.i.d. RVs with abso-
lutely continuous common CDF, F (z), and PDF, f(z), satisfying these conditions:
F (z) is less than 1 for all z, f(z) > 0 and is differentiable. If the growth function
g(z) = (1− F (z))/f(z) satisfies the von Mises’ sufficient condition:
lim
z→∞
g(z) = c > 0, (2.24)
then F (z) belongs to the domain of attraction of the Gumbel distribution. In other
words, [max1≤k≤M zm−bM ]/aM converges in distribution to the Gumbel-type limiting
distribution:
G(x) = exp
(−e−z) , −∞ < z <∞ .
9It is worth to note that by using [2, 6.5.12 & 13.5.5], the regularized incomplete Gamma
function can be approximated as P (u, v) = vuuΓ(v) 1F1 (u; 1 + u;−v) = v
u
uΓ(u) as v → 0, where
1F1 (·; ·; ·) is confluent hypergeometric function [11]. Hence, its inverse can be obtained.
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Thus, the maximum of M such i.i.d. RVs grows like bM , also termed position
parameter. The parameter bM is given by bM = F
−1(1 − 1/M), and the scaling
factor aM is given by aM = g(bM) = [Mf(bM)]
−1.
The PDF and CDF of Cm for a single PU are given, respectively, by
fC1m(x) = Q
∞∑
k=0
δkx
∆+k−1e−x/βˆmin
βˆ∆+kmin Γ (∆ + k)
U(x), (2.25)
FC1m(x) = Q
∞∑
k=0
δkP
(
∆ + k,
x
βˆmin
)
, (2.26)
with the coefficients calculated iteratively as
δ0 = 1
δk =
1
k + 1
k+1∑
i=1
αInknm
(
1− βˆmin
βIn
)i
+ αNIkfm
(
1− βˆmin
βNI
)i δk+1−i
for k = 0, 1, 2, . . . .
From Lemma 1, plugging (2.25) and (2.26) into (2.24) yields
lim
x→∞
1− FC1m(x)
fC1m(x)
= βˆmin > 0. (2.27)
The respective intermediate steps in the evaluation of (2.27) are depicted in
Appendix D. Hence, it belongs to an attraction domain of Gumbel-type with limiting
CDF:
FˆCmax(x) = exp
(
− exp
(
−x− bM
aM
))
.
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Then, the limiting PDF of Cmax is
fˆCmax(x) =
1
aM
exp
(
−x− bM
aM
)
exp
(
− exp
(
−x− bM
aM
))
.
Therefore, using E [Cmax] =
∫∞
−∞ xfˆCmax(x)dx, the desired result can be readily
obtained.
In the proof stage, it came to our attention that, to the best of the authors’
knowledge, there is no result reported in the literature for the limiting distribution
of RVs that follows Moschopoulos PDF. Therefore, the following novel result can be
stated.
Corollary 5. Let {Xr}Rr=1 be the set of R i.i.d. RVs that follow Moschopoulos PDF
and CDF [45], and Y = max {X1, X2, . . . , XR}, then the limiting distribution of the
CDF of Y belongs to the domain of attraction of Gumbel distribution as R converges
to infinity.
Proof. It is immediate to see this result from the results presented in the proof of
Theorem 3.
The results obtained so far will help us to asymptotically analyze the scheduling
of SUs’ subcarriers in the following section.
2.6 Centralized Sequential and Random Subcarrier Allocation
2.6.1 Sum Capacity of SUs with Multiuser Diversity
In this section, a cognitive communication set-up involving multiple SUs that
assume a random allocation method is studied. Recall that due to random alloca-
tion scheme, there can be the collisions among the subcarriers of SUs in addition
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to those that are used by PUs. These collisions will decrease the system perfor-
mance severely. To overcome this challenge, we propose an efficient algorithm that
sequentially and randomly allocates SUs’ subcarrier sets in a centralized manner by
maintaining the orthogonality among the allocated subcarrier sets. Such an assign-
ment can be thought of as the downlink scenario where the SBS performs the random
assignment of subcarriers. Furthermore, to benefit from the multiuser diversity gain,
the opportunistic scheduling method is employed in the algorithm [See Table 2.1],
where it is assumed only a single PU. The multiple PUs case is a straightforward
extension. In the selection step of the best SU, to preserve the fairness among the
users, it is assumed that the data rate requirements of all SUs are the same, i.e., the
individual numbers of subcarrier requirements are equal.
The algorithm can be summarized as follows. A randomly chosen set of sub-
carriers FRt from the set F is assigned to the available SUs. The first SU, which
provides the best capacity, is selected among M SUs, then the selected subcarriers
FRt (total of collided and collision-free subcarriers) are removed from the set F . In
the next stage, another randomly chosen set of subcarriers F St from the updated set
F is allocated to the rest of SUs. The second best SU is selected among the M − 1
SUs, and similarly the subcarrier set F is updated by removing the new set FRt . This
sequential selection continues until it reaches the total number of the best Mˆ SUs,
with Mˆ ≤M . It is evident to observe that the multiuser diversity is attributed only
to the randomness of the channel gains. Furthermore, some of the essential points
in the algorithm can be highlighted as follows:
• In step 2: The PMF of the number of subcarrier collisions follows a hypergeo-
metric distribution due to the random selection of subcarriers set FRt from the
available set of subcarriers F .
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• In step 4: The selection of the best SU is performed based on the capacity
feedbacks obtained from the SUs.
• In step 5: Removing the randomly sampled subcarriers FRt from the available
set of subcarriers F means that both collided and collision-free subcarriers are
subtracted from set F (since FRt = knm + kfm), i.e., F ← F − FRt ⇔ F ←
F − knm − kfm and F Pn ← F Pn − knm. In other words, since F = F Pn + Ff ,
where Ff stands for the number of free subcarriers, the subcarriers that are
occupied by the PU F Pn in the set F are automatically updated when the
randomly sampled set of subcarriers FRt is removed from the set F . Hence, the
orthogonality among the subcarriers of SUs is maintained.
Theorem 4. The sum capacity of Mˆ selected SUs in the centralized sequential and
random scheduling algorithm for M  Mˆ is approximated10 by
E [Csum] ≈ MˆE
[
Cm∗1
]
,
and as M →∞, it converges to
E [Csum] = Mˆ [b′M + E1a′M ] ,
where m∗1 is the index of the first selected best SU and defined as m
∗
1 = arg max
m∈[1,M ]
Cm.
Further, a′M and b
′
M can be readily obtained by following the same approach as in
Theorem 3 considering the fact that the multiuser diversity is only ascribed to channel
randomness not the random subcarrier assignment. It is noteworthy to state that the
10Since E
[
Cm∗1
] ≥ E [Cm∗j ] ,∀j ∈ [1, Mˆ], it can also be considered as a tight upper bound for
M  Mˆ as E [Csum] ≤ MˆE
[
Cm∗1
]
.
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Table 2.1: Algorithm: Centralized Sequential and Random Subcarrier Allocation
1. Initialization
• Assume F Sm = F S ∀m ∈ [1,M ] and a single PU is available, n = 1.
• Set the number of available subcarriers to F and index t = 1.
2. Subcarrier assignment step
• Randomly sample a set of subcarriers, FRt , with cardinality of F S from
set F : knm ∼ HYPG(F S, F Pn , F ).
• Assign the set FRt to all M − t+ 1 SUs.
3. Capacity calculation step
• For m = 1, . . . ,M − t+ 1, SUs evaluate their capacities with the given
random set of subcarriers: Cm
∣∣FRt .
• SUs send feedback for the calculated capacities to the central control
entity (SBS or CR Network Manager).
4. Selection step
• Choose the SU that provides the best capacity:
If t = 1 then m∗t = arg max
m∈[1,M ]
(
Cm
∣∣FRt )
else m∗t = arg max
m∈[1,M ]\[m∗1,m∗t−1]
(
Cm
∣∣FRt ) for t = 2, . . . , Mˆ .
5. Updating the subcarrier sets step
• Remove the sampled (total of collided and collision-free) subcarriers
from the available set of subcarriers:
F ← F − FRt .
• Set t← t+ 1 and go to Step 2 until t = Mˆ .
6. Sum capacity evaluation step
• Compute sum capacity of SUs: Csum =
Mˆ∑
t=1
Cm∗t .
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sum capacity scales linearly with the number of selected SUs.
Proof. The scheduler selects the SUs according to the following rule:
m∗j = arg max
m∈[1,M ]\[m∗1,m∗j−1]
Cm for j = 2, . . . , Mˆ ,
which means that the selected SU(s) are ignored in the selection step of remaining
users. Then, the sum capacity of selected SUs is defined as
Csum =
Mˆ∑
j=1
Cm∗j . (2.28)
For large M such that M  Mˆ , it is immediate to observe that
E
[
Cm∗j
]
≈ E [Cm∗1] ∀j ∈ [1, Mˆ] . (2.29)
This approximation is valid since removing the selected SUs does not considerably
impact the mean of the rest of the selected SUs for M  Mˆ , i.e., the maxima of M
RVs and M − Mˆ RVs are approximately the same for M  Mˆ , so their averages
are approximately the same. Hence, plugging (2.29) into (2.28) yields the desired
result.
2.6.2 Sum Capacity of SUs without Opportunistic Scheduling
In order to investigate the performance of our proposed algorithm due to mul-
tiuser diversity gain, the performance of the centralized sequential subcarrier schedul-
ing without employing the opportunistic scheduling method is analyzed in this sec-
tion, i.e., the multiuser diversity of SUs is not maintained. Therefore, the sum
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capacity of any arbitrarily Mˆ selected SUs (among M SUs) can be expressed as
Casum =
Mˆ∑
m=1
Cm.
Recalling the upper and lower bounds on the average capacity of a single SU
Cm, one can conclude that the average sum rate of the SUs scales linearly with the
number of selected SUs (Mˆ). Mathematically speaking, E [Casum] = MˆE [Cm].
During the sequential scheduling of SUs’ subcarriers, the PMF of the number of
subcarrier collisions can be obtained as a special case of the following result.
Proposition 2. The PMF of the number of subcarrier collisions for the mth SU in
the presence of N PUs, when assigning the subcarriers sequentially to preserve the
orthogonality between SUs’ subcarriers, is given by
p(km) =
∑
k1
∑
k2
· · ·
∑
km−1
p(k1,k2, . . . ,km),
where the joint PMF is
p (k1,k2, . . . ,km) =
{[(
Ff
kf1
)/(
F
F S1
)] N∏
n=1
(
F Pn
kn1
)} m∏
r=2
{[(
Ff −
∑r−1
j=1 kfj
kfr
)
/(
F − 1T
(∑r−1
j=1 kj
)
F Sr
)] N∏
n=1
(
F Pn −
∑r−1
j=1 knj
knr
) .
The mean and support of knm are given, respectively, by
E [knm] =
F Sm
(
F Pn −
m−1∑
j=1
E [knj]
)
F −
m−1∑
j=1
F Sj
,
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km :
N∑
n=1
knm + kfm = F
S
m and knm ∈
(
F Sm + F
P
n −
m−1∑
j=1
knj − F
)+
, . . . ,
min
{
F Sj , F
P
n −
m−1∑
j=1
knj
}}
.
Proof. The proof is given in Appendix E.
2.7 Numerical Results and Simulations
In this section, numerical and simulation results are presented to confirm the
analytical results and investigate the impact of various system parameters in CR
spectrum sharing networks. First, the effect of peak transmit power of SU Pm,i
(in dB) on the average capacity (in nats per second per hertz) is shown for different
values of IT values Ψi in Figure 2.6. Unlike the conventional systems, the SU average
capacity is here saturated after a certain value of peak SU transmit power because of
the IT constraint in spectrum sharing systems. In Figure 2.7, the SU mean capacity
against the IT constraint is presented. It turns out that the analytical results agree
well with the simulation results. The results shown in Figures 2.6 and 2.7 are in
the presence of a single PU, i.e., n ∈ [1, N ], and the number of subcarriers in sets
F , F Sm and F
S
n are chosen arbitrarily.
11 A common observation for both Figures 2.6
and 2.7 is that the saturation level of capacity increases as the IT constraint relaxes,
and the capacity keeps growing until a saturation point as the transmit power of SU
increases as expected. It can also be underlined from Figure 2.6 that the capacity
gain due to relaxation in the IT constraint disappears at low SU transmit power.
Therefore, in the high transmit power or SINR regime, the impact of IT relaxation
differs significantly. Similarly, the same effect can be observed for the results in
11The unit AWGN noise variance is used (η = 1) in all the following figures.
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Figure 2.6: SU mean capacity versus the transmit power Pm,i with different IT Ψi
values for F Sm = 20, F
P
n = 30, F = 128 and Pn,i = 10 dB.
Figure 2.7.
Consider now the practical scenario when there are multiple PUs available. There-
fore, the number of free subcarriers in the available set F is smaller than that of the
single PU case. The SU mean capacity against peak transmit power Pm,i in the
presence of multiple PUs is shown in Figure 2.8. In order to illustrate the effects
of multiple PUs, during the simulations, it is assumed that the number of subcar-
riers and the transmit power of all PUs are the same, Pn,i = 5dB and F
P
n = 10 for
n = 1, . . . , N , respectively. Since the number of subcarrier collisions in the presence
of multiple PUs follows a multivariate hypergeometric distribution, the multivariate
hypergeometric random variates are generated by using the sequential method given
in [22, p. 206]. It can be observed that increasing the number of PUs degrades the
performance of SU as expected. In addition, as the number of PUs decreases, i.e., the
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number of unoccupied subcarriers increases, the average capacity of SUs converges to
the upper bound, where all SU’s subcarriers are collision-free. On the other hand, the
lower bound of the average capacity indicates that all SU’s subcarriers are colliding.
Figure 2.9 shows how the SU average capacity scales with the number of sub-
carriers in sets F and F Pn , respectively, where the single PU case is assumed. As
the number of available subcarriers increases for a fixed number of SU’s and PU’s
subcarriers, the SU mean capacity asymptotically converges to the limit point given
in (2.3), where the rate of convergence is logarithmic. It is immediate to see that
the SU average capacity scales as Θ (1 + 1/F ), Θ
(
F Sm
)
and Θ
(
1− F Pn
)
, as proved
in Corollary 3.
The performance of the proposed centralized algorithm with and without the
opportunistic scheduling is simulated and shown in Figure 2.10. The results for the
algorithm with multiuser diversity are in the presence of M = 10 and M = 40
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SUs and among them Mˆ = 5 SUs are selected using the opportunistic selection
method. Also, Mˆ = 5 SUs are selected when no opportunistic scheduling method is
employed. Note also that without opportunistic scheduling, the number of SUs M
does not affect the sum capacity of Mˆ selected SUs. Therefore, this scheme is not
plotted for different numbers of SUs (M). One can observe that the effect of multiuser
diversity manifests into the fact that an increase in the number of SUs M results
in higher capacity in the proposed algorithm. Furthermore, in order to reveal the
impact of collisions between SUs subcarriers on the sum capacity of any arbitrarily
Mˆ selected SUs, we simulate the performance of Mˆ = 5 selected SUs in the presence
of M = 10 and M = 40 SUs in the secondary network when no centralized algorithm
with opportunistic scheduling is employed. In other words, the orthogonality among
the subcarriers of SUs is not maintained, and the multiuser diversity gain is not
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exploited. Hence, there can be the collisions between the subcarriers of any SU with
the rest of the SUs in the secondary network in addition to those that are utilized by
PU. This scheme could be considered as the worst case scenario, where the collisions
among the SUs’ subcarriers severely affect the performance due to high probability
of interference level among SUs as shown in Figure 2.10.
2.8 Summary
This chapter studied the performance of OFDM-based CR systems with spectrum
sharing feature using a random subcarrier allocation method. The subcarrier collision
models for single and multiple PU(s) are shown to assume univariate and multivariate
hypergeometric distributions, respectively. The expressions of SU average capacity
for both general and Rayleigh channel fading models are presented. It turns out
that the closed-form expression for the instantaneous SU capacity in the presence
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of Rayleigh channel fading is intractable. Therefore, the Gamma approximation of
the SU capacity expression is obtained by employing the moment matching method
and Moschopoulos PDF representation for a sum of independent but not necessarily
Gamma distributed RVs. Through the asymptotic analysis of SU mean capacity,
it is found that the capacity scales with the number of subcarriers as Θ (1 + 1/F ),
Θ
(
F Sm
)
and Θ
(
1− F Pn
)
.
The asymptotic analysis of capacity assuming an opportunistic selection method
is investigated by using extreme value theory. When multiple SUs are randomly allo-
cated the subcarriers, the primary issue that causes drastic performance degradation
is the collision(s) among their subcarrier sets. In order to prevent such a situation,
a centralized algorithm was developed to sequentially assign orthogonal subcarrier
sets to SUs based on a random allocation scheme while benefiting from the multiuser
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diversity gain for maximum SUs sum rate. Besides, it is found that the extreme
value limiting distribution of RVs that follow the Moschopoulos PDF belongs to the
domain of attraction of the Gumbel distribution.
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3. INTER-CELL SUBCARRIER COLLISIONS DUE TO RANDOM
SUBCARRIER ALLOCATION
3.1 Introduction
Advancing one step further, we now turn our attention to a more practical model,
the multiple cells case, where inter-cell subcarrier collisions are investigated, assum-
ing that no centralized subcarrier scheduling algorithm is employed. Similarly, this
chapter assumes a set-up in which no spectrum sensing is performed as well as the
CSI between the PU transmitter and receiver pair is not known. Therefore, the com-
plexity of the proposed random access method with respect to the methods based
on spectrum sensing is much lower.
In Chapter 1.4, we proposed a random subcarrier allocation technique and stud-
ied its performance in terms of average capacity and multiuser diversity by taking
into consideration the effect of collisions between multiple PUs and SUs in a set-up
that assumes multiple SUs in a single secondary network (cell). Nonetheless, con-
sidering practical systems (multiple secondary networks or cells), there may exist
inter-cell subcarrier collisions not only between SUs and PUs but also among the
SUs themselves due to the random access scheme. Therefore, in this chapter, two
different SU transmitter and receiver pairs belonging to different cells are considered.
The main contributions of this chapter are summarized as follows.
• The performance of target SU in terms of capacity and rate loss due to collisions
(interference) between SUs in addition to that of PU are studied.
• The average capacity expressions of target SU’s (SU-1) at the ith subcarrier
are derived for no interference case, and when there is interference from only
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SU-2, only PU, and both SU-2 and PU.
• The number of subcarriers required by PU or SUs can also vary based on
either PU or SUs rate requirements. The long term average performance of the
system is investigated by using a stochastic model for the required number of
subcarriers of PU and SUs, which is assumed to be fixed in Chapter 1.4.
• The statistical analysis of the number of subcarrier collisions between the users
is also conducted. The PMFs and the average number of subcarrier collisions
are derived when there are fixed and random number of subcarriers required by
users.
• Finally, upper bounds for instantaneous and average maximum capacity (rate)
loss of SU-1 due to collisions are derived.
3.1.1 Organization
The rest of the chapter is arranged as follows. In Section 3.2, the system and
channel models are presented. The statistical analysis of the number of subcarrier
collisions is studied in Section 3.3. The SU capacity analysis over an arbitrary and
Rayleigh fading channel models are investigated in Section 3.4. The analytical and
simulation results are described in Section 3.5. Finally, concluding remarks are given
in Section 3.6.
Definition 7 (Total Performance). The total performance of a SU with F S sub-
carriers is defined as the summation of performances for each subcarrier. Let δi be
the performance metric for the ith subcarrier of the SU such as ergodic or outage
capacity, then the total performance is given by
δT =
FS∑
i=1
δi.
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3.2 System and Channel Models
The OFDM-based CR system is illustrated in Figure 3.1, where a PU and SUs
are assumed to be present in the primary and secondary networks, respectively,
where each SU transmitter and receiver pair belongs to separate cells. The total
number of available subcarriers in the primary network is denoted by F , and the
number of PU’s subcarriers is denoted by F P . The number of subcarriers utilized
by SU-1 and SU-2 are represented by F S1 and F
S
2 , respectively. SUs randomly access
the available subcarriers set, F , in the primary network without having access to the
PU’s channel occupancy information. Subcarrier collisions occur when SUs randomly
employ subcarriers, which are in use by PU and/or other SU, and the probabilistic
model for the number of subcarrier collisions follows a hypergeometric distribution.
Due to the random access (allocation) of subcarriers by SUs in different secondary
cells, collisions occur with a certain probability between the subcarriers of SUs and
PU. In addition, inter-cell collisions between the subcarriers of SUs might occur in
addition to those that are utilized by PU. This set-up could be considered as the
worst case scenario, where the collisions among the SUs subcarriers severely affect
the performance due to the overall caused interference. One can observe from Figure
3.1 that the occurrence of collisions can be classified into different groups such as
collisions between PU and SU-1, PU and SU-2, SU-1 and SU-2, and the worst case
situation that assumes collisions among PU, SU-1 and SU-2.
In Figure 3.2, the channel model at the ith subcarrier (i ∈ {1, . . . , F}) is shown.
The channel power gains from PU-Tx to PU-Rx, SU-Rx-1, and SU-Rx-2 are denoted
by gi, gs1,i and gs2,i, respectively. Similarly, h1,i, h1p,i and h1s,i represent the channel
power gains from SU-Tx-1 to SU-Rx-1, PU-Rx, and SU-Rx-2, respectively, and h2,i,
h2s,i and h2p,i denote the channel power gains from SU-Tx-2 to SU-Rx-2, SU-Rx-
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Figure 3.1: OFDM-based CR system for SUs in different secondary networks (cells)
with subcarrier collisions with each other and PU due to the random access method.
1, and PU-Rx, respectively. The performance analysis of shaded SU (SU-1) is of
interest in this work. To preserve the QoS requirement of PU, the interference
power levels caused by the SU-transmitters at the PU-Rx must not be larger than
a predefined value for each subcarrier, referred to as the interference temperature
(power) constraint. It is assumed that there is no correlation among the subcarriers.
Nevertheless, due to the inherent nature of random access method and the high
number of available subcarriers available in practice, the probability of selecting
(accessing) consecutive subcarriers by SUs will be considerably negligible.
All the channel gains are assumed to be unit mean independent and identically
distributed (i.i.d.) flat Rayleigh fading channels. The channel power gains are hence
exponentially distributed with unit mean [24]. In order for SUs to implement the
transmit power adaptation and to have a tractable theoretical analysis, it is assumed
that perfect information about the interference channels power gains, h1p,i and h2p,i,
is available at SUs. The SUs can obtain this channel side information, through
various means, e.g., from the channel reciprocity condition or from an entity called
mediate band or CR network manager between the PU-Rx and SU-Tx [6, 72]. For
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Figure 3.2: Channel model for the ith subcarrier, i ∈ {1, . . . , F}, with SUs- and
PU-transmitter and receiver pairs, the performance of shaded SU pairs (SU-1) is of
interest.
the sake of analysis simplicity, it is further assumed that the value of interference
constraint is the same for all the subcarriers in the system, and the peak transmit
power of each user is the same for all its subcarriers, i.e., Pi = P , P1,i = P1 and
P2,i = P2, where Pi, P1,i and P2,i are the transmit power levels of PU, SU-1 and SU-
2. The thermal AWGN is assumed to have circularly symmetric complex Gaussian
distribution with zero mean and variance η, i.e., CN (0, η).
3.3 Statistical Analysis of the Number of Subcarrier Collisions
Herein section, the PMFs and the average number of subcarrier collisions for
different cases are derived.
3.3.1 Fixed Number of Subcarriers
Throughout this section, the number of subcarriers required by PU and SUs is
assumed fixed. In order to properly assess the effect of the random access scheme on
the subcarrier collisions, first only a single SU case (secondary cell) is considered.
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3.3.1.1 Single Secondary Cell
Here, only a single SU (SU-1) is assumed to be available in the system. Recalling
from Chapter 1.4, the following result holds.
Proposition 3. If SU-1 randomly utilizes (accesses) F S1 subcarriers from a set of F
available subcarriers without replacement, while F P subcarriers are being utilized by
PU, then the PMF of the number of subcarrier collisions, kp1, follows the hypergeo-
metric distribution, kp1 ∼ HYPG(F S1 , F P , F ), and is expressed as:
Pr(Kp1 = kp1) = p(kp1) =
(
F P
kp1
)(
F − F P
F S1 − kp1
)/(
F
F S1
)
.
The average number of subcarrier collisions is E[kp1] = F S1 F P/F , where E[·]
denotes the expectation operator, and the support of kp1 is
kp1 ∈
[(
F S1 + F
P − F)+ , . . . ,min{F S1 , F P}] ,
Notice from Chapter 1.4 that in the case of N PUs in the primary network,
the SU-1 might experience subcarrier collisions with up to N PUs. In such a case,
the resulting joint PMF of the number of subcarrier collisions follows a modified
multivariate hypergeometric distribution.
3.3.1.2 Two Secondary Cells
In this scenario, due to the random access method, there can be inter-cell collisions
between the subcarriers of SUs (belonging to the separate cells) in addition to those
that collide with PU subcarriers. There are four possible cases of subcarrier collisions
for the target SU (say SU-1):
• Case 1: collisions between SU-1, PU and SU-2 subcarriers: kp12.
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• Case 2: collisions only between SU-1 and PU subcarriers: kop1 = kp1 − kp12.
• Case 3: collisions only between SU-1 and SU-2 subcarriers: ko12 = k12 − kp12.
• Case 4: collisions-free subcarriers of SU-1: kf1 = F S1 − kop1 − ko12 − kp12.
Random variable kp1 represents the number of subcarrier collisions between SU-1
and PU in the absence of SU-2. Similarly, k12 denotes the number of subcarrier
collisions between SU-1 and SU-2 in the absence of PU. It is evident to observe
from Proposition 3 that the PMF of k12 also follows a hypergeometric distribution,
k12 ∼ HYPG(F S1 , F S2 , F ). The PMFs and expected values of the aforementioned RVs
are presented next.
• Case 1 (kp12): Let kp2 stand for the number of subcarrier collisions between
SU-2 and PU in the absence of SU-1: kp2 ∼ HYPG(F S2 , F P , F ). Once the
number of subcarrier collisions between SU-2 and PU is given, one can obtain
the conditional PMF:
p (kp12 | kp2) =
(
kp2
kp12
)(
F − kp2
F S1 − kp12
)/(
F
F S1
)
= HYPG(F S1 , kp2, F ). (3.1)
Using (3.1), the following PMF is obtained:
p(kp12) =
∑
kp2
p (kp12, kp2)
=
∑
kp2
p (kp12 | kp2) p (kp2)
=
min{FS2 ,FP}∑
kp2=(FS2 +FP−F)
+
(
kp2
kp12
)(
F − kp2
F S1 − kp12
)
×
(
F P
kp2
)(
F − F P
F S2 − kp2
)/[(
F
F S1
)(
F
F S2
)]
.
(3.2)
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The average number of subcarrier collisions, E[kp12], is expressed as follows:
E[kp12] =
∑
kp12
kp12 p(kp12)
(a)
=
∑
kp12
min{FS2 ,FP}∑
kp2=(FS2 +FP−F)
+
kp12
(
kp2
kp12
)(
F − kp2
F S1 − kp12
)(
F P
kp2
)
(
F − F P
F S2 − kp2
)/[(
F
F S1
)(
F
F S2
)]
=
∑
kp2
{[(
F P
kp2
)(
F − F P
F S2 − kp2
)/(
F
F S2
)]
∑
kp12
kp12
(
kp2
kp12
)(
F − kp2
F S1 − kp12
)/(
F
F S1
)
︸ ︷︷ ︸
∆1
}
,
where ∆1 = E[kp12 | kp12] = F S1 kp2/F , and in (a) the support of kp12 is given
by
kp12 ∈
[(
F S1 +
(
F S2 + F
P − F)+ − F)+ . . .min{F S1 , F S2 , F P}] .
Plugging ∆1 yields
E[kp12] =
F S1
F
∑
kp2
kp2
(
F P
kp2
)(
F − F P
F S2 − kp2
)/(
F
F S2
)
︸ ︷︷ ︸
E[kp2]=
FS2 F
P
F
=
F S1 F
S
2 F
P
F 2
.
In Figure 3.3, the PMF of kp12 is plotted for arbitrary values of parameters, F ,
F P , F S1 and F
S
2 . As it can be observed, the simulation and exact numerical
results in (3.1) match very well.
• Case 2 (kop1): Following the same approach as in Case 1, the PMF of kop1 is
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Figure 3.3: PMF of the number of subcarrier collisions between the PU, SU-1 and
SU-2 for F = 50, F P = 35, F S1 = 25, F
S
2 = 20.
expressed as:
p(kop1) =
∑
kp12
p
(
kop1, kp12
)
=
∑
kp12
p
(
kop1 | kp12
)
p (kp12)
=
∑
kp12
p (kop1 | kp12)
∑
kp2
p (kp12 | kp2) p (kp2)
 .
(3.3)
Plugging (3.2) into the equation above yields the desired PMF. The average
number of subcarrier collisions between SU-1 and PU, E[kp12], is given by
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E[kop1] = E[kp1 − kp12]
= E[kp1]− E[kp12]
=
F S1 F
P
F
− F
S
1 F
S
2 F
P
F 2
=
F S1 F
P
(
F − F S2
)
F 2
.
• Case 3 (ko12): Similar to the Case 2, the PMF of ko12 can be obtained by replacing
kop1 with k
o
12 in (3.3), and its expression is omitted for brevity. Nonetheless, the
expression for the average number of subcarrier collisions between SU-1 and
SU-2, E[ko12], is expressed as
E[ko12] = E[k12 − kp12]
=
F S1 F
S
2
(
F − F P )
F 2
.
• Case 4 (kf1): Lastly, the average number of collisions-free subcarriers for SU-1,
E[kf1], is given by
E[kf1] =E[F S1 − kop1 − ko12 − kp12]
=F S1 −
F S1 F
P
(
F − F S2
)
F 2
− F
S
1 F
S
2
(
F − F P )
F 2
− F
S
1 F
S
2 F
P
F 2
=
F S1
(
F − F S2
) (
F − F P )
F 2
.
3.3.2 Random Number of Subcarriers
In the preceding section, the number of utilized subcarriers by both PU and
SUs are assumed to be fixed. However, considering practical scenarios, the number
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of subcarriers required by PU or SUs can vary. Based on either PU or SUs rate
requirements, the number of subcarriers utilized by users can be different at any
time instant. Next the long term average performance of the system is investigated
by using a stochastic model for the required number of subcarriers for PU and SUs.
The distribution of the required number of subcarriers can be approximated either by
a uniform or binomial distribution [48]. In this chapter, it is assumed that the number
of subcarriers utilized by the users follows a binomial distribution. Mathematically,
the number of utilized subcarriers by SU-1 is f s1 ∼ B(Ts1, qs1), and its PMF is given
by
Pr(F S1 = f
s
1 ) = p(f
s
1 )
=
(
Ts1
f s1
)
(qs1)
fs1 (1− qs1)Ts1−f
s
1 ,
where Ts1 is the number of trials, which can be considered as the maximum number
of subcarriers used by SU-1, and qs1 ∈ [0, 1] is the probability of success in each
trial. Under these assumptions, the average number of required subcarriers is given
by E[f s1 ] = Ts1qs1. Similarly, the numbers of subcarriers utilized by PU and SU-2 are
assumed to be binomially distributed RVs, i.e., fp ∼ B(Tp, qp) and f s2 ∼ B(Ts2, qs2),
respectively.
To save space, only the essential results in Section 3.3.1, which will be used in
the upcoming sections, will be revisited. Let kˆp1 denote the number of subcarriers
collisions between SU-1 and PU when both of them utilize a random number of
subcarriers. Heretofore, the notation (ˆ·) represented the fact that the user’s number
of subcarriers is a RV, e.g., kˆop1, kˆ12, kˆ
o
12, kˆp12 and kˆf1 . When the users utilize random
numbers of subcarriers, Proposition 3 can be restated in the following form.
Proposition 4. Let f s1 and f
p be independent but not necessarily identically dis-
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tributed binomial RVs, representing the utilized number of subcarriers by SU-1 and
PU, respectively. If SU-1 randomly accesses f s1 subcarriers from a set of F available
subcarriers without replacement while fp subcarriers are being used by the PU, then
the PMF of the number of subcarrier collisions, kˆp1, is given by:
Pr(Kˆp1 = kˆp1) =p(kˆp1)
=
Ts1∑
fs1 =0
Tp∑
fp=0
[(
fp
kˆp1
)(
F − fp
f s1 − kˆp1
)(
Ts1
f s1
)(
Tp
fp
)/(
F
f s1
)]
× (qs1)fs1 (1− qs1)Ts1−f
s
1 (qp)
fp (1− qp)Tp−f
p
,
and the average number of subcarrier collisions is: E[kˆp1] = Ts1Tpqs1qp/F.
Proof. The proof is given in Appendix F.
Following a similar reasoning, one can readily obtain the expressions for the PMFs
and the expected values of kˆop1, kˆ12, kˆ
o
12, kˆp12 and kˆf1. Briefly, the following important
results for the expected values of kˆp12, kˆ
o
p1, kˆ
o
12 and kˆf1, can be expressed, respectively,
as:
E[kˆp12] =
Ts1Ts2Tpqs1qs2qp
F 2
,
E[kˆop1] =
Ts1Tpqs1qp (F − Ts2qs2)
F 2
,
E[kˆo12] =
Ts1Ts2qs1qs2 (F − Tpqp)
F 2
,
E[kˆf1] =
Ts1qs1 (F − Ts2qs2) (F − Tpqp)
F 2
.
(3.4)
3.4 Performance Analysis of Secondary User
In this section, the performance of the target SU (SU-1) is investigated by using
the average capacity as performance measure. In addition, the capacity (rate) loss of
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SU-1 due to the subcarrier collisions with the subcarriers of PU and SU-2 is studied.
The sets of subcarriers are defined as follows. LetKop1 be the set of collided subcarriers
only between the SU-1 and PU, and kop1 =
∣∣Kop1∣∣ (fixed case) or kˆop1 = ∣∣Kop1∣∣ (random
case), the cardinality of the set Kop1. Similarly, the same reasoning can be applied for
the sets Ko12, Kp12, Kf1, FP , FS1 , and FS2 with their cardinalities1 given, respectively,
as kˆo12 = |Ko12|, kˆp12 = |Kp12|, kˆf1 = |Kf1|, fp =
∣∣FP ∣∣, f s1 = ∣∣FS1 ∣∣, and f s2 = ∣∣FS2 ∣∣.
3.4.1 Average Capacity of SU
Next the expressions for the instantaneous and average capacity of SU-1 over an
arbitrary channel fading model with a random access scheme are presented.
Theorem 5. Let Sop1,i, S
o
12,i and Sp12,i denote the signal-to-interference plus noise
ratio (SINR) levels for the ith subcarrier of SU-1 with interference component coming
only from PU, only from SU-2 and from both PU and SU-2, respectively. Similarly,
let Sf1,i stand for the signal-to-noise ratio (SNR) for the ith collision-free subcarrier
of the SU-1. Mathematically, the SINRs and SNR are defined as
Sop1,i =
h1,iP1,i
gs1,iPi + η
,
So12,i =
h1,iP1,i
h2s,iP2,i + η
,
Sp12,i =
h1,iP1,i
gs1,iPi + h2s,iP2,i + η
,
Sf1,i =
h1,iP1,i
η
.
Then, the instantaneous capacity of SU-1 with the random access method is ex-
pressed as
1Hereafter, to ease the notations, the cardinalities of the sets will be mentioned for the random
number of subcarriers utilized by users. The case of fixed number of subcarriers utilization by users
can be readily interpreted.
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CS1 =
∑
i∈Kop1
Cop1,i +
∑
i∈Ko12
Co12,i +
∑
i∈Kp12
Cp12,i +
∑
i∈Kf1
Cf1,i
=
∑
i∈Kop1
log
(
1 + Sop1,i
)
+
∑
i∈Ko12
log
(
1 + So12,i
)
+
∑
i∈Kp12
log (1 + Sp12,i) +
∑
i∈Kf1
log (1 + Sf1,i) ,
(3.5)
and the mean value of CS1 is given by
E[CS1 ] =
Ts1qs1
F 2
{
(F − Ts2qs2)
[
TpqpE[Cop1,i] + (F − Tpqp)E[Cf1,i]
]
+Ts2qs2
[
(F − Tpqp)E[Co12,i] + TpqpE[Cp12,i]
]}
,
(3.6)
where the expected values of capacities at the ith subcarrier for the four different cases,
Cop1,i, C
o
12,i, Cp12,i and Cf1,i over the Rayleigh channel fading model are investigated
in Section 3.4.3.
Proof. The proof is given in Appendix G.
3.4.2 Capacity Loss Due to Collisions
The upper bounds for the SU-1 instantaneous and average capacity loss due to
subcarrier collisions are given by the following result.
Corollary 6. The maximum capacity (rate) loss of SU-1 due to subcarrier collisions
is upper-bounded by 1
η
[∑
i∈Kp1 gs1,iPi +
∑
i∈K12 h2s,iP2,i
]
. Mathematically,
∆CS1 = C
f
S1
− CS1 ≤
1
η
∑
i∈Kp1
gs1,iPi +
∑
i∈K12
h2s,iP2,i
 ,
where CfS1 is the capacity of SU-1 when all of its subcarriers are collision-free, and
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is defined as CfS1 =
∑FS1
i=1 log (1 + h1,iP1,i/η). The upper bound for the maximum
average capacity loss is given by
E[∆CS1 ] ≤
Ts2qs2 (TpqpPi + Ts1qs1P2,i)
ηF
.
Proof. The proof is given in Appendix H.
3.4.3 Capacity over Rayleigh Channel Fading Model
In this section, the average capacity expressions at the ith subcarrier for the
four different collision cases, given in Section 3.3, are studied. There have been
various methods proposed to protect the operation of PU by maintaining the QoS
requirements above some predefined threshold, and in this regard peak or average
interference power constraints are two well known methods [72]. To investigate the
performance of the proposed random access scheme, the well known peak interference
power constraint at each ith subcarrier is adapted similar to the Chapter 1.4. It is
assumed that the peak transmit powers of SUs are the same for a tractable analysis
P1 = P2 = Ps. Therefore, the transmit power of the SU-1 is adapted to protect PU,
and is given by2
P Ts =

Ps , βPs ≤ Ψ
Ψ
β
, βPs > Ψ
= min
{
Ps,
Ψ
β
}
,
where β = h1p + h2p, and Ψ is the interference power constraint. It is worth to note
that due to the random access scheme, the transmit power is adopted (regulated)
2Heretofore, since the analysis is for the ith subcarrier, the subscript i in the parameters is
dropped for the ease of notation, e.g., P1,i → P1, h1p,i → h1p, Sf1,i → Sf1, Cf1,i → Cf1, etc.
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considering the worst case scenario, as if there are collisions between both SUs and
PU (interference from both SUs at PU-Rx, i.e., h1pPs + h2pPs). This condition
assures the QoS requirement of PU. In addition, instead of considering the worst
case scenario, it could be further assumed that the interference constraint of PU, Ψ,
is low enough to protect the operation of PU even when there is interference from
both SUs, or the interference constraint is set as Ψ/Nc, where Nc is the number
of secondary networks (cells). In such case, the approach to derive expressions of
average capacities would be relatively more tractable and similar to the approach
given in Chapter 1.4.
Notice also that considering the Rayleigh channel fading model, all the channel
power gains are exponentially distributed with unit mean, e.g., h1p, h2p, h1, gs ∼
Exp(1). Therefore, the RV β follows Erlang distribution with shape and rate param-
eters of 2 and 1, respectively, i.e., β ∼ Erlang(2, 1), fβ(x) = xe−x, x ≥ 0.
Once the transmit power of the SU-1 is regulated, the received power of SU-1 at
the SU-Rx can be defined as α = h1P
T
s . Exploiting properties of order statistics [50],
and by following a similar approach to [62], the cumulative distribution function
(CDF) of α can be obtained:
Fα(x) = 1− Pr
(
h1 >
x
Ps
)
Pr
(
β <
Ψ
Ps
)
−
∞∫
Ψ/Ps
Pr
(
h1 >
xy
Ψ
)
fβ(y)dy
= 1− e− xPs
[
1−
(
Ψ + Ps
Ps
)
e−
Ψ
Ps
]
− Ψ
2 (x+ Ps + Ψ)
Ps (x+ Ψ)
2 e
−x+Ψ
Ps .
(3.7)
Also, the probability density function (PDF) of α can be readily expressed as
fα(x) =
e−
x
Ps
Ps
− e
−x+Ψ
Ps
P 2s
[
Ψ + Ps −
Ψ2
(
(x+ Ψ)2 + 2 (x+ Ψ)Ps + 2P
2
s
)
(x+ Ψ)3
]
. (3.8)
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Once the PDF and CDF of α are obtained, the average capacity expressions are
derived as follows.
3.4.3.1 Ergodic Capacity with no Interference
The CDF of SNR, Sf1 = α/η, can be expressed by using the transformation of
RVs: FSf1(x) = Fα(ηx). Using FSf1(x), and the partial integration method [62], the
average capacity in the collision-free case is given by
E[Cf1] =
∞∫
0
log (1 + x) fSf1(x)dx
=
∞∫
0
1− FSf1(x)
1 + x
dx
=e
η
Ps
(
1− e
− Ψ
Ps (Ps + Ψ)
Ps
)
E1
(
η
Ps
)
+
Ψe−
Ψ
Ps
Ps (Ψ− η)2
×
[
Ps
(
η −Ψ−Ψe ΨPsE1
(
Ψ
Ps
))
+ Ψe
η
Ps (Ps + Ψ− η)E1
(
η
Ps
)]
,
where the exponential integral is defined as [2, Eq. 5.1.1] E1(a) =
∫∞
a
t−1e−tdt.
3.4.3.2 Ergodic Capacity with Interference only from PU
The CDF of Sop1 = α/(gs1P + η) can be obtained by using (3.7) and expressed as
FSop1(x) =Pr
(
α
gs1P + η
< x
)
=
∞∫
0
Fα (x (yP + η)) fgs(y)dy
=1 + e−
Ψ+xη
Ps
[
Ps + Ψ− Pse
Ψ
Ps
Ps + xP
+
Ψ2
x2P 2
×
(
e
(Ps+xP )(Ψ+xη)
xPPs E1
(
(Ps + xP )(Ψ + xη)
xPPs
)
− xP
Ψ + xη
)]
,
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where fgs(x) = e
−x. The average capacity is hence given by
E[Cop1] =
∞∫
0
1− FSp1(x)
1 + x
dx
=
e−
Ψ
Ps
P − Ps
(
Ps − e
Ψ
PsPs + Ψ
)(
e
η
PsE1
(
η
Ps
)
− e ηP E1
( η
P
))
+
Ψ2
P 2
×
∞∫
0
e−
Ψ+xη
Ps
(1 + x)x2
[
xP
Ψ + xη
− e (Ps+xP )(Ψ+xη)xPPs E1
(
(Ps + xP )(Ψ + xη)
xPPs
)]
dx,
where the integration will be evaluated numerically.
3.4.3.3 Ergodic Capacity with Interference only from SU-2
Let θ = h2sP
T
s be the received power of SU-2 at SU-Rx. It very important to
observe that due to the interference power constraint of PU, SU-2 also adapts its
transmit power, and θ is hence identically distributed as α. Following a similar
approach, the CDF of So12 can be expressed as FSo12(x) =
∫∞
0
Fα (x (y + η)) fθ(y)dy.
Once the CDF is obtained, the average capacity can be derived. However, due to
the complicated and long expressions of the involved PDF and CDF, the analysis
unfortunately leads to intractable results. Even if we obtain the expressions, it will
hardly provide any insights because of the very long and complicated expressions.
Therefore, the resulting integrals can be readily estimated by employing the Gauss-
Chebyshev quadrature (GCQ) formula. For instance, the average capacity of Co12
can be expressed as
E[Co12] =
∞∫
0
1− FSo12(x)
1 + x
dx
'
Nt∑
n=1
ωn
1− FSo12(sn)
1 + sn
,
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where the weights (wj) and abscissas (sj) are defined in [70, Eqs. (22) and (23)],
respectively. Further, the truncation index in the sum, Nt, could be chosen to make
the approximation error negligibly small.
3.4.3.4 Ergodic Capacity with Interference from both PU and SU-2
Let ρ be the sum of interferences from PU and SU-2 at SU-Rx: ρ = λ + θ,
where λ = gsP . The PDF of ρ can be obtained by convolving the PDFs of RVs
as fρ(x) = fλ(x) ∗ fθ(x) =
∫∞
0
fλ (x− y) fθ (y) dy. Following an approach similar to
the ones presented in the previous sections, the average capacity expression, E[Cp12],
can be obtained. It is worth to notice that for the ease of numerical evaluation, the
capacity can be expressed by means of triple integrals as
E[Cp12] =
∞∫
0
∞∫
0
∞∫
0
e−ze−y − Fα (x (y + z + η)) fθ(y)fλ(z)
1 + x
dz dy dx,
where fλ(x) = e
−x/P/P , and fθ(x) = fα(x), given in (3.8), and the exponential terms
are added to take all the terms in the same integrals. Also, a similar expression can
be obtained for E[Co12], in which a double integration will be necessary.
3.5 Numerical Results and Simulations
In this section, the numerical and simulation results are presented to confirm the
analytical results and investigate the impact of various system parameters on the
performance of CR networks. Further, equal transmit powers of SUs are assumed to
verify the simulation results with the numerical ones derived in Section 3.4.3, and the
unit noise variance, η = 1, is used in all the following figures. In Figures 3.4 and 3.5,
the average capacities (in nats per second per hertz) of the ith subcarrier, investigated
in Section 3.4.3, are shown versus the peak transmit power of SU, Ps, and interference
power constraint of PU, Ψ, respectively. The simulation results match perfectly the
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Figure 3.4: Average capacity at the ith subcarrier versus peak transmit power, Ps,
in case of collision-free (no-interference) and interference from only PU, only SU-2
and both PU and SU-2 with P = 5 dB and Ψ = 2 dB.
analytical results. Due to the interference power constraint of PU, average capacities
are saturated after a certain value of SUs’ peak transmit powers. The channel power
gains are assumed to be exponentially distributed with unit mean. Therefore, the
saturation of the capacities starts at around the point, shown by vertical dashed line,
when the SUs’ transmit powers and interference constraint are equal, i.e., Ψ = Ps.
Comparing the average capacities given in Figures 3.4 and 3.5, the best and the worst
case performances belong to the collision-free case and collisions with both SU-2 and
PU, respectively, as expected. The average capacity in case of interference (collision)
only from PU is lower than the average capacity in case of interference only from
SU-2. This result is due to the fact that the SUs’ transmit powers are equal and the
low interference constraint. Therefore, SU-2 transmit power is also adapted, and the
effect of interference on SU-1 capacity coming from SU-2 is lower than that of PU.
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Figure 3.5: Average capacity at the ith subcarrier versus interference power con-
straint, Ψ, in case of collision-free (no-interference) and interference from only PU,
only SU-2 and both PU and SU-2 with P = 5 dB and Ps = 0 dB.
Figure 3.6 presents the total average capacity of SU-1, given in (3.6), versus
the interference constraint for different SUs’ transmit powers. The simulations are
performed assuming random subcarrier requirements for users, where qp = qs1 =
qs2 = 0.5. A similar saturation effect, observed in Figures 3.4 and 3.5, is present
in Figure 3.6 as well, where two saturation points are available due to the different
values for transmit powers of SUs, Ps = 0dB and Ps = 10dB.
The average capacity loss due to subcarrier collisions is investigated in Figure 3.7.
The percentage of average capacity loss, E[∆CS1 ]/E[C
f
S1
], versus the ratio of available
subcarriers to the utilized subcarriers, Ra = F/Ts1, F = 40, . . . , 200 and Ts1 = 40,
is shown for different values of PU’s transmit power. It is immediate to observe
that an increase in the number of available subcarriers in the primary network, leads
to a larger number of collision-free subcarriers for SU-1. Therefore, SU-1 average
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capacity loss decreases as the number of available subcarriers increases. Notice also
that an increase in PU transmit power results in higher interference at SU-1, and
hence higher capacity loss on the average.
3.6 Summary
In this chapter, the random subcarrier access scheme is considered for an OFDM-
based CR system with spectrum sharing feature and two different secondary networks
(cells). It is assumed that no spectrum sensing is performed, i.e., the information for
the subcarrier occupation (utilization) by PU is not available at the SUs. It is shown
that the PMFs of the number of subcarrier collisions between any two arbitrary users
follows a hypergeometric distribution. It is further shown that due to the random-
ness of the access scheme and the absence of cooperation between the SUs, there
can be inter-cell collisions between the SUs’ subcarriers with a certain probability.
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Figure 3.7: SU-1 average capacity loss versus the ratio of available subcarriers to
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Ts2 = 30, Ψ = 2 dB, and Ps = 20 dB.
The expressions for the PMFs and the average of number of subcarrier collisions,
considering both fixed and random (to obtain the long term average) number of
subcarriers utilized by PU and SUs, are derived. The performance of the random
access scheme is analyzed by using the average capacity as performance measure. To
maintain the QoS of the PU, the well known interference power constraint is applied
to the SUs’ transmit powers at their subcarriers. The expressions for the maximum
instantaneous and average capacity (rate) loss due to subcarrier collisions for the
target SU are derived.
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4. COGNITIVE RADIO SPECTRUM SHARING SYSTEMS OVER HYPER
FADING CHANNELS∗
4.1 Introduction
The previous works provided the motivation to develop a theoretical fading model
that can be used to perform a unified analysis for cognitive radio spectrum sharing
systems. Due to the highly dynamic nature of propagation environments, several
single-fading models are employed in the literature for the analysis of CR spectrum
sharing systems. However, considering practical scenarios, it would be more efficient
and convenient to use a generic fading model, which can be degenerated onto widely
used single-fading models with the appropriate selection of parameters. In addi-
tion, when the environment conditions and primary network constraints allow, SUs
can opportunistically allocate spectrum regions with different frequencies and band-
widths. Since the small-scale fading is frequency dependent, the resulting channel
fading model can be dynamic.
In this chapter, the proposed generic fading model, termed hyper Nakagami-m
fading, representing several widely encountered propagation scenarios such as line-of-
sight (LOS)/non-line-of-sight (NLOS) environments and fixed/mobile transmissions,
is considered. Additionally, instantaneous and average power capacity calculations
can also be properly carried out with the proposed generic model. In the light of
∗Reprinted with permissions from “Capacity limits of spectrum-sharing systems over hyper-
fading channels” by Sabit Ekin, Ferkan Yilmaz, Hasari Celebi, Khalid A. Qaraqe, Mohamed-Slim
Alouini, and Erchin Serpedin, Wireless Communications and Mobile Computing, Volume 12, Issue
16, Page(s):1471–1480, Nov. 2012, Copyright 2012 by WILEY, and ”Achievable capacity of a
spectrum sharing system over hyper fading channels,” by Sabit Ekin, Ferkan Yilmaz, Hasari Celebi,
Khalid A. Qaraqe, Mohamed-Slim Alouini, and Erchin Serpedin IEEE Global Telecommunications
Conference (GLOBECOM), Page(s):1–6, Dec. 2009, Copyright 2012 by IEEE.
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the analysis presented for the proposed method, the capacity of SU in a spectrum
sharing system is studied under the interference temperature constraint.
The main contributions of this chapter are as follows.
• A theoretical channel fading model called hyper fading model that is suitable
for the dynamic nature of CR channel is proposed.
• Closed-form expressions of the PDF and CDF of the SNR for SUs in spectrum
sharing systems are derived.
• The achievable capacity gains in spectrum sharing systems in high and low
power regions are obtained.
• The effects of different fading figures, average fading powers, interference tem-
peratures, peak powers of secondary transmitters, and numbers of SUs on the
achievable capacity are investigated.
• The analytical and simulation results show that the fading figure of the channel
between SUs and primary base-station, which describes the diversity of the
channel, does not contribute significantly to the system performance gain.
4.1.1 Organization
The rest of the chapter is organized as follows. In Section 4.2, the system model is
presented. This is followed by the providing statistical background on the proposed
hyper fading model in Section 4.3. In Section 4.4, capacity of spectrum sharing
systems is derived for both high and low power regions. In Section 4.5, the analytical
and numerical results are presented. Finally, the summary is provided in Section 4.6.
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4.2 System Model
A symmetric fading channel is considered where SU transmitter-PU receiver (in-
terference channel) and SU transmitter-SU receiver (desired channel) channel gains
are assumed to be independent and identically distributed exponential random vari-
ables with unit mean in independent Rayleigh fading channels. However, in practice,
these channels can be dynamic, as a result, the fading conditions and link powers can
be time-varying. Therefore, in this work, we assume that both channels are inde-
pendent and non-identically distributed hyper Nakagami-m fading random variables
that might represent any type of fading environments.
The system model is shown in Fig. 4.1, where ϕi and ψi are the interference
and desired channel gains, respectively, and Ns stands for the number of secondary
transmitters. In spectrum sharing systems, the interference power levels caused by
the SU-transmitters at the primary receivers must not to be larger than some pre-
defined value Q, referred to as the interference temperature. It is assumed that the
perfect information of interference channels, ϕi, is available at SU-transmitters. The
SU-transmitters can obtain this information, which is also termed as CSI, through
various ways such as direct feedback from PU-receiver [23] or from a mediate band
manager between the PU-receiver and SU-transmitters [6, 51]. In addition, the op-
portunistic SU selection strategy is employed herein [6], where SU receiver selects
the SU with the maximum SNR value.
Note also that the interference from PUs is not considered in this analysis and
the detailed analysis of the operation and protocol between the PU-receiver and SU-
transmitters has been already studied in [6, 23, 51]. The interference from PUs can
be considered as an additive disturbance which can be modeled as a colored noise
source in PBS. Recalling that basic transmitter-receiver chain such disturbances as
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Figure 4.1: System model for CR spectrum sharing systems.
noise and interference are assumed to be added into the signal after the transmit
signal is convolved with the channel impulse response. Since the focus of this study
is to propose a model for fading statistics of cognitive radio channels, such additive
disturbances would not change the analysis of fading statistics. However, as future
work, it would be very interesting to observe how the proposed model performs in
the presence of interference plus noise from the system capacity perspective. For the
rest of the chapter, we will refer to the primary receiver as the primary base-station
(PBS) and to the secondary receiver as the secondary base-station (SBS).
4.3 Statistical Background
Radio wave propagation in wireless cognitive channels is a complex phenomenon
characterized by three nearly independent phenomena, which are the path-loss vari-
ance with distance, shadowing (or long-term fading), and multipath (or short-term)
fading. Except path-loss variance, which is only distance dependent, such various
effects as fading, reflection, refraction, scattering and shadowing are related to the
other two phenomena. Therefore, the majority of the studies in the literature are
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considerably devoted to characterizing these effects through the medium of statistical
models, which are based on measurements performed for a specific channel environ-
ment. Furthermore, these three nearly independent phenomena change according to
the communication environment, carrier-frequency and bandwidth. There are numer-
ous channel fading models have been proposed in the literature to statistically model
these phenomena with envelope distributions, regarding pretest evaluation of wireless
communications systems in general, and of fading mitigation techniques in particu-
lar. Briefly, several statistical distributions have been proposed for channel fading
modeling under short-term and long-term fading conditions due to the existence of a
great variety of fading environments. For instance, short-term fading models include
the well-known Rayleigh, Weibull, Rice, and Nakagami-m [41, 49, 55, 58, 75] distri-
butions, while long-term fading models are modeled by the well-known log-normal
distribution [27,65].
In cognitive radio communications, the fading conditions are subject to change
according to the environment ξ, in each of which the fading conditions are indexed
by the carrier frequency fc, the bandwidth B and the position X such that ξ ∼
ξ (fc, B,X). The fading can be expressed as follows.
4.3.1 Definition: Hyper-Nakagami-m Fading Distribution
Consider a random variable R which follows the hyper-Nakagami-m fading enve-
lope distribution with a PDF given by
fR (r) =
N∑
k=1
2ξk
Γ (mk)
(
mk
Ωk
)mk
r2mk−1exp
(
−mk
Ωk
r2
)
,
where, for 1 ≤ k ≤ N , the parametersmk ≥ 0.5, Ωk > 0 and 0 ≤ ξk ≤ 1 are the fading
figure, the average power, and the accruing factor of the kth fading environment,
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respectively. The accruing factors due to N possible fading environments satisfy the
condition:
N∑
k=1
ξk = 1 .
If the users are subject to the Hyper-Nakagami-m fading, then the distribution of
the instantaneous SNR, γ , R2/N0 in AWGN channels can be directly expressed in
terms of average SNR, γ , E {R2}/N0 with E {·} denoting the expectation operator
and N0 representing the power of AWGN noise. The SNR variable γ is assumed to
be hyper-Gamma distributed.
4.3.2 Definition: Hyper-Gamma Fading Power Distribution
The expression of hyper-Gamma distribution of RV γ is given by
fγ (r) =
N∑
k=1
ξk
Γ (mk)
(
mk
γk
)mk
rmk−1exp
(
−mk
γk
r
)
,
where γk > 0 is the average SNR value.
It is well known that in a communication system the obstructions between the
transmitter and the receiver make the system to undergo different types of channel
fading such as Rayleigh, Nakagami-m. Moreover, basic effects such as the speed and
the motion direction of the user cause the communication channel fading conditions
to change even for very short periods of time. In spite of the aforementioned dynamic
nature of fading channels, single fading models are mainly used for the analysis of CR
systems. However, it is more realistic to use mixture models, which are the weighted
combination of different fading distributions [1]. Such a dynamic fading phenomenon
is more pronounced in CR channels since the utilized fc and B can change in addition
to the changes in the environment. Therefore, mixture fading models are more
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suitable for the analysis of CR channels. As a result, in our system, we use the
Hyper-Nakagami-m fading model, in which the CR communication system might
undergo a different number of channel fading models such as Rayleigh, Gaussian or
Nakagami-3. Let us consider a case where the CR system undergoes four different
fading channels (N = 4). Assume that the CR system experiences first one-sided
Gaussian fading (m1 = 0.5) with accruing factor of ξ1 = 0.1361, then Rayleigh fading
(m2 = 1) with accruing factor of ξ2 = 0.3319, and then Nakagami-m fading (m3 = 2)
with accruing factor of ξ3 = 0.38, and finally Nakagami-m fading (m4 = 3) with
accruing factor of ξ4 = 0.152. Note that based on the simulations, we found that
the accruing factors for Rayleigh (i.e., m = 1) and for Nakagami-m (i.e., m = 2) are
higher than the values corresponding to other fading environments such as the one-
sided Gaussian fading (i.e., m = 0.5). The above case is simulated in Fig. 4.2, which
shows the PDF of power for different channel fading models ξk with N = 4 different
environments. It is assumed that the average power for each type of fading is unity.
Furthermore, it is well known that the one-sided Gaussian fading and Rayleigh fading
are special cases of the Nakagami-m fading.
4.4 Capacity of Spectrum Sharing System
In this system, there are two assumptions for the SU-transmitter power. First,
it needs to be within its allowable maximum power constraints. Second, it is not
allowed to be higher than the predefined interference temperature value Q, in order
not to cause any interference on PU-receiver. When the interference power level
P caused by SU-transmitter at the PU-receiver achieves a value larger than Q, an
adaptive scheme is used to adjust its value. Therefore, the transmit power of the ith
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secondary user is given by
Pi =
 P, ϕi ≤
Q
P
Q
ϕi
, otherwise
,
where ϕi is a hyper-Gamma RV, which represents the distribution for the fading
power of the channel between the ith SU and the PBS, and P and Q are the peak
power of the SUs and the allowable interference temperature level at the PBS, re-
spectively. Then, the adjusted power Pi is used for sending data from the ith SU to
a target SBS. Thus, the received SNR at the target SBS is given by
Si =
 ψiP, ϕi ≤
Q
P
ψi
ϕi
Q, otherwise
, (4.1)
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where both ϕi and ψi are modeled as mutually independent and non identically
distributed two hyper-Gamma fading power distributions whose PDFs are given,
respectively, by
fϕ,γ (r) =
N∑
l=1
ξϕ,l
Γ (mϕ,l)
(
mϕ,l
γϕ,l
)mϕ,l
rmϕ,l−1e
−mϕ,l
γϕ,l
r
, (4.2)
fψ,γ (r) =
N∑
k=1
ξψ,k
Γ (mψ,k)
(
mψ,k
γψ,k
)mψ,k
rmψ,k−1e
−mψ,k
γψ,k
r
.
The conditional PDF of the received SNR at the target SBS, fSi(r|ϕi) is given
by
fSi(r|ϕi) =

∑N
k=1
ξψ,kr
mψ,k−1
Γ(mψ,k)
(
mψ,k
γψ,kP
)mψ,k
e
− mψ,k
γψ,kP
r
, ϕi ≤ QP∑N
k=1
ξψ,kr
mψ,k−1
Γ(mψ,k)
(
mψ,k
γψ,k
ϕi
Q
)mψ,k
e
−mψ,k
γψ,k
ϕi
Q
r
, ϕi >
Q
P
(4.3)
Then, the PDF of the received SNR at the target SBS can be obtained as
fSi(r) =
∞∫
0
fSi (r|ϕi) fϕi (ϕ) dϕ . (4.4)
Considering the limits of summation in both (4.2) and (4.3) along with the integration
interval of (4.4), fSi (r) is obtained by manipulating the cross terms and given by in
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a more simplified form as
fSi (r) =
N∑
k=1
N∑
l=1
ξψ,kξϕ,l
Γ (mψ,k) Γ (mϕ,l)
(
mψ,k
γψ,k
1
P
)mψ,k
rmψ,k−1
×
[
exp
(
−mψ,k
γψ,k
1
P
r
){
Γ (mϕ,l) − Γ
(
mϕ,l,
mϕ,l
γϕ,l
Q
P
)}
+
Γ
(
mψ,k +mϕ,l,
mϕ,l
γϕ,l
Q
P
+
mψ,k
γψ,k
r
P
)
(
mϕ,l
γϕ,l
Q
P
)mψ,k(
1 +
mψ,kγϕ,l
γψ,kmϕ,l
r
Q
)mψ,k+mϕ,l
]
,
(4.5)
where Γ (x, y) =
∫∞
y
tx−1e−tdt is the incomplete gamma function. Then, the CDF of
Si is obtained by using
FSi (r) ,
r∫
0
fSi (r) dr. (4.6)
By plugging (4.5) into (4.6) and carrying out the integral, the CDF FSi (r) is given
by
FSi (r) =
N∑
k=1
N∑
l=1
ξψ,kξϕ,l
Γ (mψ,k) Γ (mϕ,l)
[{
Γ (mψ,k)− Γ
(
mψ,k,
mψ,k
γψ,k
r
P
)}
×
{
Γ (mϕ,l)− Γ
(
mϕ,l,
mϕ,l
γϕ,l
Q
P
)}
+
(
mψ,kγϕ,l
γψ,kmϕ,lQ
)mψ,k ∞∫
0
Ξ(u) du
]
,
where the integration is evaluated by the Gauss-Laguerre quadrature rule [2, Eq.
(25.4.45)] and Ξ(u) is given by
Ξ(u) =
umψ,k−1Γ
(
mψ,k +mϕ,l,
mϕ,l
γϕ,l
Q
P
+
mψ,k
γψ,k
u
P
)
(
1 +
mψ,kγϕ,l
γψ,kmϕ,l
u
Q
)mψ,k+mϕ,l .
Consequently, the SBS selects an SU transmitter with the best channel quality
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among the Ns (number of SUs) SNR values of SU transmitters. The received SNR
of the selected SU Smax is obtained as
Smax = max
1≤i≤Ns
Si (4.7)
Assuming that every user is equally faded, then the PDF of Smax is given by [6]
fSmax (r) = NsfSi (r)FSi (r)
Ns−1 , (4.8)
and overall average achievable capacity is obtained by
C = E [log2 (1 + Smax)]
=
∞∫
0
log2 (1 + Smax)fSmax (r) dr . (4.9)
Since outage probability is a common performance metric, here we consider the
outage probability of Smax for different scenarios in terms of the following:
fSmax,out (rth) =
rth∫
0
fSmax (r) dr .
which is the CDF of the maximum received SNR evaluated at the outage threshold
rth [dB]. The results for outage probability with respect to number of SUs are given
in Fig. 4.3. As expected, the probability of outage saturates as rth increases which
implies that the received signal power is weakening. For a specific outage threshold
value, increasing the number of SUs results a decrease in the probability of outage,
which stems from the effects of multiuser diversity.
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and Q = 0 dB.
4.4.1 Low Power Region Analysis
If P  Q then the effect of interference temperature level Q disappears. There-
fore, the conditional PDF of the received SNR at the target SBS, fSi(r|ϕi) is given
by
fSi(r|ϕi) =
N∑
k=1
ξψ,kr
mψ,k−1
Γ (mψ,k)
(
mψ,k
γψ,kP
)mψ,k
e
− mψ,k
γψ,kP
r
,
Then, the PDF of the received SNR at the target SBS is approximated as
fSi (r) =
N∑
k=1
ξψ,kr
mψ,k−1
Γ (mψ,k)
(
mψ,k
γψ,kP
)mψ,k
e
− mψ,k
γψ,kP
r
,
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and using (4.4), the corresponding CDF is obtained as
FSi (r) =
N∑
k=1
ξψ,k
{
1− 1
Γ (mψ,k)
Γ
(
mψ,k,
mψ,k
γψ,k
r
P
)}
.
The received SNR of the selected secondary user Smax is obtained using (4.7). As-
suming that every user is equally faded, then the PDF of Smax and overall average
achievable capacity is obtained using (4.8) and (4.9), respectively.
4.4.2 High Power Region Analysis
If P  Q, then the conditional PDF of the received SNR at the target SBS,
fSi(r|ϕi) is given by
fSi(r|ϕi) =
N∑
k=1
ξψ,k
Γ (mψ,k)
(
mψ,k
γψ,k
ϕi
Q
)mψ,k
rmψ,k−1e
−mψ,k
γψ,k
ϕi
Q
r
,
Then, using (4.4), the PDF of the received SNR at the target SBS is obtained as
fSi (r) =
N∑
k=1
N∑
l=1
ξψ,kξϕ,l
Γ (mψ,k) Γ (mϕ,l)
(
mψ,kγϕ,l
γψ,kmϕ,l
1
Q
)mψ,k
× rmψ,k−1
Γ
(
mψ,k +mϕ,l,
mψ,k
γψ,k
r
P
)
(
1 +
mψ,kγϕ,l
γψ,kmϕ,l
r
Q
)mψ,k+mϕ,l ,
Then, using (4.6), the CDF of Si is obtained as
FSi (r) =
N∑
k=1
N∑
l=1
ξψ,kξϕ,l
Γ (mψ,k) Γ (mϕ,l)
(
mψ,kγϕ,l
γψ,kmϕ,l
1
Q
)mψ,k
×
∞∫
0
umψ,k−1
Γ
(
mψ,k +mϕ,l,
mψ,k
γψ,k
u
P
)
(
1 +
mψ,kγϕ,l
γψ,kmϕ,l
u
Q
)mψ,k+mϕ,l du .
where the integration can be easily evaluated by Gauss-Laguerre quadrature rule [2].
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Consequently, the SBS selects a SU using (4.7). Assuming that every user is equally
faded, then the PDF of Smax and overall average achievable capacity are obtained
using (4.8) and (4.9), respectively.
4.5 Numerical Results and Simulations
The effect of peak power of secondary transmitters on the average capacity is in-
vestigated under different values for the number of environments N and interference
temperature values Q in Fig. 4.4. These simulations assume the same environment
accruing factors ξ, the fading figure values m and average fading power between the
SUs and the SBS as given in Fig. 4.2. In addition, the comparison of the hyper-
Nakagami-m fading channel model with the Rayleigh fading channel is performed.
It is shown that the average capacity increases as the peak power of the secondary
transmitters increases for both Rayleigh and Nakagami-m fading as expected. How-
ever, unlike the non-spectrum sharing systems the average capacity is here saturated
after a certain value of peak power because of the spectrum sharing system oppor-
tunistic user selection algorithm [6]. It is seen from the figures that the analytical
results agree well with the simulation results.
In Fig. 4.5, the effect of interference temperature on the average capacity is
investigated in detail under different values of the number of environments N and
peak power of secondary transmitters P , with the same environment accruing factors
ξ, the fading figure values m and the average fading power between the SUs and
the SBS as given for Fig. 4.2. The comparison of the hyper-Nakagami-m fading
channel model with the Rayleigh fading channel is studied as well. Average capacity
keeps growing as the interference temperature increases, and this relationship can be
easily seen from (4.1) and (4.5) that the selected peak power of SU increases with
interference temperature.
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Numerical (N=1,Rayleigh Fading)
Numerical (N=4, Hyper-Nakagami-m Fading)
Simulation
Figure 4.4: Average capacity vs peak power of secondary transmitters P for different
Q and N values when Ns = 30.
In Figs. 4.4 and 4.5, the number of SUs (Ns) is chosen as 30. Moreover, it can
also be inferred from Figs. 4.4 and 4.5 that the capacity over the hyper-Nakagami-m
channel achieves higher values than in the Rayleigh fading channel after some certain
values of P and Q (see Figs. 4.4 and 4.5). This observation can be justified by (4.5),
which shows that as P increases, the high power region (P  Q) becomes present.
In this region, as P increases the incomplete gamma function part of (4.5) goes to
zero when r < P . In other words, it can be deduced that the SNR at the SUs
becomes negatively skewed, and the average power increases. Note that an increase
in average power means that there is a decrease in outage probability and finally an
increase in capacity. Nevertheless, when P < Q the PDF of SNR will be different
than zero for r < P , and the average power decreases. Note also that decrease in
average power means that there is an increase in outage probability and finally a
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Numerical (N=1,Rayleigh Fading)
Numerical (N=4, Hyper-Nakagami-m Fading)
Simulation
P = 5dB
P = 10dB
P = 20dB
Figure 4.5: Average capacity vs interference temperature Q, at the PBS for different
P and N values when Ns = 30.
decrease in capacity.
Figs. 4.6 and 4.7 show the average capacity versus the fading figure of the channel
between the SUs and the PBS (mϕ) and the fading figure of the channel between
the SUs and the SBS (mψ), respectively, with P = 15 dB, Q = 0 dB and Nakagami-
m fading channel (N = 1). The effect of number of SUs (Ns) is also investigated
for the values Ns = 5, 20 and 40. As Ns increases the capacity increases as well,
which can be observed from (4.8). In Fig. 4.6, with the constant values of mψ (i.e.,
mψ = 1 and 2) the average capacity decreases as the value of the mϕ increases, which
can be inferred from (4.5) that the received SNR at the target SBS is reduced. More
interestingly, it is observed that there is only slight difference on average capacity
while mψ increases for constant the values of mϕ in Fig. 4.7. The capacity saturates
after certain values of mψ. From this result, it can be concluded that, since the
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Figure 4.6: Average capacity vs fading figure of the channel between the SUs and
the PBS mϕ for different Ns values and fading figure of the channel between the SUs
and the SBS mψ (1 and 2) when P = 15 dB and Q = 0 dB.
fading figure describes the diversity of the channel, diversity techniques at the SBS
do not contribute significantly to the system performance gain. This is one of the
important results observed in this work.
Figs. 4.8 and 4.9 show the average capacity versus the average fading power
between the SUs and the SBS (γψ) and the average fading power between the SUs
and the PBS (γϕ), respectively, for different Ns values with P = 15 dB, Q = 0 dB,
and hyper-Nakagami-m fading channel with N = 4. The same environment accruing
factors ξ, the fading figure values m and the average fading power between the SUs
and the SBS are used as in Fig. 4.2. The same effect of Ns is observed in Figs. 4.8
and 4.9 as expected, since the capacity increases as Ns increases. In Fig. 4.8, as
the γψ increases while keeping the γϕ with two constant values (i.e., γϕ = 1 and 2)
the average capacity increases as well. However, for high values of γψ this increase
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Figure 4.7: Average capacity vs fading figure of the channel between the SUs and
the SBS mψ for different Ns values and fading figure of the channel between the SUs
and the PBS mϕ (1 and 2) when P = 15 dB and Q = 0 dB.
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Figure 4.8: Average capacity vs average fading power between the SUs and the SBS
γψ for different Ns values and average fading power between the SUs and the PBS
γϕ (1 and 2) when P = 15 dB and Q = 0 dB and N = 4.
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Figure 4.9: Average capacity vs average fading power between the SUs and the PBS
γϕ for different Ns values and average fading power between the SUs and the SBS
γψ (1 and 2) when P = 15 dB and Q = 0 dB and N = 4.
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reduces. In addition, the effect of γϕ on average capacity is also investigated in Fig.
4.9 for the two constant values of γψ (i.e., γψ = 1 and 2). It is seen from Fig. 4.9
that the capacity decreases as γϕ increases for constant values of γψ. These results
can be easily inferred from (4.5) in the sense that an increase in γϕ decreases the
capacity while an increase in γψ increases the capacity.
4.6 Summary
In this chapter, a theoretical fading model that fits to the dynamic nature of
spectrum sharing systems is proposed. The PDF and CDF of the SNR of the SU
transmitters at SU receiver along with the PDF of the SU with the highest SNR are
derived in closed-forms. The achievable capacity of SU in a spectrum sharing system
is derived for both high and low power regions. The analytical and simulation results
are presented to study the effects of fading symmetry and asymmetry in terms of
the fading figure and the average power, the number of SUs, and the interference
temperature on the capacity of SU in such systems. In spectrum sharing systems, it
is observed that the fading figure of the channel between the SUs and the PBS mϕ
which describes the diversity of the channel does not affect the achievable capacity
of the channel significantly. The results show that the proposed model is a promising
model that can represent a wide variety of fading models for CR systems.
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5. CONCLUSIONS AND FUTURE DIRECTIONS
In this dissertation, an OFDM-based CR network with spectrum sharing feature
was investigated under the assumption of random subcarrier allocation (random ac-
cess) and no availability of spectrum sensing information at the secondary (cognitive)
network. The assumption of absence of sensing information is due to the challenges
and implementation issues in the spectrum sensing mechanism, which make such
spectrum sensing information unreliable and misleading.
First, the set-up of multiple users (SUs and PUs) in a single cell was considered.
The performance analysis was carried out in terms of different aspects. In particular,
the expressions for the SU average capacity and the related upper and lower bounds,
the PDF and CDF of instantaneous SU capacity were derived, and the asymptotic
analysis of multiuser diversity gain and the proposed centralized random subcarrier
scheduling algorithm were studied. Furthermore, the centralized subcarrier alloca-
tion algorithm assumed random and sequential access mechanisms to assure that
the assigned SUs’ subcarrier sets are orthogonal to each other similar to the PUs’
subcarriers in the primary network.
Next, the random access scheme when the SUs belong to different cells was inves-
tigated, where inter-cell subcarrier collisions occur between the SUs’ subcarriers. In
other words, there can be subcarrier collisions between not only subcarriers of SUs
and PUs but also among SUs’ subcarriers. The PMFs and the expected values of the
number of subcarrier collisions between the SUs’ and PU’s subcarriers were derived
under the assumption of fixed and random number of subcarriers requirements for
each user.
Finally, we proposed a theoretical fading model that fits the dynamic nature
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of CR systems, termed hyper-fading, and which is considered in a point-to-point
communication scenario with single PU receiver and multiple SUs (transmitter), and
where an opportunistic scheduling is employed to benefit from multiuser diversity
gain.
Some of the potential future research directions that are worthy of further inves-
tigation are:
• Since bit error rate (BER) is a common performance measure, one can further
investigate the performance limits of the proposed random access scheme in
terms of BER.
• The random access scheme can be compared with the scenario when there is
spectrum sensing information available at the secondary network, i.e., PUs’
spectrum occupancy information is available at the SUs. This will provide
deeper insights about the performance of the proposed random access scheme.
• In the proposed centralized random and sequential subcarrier allocation algo-
rithm, the equal number of subcarrier requirements for both SUs and PUs is
assumed. The algorithm can be further improved by considering more prac-
tical cases, where the users (SUs and PUs) can request different numbers of
subcarriers based on their rate requirements.
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APPENDIX A
PROOF OF THEOREM 1
According to Definition 5, to evaluate the average of sum capacity of the SU with
subcarrier collisions, we have to average a random sum of RVs with the set of i.i.d.
RVs CI,nm,i and C
NI
m,i as follows:
E
[
C1m
]
= E
knm∑
i=1
CI,nm,i +
kfm∑
i=1
CNIm,i

= E
[
E
[
knm∑
i=1
CI,nm,i
∣∣∣∣Knm = knm
]]
+ E
E
kfm∑
i=1
CNIm,i
∣∣∣∣Kfm = kfm

= E
[
knm∑
i=1
E
[
CI,nm,i
]]
+ E
kfm∑
i=1
E
[
CNIm,i
]
= E
[
knmE
[
CI,nm,i
]]
+ E
[
kfmE
[
CNIm,i
]]
,
where the rule of iterated expectations [69, p. 55, Theorem 3.24] also known as tower
rule, E [X] = E [E [X|Y ]], is applied, and the conditional expectations with respect
to knm ∼ HYPG(F Sm, F Pn , F ) and kfm ∼ HYPG(F Sm, F − F Pn , F ) are used.
Furthermore, knm and C
I,n
m,i are independent, and so are kfm and C
NI
m,i. Then, we
have
E
[
C1m
]
= E [knm]E
[
CI,nm,i
]
+ E [kfm]E
[
CNIm,i
]
.
It is also worth to note the relation between the two sums in the first equality that
they are independent conditioned with the given knm and kfm (since kfm = F
S
m−knm).
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Taking into account the means of knm for n ∈ [1, N ] and kfm, it follows that
E [knm] =
F SmF
P
n
F
,
and
E [kfm] =
F Sm(F − F Pn )
F
,
which yield the desired result.
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APPENDIX B
PROOF OF COROLLARY 1
Following the same approach as in Appendix A, the average capacity in presence
of N PUs can be obtained by using (2.12) and the properties of multivariate hy-
pergeometric distribution given in (2.1) with the means of knm and kfm expressed
as
E [knm] =
F SmF
P
n
F
, n = 1, . . . , N,
and
E [kfm] =
F Sm
F
(
F −
N∑
n=1
F Pn
)
.
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APPENDIX C
PROOF OF COROLLARY 4
Let χ1 = F
P
n
(
E
[
CI,nm,i
]
− E [CNIm,i]) and χ2 = E [CNIm,i], then we have
Cavgm,F = E
[
C1m
]
=
F Sm
F
χ1 + F
S
mχ2
.
Using Definition 2, one can show that
lim
F→∞
∣∣∆Cavgm,F+1∣∣∣∣∆Cavgm,F ∣∣ = limF→∞
∣∣∣ FSmF+2χ1 + F Smχ2 − FSmF+1χ1 − F Smχ2∣∣∣∣∣∣ FSmF+1χ1 + F Smχ2 − FSmF χ1 − F Smχ2∣∣∣ = 1,
and
lim
F→∞
∣∣Cavgm,F+1 − F Smχ2∣∣∣∣Cavgm,F − F Smχ2∣∣ = limF→∞
∣∣∣ FSmF+1χ1 + F Smχ2 − F Smχ2∣∣∣∣∣∣FSmF χ1 + F Smχ2 − F Smχ2∣∣∣ = 1.
Hence, Cavgm,F is logarithmically convergent to F
S
mE
[
CNIm,i
]
as F →∞.
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APPENDIX D
EVALUATION OF LIMIT IN EQUATION (2.27)
In the evaluation steps (below), since fC1m(x) → 0 and FC1m(x) → 1 as x → ∞,
first, L’Hopital’s rule is applied, and then due to the uniform convergence and the
positive terms, the interchange of limit and infinite sum is viable. Lastly, because
the resulting expression is of polynomial type, only the highest-order terms are con-
sidered.
lim
x→∞
1− FC1m(x)
fC1m(x)
= lim
x→∞
1−Q
∞∑
k=0
δkP
(
∆ + k, x
βˆmin
)
Q
∞∑
k=0
δk
x(∆+k−1)e−x/βˆmin
βˆ∆+kmin Γ(∆+k)
U(x)
= lim
x→∞
1−Q
∞∑
k=0
δk
[
1−
Γ
(
∆+k, x
βˆmin
)
Γ(∆+k)
]
Q
∞∑
k=0
δkx∆+k−1e−x/βˆmin
βˆ∆+kmin Γ(∆+k)
U(x)
= lim
x→∞
 limlk→∞
−Q
lk∑
k=0
δk
x∆+k−1e−x/βˆmin
βˆ∆+kmin Γ(∆+k)
Q
lk∑
k=0
δk e
−x/βˆmin
βˆ∆+kmin Γ(∆+k)
[
(∆ + k − 1)x∆+k−2 − x∆+k−1
βˆmin
]

= lim
x→∞
 lim
lk→∞
− δlkx∆+lk−1
βˆ
∆+lk
min Γ(∆+lk)
δlk
βˆ
∆+lk
min Γ(∆+lk)
[
(∆ + lk − 1)x∆+lk−2 − x∆+lk−1βˆmin
]

= lim
x→∞
lim
lk→∞
−x∆+lk−1
(∆ + lk − 1)x∆+lk−2 − x∆+lk−1βˆmin
= βˆmin > 0.
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APPENDIX E
PROOF OF PROPOSITION 2
Recall from (2.1) that the PMF of first SU is given by
p(k1) =
[(
Ff
kf1
) N∏
n=1
(
F Pn
kn1
)]/(
F
F S1
)
.
Assuming the orthogonality between subcarriers, given k1, the conditional PMF
of second SU is a multivariate hypergeometric distribution, described by
p(k2
∣∣k1) = [(Ff − kf1
kf2
) N∏
n=1
(
F Pn − kn1
kn2
)]/(
F − 1Tk1
F S2
)
,
where 1T = [1, 1, . . . , 1]T ∈ ZN+1 and 1Tk1 =
∑N
n=1 kn1 + kf1 = F
S
1 . Similarly, for
the third SU the conditional PMF for the number of subcarrier collisions is
p
(
k3
∣∣k1,k2) = [(Ff − kf1 − kf2
kf3
) N∏
n=1
(
F Pn − kn1 − kn2
kn3
)]/(
F − 1T(k1 + k2)
F S3
)
.
In general, for the mth SU the conditional PMF is
p
(
km
∣∣k1,k2, . . . ,km−1) =[(Ff −∑m−1j=1 kfj
kfm
) N∏
n=1
(
F Pn −
∑m−1
j=1 knj
knm
)]
/(
F − 1T
(∑m−1
j=1 kj
)
F Sm
)
.
Using the chain rule and factorization of PMFs, the joint PMF for SUs is ex-
pressed as
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p (k1,k2, . . . ,km) =
m∏
r=2
p (kr|kr−1,kr−2, . . . ,k1) p (k1) .
Finally, the marginal PMF of the mth SU with multiple N PUs can be obtained.
Based on the evaluations above, it is straightforward to obtain the expected value of
knm. Therefore, it is omitted for brevity.
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APPENDIX F
PROOF OF PROPOSITION 4
Given f s1 and f
p, the PMF of kˆp1 is expressed as
p(kˆp1 | f s1 , fp) =
p(kˆp1, f
s
1 , f
p)
p(f s1 , f
p)
(a)⇒ p(kˆp1, f s1 , fp) = p(kˆp1 | f s1 , fp) p(f s1 ) p(fp),
where (a) results from the fact that f s1 and f
p are independent, and the conditional
PMF is given by p(kˆp1|f s1 , fp) = HYPG(f s1 , fp, F ). Once the joint PMF is given,
the marginal PMF of kˆp1 is straightforwardly obtained. Mathematically, p(kˆp1) =∑Ts1
fs1 =0
∑Tp
fp=0 p(kˆp1 | f s1 , fp) p(f s1 ) p(fp) yields the desired result. It is immediate to
obtain the expression for the expectation of kˆp1
E[kˆp1] =
∑
kˆp1
kˆp1 p(kˆp1)
=
∑
kˆp1
∑
fs1
∑
fp
kˆp1 p(kˆp1 | f s1 , fp) p(f s1 ) p(fp)
=
∑
fs1
∑
fp
p(f s1 ) p(f
p)
∑
kˆp1
kˆp1 p(kˆp1 | f s1 , fp)

︸ ︷︷ ︸
E[kp1|fs1 ,fp]=fs1fp/F
=
1
F
∑
fs1
f s1 p(f
s
1 )
∑
fp
fp p(fp)
=
E[f s1 ] E[fp]
F
.
Plugging the expected values of f s1 and f
p yields the desired result.
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APPENDIX G
PROOF OF THEOREM 5
Using the Definition 7, and knowing the fact that the subcarrier collisions fall into
four different sets, the expression for the instantaneous capacity of SU-1 with random
access method can be readily defined. According to (3.5), to evaluate the average
capacity of the SU-1 with subcarrier collisions, one needs to average a random sum
of RVs with the set of i.i.d. RVs Cop1,i, C
o
12,i, Cp12,i and Cf1,i. Since the number of
subcarriers collisions in the sets (kˆp1, kˆ
o
12, kˆp12 and kˆf1) are not independent of each
other, the rule of iterated expectations [69], E[X] = E [E[X|Y ]], can be applied as
follows.
E[CS1 ] = E
 kˆop1∑
i=0
Cop1,i +
kˆo12∑
i=0
Co12,i +
kˆp12∑
i=0
Cp12,i +
kˆf1∑
i=0
Cf1,i

(a)
= E
E
 kˆop1∑
i=0
Cop1,i
∣∣∣∣∣kˆop1
+ E
E
 kˆo12∑
i=0
Co12,i
∣∣∣∣∣kˆo12

+ E
E
kˆp12∑
i=0
Cp12,i
∣∣∣∣∣kˆp12
+ E
E
 kˆf1∑
i=0
Cf1,i
∣∣∣∣∣kˆf1

= E
 kˆop1∑
i=0
E
[
Cop1,i
]+ E
 kˆo12∑
i=0
E
[
Co12,i
]+ E
kˆp12∑
i=0
E [Cp12,i]

+ E
 kˆf1∑
i=0
E [Cf1,i]

(b)
= E
[
kˆop1
]
E
[
Cop1,i
]
+ E
[
kˆo12
]
E
[
Co12,i
]
+ E
[
kˆp12
]
E [Cp12,i] + E
[
kˆf1
]
E [Cf1,i] ,
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where (a) stems from the fact that conditioning with respect to the number of sub-
carriers, the sums are independent, and (b) is due to the independence between the
number of subcarrier collisions and capacity, e.g., kˆop1 and C
o
p1,i are independent. Fi-
nally, one can obtain the desired SU-1 average capacity expression by plugging the
expected values of the number of subcarriers for the four cases given in (3.4) with
some mathematical manipulations.
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APPENDIX H
PROOF OF COROLLARY 6
Using (3.5), one has
CS1 =
∑
i∈Kop1
log
(
1 +
h1,iP1,i
gs1,iPi + σ2
)
+
∑
i∈Ko12
log
(
1 +
h1,iP1,i
h2s,iP2,i + σ2
)
+
∑
i∈Kp12
log
(
1 +
h1,iP1,i
gs1,iPi + h2s,iP2,i + σ2
)
+
∑
i∈Kf1
log
(
1 +
h1,iP1,i
σ2
)
≥
∑
i∈{Kop1∪Ko12∪Kp12∪Kf1}
log
(
1 +
h1,iP1,i
σ2
)
−
∑
i∈Kop1
log
(
1 +
gs1,iPi
σ2
)
+
∑
i∈Ko12
log
(
1 +
h2s,iP2,i
σ2
)
+
∑
i∈Kp12
log
(
1 +
gs1,iPi + h2s,iP2,i
σ2
)
(a)
≥
∑
i∈{Kop1∪Ko12∪Kp12∪Kf1}
log
(
1 +
h1,iP1,i
σ2
)
−
∑
i∈Kop1
gs1,iPi
σ2
+
∑
i∈Ko12
h2s,iP2,i
σ2
+
∑
i∈Kp12
gs1,iPi + h2s,iP2,i
σ2

=
∑
i∈{Kop1∪Ko12∪Kp12∪Kf1}
log
(
1 +
h1,iP1,i
σ2
)
− 1
σ2
 ∑
i∈{Kop1∪Kp12}
gs1,iPi +
∑
i∈{Ko12∪Kp12}
h2s,iP2,i

(b)
=
FS1∑
i=1
log
(
1 +
h1,iP1,i
σ2
)
− 1
σ2
∑
i∈Kp1
gs1,iPi +
∑
i∈K12
h2s,iP2,i
 ,
where (a) is due to log(1+x) ≤ x, ∀x ≥ 0, (b) is due to FS1 = Kop1∪Ko12∪Kp12∪Kf1,
Kp1 = Kop1 ∪ Kp12 and K12 = Ko12 ∪ Kp12. Furthermore, the bound for the average
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capacity loss can be obtained by considering the fact that gs1,iPi ∼ Exp(1/Pi) and
h2s,iP2,i ∼ Exp(1/P2,i), and their average values are hence given, respectively, by
E[gs1,iPi] = Pi and E[h2s,iP2,i] = P2,i. Also, the means of kˆp1 and kˆ12 are given by
TpTs2qpqs2/F and Ts1Ts1qs2qs2/F , respectively. Following an approach similar to the
proof of Theorem 5 yields the desired result.
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