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Le but de cette etude est  d'apporter des solutions au problème du contrale 
d'accès de type preventif dans les réseaux P;IU, afin de pumettre l'exploitation efficace 
des euipements et réseaux ATM de première genération. qui seront munis de 
fonctionnalités de gestion du trafic relativement restreintes, et serviront essentiellement 
des connexions ii debit variable. Nous avons wnsidére le problème du contrSle d'accès 
d'une façon très pragmatique. sans hypothèse restxictive sur les sources. et en conformité 
avec les nomes internationales actuelles de 1'ITü-TSS sur le contrôle du trafic, pour les 
services supports ATM prCvoyant un conadle du trafic en boucle ouverte et des garanties 
de qualité de service (QS). Nos contributions concernent plus particulièrement le cas des 
sources B debit variable pour lesquelles un multipkxage statistique est envisage, c'est-8- 
dire le service support SBR. L'approche que nous avons adoptée pour effectuer un 
wntrble d'accès preventif est fondCe sur l'hypothèse que les sources de trafic adoptent 
un comportement de type glouton. et exploitent au maximum la marge de manoeuvre qui 
leur est laissee par les mécanismes de conformité les contrôlant. Cette approche est 
compatible avec l'information contenue dans le descripteur de trafic nomalise, et permet 
d'offrir des garanties de QS robustes puisque les hypothéces sur les sources de trafic que 
nous avons adoptées. dites du pire cas, sont conservaàves. 
Nous nous sommes. dans un premier temps. intéressés B l'estimation de la QS 
de niveau transfert. ou cellule. plus spécifiquement B la probabilité de pate cellule dans 
le multiplex ATM, servant des trafics de type pire cas. Nous avons identifie les trafics 
dits du pire cas en fonction des c a r a c ~ t i q u a  de l'équipement ATM concenit. et l u  
modèles d y t i q u e s  appropnCs disponibles dans la littérature, permettant d'estimer la 
proportion de perte pour ces trafics, ont Cté recensés et 6valués. afin de d&emher les 
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meiileun compromis entre précision et simplicite. Cenains de ces modkles ont eié 
validés par comparaison B des résultats de simulation exacts pour la proportion de perte 
cellule. Nous avons évaluC dans quelles conditions I'allocation des ressources sur une 
base preventive u t  une option attrayante. L'utilisation que cette approche permet 
d'atteindre a &é tvaluée dans diff&ents cadres, en fonction des caractéristiques des 
commutateurs ATM concernés et des paramétres de trafic nomalis& déclarCs par les 
connexions. Deux caractéristiques des équipements sont particulièrement 
déterminantes, soient la fonction d'espacement au debit crête, et la taille des mtmoires 
dont sont munis les commutateurs. NOS résultats indiquent et confirment l'importance 
d'effectuer un espacement au debit crête sur les connexions, pour augmenter l'utilisation 
des liens. Pour les commutateurs munis de petits tampons. il est possible d'atteindre une 
charge admissible intéressante. mais seulunent pour les sources dont le debit aete est 
faible par rapport B la capacité de transmission. peu importe la taille des rafales. 
Cependant, de nombreuses applications gtnèrent un trafic B des debits crêtes 
relativement 61evé.s. ce qui impose l'usage de mémoires de taille relativement grande 
dans les commutateurs. Pour des commutateurs munis de memoires de tadie importante. 
nous avons mis en dvidence la possibilité d'atteindre des efficacités intéressantes dans 
des conditions qui ne sont pas trop restrictives. 
Notre principale contribution &ide dans la proposition d'une mCthode 
d'allocation des ressources permettant d'exploiter efficacement les sys &mes munis de 
mémoires relativement importantes, pour les senrices SBR dans les réseaux M M  de 
première génération. La methode que nous proposons peut être considérée comme une 
mCthode de référence, dans un contexte de contrale preventif base sur les hypothhes de 
pire cas, au sens où eile permet de quantifier l'efficacité maximale qu'il est possible 
d ' a~ indre  sous ces hypothkses, pour un ensemble de ressources donné. Nous avons. en 
outre, pris soin de poser le problème du cona8le d'accts d'une façon claire. en faisant 
ressortir les interactions entre les niveaux cellules et appels qui avaient auparavant Cté, la 
plupart du temps. &udiés en isolation. 
La methode de réfkence est basée sur le calcul d'un debit equivalent pour 
chaque classe de trafic. permettant de quantifier de façon aussi précise que possible, le 
debit devant être d o u e  B une connexion SBR pour une contrainte de perte cellule 
donnée. Le debit équivalent dtpend des parametres de trafic de la connexion et des 
ressources du système, mtmoire et débit, et peut etre calcuit5 de façon inddpendante pour 
chaque classe de trafic; ce calcul est bas6 sur un modéle fluide, permettant de calculer le 
nombre maximum de sources admissibles de façon précise mais conservative. Lt debit 
équivalent est alors obtenu en divisant la capacité de transmission du serveur par l'estimt 
du nombre de sources admissibles, dans un contexte homogène. Le calcul des débits 
équivalents dans un contexte homogène simplifie largement le problbe de l'allocation 
des ressources, car la complexité devient dors ind6pendante du nombre de classes de 
trafic, qui, de par la nature multi-service et la flexibilité des réseaux AIM. sera tleve. 
Notre approche pourra constituer la base d'un contrôle d'accès utilisant des debits 
équivalents calculés hors-ligne. La methode a eté validée au moyen d'une campagne de 
simulation intensive, qui nous a permis d'explorer la zone admissible exacte basée sur la 
probabilité de perte cellule. Les résultats demontrent que dans la grande majorité des cas, 
la fkontiere de la zone admissible est linéaire. ou quasi-linéaire. ce qui assure le bon 
fonctionnement et l'efficacité de la m6thode de reférence. 
Afin d'illustrer l'utilité de la methode comme base de comparaison, nous avons 
effectue une comparaison B une methode concurrente fondée sur des hypothèses 
similaires mais conservatrices. Les résultats demontrent que pour les matrices de trafic 
considérées, la méthode de référence pumet de doubler l'utilisation par rapport B la 
methode concurrente. La possibilité de gains de cette importance témoigne de l'intéret 
d'effectuer une allocation des ressources aussi efficace que possible. Notons que la 
methode d'allocation des ressources B laquelle nous avons compare La nBtre est 
actuellement consid&& pour être implantée dans des équipements de commutation 
ATM commerciaux. ce qui démontre. de fapn Cloquente. le besoin et l'in&& de notre 
travail d'un point de vue d'exploitation de r6seau. En outre. notre notion de debit 
équivalent, qui depend des deux ressources du système, permet d'appliquer les résultats 
du rnodkle de réseau multi-debit B la conception et au dimensionnement des réseaux 
ATM en exploitant le plus efficacement possible la ressource memoire, ce qui n'&ait pas 
possible auparavant. 
Les résultats de cette m&hode sont très prometteurs. Cependant, d'un point de 
vue pratique. nous ne prktendons pas avoir rholu tous les problemes reliés B une 
implantation de cette approche. Notamment. nous n'avons pas Cvalu6 de façon très 
poussée dans cette Chide. les probkmes liés & I'integration des services, ni l'effet sur les 
flux de trafic. de la traversée de plusieurs Ctages de multiplexage successifs. Il restera 
égaiement ii d6velopper des procédures de calcul plus efficaces pour les débits équivalents 
si un éventuel fonctionnement en temps réel est souhaité. 
ABSTRACT 
This work is aimed at providing solutions for the admission control problem in 
ATM networks, in a preventive, open-loop control framework. Our contribution is 
intendeci to ailow efficient operation of fhst generation ATM networks and equiprnent, 
which will provide a restricted set of traffic handling capabilities and wiil seme for the 
most part, variable bit rate trafnc. We have conducteci this study on pragmatic 
assumptions, without restrictive hypotheses on t r a c  sources and in wmpatibility with 
intunational standards on P;IU t r a c  wx~trol, as set by ITU-TSS. We have facused on 
admission control for ATM Transfer Capabiiities using simple, open-loop controls, 
providing quality of service guarantees, and in particdar, on SBR services. which are 
inrendeci to d o w  statistical muhiplexhg of variable bit rate sources. Our approach to 
preventive admission control is baseci on the fact that traftic sources are controlled by 
conformity mechanisms and on the assumption that they are greedy to the extent dowed 
by their regulation. This h e w o r k  is compatible with the information provided by 
aaf5c descriptors defined in the standards and yields robust quaiity of service 
guarantees, since our assumptions on traffic sources, which we tum worst case, are 
consemative. 
The fîrst part of our work focuses on the estimation of celi transfer level quaiity 
of service or, more precisely. on the estimation of the ce11 loss probability in an ATM 
multiplexor serving worst case trafics. These worst case trafics have been identined, 
depending on M M  equipment characteristics, and the relevant analytical models 
available in the lïterature for estimating the loss prabability have been sweyed and 
evaluated in order to i denm the best trade-offs between precision and simplicity. A few 
particularly interesthg models were validateci by cornparison with exact results for the 
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ce11 loss probability obtained by simulation. We have investigated the conditions undu 
wtiich resource docation based on a preventive framework is an atiractive option. In 
particuiar, the uàlization which can be reached on this basis has been evaluated in 
various frameworks, depending on the characteristics of P;IU switching equipement and 
as a function of the traffic parameters declared by comections. Two ATM equipment 
characteristics are phcular ly  critical with respect to the utilization narnely, the shaping 
function, which is the ability of spacing cells to enforce the declared peak ceii rate, and 
the size of the buffers located at the output ports of P;IU switches. Our results mnfîrm 
the importance of enforcing the declared peak ce11 rate by means of shaping. in order to 
protect link utiliration. For switches equipped with smdl buBers. relatively high 
admissible loads can be reached only for connections whose peak ceii rate is smdi with 
respect to transmission capacity. Unfortunately. many applications generate traffic with 
high peak rates. requiring large buffers for efficient operation. Our results show that for 
switches equipped with large mernories. high admissible loads cm be achieved in certain 
conditions which are not too resnictive. 
Our main contribution is to propose a resource allocation method for SBR 
services, that will to ailow efficient operation of first generation ATM switches equipped 
with large buffers. Our approach is intended to d o w  resource ailocation as efficient as 
possible within a preventive control fiamework and based on worst case aanic 
assumptions; it quantifies accurately the achievable utilization in this framework for a 
given set of resources and in this sense, can be considered as a reference method. In 
addition, we have paid attention to both celi and call level aspects of the cail admission 
problem which in most previous work had been studied in isolation. 
The reference method is based on a natural definition of an effective bandwidth 
for greedy regulated sources. which is intented to quantify as accurately as possible the 
amount of bandwidth to be reserved for SBR connections for a given cell loss probability 
target. The equivalent bandwidth is dependent on traffic parameters and on node 
resources. b u k  and bandwidth. and can be computed independentiy for each traffic 
class. It is cornputed based on a fluid mode1 by dividing link bandwidth over an accurate 
but consuvative estimate of the maximum number of admissible sources for a given cell 
loss constrakt, in a homogeneous fiamework. The use of an effective bandwidth 
computed in a hornogeneous fiarnework simplifies the resource allocation problem to a 
large extent. since complexity becornes independent of the number of source classes, 
which is expected to be huge in the ATM context. The reference method is intendecl to 
serve in admission control based on off-line cdculation of effective bandwidths. 
Extensive simulation resdts were used to validated the approach. In fact, we have 
investigated the exact admissible zone for calls based on the exact celi loss probability. 
Resula show that in the rnajority of cases, the boundary of the admissible zone is Iinear 
or very close to linear, which ensures the efficiency and the safety of the reference 
method. 
As an example of how the reference rnethod can be used to assess the 
effectiveness of other resource allocation methods. we have conducted a comparaison 
with another rnethod based on a similar framework and on consemative assumptions. 
Our results indicate that for the considered trafic rnatnces. the reference method yields a 
utilization hHiCe as good as that obtained with the other method. The possibility of gains 
of such magnitude is a strong incentive to ailocate resources as tightiy as possible. It is 
worth noting that the method to which we have compared ours is currently under 
consideration for implementation in P;IU switches which will be commercially 
available. This demonstrates the need for more efficient resource allocation methods 
such as ours and the interest of our work fiom the point of view of network operation 
practia. Moreover. the definition of an effective bandwidth takiag both resources, buffer 
and capacity, into account &ws the use of the mdti-rate loss fiamework and mode1 for 
the design and dimensioning of P;IU networks. taking advantage of bdfer space with 
maximal efficiency. which was not possible with previous effective bmdwidth 
de finitions. 
Results of the reference method are very promising. However, we acknowledge 
that some questions are left with inwmplete answers anci stiil deserve M e r  atîention. 
In particular. issues related to service inkgration or to the impact of going through 
several muitiplexing stages on trafic flows have not received much attention in this 
work. In addition. more efficient computational procedures should be developed in order 
to obtain the effenive bandwidths quickly if real-thne calcuiation is desired. 
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CHAPITRE 1 
Introduction 
Qui n 'a pas aujourd'hui, entendu les expressions Au~oroure de I' information, 
Interner, ou World Wide Web ? L'accès au réseau informatique mondial, qui &ait, il y a 
quelques années encore. plus ou moins réseme B une élite de scientifiques. est 
maintenant passé dans le domaine du grand public. essentiellement grâce B l'apparition 
des logiciels d'exploration de 1 ' Internet. Cette petite révolution c6Bcide pratiquement 
avec l'apparition de seMces et d'équipements muitirnédia qui ont récemment envahi le 
march6 de l'informatique. La difision de plus en plus grande des senrices informatiques 
multimédia ne sera pas sans consCquences sur notre façon de communiquer. Pour rester 
dans le domaine qui nous concerne, celui de l'ingénierie d a  té1écommunications, 
l'explosion de la demande pour ce type de service aura aussi des rCpercussions 
importantes du point de vue des i n f r s~c tu re s  nécessaires pour transporter le trafk 
g M r 6  par ces applications, car le rCseau Intemet existant n'a pas eté conçu pour écouler 
une telle demande, ni pour réaliser l'intégration des services. Le groupe de travail IETF 
(Inrernet Engineering Task Force) travaille actuellement B definir les fonctionalités d'un 
r6seau Internet de deuxième g6nération. large-bande et multi-services. qui serait en 
mesure d'offrir des debits plus importants, et serait mieux adapté aux exigences des 
applications interactives, sensibies aux contraintes temporelles. 
Plut& que de chercher B faire evoluer une technologie existante vers le support 
de debits élevés et l'intégration d u  services, de nombreux chercheurs ont préconise le 
dkveloppunent d'une technologie nouvelle. radicalement différente des réseaux 
uniservices existants. téltinformatiques ou autres. Nous faisons allusion au futur rCseau 
numérique intégration de senrices large-bande (B-ISDN, Broadband Integrcued 
Services Digital Nefwork), qui pourrait egalement servir de support h la celhbre 
autoroute de l'informarion. La technologie ATM (Asynchronous Transfer Mode) a Cté 
choisie par les organismes internationaux de normalisation (ïïU-TSS, Internatioml 
Telecornmunicutions Union, Telecomrnunication Sfandardiza~ion Sector), comme 
infiastructure d'un futur réseau de télécommunications public multi-se~ces B haut 
debit. Contrairement B I'kiternet, l'ATM n'a pas Cté conçu spécifiquement pour les 
rés- informatiques. mais bien pour les reseaux ii htCgration de seNices. c'est-&-dire 
que l'infrastructure ATM a Cté  conçue pour pouvoir offrir B L fois des services de types 
informatiques. télCvisueis, télt5phoniques. etc. Ces suvices, qui sont de natures très 
différentes. requikrent du rCseeu une grande flexibilité. car, d'une part, leun besoins en 
termes de debit occupent un spectre de valeurs assez large et, d'autre part. ils ont des 
contraintes de qualité de service de nature et de séverité trb variées. 
Les réseaux ATM ont Cté conçus de façon B pouvoir o&ir des debits de 
transmission très 6levés. L'information qui circule dans le réseau. sans Cgard B la nature 
du s e ~ e  ou de l'application en jeu, est segment& en paquets trés courts appelés 
cellules, dont la taille est de 53 octets. La commutation de circuits virtuels est utilisée en 
MM, c'est-&-dire qu'une communication comprend trois phases : l'établissement d'une 
connexion, la phase de trELtlSfext de I'information. et la libération des ressources A la fin 
de la communication. L'utilisation de circuits Waiels implique que le choix d'un chemin 
entre l'origine et la destination d'une cornexion est effeztuie pendant la phase 
d'&ablissement, et que les cellules suivent ensuite toutes le meme chemin jusqu'h leur 
destination, ce qui préserve l'ordn des cellules. Il est B noter que les ressources ne sont 
jamais résuvées physiquement pour la durée de la connexion. mais que le circuit est 
Ctabli sur une base logique seulement. Les ressources sont ensuite saisies et utilis6es B la 
demande. 
Les protocoles de gestion des réseaux ATM sont organisés suivant un modèle en 
couches. qui se demarque du modèle de rCfCrence OS1 prevu pour les réseam 
informatiques B bas et moyen débit. Le couche inf&ieure est naturellement la couche 
physique. dont le r81e est d'assurer la transmission des bits d'information et la 
synchronisation. Le protocole SONET (Synchronous Optical Nenvork) a CtC choisi par 
1'ITü comme protocole nomalist5 au niveau physique. Le niveau immédiatement 
supérieur est la couche ATM. qui concerne tout ce qui touche la phase de transfert des 
ceIIdes, et dont la tâche est Unmense. Enfin, au-dessus de la couche AIU se trouve la 
couche d'adaptation M M  ou AAL (pour ATM Adaptation Layer), qui est chargt5e de la 
segmentation et du réassemblage des unités de domkes de niveau applicatif 
(récupération d'horloge et restitution d'un signal synchrone comme la voix. gestion des 
paquets pour les appLications de type informatiques. etc.). Dans cette étude, nous nous 
prkoccupons exclusivement de la couche ATM. qui est chargée de tout le contr8le du 
traflc m. 
A cause des debirs très 6levés qu'elle peut offrir et de sa nature multi-services. 
la technologie M M  se demarque donc profondement des réseaux uniservices que l'on 
connaît aujourd'hui. En particulier. le contrôle du trafic se conçoit en P;IU d'une façon 
très différente de ce qu'il est aujourd'hui dans les réseaux téléinformatiques. L'une des 
fonctions essentielles du contr8le du trafic en M M  est le contrdle d'accès. ou CAC (pour 
Conneetion Admission Contrai), qui est responsable de l'établissement des connexions 
dans le réseau et de I'allocation des ressources. Cette fonction est cruciale. car elle est 
essentielle A l'exploitation efficace des ressources. 
La litîérature sur ce vaste sujet est d'une abondance exceptionnelle. De 
nombreuses propositions de méthodes de contr81e d ' ad% ont été pubiiées ces demières 
années. Cependant, un examen rapide de ces propositions permet de constater que seul 
un nombre très restreint d'entre elles tient wmpte des contraintes pos6es par la 
conception d'un réseau réel. et surtout de 1'Ctat plutdt embryonnaire des connaissances 
actuelles sur le trafic ATM. Des hypothèses très courantes sur le trafic. (par exemple 
sources intermittentes exponentieks ou ayant certaines propri&és markoviemes), 
permettant d'utiliser des methodes d'analyse très t5légantes. sont vraisemblablement 
incompatibles avec les caractéristiques des sources réelles. 
Dans cette ktude, nous avons voulu wnsidkrer le probléme du contr6le d'acds, 
plus particulièrement sous l'aspect de I'allocation des ressources. d'une façon très 
pragmatique. saas hypothbe restrictive sur les sources, et en conformité avec les normes 
intemationales actuelles de l'lï'ü sur le contrdle du trafic. En particulier, nous nous 
sommes efforcés de ne pas perdre de vue les limites et les besoins des équipements ATM 
de premikre ggtnération, qui seront exploités commercialement B court terme. ainsi que le 
type d'applications créant, A court et moyen m e s .  la demande pour les 
communications large-bande, c'est-Mire les wmmunications de type téléinformatique. 
Voyons plus en details les objectifs et contributions de cette thèse ainsi que nos 
hypothèses de travail. 
1.1 Objectifs de I'etude et contributions 
Le but de cette Ctude est d'apporter des solutions au probkme du wntr8le 
d'accès de type pr6ventif dans les réseaux AIU. afin de permettre l'exploitation efficace 
des équipements et réseaux ATM de première génération, qui seront muais de 
fonctionnalités de gestion du trafic relativement restreintes, et sentiront essentiellement 
des connexions de type ttleinformatique. Nous nous sommes efforcés de situer cette 
Caide dans un cadre se rapprochant le plus de la r6aLite des équipements et réseaux ATM 
de première g&kration. Par conséquent, nous nous sommes intéresses au contrôle 
d'a& pour les s e ~ c e s  supports ATM pr6voyant un contrôle du trafic en boucle 
ouverte et des garanties de qualité de service. Nos contributions concernent plus 
particulièrement le cas des sources B debit variable pour lesquelles un multiplexage 
statistique est envisage, c'ut-Mire le seNice support SBR (Statisricol Bit Rate). 
L'approche que nous avons adoptée pour effectuer un contrôle d'accès preventif est 
fondCe sur I'hypothése que les sources de trafic adoptent un comportement de type 
glouton. et exploitent au maximum la marge de manoeuvre qui leur est laissee par les 
mCcanisrnes de conformite les contralant. Cette approche ut compatible avec 
l'information contenue dans le descripteur de trafic nomalis& et permet d'ofTiir des 
garanties de qualitk de service robustes puisque les hypothèses sur l a  sources de trafic 
que nous avons adoptées, dites du pin cas. sont mnservatives. 
Nous nous interessons, dans un premier temps, B l'estimation de la qualité de 
service de niveau transfert, ou cellule. et plus spkcifiquement, B la probabilité de perte 
celitde dans le mdtip1ex AIU servant des trafics de type pire cas. Nous avons identifie 
les trafics dits du pire cas en fonction des caractéristiques de I'équipement MM 
concerné. Nous avons recense et 6valu6 les modéles analytiques appropriés disponibles 
dans la littérature permettant d'estimer la proportion de perte pour ces trafics. afin de 
dCtuminer les meilleurs compromis entre précision et simplicité. Ces modèles ont été 
validés par comparaison B des résultats de simulation exacts pour la proportion de perte 
cellule. Nous evaluons, en outre, dans quelles conditions l'allocation des ressources sur 
une base purement preventive est une option attrayante, et l'impact des différents 
paramètres de trafic normalisés, sur L'efficacitt de I'approche basée sur les hypothèses 
dites du pire cas. 
Noire principale contribution réside dans la proposition d'une méthode 
d'allocation des ressources qui permet d'exploikr efficacement les systèmes munis de 
memoires relativement importantes. pour les services SBR dans lu réseaux ATM de 
première gtneration. Les services SBR pourraient etre utilisés par le type de trafic 
constituant la plus forte demande & court et moyen termes pour les wmmun.ications 
large-bande. c'es t-8-dire le trafic genére par les applications té1Cinforrnatique.s et 
l'interconnexion de réseaux locaux. Remarquons que d'autres seMces supports. 
notamment I'ABR (Available Bit Rate) ou I'UBR (Vnspecified Bir Rate). pourraient 
aussi etre utilisés pour offrir ce type d'applications. Cependant. les m ~ m e s  
nécessaires B la gestion de ces seMces supports ne seront pas présents dans les 
équipements P;IhiI de premikre genération. 
La rn6thode que nous proposons peut &e considérée comme une méthode de 
réfkence. dans un contexte de contrôle preventif bas6 sur les hypothéses de pire cas. au 
sens où eiie permet de quantitier I'efficacitts maximale qu'il est possible d'atteindre sur 
ces hypothèses. pour un ensemble de ressources dome. M n  d'illustrer l'utilité de la 
methode de rCf6rence comme base de comparaison. nous effectuons une comparaison & 
une mCthode d'allocation des ressources concurrente, fond& sur des hypothèses 
similaires, qui est actuellement considérée pour etre implant& dans des commutateurs 
P;IU commerciaux. Notons que I'allocation des ressources sur la base des hypothèses de 
pire cas de trafic apparaît clairement comme la plus naturelie dans le contexte preventif 
avec conirdle en boucle ouverte. qui est celui du mode SBR. En revanche, il faut 
remnnalee que cette m&hode pourrait s'avérer conservative dans le cas où les sources 
de aafîc n'exploiteraient pas fond la marge de manoeuvre qui leur est laissee par les 
mtcanismes de conformité. Dans ce cas, il pourrait erre plus efficace d'adopter une 
approche adaptative plut& que purement preventive, afin de suppleer au peu 
d'information sur le comportement des sources de trafic contenu dans le descripteur de 
trafic normalisé. Deux possibilités s'offrent alors, qui sont d'utiliser les services supports 
ABR ou UBR. ou encore, de mettre en oeuvre des algorithmes de mesure au sein du 
reseau pour Cvaiuer les ressources utilisées par les sources en cours de transfert. 
Rappelons qu'une partie de ce travail a Cté effectuée en collaboration avec des 
chercheurs du Centre National d9Etude des Télecommunications de Lannion, France. 
Avant d'entamer la rewe de littérature. disons quelques mots sur la forme sous laquelle 
nous avons choisi de présenter cette thèse. 
1.2 Organisation du memoire 
Nous avons choisi d'organiser ce memoire suivant le principe de la présentation 
par articles. Bien que partie intégrante de ce mtmoire. les articles ont été joints en 
Annexe, plutôt qu'inclus directement dans le corps de I'ouvrage. dans l'unique souci 
d'en faciliter la lecture. 
Ce memoire s'articule autour de quatre chapitres, dont le premier constitue cette 
introduction. Le deuxikme chapitre présente une revue de littérature critique sur le 
conaSle du trafic et le contrôle d'accès en A m .  Le troisième chapitre contient une 
synthèse du travail effectué, ainsi qu'une discussion intégrée des résultats de l'etude, et 
fait réfeience aux deux articles joints en Annexe : "A survey of struighrfonard s~afisticol 
multiplexing models for ATM network?, de Mignault, Gravey et Rosenberg. publit en 
1996 dans la rewe Telecornmunicution Systems, et "A reference resource allocation 
rnethod for ATM Siatistical Bit Rate services". de Mignault, Rosenberg et Gravey. 
soumis pour publication en 1996 au journal IEEEfACM Transactions on Nerworking. Le 
chapitre quatre, quant B lui, constitue ia conclusion de cette Chide, et presente un r6sumC 
des contributions. ainsi que des perspectives de recherches envisageables. 
Abordons le chapitre deux, en l'occurrence la revue de littérature. 
CHAPITRE 2 
Revue de la littérature 
L'abondance de la littérature axée sur le contrôle de congestion dans les reseaux 
ATM est telle qu'il est pratiquement impossible d'en faire l'inventaire exhaustif. 
Plusieurs sourccs d'information sur les réseaux ATM peuvent etre consultées ; citons les 
textes de Onvurai (1995) et de Hui (1990) qui peuvent etre utilisés comme introduction 
sur le sujet ; plus techniques. les exceilents rapports du COST (COST, 1992 ; COST. 
1996) et naturellement les normes internationales Ctablies par I'ITU-TSS et 1'- 
Forum. Nous nous contenterons de donner ici un aperçu des travaux ponant sur 
diff6rents aspects de ces réseaux pour illustrer les tendances au sein du domaine du 
wntr8le de la congestion en ATM et dans le but de situer notre contribution dans un 
contexte plus large. 
En premier Lieu. les services P;IU et l e m  particularités feront l'objet de notre 
attention. 
2.1 Les services large-bande et l'ATM 
Les réseaux ATM ont &é conçus pour pouvoir offrir sur une même 
infiastructure, une variete de seMces de tt5lécornmunications de natures très différentes. 
demandant, dans certains cas, un debit beaucoup plus important que celui des réseaux 
actuels, et exigeant des contraintes de qualité de s e ~ c e  très diverses. L'affirmation 
p&Me.nte prend presque l 'dure d'un cliche. mais elle reste au coeur de la 
problématique du contrale des réseaux ATM. Un swol  des dB&ents services envisagés 
permet d'illustrer leur diversité. Il est B noter que cenaias de ces services existent dejh en 
version & bas debit. mais que leurs equivalents large-bande sont. pour la plupart, encore 
du domaine prospectif. 
Les services large-bande ont Cté diaes  en quatre caegories par I'ITU (ïI'U 
1-2 1 1, 1990) en fonction de leur nature: 
1. Services de conversation; 
2. Services de téléchargement; 
3. Suvices de messagerie; 
4. Suvices de distribution. avec ou sans conrrSle de la présentation par l'urilisateur. 
Les trois premiers types de services sont interactifs diff&ents degrCs. alors que ceux du 
dernier type peuvent l'être ou non. selon le niveau de contrdle dont dispose l'usager. 
Presque tous ces seNices sont de nature multimédia, c'ut-h-dire qu'ils peuvent 
regrouper des informations de type son. image num6rique. documents. texte. dom& 
informatiques, etc. Illustrons brièvement ces services. 
Les suvices de conversation impliquent la communication en temps réel 
d'information de bout-en-bout du réseau. entre deux ou plusieurs usagers. De cette classe 
font partie plusieurs des services que nous comaissons aujourd'hui ainsi que leurs 
équivalents large-bande : télephone. vidéo conf&ence. videophone, fac-simil6 B haute 
vitesse. transfert de fichier rapide etc. Les services de ttléchargement permettent aux 
usagers de récupérer n'importe quel type d'information m&norisée ailleurs dans le 
réseau, comme dans le réseau Internet actuel : téléchargement d'images B haute 
résolution, de films. ou rapatriement de documentation technique ou de catdogues. par 
exemple. La catégorie de messagerie of& un semice de transfert d'information au 
moyen d'unités de traitement munies de capacités de memorisation et renvoi ; c'est un 
exemple de service non-temps rCel. Elle inclut essentiellement la messagerie 
electronique tvoluée, soit de documents ou de données vidéos. ou de données. par 
exemple des statistiques envoyCes B intuvailes périodiques B une unid centrale de 
traitement Les sentices de distribution sont, quant B eux. les analogues large-bande des 
svvices actuels de teltvision : l'information est transmise à partir d'une sourct vers les 
usagers autorisés B la recevoir. Dans la version d6pounrue de contr6le individuel par 
l'usager, le programme est fixe par la source ; dans le cas contraire, on peut imaginer une 
télevision interactive où l'usager disposerait d'un niveau de contr6le similaire B celui 
d'un magnétoscope. 
Le support B fournir aux différents services depend en grande partie de leurs 
exigences en termes de delais de transmission ; c'est pourquoi il est intéressant de les 
classinw dans cette optique (COST, 1996). On peut ainsi definir trois grandes catkgories 
de services, seion la sensibilit6 aux délais: 
Communications interactives audio/vidéo : conversations, conférences, 
retransmission d'evenements en direct, etc. 
Transfert d'information pour stockage temporaire : mises jour de bases de données. 
transfert hors-ligne de films ou de fichiers de taille importante, etc. 
Transfert d'information pour retransmission immédiate : consultation de bases de 
donnees multimédia. W o  sur demande. courrier ekcîronique, etc. 
Ces catégories ne sont pas nCcessairement exhaustives mais on pense qu'elles sont 
représentatives du trafic ATM. Décrivons ces trois classes de trafic sous les rapports de 
leur sensibilité aux delais et des debits qu'elles requi&rent. 
Les services de communications interactives audio/vidtso sont très sensibles aux 
délais de transmission ; ce sont des suvices B temps del. Les services audio sont 
typiquement caractérisés sous la forme de sources B activité intermittente où les rafales 
de parole alternent avec les silences. Ce type de modClisation pour le îrafic ATM est 
extremement courant, comme nous le verrons dans la suite. NCanmoins. la ttlCphonie 
M M  est souvent considérée comme un service B debit constant. Le debit typique de ces 
sources varie de quelques kilobits par seconde (kb/s) B quelques centaines de kb/s. selon 
la quaütt du signal retransmis. L'on Cvoque aussi la possibilité de traiter directement 
wmme une connexion ATNI. une superposition de conversations (par exemple un Tl) 
plut8t qu'un seul appel ; la source de trafic ATM est alors une superposition dont le debit 
varie par paiiers suivant le nombre de conversaiions en cours (Mauger et Brueckheimer, 
1995). ce debit ttant de l'ordre de quelques dizaines de Mbls. Le trafic vide0 est 
Cgalement soumis aux contraintes de délai, ce qui limite le temps disponible pour le 
codage et la transmission dans le réseau de ce type d'information. Si ces sources sont 
natureliement h débit variable, puisque la quantite d'information B transmettre varie 
suivant le contenu de l'image. le débit de sortie du codeur. lui, peut 2tre constant ou 
variable selon la technique de codage employée et la remise en forme du trafic effectuée. 
Les debits varient entre 1.5 Mb/s et 30 Mb/s environ. selon la définition de l'image. 
Les seMces de téléchargement pour stockage temporaire ne sont pas soumis 
aux contraintes de la transmission en temps réel dans la même mesure que le sont les 
senrices interactifs. En effet, pour ce type de services. l'acheminement de l'information 
dans les meilleurs dClak peut etre wnsid6rC comme un objectif plut& qu'une contrainte. 
En conséquence. le dtbit allouC et Le délai nécessaire au transfert ne sont pas des 
exigences propres B l'information transmise. mais plut& une sorte de mesure de la 
qualité de sentice fournie. Ces services sont souvent qualifiés d'élastiques puisque le 
debit allouC peut etre module en fonction de la disponibilité du réseau. sans que cela 
n'affecte la qualité du service reçu par l'usager. Citons. comme exemples types de ce 
genre d'application, le World Wide Web 0, ainsi que les aansfertî liCs B la mise B 
jour de bases de données. Les volumes de données B transferer sont extrêmement 
variables et peuvent correspondre B quelques milliers d'octets pour un petit document 
texte. B des centaines de Mb pour un disque compact, en passant par plusieurs dizaines 
de Mb pour une image médicale B haute definition. La difficultt5 de caractérisation du 
trafic dtpend tgalernent du type de session envisagé. Par exemple. la consultation d'une 
base de données donne lieu une seule connexion pour une session, pendant laquelle se 
succèdent des rafales d' infornations de différentes tailles suivant le type d'informations 
transmises, entrecoupées de silences. alors qu'une session WWW générera une 
succession de connexions TCP dont les caractéristiques sont connues B l'avance 
(document ou photographie d'une certaine taille. etc.) et donc facilement caractérisables . 
La demière catégorie est celle des transferts d'iaformation pour retransmission 
imm6diate. La différence avec les suvices du premier type se situe au niveau de la nature 
de la contrainte temps réel. En effet, dans le cas des seMces de retransmission, le dtlai 
de transfert absolu en tant que tel est sans grande importance ; c'est h variabilité du delai 
qui doit être contr6lée. Le delai doit impérativement 2tre peu près constant pour chaque 
cellule. pour que le signal puisse etre restitue sans gigue apparente et que le flot du signal 
ne soit pas interrompu en cours de restitution B destination. Cette particulanté permet 
l'utilisation de methodes de codage complexes. telles les m6thodes de type MPEG 
Wall, 1991 ; BO. 1993). La vide0 sur demande est, quant ii eue. censée reproduire la 
fonctionalité d'un magnetacope, ce qui implique des contraintes importantes au niveau 
d u  temps de r6action du réseau. 
Le rCseau ATM peut aussi offrir un type de s e ~ c e  où toutes ces catégories de 
services sont présentes. C'est par exemple le cas des services d'interconnexion de 
reseaux privés virtuels ou de réseaux locaux. Notons que la forte demande pour ce 
service représente ii l'heure actuelle la plus importante motivation pour l'introduction de 
l'ATM dans les r b a w  publics. La difficulté de caractériser ces services en raison de la 
prCsence de phtnomknes de dependance B long terme est maintenant bien document& 
(Fowler et Leland, 1991 ; Leland et al., 1994). Ces études concernent essentiellement le 
u&c dit 'libre' ou hors wntrUle. Par ailleurs. l'impact des protocoles de wntr8le de 
trafic des couches supérieures, TCP par exemple. sur le trafic au niveau ATM est 
important, mais encore assez mal connu. Notom Cgalement que ce type d'application est 
genéralement conçu comme un s e ~ c e  sans connexion. 6ventuellement point-&- 
multipoint ou de diffusion. Comme l'ATM a été conçu sur un modtle de service par 
circuit -el point-B-point. le support de s u v i c e s  sans connexion et multi-point 
nécessite le developpement de procédures de contrôle adaptées wckers et Suda. 1994 ; 
Newman, 1994). D'autre part, le trafic gCnér6 en sortie d'un rCseeu local est déjk une 
superposition de trafics ayant des besoins en tumes de Qualité de SeMce (QS) 
différents, qui devront eventuellement etre traités de façon ciiffiente dans le réseau. ce 
qui ajoute B la dificulté de caractérisation. 
Si l'ttat des connaissances sur le traiic ATM a fait d'enormes progrès au cours 
des récentes ennées. force est de constater que nous sommes loin d'avoir toutes les clés 
et que cette connaissance reste très partielle. La caractCrisation du trafic gCnérC par les 
futures applications ATM est effectivement un domaine de recherche extrêmement actif 
& l'heure actuelle. La cificulté de modelisation de ce trafic est augmentCe par 
l'interaction entre de nombreux facteurs (rnbthodes de contr6le. de codage) tvoluant en 
paralkle. Il est, de plus. très fortement probable que l'avenir verra l'apparition de 
nouveaux services ATM dont nous n'avons pas encore idée aujourd'hui. Ces facteurs 
doivent etre pris en compte dans la conception des mecanismes de contrSle d'un réseau 
que l'on souhaite conçu pour résister B l'epreuve du temps. L'incertitude sur les 
caractetistiques, non seulement des futures applications ATM. mais aussi sur le 
comporkment des applications existantes qui y seront portées. est au coeur de bon 
nombre des problkmes de recherche sur les &eaux ATM, et particulièrement en ce qui a 
trait b l'évaluation quantitative de la qualité de senrice. Cette notion, jP laquelle nous 
avons fait allusion plusieurs fois, fait l'objet de la prochaine section. 
2.2 Metriques de qualité de service et contraintes applicatives 
Nous avons d6j jP mentionnt que les services ATM avaient des besoins variés en 
termes de qualité de service. sans toutefois précisement definir cette qualité. Qu'est-ce 
que la qualite de semce ? Ultimement. la qualité de service se définit par rapport B la 
satisfaction de l'usager recevant ledit suvice (Onwal. 1995). Elle est donc de nature 
subjective, et c'ut une mesure de la performance du reseau dans son ensemble pour le 
semice en question. Cette définition ne se p r h  toutefois pas très bien B une Cvduation 
quantitative. Il faut donc dkfinir des métriques de qualité de s e ~ c e  permettant de la 
quantifier de façon représentative et de la gérer dans le réseau. C'est l'un des bu& de La 
recommandation 1.356 de 1'ITU-T (ïïü 1.356. 1996). 
L'Cvduation quantitative de La qualité de service n'est pas un probléme simple. 
Distinguons d'abord deux types de mCtriques : les paramétres de niveau appel et les 
paramètres de niveau transfert. Les paramètres de niveau appel se rapportent jP la phase 
d'établissement et de liberation d'une connexion, alors que les paramètres de niveau 
transfert (ou cellule) se rapportent B la phase de transfert proprement dite : dtlais de 
transfert. variation de ce dtlai. proportion de cellules perdues et de cellules erronCes etc. 
en sont quelques exemples. Notons que la qualité de service au niveau transfert se 
répercute aux niveaux supérieurs. Par exemple, pour certaines applications, une cellule 
perdue implique une trame emonée et donc une retransmission tventueiie de la trame ; la 
perte de cellule peut donc se traduire au niveau supérieur par une perte de trame ou un 
délai supplémentaire selon le protocole mis en oeuvre. Au niveau appel, la probabilité 
qu'une demande de connexion soit rejetée est un paramètre aès important de la qualité 
de senrice. 
Parmi les mttriques de niveau cellule, les trois principales sont les suivantes : la 
proportion de cellules perdues ou CLR (Cell Loss Ratio). la gigue qui représente la 
variaîion du dtlai cellule ou CDV (Cell Delay Variation), et le délai de transfert ou CTD 
(Cell Tramfer Delay). Il existe par aillem plusieurs autres métriques mesurant les 
différents aspects de la performance du réseau. notamment du point de vue de 
l'exploitation (ITU 1.356, 1996). 
Les différentes classes de service ATM n'ont pas toutes les memes contraintes 
de qualité de service (que nous noterons QS dans la suite). Comme les damées. les 
services vidéo sont sensibles ii la perte de cellule car la perte d'une trame peut entraîner 
la perte de la synchronisation et, par voie de conséquence, l'interruption du service ou la 
réception d'une série de trames erronées. En revanche. les services vocaux peuvent 
tolérer une certaine proportion de perte sans que le s b c e  en soit gravement degrad6 
pour autant. Cene diversité des exigences se présente comme une tvidence depuis 
pratiquement les debuts du dCveloppement des réseaux h intégration de services. Ii 
demeure toutefois hasardeux de citer des objectifs de QS precis en termes quantitatifs. 
car les objectifs dependent des protocoles utilisés aux niveaux supérieurs B la couche 
ATM. Les services multimedia combinant des services de différents types sont 
potentiellement les plus exigeants, car dans ce cas. on pourrait ene contraint de garantir 
les objectifs de QS les plus stricts B l'ensemble des suv ices .  ce qui serait le plus simple 
du point de vue du contrBle du trafic (Onvurai. 1995). 
Le tableau 2.1 a Cté extrait d'onvural (1995) (source originale, projet RACE) 
& d'illustrer les différentes exigences en termes de QS de certaines applications M M  
au niveau de la perte de cellule et du délai moyen. Le tableau 2.2 est extrait de (Woodniff 
et Kositpai boon, 1 990) et concerne les exigences d'applications constinian t une session 
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mukirnédia, en tumes de perte celitde et de gigue. Ii est B noter que ces exigences se 
situent au niveau applicatif et se rapportent B la performance globale. de bout-en-bout, du 
réseau. 








Remarquons la grande disparité entre les valeurs de contraintes sur le CLR & la 
voix (109 et de la vide0 interactive (10-~4, par exemple ; ce dernier service u t  aussi 
très exigeant au niveau de la gigue. ce qui n'est pas le cas des services de transfert 
d'images ou de données. 
Pour pouvoir o f i  une qualité de service appropriée aux applications. il est 
clair que le réseau doit etre en mesure d'&dur quantitativement cette quaiité de service 
pour prendre les mesures de gestion Cventueiies. Cene Cvaiuation quantitative de la QS 
fait l'objet de la prochaine section. 
23 Moyens d'évaluation quantitative de la qualité de service en ATM 
Nous avons discuté dans la section précédente de la notion de qualité de servi= 
en kWh4 et des métriques permettant de la quantifier. La présente section traite de 
1'6valuation quantitative de ces metriques de QS. Comme toute Cvaluation de 
performance. celle des réseaux P;IU passe par 1'6laboration de modéles abstraits assez 
simples pour être analysés, tout en retenant les caractéristiques essentielles du trafic. Ces 
deux objectifs ne sont pas forcement compatibles. La difnculté est augmentte par les 
incertitudes sur le trafic g6nére par les futures applications P;IU ; c'est pour cette raison 
que la mod&sation du trafic ATM est un domaine de recherche très actif B l'heure 
actuelle, en particulier en ce qui a trait aux études cherchant A caractériser le trafic réel. 
Comme nous l'avons souligné dans la section précédente. la qualité de service 
perçue par les applications est celle de l'ensemble du réseau. c'est-&-dire de bout-en- 
bout. La QS est, par conséquent, dependante de phénoménes se produisant sur tous les 
commutateurs traversés dans le réseau, voire du réseau dans son intégralité. Il est en 
genéral très difficüe d'évaluer exactement une metrique de QS qui depend d'événements 
mutueiiement dCpendants et comles. se produisant B différents endroits du réseau, et 
l'on est donc forcé de recourir B des hypothèses de simplification. En pratique. 
L'tvaluation d'une métrique de QS, qu'elle soit de niveau transfert ou de niveau appel. 
est donc dCcomposk en deux aspects : un aspect local, soit la performance sur un seul 
commutateur, et ensuite un aspect global, au niveau du réseau. 
Outre cette d&omposition, que l'on pourrait qualifier de geographique, il existe 
un autre principe de simplification @ès utile en ATM, qui consiste en la separabon entre 
métriques de niveaux appel et transfert. C'est celui de la décomposition par échelles de 
temps. Cc principe consiste d'abord B identifier quels phénoménu sont dominants dans 
un certain contexte et h definir des modéles simplifiés. permettant de caractériser 
adéquatement ces phenomenes essentieis, tout en restant d'un niveau de complexité 
raisonnable. En effet, les reseaux ATM comportent des variations de debit plusieurs 
échelles de temps diffkrentes. et il n'existe pratiquement aucun modèle permeaant de 
caractériser adéquatement B toutes les échelles de temps les phénom&nes concernés 
(Kroner et al., 1990). 
Nous dons donc, dans la suite de cette section, discuter en premier Lieu de ce 
principe de separation des échelles de temps ; puis, nous aborderons les dinkrents types 
de mod&les servant h l'évaluation de la QS de niveau transfert, essentiellement la 
probabilitt de perte cellule, au niveau local. suivi d'un survol de la Littérature concernant 
les aspects réseau de cette QS. Nous wncluerons cette section avec un regard sur les 
mCthodes d'estimation des metriques de niveau appel. 
2.3.1 Principe de séparation des échelles de temps 
Les modèles utilisés couramment dans les ttudes ATM sont en genéral très 
simplifiés par rapport aux études de cas sur le trafic réel. Les modeles appropries 
dependent naturellement du type de semice sous consideration, et de l'échelle de temps 
des phenoménes que l'on desire etudier. En effet, plusieurs niveaux de mod6lisation 
peuvent & t e  envisagés. Ainsi, on consid&re souvent que le trafic ATM se présente sous 
une forme hiérarchique B plusieurs niveaux de complexite. Cette hiérarchie est organisée 
suivant le principe de la skparation des échelles de temps introduit par (Hui, 1988). La 
figure 2.1 représente le processus de gdneration de cellules B l'intérieur d'une c o ~ e x i o n  
genérant un trafic intermittent. Ce mod&le est bien sûr simpMC car en pratique. rien 
n'empêche les sources d'avoir plusieurs niveaux d'activité. Trois niveaux sont 
représentés. Le premier niveau est le niveau cellule. où l'on tient compte des arrivées 
discr&tes de cellules intervalles plus ou moins r6guiier. C'est le niveau de modéiisation 
le plus détaillb. Au niveau rafale. on représente le fait que la source alterne ente des 
periodes actives et inactives. Dans ce cas. une rnodUisation fluide est appropriée. c'est-h- 
dire que l'information est représentée comme un liquide qui est retenu dem&re un 
barrage et s'&ode de façon continue à un debit maximal correspondant au debit de 
transmission. ou capacité de service. Finalement. au niveau appel ou connexion, une 
source est généralement considerée comme ayant un debit constant appele debit 
équivaient . 
Au niveau connexion. les modèles sans attente sont les plus naturels. puisque. 
dans le cas le plus repandu. les appels ne sont pas mis en attente. mais sont rejetes 
lorsque les ressources ne sont pas disponibles (d'autres politiques sont cependant 
possibles). En revanche. au niveau cellule, ce sont les modélu de files d'attente qui sont 
les plus pertinents. car les multiplexeurs et commutateurs P;IU sont munis de tampons 
en sortie oii !es celluies sont mises en attente avant d'être transmises sur un lien. Au 
niveau rafale. enfin. les deux types de modèles sont utilisés. selon l'importance de la 
taille du tampon par rapport h celle des rafales. 
\ Connexion 
Rafale 
Figure 2.1 Hiérarchie de mod6lisation du traiic ATM 
Comment evaluer les probabilités de blocage en MM, où l'on retrouve bien la 
notion de circuits virtuels. mais où les appels se partagent deux ressources plus ou moins 
interchangeables, mCmok et bande passante ? L'estimation des probabilif& de blocage 
passe par la réduction du probliime multi-ressources il un probkme à une seule ressource. 
grâce B la notion de debit équivalent. A l'échelle de temps d'une connexion, le debit 
demandé par un appel est ainsi consider6 comme constant. Le debit équivalent d'une 
source est le debit minimal qui doit lui etre &out pour que la qualité de service de 
niveau transfert soit respect&. En quelque sorte. la notion du debit équivalent 
'encapsule' l'information sur la QS de niveau cellule. La notion de debit équivalent 
prend alors tout son sens : celui de permettre l'application de la theorie des réseaux sans 
attente en jouant le r81e du nombre de serveurs occupés dans les réseaux B commutation 
de circuits classiques (en ATNI ce nombre est toutefois un réel) (voir par exemple Ritîer 
et Tran-Gia, 1994). Nous y reviendrons dans la suite. 
2.32 Moyens d' évaluation de la QS au niveau transfert - aspect local 
L'Cvaluation de la qualité de savice de niveau transfert est le plus souvent 
effectuée sur un seul noeud en isolation, par des rnod&les de files d'attente reprbentant le 
multiplex d'un port de some d'un commutateur AIM.  Ces modèles permettent d'estimer 
la probabilite de pene de cellule par dtbordement et Cventuellement le delai moyen dans 
un noeud, qui sont assimilées respectivement au CLR et au CTD locaux. Ces modèles 
peuvent etre exploités pour calculer la Q S  au niveau réseau, A condition que les différents 
commutateurs puissent etre traités de façon independante, ce qui est le cas dans certaines 
conditions. 
La plupart du temps, c'est la probabilité de perte cellule sur l'ensemble des 
connexions que l'on estime. C'est un indicateur de la performance globale du multiplex ; 
lorsque les sources sont identiques ou ne sont pas trop différentes, on peut admettre que 
c'est un indicateur fiable de La QS reçue individuellement par classe de connexions. C'est 
toutefois une mesure irnparfaik de la performance lorsque le trafic est très hetérogène. 
car on sait que la perte encourue par chaque type de connexion est ciifferente et, en 
particulier, que certaines connexions reçoivent un traitement inférieur B la performance 
globale (Norros et Virtamo, 199 1 ; Bonomi et al.. 1993). Dam certains cas. l'utilisation 
de la perte cellule globale comme critère de performance peut amener des résuitats 
contre-intuitifs (Sevilla et Gravey, 1996). En toute rigueur, c'est la probabilité de perte 
par classe de connexions qu'il faudrait Cvaluer (Doshi, 1994). Néanmoins, pour des 
raisons pratiques, c'est la plupan du temps la perte globale qui est choisie comme 
indicatew de performance. Précisons qu'elle est elle-meme. dans un grand nombre de 
cas. très difncile. sinon impossible B evaluer exactement. L'6valuation de la probabilité 
de per& par connexion poserait des problèmes encore plus difficiles. 
Cette difficulté est amibuable B l'existence de corr6lations h deux niveaux dans 
le processus d'arrivées : d'abord une corrt5lation nkgative B court terme, due B 
l'espacement rkgulier des cellules ; ensuite des corrélations positives B plus long terme. 
dues, cette fois. aux arrivées se produisant en rafales. Cette double échelle de temps 
donne lieu B une forme très caractéristique pour les distributions Liées A longueur de la 
file. La distribution complémentaire du nombre de clients dans le système. notée Q(x). la 
probabilité que la file soit de taille x, P(x). et la probabilité de perte en fonction de la 
raille du tampon. CLR(x). prennent toutes la forme caracttkktique qui est illustrt5e B la 
figure 2.2. Notons les deux plages de comportement très distinctes en fonction de la M e  
Figure 2.2 Forme des distributions liées la longueur de la file. et de 
la probabilité de perte en fonction de la raille du tampon pour le 
aafic VBR dans le multiplex ATM 
du tampon. notée x. 
La première partie de la distribution est due aux arrivées simultanées de cellules 
de sources indCpendantes ; c'ut la composante cellule de la longueur de la file. Cet effet 
domine pour les petites tailles de tampon. La deuxième partie de la courbe, dont la pente 
est beaucoup plus faible, est la composante rafale ; eiie est provoquée par l'accumulation 
de rafales entibes dans le tampon, lorsque le taux d'arrivée instantan6 depasse le debit 
de transmission pendant un intemalle de temps assez long. Notons que les longues files 
sont dues B l'accumulation de ces rafales dans le tampon, donc B la contribution rafale 
essentiellement (Roberts, 199 1). 
La d&xmposition par tchelles de temps permet de simplifier l'analyse : les 
deux échelles sont mod6lisées separement, selon la composante dominante 
correspondant B le taille de la file ou B l'échelle de temps sous considération (Kroner et 
al., 1990 ; Norros et al., 1991 ; Roberts, 1991; Rasmussen et al., 1991). Ainsi, la 
composante cellule de la file est forcément représentée par le biais de mod*la tenant 
explicitement compte de la nature discrète des arrivées. alors que le comportement de la 
me. lorsque la composante rafale domine, se prête bien B une mocielisation par un 
système fluide. 
Toutes Cchelles de temps confondues. il existe essentiellement deux types de 
mtthodes pour analyser les systèmes tamponnes, selon que le système est muni de la 
propriCté markovienne ou non. Si le système appartient B la classe des processus de 
Markov, on peut faire appel aux methodes matricielles, B condition que l'espace des ttats 
soit de taille raisonnable. Dans le cas contraire, l'approche de Benes (Benes, 1963) 
fournit une alternative très gentrale pour l'analyse des files d'attente. Le lecteur intéresse 
poma se référer au rapport du COST (1996) pour un tour d'horizon beaucoup plus 
dCtaill6 et complet des différents mod&ies de trafic ATM developpés récemment et un 
expose de l'application de la methode de Benw B diff6rents systèmes. 
Modèles au niveau cellule 
Les modèles de niveau cellules sont utiles pour modCher les amivées sur une 
échelie de temps relativement courte ; ce niveau, pratiquement toutes les sources ATM 
sont localement périodiques ou silencieuses. Les mod&les de niveau cellules sont 
Cgalement les seuls qui permettent d'analyser les phénomènes de gigue. On peut 
distinguer les processus de renouvellement et les processus de type Markov. 
Dans la première classe. citons outre la file MIDl1. les modèles N*DIDII et 
z , D  ,/D/l (Roberts et Virtamo. 1991) et GéoIDI I (Gravey et ai.. 1990) par exemple. 
qui ont eté developpés dans le but de dimensiorner l a  commutateurs ATM. Certains 
modèles ont Cté dCveloppés spécifiquement pour l'Cnide de la gigue (la file M+D/D/I 
par exemple). B ce sujet consulter (Gravey et Blaabjerg, 1994). 
D'autres mod&les permettent de tenir compte B la fois de l'arrivée discr&te de 
cellules et des changements de dCbit dus aux variations de niveau rafale. Peu de 
contzibutions trsitent explicitement les trois échelles de temps (cellule. rafale, appel) ; 
(Hubner et Tran-Gia, 1991) est, en ce sens, une exception. Parmi les modèles 
markoviens, les mockles de Poisson B modulation rnarkovienne (Markov Modulated 
Poisson Process) ont 6t.é très en vogue il y a quelques a m k s  (Heffes et Lucantoni, 
1986). Plus récemment, les modtles B arrivées de Poisson groupées (Discrete Batch 
Markovian Arriva2 Process). qui sont une g6néraiisation des premiers. ont reçu beaucoup 
d'atrention (Blonciia et Casals, 1992 ; Kaufinan. 1994). Si ces mod&ies ont l'avantage de 
se pr2ter relativement aisément B l'analyse. leur pertinence. du point de vue de la 
représentation fidèle des caractéristiques du trafic ATM, est souvent mise en doute car 
leurs paramètres n'ont pas de sens physique particulier. 
Modèles au niveau rafale 
Au niveau rafale, les mod51es fluides sont souvent considCrCs comme les plus 
adéquats. Il faut distinguer deux possibilités, selon la raille du tampon par rapport & celle 
des rafales. Si le système peut etre mod6list5 comme etant sans tampon au niveau rafale 
(c'est-Mire que le tampon est suffisant pour absorber la CDV. mais pas les longues 
rafales). dors la probabilité de perte ne depend que de la distribution du débit instantan6 
et peut donc &tre Cvaluée par convolution, et ce pour des classa de sources très gCnérales 
(Hui, 1988 ; Iversen, 1987 ; Rasmussen et al., 1991 ; Linciberger. 1991). 
Dans le cas contraire, la distribution du nombre de c i i e n ~  dans le système et la 
probabilité de perte cellule sont très sensibles au comportement stochastiques des 
sources. DifFerents types de modèles sont fréquemment rencontrés dans la littérature, 
dont les processus B debit modulC par une chaîne de Markov (MMRP, Markov 
Modulated Rate Process). Ce type de modele a souvent Cté utilise pour la voix par paquet 
avec suppression des silences, rnoddisee par une source intermittente présentant des 
longueurs de rafales et de silences disoibuCes selon une loi exponentielle (Anick et al., 
1982 ; Tucker. 1988). Un cas h i t e  de ce processus est produit par l'anivée de rafales 
selon un processus de Poisson (Kosten, 1974). La superposition de sources intermittentes 
exponentielles a égaiement tté souvent utilisd comme modèle de trafic N M  (Gibbens et 
Hunt, 1991 ; Lee et Mark, 1995) en raison de sa relative simplicité dytique. Des 
MMRP plus g6nCraux sont traites par (Elwalid et Mitra, 1993 ; Kesidis et al., 1993) ; une 
source peut alors Cmeme h plusieurs débits, et la durCe de sejour dans chaque Ctat est 
exponentielle. 
La pertinence de ces diff&ents mod&les pour le trafic MM est remise en cause 
par l'une des découvertes sur le trafic les plus marquantes des récentes années. Il s'agit 
de l'existence des phtnomknes de dépendance B long terme ou d'aut~similarité, 
notamment dans le trafic Ncuiant sur les réseaux de type Ethernet (Leland et al.. 1994b). 
dans le trafic vide0 B ddbit variable (Gamn et WiIlinger, 1994 ; Beran et al., 1995). ainsi 
que dans les réseaux publics (Paxson et Floyd, 1995). Ce phénoméne de d@endance B 
long terme est dO B l'existence de corrClations positives importantes sur plusieurs 
échelles de temps, de la milliseconde B plusieurs heures, et il revet une grande 
importance du point de vue du dhens io~ement  des tquipements. Les mod&les de file 
d'attente avec irafic correlC B long tume constituent donc un domaine relativement 
nouveau et la recherche se poursuit activement (Likhanov et ai, 1995 ; Norros, 1994 ; 
Noms, 1995 ; Brichet et al.. 1995). En ce qui a trait au trafic vidéo, le lecteur intéresse 
pourra se rtférer B (Frost et Melameci, 1994) pour un aperçu des Merentes techniques 
de modélisation. Contrairement aux modèles markoviens, dont les extr&nités de 
distribution sont exponentiellement decroissantes, les mod&les de type 'fiactal' d o ~ e n t  
lieu B une décroissance algebrique qui est beaucoup plus lente. Ces phenomknes 
remettent donc en question un certain nombre de résultats sur le trafic AIU qui Ctaient 
fondés sur cette décroissance exponentielle. 
2.3-3 Evaluarion de la QS de niveau transfert de bout-embout 
L'6valuation de la qualité de service de bout-en-bout est beaucoup plus 
complexe que I'évaluation au niveau local, parce que la traversée d'une file d'attente 
PAPS modifie les caractéristiques du flux saversant, et B cause des correlations existant 
dans les reseaux. meme pour des endroits g6ographiquement eloignb. Plusieurs 
approches sont envisageables pour Cvaluer la QS de bout-en-bout. La methode la plus 
simple est celle qui consiste B supposer que tous les cornmutateun (ou liens) sont 
ind6penciants ; on effectue dors une Cvaluation locale sur de la QS sur chaque 
curnmutateur, sans tenir compte des wnelations, et on en déduit la QS de bout-en-bout. 
L'hypothèse d'independance des noeuds est applicable dans certaines conditions. 
notamment lorsque la capacité de s e ~ c e  st relativement Clevée par rapport au debit 
c r h  et que l'acheminement est sufisamment diversint5 (Lau et Li, 1993 ; de Veciana et 
al.. 1994). D'autres approches impliquent l'etude et la caractérisation du flux de sortie 
(Aalto, 1994) ou la définition de bornes déterministes sur les délais de traversée, 
notamment pour des disciplines de service équitable qui préservent certaines propri&% 
des flux (Cm. 199 1 b ; Parekh et Gallagher. 1994 ; Cruz. 1995). Ces bornes sont toutefois 
connues pour etre très conservatives. 
La facette wmpl6mentaire de ce problème est I'&ablissement d'objectifs de 
qualité de s e ~ c e  sur chacun des noeuds qui soient compatibles avec les objectifs de 
bouten-bout. Pour a qui u t  de la perte ceUule. en supposant que chacun des noeuds 
puisse être analys6 independamment, une façon simple de faire consiste 8. repartir la 
perte egalement sur chacun des noeuds et de considérer que la perte totale est la somme 
sur les noeuds traversés. Du point de vue du delai. il semble que la CDV maximale de 
bout-en-bout amesponde h peu prés au delai maximal sur un seui noeud (Kroner et al.. 
1992). c'est-&-dire qu'en moyenne, la CDV encourue est fonction d'un seul lien qui agit 
wmme un goulot d'étranglement. Il suffirait donc de borner le délai sur chacun des 
noeuds en conséquence. Ces problèmes sont discutés par (de Vaciana et al.. 1995 ; 
Ferrari et Venna, 1990 ; Towsley. 1993). 
2.3.4 Evaluation de la QS au niveau appel 
La p ~ c i p a l e  mCtrique de qualité de service au niveau appel est la probabili~ 
qu'une connexion soit refusée lors d'une demande d'&ablissement. En effet, en pratique. 
le nombre d'appels en cours sur un faisceau est un processus aléatoire et il arrive que des 
appels doivent etre refusés si les ressources ne sont pas disponibles. L'Cvaluation des 
probabilités de blocage de niveau appel dans les réseaux ATM repose sur l'application de 
la thtorie développée A l'origine pour Ies réseaux B commutation de circuits. A ce sujet. 
le lecteur pourra consulter (Girard, 1990 ; Kelly' 1991b ; Ross, 1995) pour un traitement 
détaillt. Comme nous I'avons fait remarquer B la sous-section 2.3.1. l'utilisation de la 
théone des reseaw B commutation de circuits repose Cgalernent sur l'existence d'une 
notion de dCbit équivalent. isolant du niveau appel les phenoménes se produisant dans le 
&seau B des échelles de temps plus rapides. Ce debit équivalent tient alors lieu de 
nombre (réel) de serveurs affectés B un appel. Nous elaborerom sur la notion de ddbit 
équivaient B la section 2.6.2. Revenons pour l'instant A I'évaluation des probabilités de 
blocage dans les réseaux commutation de circuits. 
Les modéles propres B 1'6valuation de la probabilité de blocage des appels 
impliquent gbnéralement des modéles sans attente, dits A ressource unique puisque seule 
la capaciié de transmission est rnodkiisée. Le processus de gentkation des appels est 
souvent modtlise comme un processus de Poisson. Les débuts de cette théorie remontent 
aux travaux classiques sur les faisceaux téléphoniques d'un précurseur, Erlang 
(Brockmeyer et al.. 1948). Le mod&le d'Wang permet 1'6vaiuation de la probabilité de 
blocage pour un seul sentice. sur un seul arc, pour un processus d'arrivées d'appels de 
Poisson. 
La première extension de ce modèle concerne l'évaluation des probabilités de 
blocage dans les réseaux téltphoniques commutés. Dans un réseau. l u  probabilités de 
blocage dtpendent des proc&iues d'acheminement mises en oeuvre. comme illustr6 par 
exemple dans (Dziong et al., 1993). Meme dans le cas le plus simple d'un réseau uni- 
service. 1'6valuation des probabilités de blocage est compliquée par les habituelies 
difficutés dues B la taille de l'espace des &ats. qui croît exponentiellement avec le 
nombre de liens dans le réseau et la capacite des liens. Ainsi, il est pratiquement 
impossible de calculer exactement ces probabilités dans le cas général, sauf pour des 
rCseaux de toute petite taille. Les approximations classiques de type & réduction de 
charge permettent de diminuer la complexité de calcul (Keliy, 1986). En posant 
I'hypothèse de I'independance statistique des arcs, le problème de 1'6valuation de la 
performance du réseau se trouve décomposC en un ensemble de probl8mes independant 
sur chacun des arcs. Cette technique implique la definition de deux fonctions : la fonction 
de faisceau. exprimant la probabilie de blocage sur un faisceau en fonction du trafic 
offkrt (par la fonction d'Erlmg, par exemple) et la fonction de charge. exprimant le trafic 
offert B un arc en fonction des probabilités de blocage sur les autres arcs du réseau. La 
probabilité de blocage de bout-en-bout du réseau est donnée par I'approximation dite de 
rtduction de charge. où chaque arc est vu comme réduisant. de façon indkpendante, le 
trafic écoulé sur les autres arcs sinies sur une meme route. On obtient ainsi un système 
d'équations non-linéaires. habituellement résolu par la technique des substitutions 
successives. dont la solution est appelée point fixe d'Erlang (Girard, 1990 ; Kelly. 1986). 
La théorie a ensuite été étendue au cas des réseaux multi-sc"SVices sans attente, 
qui est relativement bien developpé. il est possible de calculer les probabilités de blocage 
des différentes classes de trafic sous fome produit (Enomoto et Miyarnoto. 1973 ; Aein. 
1978), ou récursivement sur un lien (Kaufman, 198 1 ; Roberts. 198 1), ou encore, pour 
certaines topologies de réseaux particuliéres (Ross et Tsang, 1990). Les probabilités de 
blocage dans un réseau rnultidkbit quelconque peuvent etre approchees en apphquant 
les techniques de reduction de charge. c'est-Mire en supposant que chaque lien est 
indépendant (Dziong et Roberts. 1987 ; Chung et Ross, 1993). Dans l a  grands réseaux, 
certaines approximations asymptotiques permettent de simplifîer l'évaluation des 
probabilités de blocage (Labourdette et Han, 1990 ; Gazdzicki et al.. 1993 ; Mina et 
Monison. 1994b ; Theberge et al., 1995). La théorie a aussi etc developpk pour des 
processus d'arrivées autres que Poisson et différentes politiques de partage de la 
ressource, notamment pour le cas où l'on réserve une partie du dtbit sur un lien (trunk 
reservarion) ; A ce sujet, on pourra se rkfdrer au rapport (COST, 1996) ou h 
(Kleinewillinghofer-Kopp et Woher, 1988). pour un aperçu et une comparaison 
respectivement. Ces politiques de partage de la ressource sont nécessaires dans les 
réseaux multi-debits car les services requhnt un debit dev6 tendent B etre defavorises 
par rapport aux services requérant un débit plus modeste. Par ailleurs, un courant de 
recherche récent consiste B dCvelopper I'6valuation et le contrSle de systèmes multi- 
services, multi-ressources (Jordan, 1995) mais dans ce dernier cas, les ressources ne sont 
pas interchangeables, ce qui ne pexmet pas l'application directe B ITATM. 
Ces remarques mettent fin B notre discussion de I'6valuation quantitative de la 
qualité de service en ATM. Après les methodes de modClisation du trafic et d'évaluation 
de la QS en ATMT qui ont eté considCr& en isolation, nous nous attardons aux 
procédures qui permettent de gérer et de protéger la performance du réseau et. par 
conskquent. la qualité de s e ~ c e  offerte aux applications. La prochaine section est 
consau-ee au contr6le de trafic ATM. aussi appel6 contr6le de congestion, ainsi qu'au 
contrôle d ' a d ,  plus spécifiquement dans le cas où une philosophie de wntrSle de 
traffic preventif est mise en oeuvre. 
2.4 Le contrôle de trafic en ATM dans la littérature 
Quelles procédures de conadle du trafic faut-il mettre en oeuvre pour pouvoir 
offrir des semices applicatifs de nature et d'exigence en texmes de QS aussi différentes 
que ceux dont nous avons brièvement discuté ? C'est B cette question que tente de 
répondre une bonne partie de la recherche en ATM. Les avis divergent quant B la 
methode la plus efficace et l'on peut distinguer essentiellement trois approches. c'est-8- 
dire les mCthodes prtventives. rhctives. et hybrides. 
2 -4.1 Méthodes de contrôle de congestion 
En premier lieu. précisons la nature et le but du contrôle de trafic. Par conîrdle 
du trafic. nous entendons l'ensemble des procédures de contr6le et de gestion du réseau 
au niveau de la couche ATM. qui ont pour but d'assurer le fonctionnement adéquat du 
rtseau et le maintien des objectifs de QS des connexions actives. en conditions 
d'op6ration normales. Ceci n'inclut pas. par exemple. les problèmes de 
dimensionnement qui sont considCr& ici comme du ressort d'une planification plus 
long terme. Signalons que l'expression "wntrdle de congestion" est aussi souvent 
utilisée comme synonyme de con1r8le du trafic. La congestion peut &tre définie comme 
la degradation des performances du réseau, qui se produit lorsque la demande pour les 
ressources (espace memoire et bande passante) excède la disponibilite. Le contrble du 
trafic vise B maintenir les puformances du réseau tout en exploitant au mieux les 
ressources. 
Au debut des etudes sur l'ATM. l'opinion qu'une philosophie de contrdle de 
t d c  preventif s'imposait dans ce type de réseau etait très rCpandue (COST. 1992). Bien 
que le contrôle de type réactif ait jusqu'h maintenant W la nonne dans les réseaux de 
paquets. on croyait que le produit delai-dkbit des réseaux ATM &ait trop Cleve pour 
permettre B un contrôle réactif de fonctionner efficacement. Le produit delabdébit 
determine le nombre de ailules en transit dans le réseau. Lorsque ce nombre est éleve. il 
ut difficile k un contrôle, fonctionnant au moyen d'une boucle de contre-réaction, de 
signaler suffisamment rapidement l'apparition de la congestion dans le r6seau pour 
intervenir et l'enrayer. Lu methodes de contrble en boucle ouverte apparaissaient donc 
comme la seule option valable. Il est maintenant admis que plusieurs philosophies de 
contr8Ie cohabiteront dans les réseaux ATM. Les normes sont toutefois muettes quant à 
la réalisation matérielle de cette cohabitation (ITU 1.37 1, 1996 ; ATM Forum, 1996). 
Distinguons trois philosophies de contrôle : methodes préventives. reactives, et 
les méttiodes hybrides. Les mtthodes preventives, opCrant en boucle ouverte. visent B 
éviter que toute congestion ne se produise dans le rtseau. Elles reposent sur la notion 
d'un contrat de tr&c établi entre le réseau et la source demandant l'accès. Une 
connexion prtisente une requête d'accès au réseau pour un certain service support (dtfini 
par la suite), sur la base d'une déclaration de paramétres caractérisant le tr&c de la 
source ; cette déclaration est compl6tée par la classe de QS requise par la connexion. Si 
le rCseau est en mesure de supporter l u  contrats dejh en cours et de garantir la QS 
demandée par la nouvelle connexion. celle-ci ut acceptée, et le réseau s'engage B foumir 
la qualité de service demandée. Cette garantie ut conditionnelle B ce que la source se 
conforme aux paramètres déclarés ; pour éviter tout abus, le réseau effectue une 
v&ification de la conformité en cours de connexion. Intuitivement, l'approche la pius 
simple pour donner une garantie de QS consiste B effectuer une allocation au debit créte. 
c'est-&-dire qu'une connexion acceptée réseme le debit maximum auquel elle peut 
transmettre. Cette approche est naturelle dans le cas des sources B débit constant 
(Constant Bit Rate ou CBR). mais pour la majorité des sources ATM, le debit moyen est 
beaucoup plus faible que le debit crête, et une allocation au debit crête se révélerait 
extrêmement inefficace. L'allocation au debit &te, en appsnnce si simple, est 
compliquée par le problème de la gigue (Roberts et Guillemin, 1992). qui ut causée par 
la variabilit6 des déiais de transfert dans le réseau. La notion de partage statistique 
permet d'exploiter plus efficacement les ressources en tirant profit de l'activité 
intermittente des sources B débit variable ; les ressources du réseau sont alors douées 
sur une base logique ou statistique. Une efficacité supérieure peut ainsi Sire atteinte, au 
prix d'une faible probabilite que la demande pour les ressources excède l'ofie lorsque 
l'activité aléatoire d'un grand nombre de sources coincide. Les methodes preventives 
avec contrdle en boucle ouverte et rnultiplexage statistique peuvent etre classees en deux 
catégories. selon la taille des tampons dans le réseau. On parle de cadre de multiplexage 
B rafales perdues, si les rampons sont relativement petits par rapport ii la taille des rafales 
; ou de rnultiplexage A rafaies tamponnées, si les tampons sont de taille A mettre plusieurs 
rafales en attente (COST, 1996). Dans les deux cas, le contrdle de trafic est base 
essentiellement sur le contrôle d'accès. puisqu'une fois qu'une connexion est acceptée. 
le flot de son trafic accède au réseau librement, dans la mesure où if est conforme aux 
paramètres dkcl~6s. Ce contrôle d'accès sera cependant effectué de manière ciifferente 
selon le cadre d'opération choisi. 
A mi-chemin entre les mtthodes préventives et reactives se trouvent les 
méthodes hybrides, fondées s u .  la résemation de ressources au niveau rafale plut& qu'au 
niveau connexion, ce qui leur donne un Clément de reactivité h l'état du reseau. Les 
mécanismes de rCservation rapide (Fasl Resentarion Prorocol ou FRP (Boyer et 
Tranchier, 1992)) permettent la rCsuvation d'un debit &te pour la durée d'une rafale ; il 
est dors possible de negocier un debit crête variant par palier pendant la durée d'une 
connexion. Selon la version du protocole. la source doit attendre un acquittement positif 
avant d'envoyer sa rafale (FRP Delayed Transmission) ou peut envoyer la rafale 
immédiatement B la suite de la requete (FRP Immediate Transmission). Dans 
I'Çventualite où le débit requis n'est pas disponible sur l'un des noeuds. la rafale est 
bloquée intégralement et la source doit attendre avant de renouveler la demande. Cette 
rntthode permet, d'une part, de muitiplexer sur un m&ne lien des applications temps réel 
avec des applications tlastiques ; et, d'autre part. de regrouper les pertes cellules sur une 
meme trame. ce qui garantit la stabilité des performance en période de forte charge. Dans 
le cas FRP-DT, l'efficacité de la méthode est compromise lorsque les delais der-retour 
sont ClevCs. La version FRP-IT ne souffre pas de ce désavantage, mais elle entraîne une 
complexité d'implantation accrue dans les commutateurs. Une autre approche de type 
hybride est bas& sur la gestion de l'espace mtmoire (Tumer, 1986) ou sur l'utilisation 
de fenêtres pour les systèmes conçus avec de grands tampons (Doshi et Heffes, 1991 ; 
Doshi et al.. 1994). Les normes internationales ne prévoient toutefois pas l'application de 
mt5thodes utilisant la gestion de l'espace memoire seulement. 
Les m6thodes exclusivement rchctives sont quant elles destinées B exploiter 
I'adaptabilité des sources dites Clastiques aux conditions changeantes du réseau. Elies 
sont bas& sur l'utilisation d'une boucle de contre-réaction permettant d'avertir les 
sources afin qu'elles réduisent leur debit en cas de congestion. Deux façons différentes 
de voir les choses se sont opposées dans ce contexte : les approches de contrSle par 
gestion de crédits (Kung et Morris. 1995) et celles par gestion de debit (Newman. 1994). 
C'ut findement cette dernikre option qui a remport5 l'appui d'une majorité de 
participants h l'ATM Forum (ATM Forum, 1996) pour fournir le service support ABR 
(Avuilable Bit Rate). Dans ce cas, la boucle de contre-réaction combine des éléments de 
notification de congestion en amont et en aval et une indication explicite du debit auquel 
on permet B la source de îransmettre, qui est adapte en fonction de M a t  du &eau en 
cours de connexion. Les problèmes encore ouverts de cette approche sont liés au 
dimensionnement des tampons dans les noeuds du &eau ainsi qu'aux phénom&nes 
transitoires propres aux mkcanismes adaptatifs (COST. 1996). 
2.4.2 Intégrafion des services et QS différenciées 
Nous avons soulignt. d'une part, les exigences dinérentes en ternies de qualite 
de service des applications ATM et, d'autre part, la possibilie que coexistent dans le 
rCseau ATM différentes mdthodes de contrôle du trafic adaptées au support de ces 
exigences de QS variées. Comment gérer cette cohabitation et offrir effectivement ces 
différentes qualités de service pour d u  commutateurs simples munis seulement d'une 
discipline de semice Premier Arrive. Premier Servi ? C'est un problhe difncile B 
résoudre, car cette discipline de service est connue pour poser des problèmes d'équite, au 
sens où une connexion gourmande peut s'approprier le serveur. La seule garantie de delai 
possible est alors le delai maximal. qui est fixe par la taille du tampon. Par ailleurs. les 
services temps réel ne peuvent tolérer que de faibles delais pour traverser un 
commutateur, ce qui impose une faible taille de tampon memoire. Certains sentices de 
données. quant h eux. nécessitent de grends tampons pour permettre une gestion efficace 
des ressources et un gain de multiplexage statistique apprt5ciable (COST. 1992). 
L'intégration totale des services (au sens où toutes les ressources seraient librement 
partagées entre dinérentes classes de services) et le support de QS diffkrenciées (par 
classe de texvice ou même par connexion) semblent B peu près incompatibles. Pour 
pouvoir offrir différentes classes de QS, il faut clairement effectuer une s6gregation 
partielle des classes de trafic ; la question est de savoir jusqu'h quel point separer les 
différentes classes de trafîc et par quel moyen. 
Dans les commutateurs utilisant une discipline de seNice simple. une façon de 
diffkrencier la QS consiste B. faire usage des priorités temporelles ou spatiales (Gravey et 
Htibuterne. 1991). Les priorités temporelles sont utiles pour favoriser les semices 
sensibles au d61a.i par rapport B ceux qui peuvent tol&er une variabilité plus grande. Les 
priorités spatiales, quant B elles. permettent de favoriser les semices sur lesquels les 
contraintes d'intégrit6 des doan& sont fortes. par rapport B des services pouvant tolérer 
une certaine proportion de perte. DinCrentes mCthodes pour gérer les priorités de type 
spatial peuvent etre envisagées, telies les techniques de rejet selectif et de partage partiel 
de la mbmoire. Les priorités spatiales permettent, en outre, de marquer certaines cehdes. 
qui seraient, par exemple. déclarées non-conformes. plut& que de les rejeter 
immédiatement. Ces cellules marquees sont acheminées si 1'Ctat du réseau le permet. Si 
la congestion se prkente, ces celiules peuvent &tre rejetées avant les ceIldes non- 
marquees. qui ont une priorité plus élevée. La pertinence d'utiliser des priorités B la perte 
a Cte maintes fois débattue, en raison de la difEcultt accrue de la gestion du trafic 
qu'elles entraînent (Kroner et ai.. 1991), notamment au point de vue de la garantie de 
QS. 
Cenains commutateurs ATM de première gentration seront conçus sur la base 
d'une ségrégation partielle des trafics, et sur I'utilisation de deux files. Dans ces 
commutateurs, deux tampons de M e s  différentes sont prevus : un petit tampon pour les 
s e ~ c e s  B temps réel. munis d'une priorité temporelle, et un grand tampon pour les 
services ektstiques. C'est la une solution partielle qui a toutefois le méxite de la 
simplicitk. 
Une solution plus complète et plus elégante B ce problème semble pouvoir &tre 
apportée par l'utilisation des disciplines de semice dites équitables qui foumissent un 
moyen d'effectuer une stgrtgation des seNices demandant des Q S  différentes. Ces 
disciplines de semice sont conçues pour partager tquitablement les ressources d'un 
serveur parmi un ensemble de connexions actives, ceci au moyen d'une généralisation du 
s d c e  cyclique (Nagle. 1987). Plusieurs variantes de ces disciplines de senrice ont été 
proposées dans la littérature, notamment le Weighted Fuir Queueing WQ) (Demers et 
al., 1989) ou Packet by Packet Generalized Processor Sharing (PGPS) (Parekh et 
Gaiiager, 1993). où la proportion de service douée B une connexion est fonction d'un 
poids qui lui est attribuk. Une simplification de ces algorithmes se pretant mieux B la 
rkalisation maîérielie est constituée par le Self-Clocked Fair Queueing (Golestad, 1994) 
ou Wrtud Spucing (Roberts, 1994). L'intéret de ces disciplines de seryice est de 
permettre la cohabitation des services h temps réel et des services Uestiques. tout en 
assurant un gain de multiplexage important, l'attente dans le système pouvant y etre 
contr616e en dtpit de la taüle importante des mernoires. Ces techniques permettent, par 
ailleurs, d'Ctablir des bornes sur les dCIais de bout-en-bout (Golestani, 1995 ; Parekh et 
Gallagu. 1994). La définition de politiques de service particuiihs en fonction des 
garanties de qualité de service que le réseau doit &tre en mesure de supporter, est abord& 
dans (Cruz, 1995). 
Plusieurs niveaux de ségr6gation sont envisageables. Certaias préconisent la 
possibilité d'une skgr6gation par connexion, c'est-Mire que chaque connexion ferait 
l'objet d'une allocation de ressource independante de debit et de mernoire @er VC 
queueing). Si ces politiques de service équitables sont perçues par plusieurs comme 
extrêmement prometteuses pour l'avenir des rbeaux large-bande. il n'en demeure pas 
moins que le nombre elevt d'opérations B effectuer pour chaque cellule rendent ces 
politiques difficilement implantables au moyen des techn01ogies actuelles. 
Une alternative B la sCgri5gation complète est le regroupement sur la base de 
classes de trafic plus ou moins larges, par exemple en multiplexant les services temps 
r6el B debit constant, les s e ~ c e s  tatistiques. les services Clastiques etc. dans un tampon 
PAPS pour chacune des classes. A l'intérieur d'une classe, les garanties de QS sont les 
memes. et I'isolation entre les classes est obtenue au moyen d'une discipline de service 
équitable. Une politique de gestion de ressources fondée sur cette segrkgation partielle 
des s e ~ c e s  est décrite dans (de Véciana et al., 1995). 
Nous avons s w o l t  les différentes approches pouvant €tre adoptées pour 
wntr6ler le trafic ATM et la question de I'intégration des services. En pratique. les 
réseaux devront être conformes aux nonnes internationdes, dont le but est de 
permettre l'intercomexion de réseaux exploités et produits par différents opérateurs et 
fabricants. Voyons comment sont definies les normes inttniationales ayant trait au 
contrale du trafic dans les réseaux AIM. 
2.5 Normes internationales sur le contrôle du trafic dans les réseaux 
ATM. 
2 5.1 Caractérisation algorithmique normalisée des sources ATM 
Vu la diversité des mo&les propos& pour caractériser le trafic et 
l'incertitude quant aux caract&btiques réelles des futures applications, on a cherche, 
dans le  contexte des nonnes intemationales. B caracteriser les sources au moyen de 
descripteurs de trafic semblables pour tous les types de sources. Les attributs recherches 
de ces paramètres de a& ont Cté dtfinis (COST. 1992) wmme suit : 
1. être comprChensibles par l'usager; 
2. etre peu nombreux pour limiter le trafic de signalisation; 
3. etre utiles du point de vue de l'allocation des ressources; 
4. etre aisement contr6iables par le rtseau sur le plan de la conformité. 
Plusieurs caractérisations intéressantes ont Cté proposées dans la littérature, 
notamment des caracterisations ba&s sur les indices de dispersion (Sriram et Whitt, 
1986). sur différents types de bornes ou de qumtiles sur la distribution du nombre de 
cellules Cmises par une source sur dinerentes échelles de temps (Rosenberg et Lague, 
1994 ; Chang. 1994 ; Yaron et Sidi. 1993;Cniz. 199 1) pour ne citer que quelques unes de 
ces rn6thcxies. 
C'est finalement l'approche algorithmique qui a Cte adoptée au sein des 
organismes de normalisation intemationale pour décrire le trafic AIM. Cette mtthode 
consiste & caractériser le trafic d'une source directement au moyen des paramètres d'un 
mécanisme de sumeillance utilise pour en contr6ler la conformité & l'entrée du réseau. 
L'avantage de cette approche est que la conformité aux parametres declarés est dors 
directement contr8lable par le réseau et par l'usager qui peut. par exemple. pour 
s'assurer de la conformité de son trafic, le soumettre B l'action du mécanisme de 
surveillance en question avant l'entrée du réseau. 
Le mécanisme de surveiilance normalise est le Generic CeIl Rate Algorithm 
1.371. 1996). ou Continuous State Leaky-Bucker. proche parent du Leaky-Bucket 
''classique" introduit par Turner (Turner, 1986). Le GCRA est caract&isé par deux 
paramètres : une période T qui représente l'inverse d'un dtbit, et une tol6rance de gigue 
r, qui permet une variation autour de ce debit pour tenir compte du phthomène de gigue 
introduit par le multiplexage. Les sources B debit constant sont caractérisées par un seul 
mécanisme, GCRA (TpCR, T ~ ~ ~ ) .  qui sumeille le debit crête (Peak Cell Rate. 
PCR = 1 / TPCR) B l'intérieur d'une tolérance de gigue (Cell Delay Variation Tolerance. 
CD VT = rpCR) Dens le cas des sources B debit variable, un deuxikme mécanisme 
GCRA (TscR9 fscR) . fonctionnant B une échelle de temps différente, s'ajoute au 
premier pour borner le debit B long teme de la connation par le debit soutenu 
(Sustainable Cell Rate S CR = 1 / TscR) ; en analogie avec la definition de la tolerance 
de gigue, le debit soutenu est defini conjointement une tol6rmce de rafale B des débits 
plus Clevés que le debit soutenu, -cSCR Cette tolérance de rafale est dennie dans les 
normes comme Ctanî la somme d'une tolérance intrins&que B la source, T ~ ~ .  et d'une 
tolérance de gigue de niveau rafale (ITU 1.371. 1996), pour tenir compte du fait que la 
longueur maximale des rafales &nises par la source peut être affectée par la gigue. Les 
deux mécanismes autorisent la source ih émettre des rafales au dbbit crête dont la 
longueur ne depasse pas une certaine limite. soit le Maximmn Burst Size, (MBS), qui 
s'obtient ainsi : 
Si ces paramètres ont l'avantage de permettre la definition non ambigut! de la 
conformité d'un flot de ceildes. leur signification physique n'est. pour dire le moins. pas 
t& intuitive. En particulier, la sClection ophale de ces paramètres. par rapport aux 
besoins d'une application, demeure un problème ouvert. Le debit créte d'une application 
a bien une interpr6tation intuitive simple et natureiie, mais, en pratique, le debit créte 
d'une connexion peut etre modifie par les couches protocolaires intermédiaires et sera 
dinérent de celui de l'application. La valeur du PCR dCpend alors de la toldrance de 
gigue et une multitude de couples (TpCR, T ~ ~ ~ )  peuvent etre consid&& comme 
valides. Différentes approches pour effectuer un choix du PCR sont possibles (Gravey et 
Blaabjerg. 1994). Le choix du SCR présente le même genre d'ambiguité (Rosenberg et 
Hebuterne. 1994 ; Guillemin et al.. 1995 ; Mark et Rarnmurttiy. 1995). Si le debit 
moyen d'une source est une notion intuitive très naturelle, en revanche. l'impossibilité 
d'en contrdler la conformité est un fait avM et maintenant bien connu (Rathgeb. 1991). 
En revanche, tout dtbit supérieur au debit moyen et inferieur au debit &te déclart, 
défini conjointement B une tolerance de rafale appropriée, peut constituer un dkbit 
soutenu valable. 
Insistons sur le fait que le choix de ces paramétres est cmcial du point de vue de 
l'efficacité du réseau. puisque l'allocation des ressources sera réaliske sur la base de cette 
caractérisation très succinte : en pratique, le descripteur de pgfic nonnaliSt representera 
la totalite des informations dont disposera le réseau sur le comportement statistique 
d'une connexion requérant I'accès. La definition des s e ~ c e s  supports, sur lesquels sont 
fondees les normes internationales sur le contr81e du trafic dans les &eaux MM, repose 
sur la caractérisation algorithmique des sources. Ces services supports font l'objet de la 
prochaine section. 
2 3.2 Modèles de services large-bande 
La conception de procédures de conadle passe par la definition de modèles de 
semice abstraits et simplinés. permettant de definir un nombre restreint de classes de 
services pouvant servir de support B un cenain type d'application. Un modele de service 
peut être defini comme l'ensemble des mtcanismes de contrôle et des protocoles 
permettant au réseau d'offrir un ensemble d'applications de telécommunications se 
distinguant au niveau des caractéristiques du trafic et de leurs exigences en termes de 
performances (COST, 1996). Les deux organismes de nomaLisation internationale. 
l'ATM Forum et l ' ï ïü, ont tous deux nomalisé des rnod&les de service assez similaires 
qui sont basés sur la notion de service support ou en anglais, ATM Tramfer Capabilities 
(ATC). Ces differents seMces supports sont censés permettre la cohabitation de 
différentes philosophies de wntr81e de congestion adaptees aux ciifferentes classes 
d'applications. 
La definition des services supports repose dans tous les cas sur une 
caractérisation normalisée des sources, comme nous l'avons déait B la section 2.5.1. Le 
principe des services supports consiste definir des classes de s e ~ c e s  assez iarges. 
spécifiant les procédures de contrôle du trafic appropriées en fonction des besoins en 
termes de QS de chaque type g6ntnque d'application. La spécification d'un service 
support inclut une definition de conformite. les paramètres de caractérisation de sources 
B déclarer au réseau. des proddures de contrôle de congestion, ainsi que les notions de 
qualité de semice applicables. Le type de connexion requis n'est, toutefois. que 
partieuement caracteris6 par le choix d'un service support. Cette caractérisation est 
compl6tée par le choix d'une classe de qualité de s e ~ c e ,  qui dkrexmine la rigidité des 
objectifs de QS B atteindre. Quatre classes de QS sont prbentement en cours de 
ddfinition (rigide, tolérante, mixte, indéterminée). Les valeurs des objecîifs de QS qui y 
sont décrites sont, B l'heure actuelle, données uniquement B titre indicatif, non B titre 
contractuel (ITü 1.356. 1996). Ii est B noter que les normes n'offrent aucune indication 
sur la façon optimale de choisir un service support pour une certaine application. ni sur la 
façon de mettre en oeuvre cette ofdre de QS M6renciiee. 
Nous adoptons dans la suite la terminologie adoptée par l ' m .  Les services 
supports normalisés par 1'ITU sont au nombre de quatre ; un cinquiérne est actuellement 
i~ I'ttude. Decrivons ces cinq services. 
1. Dtbit d6tuministe. Dererministic Bit Rote @BR) : c'est le plus simple des services 
supports. Le trafîc est caractérisC seulement par la déclaration d'un debit cr&e (PCR) 
et de la to16rance de gigue associ6e (CDVT). Le mode DBR est approprie aux 
connexions B debit constant, ou aux connexions pour lesquelles d'autres psram&tres 
seraient impr6visibles. Les garanties de QS sont définies en termes d'objectifs pour 
le CL& sur l'ensemble des cellules saas disîinction de priorité, et Cventuellement au 
niveau du dtlai et de sa variation. pour la CDV et le CTD. C'est un mode d'opération 
où le contrôle de trafic doit être effectue de façon préventive. 
2. Débit statistique. Statisticnl Bit Rate (SBR) : ce mode est prew pour permettre le 
multiplexage statistique des souras B debit variable ; le contr8le envisage est du 
type en boucle ouverte. donc prtventif (on dit aussi rnultiplexage B l'aveugle). Les 
sources sont alors caractérisées au moyen des quatre param&tres definis par deux 
GCRA (décrits A la section 2.5.1). L'm définit trois variantes de ce mode suivant Is 
façon dont les priorités h la perte sont prises en compte. Pour le cas du mode SBR1. 
les garanties de QS sont definies sur l'ensemble du flux de cellules sans dis~ction 
de priorité. Des garanties au niveau du CLR sont prévues. Les garanties au niveau 
des délais (CDV et CTD) peuvent etre fixées mais ne sont pas obligatoires. 
3. Transfert de trames. ATM Block Transfer(ABT) : ce mode de transfm est p r h  pour 
le cas où la structure du flw de cellules est delimitée par des trames (des paquets 
Ethernet ou TB, par exemple). II y a alon un contrale d'admission au niveau des 
trama dont l'usager déclare le debit crête (PCR) ; cette ntgociation s'effectue en 
cours de connexion au moyen de cellules spéciales de gestion des ressources. Ce 
mode de transfert peut eue implanté sur la base des techniques de réservation rapide 
(FRF') décrites B la section précédente. Des garanties de QS sont prevues au niveau 
des trames. et au niveau de la perte ceiiuie (CM). Les garanties au niveau trame 
dependent de l'implantation ; si les trames peuvent etre mises en attente A la source. 
ces garanties s'expriment sous la forme d'un delai maximal, sinon il s'agit d'une 
probabilité de pexte de trame. Il est possible que ce mode de tranfert 6volue vers une 
version plus elastique oh le réseau pourrait nCgacier le débit des trames en fonction 
de l'état du réseau (COST, 1996). 
4. DCbit disponible, Available Bit Rate (ABR) : ce mode de transfut est prtvu pour les 
sources Clastiques dont le dt5bit peut s'adapter B Mat du réseau. Il implique un 
contr8le sur le dtbit des sources de type réactif assez complexe pour lequel plusieurs 
options sont envisageables : par exemple. La source pourra calculer elle-même le 
dCbit qui lui sera alloue selon l u  indications du réseau. ou le rtseau indiquera 
explicitement quel debit est autorisé. On envisage des garanties de QS au niveau du 
CM. Au niveau du delai. le reseau peut accorder un débit minimal B la connexion et 
définir une garantie de delai correspondant B ce debit minimal. C'est un contrUie de 
type réactif. 
5. Debit non spécifie. Unspecified Bit Rate (LJBR) : ce mode est prtvu pour les 
connexions utilisant un wntrble réactif B un niveau de protocole supérieur B la 
couche A m  par exemple TCP. Aucune garantie de QS ni dklaration de param&res 
ne sont definies au niveau ATM car ces garanties sont gérées au niveaux supérieurs. 
Ce mode a Cté defini par l'ATM Forum et est actuellement en cours d'ktude par 
Nous avons effectué un bref tour d'horizon des différentes méthodes de contrôle 
de congestion envisagées pour les réseaux ATM. Dans la suite. nous abordons de façon 
plus détaillée les mCthodes de wntr8le de nature preventive. qui  font l'objet de cette 
étude. 
2.6 Le contrôle d'accès en ATM en mode préventif 
2.6.1 Rôle du contrôle d'accès 
Dans un cadre où le contrôle du trafic est conçu de façon fonctionner en 
boucle ouverte. ce contrôle repose essentiellement sur le contrale d'accès. qui joue dors 
un r8le critique dans la protection de la qualit6 de senrice en limitant l'établissement de 
nouvelles connexions lorsque c'est néassaire. Suivant I'I'IU 1.371, 1996) nous 
pouvons definir le contde d'accès au niveau connexion comme l'ensemble des actions 
prises par le réseau au moment de l'établissement d'un appel pour d6tuminer de 
l'acceptation ou du rejet de cet appel. Nous excluons ici dtiibért5ment les mCthodes 
faisant usage de rentgociations inîra-appel car eiie sont en fait de type hybride, cette 
capacité leur d o ~ a n t  effectivement un Cltment d'adaptabilité B Mat du réseau en murs 
de connexion. 
La notion de contrSle preventif s'articule sur la base du principe d'un contrat de 
t r a c  liant l'usager et le réseau ; si le trafic de I'usager est conforme au contrat établi. le 
rCseau lui garantit une certaine qualité de semice, dont le type et la rigueur sont 
dktermin& par le semice support et la classe de QS choisis. L'usager présentant une 
requête de comexion choisit un senrice support. une classe de QS et dtclare les 
paramètres de trafic de sa camexion correspondant au service support sélectionnt5 ; le 
réseau doit alors determiner s'il peut garantir la QS demandée. tout en maintenant celle 
des appels en cours. Si c'est le cas, l'appel est accepte. Le r k a u  v6rifie pendant la durée 
de la connexion que les paramètres déclarés sont bien respect& ; c'est le contrie de 
confonnitt2. qui est effecnié B l'interface usager-&eau ainsi qu'aux interfaces inter- 
rkseaux. Dans un cadre preventif, les paramétres déclarés sont fixés pour la durée de la 
connexion ; &nt dom& l'absence de mtcanisme de contre-réaction, les conséquences 
de l'acceptation d'un nouvel appel sur 1'Ctat du rCseau doivent etre anticipées dés la 
phase d'6tabiissement. ce qui n'est pas le cas pour les methode hybrides ou réactives. Par 
exemple. dans le cas de I'ABT, le contr8le d ' a c h  est effectue au niveau rafale et les 
paramètres peuvent changer d'une rafale B la suivante ; dans I'ABR. les paramktres sont 
adaptés dynamiquement selon 1'% du reseau. 
Le r81e du contrôle d'accès prevenaf est donc de g h r  au mieux les ressources 
(c'ut-B-dire de maximiser un objectif de rendement, soit l'utiiisation. soit le revenu 
gCnér6 par les appels, par exemple) tout en protégeant la qualité de service des 
connexions. La fonction de contrôle d'accès inclut l'acheminement de l'appel et donc le 
choix d'un chemin virtuel (Vinual Path. VP) liant l'origine de l'appel h sa destination ; la 
vtrification de la QS et l'allocation de ressources sont B effectuer sur chacun des noeuds 
traversés par la connexion. Le contrôle d'ac& a donc une double nature : un aspect 
local. effectuk sur chacun des noeuds. et un aspect global. permettant I'établissement 
d'un cornexion de bout-en-bout, donc incluant la fonction d'acheminement. Ces 
fonctions doivent natureilement dtre executées en temps réel. Nous considérons 
uniquement dans la suite l'aspect allocation de ressources et estimation de la qualité de 
s e M c e  pour un contrSie d ' d  sur un seul noeud P;TU c'est-8-dire son aspect local. 
L'objectif de perte dans un noeud ATM est généralement cite comme etant de l'ordre de 
ou do (ITU L37 1. 1996). 
Le wntrBIe d'accts preventif est applicable dans trois cadres diff6rents qu i  
correspondent B deux des services supports définis par l ' m .  Le premier consiste B faire 
une allocation au debit &te, ce qui est possible en utilisant le service support DBR. En 
mode SBR. c'est-&-dire pour les sources B dtbit variable. on peut distinguer deux c h  
de travail diff6rents. selon la taille des tampons memoire dans les commutateurs. Ces 
deux cadres correspondent & l'existence de deux r@rnes d'opération diff&ents pour les 
files d'attente multiplexant des sources & debit intermittent (Nomos et al., 1991 ; Roberts, 
1991 ; Kroner. 1991 ; voir la section 2.3.2) selon que l'on tolère que le debit d'arrivée 
total depasse le debit de service pour des périodes importantes ou non. Dans le cas où 
l'on pemet le depassement de la capacité de service. les tampons doivent étre 
suffisamment grands pour emmagasiner plusieurs rafales (au moins 1000 cellules, par 
exemple). Dans le cas contraire. les tampons peuvent &re de petite taiue (typiquement 
inférieure B 100 cellules) et le contrôle d'accès est effkctué en limitant le débit d'arrivée 
instantané de sorte que les rafales ne s'accumulent pas dans le tampon. 
L'allocation au debit d i t e  peut paraîne simple B premiére vue. c'est sans doute 
pourquoi le problème n'a pas reçu beaucoup d'attention dans la littérature. L'allocation 
au debit crête est pourtant compliquée par l'existence de la gigue (COST. 1996). Une 
façon d'tliminer ce probkme est d'insérer un conadleur espacew B l'entree du réseau 
pour remettre le trafic en forme (Boyer et al.. 1992). 
Les methodes de contrale d'ac& proposees dans la littérature peuvent être 
divisées en trois catégories assez larges : 
1. mCthodes basees sur l'hypothése d'une connaissance relativement prCcise du 
comportement statistique des sources; 
2. mCthodes adaptatives. basées sur la wilecte de mesures prises en temps réel. dans le 
but d'estimer I'occupation du &eau ou différents paramétres des sources; 
3. mCthodes basées sur les hypothèses de pire cas de mfic. 
Décrivons les différents avantages, inconvh.ienîs et particularités de ces trois approches. 
2-62 Hypothèses statistiques sur les sources et notion de débit équivalent 
Cette première methode suppose une co~aissance detailiee du comportement 
statistique des sources. En effet, le problème cl6 des m&.hodes de mtrBle d ' a d s  
opérant en boucle ouverte réside dans l'estimation de la qualité de s e ~ c e  de niveau 
cellule, ce qui consiste le plus souvent B tvaluer la probabilité de perte cellule dans un 
multiplex ATM pour une superposition de sources ayant tel ou tel comportement 
statistique. Deux régimes d'opération sont B distinguer. Lorsque le tampon est petit (au 
sens où les rafales sont très longues par rapport B la taille du tampon), le système opère 
alors au niveau rafale comme Ctant sans rampon ; le wntr8le d'accès est e f f ~ i e  sur 
cette hypothèse. L'estimation de la probabilité de perte dtpend dors uniquement de la 
distribution du taux d'arrivée instantan6 total A,. ce qui rend le probkme relativement 
simple, A, Ctant independant de la dis~bution des longueurs de rafales ou de silences, 
par exemple. La distribution de A, est celie de la somme des debit des sources ; eue peut 
donc thtoriquement etre Cvaluée par convolution, d'où la recherche de mCthodes de 
convolution rapides (Iversen, 1987 ; Fabregat-Gesa et dJ994). L'autre contexte est 
celui où le tampon est relativement grand. c'est-&-dire suffisamment pour contenir 
plusieurs rafales. Dans ce cas, la probabilite de perte ceiiule est tributaire de la 
distribution des rafales et du silences. et d'autres proprittés statistiques des sources 
comme les corrklatiom B plus ou moins long terme (Roberts, 1991). Il est dors nenement 
plus cificile que dans le cas sans tampon d'estimer avec prCcision ia probabilité de perte 
cellule. uir cette estimation requiert une connaissance fine du comportement statistique 
des sources. 
Dans les deux cas, la notion de debit Quivalent est ualisée pour encapsuler 
l'information sur la QS de niveau cellule, et pour pouvoir appliquer les modkles A une 
seule ressource, au niveau appel de la mod6lïsation. On peut definir la notion de debit 
équivalent comme un debit minimal par source qui doit être aliou6 pour respecter un 
certain critère de performance, notamment un objectif sur la valeur de la probabilité de 
perte cellule (Lee et Mark, 1995). L'existence d'un dtbit équivalent ei pour une source de 
type i, justifie une allocation des ressources très simple, sur la base d'un seul parametre : 
l'équivalent du nombre de serveurs occupés par une connexion dans les réseaux B 
commutation de circuit traditionnels. Ainsi. pour un système dont la capacité de 
transmission est C, et un nombre f de classes de trafic, on definit l'ensemble A des 
vecteurs d'appels ( n l, . . . , nI) pour lesquels la contrainte de qualit6 de service est 
respectée, comme suit: 
A = { (q, ..., n,) : C n i e i  a C} 
1 
Ce type d'approximation est asymptotiquement exact dans deux cas : quand le debit de 
transmission est très grand par rapport au dtbit &te des sources. ou quand le tampon est 
très grand. La notion de débit équivalent n'a pas exactement le même sens selon que le 
système opère en mode sans tampon ou non. Dans le premier cas. le debit Cquivalent 
dtpend en gtnéral de toutes les classes de trak présentes. dors que dans le second cas. 
le d6bit équivalent ut invariant par rapport aux autres classes de trak. Voyons d'abord 
le cas du mod&le sans tampon. 
La notion de débit équivalent a d'abord eté introduite par Hui (1988). pour un 
modele de lien sans tampon. Les résultats de Hui sont basés sur l'utilisation de la borne 
Chemoff et la theorie des Cvenements rares ; il montre que pour des sources 
intumittentes de dinérena types, la zone d'acceptation est concave mais presque 
linéaire. résultats corrobores par (Griffith, 1990). Kelly (1991) a propose. pour la même 
m6thode appliquée B des sources intermittentes. une approximation linéaire 
maservative. Dans tous ces cas. le calcul du debit equivalent d'un type de source depend 
toutefois des autres types de sources composant la superposition. ce qui rend difncile 
l'application de ces calcuis en temps réel. Pour simplifier ce calcul, certains auteurs ont 
sugg6r6 l'utilisation d'approximations empiriques pour différents types de sources 
(Lmdberger, 1991;COST. 1992 ; Ritter et Tran-Gia, 1994) en fonction des deux premiers 
moments de la distribution du debit Ces approximations empiriques sont connues pour 
être conservatives. et pour &re applicables pour certaines plages de valeurs seulement. 
Certaines dtfinitions de debit équivalent sont valides dans les grands réseaux, par 
exemple celle qui est a tté proposee par (Theberge et Mazumdar, 1995) et dont le calcul 
tient compte d a  deux premiers moments du dCbit des sources. Cette methode o%e une 
alternative Mgèrement plus efficace au modèle de Hui. Par ailleurs, ces dkfinitions du 
dCbit équivalent sont valides pour un objectif de QS de niveau cellule global et unique, 
soit la probabilité de perte sur L'ensemble des connexions. Une contribution intéressante 
est celle de (Beau. 1994). qui ttuid la definition de dtbit équivalent au cas où les classes 
de trafic ont des exigences de QS différentes pour la probabilité de perte. De nouvelles 
definitions généralistes du debit équivalent sont récemment apparues dans la littérature. 
qui in&grent une tarifkation proportionnelle au debit équivalent (Keily, 1994). R est 
remarquable qu'aucune de ces dtfinition ne tient explicitement compte des phenomènes 
relies au délai. Cette afknation est Cgalement valide pour les d6finitiom de debit 
euivalent valides pour les systtmes tampomés. 
Le cas des systèmes munis de tampons relativement importants est différent. Il 
est possible de dtfinir une notion de debit Quivalent asymptotiquement exactc pour de 
grands tampons, qui soit totalement invariante par rapport aux types de sources faisant 
partie d'une superposition. Cette notion asymptotique de debit équivalent est liée au taux 
asymptotique de dCcroissance pour l'extrémie de la distribution complhentaire de la 
longueur de la file d'attente. Ces calculs sont le plus souvent fondés sur la theorie des 
Cvhements rares. Des discussions intéressantes et genérales du debit Cquivalent se 
trouvent dans (Whitt. 1993 ; Chang et Thomas. 1995). Si, pour un traffic i. la distribution 
complt5mentaire de la longueur L de La fiie, dans un multiplex B tampon infini de debit de 
transmision C, est donnée par: 
alors. le debit équivalent garantissant une probabaré de dbbordement inferieure il E daos 
un tampon de taille B est donné par : 
Le taux de décroissance asymptotique L(c) u t  fortement aibutaire des caractéristiques 
statistiques du trafic multiplexé. Le calcul du débit équivalent est ainsi le plus souvent 
men6 sur la base d'hypothèses précises concernant la distribution des rafales et des 
silences ou le comportement statistique des sources, notamment pour des sources dont le 
debit est commandé par une chaine de Markov. et sous l'hypothèse où le tampon est très 
grand. l'approximation etant asymptotiquement exacte lorsque B + 
Kelly (1991) a étudié le cas de la file GI/G/l et Whitt (1993) celui des files de la 
classe BMAP/GI/l dans un article qui a. de plus, le mbrite de situer ces travaux dans un 
contexte très genéral relit aux methodes maaicielles. L'existence d'un debit equivalent 
pour une superposition de s o ~ ~ c e s  intermittentes exponentielles fluides multiplexCes 
dans un système tamponne a d'abord Cté v-ée par (Gibbens et Hunt, 1991). puis par 
(Lee et Mark, 1995) qui ont propose des approximations plus fines. Des résultats obtenus 
par simulation ceiide par cellule ont eté obtenus. pou. les mêmes sources. par (Decina et 
Toniatti. 1992 ; Monteiro et al.. 199 1). Un calcul similaire de debit équivalent est utilise 
dans la methode de contrale d'accès de (Gubrin et al.. 199 1). Ce calcul est cornpl6té par 
l'utilisation d'un mod&le Gaussien pour le debit instantan6 A, applicable aux cas où les 
rafales sont très longues comparées B la taille du tampon. D'autres travaux concernent 
des sources plus générales dont l'activité est contrdlée par une chaîne de Markov 
(Elwalid et Mitra, 1993 ; Kesidis et al., 1993) dont les niveaux d'activie sont multiples. 
et pouvant être fluides aussi bien que discrétes. Des sources encore plus generales sont 
traitées dans (Duffield et OYConnell. 1995). notamment des sources du type auto- 
similaire. Une approche ditferente a Cté propos& par (Chang, 1994) ; elie est fond& sur 
l'utilisation de bornes supérieures (enveloppes) sur les extr6mités de distributions. 
Comme le soulignent (Sirnonian et Guibert, 1995 ; Choudhury et al., 1996), la 
précision des mCtrïques du type de l'équation 2.4 en tant qu'approximations sur 
lesqueiles baser une allocation de ressource n'est pas garantie. En effet. la pente 
asymptotique de la distribution complémentaire de la longueur de la file peut n'etre 
atteinte que pour des valeurs très grandes du tampon, et l'approximation ut alors trop 
conservative pour 8tre vraiment utile. Dans cenains autres cas, le dtbit Cquivalent. defini 
en 2.4, sous-estime la probabilité de putt. Les plus r6cents résultats proposent des 
approximations fines plus performantes, qui  sont valides pour des valeurs finies du 
tampon. B condition cependant que le nombre de sources superposdes soit suffisamment 
grand (Botvitch et Duffield, 1995 ; Sirnonian et Guibert, 1995 ; Choudhury et al.. 1996 ; 
Courwubetis et Weber, 1996). 
La pertinence de ces modèles est cependant remise en question par l*existence 
des phenom&nes d'auto-similarité dans le trafic réel ; l'extremit6 de la distribution de la 
longueur des files d'attente soumises B ce genre de trafic fait preuve d'une décroissance 
noncxponentielle qui u t  beaucoup plus lente que celle des modèles de Markov. Très 
peu de contributions concernent les sources ne béneficiant pas de la propnkte 
Markovieme. Citons (Guibert, 1995) pour les sources hetérogenes et (Sirnonian et 
Guibert, 1995) qui présentent deux methodes d'analyse il partir de la borne de Benes 
(Benes. 1963), permettant de définir un debit équivalent valide pour des sources 
intermittentes fluides dont les distributions des périodes de silence et de rafales sont trh 
genérales. Nous reviendrons sur ces mtthodes ultérieurement. 
Les methodes fondees sur des hypothèse précises concemant le comportement 
des sources souffrent donc d'un gros dtfaut ; ces hypothèses ne semblent pas adaptées au 
trafic réel. Pire, il est tout-&-fait plausible qu'en pratique, les usagers ne puissent pas 
déclarer les paramètres requis, un d6bit moyen a priori, par exemple, pour la bonne 
raison que pour de nombreux types de sources. ce debit moyen n'est pas connu (par 
exemple pour un code video. le debit peut varier en fonction de la séquence transmise). 
Rappelons egalement le problème fondamental de la caractérisation des sources : il est 
impossible de contrbler ou d'estimer précistment le debit moyen d'une source pour des 
raisons statistiques (Ratgheb, 1991). Cenains auteun proposent des mCthodes de 
contr8le d'accès dites adaptatives, dont le but est justement de réduire autant que 
possible la quantité d'information devant être dt5clar6e au réseau préalablement A I'acds. 
C'est le sujet de la prochaine section. 
2 -6 -3 Méthodes adaptatives 
Plusieurs mCthodes de conaBIe d'accès adaptatif ont Cté proposées dans la 
littérature pour remédier B la dificuité de contrôler la probabilitt! de perte cellule en 
presence de param5tres de trafic incertains. L'acceptation est alors effectde. si le débit 
disponible est suffisant, sur ia base d'une déclaration partielle des sources (le d6bit cete 
par exemple) ou d'une Cvaluation a priori d'un debit Quivalent pour la connexion 
requerant l'accés. Des mesures de din6rentes caractéristiques du processus agreg6 
(moyenne, variance. corrClations, voire distributions) sont prises pour estimer en temps 
&el le dtbit disponible sur le lien ou meme la qualité de service instantanée (Saito et al.. 
199 1 ; Dziong et al.. 1994 ; Kroner et al.. 1994 ; Tse et Zuckennan. 1994). Ces mkfhodes 
sont en gCneral applicables h un mode de rnultiplexage B tampon limité puisqu'il s'agit 
d'un contrôle sur le debit instantant. L'utilisation d'une mCthode adaptative dans un 
système muni de grands tampons et opérant en congestion de niveau rafale poserait de 
graves problémes au niveau du contr8le de la pute cellule, car eiie est alors sensible B 
trop de facteurs (une erreur d'estimation sur la longueur moyenne des rafales. par 
exemple, serait cri tique). 
L'avantage des mCthodes adaptaaves u t  de permettre une déclaration 
incomplète ou imprécise des paramètres du trafic, tout en essayant d'exploiter au mieux 
les ressources. Le principal inconvenient provient justement de la difficulté d'estimation 
en temps réel ; il peut miver dans certains cas qu'il y ait une erreur d'estimation sur le 
débit résiduel ou agrQt5. et dors l'objectif de probabilité de perte cellule peut ne pas etre 
respecté. par exemple si plusieurs nouveaux appels sont admis successivement B la suite 
d'une erreur d'es tirnation. Dans tous les cas cités, la réguiation de la qualitt de service 
est effectuée par un refus des wnnexions subséquentes et la fin des connexions ; une 
période de surcharge peut donc se poursuivre jusqu'h ce que plusieurs connexions se 
terminent. 
La methode adaptative présentée dans (Gibbens et al.. 1995). basée sur les 
travaux de (Bean, 1994). tient compte de ces objections. Les décisions d'acceptation sont 
bastes sur un vecteur de seuils qui depend de la charge du système. Les seuils sont 
dCtermines A partir d'une procédure d'estimation combinant mesures directes et 
information a priori. basée sur la Wone de decision Bayesienne. Cette dem.i&e fournit 
un outil quantifiant l'équilibre entre les avantages dus B l'acceptation d'un appel (revenu. 
satisfaction des clients) et les desavantages (pertes de ceiiule dues B une surcharge 
momentanée menaçant les objectifs de QS). Ii demeure difficile avec ces methodes de 
garantir un objectif de perte cellule en tout temps B cause des erreurs d'estimation. Les 
auteurs rapportent toutefois qu'ils parviennent A assurer de telles garanties (Grifnths et 
Key, 1994). 
Les réseau neuronaux constituent une autre approche qui a été appliquée de 
différentes façons dans la réalisation de procédures de contri3le d'a&, par exemple 
pour estimer la région d'admissibilité (Tran-Gia et Gropp. 1991 ; Fritsch et al.. 1992 ; 
Neves et al., 1994) ou le debit disponible (Burakowski et ai.. 1994). D'un point de vue 
pratique. la dificulté essentielle de cette approche semble €ne la s6lection adéquate de 
l'ensemble des enîrées et sorties du système pour effecher cornectement la décision 
d ' a d .  Cette methode exige. en outre. que le système soit rodé sur un ensemble de 
vectem tests représentatifs de la tâche & effectuer. Cene derniere restriction paraît peu 
compatible avec les exigences d'une méthode de contrale d'am& réelle et les 
incertitudes concernant le trafic ATM futur. 
Les deux mkththodes que nous avons décrites, c'es t-Mire les mtthoàes utilisant 
des hypothèse précises sur les sources et les mCthodes adaptatives. souffrent donc toutes 
deux d'inconvenients majeurs. Dans le premier cas, eues requièrent une connaissance 
très détaillée des sources pour erre applicables ; dans le second cas. il n'est pas possible 
d'exploiter un réseau muni de tampons const5quents. et il est difficile de donner des 
garanties fermes de QS . 
Une troisième approche permet de pallier ces inconv6nients. Ii s'agit des 
methodes basées sur l'allocation des ressources sur la base du descripteur de trafic 
nomalist. C'est d'ailleurs la seule approche permenant de tenir explicitement compte de 
la description normalisCe du trafic tout en permenant de donner des garanties de QS 
fermes. et donc celle qui offre la plus grande compatibilité avec les normes 
internationales sur le contr6le du trafic ATM. 
2.6.4 Allocation de ressources pour le trafic régulé par les mécanismes 
standardisés : hypothèse du pire cas 
Nous avons dejh souiignC la difficulté de caractériser les sources ATM et 
l'approche adoptée par les organismes de normalisation. c'es t-Mire la caractérisation 
algorithmique ; les co~exions se déclarent au réseau directement en tumes des 
parametres des mécanismes utilisés pour vérifier la conformité du trafic (section 2.5.1). 
En pratique, les ressources devront être aliouees sur la base de ces paramètres 
normalisés, puisque c'est, pour le réseau, la seule information disponible. La difficulté 
provient, d'une part, du fait que ces paramètres algorithniques normalisés sont, somme 
toute, une caractérisation rudimentaire, et d'autre part, qu'ils admettent comme 
conformes une multitude de trafics ayant un impact different sur la perte cellule. Il est 
toutefois possible de considérer que ces paramètres determinent une enveloppe 
maximale B laquelle l'usager doit se conformer en soumettant son trafic it un mécanisme 
de lissage. par exemple (Roberts et al., 1993). 
Dans ces conditions, pour allouer les ressources de façon protéger la QS, il 
pardt logique d'effectuer une allocation de ressources qui tient compte des e c s  ayant 
le pire impact sur La qualité de service. Déterminer quels profils de trafic sont 
effectivement les pires n'est pas simple et cela depend notamment du critère de 
performance utilise, comme l'explique (Doshi, 1994). 
Les profils de trafic les plus souvent considerés pour représenter les pires cas de 
trafic pouvant &tre soumis au rkseau tout en Ctant conformes aux paramètres d&larés 
(COST, 1992 ; Kvols et Blaabjerg, 1991 ; Roberts et aL.1993 ; Elwaiid et Mitra, 1995 ; 
Mignault et al., 1996) correspondent B une superposition de sources du type dttemÿniste 
intermittent, où chaque source exploite au maximum les capacités des mécanismes de 
conformité la contrôlant. Dans la suite de ce memoire, ce type de sources est désigne par 
l'expression de trafic dit du pire cas. Une source h debit variable, par exemple, emet la 
rafale la plus longue possible au debit le plus Cleve possible, suivie d'un silence le plus 
court possible en conformité avec le debit soutenu déclark L'aspect altatoire du 
processus de superposition provient de la phase de chaque source qui est uniform6ment 
distribuée sur la p é r i e .  Le profil exact ut différent selon que la source est B debit 
constant ou variable et suivant qu'elle est lissée au debit &te ou non ; plusieurs md&s  
peuvent alors etre utilisés. Nous reviendrons sur ces modèles dans la suite de ce 
mbmoire. 
L'impact de sources gloutonnes utilisant effeztivement le maximum de 
ressources peut eue d6vastateu.r sur la probabilité de perte cellule si l'on alloue les 
ressources sur des h y p o t h h  plus favorables. comme le montre (Gu et Guérin, 1993). 
Ces sources intermittentes sont egalement d'intérêt pratique, car il existe des AALs les 
genérant effetivement (P515, 1995). Xl n'existe, en revanche. pas encore de preuve 
formelle attestant que ce type de trafic maximise effectivement la perte cellule globale. 
Certains résultats partiels tendent cependant ii le démontrer, notamment (Worster, 1994) 
qui a obtenu des résultats de simulation pour le système tampomC dans le cas homogene. 
et (Mitra et Momison, 1994). pour le système het&og&ne sans tampon. (Doshi, 1994) 
prouve que dans le cas homogène sans tampon, une superposition de ce type de sources 
génère bien la perte maximale. Le cas hétérogène est plus complexe car les sources n'ont 
pas alors toutes la meme proportion de perte. En toute rigueur, il faudrait alors considérer 
les probabilités de perte individuelles, par connexion (c'est bien ainsi que sont formulées 
les normes). Cela poserait toutefois des probkmes Cnormes du point de vue de 
l'évaluation quantitative de la performance. 
Les prem2res ailocations sur la base des trafics dits du pire cas pour les sources 
il d6bit variable sont ceiles du debit équivalent de (Hui, 1988) et (Kelly, 1991) dans les 
systèmes sans tampon. Récemment, une extension de ces m6thodes a bté appliquée au 
cas du système tampom6 par (Elwalid et ai.. 1995) au moyen d'une sene 
d'approximations wnservatives . Ces mtthodes pumettent de definir un debit équivalent 
pour des sources intermittentes dites du pire cas, mais elles ne permettent pas d'exploiter 
pleinement le gain de multiplexage. Citons aussi (Theberge et Mazumdar, 1995) qui 
proposent. un peu comme (Elwaiid et al.. 1995) mais d'une façon différente. d'appliquer 
certains dsultats du modèle sans tampon aux systèmes tamponnés. n est aussi possible 
de définir des garanties de qualiîé de service determinisies. sans tenir compte du gain de 
multiplexage statistique (Cruz. 199 1 ; Roberts et al.. 1993 ; Elwalid et al.. 1995) mais ces 
m&hthodes sont extrêmement conscrvatives. (Gravey et ai., 1997) présentent le probkme 
d'allocation des ressources sur la base des trafics dits du pire cas dans un cadre très 
concret, très pres des normes, et Ctudient la performance du multiplexage B l'aveugie et 
du FRP au niveau trame, i l partir d'un modèle arrivées Poisson de rafales. Ce modèle 
peut &e interpreté comme le cas iimite d'une superposition d'un nombre iufmi de 
sources intermittentes où chaque source est trés rarement active ; il représente aussi un 
cas très conservatif. 
L'evaluation de la probabilité de perte cellule dans le multiplex ATM pour des 
trafics intermittents dttexministes est dekate dans le cas gtn&al du système avec 
tampon. En particulier. il n'existe pratiquement aucun résultat pour les systèmes B 
tampon fini. Pour les sources il debit constant giguées ou les sources B debit variable dont 
le débit cr&te est comparable B celui du multiplex, les mod&les N*D/DII et D/l 
(Roberts et vinamo. 1991 ; Nonos et d.. 1991 ; COST, 1996) donnent des résultats 
Limites, valides lorsque le debit &te très ClevC relativement au debit du multiplex. Dans 
le cas des sources ii débit variable. ü existe des résultats exacts pour des cas particuliers. 
essentiellement iorsque le debit crête et du multiplex sont Cgaux (Cidon et ai.. 1993 ; 
Garcia et al.. 1995). La mCthode la plus gtnérale est celle qui fait usage du modele fluide 
et de la méthode de Benes (Norros et al.. 1991 ; Roberts et al,, 1993 ; Bensaou et al., 
1994 ; COST, 1996). Un résultat récent donne une approximation logarithmique valide 
lorsque le nombre de sources est grand (Sirnonian et Guibert. 1995). 
Outre la complexité de l'estimation de la QS. l'approche basee sur les pires cas 
de trafic se heurte B la dificuité, pour la source requerant l'accès. de sClectionner 
adéquatement les param&tres de trafic devant erre dCclarés au reseau (Roberts et al.. 
1993). Par exemple. si la distribution des rafales et des silences est par exemple 
exponentielle. la déclaration d'une rafale maximale peut impliquer un 
surdh%Sio~ement important du syst*me avec des garanties de QS @ès pessimistes par 
rapport B la performance réelle. Pour cette raison. cette approche est r6putée très 
conservative. En pratique. toutefois, dans certains cas les sources &eue-s ont des 
longueurs de rafales distribuCes sur quelques valeurs seulement. et il u t  dors facile de 
dCterminer une rafale maximale correspondant aux trames les plus longues du protocole 
de niveau supCrieur (Onwral. 1995). Eu outre. faire une allocation sur la base des pire 
cas de trafics apparaît, dans les réseau PLIU de première generation munis 
d'equipement de commutation effectuant un suvice PAPS, comme la seule façon de 
donner effectivement des garanties fermes de QS. pour un contrSle d'accès en boucle 
ouverte et sur la base du descripteur de trafic normalisé. tout en admettant une allocation 
statistique des ressources. C'est donc l'une des mCthodu les plus pragmatiques et a 
prion. les plus compatibles avec les capacitks de gestion du trafic relativement limitas 
des équipement ATM de première g6n&ation. 
2.7 Sommaire 
Nous avons illustr6 dans cette revue de littérature. d'une part les différents types 
de seMces que supportera l'ATM et la variété de leurs exigences en temies de qualité de 
s e ~ c e  ; et d'autre part, les moyens proposés dans la littérature pour garantir cette quaiité 
de semice tout en exploitant au mieux les ressources. c'est-Mire les m6thodes de 
contr8le du trafic et d'Çvaluation de la qualité de sentice. 
Donner des garanties de quaiité de s e ~ c e  fermes tout en atteignant une 
efficacité suffisante : c'est là le principal dilemme du coatr8le de trafic preventif en 
ATM. En effet, pour garantir la quaiite de service. il faut pouvoir caractériser 
suffisamment les sources pour 2tre en mesure d'tvaluer leur impact sur les performances 
du réseau au moment de l'accés. Les caracteistiques &nt imprévisibles a priori ou 
difnciles B estimer en temps réel. c'est une caracteisation algorithmique qui a &é choisie 
par les organismes de nomalisation ; pour le meilleur comme pour le pire, c'est donc sur 
la base de cette caractérisation aigorithmique que doit erre faite l'allocation des 
ressources en mode preventif, puisque c'est la seule information disponible pour le 
reseau. La seule rn&hode compatible avec cene description nomaiide du trafic et la 
garantie de qualité de s e ~ c e  est la mtthode basée sur les hypothèses des trafics dits du 
pire cas. 
Dans la suite de cette thèse, nous nous penchons sur l'allocation des ressources 
et le contrdle d'accès sur la base des trafics dits du pire cas. sur les possibilitCs 
d'effectuer cette alIocation ainsi que sur l'efficacité qu'il est possible d'atteindre en 
utiiisant cette m6thode. 
CHAPITRE 3 
Synthèse des résultats 
3.1 Préliminaires 
Dans ce chapitre, nous presentons une synthèse des résultats que nous avons 
obtenus au cours de nos travaux sur le conadle d'accès en mode preventif dans les 
r6seau.x ATM. Ces résultats font réfkence. pour l'essentiel. a u  deux articles joints en 
Annexes. en l'occurrence "A survey of straighrfonvard stutistical multiplaing models 
for ATM networh" par (Mi-gnauit et ai.. 1996)' pubLie dans Telecommunication Sysrem 
et "A refeence resource allocation rnefhod for ATM Statistical Bit Rate services". 
(Mignault et al.. 1997). soumis pour publication aux IEEEIACM Transactions on 
Nerworking. Conformt5ment aux normes sur la prhentation d'une thbe par articles. ces 
deux articles font partie intégrante de la thèse. LR présent chapitre ut destin6 B la 
prksentation d'une synthése intégrée des r6sultats et B I'ajout d'informations 
wmpl6mentaÛes et de résultats utiles B la comprt5hension desdits articles. 
Nous nous sommes intéressés, dans cette Ctude, au probkme du wnuSle 
d'accès de type pr6venti.f dans les réseaux ATM, et plus spécifiquement pour les services 
supports dits assurés. soient le mode déterministe @BR) et le mode statistique (SBR) 
tels qu'ils sont définis par I'ITU (ïRJï.371. 1996). et l'ATM Forum (ARMFonim. 1996). 
Comme nous l'avons soulign6 dans l'introduction, le but de ce travail consiste B Ctudier 
le problème du cbnn8le d'accès avec contrôle en boucle ouverte d'une façon très 
pragmatique. sans hypothese restrictive sur les sources, et en conformité avec les normes 
internationales actuelles de I'UU-T sur le contr6le du trafic. et plus particulièrement, 
dans le cas oh un mdtiplexage statistique est envisagé, c'at-8-ciire pour le s e ~ c e  
support SBR. Les services supports dont le contrôle est effectué en mode préventif. sont 
envisages pour les équipements de commutation ATM de première genêration. qui seront 
munis de fonctionalités de gestion du traf~c relativement restreintes. 
Outre cette section de pr6liminaires. consistant en un rappel de dennitions. 
d'hypothèses et de notions utiles pour la compr6hension de la suite de ce memoire. ce 
chapitre s'articule en deux sections principales. 
La section 3.2 concerne essentiellement le niveau transfert, ou cellule, du 
contrôle d'am& bas6 sur les pires cas de trafic. en particulier l'estimation de la 
probabilité de perte cellule dans un multiplex ATM pour les pires cas de trafic, et fait 
rCférence B (Mignault et al., 1996). Ce premier article constitue la première Ctape d'un 
projet de validation et de comparaison des differents modéles pouvant etre utilisés. visant 
a identifier les mod&les représentant les rneiiieun compromis entre précision et 
complexité. Outre un résumt de cet article, la section 3.2 présente Ies résultats et 
conclusions obtenus au cours d'une deuxihme Ctape qui, eue, n'a pas fait l'objet d'une 
publication. Cet& deuxième &tape, qui peut &e considerte comme une suite B 1'Ctude 
préliminaire, a et6 essentielle car elle nous a permis de campleter 1'6mde amorde dans 
l'article. et d'orienter avec pertinence notre projet. 
Dans la partie de notre travail qui concerne le niveau transfert ou celiule. nous 
avons identiné les trafics dits du pire cas en fonction des carac&istiques de l'équipement 
ATM concemd et du service support. Nous avons identifie trois cadres pour I'aiiocation 
des ressources en mode prkventif. selon la taille des mémoires dans les commutateurs 
ATM, et du service support: i) l'allocation au débit crête pour le mode DBR, et en mode 
SBR; ii) l'allocation statistique daas un cadre B rafales perdues; iii) et I'allocation 
statistique dans un cadre B rafales tamponnées, ce qui correspond h l'utilisation de 
memoires importantes daos les commutateurs. Les modèles analytiques appropnk 
disponibles dans la littérature. permettant d'estimer la probabilité de perte cellule (ou 
C U )  pour ces trafics. ont Cté recensés et évalués. Certains modeles pdculikement 
intéressants. et dont nous ferons usage par la suite, ont Ce cornparCs et valides par 
simulation. Nous avons evaluk l'utilisation qu'une allocation sur la base des pire cas 
permet d'attehdre. dans ces différents cadres; deux caractéristiques des Cquipements 
ATM sont particulièrement dttexminantes. soient la fonction d'espacement au dtbit 
crête, et la taiUe des memoires dont sont munis les commutateurs. Nous avons tgalement 
évalue l'effet des différents parm&tres de trafic sur la charge admissible. pour une 
certaine contrainte de CLR, dans ces différents cadres. 
Au cours de cette Chide. nous avons pu nous rendre compte que peu d'efforts 
avaient Cté consacrés la recherche d'une m6ththode d'aliocation des ressources simple et 
efficace pour les seMces SBR et les systèmes munis de mCmoires importantes. Le 
paragraphe 3.3, qui découle donc naturellement de cette Ctude pr6Liminaire. concerne. 
quant B lui. la mtthode de contr8le d ' a c h  de référence pour semices SBR en ATM et 
aboutit B l'article (Mignault et al.. 1997). Dans cette deuxième partie. nous portons notre 
attention sur l'allocation des ressources dans son ensemble. ce qui intègre B la fois le 
niveau cellule et le niveau appel ou connexion. Notre pkcipale contribution réside dans 
la proposition d'une mtthode d'allocation des ressources. qui permet d'exploiter 
efficacement les systèrnes munis de memoires relativement importantes, pour les 
services SBR? dans les reseaux ATM de première genération. En effet. l'allocation de 
ressources en mode SBR B rafales tamponnées n'avait pas. jusqu'8 récemment. fait 
l'objet de nombreux efforts de recherche dans la communauté ATNI. Nous nous sommes 
efforcés de combler ce vide en proposant une methode d'aliocation des ressources 
adaptée B ce mode de fonctiomement, qui pourrait etre utilise pour le type de trafic 
constituant la plus forte demande A court et moyen temes pour les wrnmunications 
large-bande, c'est-Mire le trafic gtner6 par les applications t6ltinformatiques et les 
reseaux locaux. La methode que nous proposons peut être consid6rée comme une 
methode de r6férence. dans un contexte de contrôle prkventif base sur les hypothése de 
pire cas, au sens où eue permet de quantifier l'efficacité maximale qu'il est possible 
d'atteinàre sous ces hypothéses. pour un ensemble de ressources donne. Nous avons. en 
outre. pris soin de poser le problibne du contrôle d ' a d  d'une façon claire, en faisant 
ressortir les interactions entre les niveaux cellules et appels qui avaient Cb, la plupart du 
temps, étudiés en isolation. 
Pour bien apprehender la suite de ce memoire, ii convient de pr6ciser ou de 
rappeler, au préalable, nos hypothèses de travail et certaines dtfinitions utiles. 
3.1.1 R61e et fonctions du contrôle d'accès 
Dans un contexte prtventif. la fonction de contrdle d'accès joue un rdle crucial 
celui de gerer au mieux les ressources (c'est-Mire maximiser un objectif de rendement, 
tel l'utilisation, ou le revenu gents6 par les appels) tout en protégeant la qualité de 
semice des connexions. Dans ce qui suit, nous noterons QS la qualité de service. 
Concrétement, la fonction de contrBle d'accès effectue les actions d'acceptation ou de 
rejet d'un nouvel appel, sur la base des informations foumies par la cornexion. soit, outre 
le service support demande, la classe de QS et le descripteur de trafic. La décision 
d'accepter une nouvelle connexion ne sera prise qu'B la condition que La QS résultant de 
cette acceptation reste compatible avec la QS assurée aux connexions en cours. ainsi que 
celle exigbe par la connexion requérant l'accès. La question de l'allocation des 
ressources est au centre de la prise de décision; il s'agit d'estimer la quantite de 
ressources (espace mémoire et dtbit) qui doit 8tre dou te  h une connexion rquerant 
l'accès. en fonction des parambtres de trafic. de la QS demandée, et de l'ttat du réseau, 
soit les co~exions  en cours et les engagements de QS correspondants. Cette allocation 
des ressources est en fait logique, c'est-&-dire que les ressources ne sont jamais 
physiquement reservées comme dans un réseau h multiplexage temporel (TNne Division 
Mulhplexitg). mais sont librement partagées et saisies B la demande par les connexions 
en cours. 
La fonction de contrôle d'accès inclut l'acheminement de l'appel et 
l'établissement d'un circuit virtuel (Hrsual Circuir. VC) liant l'origine de l'appel sa 
destination; la vérification de la QS et l'allocation de ressources sont 8 effectuer sur 
chacun des noeuds traversés par la connexion. Ces fonctions doivent naturellement €tre 
exécutées en temps réel. Le contr8le d'accès possede donc une double na=: un aspect 
local, effectue sur chacun des noeuds, et un aspect global, permettant l'établissement 
d'une connexion de bout-en-bout. L'acheminement implique une vision du réseau dans 
sa globalité, alors que l'allocation des ressources est genéraiement effectuée sur une base 
locale. La plupart du temps. l'on suppose que le trafic present B un commutateur est 
indépendant de ce qui se passe daas le reste du réseau. Cette hypothèse est raisonnable 
sous ceRaines conditions. dont nous discuterons ultérieurement (section 4.2). 
Le contrôle d'a& implique des engagements de QS B deux niveaux, qui 
évoluent sur deux dcheiles de temps diffkrentes. L'existence de ces deux niveaux 
complique singuli&ement le problème de l'admission et l'ailocation des ressources. En 
effet, les deux niveaux, soit le niveau cellule et le niveau appel (ou connexion). sont 
g6néraiement mod6lisés et analyses separCrnent afin de réduire la cornplexit6 du 
probkme. Ils sont relies par l'intermédiaire de la notion de dCbit équivalent. Dans cette 
enide, nous traitons des engagements de QS au niveau cellule. soit essentiellement le 
CLR, et des engagements de niveau appel, soit la probabilité de blocage d'appel. le CBP. 
La première partie de cette Ctude (section 3.2) traite, pour l'essentiel, de la QS de niveau 
cellule, soit de son estimation pour les sources de type pire cas. et de l'allocation des 
ressources en fonction des contraintes de QS B ce niveau. Dans la seconde partie (section 
3.3). nous nous preoccupons des deux niveaux de QS. Notons que l'allocation des 
ressources et le contrôle d'accès ont un effet différent sur ces deux types de garanties de 
QS. La fonction d'allocation des ressources exerce un contrôle en temps reel sur les 
garanties de niveau ceiiuie, alors que la probabilité de blocage peut plut& etre 'ensidérée 
wmme un résultat des actions du mécanisme d'allocation. Plus précisbment, la fonction 
d'allocation des ressources supporte la garanties de QS de niveau cellule, en rehsant 
des appels lorsque c ' u t  ntcessaire; ces rejets ont natureilement un impact sur la 
probabilité de blocage au niveau appel. Il existe donc un Cquiiibre et une interaction 
évidents entre les deux niveaux de contrale. Par ailleurs, l'efficacité réeiie d'une méthode 
d'allocation des ressources devrait etre mesurée au niveau appel, par l'utiiisation et La 
probabilité de blocage des appels. 
Dans cette ttude. nous considérons que les swices supports sont traités sur une 
base stparée, c'est-Mire que nous n'avons pas CvaluC l'impact de I'intégration des 
services. Le probkme de l'intégration des services est très important en M M  et nous y 
reviendrons plus loin (section 4.2.4). Etudions, dans un premier temps, comment un 
commutateur ATM peut-etre représente et présentons le modèle de multiplex que nous 
avons utilisé. 
3.1 -2 Modèle du multiplex ATM 
La figure 3.1. représente un commutateur ATM. Les ports de sonie du 
Figure 3.1 Modèle du commutateur KINI 
commutateur ATM sont munis de mémoires. qui servent B tamponner les cellules N A 4  
de différents ports d'entrée se présentant simultan6ment au même port de sortie. Nous 
n'avons représenté qu'un seul etage de commutation. bien que les commutateurs soient 
en gCnéral constihiks de plusieurs de ces matrices de commutation. Comme c'est l'usage 
dans ce type d %tude, un multiplex représentant un port de sortie est CtudiC comme si les 
sources de trafic (qui sont en péripherie du resseau) émettaient directement les cellules 
dans le port de some. Ces approximations sont tout-&-fait classiques (COST, 1992). 
Le modele d'un multiplex ATM, situe B l'entrée du réseau public ATM, est  
iUus~-é B la figure 3.2. Ii s'agit d'un lien de transmission de debit ou capacité C, 
habituellement exprimé en Mb/s, muni d'un tampon de taille B cellules. On supppose 
que les connexions multiplexées sont soumises, B l'entrée du réseau, B une regdation au 
moyen de GCRAs (ïKJI.37 1, 1996) (ieur nombre et pararn&tres dependent du s h c e  
support utiList5 par la wnnexion). Cette rCgulation porte le nom de contr8le de conformité 
ou UPC (Usage Parameter Control). qui est effectue B l'inierface entre l'usager et le 
r6seau. ou LUI (User Network Interface). Le nombre de sources correspond au nombre 
d'appels en cours. qui. en pratique, varie de façon aitatoire. C'est donc un processus 
stochastique. Awc fins de 1'~valuation de la probabilité de perte celh.de, l'on suppose 
genéraiement que ce nombre est fixe. 
Figure 3.2 Modèle du multiplex AIU 
Les tampons sont natureliement de taille finie. Il est possible qu'a certaùis 
moments, lorsque trop de connexions demandent B accéder sirnultanCrnent au meme port 
de sortie. le tampon se remplisse et que des cellules soient perdues par debordement. 
Notons E, la valeur de la contrainte de QS sur la perte cellule; pour les commutateurs 
ATM, cette contrainte est de l'ordre de 1ow9 B 10-Io. L'on cherchera donc B garantir la 
condition CLR 5 E ,  ob CLR est la probabilitC de perte cellule dans le multiplex. 
La probabilité de perte cellule n'est que l'un des aspects de la QS de niveau 
transfert qui comprend &alement des contraintes de QS ayant trait au dklai et B sa 
variabilité. C'est toutefois un aspect essentiel de la QS. Nous supposons que le réseau a 
&é wnçu pour satisfaire les contraintes de niveau delai. puisque la raille des tampons 
induit une borne supérieure sur le temps de stjour dans un noeud AXBl. Dans la 
prochaine section, nous discutions de la difficulté d'estimer la probabilité de perte cellule 
en ATM. 
3.1 3 Estimation de la Q S  locale de niveau rransfert 
Comme, dans un cadre prdventif, le réseau ne dispose pas de m6canismes lui 
permettant de contrôler le dtbit d'une w ~ e x i o n  en cours. l'impact d'une nouvelle 
connexion sur 1'Ctat du réseau doit €tre anticipé dès la phase d'etablissement. L'un des 
prérquis très importants de la réalisation d'une mtthode de contrele d'accés pour un 
multiplexage en boucle ouverte. est donc de pouvoir estimer la QS résultant d'une 
superposition de connexions. sur la base de l'information contenue dans le descripteur de 
trafic associd & chacune d'entre elles. Idéalement, l'estimé obtenu devrait posséder les 
attributs suivants: 
1. eee suftisarnrnent precis; 
2. être conservatif; 
3. utiliser uniquement l'information succinte sur les sources contenues dans 1 s  
paramètres de trafic normalisés; 
4. e a  calculable en temps rCel. 
La satisfaction simultanée de ces cri&= pose un probléme delkat au 
concepteur d'une procédure de CAC. En pratique. on se contentera. par exemple, de 
bornes et d'estimés très prudents. s'ils conduisent B des procédures de contrôle simples. 
Cette 6valuation de la QS de niveau transfert se résume. dans la plupart des cas. B 
l'estimation de la proportion de cellules perdues. pour un ensemble de connexions dans 
le multiplex A m .  On pourrait egalement chercher B estimer le delai moyen. ou la 
probabilité qu'une cellule quelconque subisse le delai maximal etc. Par exemple. la CDV 
subie par les connexions au cours de la traversée du multiplex est Cgalemeat un critère de 
QS important pour les sowces temps d e l  (Gravey et al.. 1997). 
Il est ii noter qu'en toute rigueur et selon les normes, c'est la proportion de 
cellules perdues par co~ex ion  qui devrait être Cvaluée. Cette tvaluation pose cependant 
des dificultés très importantes et l'on doit se contenter de la probabilité de perte cellule 
dans le multiplex, sur l'ensemble des connexions. comme indicateur de performance. 
Cette probabilité est un indicateur de la performance globale du multiplex, et l'on peut 
considérer que c'est un indicateur fiable de la QS reçue par les connexions, B la condition 
que les différentes classes de trafic possèdent des paramètres similaires. Dans le contexte 
ATM on doit plut& s'attendre B retrouver une grande diversité de paramktres de trafic. 
La probabilité de perte cellule globale n'est pas pour autant simple ii estimer. 
En g6n6ral. la probabilité de perte celiule dkpend de façon très marquCe des 
caract4istiques des sources, en particulier lorsque le système est muni d'un tampon de 
t d e  conséquente. Cela pose un grave problème du point de vue de la garantie de QS. 
puisque la caractérisation norrnalisCe des sources par les paramètres d'un ou deux GCRA 
admet comme conformes, une multitude de trajectoires (au sens d'une realisation d'un 
processus stochastique) pour le rrafic. Ii faut donc formuler des hypothéses plus fines sur 
la façon dont les sources se comporteront, et pour avoir un intérêt pratique. ces 
hypothèses doivent etre compatibles avec le descripteur de trafic normaiist. Nous avons 
donc choisi de developper un contrble d'accès sur la base des hypothèses dites du "pire 
cas de trafic", qui repose sur des hypothèses conformes aux normes internationales sur le 
contrôle du trafic. et qui permet de donner des garanties de QS. C'est ce que nous 
décrivons au paragraphe suivant. 
3.1.4 Hypothèses du pire cas de trafic 
Le bon fonctionnement du contr6le d'accès en mode préventif repose. de façon 
critique. sur une estimation prudente de la QS fournie a w  connexions. L'approche la 
plus logique dans ce contexte consiste en une allocation de ressources sur la base des 
trafics ayant le pire impact sur la QS des connexions en cours. Ce pire cas de trafic 
depend naturellement de la definition de conformité du  service support de la connexion. 
Nous ne connaissons toutefois pas ces pires cas de trafks avec certitude, car il n'existe 
pas de preuves g6nérales B cet effet. Nous parlons ici de pire cas au sens où l'on cherche 
& d6termùier la superposition des trafics maximisant la probabilité de perte cellule dans 
le multiplex ATM. Notons que I'utihation de la perte cellule globale n'est pas une façon 
idéaie d'evaluer la QS. L'utilisation d'une mesure globale de performance simplifie 
l'estimation de la QS, mais peut, dans certains cas. donner lieu & des effets contre- 
intuitifs, comme le soulignent (Seviila et al.. 1996; Doshi et al.. 1994). Par exemple. il 
est possible que dans certains cas la performance globale soit conforme aux contraintes 
de QS. alors que cutains types de trafic n'obtiennent pas une QS satisfaisante. 
Les mfia de type d~teiministes intermittents que nous avons considtrés ne 
sont vraisemblablement pas les pires dans un sens absolu. mais sont reconnus pour être 
parmi les plus gourmands en termes de ressources (Gun et Guérin, 1993). Ils 
correspondent B un comportement de source emettant ses cellules de façon gloutonne. 
Nous entendons par 'glouton'. le fait que la source exploite au maximum les limites des 
mécanismes de conformite dédiés B son contrble. Ce genre de comportement est d'un 
inwêt pratique certain. car il est coherent avec la façon dont certaines couches 
d'adaptation, notamment les couches AAL3/4 et AALS (Boyer et al., 1992) permettent 
aux connexions d'emettre les cellules. L'allocation des ressources sur la base des 
hypothèses de pire cas de trafic est donc une approche pragmatique. Nous verrons que 
son in&& du point de vue de l'efficacité de l'allocation des ressources depend des 
hypothèses sur le fonctionnement du réseau et du s e ~ c e  support choisi. et qu'elle est 
particuli&rement intéressante pour le mode SBR dans le cas où le système est muni de 
tampons de taille importante. 
Nous survolons, dans la section suivante, les résultats obtenus concernant 
l'estimation de la probabilité de perte cellule daas le multiplex ATh4 pour les pires cas de 
trak .  et les conditions dans lesquelles l'approche preventive du contrôle de trafic est 
ataa yante pour 1' allocation des ressources. 
3.2 Estimation de la probabilité de perte cellule dans le multiplex ATM 
pour les pires cas de trafic 
3.2.1 Introduction 
Dans cette section, nous nous intéressons B l'estimation de la quaiité de s e ~ c e  
de niveau transfert. plus spécifiquement B la probabilité de perte cellule dans un 
multiplex ATM soumis aux trafics de type pire W. La première partie de ce travail a fait 
l'objet d'une publication. parue dans la revue Telecommunication Sysrems, et jointe en 
Annexe (Annexe 1). Nous avons. dans un premier temps. identifie les diff6rents cadres 
pour l'allocation des ressources en mode de contr8le préventif, ainsi que les trafics de 
type pire cas correspondants. en fonction des caractéristiques des équipements P;IU 
concemts. Nous avons recense et tvaluC les modèles analytiques pouvant ene utilisés 
pour estimer le CU, qui sont compatibles avec l'information contenue dans le 
descripteur de trafic nomalisC par 1'ITü et les hypothèses de type pire cas de trafic. du 
point de vue des conditions d'application, et de la complexité. Ce travail a, par la suite. 
Cté complété par des résultats sur la précision des mod&s, et d'autres relatifs B h 
pertinence d'une ailocation des ressources sur la base des hypothèses de pire cas, 
r6su.itat.s que nous présentons dans la présente section. 
Tout d'abord, nous discutons & la section 3.2.2 des liens entre les différents 
indicateurs de performance utilisés pour estimer La proportion de perte cellule. En effet, 
cette probabiritk est rarement calculée exactement. Nous décrivons ensuite trois cadres 
pour l'allocation des ressources en mode préventif. qui dependent du service support 
choisi et de la taille des rnCmoires dans les commutateurs: I'docation au débit crête pour 
le mode DBR. et en made SBR. l'allocation statistique dans un cadre B rafales perdues, 
pour les commutateurs munis de petites mémoires, et l'allocation statistique dans un 
cadre h rafales tamponnées. pour les commutateurs munis de grandes m6moires. Nous 
montrons que la présence d'une fonction d'espacement des connexions au dtbit crête a 
un impact déterminant sur l'efficacité de l'allocation d u  ressources sur la base des pires 
cas. Nous décrivons. pour les modes cités ci-dessus, en I'occurrence, respectivement le 
mode DBR (section 3.2-3). dans les cas des connexions espacées au débit crête et des 
cornexions non-espacées, puis pour le multiplexage des seMces SBR (section 3.2.4). 
dans les cas des modes B rafales perdues (section 3.2.5) et h rafales tampomCes (section 
3.2.6). les pires cas de t rac  correspondants. et les modéles appropriés. Les différents 
indicateurs de performance ont été comparés et valides par simulation pour certains 
modèles particuli&rement intéressants. qui représentent un bon compromis entre la 
précision et la simplicitti, et dont nous faisons usage par la suite. Enfin, nous avons 
évalué. pour chacun de ces cadres. l'impact des différents paramètres de trafic sur la 
charge admissible. pour une contrainte de CLR donnée. Cette Ctude permet d'identinw 
dans quelles conditions (sur les connexions ou sur les ressources du systeme) l'allocation 
des ressources sur la base des hypotheses de pire cas de trafic permet d'obtenir une 
efficacité élevée. 
3.2.2 Indicateurs de pe formance 
Nous nous intéressons dans cette section h l'estimation de la probabilité de perte 
cellule dans le multiplex ATM pour les pire cas de trafic. et. plus accessoirement, B la 
disiribution stationnaire du nombre de clients dans le système. Ces deux critères de 
performances sont utiles pour le dimensionnement des systèmes en fonction des 
contraintes de perte et de delai. Le calcul de la probabilité de perte ceilule dans le 
multiplex ATM est complexe B effectuer en génerai. et plus particulièrement dans le ces 
d'une superposition de sources intermittentes. pour des raisons auxqueiles nous avons 
fait dusion B la section 2.3. C'est pourquoi plusieurs mCthodes heuristiques ont Cîé 
proposeu pour I'estimer. en fonction de différentes hypothèses sur le comportement 
statistique des rafales. Nous décrivons dans cette section la notion de perte cellule et les 
différents indicateurs de perfomance souvent utifisés en lieu et place de cette demi&re. Il 
s'agit ici de la perte sur l'ensemble des w ~ e x i o n s  actives, dont le nombre est wnsidére 
comme constant A l'échelle de temps cellule. 
Probabilité de perte cellule 
La probabilil de perte cellule peut être dkfinie comme la proportion des 
cellules trouvant le système plein h leur amivee; ii s'agit donc de la probabiiitfi que le 
tampon soit plein B l'instant d'une anivee. Si le système est ergodique et stationnaire. il 
suffit alors de compter les celiules perdues sur une réalisation: 
où N est le nombre d'arrivées B s'etre présenth, et la variable indicatrice prend la valeur 
1 si l'kvenement rejet se produit. 
La plupart des modèles de trafic de type pire cas sont stationnaires mais non- 
ergodiques; en effet la superposition de sources d&eministes al6atoirernent dephas& 
donne lieu & une situation particuli&re où les irajectoires du système sont enti&ement 
périodiques, une fois la phase fixée. La probabilite de perte cellule est alors definie 
comme une espérance sur l'ensemble des trajectoires possibles. Empiriquement, cette 
probabilité cornespond B la proportion des cellules perdues, mais il faut dans ce cas 
compter, sur chacune des trajectoires possibles, la proportion de cellules perdues sur une 
période du système. Notons n le nombre de trajectoires; pour les sources pkbdiques qui 
nous intéressent, le nombre d'mivées sur une trajectoire est constant et egal N. et les 
trajectoires sont équiprobables. Ce qui s 'écrit 
Dans cette Ctude, nous utilisons la probabilité de perte ceilde Pl,, . la proportion des 
allules perdues dans ie multiplex sous considération. comme estime du CU? local. En 
vue de la difncuité de calculer exactement la probabilitt de perte cellule. plusieurs autres 
indicateurs de performance sont souvent utilisés pour en faire l'estimation. La valeur de 
ces méthodes demande toutefois B être evaluée, surtout dans les cas où eues sont 
prCsentees comme produisant des bornes sur PI,,. Parmi les plus courantes de ces 
m6thodes d'estimation, notons l'utilisation de moyennes temporelles plus faciles B 
calculer que les moyennes vues par les arrivées. bien qu'elles soient en gtnéral 
différentes (Rasmussen et al.. 1991); l'analyse d'un système B taille de tampon infinie. 
alors que dans le système réel, cette raille est forcément limitée (Roberts et V i o ,  
1991); enfin l'analyse de modiYes fluides. dont la probabilité de perte fluide est 
directement assimilée ik la pute cellule (Hui, 1988; Roberts et al.. 1993). Plusieurs de ces 
simpli.fîcations sont souvent utilisées sirnult8n6ment. 
Autres indicateurs de performance et approximations heuristiques 
L'estimation de la probabilité de perte cellule dans un multiplex MM implique 
naturellement un syst&me B taiile memoire finie. L'une des simpli.fuxtions les plus 
courantes consiste il Cnidier un système équivalent au système que l'on veut modeliser 
mais B taille de tampon inhie, ce qui permet par exemple I'application du resultat de 
Benes (Benes. 1963). résultat classique permettant de calculer la distribution du temps 
d'attente virtuel dam une file idmie. Le temps d'attente virtuel. notC W,, ut relit de très 
près au nombre de clients dans le système, en particulier pour les système où le temps de 
s e ~ c e  st déterzniniste unitaire comme le multiplex ATM. En effet, le nombre de clients 
dans le système X, est alors donné par l'entier supérieur du temps d'attente vinuel 
(COST, 1992): 
*, = r q  (3.3) 
La distribution compiémentaire du temps d'attente virtuel dans le systéme, soit 
peut, en theorie, être obtenue au moyen du rbultat de Benes pour des files d'attente très 
générales. Supposons que l'observe le système il l'instant 0, et notons A, le nombre 
d'arrivées dans l'intervalle (-r,  O), et W ,  le temps d'attente virtuel B l'instant -t. Pour la 
file G/D/l,et en supposant un temps de senrice unitaire, le résultat de Benes peut s'kcrire 
comme suit: 
Q (x) = P {A,-,= n et W,-,= O} . (3.5) 
n > x  
Si le caicul exact du resultat est le plus souvent impossible en pratique. cette 
technique présente l'avantage de penneme l'obtention de bornes intéressantes sur Q (x) 
(Bensaou et al., 1994; Norros et al.. 199 1; Kvols et Blaabjerg. 1992) et dans certains cas 
des résultats exacts (Roberts et Vutamo. 1991; Garcia et al., 1994). C'est l'une des 
methodes qui se pretent le mieux B I'analyse des trafics dits du pire cas. 
Ainsi. la probabilité que le temps d'attente nmiel depasse un certain seuil K. 
Q (K) , est souvent utilisée pour estimer la probabilité de perte cellule dans un système A 
K places (K inclut ici le client en secvice). La valeur de Q (K) est soit u&ee wmme 
une approximation de Pl, soit elle est utilisée comme une borne supérieure sur la 
probabilité de perte. Ces deux approches devraient toutefois etre utilisées avec prudence 
(Bisdikian et al.. 1993). En effet, les deux indicateurs PIoss et Q (K) convergent tous 
deux vers zéro lorsque K + =, mais la diff6rence relative peut être très grande; par 
ailleurs, la relation entre ces deux indicateurs dépend en gén&al de la charge p. 
On ne connaît pas. en gCnéral. la relation entre Q (K) et Ploss. Dans le cas des 
sources d&xmhkte.s intermittentes qui nous intéressent plus particulihrement, Q (K) 
semble effectivement erre une borne sur Pbss wmme nous l'avons constaté 
empiriquement par simulation B maintes reprises. lorsque le système opère dans l'échelle 
de congestion 'rafale'. L'une des ciifferences importantes entre Q (K) et Plos, réside 
dans le fait que la première est une moyenne k un instant quelconque (time average) 
alors que la seconde est une moyenne vue par les anivtks (customer average). Dans un 
système de taille K. une autre moyenne temporelle. la probabilité de saturation 
P { w ~ C  = K) . est parfois utilisée wmme critère de QS au lieu de la proportion de 
cellules perdues Pbss (Bisdürian et al.. 1993). Il s'agit de la proportion du temps o i ~  le 
système est plein (la fameuse 'time congestion'). Pour les systèmes jouissant de la 
proprieté ASTA (Arrivais see time uverages) cette quantité ut 6gale B la probabilité de 
perte, mais ce n'est pas le cas en genéral. Par ailleurs, le calcul de cette probabilité est 
généralement d'une complexité comparable celle de Pfosp puisque dans les deux cas on 
se heurte au même type de difficultés li& aux systèmes à capacité finie. Nous n'avons 
pas exploite cet indicateur de performance dans ce travail. car pour les sources 
intermittentes. cet indicateur est gkntrdement infirieur B la probabilité de perte cellule 
( K a h a n ,  1994). 
Lorsque les sowces superposées dans un multiplex sont de type intermiîtent, il 
u t  connu que le comportement de la file se decompose en deux echelies bien distinctes: 
les composantes 'celiules' et 'rafales'. Eues sont souvent modClisées separement pour 
diminuer la wrnplexité (Robem. 1992; Norros et al.. 1991; Kroner et al.. 1990). Les 
modéles de niveau fluide sont particulièrement bien adaptés à l'ktude du comportement 
de la composante 'rafale' de la file qui apparaît lorsque le debit d'anivée instantan6 
depasse la capacité de semice du multiplex. Un modele fluide ne tient pas compte des 
anivées discrètes de cellules ATM, mais les changements dans le débit d'arrivée 
instantan6 sont modtlisés avec précision; le travail arrive au multiplex de façon c o n ~ u e .  
comme un Quide. B un certain debit qui est constant, et est servi de la meme manière. Il 
est donc natureliement impossible dans ce cas de calculer une proportion de cellules 
perdues et d'autres indicateurs de performance sont utilisés. L'approximation fluide en 
elle-même doit etre consider6e comme optimiste par rapport au systeme réel car eue 
néglige la contribution & la file d'attente des phénomiines liés h I'arrivee simultanée de 
cellules (Nonos et al., 1991). 
Les modèles fluides sont. soit dCpounrus de tampon. soit munis d'un tampon de 
taille infinie. Dans le cas où le système u t  de taille inhie. la mesure de performance la 
plus naturelle est la probabilité que le niveau de fluide dans le système. noté I ,  depasse un 
seuil x: q ( x )  = P { I > x )  ; et cette mesure est largement utilisée comme approximation 
de Pb Les différences entre PlosS. comme proportion des ceildes perdues daas le 
multiplex ATM et q(x), dans le système fluide sont dues B trois causes: 
1. l'approximation fluide; 
2. 1'6hide d'un système infini; 
3. l'utilisation d'une moyenne temporelle B la place d'une moyenne aux instants 
d ' arrivke . 
Pour un système sans tampon* deux indicateurs de performances se disputent la 
faveur des Cvaluateurs: appelons-les la proportion de fluide perdu, ~4,,, (f pour fluide) et 
la probabilité de saturation, Pm,. Cette dernière est la proportion du temps où le debit 
d'arrivée exdde le debit de sortie. En denotant le debit d'arrivée instantané par A,, pour 
un debit de sortie de capacité C. la forme genérale de pfr,,, fluide s'écrit 
alors que P, s 'exprime comme suit 
La probabilité de saturation Psa, a 6té très souvent utilisée comme uitére de performance 
(Griffith, 1990; Hui. 1988; Elwalid et al.. 1995) car elle dépend uniquement de la 
distribution stationnaire du debit instantan6 A, du processus d'arrivk, et est un peu plus 
simple B evaluer que ne l'est PL fluide. L a  proportion de fluide perdu (et m&me P,,) 
est souvent assimilée B la probabilité de perte cellule pfi,. Nous effectuerons plus loin 
(sections 3.2.5 et 3.2.6) une comparaison entre ces différents indicateurs de performance 
et la probabilité de perte cellule pour les modèles qui nous intéressent pdculi&ernent 
dans cette étude. 
Les sous -sections suivantes contiennent une brève description des modèles 
analytiques f!réquemment utilisés pour estimer la probabilité de perte cellule d'une 
supuposition de flux correspondant B des aafics de type pire cas dans un multiplex ATM. 
Nous distinguons dans quels cas ces modèles sont les plus utiles et indiquons la 
correspondance entre les paramètres de trafic des GCRA et les paramètres du modele. 
Cutains des mod&les sont cornparts et valid& par rapport & la probabilité de perte 
cellule. le CU. Nous avons. en outre. effectué une comparaison de la complurité de ces 
modèles. dont nous donnons les résultats en termes très gknéraux. Notons que cette 
complexité est une première évaluation sur la base du calcul seui, la complexité finale 
ttant tributaire naturellement de l'efficacité de l'implémentation (traitement numérique, 
choix des algorithmes. etc.). 
Nous decrivons, dans un premier temps, le mode d&erministe. c'est-Mire le 
mode DBR (section 3.2.3). puis deux versions possibles du mode statistique. c'est-Mire 
le mode SBR (sections 3.2.5 et 3.2.6). 
3.2 3 Multiplexage en mode DBR 
Cette capacité de transfert est prévue pour les sources ii debit constant ou qui 
sont tr&s sensibles au delai. Il est B noter qu'une connexion en mode DBR n'est pas 
systématiquement B debit constant; une source VBR powrait utiiiser ce mode si elle 
requiert des garanties de QS fermes, par exemple. ou s'il n'est pas possible de la 
caractériser autrement que par un debit crête. Une connexion en mode DBR est 
caract&isée par les deux paramètres d'un mécanisme GCRA (TpCR, rpCR) . qui 
surveille le débit crête (Peak Cell Rate. PCR = l/TPCR) B l'intérieur d'une toltrance 
de gigue (CeU Delay Variation Tolerance. CDVT = T~~~ ). Le problème de déterminer 
des paramètres de PCR et de CDVT appropriés pour une connexion a 6té Ctudie par 
(Gravey et Blaabjerg. 1994) qui décrivent plusieun m6thodes pour ce faire. 
Le type de trafic de type pire cas h considérer dans l'allocation de 
ressourcesd6pend de la toltrance B la gigue et de la présencc d'une fonction 
d'espacement au debit crete. Etudions. dans un premier temps, le cas où les sources sont 
espacées au debit crête déclaré. Cette discussion est pour l'essentiel. un r&urnd de 
l'Annexe 1. 
Connexions espacées au debit crête 
Pire c m  de trafic correspondant 
Si la source est soumise B un espacement au dCbit crete. le phdnomkne 
d'agglomtration dll B la gigue est réduit et seule subsiste une dispersion résiduelle. Le 
Figure 3 -3 Source espacée au ddbit crête PCR 
pire cas de trafic correspondant B une source espacée est un trafic dtterministe périodique 
de penode T p c ~ .  où T m  est l'inverse du PCR declart. En gCnCral, les flux composant 
une superposition de connexions DBR peuvent naturellement etre de periode dïtférente. 
Dans les madèles qui suivent, les sources sont supposées être independantes; eues sont 
périodiques et l'aspect aléatoire du modèle. provient du fait que l'instant de demanage 
de chaque source est distribue unifonn6ment sur sa phode. 
Description des modèles 
Décrivons succintement les modèles appropriés B l'analyse d'une superposition 
de sources d&mhistes espades. dont la liste est donnée par le tableau 3.1. Le cas 
Tableau 3.1: Modèle pour multiplexage de trafic espace en mode DBR 
N* D / D A  1 ~nfinie 1 ~ciiulc 1  NO^ 
Modèie 












a -  
Infinie 
mations 1 
gCnérai de sources DBR lisstes au debit cr&e peut etre représenté par la superposition de 
sources pCnodiques hétérogénes. les Ni sources de type i Ctant caractérish par une 
période Di. Le cas oh le tampon est de W e  limitée h K places n'a pas eté résolu B cause 
de sa complexité. Le mod&le plus simple de la file équivalente avec tampon infini, soit la 
Ni*Di/D/l. a cependant 6tC CtudiC par ( V i o  et Roberts. 1989; R o m  et 
Vbtamo. 1991; Norros et al.. 1991). donnant lieu P plusieurs bornes et approximations de 
complexité et précision variées. Un aperçu de ces methodes est disponible dans (COST, 
1992). La résolution de ce type de modèle est. dans l'ensemble. plut& laborieuse. 
Toutefois. les r t h h t s  empiriques indiquent que la distribution complementaire de la 
longueur de la file, Q(x), peut etre bornée pour la file c N i * D i / D / l  en utilisant le 
modèle d'une superposition de sources homogènes. la N* D / D /  1. ou plus simplement 
encore, la file MIDI1 où le processus d'arrivée est un processus de Poisson de même 
charge (p = c Ni/Di )  que la superposition des sources d6terministes (Roberts et 
Cellule Oui 
Virtamo. 199 1). Ainsi une bome supérieure 9 la fonction Q(x) de la file Ni* Di ID/ 1 
est obtenue en prenant Q(x) pour un système homogène N* D/D/ 1 de même charge. 
avec p = Ni /Di ,  et D = m m  {Di) . 
La superposition de sources homogènes dans un tampon de taille finie a Cté 
r6soIue exactement. Le modéle de la N*D/D/l/K cornespond au cas d'une 
superposition de N sources d6tenninistes de periode identique D. On suppose que les 
sources démarrent ahtoirernenî, et que le dkmarrage est uniform6ment distribu6 sur la 
période. Ce modèle a eté résolu exactement de façon récursive par (Cidon et Sidi, 1989) 
pour p c 1 et par (Hubner. 1990) pour p > 1 ; toutefois. la résolution numéxique du 
modéle est assez laborieuse. B cause de la complexité de dcul et des problbes de 
précision. 
Le caicui de la distribution de Q(x) dans le système B tampon infini est 
nettement pius simple. et Q(x) ut, dans ce cas particulier, très simplement reliée B la 
probabilité de pene cellule P1,,,. La distribution compl6mentaire du temps d'attente 
*el Q(x) dans la file IV* D / D /  1 peut être calculée par la methode de Benes (Roberts 
et Virtamo. 199 1). qui aboutit 9: 
n - x  N - n  D - N + x  
(1--1 ( D D - n + x  1 
A partir de 3.8. on peut borner la probabilité de perte cellule de façon simple: 
K etant un entier denombrant le nombre total de places dans le système (Wong, 1990). 
Ceîte expression donne une bome assez sers&, pour une cornplex. très raisonnable 
(COST, 1992). A titre de comparaison. signalons que la file MIDI1 représente un uu 
limite pour la file N* D / D /  1. comspondant au nombre de sources B multiplexer et B la 
phode des sources devenant très grands (N sup&ieur A 5000. par exemple). Ce mod81e 
peut donc &e utilise pou. dimensiorner les tampons de façon conservative. lorsque les 
connexions sont espacées il leur débit crête. La complexité de ce mod&le est entierement 
determinke par la valeur de x, la longueur de la file. 
Allocation de ressources pour le mode DBR avec espacement 
D'une certaine façon. on ne peut pas exactement parler de pire cas de traâc pour 
des trafics déterministes périodiques. En effet, bien que ce patron conesponde au 
comportement d'une source qui Cmet autant de ceildes qu'elle le peut, en conformité 
avec le mécanisme de GCRA, l'on negiige la gigue rbiduelle ainsi que la gigue subie par 
le flux dans les Ctages de multiplexage suivants. La MIDI1 permet toutefois d'obtenir 
pour des sources espacées au debit crete, un dimensionnement de tampon consuvatif, 
même en tenant compte de cette gigue résiduelle. Cette methode donne g6néralement 
une taille de tampon inférieure B 100 cellules pour un objectif de perte PIOS, = IO-' et 
une charge admissible de l'ordre de 0.8, ce qui est compatible avec les contraintes sur la 
CDV inhérentes aux applications temps réel (CBR ou VBR) pour lesquelles le mode 
DBR est appropnt5 (Gravey et al., 1997). 
Etudions ce que deviennent les pires cas de trafic. et les 
correspondants, en l'absence de la fonction d'espacement. 
Connexions non-espac& 
Pire cas de ~rafic sans espacement 
Dans un réseau ATM pour lequel ia fonction d'espac 
modèles 
ement $ l'UNI n'est pas en 
vigueur, le pire cas de trafic conforme n'est plus une source d6terministe Cmettant B 
intervalles constants. Plusieurs cellules peuvent être 6mises consécutivement au debit du 
lien d'accès par la source, en conformité avec le mécanisme de GCRA. Le debit crête 
PCR devient en quelque sorte un debit moyen B court tame. Le pire cas de trafic $ 
considérer consiste alors en une alternance de rafale au débit du serveur* suivie d'une 
ptriode d'inactivité telle que le dkbit moyen de la connexion est Cgal au PCR. Le nombre 
de cellules consécutives depend de la valeur de la toltrsnce de gigue. La longueur 
maximale de la rafale conforme. au débit du serveur, est d o ~ é e  par le MBS. qui depend 
des paramètres du GCRA de la façon suivante: 
On a choisi ici le temps cellule comme unité de temps. La possibilité de rafales au debit 
du lien existe donc pour rpCR 2 TPCR - 1 .  Une source de ce type est représentée h la 
figure 3.4. La longueur du silence se calcule h l'aide de SL = [ M B S  x TPCRl - M B S .  
Figure 3.4 Pire cas l e  traf~c pour le multiplexage en made DBR de 
trafic non espact 
Description des mdt?les 
Dans ce type de mod&le. une source de type i est caractérisée par sa peride Di. 
Di = MBSi  x TpCR, et sa rafale de longueur bi = MBSi, qui est suivie d'un silence tel 
que SLi = Di - b i. Dans le cas d'une superposition de sources homog&nes, plusieurs 
modèles sont disponibles dans la littérature pour calculer la distribution wmplCmentaire 
de La longueur de la file. Le cas de la file B tampon fini n'a pas tté résolu, mais des 
résultats existent pour le cas de la file infinie. Certains de ces modèles sont exacts, 
d'auîres sont des approximations de complexité et de précision variables. Lw 
caractéristiques de ces modèles sont décrites au tableau 3.2. Les modèies sont 
applicables pour ciifftrentes vdeurs du rapport entre le dtbit du lien de sortie. C. et le 
debit d'arrivée des cellules, ici Cgal au dtbit du lien d'accès, h. Dtnotons cc rapport par c 
= Cfh. Nous nous inthssons, dans cette section. au cas particulier de trafic de type pire 
cas pour lequel c 5 1. Notons que ces modèles sont aussi applicables h des sources B 
debit variable espacées B leur debit crête (h = PCR), dont le PCR est supCneur ou egal au 
débit de service C. 
Le cas c c 1 est d'un inttret pratique particulier; en effet, dans les équipements 
ATM disponibles actuellement sur le marche. le dtbit d'un lien d'accès peut 2tre 
supeieur B celui du lien de sortie (Gravey et al.. 1995). Pour c = 1. et dans le cas 
d'arrivées discr&es, le modèle dtveloppé pour la file N* WCT/D/  1 par (Garcia et al.. 
1994) permet un calcul exact de Q(x) pour une superposition homogbe de sources 
intermittentes. telles qu'illustrées B la figure 3.4 (le sigle WCT est utilist par les auteurs 
pour désigner ce type de sources). Les mêmes auteurs ont. par ailleurs, Ctudie une 
version fluide de ce modkle. valide pour c < 1. Une alternative B cene rn6ththode d'analyse 
a eté fournie par (Cidon et al., 1994). Ces auteurs ont analysé. B I'aide de la theorie des 
m e s .  le mtme modèle H* W C T / D /  1 pour le cas où les arrivées de cellules sont 
discrètes. et egalunent pour un modèle fluide où les rafales arrivent de façon continue. 
Dans les deux cas, la vitesse de transmission du lien d'accès est tgaie B ceiie du lien de 
sortie, donc c = 1. C'est un modkle d'une complexité de calcul relativement elevée. Cette 
méthode est applicable B des superpositions hCtérogènes où les longueurs de rafales sont 
dintkentes. pour le cas pctrticulier d'une superposition de deux types de sources de même 
période. mais le calcul de Q(x) est encore plus laborieux. Dans (Roberts et al., 1993). les 
auteurs analysent le multiplex ATM k partir d'un modde fluide et B l'aide d'une methode 
approchée utilisant l'approche de Benes ainsi qu'une application de la loi des grands 
nombres (nous reviendrons sur ce modèle A la section 3.2.6). Cette rn&hode est 
applicable B toutes les valeurs de c; elle n'est toutefois pas très précise lorsque c < 1. Il 
est B noter que la complexité de calcul de cette mtthode est propomonnelle au rapport c 
et independante de IV. Elle implique. en revanche, un certain nombre d'opérations 
numériques (dont la complexitC ut, toutefois. independante des pmam&res de trafic). 
Tableau 3.2: Modèle pour multiplexage de trafic pire cas en mode DBR sans espacement 
Sources Modüc 1 1 Niveau de Ht5teogènes rnod6lisation 1 Rapport 1 1 Complexité 
rafale N*D'D/l I N o n  Rafale - discrète 
Rafale - 
discrète 
Ni* D i / D /  1 
rafale 
1 APP~OX - / 0 ($1 
cas limite 
Oui 
N* W C T / D /  1 1 Non 1 Exact 
Cidon et al. 1 MBS diff. 1 Fluide 
La méthode la plus simple et la plus efficace pour traiter le cas c c 1 consiste B 
nom avis. B utiliser les s6sultats de la file N* D/D/ 1. qui représente un cas limite par 
rapport au système N* W C T / D /  1. En effet, dans la file N* D / D / l .  les 8mvées sont 
instantanées. et l'on peut considerer qu'une arrivée represente une rafale entiére. le 
rapport c tendant vers O (Ramamurthy et Dighe. 1991). On peut borner la distribution 
Q(x)  de la file N* W C T / D /  1 par celle du système B arrivees groupées. Notons le temps 
d'attente virtuel daos le systéme B arrivés grouws de b cellules, @; et W,, le temps 
d'attente virtuel de la file N * D / D / 1 .  Si la période du système groupe est &ale B 
D = Db/b, où Db est la période du système hl* W C T / D /  1 correspondant. alors la 
distribution du temps d'attente Waiel du systéme B arxivCes groupées est obtenue h partir 
de celui d'un système IV* D/D/ 1 de pCnode D l'aide de l'équation 3.11: 
Autrement dit, pour un dimensionnement de la file h arrivées group&s, on applique les 
résultats de la file N* D/D/l (équation 3.8) en considérant que la taille du tampon est 
obtenue en unités de rafales. Cette approche peut être adaptée aux sources dont le debit 
crête PCR est différent, par le biais de la file Ni* Di/D/l (COST, 1996). 
Comparaisons de la précision des modèles par rappon 6 la perte cellule 
Dans cette section. nous présentons une comparaison entre les différents 
modèles et la probabilité de perte cellule obtenue par simulation pour Cvaluer leur 
précision relative. Quatre mod&les sont comparés pour le cas c = 1 et une superposition 
de sources homogenes: le modkle exact discret et le modkle exact fluide de (Garcia et al., 
1994) pour la N* W C T / D /  1. l'approximation fluide avec borne de Benes de ( R o b  
et al.. 1993) et la N* D/D/1 avec arrivées groupées. Nous avons Cgalernent obtenu par 
simulation la probabilité de perte cellule. notée C U ,  dans un système B tampon fini. 
L'indicateur de performance apparaissant en ordomee depend du modele (CU ou Q(x), 
selon le cas). Dans l'exemple de la figure 3.5. le nombre de sources superposées est 
N, = 10; une source Cmet pendant sa période active 3 cellules cons&utives, suivies 
d'un silence d'une durée de 42 temps cellule. Nous constatons que les mod&les 
IV* D / D/ 1 et N* WC?'/ D/ 1 discret fournissent dans ce cas des bornes supérieures sur 
la probabilité de perte, obtenue par simulation, dors que l'approximation fluide est 
optimiste par rapport B la perte réeile. Notons, par ailleurs. que les courbes des deux 
Figure 3.5 Modèles pour le multiplexage en mode DBR avec rafales au debit du lien et 
perte cellule; MBS=3, PCR =1/15, Ns = 10 
modèles fluides, le m d U e  exact (Garcia et al.. 1994) et le modele de (Roberts. 1993) 
sont pratiquement superposées. L'approche de (Roberts. 1993) donne donc une 
excellente approximation du systérne fluide. 
La figure 3.6 représente la comparaison entre les mêmes rnod&les (excepté le 
modèle fluide exact). mais pour des sources legerement différentes. et illustre l'impact de 
la longueur des rafales sur la précision relative des modèles. La charge totale du système, 
p = N, - PCR et le PCR déclare sont maintenus constants B 0.8 et B 0.04. 
respectivement; seules la longueur des rafales et la pCriode des sources changent. Les 
longueurs de rafales sont de 5, 10 et 20 cellules. Il est clair que la longueur des rafales a 
un impact très important sur la taille de tampon nécessaire pour garantir une certaine 
probabiüté Q(x); remarquons egalement que pour une probabilité fixée, cette longueur 
est approximativement proportionnelle B la longueur des rafales maximales. Les ûois 
N'Dm1 rafale. M B S S  - 
N8WC'X'/D/1 disCr&, M E S 5  ---- 
Benes fiu..de, M B S 5  ~c- . 
U R  simu. MBS5 .---.- 
N*D/D/I rafalt, MBS=lO -&- 
N*WCT/Dn di!~~&. MBSlO .* .. 





x (longueur de la file en cellules) 
Figure 3.6 Comparaison entre rnod&les pour pire cas de trafîc et perte cellule. pd.8. 
Np20, PCR=û.OQ 
rnockles decrits donnent bien une borne sur la probabilité de perte cellule. Notons 
egalunent que les courbes du modèle exact discret et du rnod&le fluide avec 
approximation de Benes sont presque superposées. Dans cet exemple. l'approximation 
fluide n'entraîne pas de sous-estimation marqu6e de Q(x)  par rapport au systérne discret 
pour les trois longueurs de rafales considérées. et constitue meme une borne supérieure 
par rapport B la perte cellule dans le système B tailie de tampon limitée. Le fait que 
I'approximation fluide donne & peu près les mema résultats que le système discret (dors 
qu'en principe l'hypothèse fluide est optimiste par rapport au système discret 
correspondant) est probablement ettribuable B l'hypothèse de linéarité du tampon en 
fonction de la longueur des rafales. qui va dans le sens conservatif. On peut constater en 
effet, sur une figure B l'échelle plus petite. que pour MBS = 5. la fonction Q(x) exacte 
pour le système infini est légèrement plus grande que celie donnée par l'approximation 
fluide. dors que pour MBS = 20 la situation est inverde. 
Nous pouvons retenir de cette comparaison des mod&les pour le multiplexage 
en mode DBR sans espacement, que: 
La file N* D/D/ 1 B arrivées group6es u t  une borne superieure de la probabilité de 
perte. dont le calcul est simple. ce qui la rend très attrayante pour traiter le cas c S 1 
car c'est un excellent compromis entre cornplexit6 et précision; 
Le mod&le de (Roberts et ai.. 1993) constitue une excellente approximation de Q(x) 
pour le système fluide; 
Qfx) pour le système fluide semble être une borne supérieure sur la probabilité de 
perte cellule. B partir du moment où la longueur de rafale excède un certain seuil. 
Voyons & présent ce que l'on peut déduire de ces mod&les pour l'aiiocation des 
ressources sur la base de trafics dits du pire cas, en mode DBR. 
Allocation des ressources en mode DBR 
L'allocation des ressources en mode DBR a fait l'objet d'un nombre important 
d'études. notamment dans le cadre du COST. Il existe donc dCjh une quantité importante 
de résultats B ce sujet. Nous rappelons cenains résultats ici pour wmplCter notre 
discussion. 
Dans le cas des sources espacées ii leur debit crête. il est connu (COST. 1996; 
Gravey et al.. 1997) que l'allocation des ressources peut s'opérer d'une façon tr&s 
simple. sur la base du PCR seulement. Il sufnt, en effet, de dimensiorner le tampon pour 
un objectif de perte dome. en supposant un processus d'anivées distribu6 suivant la loi 
de Poisson. c'est-&-dire par le biais de la file M / D /  1 ou M / D /  1 /K. Cette methode 
donne gCnCralement une taille de tampon infexieure B 100 cellules pour une contrainte de 
pwre PI,,, = 10-1°. Un tampon de cette taille est compatible avec les contraintes sur la 
CDV inhérentes aux applications temps réel pour lesquelles le mode DBR est approprié. 
L'allocation des ressources a lieu ensuite sur la base du PCR. par rapport B une 
capaciîé de rkference. Par exemple. un tampon de taille 48 cellules permet d'accepter 
une charge de 0.8 si les amivees sont de Poisson. pour un estime de la probabilité de perte 
Q(B)  Cgd B IO-'. Si le multiplex possède un debit de transmission nominal Cgal B C. 
alors c = 0.8C. est retenu comme dtbit de réfeence. On peut charger le multiplex 
jusqu'8 concurrence de cette limite. tout en étant certain de respecter la contrainte sur le 
C U :  
Xi se trouve que le dimensionnement obtenu par cette methode est conservatif non 
seulement sur un seul noeud, mais egalement pour tout le réseau sous certaines 
conditions (Boyer et al.. 1992; Gravey et Blaabjerg, 1994; COST, 1996). car il est connu 
empiriquement, qu'un processus de Poisson represente un cas limite d'une superposition 
de flux préaiablement espacés ayant subi la traversée de plusieurs h g e s  de 
rnultiplexage. L'espacement pennet donc d'atteindre des utilisations Clevées, pour les 
tailles de mCmoires envisagées qui sont habituellement de l'ordre de 100 cellules. 
En l'absence de la fonction d'espacement au dtbit &te, il faut tenir compte de 
la présence éventuelle de rafales au débit du Lien d'accès. Nous avons utilisé le modele 
de la N* D / D /  1 pour évaluer l'impact des rafales sur l'allocation des ressources en 
mode DBR. Notons pE. l'utilisation maximale du système. et NE", le nombre de 
sources admissibles, pour CLR S E. La figure 3.7 montre l'impact de la présence de 
rafales au d6bit du lien sur la charge admissible, en fonction de MBS, pour deux 
Figure 3.7 Impact des rafales au debit du lien sur la charge admissible en fonction de 
MBS; B=64, Q(B)=~o-'* 
exemples. Le tampon est de 64 places cellules, le CLR est estimé B 10-lu, et dans les 
deux cas la charge individuelle d'une source est fixée. ï i  est clair qu'a partir d'me 
longueur de rafale superieure B deux ceiiules, la charge admissible diminue rapidement. 
Dans les exemples présentés, la charge admissible, lorsque l'on tient compte de sources 
espactes conform&nent au debit crête déclare. est de 0.85 et de 0.95 respectivement; 
cette charge admissible diminue B une valeur juste supeneure B 0.1 dans les deux cas. dès 
que la longueur de rafale atteint 10 ce11ules. et environ 0.02 pour une rafale de 20 
cellules! Ces rCsultats demontrent sans équivoque l'impact dramatique des rafales au 
débit du lien sur l'utilisation du réseau, ainsi que la pertinence d'éliminer, ou du moins 
de limiter, ces rafales, soit par un espacement au debit crête déclare. soit en limitant la 
tolérance de gigue 
présence de rafales 
DBR puisqu'il faut 
de maniere B rendre le MBS très faible. Par ailleurs. notons que la 
au debit du lien complique l'allocation des ressources pour le mode 
alors tenir compte de la CDVT et non uniquement du dtbit crete. 
Il semble donc que. dans le cas d'une allocation des ressources en mode DBR. 
l'admission de trafic non-espacés dans le réseau ne pumette pas d'obtenir des 
utilisations intéressantes. compte tenu des tailles de tampons limitées qui sont envisagées 
pour permettre aux applications temps réel de fonctionner. Ces résultats confirment 
l'importance de la fonction d'espacement des cellules si l'on veut obtenir une urilisation 
raisonnable (Boyer et al.. 1992; Roberts et Guillemin. 1992) car l'impact de rafales au 
debit du lien d'accès est dévastateur sur l'utilisation du réseau. 
Dans la prochaine section. nous passons en revue les modèles de multiplexage 
en mode statistique. c'est-Mire en mode SBR. 
3.2.4 Multiplexage en mode SBR 
Pires cas de trafic 
En mode SBR. les sources sont caractérisées par quatre paramètres, TPCR et 
-cpCR, les deux derniers etant TSCR et TsCR. kgaiement d6fh.s en relation avec un 
mecanisme de GCRA. L'inverse du paramètre TSCR. soit 1 /TscR definit le debit soutenu 
ou SCR (Susminable Cell Rate). et le paramètre .escR est defini. quant il lui. par 
- 
'SCR - T ~ ~ ~ +  Y. où tIBT designe 1'IBT (Intrinsic Bursr Toleronce) et r' peut etre 
consider6 comme une tolCrance de gigue de niveau rafale. Cette tol&mce est nécessaire 
parce que la longueur de la rafale maximale que la source peut emettre B son débit cretre 
(correspondant B I'IBT) pourrait être affectée par la CDV. et c'est la longueur rbultante 
qui doit être prise en compte B l'entrte du reseau. La façon optimale de choisir ces 
paramétres en fonction des caractéristiques d'une source demeure un probkme ouvert, h 
ce sujet on pourra consulter (Rosenberg et H6buteme. 1994) et (Guillemin et al.. 1995). 
Le param&îre de SCR peut etre considéré comme une borne supérieure sur le 
debit moyen de la source. alors que le parambtre .erScR permet de limiter la rafale 
maximale pouvant etre transmise au debit crete déclaré. Les quatre paramétres de trafic 
caractérisant une connexion en mode SBR pennenent de definir un trafic de type pire cas 
qui depend. comme B la section précédente. de la prksence d'espacement au debit crête. 
Dans les deux cas. la source de type pire cas Cmet ses cellules selon une séquence 
périodique de périodes actives et inactives de durée fixe en altemance. mais avec une 
différence majeure selon que la fonction d'espacement est présente ou non lors de 
l'émission des celiules pendant la période active. 
Dans le cas où aucun espacement n'est effectut. le trafic h considérer pour 
l'allocation pire cas est alors constitu6 de rafales B deux niveaux. c'est-&-dire que la 
période active est constituée de rafales au debit du lien suivies de silence, de telle sorte 
que le debit moyen pendant la période active est Cgal au PCR déclare. Cette pCriode 
active est suivie d'une période de silence telie que le debit moyen sur une période est 
6gd au SCR déclaré. La figure 3.8 illustre ce type de trafic. il n'existe pas h l'heure 
actuelle de modele analytique permettant de traiter exphcitement ce type de trafic. 
quoique certaines des méthodes fluides par exemple pourraient, en theorie, être adaptées. 
Les rCsultats de la partie précedente suggèrent fortement qu'il est prefbrable d'espacer au 
debit crête. C'est pourquoi nous supposons dans le reste de ce document que les sources 
en mode SBR sont espacées B leur debit crête décIar6 pendant la durée de leur phode 
active. 
Figure 3.8 Trafic pire cas pour multiplexage en mode SBR sans espacement 
Si l'on peut supposer que les connexions sont espacées B Leur PCR. le trafic pire 
cas correspondant est constitu6 par une alternance de silences et de périodes d'activité au 
Ce type de trafic est iUustrC par la figure 3.9. La proportion du temps où la source est 
active, ou probabilité d'activité d'une source. est a = SCR/PCR. La longueur de la 
active. Ton. est donnée par Ton = MBS TPCR. et la longueur de la période 
silencieuse s'écrit Tofi = ( ( 1 - a) M B S )  /T,,,. 
L'analyse d'une superposition de sources intermittentes de ce type dans le 
multiplex P;lhil est un probléme delicat auquel se sont intéressé de nombreux chercheurs 
(COST. 1992; Mignault et al.. 1996). Cependaat, aucun modèle gCnéral exact n'a encore 
6té dCveloppé. En particulier, le traitement des sources hetérogènes est rare, et le seul 
YU* 
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Figure 3.9 Trafic de type pire cas en mode SBR avec espacement 
modhle permenant le traitement explicite d'une superposition quelconque de sources 
h&érog&nes de ce type est le mod&le sans tampon (Hui. 1988; Keiiy, 1991). 
Le traitement de ce type de système est assez dekat en g6neral. et est toujours 
abord6 par des méthodes approximatives, sauf pour certains cas particuliers très simples. 
La difnculté est amibuable B l'existence de cont51ations B deux niveaux dans le processus 
d'anivh: d'abord une coi~tlation négative 1 court terme, due a l'espacement rtgulier 
des ceiiules, ensuite des corrClations positives B plus long terme. d u s  cette fois aux 
anivées se produisant en rafales. Cette double échelle de phdnomenes donne lieu B une 
forme très caractéristique pour la fonction Q(x) dans ce type de systeme, comme on a pu 
le constater B la figure 2.2. L'une des approches les plus efficaces pour analyser ce type 
de modèles est la décomposition: les deux échelles sont mod6lisées séparément. selon la 
composante dominante correspondant B la taille de la file sous considération (Kroner et 
al., 1990; Norros et al., 1991; Roberts, 1991). 
Ces deux échelles de phénoménes correspondent B deux approches différentes 
quant B I'implémentation du multiplexage statistique en mode SBR. La congestion au 
nivuiu rafale et l'apparition de longues files dans le multiplex se produisent 
lorsque le taux d'arrivée instantad depasse la capacité de transmission du multiplex. 
Deux possibilités sont offutes pour traiter cette congestion de niveau rafale: soit l'on 
essaie de l'kviter en limitant la charge de sorte que le taux d'arrivée instantan6 ne 
dtpasse le debit de sortie qu'avec une probabilitk très faible; soit l'on doit tamponner ces 
rafales et les transmettre avec un delai qui peut titre important vue La taille de tampon 
nkessaire pour atteindre une probabilité de perte de l'ordre de 100~~. Dans le premier 
cas. le tampon peut être dimensionn6 avec une file MIDI1 ou MIDIIIK. ce qui permet 
d'absorber la gigue. On parlera alors de multiplexage en mode 'rafales perdues'. puisque 
le tampon n'est utilise que pour absorber la gigue de niveau celluie, et non les arrivés 
simultanées de rafales. Lorsque le tampon est de tadie importante. par exemple supérieur 
B 1000 cellules, les délais, et en particulier leur variabilité, peuvent ne pas être 
compatibles avec les objectifs de QS prCvus pour les services B temps réel. Pour cette 
raison, un mode d'operation B 'rafales perdues' est indique pour les services B temps réel, 
alors que pour les seNices pouvant supporter une variabilité du delai plus importante, un 
mode 'rafales tamponnées' permet d'atteindre une utilisation plus elevk. La plupart des 
modèles permettent de traiter un seul de ces modes. 
Les rnodtdes analytiques pertinents pour ce type de système sont tnurnérés au 
tableau 3.2. Il est B noter que dans ce cas. comme les sources sont espacées, le debit 
d'arrivée d u  cellules h wmspond au PCR qu'elles ont déclaré, donc c = C / P C R ,  et 
ce rapport peut prendre n'importe quelie valeur. Etant donnée la présence d'une fonction 
d'espacement, on suppose c 2 1. Certains de ces modèles permettent de modtliser le 
Tableau 3.3: Modèles pour multiplexage de trafic pire cas en mode SBR 
Modele Taille du Niveau de 
modélisation 
modulée N * D / D / l  IInfinie 
N * D / D / l / K  Finie 
modulée 
Kvols et 
Blaabjerg 1 Infinie l Ceilule 
Fluide Robertsetal. 
- - p .  
des rafales 
Infinie 
Perte Approx. de 
modulation 
Perte Exact - 
borne sup. 
Perte Approx. de 
modulation 
.- 
Attente bpprox.  et 
ou exact A. 
Attente Borne sup. 1 Ruidc 
Complexité 
système au niveau cellule. Lorsque la taille du tampon est petite par rapport ii la taille des 
rafales. ce qui correspond au mode rafales perdues, il est possible d'appliquer l'approche 
de modulation. Daos la file N * D / D / l  modulée. un processus d'arrivée dtterministe, 
wmme celui de la N* D/ D/ 1 . est module par un processus intermittent (COST, 1992). 
Ce modéle peut etre analys6 exactement dans le cas où N S D . Dans le cas genérai, la 
technique de modulation est une approximation. qui peut i3re appliquée B la file finie 
correspondante (Hubner et Tran-Gia, 1991). Notons toutefois que la file N* D/D/ 1 
modulée peut etre dimensionnée comme une MIDI1 de meme charge lorsque le debit 
d'arrivée depasse avec une faible probabilité le debit de sortie (COST, 1992). Ces 
modèles donnent des résultats très conservateurs lorsque le tampon est assez grand pour 
emmagasiner plusieurs rafales. Dans ce cas. (Kvols et Blaabjerg, 1992) ont propose des 
bornes et approximations. de précision peu satisfaisante et de complexité &levée. Une 
approche plus efficace, consiste A modCliser le système au niveau 'rafale' par des 
modèles de type fiuide, ce qui repCsente dans de nombreux cas un intéressant compromis 
entre la complexité et la précision. En effet, le nombre d'opérations devient dors 
independant de la longueur de rafale MBS. Des methodes d'approximation pennenent de 
plus une simpLification suppkmenraire des calculs. Deux mod&les fluide de niveau rafale 
nous intéressent particulièrement, et font l'objet d'une description plus dCcaillCe. Il s 'agit 
du modèle sans tampon de (Hui, 1988; Keliy. 1991) et du modéle B tampon infini de 
( R o b  et al., 1993). Dans le premier cas. on suppose qu'il n'y a pas de tampon au 
niveau rafale; c'est-&-dire que le tampon est présent uniquement pour absorber les 
fluctuations dues aux arrivées simultanées de ceilules. lonque le taux d'arrivée 
instantané ne depasse pas la capacité de service. Le système peut alors &tre rnodélist 
comme ayant une taille de tampon nulle au niveau rafale. Le deuxième cas est B 
l'inverse. celui où l'on suppose que le tampon est de taille infinie, de façon B pouvoir 
absorber les longues files se produisant lorsque le taux d'arrivée instantané dtpasse la 
capacité de s e ~ c e  pour une période de temps prolongée. Le système est, dans ce cas, & 
attente de niveau rafale. 
Examinons les modèles permettant de traiter cm deux modes de fonctiomement 
SBR. respectivement aux paragraphes 3.2.4 et 3.2.5. 
3.2 5 Multiplexage en mode SBR, rqfales perdues 
Description du modèle 
L'utilisation de tampon de t d i e  limitée (typiquement B une taille de l'ordre de 
100 cellules) dans le multiplex ATM est liée B un mode de fonctionnement du &eau 
ATM où le rnultiplexage statistique des sources est r&ilis6 en s'assurant que le debit 
d'arrivée instantam5 total l'instant t, A, (la somme des taux d'arrivées des sources 
actives) ne depasse pas la capacité de tr811saZission du multiplex ( R o b ,  199 1). 
Comme le tampon a typiquement une taille trop faible pour pouvoir absorber les arrivées 
de rafales sirnuitanées en excès de la capacité de transmission, le système est dit opérant 
en mode 'rafales perdues' (COST, 1992). 
Au niveau rafale, le systtme peut alors etre modehsd comme ayant une taille de 
tampon nulle, ce qui correspond au niveau ceilde. B un tampon dimensionnt pour 
absorber les phhomènes de gigue résiduelle. Le modèle le plus utilist pour l'etude de ce 
type de système, est un modèle fluide. où les sources transmettent, pendant une période 
active, de façon constante B leur debit crête l /TPCR, .  On suppose qu'il n'y a aucune 
perte tant que le t a u  d'anivée instantan6 u t  inf&ieur au debit de sortie ou, en d'aums 
mots, que le tampon est dimensiom6 pour une perte très faible tant que A, a C, et que la 
perte est essentiellement provoquCe par les phénomènes de surcharge temporaire, 
lorsqu'il y a depassement de la capacité de seNice. Le nombre de cellules contenues 
d a m  une rafale n'intervient pas dans ce modèle, car on suppose que la taille du tampon 
est tr&s faible par rapport B la M e  des rafales. Ce modele ssan tampon est aussi dit 'B 
ressource unique', en l'occurrence la bande passante (Hui 1988; Keliy, 1991). C'est un 
modéle simple qui permet aisement le traitement des sources hétérog&nes. L'une des 
façons de simplifier l'analyse d'un système B ressources multiples (memoire et bande 
passante, par exemple) est de reduire le probléme. par différentes asnices, B celui du 
système B ressource unique pour pouvoir en appliquer les résultars (Elwaüd et ai., 1995; 
ThCberge et Mazumdar. 1996). 
La performance du système peut etre exprimée par deux indicateurs: la 
proportion de fluide perdu, Pi,,, et la probabilité de saturation du lien, Pm,. Cette 
derniere probabilité ne d+end que de la distribution du debit instantané du processus 
d'arrivée. Les expressions générales de ces deux probabilités sont donn6e.s par les 
équations 3 -6 et 3.7, respectivement. Pour des sources intexmittentes B deux niveaux avec 
Ni le nombre de sources de la classe i, la probabilité P, se calcule exactement par 
convolution des distributions du débit d'arrivée des M6rentes classes de sources. Elle 
est souvent approximée par la borne de Chernoff (Hui, 1988; Griffith, 1990; Elwalid et 
al., 1995) et est donnée exactement par l'expression 
où Bin(N, a) dénote une distribution binômiale. 
C'est un modele très intéressant du point de vue de la complexité. En effet, les 
indicateurs de performance (aussi bien Pbss que P,,J peuvent aisement titre Cevalé au 
moyen de la borne de Chemoff ameliorée, et d'une procédure numérique de recherche de 
racine. Dans le cas homogène, la complexité de la pr&ure est independante des 
paramétres du modéle de trafic. Pour une superposition hétérogène. la complexité de la 
résolution dépend du nombre de classes de trafic (noté J dans le tableau 3.2) puisque l'on 
doit calculer chacun des dCbits équivalents. 
Comparons ces deux indicateurs de performance B la perte ceilde obtenue par 
simulation. pour le cas où les sources sont de type pire cas homoghe. 
Comparaison B des résultats de simulation 
il est en enet intéressant de comparu les deux indicateurs de performance 
fluide. la proportion de fluide perdu. Pbss. et la probabilité de saturation du lien. P .  
la probabilité de pute cellule réelle. obtenue par simulation. Dans le cas de sources 
interminentes identiques. la distribution du debit d'arrivée instantan6 suit la loi 
binômiale et c = Cs TpCR sources peuvent etre servies simultanément 
découle 
La figure 3.10 illustre ia différence entre ces deux indicateurs 
sans perte. il en 
(3.16) 
de performance 
pour une superposition de sources homogènes, ainsi qu'avec la probabilité de perte 
cellule obtenue par simulation, en fonction de la charge p = N a / c .  Le systhe  est 
muni d'un tampon de 100 cellules, les paramètres des sources sont ad.05 .  MBS=lSO 
cellules. et deux valeurs du rapport c. soient 2 et 10. sont illustrées. Lorsque le debit &te 
est assez faible par rapport au debit du multiplex. P,,, apparaît comme une bome 
supérieu~e de Pbss fiAuide; par ailleurs. les deux indicateurs de performance foumissent 
une borne supérieure sur la probabilité de perte cellule CU. 
Figure 3.10 Modèle fluide sans tampon - indicateurs de performance fluides et CM. en 
fonction de la charge offerte; a9.05 
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Si le nombre de sources est grand et que le debit individuel de chacune des 
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Gaussienne, alors on peut montrer que. pour PI,, proche de 10-'! Plo, - Pm/ 100 
(Norros et Vinamo. 1991). 
Nous avons utilisC le modèle fluide sans tampon pour Cvduer I'impact des 
param&tres de trafic sur l'allocation des ressources, lorsque le rnultiplexage est effectu6 
en mode B perte de rafales. Cern etude nous permettra, entre autres. de voir pour quels 
types de sources. une allocation sur une base strictement préventive. en mode SBR sans 
tampon est intéressante du point de vue de l'utilisation. 
Impact des panunetres de trafic en SBR, mode rafales perdues 
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Figure 3.11 Charge admissible pour une probabilie de p e r ~  de 10-'O, pour differents 
débits crete. en mode rafales perdues; C=34 Mb/s 
l'allocation des ressources en mode SBR h rafales perdues. L'indicateur de perfomana 
utilist est la perte fluide. Les figures 3.11 et la 3.12 illustrent la charge admissible et le 
gain de muitiplexage pour un exemple particulier. Ces resuitats ont &té obtenus au moyen 
du mod&le fluide saos tampon. Le systéme considéré est un multiplex B 34 Mb/s. la perte 
fluide vis& est de 10-Io et la charge admissible a C t t  calculée pour trois valeurs du debit 
&te: 1 Mb/s. 2 Mb/s, et 4 Mb/s. Ii est & noter que dans ce contexte. c'est le rapport entre 
le debit de transmission et le debit cr&e qui importe plut& que les valeurs absolues. Les 
resultats illustrCs sont donc valides aussi pour un multiplex de capacité C Mb/s et des 
PCR qui seraient dans les rapports illustrés (1/34 C. 2/34 C etc.). Nous avons egalement 
illustré le gain de multipiexage statistique par rapport B une ailocation au ddbit crete. que 
nous definissons comme g,= Nra/LC/ (PCR) J . 
Figure 3.12 Gain de multiplexage par rapport B une allocation au débit crête pour une 
perte de 1 0 ~ ~ ~ .  pour diff6rents debits &te en mode perte rafale; C=34 Mb/s 
Effet de la rafale m i m a l e  (MBS) 
Dans le contexte B perte de rafales. k paramètre TSCR n'intervient pas 
directement dans I'estimation de la perte. qui ne depend que du rapport a et du PCR. 
Cependant la durée des périodes de surcharge est proportio~eile MBS. qui doit donc 
être limitée. 
Effet du débit soutenu (SCR) 
L'impact du paramètre de SCR sur l'utilisation et le gain de multiplexage est 
fonction du rapport a Plus ce rapport est faible. plus le gain de rnultiplexage est Ueve 
par rapport une docation au debit mete; en revanche. la charge admissible diminue 
pour les sources très sporadiques. Comme on peut le constater sur la figure 3.12, les 
sources pour lesqueiles le rapport a est supCrieur B 0.2 n'apportent pas de gain de 
multiplexage important. et ces sources pourraient eventueilement etre traitées en mode 
DBR sans qu'on y perde tellement en termes d'utilisation. Nous remarquons, en ouîre. 
que quand le rapport a + O l'utilisation du lien atteint une limite qui ne dépend que du 
PCR; la situation a + O implique que le processus d'anivées des rafales tend vers un 
processus de Poisson. Ce modèle pourrait être utiüse comme un pire cas pour réaliser 
une allocation conservative. 
Enet du dt!bit crête (PCR) 
Le rapport entre le debit crete et la capacité de transmission (c = C/PCR) joue 
ici un r81e d&aminant. R est possible d'obtenir un gain de multiplexage intéressant 
pounni que ce rapport soit suffisamment grand. supCrieur 10 par exemple. et que le 
rappon d'activité des sources ne soit pas trop grand (a S 0.2). Toutefois. la charge 
admissible demeure assez peu c'levée, sauf si le PCR est vraiment très faible. 
On remarque aussi que la charge admissible et le gain de rnultiplexage sont 
d'autant plus grands que le PCR est faible. ce qui indique que si une application peut 
rbduire son PCR (par exemple au moyen d'un espaceur), alors l'utilisation des liens peut 
etre augmentée. Si le SCR est fixe, alors diminuer le PCR implique que le rapport a 
augmente, ce qui permet une meilleure utüisation du Lien. 
Le fait que ie gain de multiplexage et l'utilisation soient relativement mediocres 
pour des connexions sporadiques dont le K R  représente une fraction importante de la 
capacite de transmission devrait inqui6ter un concepteur de rCseaux MM.  En effet, ce 
sont exactement les caractéristiques que I'on s'attend B retrouver chez les sources qui 
reprtsentent la plus forte demande pour la technologie ATM B l'heure actuelle. en 
l'occurrence les sources dont le trafic est gCnért5 par des applications de type 
téléinformatique et interconnexion de &eaux locaux ! Le mode SBR B rafales perdues 
est donc adapte aux sources B temps réel. B cause de la petite taille de tampon qu'il 
requiert, mais pas au type de trafic représentant le plus grand intérêt pour MM, B court et 
moyen ternes. De ce fait découlent des conséquences importantes. et le besoin de 
méthodes de contr6le de trafic appropriées. 
Pour augmenter l'uhliration des liens de transmission dans le cas où I'on 
souhaite seMr des aafics sporadiques dont le debit cr&e ut eIev6. il faut les munir de 
memoires tampons suffisamment grandes et être en mesure de tolérer des penodes de 
surcharge relativement longues. La prochaine section concerne précisément la 
modtlisation et l'étude de ce type de systemes. 
3.2.6 Multiplexage en mode SBR, rajdes tamponnées 
Description du modèie 
Le modéle de sources de type pire cas au niveau fluide est identique A celui de la 
section précédente. c'est-&-dire une superposition de N sources intemittentes 
homogènes. caractCrisCes par les paramètres PCR, SCR. et MBS. La différence se situe au 
niveau du tampon qui est supposC infini. ce qui implique que l'indicateur de performance 
est, cette fois, la distribution complementaire de la longueur de la file Q(x). C'ut encore 
une fois un modéle fluide, qui représente la composante 'rafale' de la longueur de la file 
et néglige la composante cellule de la file (Roberts. 1992). Le dtbit de transmission du 
multiplex est donne en multiples du PCR (c = C / P C R )  et l'on suppose un d6bit crete 
unitaire (sans perte de gCnéralité). La longueur de la file est exprimée en unitCs de rafales 
(soit BIMBS, si B est exprimC en cellules). Pour obtenir la longueur de la file en cellules. 
il sufnt de multiplier la valeur obtenue par le MBS (c'est une approximation classique 
des modeles fluides sur laquelle nous reviendrons). 
La mtthode que nous avons choisie pour aaalyser ce syst&ne a Cté publiée par 
(Bensaou et al.. 1994; Norros et al., 1991) et appliquée au cas des sources d6tenniniste.s 
dans (Roberts et ai.. 1993). Elle est fondée sur l'application de la borne de Benes au 
système fluide, et sur un changement de loi de probabilite (ou methode du col) pour 
estimer précisement l'extremité des distributions. Revoyons le principe de cette 
méthode. DCnotons par n le nombre de sources actives B l'instant -t, genérant un dtbit 
d'arrivée de A, = n puisque le debit crête est unitaire; la conîribution de la source i au 
iravail W(t) arrivant pendant l'intervalle (-t, 0)  est notée W,it). La borne de Benes 
appliquée B ce système fluide. s'écrit 
L'intégrale peut être evaiuee numériquement. La difficulte est donc d'estimer la fonction 
yr,(t, w). Ce* fonction a rthmment CtC calculée exactement (Garcia et al., 1995) mais il 
est plus efficace d'en faire un calcul approché B partir de la mtthode de (Bensaou et al.. 
1994). comme le proposent (Roberts et al., 1993). La fonction y,&, w )  s'exprime en 
termes des transformées de Laplace des contributions individuelles des sources sur une 
@riode. Il faut dis~guer  entre les sources actives et inactives au temps -t. Definissons 
at(w) et &(w) wmme suit: 
d a, ( w ) =  dwPr (W, ( t )  S w et la source i est active h - t )  (3.19) 
d 8, (IV)  = -Pr (Wj ( 1 )  6 w et la source i est inactive B - t ) 
dw 
(3.20) 
Les expressions des ces fonctions, pour les sources intermittentes périodiques. sont 
données dans (Roberts et al., 1993). La fonction W(t) &ant la somme de toutes les 
contributions. iy,(t, w )  peut se calculer par convolution: 
Le calcul de iyn(t, w) peut &tre d6rivi5 de deux façons diffkentes. aboutissant toutes deux 
B l'expression 3.22. La discussion de (Bensaou et al., 1994) pour dériver la fomiule 3.22. 
est fondee sur le calcul de l'intégrale d'inversion de la tansfomk de Laplace de la 
densité \yn(r. w )  dans le plan complexe, au moyen de la mdthode dite du wl. En fait, cette 
methode est tout ii fait équivalente B l'approche de (Hui, 1988). qui lui. utiüse les 
approximations des évenements rares (Bahadur et Rao, 1960) et le théorème de Cramer- 
Chernoff. Cette methode permet d'obtenir de bonnes approximations pour les sommes 
de variables aléatoires; elle est fondée sur l'application de la loi des grands nombres et 
sur un changement de loi de probabilité pour augmenter la précision de l'approximation 
par une distribution normale. L'expression de w,(I, a) s'écrit 
où l'indice L denote la transformée de Laplace. Lu parambtres s, et o, peuvent être 
obtenus B partir de cette expression, en des transformées de Laplace des densités de 
probabilité at(w) et &(w). Cette mCthode pexmet d'obtenir une bonne approximation de 
Q ( x )  fluide en particulier lorsque la capacite est elevee. et pour des valeurs de x 
relativement grandes. dans le cas où la charge est très clifferente de 1; mais la borne 
obtenue est conservaîive pour lu petites valeurs de x lorsque p est proche de 1. et lorsque 
la capacité est faible relativement au debit crête (c c 1). Le principal inconvCnient de 
cette mkthode réside dans sa complexité: en effet le calcul de Q(x) est plut& laborieux et 
implique un cextain nombre d'opérations numériques (integration. recherche de racine). 
Cette complexité se compare toutefois avantageusement celle d'un calcul exact ou B la 
résolution d'un modkle B temps discret, il condition que I'implt5mentation en soit 
efficacement réalisée. Des Cquivalents logarithmiques dont le calcul est encore plus 
efficace, ont eté récemment obtenus pour Q(x); ces approximations sont précises B la 
condition que le nombre de sources soit suffisamment grand. Le lecteur intéresse pourra 
consulter (Simonian et Guibert, 1995) B ce sujet. 
Comparaison à la pmbabilitb de perte cellule 
Ce modèle est particuli&rernent important pour la suite et nous avons tenu h 
effectuer une comparaison d&aüiée de l'indicateur de perfomance qu'il apporte. Q(B). 
avec la probabilité de perte cellule, le CM. La methode d'analyse implique un cextain 
nombre d'hypothles et d'approximations. dont certaines ont un impact conservatif sur 
la diff6rence entre les deux estimateurs. et dont d'autres vont dans le sens optimiste. 
Dans cene section. nous Ctudions de plus près l'impact global de ces approximations sur 
I'esb6 de la performance. Q(B), par rapport aux résultats de simuLation donnant la 
valeur exacte du CM. 
Formulons, dans un premier temps, ces hypothèses et approximations: 
112 
la mocitlisation est de niveau fiuide. ce qui ne prend en compte que les phénomhes 
de niveau rafale. puisque les cellules ne sont pas modehées individuellement 
(Nonos et al., 1991); 
l'étude concerne un système B tampon infini. ce qui implique. B La place de la 
proportion de cellules perdues dans un tampon de taille B. l'utilisation comme 
indicateur de performance de la probabilité que I'occupation de la file depasse le 
seuil B représentant la taille du tampon réel, que nous noterons q(B); 
l'expression de la taiue du tampon est réaiïsée en termes relatifs, par rapport B la 
Longueur de rafale. En d'autres mots, la taille du tampon est exprimée sous la forme 
BIMBS - cette hypothèse est en général inhérente B la modélisation fluide; 
enfin. q ( B )  n'est pas directement calcul& c'ut Q(B), obtenu par la borne de Benes et 
la methode du col (Roberrs et al.. 1993; COST, 1996). qui est calculé. 
Discurons de ces hypothèses avant de vérifier leur impact. Nous pouvons 
immédiatement préciser que le point 4 ne constitue pas une source d'inquiétude: en effet, 
la methode de Benes est en genéral d'une t d s  bonne prCcision par rapport au système 
fluide modelise. En fait, son influence tend B rendre I'estimation de la pedormance 
prudente, car Q(B) est une borne supérieure sur l'estimateur exact du système fiuide. n 
gWtal ,  la rnodClisation fluide doit  et^ considérée comme donnant une estimation de 
performance kigèrement optimiste par rapport B un système discret, puisque la 
composante cellule de la file est néghgee. m e  donne cependant une bonne 
approximation du comportement du système infini. 1 partir d'une certaine valeur de la 
taille du tampon, lorsqu'il est raisonnable de supposer que le système opère en mode 
rafale (c'est-Mire que l'attente est essentiellement causee par le fait que les rafales 
s'accumulent dans le tampon). Pour les petites valeurs de B. I'approche fluide ne permet 
pas une bonne approximation du cornpomment de h file et eue n'est pas consexvative. n 
est B noter que ces affirmations se réfèrent au système i d n i  et le lien entre le C U  dans 
le système fini correspondant et les indicateurs de performance dans le système infini ne 
sont pas connus pour Le multiplex ATM servant des sowces d6terministes intermittentes. 
Il a donc Cté ntcessaire d'étudier l'impact cumulatif des hypothèse et approximations. 
M n  d'explorer l'impact global de ces hypothèses, et de valider le calcul de la 
performance au moyen du modèle fluide. nous avons comparé trois indicateurs de 
performance qui sont les suivants: q(B) .  la disiribution complementaire de la longueur de 
la file infinie. obtenue par simulation; CU?. la probabilité de perte cellule obtenue par 
simulation du système fini correspondant; et Q(B). l'approximation de q(B) obtenue par 
la methode de (Roberts et al.. 1993). Les deux premiers indicateurs sont illustrés avec 
des intemalles de confiance explicites. sauf lorsque ces derniers sont de la meme taïlie 
que les points de la courbe. L'effet des paramètres. SCR. a. MBS. PCR. et de la charge 
offerte. p. sur la relation entre ces indicateurs a Cté  CvaluC. ainsi que la valeur de B pour 
laquelle l'approximation fluide devient conservative. La plupart des simuiations ont Cté 
exécutées B une charge de 0.8 pour des raisons de rapidit6. 
Les figures 3.13 et 3.14 Uustrent l'effet du SCR (ou, de façon équivalente, 
a=SCRIPCR) sur la différence entre les trois indicateurs de performance. pour un 
rapport CIPCR = 50 et 5, respectivement, et MBS = 20. Nous constatons que 
l'approximation fluide Q(B) est très fidèle B q(B). l'utimateur exact dans le système 
infini, B une légère sous-estimation près. et que l'approximation fluide constitue une 
borne supérieure sur le CLR B partir de B > 10 environ. 
La figure 3.15 met en Cvidence l'influence du rapport BIMBS sur le CU. pour 
MBS=10. 20, et 100 cellules. Remarquons que le CLR est quasiment constant pour une 
valeur de BIMBS donnée. et donc que la différence entre Q(B) et CLR ne depend 
pratiquement que de ce rapport, une fois que le système est daas l'échelle rafale. Par 
Figure 3.13 Impact du SCR sur les indicateurs de performance pour le système 
tamponné; C/PCR=50. MBS=20. p 4 . 8  
ailleurs, cette différence croît ltgérement avec MBS. pou un rapport BIMBS fixe. Les 
memes indicateurs de performance sont iilustrés. ainsi que q(B),  pou dew valeurs de 
MBS (MBS=10 et MBS=100) B la figure 3.16. Notons que. pour les deux valeurs de MBS, 
l'approximation fluide Q(B) est conservative par rapport au C U ,  4 partir du moment où 
le systeme se trouve dans i'échelie rafale. la marge Ctant legèrement plus grande pour 
MBS=lûû. 
Le rapport CIPCR a un impact important sur la précision de I'approximation 
fluide. La figure 3.17 illustre l'impact du PCR sur les indicateurs de performance 
mmidérés. pour deux rapports CfPCR (5 et 20). Remarquons tout d'abord que la 
Wérence entre les indicateurs du système infini et le C M  est plus faible pour CIPCR = 
5 que pour C/PCR = 20, ce qui etait prévisible. La taille de tampon B partir de laquelle la 
congestion de niveau rafale domine. dépend du PCR; il est possible de le constater en 
Figure 3.14 Impact du SCR sur les indicateurs de performance pour le système 
tampomt; C/PCR=5. MBS=2O, p=û.8 
observant uniquement les deux courbes de CU. Pour CIPCR = 5 , la congestion de 
niveau rafale ut atteinte pour B > 5. et pour C/PCR = 20, la congestion de niveau rafae 
se produit & partir de B > 10, environ. Ii est clair que pour B > C/PCR, la congestion de 
niveau rafale domine. Dans la figure pr6senta. l'approximation fluide est conservative 
pour pratiquement toutes les valeurs de B. sauf les plus faibles (de l'ordre de B < 5 
celiules). Rappelons cependant que pour les valeurs de CIPCR tlev&s. l'approximation 
fluide n'est consemative que pour des longueurs de rafales suffisantes. Dans un tel cas. il 
serait prCfCrable d'utiliser la file N*D/D/I de niveau rafale pour obtenir un estime 
wnse~ateur de la performance. 
La charge offerte au système apparaît Cgalement comme un facteur dont 
l'impact sur la marge entre Q(B) et CLR est très important, comme on peut le constater 
pour les deux exemples représentés par les figures 3.18 et 3.19. est clair que pour une 
Figure 3.15 Dépendance de CLR sur la valeur du rapport BIMBS. pour des valeurs 
constantes de MBS; C/PCR = 20. SCR/PCR = 0.1. p=0.8 
charge offerte plus faible. la marge entre q(B). I'indicateur de performance du système 
infini. et le C U .  est réduite. Notons toutefois que l'approximation fluide demeure 
consemative par rapport au CM. 
En résume. nous pouvons conclure que le modèle fluide et la methode de 
(Roberts et al.. 1993) permettent d'obtenir un estime conservateur de la performance du 
multiplex ATM grands tampons. en mode SBR sous I'hypothèse des pires cas de trafic. 
et ce dans la plupart des cas. pourvu que la congestion de niveau rafale domine. Dans 
tous les cas examinés. I'estimé fluide Q(B) constitue une excellente approximation de 
l'indicateur de performance du système infini discret. q(B), ce qui confîrme le point 1 
soulevC au debut de cette discussion. Pour expliciter la zone de validité du mod&le fluide, 
on se d&era B la figure 3.19 illustrant les échelles rafales et cellules de la distribution de 
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Figure 3.16 Impact de MBS sur les indicateurs de performance pour le systéme 
tamponne; C/PCR=20. SCR/PCR=O. 1. p a . 8  
l'occupation de la file, pour un exemple particulier. Rappelons que la distribution de 
l'occupation de la file résultant d'une superposition de sources intermittentes. daas 
l'échelle cellule, est bornée par les résultats de la file MIDU de mene charge. L'opération 
du système en échelle rafale. garante de la validité du modèle. est certaine si B B fixe. la 
valeur de Q(x) donnée par le modèle fluide est supérieure B ce que l'on obtiendrait pour 
une MIDI1 de même charge. En particulier. on peut considérer que pour B > 128 cellules. 
un système charge moins de 0.8 opère avec certitude dans l'échelle rafale si Q(128) > 
1 0 ~ ~ ~  (cette valeur garantit un CLR de 10-l0 pour une file MIDII. pS.8  ). Mais cette 
valeur est. en fait, très pessisrniste dans la plupart des cas. 
La valeur du tampon B partir de laquelle la modt5lisation fluide est valide 
dépend, pour l'essentiel. de la valeur du PCR relativement B la capacité de suvice C. 
Empiriquement, on peut pratiquement wnsidhr  que pour les valeurs de B supérieures B 
Figure 3.17 Impact de C/PCR sur les indicateurs de performance pour le systeme 
tamponne; SCR=O.Ol, MBS=20, p d . 8  
C/PCR. le système opère dans l'échelle rafale. Dans le cas contraire, il faudrait 
&entuellement utiliser un autre modèie pour tenir compte egalement de la contribution 
de niveau cellule. Signalons une autre situation pour laquelle l'approximation fluide 
n'est pas systématiquement consemative: il s'agit du cas des debits cr&te elevés, par 
exemple UPCR 5 1. lorsque les rafales sont courtes. Le modèle de la N*DIDII rafales 
peut alors etre utilise pour obtenir un estime5 conservatif de la performance. 
Le point 3, de la liste d'hypothéses et approximations, a egaiement une 
influence qui  va dans le sens conservatif; en effet, la taille du tampon nécessaire pour 
garantir une certaine probabilite de pute cellule respecte, en réaiité, une croissance sous- 
linéaire par rapport B la longueur de rafdes. L'impact consenratif de cette approximation 
augmente donc avec MBS. 
Figure 3.18 Impact de la charge sur les indicateurs de performance pour le système 
tamponn6; C/PCR=5. MBS=20. SCR/PCR=û.O5 
Le point 2 semble le plus crucial. Nos résultats de simulation permettent de 
constater que pour le système considéré, l'indicateur de performance donne par la 
probabilité de dépassu le seuil B dans la file infinie. q(B), constitue une borne supérieure 
sur le C U .  En effet, l'on peut admettre que le système infini donne naissance il des files 
plus longues que dans le système correspondant fini, puisque des cellules sont acceptees 
et doivent etre servies, alors qu'elles seraient rejetas dans le système fini. Nous avons 
noté que la différence est trés dependante de la charge offerte. 
Comme cette validation a été effectuée par simulation, il n'a pas Cté possible 
d'obtenir de rCsultats pour les valeurs très faibles de CLR visées pour les commutateurs 
ATU II serait important de v6rifier que la relation entre Q(B) et CLR est valide pour ces 
petites valeurs. Les resultats que nous avons obtenus nous portent B croire que les 
r6sultats seraient coherents avec ceux que nous avons obtenus 8. 104 et 1 ~ ~ .  puisque la 
Figure 3.19 Dinerence entre Q(B) et CLR en fonction de la charge offerte; PCRd.1,  
SCR4.0 1. MBS=50. B=100 
marge entre Q(B) et CLR u t ,  pour tous les exemples considkrés, stable en fonction de la 
taille de tampon B. Cependant, il n'est pas exclus que, pour un type de source combinant 
un débit cri% 6levC. de courtes rafales. et une charge admissible faible. la marge entre 
Q(B) et CLR se trouve réduite. Une telle vérification n&euitexait l'usage de techniques 
de simulation rapide spécialisées. que nous n'avons pas dtvelopp6es. 
Par rapport aux objectifs que nous avions fomul6s pour un indicateur de 
performance ideal, l'indicateur de performance fourni par Q(B) parcirt satisfaisant au 
moins sur trois points: il est précis, conservatif dans la plupart des cas, et peut etre 
calcul6 su la base des paramètres de trafic normaüsés. Du point de vue de l'estimation 
en temps reel. la situation est un peu moins satisfaisante. Cependant, un calcul temps réel 
de tout estimateur de performance relativement précis est probablement B exclure de 
Figure 3.20 Composantes cellule et rafale. PCR=û.05. SCR=û.Ol. MBS=100 
toutes façons. vue la vitesse d'opération des commutateurs ATM. Par ailleurs. la 
complexité de calcul de Q(B) est relativement simple pour une excellente précision, et 
les approximations logarithmiques de (Sirnonian et Guibert, 1995) poumient 
kventueliement permettre d'en accélérer encore le calcul. 
Impact des parametm de trafic sur l'allocation des ressources 
Dans cette section, nous avons utilise le modèle fluide pour explorer l'impact 
des dB&ents paramètres de trafic sur l'efficacite du système pour une probabiüté de 
perte de l'ordre de 10-Io. Les exemples qui suivent sont iilustratifs d'un système réel; il 
s'agit d'un multiplex ayant une taille de tampon de 11ûû cellules et une capacité de 
transmission de 34 Mb/s. Rappelons que les résuitats du modèle fluide ne sont pas 
directement sensibles B ces valeun absolues, mais plutôt, d'une part, au rapport entre le 
debit de sortie et le debit crête d'une connexion (C/PCR) et, d'autre part, au rapport de la 
M e  du tampon sur la longueur des rafales maximales (BIMBS). Les longueurs de 
rafales 6hidiées correspondent, par ailleurs. B des applications réelles: par exemple. une 
PDU Ethernet (1518 octets) donne lieu B une rafale de 32 celluies; une PDU FDDI (4 
Koctets) donne lieu B une rame de 86 celides; et une PDU TCPD de 9 Koctets résulte 
en une rafale de 192 cellules. Nous avons wnsidére des rafales MBS de 200,64,32 et 16 
ceuules. 
Enet de la iungueur de rafale MBS 
La figure 3.21 illustre la charge maximale admissible pour une perte estimée B 
10-~*, en fonction du paramétre d'activitt5 des sources. Chaque courbe représente 
l'utihation obtenue pour différentes longueun de MBS, pour un debit &te fixe B 8.5 
Mbls. ce qui représente 25% de la capacité de transmission. Cette valeur Clevée a Cté 
choisie dtlibérement, afm d'illustrer un genre de situation qui pourrait se produire avec 
les équipements P;IniI de première génération. dont les debits ne seront pas trks tlevés 
(Gravey et al., 1995). Remarquons que comme le PCR est fixe c'est le SCR qui varie en 
abscisse. 
Remarquons que la taille de rafale MBS a un effet très marque sur la charge 
admissible. Lorsque la taiUe de la rafale MBS est petite relativement B ceile du tampon, il 
est possible d'atteindre une charge admissible ClevCe. En particulier. il est B noter que 
pour MBS=16, l'utilisation dans l'exemple consider6 est egale B l'unité (c'est pourquoi la 
courbe MBS= 16 ne se voit pas clairement). Dans le cas contraire. la charge admissible 
peut &ire relativement faible. Les rafales courtes sont donc très clairement preftrables 
pour le réseau. en particulier lorsque le PCR est éleve. L'influence du paramètre de MBS 
sur la charge admissible est donc d'autant plus cruciale que le PCR est grand par rapport 
Figure 3.2 1 Charge admissible pour diff6rentes longueurs de rafale MBS; C=34 Mb/s, 
taille de tampon= 1100, CLR=I O-''. PCR=8.5 Mb/s 
B la capacité. La charge admissible pour un tampon relativement grand (en l'occurence 
110 cellules), mCme dans les cas les moins favorables est, toutefois. nettement plus 
Clevée qu'avec une ailocation en mode SBR B rafales perdues. 
Effet du SCR 
L'impact du paramètre d'activité (ou du SCR) sur la charge admissible est 
important, mais relativement moindre que celui du MBS. Notons que le système atteint 
une charge minimale limite lorsque a tend vers O. A partir du moment oh le tampon peut 
contenir un nombre supérieur B une vingtaine de rafales, cette charge minimale ne 
depend que faiblement du PCR. ce qui est visible B la figure 3.23. Notons Cgalement que 
plus les sources sont sporadiques, moins la charge admissible est elevée. mais plus le 
gain de muitiplexage est important par rappon B une allocation au debit =&te. 
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Effet du PCR. longueur de rofolejirée 
Les figures suivantes permettent d'evaluer l'effet du PCR sur la charge 
admissible en fonction du rapport d'activité a; cette fois le MBS u t  6x6, pour la figure 
3.22, B une valeur de 200 cellules. et B 32 cellules pour la figure 3.23. Ici encore, le SCR 
I J 
0.01 O* 1 1 
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Figure 3.22 Charge admissible en fonction du rapport d'activité. pour différentes valeurs 
du PCR; C=34 Mb/s, taille de tampon=1100. CLR=~O-~O, MBS=20 cellules 
varie en abscisse puisque le PCR est fixe pour chaque courbe. Nous constatons que 
l'impact du PCR sur la charge admissible, et en particulier sur la charge limite, est assez 
faible par rapport B celle du MBS, notamment lorsque les rafales sont courtes; dans notre 
exemple, seul le cas d'une rafale MBS de 200 permet d'observer que le PCR peut affecter 
l'utilisation limite. Naturellement, l'utilisation décroît avec le paramhtre d'activité. 
Remarquons que lorsque le debit crête est ClevC, les charges admissibles sont 
sources est grande permet d'obtenir une charge adrnissible Clevee avec un petit nombre 


















courte relativement B celle du tampon, la charge admissible est plut& tlevée, meme pour 
- . 
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PCR = 8-5 W/s  - 
PCR =4 Mb/s --- 
PCR=2 Mb/s -- 
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des debits cretes représentant une f k t i o n  importante du debit de transmission. En fait, 
l'allocation des ressources sur la base des hypotheses de trafic pire cas et dans un cadre 
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Figure 3.23 Charge admissible en fonction du rapport d'activitt; C=34 Mb/s, taille de 
tampon= 1 100, CLR=~ 0-Io. MBS=32 cellules 
importantes pour les sources fortement actives. car le fait que la charge individuelle des 
purement préventif. pennet des charges admissibles qui sont loin d'étre negligeables, 
exception faite des cas défavorables ob les sources sont extremement sporadiques, ont un 
debit &te très Cleve, et une longueur de MBS importante par rapport B la taille du 
tampon. 
En conclusion. une approche d'allocation des ressources sur une base purement 
préventive. m h e  fondée sur des hypothèses de pire cas. apparaît La fois raisonnable et 
realisable. pour des systèmes munis de memoires importantes et d'une fonction 
d'espacement des cornexions B leur dtbit &te. Remarquons. cependant, que cette etude 
repose sur l'hypothèse que les sources adoptent un comportement glouton en 
permanence; elle ne pennet donc pas de quantifier l'utilisation exacte de sources rklies. 
qui n'auraient pas constamment ce comportement de pire cas. Rappelons aussi que nous 
avons. dans cette section. considkr6 le problème de l'allocation des ressources 
uniquement du point de vue du respect des contraintes de QS de niveau cellule, et dans 
un contexte homogène. Dans la section 3.3, nous prbentons la mtthode que nous avons 
developpée pour l'aiiocation des ressources en mode SBR. et le problème de l'aiiocation 
des ressources dans son intégralit& 
3.2.7 Résumé de la section sur l'estimation de la probabilité de perte cellule 
Dans cette section. nous nous sommes intéressés l'estimation de la qualité de 
suvice de niveau transfert. plus spécinquement B la probabilité de perte cellule dans le 
multiplex ATM, soumû aux trafics de type pire cas. Nous avons, dans un premier temps. 
recense et Cvalu6 les mod&les analytiques pouvant être utibés pou. estimer le CLA. qui 
sont compatibles avec Ifinformation contenue dans le descripteur de trafic nonnalisC par 
I 'ITü et les hypothésa de trafic de type pire cas. du point de vue des conditions 
d'application. de la précision. et de la complexité. Nous nous sommes efforcés 
d'éciaircir les liens entre Iles différents indicateurs de performance utilisés pour estimer la 
proportion de perte cellule. Les diEFérents indicateurs de puformance ont Cté comparés et 
validés par simulation pour certains modèles particuiikrement pertinents. qui 
représentent un bon compromis précision et simplicite. et dont nous ferons usage par la 
suite. Trois cadres pour l'allocation de ressources en mode prCventif ont Cîé identifiés: 
l'allocation au debit &te pour le mode DBR. et en mode SBR, I'docation statistique 
daos un cadre B rafales perdues, et i'docation statistique dans un cadre B rafales 
tamponnées. Nous avons CvaiuC l'impact des diü6rents paramétres de trafic sur la charge 
admissible, pour une artaine contrainte de C M ,  dans un contexte homoghe. Nos 
résultats indiquent et confirment: 
l'importance d'effectuer un espacement au debit crête sur les connexions. qu'eues 
soient de type DBR ou SBR, pour réduire autant que possible la CDV et augmenter 
l'utilisation des liens. l'allocation des ressources sur la base d'un trafic pire cas sans 
espacement Ctant peu envisageable, ttant données les efficacités atteintes sous ces 
hypothéses; 
en mode SBR B rafales perdues, la possibiLit6 d'atteindre une charge admissible 
intéressante seulement pour les sources dont le debit cete est faible par rapport B la 
capacité de transmission; 
en mode SBR. la précision et la prudence, par rapport au CLR, des indicateurs de 
performance obtenus au moyen du modèle fluide sans tampon et de la mCthade de 
(Roberts et al.. 1993). pour le système tamponne; 
en mode SBR B rafales tamponnées, et pour des sources espacées, la possibilité 
d' atteindre des efficacités intéressantes dans des conditions qui sont facilement 
vérifiées. 
Ce travail nous a permis de confirmer le besoin d'une methode d'allocation des 
ressources en mode preventif, pour des sytèmes tamponnés permettant de gérer 
efficacement des trafics dont les caractéristiques exigent la présence de tampons 
relativement importants dans les commutateurs. La validation des rnodi!les par 
simulation nous permet de poursuivre les travaux sur des bases solides, et avec confiance 
dans lu outils d'analyse qui nous sont utiles pour evaluer la performance du système au 
niveau transfert. 
L'allocation de ressources en mode SBR B rafales tamponnées sur la base du 
descripteur de trafic nomiaiid n'avait pas. jusqu'h récemment. fait l'objet de beaucoup 
d'efforts de recherche dans la wmmunautc5 ATM. Nous avons. en partie. comble ce vide 
en proposant une m6thode d'allocation des ressources adaptée au type de aaf~ 
constituant la plus forte demande B court et moyen termu pour ATM, c'est-Mire le 
trafic B debit variable. La section suivante est wnsacr& B la description de cette methode 
de contrôle d'a& pour les services SBR, ainsi qu'a la description du problème du 
contrale d'&s d'un point de vue intégrant les deux niveaux de mod~lisation wncem6s. 
cellule et connexion. 
3 3  Méthode de contrôle d'accès de référence pour les services SBRl  
3.3.1 Introduction et résumé de l'article 
L a  deuxième partie de ce chapitre. concerne le deuxième des articles joints en 
annexe. "A refeence resource allocation rnethod for ATM Staristical Bir Rate services". 
La première partie de ce chapitre a bté consacrée. pour L'essentiel. B l'estimation de la 
qualité de service de niveau transfert, pour les sources de type pire cas de trafic. Dans 
cette deuxième partie. nous adoptons un point de vue plus global pour ce qui est des 
garanties de QS, et portons notre attention sur l'allocation des ressources dans son 
ensemble, ce qui intègre B la fois le niveau cellule et le niveau appel ou connexion. Notre 
principale contribution réside dans la proposition d'une méthode de contrôle qui rtpond 
a un besoin: celui d'exploiter efficacement les systèmes munis de memoires relativement 
importantes, pour les seMces SBRl dans les reseaux ATM de première gentration. Nos 
hypothèses de travail sont cohérentes avec le type de trafic qui suscite la demande B court 
terme pour les réseaux ATM, c'est-Mire les applications B debit variable. Notre 
approche du problème du contr8le d'accès est basée sur le principe de séparation des 
écheiles de temps intraduite par (HL& 1988). decrite B la section 2.3.1. qui implique la 
notion de debit équivalent. Nous avons choisi, dans un premier temps. d'explorer la 
possibilité de dtfinir un debit équivalent, spécifiquement pour les sources intermittentes 
dtbxmînhtes de type pire cas. multiplexées dans un tampon de grande taille et, dans un 
deuxième temps. d'évaluer au niveau appel. la mCthode de contrdle d'accès fond& sur 
ce dtbit équivalent. L'un des bua de cette ttude consiste. en outre, A quantifier les limites 
du contrôle d'accès en boucle ouverte de type preventif. et B concevoir une methode qui 
soit représentative de l'efficacité maximale qu'il est possible d'atteindre pour un 
ensemble de ressources données. sur la base des hypotheses de type pire cas, seule base 
qui nous semble réaliste. 
Avant de décrire notre methode plus en détails, nous posons le probbme du 
conadle d'accès en mode prtventif dans les réseaux ATM. dans son aspect ailocation des 
ressources. 
3.3.2 Formulation du problème de I'allocation des ressources 
Dans cette section. nous presentons certaines notions fondamentales pour le 
contr8le d'accès. et formulons le problème de façon formelle. 
Zone admissible et notion de debit fquivalent 
Résumons le problème de l'allocation des ressources dans les réseaux M M  
d'une façon plus formelle. Cette partie u t  tirée de l'Annexe 2, section 2.2. De par la 
nature multi-sew-ices des réseau MM, ce problème se conçoit dans un cadre où les 
sources sont h6térog&nes. Soient I le nombre de classes de connexions, Ni le nombre 
d'appels en cours du type i. et N = , N . N ,  le vecteur des appels en cours. 
Dénotons par CLR(N), la valeur de la probabilite de perte cellule sur l'ensemble des 
connexions, pour metfre en &idence sa dependance vis-84s de la composition du 
vecteur N. 
Une des notions fondamentales du contrôle d'accès est celle de l'espace 
admissible. qui consiste en l'ensemble des vecteurs d'appels compatibles avec les 
engagements de QS de niveau cellule. Si les engagements de QS sont satisfaits pour une 
valeur cible du CLR Cgale B a, l'espace admissible A, correspondant aux ressources B et 
C, est dome par 
Dans le cas homogéne, la zone admissible se résume B un segment de droite, Ni S car. 
où NFa est le nombre maximum d'appels du type i pouvant &re multiplexés pour une 
certaine valeur cible du CLR. lorsque la classe i est seule présente dans le système: 
N : ~  = max {Ni: CLR(Ni) < € 1 .  (3.24) 
En genéral. la zone admissible u t  sensible au comportement statistique des sources, 
puisqu'elle depend du CU. Si l'on suppose que les canictçristiques statistiques des 
sources sont connues. c'est la procédure de contrôle d'accès qui dCtermine la forme de la 
zone A,. L'admission d'un appel est effectuée en v6rifiant que l'acceptation du nouvel 
appel requermt l'accès. n'entraîne pas le nouveau vecteur N hors de La zone admissible. 
en d'autres mots, que les contraintes de qualité de service sont respecttes. Dans le cas 
contraire, cette evennialité entraîne le rejet de l'appel. 
Nous avons défini la notion de dtbit équivalent comme un dtbit constant 
minimal devant etre aiououC B une cornexion. pour que les contraintes de QS soient 
respectées. Lorsque la décision d'admission peut &tre basée sur la notion d'une metrique 
de debit Cquivaluit ei pour les connexions de la classe i, la decison d'admission se 
résume B vériner que la somme des debits équivalents des appels admis, est infi5rieure B 
la capacité de service: 
Cette méthode rend le fonctionnement du contrale d'accès dans le reseau MM, similaire 
B celui des réseaux rnulti-debits B commutation de circuits classique. Le mérite principal 
de la notion de debit équivalent réside dans la simplification du processus d'allocation 
des ressources en le basant sur un seul paramètre, et 6ventuellement, en le transformant 
en une opération réaiisable en temps &el. puisque n'impliquant que des opérations 
simples. Par ailleurs. la notion de debit équivalent isole le niveau cellule du niveau appel, 
en encapsulant toute l'infomation sur la QS de niveeu ceilde, et en particulier. les 
fluctuations de dtbit au niveaux rafales et ceUules. dans une seule métrique. Le problème 
de la gestion d'un système muni de deux ressources interchangeables. tampon et debit de 
transmission, et servant des sources dont le débit est variable, se trouve ainsi ramené h un 
problkme 8 une seule ressource servant des sources de debit constant, pour laquelie une 
théorie très bien d6veloppée existe: celle des r&eaux multi-débits. 
L'Cquation 3.25 implique que le debit kquivalent ei est une constante pour un 
appel de classe i. et ne doit pas dependre des appels en cours. Cette propn6té est exacte 
lorsque la frontiére de la zone admissible, a,. est heaire. Dans certains cas, la linéarité 
de la frontière a ~ ,  est asymptotiquement exacte. Cette condition est vérifîée pour 
certains types de sources markoviennes. lorsque le tampon est très grand (Gibbens et 
Hunt. 1991; Elwalid et Mitra, 1993). Dans la plupart des cas, cependant, et en particulier 
lorsque le tampon est de taille finie. la frontière de la zone admissible n'est pas 
exactement linéaire. et en pratique. le dtbit minimal devant &tre d o u t  pour respecter 
une certaine contrainte sur le CL&. dtpend des appels en cours. Il est toutefois possible 
de definir et de calcuiu un debit équivalent constant et conservatif, pourvu que l'on 
puisse determiner une frontière linéaire a ~ k  delimitant un sous-ensemble de A,. Cette 
approche est particulièrement efficace lorsque la zone admissible ut approximativement 
linéaire. par exemple pour le modèle sans tampon (Hui. 1998; Keiiy. 1991; Griffith. 
1990). 
Niveau appel 
Considérons maintenant le niveau appel. En pratique, le nombre d'appels en 
cours de chaque classe au temps t. Ni  ( r )  . est un processus stochastique. Dans le cas 
homogéne. lorsque N"UU est WMU (en fonction des contraintes de niveau cellule et du 
mécanisme d'allocation). la probabilité de blocage d'appels CBP peut &tre calculée. sous 
certaines hypothèses, au moyen de la formule d'Erlang, notée E[ 1. Si les requêtes de 
connexions anivent suivant un processus de Poisson d'intensite v. et que les appels ont 
une durée moyenne de 1/p, alors le CBP s'exprime en fonction du taux d'mivées 
nomaiist h = v/p par: 
Pour des sources intermittentes de type pire cas. l'utilisation est alors donnée par 
oii N est le nombre moyen d'appels en cours. Ainsi, plus grande est la zone admissible 
(e dans le cas unise~ce), plus faible u t  la probabilité de rejet d'appels, et meilleure 
est l'utilisation, pour une charge offerte domte. 
Le cas multi-classes est plus deiicat, car L'on ne sait pas calculer exactement les 
valeurs de CBPi , B moins d'etre en mesure de definir et de calculer un debit équivalent 
ei, pour chaque type de sources. et une zone admissible h frontière Linéaire 
comspondante A;. Les valeurs de CBPi sont alors donnees sous la forme d'un produit 
(Enomoto et Miyamoto. 1973). Dénotons par hi = (vi/pi) le trafic offert nomalis6 
pour la classe de trafic i; alors la probabilité que le système soit daas 1'Ctat où le vecteur 
d'appels en coun est N, est donnée par 
avec la constante de normalisation 
La probabilité qu'une requête de connexion de classe i soit rejetée. CBPi , s'obtient en 
effectuant la sommation des probabilités sur l'ensemble des etats bloquants, Sbi: 
et l'utiiisation totale du système est alors domee par p = (Ni S C R i / C )  . SCRi 
i 
denotant le dCbit moyen d'une source de type i. 
Cet expose du probléme du contrôle d'admission au niveau appel est tres 
genéral, et ne requiert aucune hypothèse particulière sur les systèmes ou sur les sources. 
exception faite de l'existence d'un débit CquWalent, et que les anivées d'appels de 
chaque classe se produisent suivant un processus de Poisson. il est donc applicable aussi 
bien dans Le contexte d'une allocation au debit &te en mode DBR. que d'une allocation 
en mode SBR sans tampon (ce qui comspond au traitement de (Hui. 1988; Kelly, 1991) 
dont nous discuterons plus loin. (au paragraphe 3.3.31, qu'au cadre SBR muni de 
tampons qui nous intéresse ici, ou A d'autres types de sources. Il est toutefois important 
de souligner que l'hypothése du pire cas de trafic. sur laquelle est fondée notre methode 
d'allocation. est particulièrement pertinente dans le cadre SBR où les commutateurs sont 
munis de grandes mémoires. En effet, rappelons que dans ce cas. le CLR est trés sensible 
au comportement statistique des sources. par exemple B la distribution des rafales 
@ o h ,  1991). Dans le cas où les commutateurs sont munis de mémoires relativement 
importantes. poser d a  hypothèses prudentes sur le comportement des sources devient 
donc particdhement critique si l'on souhaite eue en mesure de donner des garanties de 
QS aux connexions. 
Par ailleurs. il est ais6 de se rendre compte que la taille de la zone admissible au 
niveau cellule aura un effet majeur sur la QS de niveau appel. Signalons que pour des 
sources du type intermittent d6tenniniste qui nous intéresse ici, et pour un rnodéle de lien 
muni de memoire servant des sources hCtérogenes de ce type. la zone admissible exacte 
pour une contrainte sur le CLR n'avait jamais eté explorCe avant cette enide. II est donc 
tout-Cfait lCgitime de se demanda si teiie ou teiie methode d'allocation des ressources 
est loin de l'rfficaciié maximale pouvant être atteinte. ou si eile est, au contrainte, trop 
optimiste. La methode que nous proposons apporte une rkponse B ces questions, car eue 
permet d'allouer les ressources aussi efficacement que possible pour un ensemble de 
ressources domtes. tout en garantissant la QS dans la plupart des cas. 
Avant de présenter notre methode. rappelons deux m6thodes d'allocation des 
ressources qui sont compatibles avec les hypothbes de pire cas de trafic, pour les 
senrices supports SBR. 
3.3.3 Méthodes d'allocation des ressources pour services SBR et hypothèses 
du pire car 
Dans am section, nous rappelons deux mCthodes d'allocation de ressources 
prtsenîées dans la littérature, qui sont compatibles avec le mode SBR et les hypotheses 
du pire cas de t M c .  Survolons d'abord le calcul des de bits équivalents, selon la rnCthode 
de (Hui, 1988) et (Kelly, 199 1). Comme cette methode est fondée sur un modèle de 
ressource de transmission sans tampon, elle ne tient pas compte de la prhence de la 
ressource memoire. et est apphble  pour le mode SBR sans attente de niveau rafale. 
Une seule autre mmtthode tient compte explicitement de la présence des deux ressources B 
gCrer au niveau cellule. et est applicable B l'allocation des ressources en mode SBR avec 
attente de niveau rafale: il s'agit de la mCthode proposée par (Elwalid et al., 1995). dont 
nous discutons par la suite. 
Les travaux de (Hui. 1990; Keiiy, 199 1) présentent des notions fondamentales 
utilisées egalement par Elwalid et al. Or, dans (Mignadt et al., 1997). nous avons 
cornpar6 nos r6suitats B ceux d'Elwalid et al., et v&if% de façon detaillée. si leurs 
rCsultats correspondaient bien au comportement du système réel. C'est pourquoi, une 
discussion pr6Iiminaire sur les notions dtveloppées par (Hui, 1990; Keliy, 1991). nous a 
paru nécessaire. Nous n'entrerons cependant dans les dCtds qu'en abordant la methode 
de (Elwalid et al., 1995). 
DBbit équivalent pour système saris tampon SBR 
Pour un commutateur servant des connexions SBR et fonctionnant en mode 
sans attente de niveau rafale, le calcul des debits équivalents pour les sources de type pire 
cas est possible en utilisant le modèle sans tampon décrit B la section 32.5. et la methode 
de (Hui, 1990; Kelly, 1991). Dans le modèle sans tampon, I'estimateur de performance 
ut genéralement choisi comme &nt la probabilité de saturation du lien. soit 
P, = P {A, > C} et la contrainte de QS de niveau cellule se traduit par Pm < E .  Pour 
les Mes de type pire cas, la probabilité Pm peut &re calcul6e exactement suivant 
l'équation 3.14; elle est le plus souvent caldée approximativement B l'aide de la borne 
Chemoff, ou de Cramer-ChermE qui foumit une approximation plus fine (Hui. 1988; 
Kelly. 199 1; Elwalid et al.. 1995). Rappelons que Pm ut independante de la distribution 
des rafales et des silences, et que son calcul ne repose que sur le cornaissance de la 
distribution du débit instantan6 des sources. 
Figure 3.24 Illustration de la methode de (Hui, 1990; Kelly, 
199 1) appliquée B dew types de sources 
Cet& mtthode permet de calculer la zone admissible A, correspondant au 
moàèle et B l'indicateur de perfomance utilisés, laquelle ut quasi-heaire et concave 
(Hui, 1990). Un debit équivalent peut alors etre calcule pour chaque classe de trafic i. ei, 
en procédant de la façon suivante: il suffit de choisir un point N' sur la frontière a,, et 
d'obtenir l'hyperplan tangent B aA, au point N', que nous denotons 3~: .  La région 
délimitée par a ~ 4  est une approximation conservative de a A ,  par concavité de cette 
dernière. Pour l'obtenir, il suffit de calculer lu debits équivalents ei correspondant au 
point N', qui peuvent etre obtenus analytiquement et de façon explicite (Hui, 1990; 
Elwalid et ai., 1995). La zone admissible linéaire A: est alors donnée par 
La quasi-linéarité 
cette approche. En effet., 
de la zone admissible A, garantit l'efficacité et la fiabilité de 
daas ce cas les valeurs de N'yox, c'est-&-dire le nombre 
maximal de sources admissibles de chaque type obtenus pour la zone linéaire, sont assez 
proches des obtenus dans un contexte homogéne. Par ailleurs, notons que les 
dtbits équivalents ainsi obtenus, sont dependants de toutes les classes de connexions. En 
c'est un désavantage, car un paramètre diffkent génnére une nouvelle classe 
d'appels. et les valeurs que peuvent prendre ces paramètres sont pratiquement continues. 
Il est a prevoir qu'en ATM, le nombre de classes potentielles sera très important, ce qui 
risque de rendre très deiicat le calcul d'un dCbit équivalent dkpendant d'un très grand 
nombre de paramétres En outre, cette mkthode n'exploite pas la ressource memoire et 
serait donc très inefficace face B des commutateurs munis de mCmoires importantes. 
Dans la section suivante, nous revoyons la mCthode proposCe par (Elwalid et ai., 
1995) pour l'allocation des ressources en mode SB R avec attente de niveau rafale. 
Débit équivalent pour un système tamponne SBR (Elwalid et al., 1995) 
La methode de (Elwdid et al., 1995) est la seule mtthode d'allocation des 
ressources publiée B ce jour qui soit fondCe sur les memes hypothbes que notre rnkthode 
de réfdrence, en l'occumnce pour un système muni de memoire servant des sources 
dtteministes intermittentes de type pire cas. Les résultats obtenus avec cette rntthode, et 
certaines des definitions proposees dans l'article de (Elwalid et al.. 1995). sont d s  
intéressants. Cette approche est basée. par ailleurs, sur un certain nombre d'hypothèses 
wnservatives. Nous avons effectue une comparaison entre cette mCthode et la m&hode 
de réfkrence. afin. d'une part, d'Cvaluer la marge separant l'efficacité de la methode 
d'Elwatid et al. du maximum pouvant etre atteint et, d'autre part, de v M e r  si les 
résultats obtenus par cette mtthode correspondaient bien au système reel. Décrivons. 
dans un premier temps, succintement la methode d9Elwalid et al.. qui est fondée sur un 
modi9e fluide et une technique très astucieuse, permettant de réduire l'analyse du 
syseme deux ressources. mtmoire et debit. B celle d'un système & une seule ressource. 
Cette methode implique l'identification de deux modes d'opération pour le système: un 
mode sans perte. pour lequel il est impossible que le tampon dtborde. et un mode où. au 
contraire. l'opération sans pute n'ut pas garantie. 
Supposons, pour l'instant, un contexte homogène. Il ut possible d'allouer les 
ressources de sorte qu'aucune perte ne se produise, si l'on admet un nombre maximal de 
sources N r U .  tel que 
N r a  = min {C/SCR,  C / P C R  + B / M B S  1 .  (3.32) 
Cette allocation consiste B supposer que toutes les sources demarrent une période active 
simultanément. Le nombre N r a  correspond & un dCbit équivalent sans perte e, Cgal B 
C MBS 
e0 = B + C - MBS/PCR9 
lorsque SCR < (MBS ( 1 - a) / ( B K )  ) . Dans le cas contraire, il se trouve que le 
tampon B est au moins aussi grand que la taille maximale que la file peut atteindre. et 
l'on peut douer alors e, = SCR. ce qui correspond B une utilisation totale du debit (p=l). 
Les debits équivalents sans p m  daas un contexte homogène eOi sont tgalement uales 
dans le contexte h6térogène. car ils delhitent une zone admissible sans perte, notée A,. 
Cette façon de faire une allocation des ressources saas perte dans le cas hCtérogéne 
revient B supposer que les différentes chses  de sources atteignent leur besoin maximum 
d'espace mémoire sirnultanement. ce qui n'ut pas le cas en @nérai. Notons, par ailleurs. 
qu'une docation sans pwte est en gbnéral très wnservative par rapport il une ailocation 
statistique. 
En effet, dans la plupart des cas. il est possible de faire beaucoup mieux qu'une 
allocation sans perte. si l'on tolère que le système deborde occasiomellement avec une 
faible probabilité. Ceci implique. bien entendu, de pouvoir d~terminer la région 
admissible correspondante. L'indicateur de performance par rapport auquel est definie la 
zone admissible dans (Eiwalid et al.. 1995). est relie la propomon du temps ob le 
système sort du fonctiomement garanti sans perte. Un fonctionnement sans perte u t  
obtenu de la façon suivante: par dtfinition du debit équivalent sans perte. il s a t  
d'allouer aux sources de classe i, le debit équivalent sans perte, e,i, pendant une durée 
egde B afLW = SCRi/eOi (comspondant B ia proportion de la péxiode de la source. 
requise pour servir le fluide ou travail Cmis par la source sur une période, au dtbit coi). 
Dénotons le besoin en debit de la source j de classe i pour une opération sans perte. A 
l'instant t. ui j ( r )  . Ce besoin en debit prend la valeur e0i pendant une proportion du 
temps aFLW. Wfinissons le débit requis total B l'instant t pour une opération sans perte, 
Pm 
LI, = L i i j  ( t )  . 
1. j 
L'6venement U, S C implique que le dtbordemenr du syst&me est impossible. alors que 
si LI, > C. les débordement peuvent eventuellement se produire. Eu imposant 
P { U , > C )  <&. (3.35) 
on limite donc la propotion du temps ob le niveau de fluide dans le système excéde le 
seuil B dans le système. puisque les tvenements I > B. ofi 1 est le niveau de fluide dans la 
file. sont inclus dans U, > C. La probabilite 3.35. se calcule exactement comme la 
probabilité de saturation PM, dans le modtle sans tampon de (Hui. 1990). et les rtsultats 
de la section précédente sont applicables: il est possible de calculer les debits équivaients 
pour le système tamponne. ei, au moyen de la borne de Chernoff. et de l'approche du 
plan tangent, en considérant un système B une seule ressource, servant des sources 
intermittentes de debit cr&te e0i et de paramètre d'activité afLW. 
La notion de gain de multiplexage statistique peut 8tre définie par rapport B 
l'allocation sans perte. Dans (Elwalid et al. 1995). le gain de multiplexage statistique. 
note g. est dCfini comme g = e,/e. soit le rapport entre le debit équivalent pour une 
allocation sans perte. et le debit équivalent avec ailocation statistique. Ce rapport 
quantifie ce que l'on gagne en termes d'utilisation. en acceptant que des pertes se 
produisent B l'occasion. 
Par le biais de cette méthode, (Elwalid et al, 1995) ont obtenu des zones 
admissibles quasi-lineaires dans de nombreux cas. D'après leurs conclusions. deux types 
de classes de trafîc sont ii distinguer. selon la valeur du gain de rnultiplexage 
gi = eOi/ei. Si g est supérieur B 1. dors il existe un gain de multiplexage pour la classe 
& trafic i; si g = 1. dors I'allocation sans perte est la meilleure allocation pour la classe 
de trafic sous considération. L'existence ou non d'un gain statistique. depend des 
ressources du système. et des paramètres de la source. par le biais d'une capacité critique 
C, telle que si C < Cc. g = 1. Ainsi. pour une matrice de trafic k deux classes. trois 
situations sont envisageables pour la zone admissible A,: 
1. C 2 CC1 et C 2 CCz. alors un gain existe pour les deux classes. et A, GA,; 
2. C 2 Cc, et C < Cc2. ou C 2 Cc, et C c Cc l .  ce qui donne Lieu B une situation mixte; 
3. C < CCI et C c Cc2. auquel cas il n'y a de gain pour aucune des deux classes et 
A, = A,. 
Les cas 1 et 3 donnent lieu. selon (Elwalid et al.. 1995). A des zones admissibles 
quasi-linéaires. dors que dans le cas 2. la zone admissible n'ut pas du tout lineaire car 
A, est partieilement superposée & A,.Notons que pour un grand nombre de classes de 
trafic. le nombre de combinaisons possibles est Clevd, ce qui complique encore le calcul 
des débits tquivdents et représente un inconvtnient important de cette méthode. 
Avant de procéder la prksentation de nos r6sultats. décrivons notre methode 
plus en details. 
3.3.4 Méthode d'allocation des ressources de référence 
Nous décrivons, dans cette section. notre proposition d'une méthode 
d'allocation des ressources de reférence. pour les services SBR dans les commutateurs 
ATM munis de mémoires importantes. Nous proposons d'effectuer l'allocation des 
ressources. sur la base des hypothtses de sources gloutonnes intermittentes. et d'une 
kvaluation natureiie du débit équivalent de ces sources. pour un système k deux 
ressources, ddbit de transmission et memoire. La difficulté est justement de calculer ce 
débit équivalent de façon relativement simple et précise. 
Une façon possible de calculer les debits equivalents consisterait h appliquer. 
par exemple. la methode de la tangente illustrée par la figure 3.24, 1 notre modéle de 
système B deux ressources. Rappelons cependant que nous n'avons pas de m&le exact 
pour Cvaluer les debits équivalents. Restent donc les modèles approchés. pour des 
sources héttrogènes. En théorie. le modèle de (Roberts et al.. 1993). par exemple. 
poumit être &endu au cas des sources hCtérogènes. ce qui permettrait de trouver un 
point tangent et de delimiter une zone admissible linéaire. En fait, cette approche serait 
probablement envisageable pour un nombre restreint de classes de trafic. Maw rappelons 
que dans les réseaux ATM le nombre de types de sources sera probablement très grand. Il 
n'est donc pratiquement pas envisageable d'appliquer cette methode de d c u l  du debit 
équivalent dans le contexte qui nous intéresse. 
Nous avons donc choisi de developper une approche plus pragmatique. tout en 
cherchant B estimer les debits équivalents de façon aussi précise que possible. 
L'évaluation du dkbit équivalent peut être faite de façon independante pour chaque classe 
de connexions. de manière B s'approcher au maximum de l'efficacité maxiniaie. tout en 
restant consenative. Plus prCcistment. le débit équivalent ei de la classe de trafic i est 
calcul6 en divisant le dtbit de trammission, C. par un estun6 conservatif mais précis. du 
nombre de sources admissibles pour une contrainte sur le CLR donnée. lorsque la classe i 
est seule présente dans le système. soit COX; le calcul du debit équivalent est alors 
independant des autres classes de trafic potentiellement présentes. 
Rappelons qu'en général, la zone linCaire d&tnitée par les valeurs du debit 
équivalent ei = C / q O J  homogénes exactes. soit 
n'est pas conservative par rapport & A,. puisque cette zone ut concave dans de 
nombreux cas (Hui. 1988). Ii est cependant possible d'estimer les ei = C / N y m  de 
façon sufisamment conservative: la zone iineaire obtenue sera alors un sous-ensemble 
de A,. Nous avons ainsi verifle que la zone lin6aire definie par les debits équivalents 
homogènes ei = UN:" calculés avec le modèle de (Roberts et ai. 1993). 
Figure 3.25 liustration de la m6thode de rtfCrence appliquée 
B deux types de sources 
etait consuvative; nos résultats demontrent que c'est effectivement le cas. et que cette 
mCthode très attrayante est parfaitement applicable. Le modèle de (Roberts et ai. 1993), 
que nous avons prbenté B la section 3.2.6, nous permet de calculer les ei = C / q m  de 
façon aussi prtcise que possible, tout en restant consmatif dans la plupart des cas, et en 
demandant des calculs de complexité raisonnable. Ainsi, au moyen de ce modèle. nous 
obtenons une frontihe linéaire 3 ~ :  qui est très proche de a,, et qui fait partie de la 
zone admissible exacte. A,. Cette situation est illustrée par la figure 3.25. Cette mtthode 
repose sur la relation entre les indicateurs de performance Q(l3). pour le modèle fluide 
infini de (Roberts et al., 1993). et CLR dans le système fini, relation que nous avons 
exploree B la section 3.2.6, où nous avons constaté que dans de nombreux cas. 
CLR < Q ( B )  Notons que cette approche doit être considérée comme heuristique, 
puisque la relation entre les indicateurs de performance repose sur des r~sul taa  
empiriques. 
Dans le cas des sources intermittentes d6temiiaistes. pour un système attente 
de niveau rafale. et une contrainte de performance sur le CU. la zone admissible exacte 
etait inconnue. En effet, les Ctudes ant6xieu.e~ (Elwalid et al. 1995; Gravey et al., 1997) 
reposent sur des modéles approchés. Nous avons donc explore2 la zone admissible exacte. 
ce qui. vu l'absence de modèle analytique approprie. a été effectue par simulation. En 
particulier. nous nous sommes intCressés A v&fier que la fronDre aA, de la region 
admissible réelle &ait bien de rype quasi-linéaire. Nos re2sultats demontrent que c'est bel 
et bien le cas. ce qui assure l'efficacité et la sûreté de la mCthode de refénnce. 
La nature d&erministe du mod&le de sources a requis le developpement d'un 
programme de simulation spécialis6 en langage C très efficace. permettant de simuler un 
grand nombre de trajectoires pour pouvoir calculer les probabilités sur l'ensemble des 
r6aiisations du système avec les intervalles de confiance appropriés (une description plus 
détaiUée du programme se trouve B l'Annexe II). Il n'aurait pas et6 possible d'y parvenir 
avec les techniques de simulation traditionnelles. événement par évenement. 
Reconnaissons. toutefois, que la technique de simulation possède ses limites, puisque les 
probabilités très faibles visées dans le contexte MM ne peuvent pas etre traitées par 
cette mCthode & un coQt raisonnable. Pour des raisons pratiques. nous avons donc 
effectue nos simulations pour une contrainte sur le CLR de E = IO-'. Même B cette 
valeur relativement grande par rapport aux contraintes typiques en AX%L la recherche de 
la fionrière exacte aA, requiert un grand nombre de simulations. 
Nous avons validé la mCthode pour un grand nombre de cas, représentatifs de 
différents types de situations, sur lesquelles nous discuterons B la section suivante. Les 
résultats démontrent la validité de la methode d'allocation des ressources de réference. 
Dans tous les cas traités, la frontiére de la zone admissible exacte, aA,. est pratiquement 
linéaire, et le calcul des débits équivalents ei = C / v O X .  où NFLU est obtenu par le 
modèle fluide de (Roberts et al., 1993). donne d'excellents rbultats. 
Cene mCthde pourra être utilisee pour effectuer l'allocation des ressources sur 
la base d'un calcul des dtbits équivalents hors-ligne. Par ailleurs. comme elle est aussi 
proche que possible des efficacités maximales qi;e l'on peut obtenir dans le contexte des 
services SBR. sur la base des hypothèses de pire cas de trafic, les résultats que nous 
obtenons peuvent être considérés comme une rCfCrence pour ce contexte, et se& B 
Cvaiuer le gain potentiel lié B l'utilisation de mCthodes plus raffinées, par exemple les 
mCthodes utilisant un contrale en boucle fumée, tel le service support ABR. 
Dans la section suivante, nous résumons les résultats que nous avons obtenus 
avec la méthode de référence. 
3 -3 5 Résultats 
Validation de la methode dans le contexte h6térog&ne 
La methode d'allocation de ressources de rCfCrence a btC validée B partir de 
nombreux résultats de simulation. pour différents mClanges de trafics comprenant deux 
ou trois types de sources. et dans plusieurs contextes difftrents. notamment les cas 1 et 2 
des types de zones admissibles prévues par (Elwalid et al.. 1995). Les résultats dont nous 
discutons ici se réfèrent B la section 3.2 de l'Annexe 2. 
Abordons. dans un premier temps. le cas 1. c'est-&dire la situation où le gain de 
multiplexage est intéressant pour les deux types de source. Les résultats de simulation 
nous ont permis de constater que dans la plupart des cas. la zone admissible exacte basée 
sur le CLR. A,. &ait d'une linkarité presque parfaite, et que la marge entre la frontikre 
exacte aA, et la frontière linéaire 8 ~ 4 ,  assurait que la rn6thode Ctait conse~ative (figures 
19. 20. et 22 par exemple). De legers écarts par rapport la linéarité de la zone 
admissible ont. toutefois. tté notes dans certains cas. Quand le tampon est relativement 
petit pour les deux types de tratic mClangés. l'on retrouve alors une zone admissible 
16gèrement convexe. ce qui, bien entendu. ne compromet en rien la validité de la 
methode. Les résultats indiquent. par ailleurs. que l'on devrait éviter d'douer le SCR (ce 
qui  correspond B une ailocation complète du débit) meme quand la taille du tampon le 
permettrait* et consemer une petite marge. pour s'assurer que la methode est bien 
consemative par rapport au CLA. Deux des cas que nous avons etudiés sont 
particulikrement intéressants, car ils impliquent des mClanges de trafic très différents. Il 
est connu que ce genre de melange peut donner lieu B des zones admissibles concaves 
(COST. 1992). Dans le premier cas (le melange de trafic numCro 3 de l'Annexe 2, figure 
28). ce sont les charges des sources individuelles qui différent d'un ordre de grandeur; 
nos rCsultats indiquent que la zone admissible exacte est linéaire et que la methode 
fonctionne très efficacement. Dans le deuxième cas. (le melange numéro 4 de 1'hnexe 
2, figure 29). les longueurs de rafale des t d c s  mClangés (les M N )  dinèrent par un ordre 
de grandeur. La zone admissible est alors particulièrunent concave. ce qui est un bon test 
pour la rnCthode de reférence. En effet, dans ce cas. noue méthode n'est pas absolument 
conservative, puisque la zone admissible linéaire sort très legèrement de la zone A,. 
Notons cependant que la zone linéaire demeure trh proche de k zone exacte. A,, et 
qu'en pratique. la methode sera conservative. car il est très peu probable que toutes les 
connexions dmettent constamment des rafales de longueur maximale. Une surestimation 
de A, aussi mineure ne pose donc pas de problàne sérieux. 
Le cas 2, pour lequel les classes de trafic multiplexés sont mixtes par rapport au 
gain de multiplexage, donne Cgdement lieu B des resultats inténssants (figure 31. NOUS 
avons vkrifik si les phenorn&nes de non-linkarité de la zone admissible. prédits par la 
methode d'Elwalid et ai. lorsque l'un des deux types de source n'entraîne pas de gain 
statistique, se produisaient avec la mCthode de réference. Nous avons donc multiplex6 
deux classes de trafic dans un système dont les ressources sont sufisantes pour donner 
lieu B un gain de multiplexage pour l'une d'entre elles seulement. Il se trouve que. 
contrairement aux pr6visions de (Elwalid et al.. 1995). cette situation n'entraîne pas de 
concavité de la zone admissible. mais genère plutôt un gain de multiplexage entre les 
classes, et une zone admissible A, convexe. Ce gain de multiplexage s'explique par le 
fait que le nombre de sources admissibles dtant un entier. même si La classe de trafic se 
trouve dans le cas où elle fait une allocation sans gain de multiplexage. le debit n'est pas 
enrièrement occupC (car CA$'=+ e,). Une petite fraction de la capacité de 
transmission est donc disponible, et une classe de trafic ayant des besoins plus modestes 
peut en tirer profit. Notre methode fonctionne donc très efficacement dans ce cas 
cdgalemen t . 
Notons qu'il serait important de valider la methode par des simulations pour 
une contrainte de perte cellule plus proche des objectifs habituels en ATNI, c'est-Mire 
de l'ordre de 10-Io. Nous n'avons pas effectue cette vérification. car elle requiert le 
developpemen t d'outils de simulation encore plus performants et 1 'utilisation de 
mtthodes de simulation rapide spécialisées. Les Ctudes précédentes ont permis de 
constater que la linéarité des zones admissibles &ait très peu sensible h la probabilité de 
perte (Elwalid et al.. 1995). Nous sommes donc confiants dans la validité de la methode 
pour des probabilités de pem plus faibles. 
Nous discutons, aux paragraphes suivants, des résultats obtenus avec la 
methode de réference aux niveaux cellule et appel. et de la comparaison aux résultats de 
la methode proposée par (Elwalid et al.. 1995). 
Effet des paramiitres sur l'utilisation et le debit équivalent 
Nous avons vérifie La performance de notre methode d'allocation des ressources 
de reférence. d'abord au niveau cellule (section 3.1. Annexe 2). Nous avons. dans un 
premier temps. Cvaiué dans un contexte homogbe et pour des ressources. B et C. fixées. 
la performance de la methode sous deux rapports, en 1' occurrence l'utilisation maximale. 
et le dtbit équivalent. en fonction des paramttres de trafic. Nous avons ensuite fixe les 
paramètres de trafic. et considére l'effet d'une augmentation de B et C sur le debit 
équivalent, ce qui est important d'un point de vue de conception de réseau. par exemple. 
Les résultats ont permis de mettre en &idence les points suivants. La possibilité 
d'obtenir des utilisations maximales intéressantes dans un contexte où l'dotation est 
effectuée sur la base des sources intermittentes de type pire cas a eté soulevée. en 
particulier lorsque les rapports BIMBS ou C/PCR sont supCrieurs B cenains seuils (qui 
dépendent des paramkaes de trafic). L'effet du rapport BIMBS est particuli&rement 
important: il est possible notamment d'atteindre des utilisations intéressantes. lorsque ce 
rapport est au moins Cgal B 5. L'impact du rapport d'activité est egaiement important: 
plus ce rapport est faible. moins la charge admissible u t  Clevée. Cependant, ces cas sont 
aussi ceux qui apportent les débits équivalents les plus faibles. et donc le gain de 
multiplexage le plus intéressant. Les résultats montrent que le debit équivalent est très 
sensible au SCR. et dans une moindre mesure. sensible au rapport BIMBS: notamment, 
plus le rapport d'activité est faible. plus le dtbit équivalent l'est aussi. Nous avons 
&aiement noté la présence d'un gain de multiplexage statistique par rapport B une 
allocation sans perte, m&me dans des cas peu favorables où les rapport BIMBS et CIPCR 
sont peu elevés. 
Lorsque les paramétres d'une source sont fiés. mais que les ressources varient, 
on obtient les résultats présentés aux figures 15 et 16. Pour C fixe, lorsque B augmente. 
le dCbit équivalent décroît jusqu'8 sa valeur minimale. Cgaie au SCR. Lorsque B est fixe, 
et que C augmente, le debit équivalent commence par augmenter, puis diminue. jusqu'h 
ce qu'il atteigne asymptotiquement la valeur obtenue dans un contexte sans tampon. En 
effet, lorsque C est tr& grand. par exemple supérieur h une centaine de fois le débit crste. 
le MBS influe très peu sur le debit equivalent. L'augmentation du debit équivalent. 
lorsque l'on augmente la capacité du lien, peut paraître Ctomante dans un premier temps. 
Eo effet, il est difficile d'admettre qu'en augmentant les ressources de transmission, on 
obtienne un dCbit équivalent sup&ieur pour un cenain type de trafic dont les paramétres 
sont constants. C'est pourquoi nous l'avons v-C par simulation. pour une probabilité 
de perte de IO? Ces résultats sont illustrés A la figure 3.26. Il u t  clair que la validité du 
modèle n 'u t  pas B mettre en cause. L'augmentation du debit équivalent s'explique par le 
faible gain de multiplexage statistique dans la zone où le rapport C/PCR est inférieur B 
20 environ. A charge constante. si la charge individuelle des sources diminue, le nombre 
de sources admissibles pour une certaine probabilité de perte augmente. mais l'espace 
mémoire nécessaire augrnuite aussi ; c 'u t  un phCnomène bien connu. que l'on constate 
par exemple pour la file PDIDII .  La première partie de la courbe de la figure 3.26 
correspond B une zone de faible gain de multiplexage statistique où l'on ne gagne pas 
grand chose. du point de vue de l'allocation des ressources. B tolérer une probabili* de 
perte. alors que dans la deWU&me zone. le nombre de sources ut sufnsamment grand 





Figure 3.26 Validation par simdation du comportement du 
dtbit Cquivalent en fonction du rapport C/PCR 
Remarquons que. ce type de comportement etant inainsèquement rehC B la présence de 
la ressource m6moire. ii est naturellement impossible de le constater avec des modbles 
qui en sont dtpounnis. 
Par rapport au debit équivalent obtenu avec la methode d'Elwalid et al., nous 
constatons que notre methode permet d'allouer un debit équivalent nettement moins 
eleve. ce qui garantit une meilleure utilisation (figures 17 et 18). Par ailleurs, nous avons 
examid le comportement genérai du debit équivalent de réfkrence, exprimé en fonction 
du rapport BIC; il est fixé d'abord &al B la valeur du debit &pivalent sans pute, e,. 
jusqu'h une cenaine capacité aitique, puis décroît. jusqu'8 ce qu'il atteigne sa valeur 
limite. le SCR. Ce comportement est similaire B celui décrit par (EIwalid et ai.. 1995). 
mais la capacité critique est nettement plus faibie, et la valeur limite est atteinte 
beaucoup plus tSt dans le cas de la mCthode de rtférence. 
Performance au niveau appel et comparaison ib la methode d'Elwalid 
Nous avons vérifie la performance de la methode au niveau appel, pour une 
matrice de t rdc composée de deux classes d'appels. Ano d'illustrer I'utilisation de la 
methode de reférence comme base de comparaison vis-&-vis d'autres mtthodes, nous 
avons effectue une comparaison B la methode proposée par (Elwdid et al. 1995). Les 
rtsultats démontrent que cette dernière est plut8t mnservative par rapport B la methode 
de référence. En effet, l'allocation de ressources réalisée A l'aide de cette méthode est 
très prudente. c'est-&-dire qu'elle n'exploite pas B fond les ressources du système. et ne 
permet pas un gain statistique maximal. EUe donne lieu B des debits équivaltnts 
nettement plus tlevés que la méthode de rCf6rence. et ce. en particulier quand le rapport 
BIMBS est éleve. Cette surestimation du debit équivalent a un effet très important au 
niveau appel. Pour une maeice de trafic et des ressources données. I'utilisation de la 
methode de reférence donne lieu B des probabilités de blocage nettement plus faibles que 
la methade concumnte. pour un meme estimé de QS de niveau cellule. Pour l'exemple 
d'un mClange de tr&c considéré. la methode de reférence atteint, pour C L R = ~ Q ~  et 
C P B = ~ O - ~  (moyeme sur les deux classes de trafic). une ualisation environ deux fois 
meilleure que l'utilisation qu'il est possible d'atteindre avec la méthode proposCe par 
Elwaüd et al. Ce gain d'utilisation potentiel est  ès important pour un exploitant de 
&seau ATM preoccupé par la rentabilité de son reseau. 
3.3.6 Résumé des contributions de l'article 
Rappelons succintement les connibutions les plus importantes de (Mignault et 
al., 1997). Dans cet d c l e .  nous avons propos6 une mdthode d'allocation des ressources 
de rCfCrence pour les s e ~ c e  SBRl de (ITUI.37 1.1996), allocation effectuée localement. 
sur la base des hypothèses des aafics dits du pire cas. Ces hypothèses se rksument en fait 
B supposer que les sources de trafic adoptent un comportement de type glouton, et 
exploitent au maximum la marge de manoeuvre qui leur est laissée par les mecanismes 
de conformité les contralant. Nous avons conduit cette e tde dans un cadre et sur des 
hypothéses que nous voulions les plus proches possibles de la réalité des équipements et 
r6seawr ATM de premiére ghésation. Notre m6thode a donc Cté dCveloppée pour des 
systèmes munis de rnCmoires relativement imponantes ,en gardant présentes B l'esprit 
certaines des caractCnstiques que nous nous attendons B retrouver dans le trafic suscitant 
la demande la plus forte h court terme pour ce type de réseaux. c'est-Mire les 
applications genkrant du trafic a dCbit variable. 
La mtthode de reftrence est basée sur le calcul d'un debit kquivalent pour 
chaque classe de trafic. permettant de quantifier de façon aussi prkise que possible le 
debit devant etre ailoue une c o ~ e x i o n  SBR pour une contrainte de perte cellule 
donnée. Le debit équivalent depend des paramétres de trafic de la connexion et des 
ressources du système, B et C, et peut être calcuié de façon indépendante pour chaque 
classe de trafic. Le calcul des dtbits equivalents. domes par ei = C / N ~ ~  est base sur 
un modtle fluide. celui de (Roberts et al.. 1993). pumettant de calculer le nombre 
maximum de sources admissibles N : ~  de façon pr6cise mais cornervative. Le calcul 
des debits Cquivaients il partir d'un contexte homogtine simplifie largement le probkme 
de I'docation des ressources. car la complexité devient alors independante du nombre 
de classes de trafic, qui, de par la nature multi-services et la flexibilité des réseaux K M ,  
sera 61eve. Cette mCttiode est une méthode de référence, au sens où elle donne une 
excellente indication de l'utilisation maximale que l'on peut atteindre dans le contexte 
d'un wntr8le d'acds effectue en boucle ouverte; elle permet donc une exploitation des 
ressources aussi efficace que possible. tout en donnant des garanties de QS robustes 
puisque les hypothèses de trafic pires cas que nous avons adoptées sont consematives. 
Notre approche pourra constituer la base d'un wnaBle d ' a d  utilisant les dtbits 
équivalents calcul6s hors-ligne. 
La methode a Cté validée au moyen d'une campagne de simulation intensive. 
qui nous a pumis d'explorer la zone admissible exacte basée sur le CM. A,. Les 
resultaîs dernonant que dans la plupart des cas, la fiontière de la zone admissible est 
Linéaire, ou quasi-linéaire. ce qui assure le bon fonctionnement et l'efficacit6 de la 
m6thode. Cette quasi-linéarité a. par ailleurs. 6tC constatée pour des cas où les analyses 
basees sur des modèles approchés. notamment, (Elwalid et al.. 1995) pr6voyaient des 
rt5sultats dinerentî. Nous avons. dans plusieurs cas, constaté des difftkences sensibles 
entre les r6sdrats de simulation exacts et les résultats pr&us par l'analyse d'olwalid et 
al. Ceci indique que les résultats obtenus au moyen d'analyse de modèles approchés 
devraient. cians certains cas, etre considérés avec prudence. car ils peuvent ne pas reflbter 
fidèlement le fonctionnement des systèmes réels, et tventuellement compromettre 
l'exploitation efficace des ressources. 
Nous avons montre que dans cenaines conditions il est possible d'obtenir des 
utilisations elevées avec la méthode de r6fCrence. Nous avons porté une attention 
particulière B l'intégration des deux nivaux de QS, c'est-Mire le niveau appel et le 
niveau ceiiuie. et nous avons évalué l'efficacité de la méthode de référence au niveau 
appel. Afin d'illwrer l'utilité de la methode comme base de comparaison. nous avons 
cornpart5 la methode de référence h une methode wncumnte fondCe sur des hypothèses 
similaires (ELwalid et al., 1995). Les résultats démontrent que pour certaines maPices de 
traiic wnsidtrées, la mtthode de reftrence permet de doubler l'utilisation par rapport & la 
mtthode concurrente. Le gain d'utilisation pourra varier en fonction du melange des 
trafics. mais la possibilité de gains de cette importance demontre l'in&& d'effectuer une 
allocation des ressources aussi efficace que possible. Notre approche offre donc une 
alternative très inteessaute B la mtthode d'Elwalid et al. Notons que cette demi&e 
méthode d'allocation des ressources, est actuellement considCrCe pour 5tre implantée 
dans des équipements de commutation ATM commerciaux (A. Gravey, communication 
personnelle. 1996)' ce qui démontre bien le besoin et l'intérét commercial de notre 
travail d'un point de vue d'exploitation de réseau. 
Cett- discussion cl& le chapiîre de synthèse des travaux effectués au cours de 
cette &ude et publiés dans les articles fournis en Annexe. Nous avons abordé. dans cette 
étude, le probkme de l'allocation des ressources pour les services supports ATM opérant 
avec un conîr6le de nature préventive. en particulier pour les services SBR, sur la base 
des hypothèses de pire cas de trafic. Au cours de la premikre partie de cette etude, nous 
nous sommes principalement intéressés B l'tvaluation de la QS de niveau cellule pour les 
difkents services supports opérant un contr8le du trafic en boucle ouverte. Nous avons 
propose. dans la deuxième partie de cette étude, une m6thode d'allocation des ressources 
de référence, pour les services SBR dans les réseaux P;IU pour des commutateur munis 
de memoires importantes. Cette méthode donne des résultats trbs promeneurs. Nous 
devons cependant constater que 1'aUacation des ressources sur une base locale est la 
première Ctape d'un mecanisme de contrS1e d'a&, &tape cruciaie il est vrai, mais non 
unique. Le chapitre suivant achève a mémoire avec un retour sur les travaux effectués et 
nos contributions. Nous discutons de certains aspects faisant partie du contr8le d'accès 
dans les réseaux ATM, qui n'ont pas 6té abordCs dans cette etude. Enfin. nous terminons 
ce mernoire avec un regard sur les perspectives pour recherches futures qui ont &té 
soulevées au cours de cette étude. 
CHAPITRE 4 
Conclusion 
4.1 Résumé des contributions 
Nous nous sommes intéressés, dans cette étude, au problème du contrale 
d'a- de type preventif dans les réseaux ATM, pour les services supports prévoyant un 
contrBle du trafic en boucle ouverte et des garanties de qualité de senrice. soient le mode 
d&rministe @BR) et le mode statistique (SBR). Les seNices supports dont le contrôle 
est effectue en mode prCventif sont envisagés pour les équipements de commutation 
AIU de première gtnération, qui seront munis de fonctionalités de gestion du trafic 
relativement restreintes. Nous avons mené cette étude dans un cadre et sur des 
hypothèses que nous souhaitions les plus proches possibles de la réalité des équipements 
et réseaux ATM de première gén6ration. Nous avons, par conskquent. consideré le 
problème du contr8le d'accès avec contrôle en boucle ouverte d'une façon très 
pragmatique. sans hypothbe restrictive sur les sources. et en conformité avec les normes 
internationales actuelles de I'ITU-TSS sur le contrôle du trafic. Nos contributions 
concement plus particuli&rement le cas où un rnultiplexage statistique est envisage. c'est- 
8-dire le suvice support SBR. L'approche que nous avons adoptée pour effectuer un 
contr8le d ' a d  pdventif, est fondée sur l'hypothèse des trafics dits du pire cas. Cette 
hypothèse se résume en fait B supposer que les sources de trafic adoptent un 
comportement de type glouton. et exploitent au maximum la marge de manoeuvre qui 
leur est laissee par les mécanismes de conformité les contrdlant. Cette approche est 
compatible avec l'information contenue dans le descripteur de trafic normalisé, et permet 
d'ofnir des garanties de qualité de service robustes puisque les hypothèses de trafic du 
pire cas que nous avons adoptées sont conservatives. 
Nous nous sommes, dans un premier temps, intéressés B l'estimation de la 
qualité de semice de niveau transfert, ou cellule. plus spCcifiquement B la probabilité de 
perte cellule dans le multiplex ATM, servant des trafics de type pire cas. Nous avons 
identifie les trafics dits du pire cas en fonction des caractéristiques de I'equipement ATM 
concerné, et les modèles analytiques appropriés disponibles dans la littérature, 
permettant d'estimer la probabilie de perte cellule (ou CLR) pour ces trafics, ont Cté 
recenses et Cvalues, afin de dCterminer les meilleurs compromis entre précision et 
simplicité. Nous nous sommes efforcés d'&hircir les liens entre les différents 
indicateurs de performance utilisés pour estimer la proportion de perte cellule. Ces 
différents indicateurs de performance ont &té validés, par comparaison des résultats de 
simulation donnant la valeur exacte de la probabilité de perte pour certains mod&les 
particulièrement pertinents, representant un bon compromis précision et simplicité. En 
particulier, nous avons vérifie la précision et la sûreté de l'indicateur de performance 
obtenu au moyen du modèle fluide et de la mkthode de (Roberts et al., 1993). par rappon 
au CLR exact, pour le multiplex ATM muni d'une mtmoire importante. 
Nous avons CvaluC dans quelles conditions i'allocation des ressources sur une 
base purement préventive est une option attrayante. L'utilisation que cette approche 
permet d'atteindre a Cté Cvaluée dans différents cadres, en fonction des caractéristiques 
des cornmutateun ATM concernés et des paramètres de trafic normalisés déclarés par les 
connexions. Deux caractéristiques des équipements ATM sont particulièrement 
déterminantes, soient la fonction d'espacement au debit crete, et la taille des mémoires 
dont sont muois les commutateurs. Nous avons identint5 trois cadres pour l'docation de 
ressources en mode prtventif, dependant de la raille des memoires dans les 
commutateurs ATM. et du service support: i) I'allocation au debit &te pour le mode 
DBR. et en mode SBR; ii) l'allocation statistique dans un cadre où les rafales sont 
perdues. ce qui correspond k l'utilisation de commutateurs munis de memoires de petite 
taille; iii) et l'ahcation statistique dans un cadre & rafales tamponnées. ce qui correspond 
2i I'utilisation de memoire importantes dans les commutateurs. 
Nous avons &alut l'effet des différents para&tres de trafic sur la charge 
admissible. pour une certaine contrainte de C U .  Nos résultats indiquent et confirment: 
1. l'importance d'effectuer un espacement au debit cr&e sur les connections. qu'elles 
soient de type DBR ou S B R  pour réduire autant que possible la CDV et augmenter 
l'utilisation des liens. L'aüocation des ressources sur la base d'un trafic pire cas sans 
espacement est peu envisageable, &ant donnees les faibles efficacites atteintes sous 
ces hypothèses; 
2. en mode SBR rafales perdues, la possibilite d'atteindre une charge admissible 
intéressante. seulement pour les sources dont le debit crête u t  faible par rapport B la 
capacité de transmission; 
3. en mode SBR B rafales tampomées. et pour des sources espacées. la possibilitk 
d'atteindre des efficacités intéressantes dans des conditions qui sont facilement 
vérifiées. 
Ce travail nous a, en outre, permis de confirmer le besoin pour la conception 
d'une methode d'allocation des ressources permenant d'exploiter efficacement les 
systèmes munis de rn6moires relativement importantes, pour les semices SBRl dans les 
reseaux P;IU de première gknération. C'est sur ce point que réside notre principale 
contribution. En effet, I'allocation de ressources en mode SBR B rafales tamponnées 
n'avait pas jusqu'i récemment, fait l'objet de nombreux efforts de recherche dans la 
communauté ATM. Nous nous sommes efforcés de combler ce vide en proposant une 
methode d'allocation d a  ressources adaptée au type de trafic constituant la plus forte 
demande B court et moyen termes pour ATM. c'est-#-dire le trafic génért par les 
applications B debit variable. teiles les applications tél6infonnatiques. La methode que 
nous proposons peut etre considérée comme une methode de reférence, dans un contexte 
de contrôle preventif bas6 sur les hypothèses de pire cas. au sens où elle pennet de 
quantifier l'efficacitt maximale qu'il ut possible d'atteindre sous ces hypothèses. pour 
un ensemble de ressources donné. Nous avons, en outre, pris soin de poser le problbme 
du contrôle d'accès d'une façon claire. en faisant ressortir les interactions entre les 
niveaux cellules et appeis. 
La mtthode de reftrence est basée sur le calcul d'un dtbit &quivalent pour 
chaque classe de trafic. perrnetiant de quantifier de façon aussi précise que possible. le 
dtbit devant Ctre douC h une cornexion SBR pour une contrainte de perte cellule 
donnée. Le dtbit équivalent depend des paramiitres de trafic de la connexion et des 
ressources du système. soient la memoire et le débit de transmission. et peut être calcule 
de façon independante pour chaque classe de trafic. Ce calcul ut basé sur un modèle 
fluide. celui de (Roberts et al., 1993). permettant de caicuier le nombre maximum de 
sources admissibles de façon prkcise mais conservative. Le débit équivalent est ensuite 
obtenu en divisant la dtbit de transmission du lien par l'estime du nombre de sources 
admissibles, dans ua contexte homogène. Le calcul des dtbits équivalents B partir d'un 
contexte homogéne sirnpme largement le problbme de l'allocation des ressources. car la 
complexité devient alors indépendante du nombre de classes de trafic. qui, de par la 
nature rnulti-services et la flexibilité des réseaux ATM, sera tlevé. Notre approche 
constitue la base d'un contrôle d'accès utilisant les debits equivaients calculés hors- 
ligne. La m6thode a Cté validée au moyen d'une campagne de simulation intensive. qui 
nous a pennis d'explorer la zone admissible exacte basée sur le C M .  Les résultats 
dtmontrent que dans la grande majorité des cas. la fronti&re de la zone admissible est 
linéaire, ou quasi-linéaire, ce qui assure le bon fonctionnement et I'efficacite de la 
méthode. 
Afin d'iUustrer l'utilité de la méthode de référence comme base de 
comparaison, nous avons effectue une comparaison une methode d'allocation des 
ressources concurrente fondee sur des hypothèses similaires. soit la mCthode proposte 
par (Elwalid et al., 1995). Nous avons. dans plusieurs cas. constaté des diff&ences 
sensibles entre les résultats de simulation exacts et les résultats prtvus par l'analyse 
d'Elwalid et al.. ce qui demontre que les r6sultats fondés sur des modéles approchés 
doivent être considtrés avec prudence. car ils peuvent ne pas refleter fidèlement le 
fonctionnement du système réel et conduire ii une sous-utilisation des ressources. En 
effet, les résultats démontrent que pour cenaines matrices de trafic considtrées. la 
m6thode de rtference permet de doubler l'utilisation par rapport B la mCthode 
concurrente. Le gain d'utilisation pourra varier en fonction du melange des trafics. mais 
la possibilité de gains de cetk importance démontre l'intérêt d'effkctuer une allocation 
des ressources aussi efficace que possible. Notre approche offre donc une alternative nés 
intéressante la mkthode d'Elwalid et al. Notons que cette dernikre methode d'allocation 
des ressources. est actuellement wasidérée pour être implantée dans des équipements de 
commutation AINI co~omerciaux (A. Gravey, communication personnelle. 1996). ce qui 
démontre bien le besoin et l'in&& de notre travail d'un point de vue d'exploitation de 
reseau. En outre. notre notion de débit équivalent, qui dCpend des deux ressources du 
système, permet d'appliquer les résultats du modèle de réseau multi-débit B la conception 
et au dimensio~ement des réseaux en exploitant de façon aussi efficace que 
possible la taille des mtmoires tampon, ce qui n'était pas possible auparavant. 
Les résultats que nous avons obtenus de cette methode sont tr& prometteurs. 
Cependant, d'un point de vue pratique. nous ne prttendons pas avoir résolu tous les 
problèmes reliés B une implantation de cene approche. Nous discutons. dans la section 
suivante, de certains aspects faisant partie du contrle d'accès dans les r&eaux ATM qui 
n'ont pas tté abordés dans cette enide. notamment le d&eloppement de procédures de 
calcul efficaces pour la mtthode de réference. la sdection des param&tres de trafic 
normalisés. les aspects réseaux du contrale d'acds, et l'intégration des services. Enfin. 
nous 6nonçons, pour conclure ce memoire, certains points qui mériteraient, il nos yeux. 
de faire l'objet de recherches futures. 
4.2 Discussion des résultats et implications pour le contrôle d'accès 
4.2.1 Développement de procédures de calcul efficaces pour la méthode de 
référence 
Le calcul du debit équivalent que nous proposons d'utiliser pour chaque classe 
de trafic. soit ei = C/NyOX où q" est effecnit par le biais de la mtthode de (Roberts 
et ai., 1993). a l'avantage d'etre B la fois précis et cunservatif dans la plupart des cas. 
Cependant, il requiert un nombre relativement important d'opérations. Il peut donc seMr 
& base ii une methode de contrôle d'accès où les dbbits tquivalents sont calculés hors- 
ligne. Notons que cette methode est egalement prCwe pour les debits Cquivalents & 
(Elwalid et al., 1995). Rappelons que chaque ensemble de paramhtres de trafic Mérents 
correspond ii une classe de trafic, et que pour chaque classe de trafic. il y a un debit 
équivalent B calculer pour chaque valeur du débit de ir81lsmission C dans le réseau (en 
supposant que les valeurs de B sont les memes dans le réseau). Idéalement, on 
souhaiterait que les debits équivalents puissent étre calcui6s en temps r&l, ce qui 
apporterait un maximum de flexibilité au réseau. En effet. si les debits 6quivalents sont 
calculés hors-ligne. il est clair qu'il faudra fixer un ensemble de valeurs que pourront 
prendre les param&aes de trafic. et limiter le nombre de classes de trafic que I'on peut 
offrir. et pour lesquelles le debit équivalent sera CUMU au moment de la demande 
d'accès. 
Un calcul en temps réel permettrait d'cher cette restriction et d'accepter un 
nombre de classes de trafic beaucoup plus Cleve . Remarquons toutefois qu 'étant dom& 
la vitesse B laquelle doit opérer un commutateur PCLU, il n'est pas trivial qu'un &cul de 
débit équivalent d'une precision satisfaisante puisse etre effectue en temps réel. quelle 
qu'en soit la methode. Cela n'exclut pas. cependant, la recherche de procédures plus 
efficaces pour le calcul du débit équivalent, par exemple avec les approximations par la 
theorie des évenements rares, qui conduisent B une complexité de calcul nettement moins 
Clevée que la methode que nous avons utilisée (Sirnonian et Guibert, 1995). Cette 
demiiire contribution propose une méthode de caicui pour la distribution de la longueur 
de la file qui est applicable au rnodéle fluide de (Roberts et al.. 1993). dont la complexité 
est toujours proportionnelie B C, mais requérant un nombre d'operations nurnt5nques 
beaucoup plus faible. 
4 .22  Choix optimal des paramètres de trafic normalisés 
Nous avons. au cours de cette etude, soulevk la possibilité d'obtenir des 
utilisations Clevées sur la base d'une ailocation pour les pire cas de trafic. dans cemines 
conditions. Notons que noue 6valuation de l'utilisation repose sur l'hypotbse que les 
sources exploitent h fond les ressources qui leurs sont allouées. Ceci soulève le problème 
du choix des param&ûw de irafic, qui a une incidence importante sur l'exploitation 
efficace des ressources du réseau (Rosenberg et HCbuteme, 1994; Guillemin et al.. 
1995). Si les paraxn&tres declarés caractérisent mal le trafic de l'usager, l'utilisation 
delle du système pourrait &ne faible. La selection optimale des paramt!tres de trafic 
normalisés, en fonction des caractéristiques du trafic de l'usager et des ressources du 
&eau, u t  demeure jusqu'h maintenant un probltme ouvert. Le calcul du debit 
équivalent que nous proposons ouvre une possibilité intéressante pour la résolution de ce 
problème. En effet, on pourrait imaginer que le réseau incite les usagers B choisir, au 
moyen d'une tarincation proportionnelle au debit equivaient, les paramétres minimisant 
le debit équivalent. Ceci mettrai t  d'exploiter au mieux les ressources. tout en 
apportant une solution simple au problème du choix des paramètres. Cette possibilité 
reste B approfondir. 
4.2.3 Aspects réseau de !'allocation des ressources 
Nous nous sommes intéressés essentiellement, dans cette etude. B l'arpect local 
du contr6le d'accès, soit l'allocation des ressources dam le respect des contraintes de QS 
de niveau local. En effet, d'un point de vue pragmatique. on conçoit mal comment 
l'opération d'allocation des ressources pourrait Etre effectuée autrement que de cette 
maniére. soit de façon independante sur chacun des noeuds sur une voie virtuelle. En 
toute rigueur, cependant, les hypothèses sur le comportement des sources que nous avons 
formulées (notamment la conformité aux param&tres de trafic déclarés) sont valides 
seulement pour le premier Ctage de multiplexage dans le réseau. c'est-$-dire 
immédiatement après le point de contrele de conformité B l'UNI. Par ailleurs. nous 
avons. au cours de cette Chide. nCglig6 I'effet de la CDV sur les trafics de type pire cas, 
en supposant que les trafics &aient r6gulièrement espacés B leur débit crête avant 
d'entrer dans le réseau. En g6néra.i. la traversée d'un commutateur, comme tout 
multiplexage, modifie les caractéristiques des connexions. notamment en ajoutant une 
gigue de multiplexage. causCe par les arrivées simuitan6es de cellules (COST. 1992). En 
pratique il est donc nécessaire de tenir compte de La gigue, en particulier pour la traversée 
d'un réseau. 
En mode DBR et SBR A rafales perdues, pour des sources espacées au debit 
crête. la présence d'un tampon d'une W e  de l'ordre de 100 150 cellules suffit B 
absorber la gigue, et ce, non seulement B un seul noeud. mais egalement pour tout le 
reseau sous certaines conditions. notamment lorsque le PCR est inf&ieur A 1/50 du debit 
du lien (Boyer et ai.. 1992; Gravey et Blaabjerg. 1994; COST. 1996). Ce phtnomhe 
s'explique par le fait que les tampons de niveau cellule peuvent etre dimensio~és de 
façon sûre avec une MIDII; en effet, il est connu empiriquement qu'un processus de 
Poisson représente le cas limite d'une superposition de flux préaiablement espacés ayant 
subi la traversée de plusieurs étages de mdtiplexage. Le calcul d'un debit équivalent sur 
la base des param&tres déclart%. non seulement B l'entrée. mais au sein du reseau. est 
dors parfaitement justifiable (COST, 1996). 
Le cas des systèmes munis de mémoires importantes est moins simple. 
Certaines Ctudes, notamment celle de (Lau et Li. 1993). demontrent que dans certaines 
conditions. l'effet de la traversée des commutateurs sur les caractéristiques des trafics 
peut étre negiig6. En effet. si la contribution individuelle de chaque source est faible. si le 
débit &te est inférieur B 5% du débit de transmission, et si l'acheminement dans le 
reseau est sufisamment diversine, limitant ainsi les corrt5lations aux etages ultérieurs, 
les caractéristiques des connexions demeurent inchangées par la traversée d'un 
multiplex. Lorsque ces conditions ne sont pas réunies. il est nécessaire d'effectuer une 
remise en forme dans le réseau pour s'assurer que l'hypothbe de sources conformes B 
leurs déclarations demeure valide au sein du réseau (Boyer et al.. 1992; Georgiadis et al.. 
1996). Une alternative P cet& approche consisterait B chercher caractériser le flux de 
sortie des multiplex B Merentes Ctapes dans le &eau et. par exemple. d'identifier un 
modèle permettant une allocation consemative des ressources (Gravey et SCvilla, 1996). 
Si la prudence de cette epproche u t  indtniable. c'est aussi sa principale faiblesse. car 
eue permettrait d'atteindre des utilisations vraisemblablement très faibles. 
Le cas des sources de type pire cas non-espacées h leur dtbit &te n'a pas eté 
exploré, mais il est B craindre que la présence de rafales au debit du lien B l'intérieur 
d'une période active ait un effet très nefaste sur I'utilisation. excepté dans les cas où le 
tampon est trés grand par rapport B la taille des rafales. le debit crête n'ayant alors aucune 
importance. 
4.2.4 Inrégration des services 
Nous avons. dans cette Ctude. considéré chaque type de service ou mode de 
fonctionnement (soient le mode DBR. SBR avec rafales perdues, et SBR avec rafales 
tamponnées) sur une base individuelle, c'est-Mire en isolation, où nous supposons que 
les c a ~ e x i o n s  ont la même priorité et les mêmes contraintes de QS lonqu'eiles utilisent 
le m€me s e ~ c e  support. En pratique. on prkvoit que les premiers commutateurs M M  
seront munis d'une priorité temporelle donnée au trafic temps réel. et que l'integration 
des s e ~ c e s  upports sera effectuée par le biais d'une ségregation partielle. Cette 
approche implique la prCsence de deux tampons dans les commutateurs. un petit (environ 
100 cellules) pour les services B temps seel, traités par exemple en mode DBR, et un 
grand (environ 100 cellules) pour les services indifférents aux dtlais. traités en mode 
SBR par exemple. L'impact d'une priorité temporelle do& aux s e ~ c e s  temps réel sur 
notre mmCtxie d'allocation des ressources pour les services SBR non temps réel. 
demande B être exploré. 
Une autre proposition pour rtaliser l'in~gration des s e ~ c e s  est celle de (de 
Veciana et ai.. 1995). laqueiie nous avons fait allusion dans la section 2.4.2. Dans ce 
cas. les différents services supports sont multiplerés dans des mémoires séparées. et un 
mtcanisme de senrice 6quitable est utilise pour partager le debit entre les difFérents 
services supports. A l'intérieur d'un service support. le service est effectue suivant une 
politique PAPS. Ceci équivaut par exemple, B garantir un certain dtbit de service C et un 
espace memoire B. & l'ensemble des cornexions utilisant un sewice support SBR. La 
methode de reférence que nous proposons serait donc applicable dans ce contexte. 
moyennant une adapration des plus minimales. 
4 3  Recommandations pour recherches futures 
La methode que nous proposons pour effectuer l'allocation des ressources en 
mode SBR1, qui tient compte explicitement des deux ressources du rtseau. soient la 
ressource débit et la ressource mémoire, ouvre différentes avenues de recherche 
auxquelles nous avons fait ailusion B la section 4.2. Rappelons. dans un premier temps. 
que les résultats que nous avons obtenus démontrent que dans cenains cas. le gain par 
rappon ii la methode d'Elwalid et al.. une mCthode d'allocation des ressources qui sera 
implantée dans des commutateurs ATM de première g6nération. est important. La 
methode de r6fCrenc.e est donc d'un interet certain pour les concepteurs et exploitants de 
&eaux ATM. Cependant, certains aspects demandent &tre approfondis. Notamment. 
nous n'avons pas Cvaiut de façon très poussée dans cette 6tude les problèmes liés B 
l'intégration des semices. ni l'effet sur les flux de u&c, de la traversée de plusieurs 
étages de muitiplexage successifs. La methode demanderait egaiement une validation par 
rapport B des rCsultats de simulation pour des valeurs plus petites de la probabilité de 
perte cellule. Il s'agit 18 toutefois. d'un probkme faisant l'objet de recherches actives. 
Enfin, du point de vue de l'implantation de cette méthode, il serait utile de developper 
des p r d w e s  de calcul plus efficaces pour les débits Cquivalents. et éventuellement un 
calcul en temps réei. Nous avons aussi souligne le fait que notre approche pourrait 
permettre de trouver une solution 6lt5gante au problème du choix des paramétres de 
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Camedm Acceptance Cctntrol (CAC) is probably the most important functim in the 
preventive umgestim controi strategy to be impiPmented in K M  netwarks. The CAC 
functiun must decide. on the basis of the t r d k  desaipcars provided by an iocosning 
connecticm. wkther the new cal1 can be 8ccepted or not- A bey factor in the access decision 
is the behaviaur of the supeqxxition of M M  VCs in a switch output Mir. and and ppamcular 
the ceil loss probability resultmg fram m p t i n g  the umnection. A h y  models have been 
proposed in tk literature in ofder to investigate this issue. In this paper. we present a survey 
af tlie queuiag rnadels used to estimate the di los p~obability in PL[U networks with 
saaighrforward statistical multiplexing. The CAC policy under cansiQetaticm is based ao 
the scxaikd Worst Case TraEc allocation correspcnding to the t r a c  descriptor paranmers 
submitted by a VC: iis Peak Cell Rate, Cell Deiay Variation Tokanœ. Sustainable Ce11 
Rate. ancl Inbrinsic Burst Toleranœ paramezers. when applicable. We plan to investigate the 
practicai application of these makis to the probiem of CAC; in particular. the important 
issues of acc~~acy af the availabk modeis. their range of validity and kir  cœnplexity 
deserve m m  aüemion than they have received up to now. The present survey stands as a 
first step in that directian. 
This work was done while at CNET Lannicm. France 
P;IU networks will support services with very different characteristics and confiicting 
Quality of Service constraïnts. Roviding the strict delay and loss guarantees required for 
real-time services wmpeting for resources with high speed bursty data conne~tioa~. 
while anaining reasonable network utilization, is undoubtedly the main challenge in the 
ATM network The fact that a signincant part of the ATM tr&c will be bursty, i m p k  
that resource allocation at the peak celi rate would resuit in an unacceptably low 
utilization; quite clear!y, in order to reach a reasonable level of network ocnipancy. 
statistical multiplexing is necessary. However. its implementation in the ATM context is 
no simple task. The use of statistical multiplexing in the context of an integrateû high 
speed network where Quality of Service guarantees are to be provided emphasizes the 
importance of the Connection Acceptance Control (CAC) function as part of the 
preventive congestion control sîrategy to be implemented in ATM networks. The CAC 
must decide. in real-the. based on the parameters provided by an Uicoming connection, 
whether the new c d  can be accepted or no$ when QoS guarantees are provided, 
accepm~e of a new ca.ü is to be grand ody if the Quality of Service requested by the 
cal1 and that guaranteed to on-going calls can be sustained. The set of declared 
parameters. termed Trafic Descriptor by the ITü-T [ZO]. must provide the necessary 
information on the statistical activity of the VC reques~g acceptance for the CAC to 
make a decision. 
The hpiementation of a CAC mechanism involves the need for an estimate of the 
QoS resuiting from accep~g  the cal1 based on the declared Traffc Descriptor. Many 
models have been proposed in the literature in order to investigate the behaviour of a 
superposition of ATM VC's in a switch output buffer. and in particular the resulting ceil 
loss probability, under various assumptions of an uneven level of practical relevance. 
Due to the complexity of the problem. the malyses are most of the t h e  approximate, 
valid over a limited range. and may Vary in accuracy. W e  present in thû paper a sunrey of 
the queuing models which cm be used to estimate the celi loss probabiüty in a 
networks under reaiistic assumptions. What we plan to investigate is the practical use 
and relevance of these queuing modeis fiom the point of view of CAC. The survey is 
intendeci for potential users of these models. (not necessarily queuing experts) aiming at 
the design of a CAC policy, who need tools ta evaluate the QoS resuiting from a 
superposition of connections and must choose among a set of models which one is the 
most suitable. Ulrimately. our goal is to estimate the level of accuracy of the various 
models, and to determine under which circumstances these models wuld be used to 
esîablish a set of acceptable configurations on which a real-tirne CAC would be based. 
In particuiar, we believe that the important issues of the accuracy of the available 
models, their range of applicability and their complexity deserve more attention from a 
practical viewpoint than they have received in the pst. The present survey stands as a 
f in t  step in the direction of providing useful CAC guidelines. 
First we describe the multiplexing and resource ailocation framework on which the 
remahder of the paper is based. We next discuss the QoS measure we are interested in 
and some approximations that are often enwuntered in the literature. Section 4 is 
devoted to multiplexing in Deterministic Bit Rate capabiüty, while the next Section 
wven statistical multiplexing. in Statisticai Bit Rate capability 1201. 
2 - Multiplexing and resource allocation framework 
W e  review in this Section the assumptions on which this study of statiîtical multiplexing 
is based and some recent tendencies in international standardization of MiVI networks. 
Various ways of implementhg statistic8.l multipiexhg while p r o t e c ~ g  the QoS 
offered to rd-time services are cumntiy under study within the standardization bodies. 
The cumnt trend has led to the cirafting of a certain number of Trunsfer Cupabilifies. 
definhg the trafic parameters which are to be declared by a comection, the type of QoS 
guarantees provided and a conformance definition. Four ATM transfcr capabilities have 
been proposed: Deterministic Bit Rate @BR), S tatistical Bit Rate (SBR), Available Bit 
Rate (ABR) and ATM Block Transfer (ABT) [20]. In DBR capability, resources are 
aliocated on the basis of the declared peak ceil rate. and strict QoS guarantees are given 
in terrns of delay and ceil loss rate. SBR capability is a straightfo~vard statistical 
rnultiplexing capability with QoS guarantees. intended for VBR sources. Resource 
allocation is based on an estimate of the peak and mean celi rate and a maximum burst 
size. ABR is intended for data sources (email. file transfer) with relatively loose delay 
constraints; it akns at taking advantage of any available bandwidth in the network. ABR 
materializes the notion of Besr Efforf s e ~ c e  in the sense that no hard QoS guarantces are 
given. but the network d a s  its best to minunize ceil loss and delay. A minimum ceil rare 
is guarantad under the condition that the connection respond to congestion fadback 
indications fiom the network. Finally, ABT is based on the notion of resource 
management at the block level rather than at the ceil level. 1t is aimed at protecting data 
integrity inside a £i-ame, and at providing blodc level QoS guarantees. Note that each 
transfer capabiiity requins the dechation of adequate trafic parameters. 
MM t r a c  characterization remains in generd an important outstanding problem. as 
the characteristics of future services are largely unknown. The problem is not solved 
even for existing suvices; in particular, LAN traffic has been show to exhibit long term 
correlations and wide intensity variations, d e m g  characterization [9]. The approach 
introduced by the standardization bodies has been to characterize sources by means of a 
de-based trafic descnptor - namely. the Generic Cell Rate Algorithm (GCRA) (also 
d e d  CO~MUOUS StateLeaky-Bucket or Virtual Scheduling Algorithm). This approach 
makes source parameter enforcement extremely simple, since the charactuùation is 
given in tcrms of the actual parameters of the mechanisms used to implement t r f f i c  
control. 
Using the GCRA terminology. DBR comections are described in tems of GCRA(T. 
T), with l/T the Peak Celi Rate (Pm) and r the CeU Delay Variation Tolerance. For SBR 
connections two mechanisms are necessary: GcR/i (z r) and GCRA (Tm, rl&, where 
Tm is the Sustainable Ceii Rate (Sm) and  TI^ is the Intrinsic Burst Tolerance (IBT). 
The two mechanisms wiU operate in a coordinated fashion. 
Many trafic patterns are compatible with a de-based descriptor of given 
parameters. A straightforward and safe approach to CAC is then to allocate resources 
based on the so-cailed Worst Case Trafiîc (WCT) comsponding to the trafic descnptor 
parameters submitted by the VC. Consequently, we focus on a resource allocation policy 
based on detemllnistic traffic pattenu that are used as Worst Case Sources at the output 
of the conformance mechanism. Other possible CAC meth& include adaptive CAC 
[7][24] and CAC based on Effective Bandwidths [19][14]. Adaptive CAC methods. 
while they may improve network efficiency with respect to a WCî CAC. require 
sophisticated trafnc measurements procedures; more importantiy. the crucial issue of 
protecting the QoS is ohen a problem with these schemes. As for Effective Bandwidths. 
their practical applicability is limited by the fact that they hold only in asymptotic 
conditions. and usudly require an exhaustive knowledge of the source statistid 
properties or the declaration of non-s tandard parameters. 
The queuing models under consideration are intendeci to analyze the rnultiplexer 
located at each output port of an ATM switch. where celis corning fiom a number of 
sources and addresseci to the same output port are bufFered at the output. As usual in 
these models. sources are modeled as if they emittad their celis directly into the output 
port. No account is taken for the fact that large switches are usuaily made of several 
switching stages. Furthemore. only one switching node is modeled; in fact, one cm 
consider that we mode1 the fkst muitiplexing stage in the network. This is a first step in 
the direction of anaiyzïng a real CAC mechanism. which would involve rnany nodes and 
rou ting procedures. 
More sophisticated multiplexing schemes thaa simple FIFO are cwentiy considered 
for implementation in the future B-ISDN, for instance Fair Queuing-type schemes [281 
which offkr strict delay bounds. However these schemes require a large number of 
operations p u  cell time and are quite wmplex to implement. We beiieve that due to its 
simplicity of implementation FIFO queuing is and will remain for a long t h e  an option 
which should not be overlooked. 
3 - Preliminary Remarks 
This Section is intended for readers with an interest in the analysis of ATM queuing 
systems without being queuing specialists. We intemd to clanfy the distinctions between 
various quantities that are ofkn used interchangeably as QoS estimates in the problem of 
analyzing a superposition of sources in an ATM multiplexer; we believe that their 
ciifferences are sornetimu overlooked and should be treated more carefully. 
The QoS measuns we are interested in. are in particuiar the stationary ceii loss 
probability, and/or the queue length disaibution. In a CAC context, we are ultirnately 
interesteci in assessing the maximum acceptable numbu of sources for a given ceil loss 
probability. We d e h e  the tell loss probabili~> as the proportion of ceh finduig a full 
bufFer upon arrivai. 
Owing to the wmplexity of analyzing finite bufk models. the multiplexer buffer is 
often assumed to be of infinite length. The classical result of Benes, on which are based 
most of the andyticai results we describe here. aiiows the analysis of systems with 
constant s d c e  tirne (as a particular case) and infinite buffer sue. Let time O be the 
instant at which we are observing the system, and A, be the number of ceil arrivals in (O?, 
O). Denote by Wt the unfinished work (or Wnial waiting tirne) in the system at t h e  t .  
and let Q(x) = Pr { Wt > x } denote the cornplementary distribution of the unfinis hed work. 
The Benes result appiied to G/D/1 systems r a d s  
This resuit is very general, and was extended to fluid systems in [38]. It allows, in 
theoq at le as^ the cornpuration of the distribution of the unfinished work W,. In general, 
an exact analysis is quite dficult  so approximations are necessary. In a constant service 
time single semer system. the qumtity Wt is clasely related to the number in the system; 
in fact, the number of customers in the system X, is given by the unfinished work Wt at 
its integer values: X,  = [ WJ . Thus, 
Pr { W, > x )  = Pr {X, > X )  , for x an integer. (2) 
Let Q(K)  = Pr{ Wt > K )  denote the pbabil ity of the virtuai waiting time exceeding 
the value K in a system with infinite b u f k  space (tail distribution); denote by 
Pr { W: = K and Pl,, respectively the time congestion in a system with finite 
capacity K (includhg the s a v u ) ,  and the stationary loss probabiüty. 
The tail distribution Q(K) is often used to estimate the congestion probabiiity 
Pr { fl = K or the l a s  probability Pl,,, in a system with finite buffer length K. In 
fact. the quantities PbSS and Pr{Xt > K )  are related in 1401 (for discrete M i e  systems) by 
Again for the case of slotted systems, another bound is provided by 1301 where it is 
stated that 
Pr {X, 2 K }  - ~r {x:= K 1 
Pb,, P 
(4) 
The bound in (3) has b a n  compared in [32] to Pl,,, in an N*D/D/l/K system over a 
range of load values and it appears to be quite tight in that case. However in the general 
case, the tighmess of these bounds should not be taicen for grante& and the link betwan 
the rail distribution Q(K) and the cell loss probabüity Pl,,, deserves a closer look. It is 
investigated in depth in [2] for the cases of MfMf 1 /K. M/G/ 1/K and G e g f ~ f  1/K (batch 
amivals) systems. This work shows that the accuracy of a tail approximation 
 ph^ = P r  {X, > K } strongly depends on the load. The relation Pr{ Xt > K) > Pl,,, is 
tnie only for a moderate to high load @ > 0.5); at smaii load, the tail approximation c m  
severely underestimate the loss probability. Furthermore, under heavy load the rail 
approximation considerably overestimates the b a e r  size necessary to achieve a given 
loss probability [2]. For the systems under study, an improved approximation is proposed 
in [2], which reads 
However the validity of the approximation has not, to our knowledge. been demonstrated 
for more general cases. In generd, we note that pmicular care must be taken when m g  
to extend order relations existing in infinite buffer systems to the finite buffer case. 
In finite bufkr systems, the link between the time congestion Pr {x: = K 1 and the 
loss probabiiity Pl,,, should also be treated with c m .  In special casa for which the 
ASTA (hivals  see Tme Averages) property holds. the two quantities are equal but in 
K 
generd, they are different. In pdcular PIOH can be much greater than Pr {X, = K 1. 
For instance in a queue fed by an on-off source, the occurrence of an arriva1 impiies that 
the source is in its active phase; intuitively. the probability of a full buffer conditioned on 
the source being in its active phase can be much larger than the probability of a fidi 
buffer at an arbitrary instant ( Pr (X: = K 1) [22]. 
Some of the models we will discuss present an additional difficulty with respect to 
more classical models: they are entirely periodic. which implies a form of stationarity, 
but not ugodicity. Consider for instance a superposition of N sources of period D, 
emitting a ceii every T tirne uniu. where the time of emission is unifonnly distributed 
over the period. When such a .  d v a l  process is f d  into a multiplex with fixed service 
time and buffer space Kt we obtain the N*D/D/l/K model. In this particuiar case, once 
the relative phases of the N sources are chosen, the process sample path is completely 
determinis tic. This means that the cell loss probability is defined over the set of possible 
sample paths. but is a fixed and in general dinerent quantity for each particular sarnple 
path. W e  for ergodic systems the simulation of one sample path is suficient to obtain 
eshates for stationary distributions. in an N*D/D/l/K system a large number of sample 
paths must be simulated to obtain ensemble probability distributions. 
4 - Multiplexing using the Deterministic Bit Rate capability 
4.1 - Worst Case T r a c  for DBR connections 
According to the ITU-T. DBR wmections are characterizeù by two parameters: T and 
r. which are related by GCRA(T. r). The parameter l/T provides an upper bound on the 
peak cell rate, while r is a tolerance for the Ceii Delay Variation (CDV) htroduced. for 
instance. by the multiplexing of various streams sharing the same access media and by 
the random delays experienced by ceils in shared buffers. As a practical exarnple of this 
type of source. consider a wnnection carrying a CBR application. e.g. Wkbps 
telephone voice. 
The resources allocated to a DBR comection depends on the values declared for T 
and r. and on whether sources are submitted to shaping or not. Sources declaring a 
small CDV tolerance r < (T- 1) or having passed through a shaping device (for instance a 
spacer 133) are very nearly spaced at the declared peak ceii rate. except for some residual 
jitter [3]; consequently as a Worst Case Trafnc for these sources a periodic cell pattern 
with period T is appropriate. For sources that declare r 2 ( T  - 1 ) and are not subject to 
shaping, the Worst Case Traffic to be wnsidered for resource docation must account for 
the fact that bursts can be emined at a rate higher than the declared peak rate - actually. 
up to the multiplex rate. W e  assume in the following that the trafic pattem having the 
worst impact on network performance and confonning to GCRA(T, r) is the onsff 
periodic pattern, in which a source emits celis at the multipiex rate until the credits in the 
GCRA are depleted, foilowed by a silence long enough to regenerate the entire pool of 
credits. This pattern has been shown to cause the highest ceU loss probability in case of 
a bderless transmission resource [a. In the more practicai case of a buffered resource. 
it appean [a that other patterns could cause a higher loss probabitity. Nevertheless, the 
on-off periodic trafic mode1 has been studied in some depth, and analytical models 
d o w  its investigation whereas other patterns have not been studied in the same depth. 
More specifically. the worst case perïodic on-off pattern or WCT wnfonning to 
GCRA(T. r) is as follows. The maximum burst size (MBS) at the multiplex rate that may 
be transmit& in conformance with the declared parameters is given by 
T 
MBS = [l+-j. (6) 
if the cell transmission time is chosen es time unit. The average rate is given by 1TT. 
which yields a silence duration SL of 
This WCT pattern is depicted in Figure 1. 
Thus we have two types of Worst Case T r a c  to consider for resource allocation for 
DBR connections: periodic streams of period T. caiied smooth sources in the sequel, and 
oa/on periodic sources with bursts at the multiplex rate, d e d  WCT sources. 
Figure 1. WCT pattern, MBS = 1 1 + - rLJ 
4 2  - Peak Ce11 Rate allocation for smooth DBR connections 
PROBLEM STAEJMENT 
For the purpose of CAC w e  need to evduate various QoS criteria. for instance the ceU 
loss probability, in a rnuitiplexer with a finite b u f k  of size K. Say, and one ceU per unit 
t h e  transmission capacity. s e ~ c i n g  a superposition of DBR connections of various 
peak bit rates. We consider here a superposition of Ni connections of declared peak rate 
q, which can be approximated as shaped to the declared peak rate or have declared r < 
(T 1). The corresponding WCï is thus an mival process of the iNi* D i  type. where 
the parameter D c m  be assimilatecl to the trafic descnptor parameter T. nomalized by 
the service Mie of the ATM c d .  The parameter T is not taken into account in the mode1 
since CDV is assumed to be smaii. The actual queuing system we would like to 
investigate is then the so-called Ci  Ni* Di/D/l/K s ystem. Unfortunately no exact 
analytical mode1 exists for this system and one must rely on approximations. The 
C i H i *  Di mival process and the related queuing models represent. in a sense. an 
attempt to take into account the short tcrm negative correlations between ceii ernission 
times when the number of active sources is fixed. The sources are assurned independent 
and emit a cell every Di t h e  unit. Aü the randomness in these rnodels is contained in 
the phases of the different sources, which phases are assumed to be u n i f o d y  distributed 
over the source period, and ensemble distribution are looked for. In the following 
Sections we review the models which have been used to investigate the superposition of 
periodic trafnc and their resolution. 
A SUPERPOSITION OF PERIODIC SOURCES - THE C . D i / D / l  SYSTEM 
1 
This system has been studied in [33] and [39] which have derived some bounds and 
approximations for Q(x). This system is similar to the ziNi*Di/D/l/K described above 
except that the buffer is assumed of innnite s i x  (the C i N i * D i / D / i  being a special case 
of the Ci D,/D/1 system). Due to its complexity. few exact resuits exist for tfiis system, 
except for some particular cases. An exact solution for Q(x)  can be derived in the case N 
< D. where D = min { Di} denotes the shortest of the periods in the superposition. The 
applicability of this result is quite limited so we refer the reader to D2] for the exact 
expression. In the general case. rather simple upper and lower boundç can be found in 
[33]. These bounds are rnoderately accurate and their 
An accurate expression for Q(x) is aven in [39]. 
involved: 
compiexity is in O ( ) . 
however its denvation is quite 
where in is the root of 
and 
A very useful remark however. is that a worst case for the Ci Ni *Di/D/l is obtained 
by a homogeneous N*D/D/l system with p - and D = -{Di) (see [32]. p. 129). 
Di This much simpler model is described in the foLiowing section. 
THE HOMOGENEOUS CASE: THE N*D/D/1 MODEL 
The N*D/D/1 queuing model stands as a useful particular case; it is appropriate to smdy 
the multiplexing of N homogeneous sources which confom strictly to their peak ce11 
rate. giving rise to a periodic c d  emission pattern. Many contributors have worked on 
this model and we refer the reader to [32] for more details. The N independent sources 
each emit one ceii every D time units. 
First consider the case of a buBer of infinite length and the distribution of the 
unfinished work Wt in the system at the  t. The derivation in [33] gives an exact 
expression for the survivor function Q(x) in the N*D/D/1 model. Let time O be the 
instant at which the system is observeci. and A, be the number of cedi arrivals in (-r.  O). 
The Benes result applied to the case of the N*D/D/l queue can be expressed as 
because if N < D, the system must be empty at some instant in ( - D , 0 )  and Q(x) has the 
same distribution as if the arriva1 praws  were just N arrivals uniformly distributed over 
(-D, O). The first quantity in the right hand terni above is binomial: 
n - x  R n - x  ( N - n )  P r { A n - x =  n )  = (DI (1- 
D) 
The quantity W,, foiiows the same distribution as in a queue with a superposition of N-n 
periodic mival processes of period D-n+x; in this syssm, 
Pr{W, - ,=  O )  = 1 -p,where p = ( N - n ) / ( D - n + x ) .  (13) 
FinaUy this yields 
n - x  w-") D - N + X  
(1 ( D - n + x  1. 
x c n S N  
In Figure 2 a plot of Q(x) for a load of p = NID = 0.95 and a few values for N is 
shown. The number of sources at constant load is an important factor in buffer 
dimensioning. As a cornparison. a dimensioning obtained with the M/D/1 mode1 would 
present a very conservative upper bound. even for a large number of sources. 
Equation 14 for Q(x) has complexity in O($) and can be readily implemented on a 
cornputer. However for a large number of sources the calculation may require 
considerable CPU time. 
RESULTS FOR THE HOMOGENEOUS. FINITE BUFFER CASE: N*D/D/l/K 
MODEL 
The resuits for this system have been sumrnarlleci in [32]. Cidon and Sidi [SI have 
presented an algorithmic approach for P,,,, in this system, in the case N < D and for a 
sloned system. Their approach has been extended to the overload case N > D in 1171 and 
[ l a  
The analysis in [SI is based on a recursive relation and on the observation that the 
queue length distribution at tirne D (an arbitrary instant) in this periodic system only 
depends on the anivals occurring aftu tirne O, because if N < D the system must be 
empty at some instant in (O, D). Let qW(m) be the probability that m ceiis arrive at the 
Figure 2. Distribution Q(x) for the N*DID/I queue 
Define PND(k) as the probability that the queue length is k at slot D. (Cases PoD(k). 
PN,(k), and PND(0) requûe special treatment). nie loss probability can be calculated by 
means of the following recursive relation. 
For k = K, 
The expression for Ph is then 
The overload case N > D has been studied in [17] and [18], where a simpler 
expression is given for Pb, in terms of $. the probability that the semer is idle. The 
general relation follows : 
For this system, 
This yields for P,ou 
This expression is not very useful for calculating smaü values for Pl, because a very 
high accuracy for $ would be required. In this case the recursive expression (18) is to be 
prefured from an implementation viewpoint. In the overload case Pl, seems to be 
relatively insensitive to the value of K (see [17] for more details); a s m d  buffer 
smoothes the incoming flow so that @ = 0. and the loss probability remains fixed at 
- ' (the socaliedfieeze-out fiaction formula). P t ~ S  - P 
We must acknowledge at this point that the next step in our work is to provide a more 
thorough cornparison of the models we have described. In particular. in order to assess 
the accuracy of the models some simulation results are required. The infinite and finite 
buffer models should k compared with respect to complexity versus accuracy. Such a 
comparison is carried out in [32] in Section 6.5 J on an example which seems to indicate 
that the application of bound (3) yields relatively accurate results. We are also interesteci 
in a comparison of the homogeneous case N*D/Ll/l/K as a worst case with respect to 
the general case C i N i * D i / D / l / K .  Ure note however that the study of heterogenous 
system is difficult from a numerid point of view; a h ,  one is forced to select for 
analysis a limited number of parameter sets (e.g. a combination of two or three types of 
sources) which may not be representative in practice. 
While for simplicity we considu the use of wmpletely periodic models and cornpute 
ensemble averages. one must keep in mind that in reality complete periodicity is 
impossible. In practice residual jitter and clock d - g  would tend to rendomize periodic 
streams. 
4 3  - Peak Ceil Rate allocation for DBR sources with CDV 
PROBLEM ST- 
The former models were applicable to sources that have a smaii CDV tolerance s or that 
have passed through a shaping device. W e  now consider sources that declare e CDV 
to1erauce T > (T- 1 ), yielding a worst case traffic as descxibed in Section 4.1. Consider a 
multiplexer of unit capacity (one ceU per time slot), and buffer space K. loaded with a 
superposition of independent WCT sources. Assume i (Ti. T,) couples were declared and 
there are Ni sources for each couple. Each source emits a periodic ceil stream of pdod 
Di, fmt emitting a burst of bi back-to-back ce& at the multiplex rate. of length equai to 
the maximum burst size bi = Mm,, and foiiowed by a silence of Si+ = Drb, slots. wiîh 
the lenghs of MBS, and SL, given as in Section 4.1. The t h e  slot at which a source 
"awakes" is uniformly distributeci over its pexiod. Assuming the model is tractable and 
an exact resolution is possible. this mode1 could be analyreci to derive fint the d loss 
probability for a given trafic mix; dl it the &IVi* WCTi/D/I/K model. Unfortunately 
the only available models are for much more restricted casa. In parricular. the special 
case of a supwposition of two types of sources in a system with innnite waiting space 
has b a n  solved in [4]. The sirnpler case of a system with an infinite buffer and a 
superposition of homogeneous sources was also invutigated and an overview of this 
mode1 follows. 
THE HOMOGENEOUS CASE: IV* WCT/D/l MODEL 
Consider a multiplexer of unit capacity (one ceil per time slot). loaded with N 
independent and identical WCT sources. Each source emits a periodic ceii Stream of 
period D. first emitting a burst of b back-to-back ceils at the multiplex rate. of length 
quai to the maximum burs t size b = MBS. aad followed by a silence of SL = D - b slots, 
with the lengths of MBS and SL given as in Section 4.1. The M i e  slot at which a source 
"awakes" is uniformiy distributed over the period. For stability, < i . An exact model 
for this system is developed in [Il]. under the designation of the N*WCT/D/l model. 
The virtual waiaog time distribution is derived using the Benes approach; it is computed 
exactiy and a closed form expression is given. This model has also been studied in [25] 
and 1351. which provide approximations based on the Benes bound for the virtual waiting 
time distribution. These models are for the more general case of source peak rate less 
than multiplex rate but they are only approximative. The problem of obtaining the queue 
length disîribution using the Benes approach reduces to computing the i-fold convolution 
of a rectangular pulse; in [25] it is solved approximately by means of an FFT whereas 
the saddle-point method is used in 1351 on a fluid system (we WU corne back to these 
models later in the paper). We first describe a useful and simple approximate analysis 
for the N* WCT/D/l model. 
A SIMPLE APPROXMATE MODEL FOR THE N* WCT/D/l 
A simple approximate analysis is suggested in [29], where the queue length distribution 
is estimated using the resuits of the N*D/D/l queue. The authors propose to 
approximate the N*WCT/D/l by a batch arrival-batch semice system. In the batch 
model. each source generates a batch of b cek every D*b t h e  uni&. and the service is 
batch FFO, with batch service fime Sb = b. Assuming that cells arrive simultaneously in 
a batch rather than serially at the multiplex rate. (in 0th- words that the access link has 
infinite speed), leads to an upper bound on the virtual waiting time distribution in the 
N*WCT/D/l system. 
Consider for now the batch arrivai and service system with batch size b; the Waial 
waiting t h e  in this system can be expressed in tems of W, in an N*D/D/1 system - a 
batch system with batch size 1. Let denote the unfinished work in an N* WCT/D/l 
system with burst length b and period Dm = D*b; as an estimate of Wf> we can use the 
distribution of W, in a batch amival and service system with same period and batch size 
b. The distribution in the batch system can be obtained from Q(x) in an N*D/D/1 queue 
with period D (examineci in the previous section), by rnultiplying the required bufFer 
space in the N*D/D/l system by the batch size 6: 
This approach also amounts to Say that at constant load the buffer space x for a fixed 
overload probability Pr { W: > x 1 is proportional to the burst length b in the N*WCT/ 
D/1. We show in Figure 3 the results for Q(x) in the batch model, for batch sizes of 1.5. 
10, and 20, dong with the results of the exact modei describeci in the foiiowing section. 
for a constant load of p = 0.8. The approximation seems quite good for dimensionhg 
purposu; however the 8ccuracy is bemr for short bursts. 
AN EXACT ANALYTICAL MODEL FOR THE N*WCT/D/l 
An exact analysis for this discrete-the mode1 can be found in [Il] .  It is based on the 
application of the Benes bound to the N* WCT/D/l system. An alternative approach is 
used in 141 where the same system is analyzed using Ballot Theory, for both discrete 
t h e  and fluid flow modeis. A surnmary of the andysis found in [ I l ]  foiiows. 
In the intervai (-t, O). let N, denote the number of ceil mivals; +(t) = Nt -r is defined 
as the excess work; Pt is the number of sources becoming active in (-t, O); y, is the 
number of sources already active at -t; and W, is the virtual waiting M i e  at time -t. 
The complementary distribution of the vixtual waiting time at tirne O, taken to be an 
srbitrary instant, c m  be expressed as 
D 
B y further wnditioning on having no active sources at time or, and i sources becoming 
active in the intemal (-1, O), 
D N 
- Pr ( @  (u)  C X Z  < u S DI + ( t )  = x,yt= O.$,= i} 
There are three cases to consider for the joint probability P{$(r)  = x, y, = O, = i} 
according to the value of r; the required expressions depend on q,(x) which is defined as 
a rectanguiar pulse of unit amplitude in [l, t] and q / i )  its i-fold discrete time 
convolution, for which the authors provide a simple closed fonn expression. The term 
P{@( t )  = x, y, = O. Pt = i] can be expressed as 
The term P{$(u) e x .  t < u D 1 $(t)  =x, y,=O, f3,= i) is given by 
In Figurr 3 the wmplementary distribution Q(x)  for this system is plotted for a 
constant load of p = 0.8 and a few burst lengths. The increase in buffer space is roughly 
iinear in the burst length. This madel was us& in (11) to investigate the impact on buffer 
dimensionhg and resource docation of ailowing bursa at the multiplex rate to enter 
the network. For a fixed buffer space. the number of allowed WCT sourcu would be 
wnsiderably less dian that aiiowed for a superposition of shaped detenninistic sources. 
This fact advocates in favor of traffic shaping in order to protect network occupancy. 
Figure 3. Comparison of exact WCT mode1 and batch approximation 
We have descnbed in this Section an approximation and an exact mode1 for the N* WCT/ 
D/1 system. Again we note that some simulation resuits would be useful in order to 
validate the mdeis; in pareicular, we have to mention that the link between Q(x) in the 
N*WCT/D/l system and Pb, in the corresponding finite buffer model was not 
investigated. Comparing the two approaches we have described. we note that the simple 
approximation by a batch system seems to yield relatively accurate resdts - probably 
suficient for dimensioning purposes at leasf for a reduced complexity with respect to 
the exact model. As far as the case of heterogenous case is concenied, this model has 
been soived in [4] for the speciai case of two source types with bursts of dinerent length 
and a cornman period D. 
5 - Statistical multiplexing using the Statistical Bit Rate capability 
5.1 - Worst Case Traffic for SBR connections 
In the ATM context. SBR comections are characterized in their source t r a c  descriptors 
by four traffic parameters. in relation with two GCRAs. The first set of parameten is 
describeci by GCRA(K r).  which are the peak ce11 rate and CDV tolerance; in addition to 
these two parameters, the Sustainable Cell Rate and the Intrinsic Burst Tolerance are 
now accepteci as Traffic Parameters to be declared for SBR connections. These two 
parameters. respectively TSCR and r m  dong with a CDV tolerance r'. are defined with 
respect to GCRA(Tm, rsCR), with = rm + r' . hforrnally speaking, the Sustainable 
Cell Rate lTT,, uui be viewed as an upper bound on the source mean cell rate, while 
rscR allows the definition of a Maximum Bunt Size that may be transmiîted at the 
declared peak cell rate in conformance with GCRA(7''. rScR). 
While operational traffic descripton are very attractive from a practical stand point, 
notably for conformance testhg and rraffic control purposes. the optimal selection of 
these parameters remains an open problem. Strictly speaking, the selection of GCRA(T, 
r )  and GCRA(Tm , tsCR) should be done simultaneously to insure that the totai 
probabüity of non-conforming cek is less than a prescribed ratio. Looking at the 
resmcted problem of choosing a GCRA(TScR, rScR) assuming that a source is descnbed 
by a set of statistical parameters. with a h e d  peak rate, and neglecting jitter. it can be 
shown that an infinite number of couples (TSCR, T ~ ~ ~ )  can be considered as suitable for 
the source [36] [la. Sor instance, all couples (Tm, xScR) rejecting (or delaying. in case 
of a buffered rnechanism) cells with a probability less than E = 10" could be considered 
as admissible. If a simple analyticai model is sufficient to characterize the source, (for 
instance Bernoulli, renewal or Markov Modulated Bernoulli Rocess) the admissible set 
of parameters for a LB can be easily delimited by evaluating the loss probability in the 
appropriate G/D/l/N sys tem (see 1121 for a discussion of avaiiable methods). Note that 
the selection of these parameters is important nom a network efficiency perspective 
since the parameten (Tm, rm) are related to the network resources allocated to the 
source (roughly. lf lSCR is the allocated bandwidth and the aiiocated b a e r  space depends 
on MBS). We assume in the foiiowing that suitable values for the required parameters 
are provided by the user at co~ection set-up the.  
The four parameters and two GCRAs defined above detennine a Worst Case Trafic 
pattern in the sense described in the previous section. Again. simiiarly to the case of 
DBR WCT, the WCT pattern for SBR sources depends on the value assumed by T and r, 
and on the presence (or lack) of shaping at the declared peak celi rate 1/T. 
In the case T > (T-1). then strictly speaking the WCT is an odoff source with b u t s  at 
two levels, i.e. bursts of bursts. The WCT source emits short term bursts at the 
multiplexer rate. foiiowed by short silences, controiied by GCRA(T. r); GCRA(Tsm, 
rscR) stops the process and introduces long silences between p e n d  of peak ceii rate 
activity. The issue of determiaing WCT patterns for multiple Leaky-Buckets hm been 
considered in [36] where they give expressions for the resulting WCTs. The 
corrrsponding trafic WCT pattern is show in Figure 4. where MBS,. T,. and TOf, are 
controiïed by GCRA(r r), while Tod. and Tm are controkd by GCRA(Tm. rscR). 
Figure 4. SBR WCT with bursts at two levels 
On the other hand. if r c (T- 1) (or for sources et their PCR), assuming that the source 
snictly conforms to its peak ceil rate (so that residual ceil dehy variation in the Stream 
can be neglected in the analysis) then the appropnate WCT is an on/off source emitting 
ceils spaced at the declared PCR during bursts. For a comection with Peak Ceii Rate 1/T. 
Thus we consider as a WCT a two-state on/off source which transmits 
maximum length at its declared peak rate when active. foilowed by a silent 
(27) 
a burst of 
phase just 
long enough to replenish the tokens of GCRA(Tm, w). We define the active phase Ton 
to have length MBS*T, in which case the source has a short terni average rate of 1/T 
during its on period. The duration of the silence period is then 
[MBS* Tsml MBS* T (28) 
The source activity factor a = TJ ( Ton + Tof) (ratio of activiry time over pexiod) is just T 
/ TSCR- An SBR WCT source is depicted in Figure 5. We c d  these sources smwth SBR 
WCT sources. 
Figure 5. Smooth SBR WCT, a = T0J ( Ton + Tod) 
52 - MultipZtxing and resource allocation for SBR WCT sources - The general case 
The first remark to make regsding the anaiysis of a superposition of SBR WCT sources 
is that unfortunately, there are no analytical models dealing with a WCT trafic pattern 
with bursts at two levels. The models found in the literature di deal with the second type 
of WCT we have described, that is an on/off source with an enforceci peak rate. Whiie in 
theory at least some of the approaches used in the analysis of the latter case could be 
extended to the former, the work remains to be done. This leaves us with a blank in our 
table of WCT models. 
The foliowing sections of this review di concem the analysis of a superposition of 
smooth WCT sources. calleci simply SBR WCT in the sequel. In general a CAC 
rnechanism will of course have to deal with heterogenous sources, declaring different 
peak rates c. bunt tolerance rscR(i) and sustainable rate TSCR(i, The ideal WCT 
superposition model would deal with a superposition of heterogenous sources describeci 
by inter-cell spacuig Di within a burst, burst size bi, and activity factor a, in a multiplexer 
of buffer size K. under the usual hypotheses of source independence. with the beginning 
of a burst unifordy distributed over the source period. This model has not been solved 
exactly yet, due to two major sources of cmmplexity. First, even the much simpler case 
of homogeneous sources is barely tractable except for some special cases. which tends to 
limit the efforts directed towards an exact analysis of the more cornplex case. Second. 
the complexity associateci with a finite b u f k  analysis leads to the usual simplification 
of an infinite b u f k  system. 
Even in the simpler homogeneous case. the exact analysis of these rnodels is in 
general very difficult, imposing the use of approximations in ail but the simplest cases. 
The difficulty is attributable to the correlations e x i s ~ g  at two time scales: negative 
correlations on the short term scale due to the periodic pattern of ce11 emission inside a 
bmt ,  and positive long-tem correlations due to arrivals o c c ~ g  in bursts. These 
correlations lead to s characteristic shape for the distribution of the number in system 
(*al waiting tirne). which can basicaily be drawn as  two straight line segments on the 
Log linear axes [31]. A typid plot for Q(.r) for a superposition of SBR WCï sources is 
depicted in Figure 6. 
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Figure 6. Typical shape for Q(x), supuposition of SBR WCT sources 
The first pan of the distribution. termed the celi scale wmponent. has a very steep 
slope and is due to the simultaneous ce11 mivals from indepuident streams. This effect is 
dominant for short queues. The second part of the distribution. c d e d  the burst scale 
component, has a ~ u c h  smoother slope. and is due to the accumulation of ceiis in the 
b u i k  when the instantaneous mival rate of the superposition exceeds the link capacity. 
Bunt scde fluctuations are responsible for large queues. the celi scale contribution being 
practicaiiy negligible in cornparison. 
An often encountered way of analyzing approximately the superposition of SBR 
WCï sources is to use a decomposition approach and mode1 separately short term, ceil 
scale fluctuations. and burst scde fluctuations. One way of doing so is to mode1 the 
queuing system as the supuposition of two separate components: first a fluid flow 
system. modeling the burst wmponent of the real queue. to which a ceii scale 
wmponent must be added, modebg the smali. short term fluctuations around the fluid 
average rate. Results of applying this method are reported in [2a. where a fluid flow 
mode1 is used to mode1 the burst component of a superposition of packet voice sources, 
with a xlDilD/l queue to model the ce11 scale fluctuations. Again. let Q(x)  = Pr{W, > 
x 1; call Bo the burst component of the queue et t h e  0. and Co its cell component. The 
superposition of the two components of the sunrivor function Q(x) can be expressecl as 
by wnditioning on the presence of a burst component in the queue. A further 
simplification in this approach is naniraily to identify which cornponent is responsible 
for the loss of celis over the range of buffer sues under consideration. and to model 
exclusively the dominant phenornenon. In order to estimate Q(x) over a broader range. 
the two contributions can either be added. or one can simply use the maximum of the two 
distributions [23]. In the sequei, we review how this decomposition method has been 
applied to analyze two diffkrent fiameworks for ATM networks. The next Sections 
consider the cases of a homogeneous superposition in infinite and finite buffer systems 
for which a few exact results and some approximations have been obtained. 
53 - The homogeneous case: rhe modulated N*D/D/I and N*D/DIIIK queues 
EXACT ANALYSIS FOR THE MODULAIED N*D/D/l QUEUE 
In the so-calleci modulation approach, often used to anaiyze the superposition of N 
independent on/off sources of constant inter-ceil spacing D [la], a source is considercd 
to be a detenninistic CBR source of period D. "modulated" by some background on-off 
process controlhg the source state. The moduiating processes are assumed independent 
and the activity factor ct, can be different for different streams, but the sources must al1 
have the same inter-ceil spacing D. The rcsults are applicable to our SBR WCT sources, 
which can be viewed as modulated by an on/off process with constant on and off perds .  
In the specid case IV S: D, the arriva1 rate is always less than multiplex capacity and 
the system can be solved exactly for any distribution of bursa and silences, as long as 
they are stationary and independent. In [32] the Benes bound (1) applied to this system is 
rewritten b y wndi tioning on the num ber of amivals in the interval (O. D). A(,, ,, yielding 
with D' = D - k + x. The second factor is simply the survivor function for the v h d  
waiting tirne of the n*D/D/l system. QE ( x )  . This yields 
N 
The probability P, = Pr{AtoPo, = n} is @en by convolution of the N Bernoulli variables 
of parameters ai. describing the state of each source. In the particula. case of equal q's, 
P,, is binomial and given by 
In this case, it can be shown that 
The above results are ais0 exact for N > D in the special case Pr {n  > D }  = O, where n 
is the number of active sources at an arbitrary instant. This mode1 has also been used in 
[32] as an approximation for N > D. in the specid case that P r { n > D } S E where E is 
an order of magnitude less than some target value for Q(x). Applying the decornposition 
method to this system yields 
Q(x) <Pr{Co>xa.nd X,= O )  + E  (34) 
where the event {Bo = O }  has been replaced by the event {No c D} (no mival rate 
overload) for simplicity. The condition (Pr { N > D } S E ) suggesa that burst scale 
queuing is so rare that the results from the special case with Pr{N > D} = O can be 
applied to its analysis [32]. An approximation for Q(x) is obtained by conditioning on 
the number of active sources: 
min ( N D )  
A plot of the distribution Q(x) for an on probability a = 0.1 dong with the 
complementary distribution of the v h a l  waiting time for the M/D/1 model of 
equivaient load wodd show that the latîer provides a consuvative approximation and 
consequentiy could be used for buffer dimensionhg purposes for sufficiently 'bunty' 
sources (a < 0.1) [32]. 
The general case for N > D was also studied in [25] which provides simulation results. 
an upper bound and an approximation for Q(x). both based on the Benes bound. 
However this upper bound is Ioose by an order of magnitude, while the approximation 
under-estimates Q(x) by half an order. The approximations are applicable in theory ta 
the general heterogenous case. but due to the complexity. results are restncted to the 
homogeneous case. The conclusions from this study strongly suggest that a 
decomposition approach wodd be the most reasonable compromise between accuracy 
and computation speed. 
We note in passing that this "modulation" approach can also be used to estimate the 
cell loss probability Pl,,= rather than Q(x), when the buffer is lirnited in size; however, 
an additional weighting coefficient must be introduccd to account for the fact that Ph is 
a customer average. The modulated N * W l / K  wiii be described in the next Section. 
AN APPR0XIMP;IION FOR THE MODULATED N*D/Ll/l/K 
The modulation principle described above has been epplied in [18] to the case of a 
modulated N* DIDI 1/K, with independent on/off sources but under siightl y dinerent 
assumptions thm ours (the burst/silence penods are assumed to be geometncally 
distributed rather than detuministic). However the analysis shouid cary over to SBR 
WCT and we include their model here, with the reservation that its use for SBR WCT 
may require further investigation. In this analysis, the b e e r  is asswned to be of length 
K and an approximation is sought directly for P,.
The analysis is based on the so-called local starionarity assumption: stationarity is 
quickly attained foUowing a change in the number of active sources. In other words, 
changes in the number of active sources mur "siowly" relatively to the time requked to 
attain a statianary state. Under this assumption. when n sources are active, the system 
behaves iike an n*D/D/l/K queue. The loss probability P, is estimateci by conditionhg 
on the number of active sources. Denote by P,  the probability that n sources are active. 
by M the number of active sources, and by Pb&) the ceil loss ratio when in state n; then 
N 
P,,,, (N) - C Pr {test ceLl is in an interval with M = n}  PI,,, (n) ,  (37) 
n - 0  
The value of P,, is given by (32). a is the activity factor. and Pl&) is the loss 
probability in the n*D/D/l/K system. Some simulation results are provided in [18] for a 
few particular cases. The approximation seems to be reasonably accurate in the 
investigated cases. This result is to be compareci to the expression for Q(x) stated in the 
previous Section. Because Ph is a customer average. the value PI&) m u t  be 
n weighted by the average arrivd rate when n sources are active (the term =). 
Once again we make the remark that the accuracy of the approximations we have 
reviewed should be v d e d  against simulation results. We underLine that few results are 
available conceming a superposition of heterogenous SBR WCT sources in the general 
case. Even in the simpler homogeneous case. the complexity of on/off models takiag 
into account the ceil scale level is such that most often. burst s d e  and cell sale  are 
analyzed separately. The modeis we have reviewed are most usefuf for cell scale 
anaiysis, that is, when the buffer is smali with respect to the burst length, or the 
probability of sanirathg the link . In the case of large buffers. burst scaie. fluid models 
are preferred to a detaiied ceil s a l e  analysis. because the fluid approximation is an 
interesting compromise between a mode1 complexity and accuracy. 
In the next Sections we review burst scale modeis that are applicable to the 
superpositioa of SBR Wm in two different frameworks. First, we consider a burst scale 
loss mode1 for smaii buffer systems. and second, a burst scaie deiay model. 
5.4 - A burst scale loss model for a -rem with limited buffer spuce 
The use of limited bufk  space in N M  switch muitiplexers was studied in the P;ZU 
research community because short buffers are preferable for rd-time sources if the 
sewice discipline is FIFO. The problem is one of delay control. because the use of large 
b s e r s  with FIFO s e ~ c e  allows neither the delay. nor its variability, to be suitably 
bounded for real-the services. In this Section, we review how burst s a l e  loss models 
have beui applied to the analysis of a superposition of SBR WCT in an N M  
multiplexer equipped with smaU buffers. B y small, we mean that the buffer is large 
enough to prmticaily avoid ceii scaie loss, but too smail to absorb fluctuations due to 
local overloads. In other words. the buffer size is less than the length of a burst. Thus on 
the burst level. the system is usually modeled as bufferless. 
This framework has been refured to as rate envelope multiplering in [34] because it 
involves Limiting the number of active sources so that the total instantaneous ceil arriva1 
rate A, exceeds the link output rate C only with a srnall probability. The instantaneous 
load c m  be contrdled by performing CAC. or by adjustiug the docated multiplexer 
s e ~ c e  rate in case of a VP comection. 
Fluid modeis are known to provide useful insight into burst scale phenomena. In a 
fluid model. sources are modeled as if they exnittecl information wnrinuously and at a 
constant rate, like a hquid. and s e ~ c e  is done in the same W~MUOUS fashion. 
Consequently. in a fluid system, the buffer remains empty as long as the instantaneous 
mival rate A, S C. This implied that ce11 scale queuing cannot be modeled by a fluid 
system; a burst scale loss mode1 is intended to represent local overload phenomena that 
are difficult to analyze with a model taking Uita account both ce11 and burst scaies. 
However, the fact that the celi scaie buf5er is not modeleci does not mean that it is not 
present. Indeed the use of a burst l o s  mode1 Nnplies that the considered IUU multiplex 
is equipped with a 'small', ceil scale buffer, sufficient to absorb congestion as long as A, 
< C. This s m d  buffer could be dirnensioned with the models discussed in the previous 
Section - the modulated N*D/D/l/K or M/D/l/K, for instance. In the fluid approximation, 
we have for a buffer1ess system, with p, = A, /C the iostantaneous load. 
Pl,, = ( p r -  1) + / p t .  (39) 
Referring to the N*D/D/l/K model. we have mentioned a genaal relation for Plom, 
stating that 
p,,, = ( P - ~ + @ ) / P *  (40) 
with + defined as the probability of an ide server. A smaU buffu acnially acts as a dam 
to regulate the flow. insuring that $ = O (Le. the senrer is never ide) in overload, which 
validates the keeze-out expression for Ph in the fluid approximation. 
A BURST SCALE LOSS SYSTEM - THE HETEROGENEOUS CASE 
Ia the fluid approximation. SBR WCI' sources are assurneci to transmit continuously at 
their peak rate for the duration of a MBS burst, and they rem& dent for the rest of 
a cycle. Again the on probability of a source is ai = Ti/TSCR, and the systmi s e ~ c e  
capacity is C. 
The ceil loss probability ( m o ~  precisely, its burst contribution) is given by the 
proportion of lost fiuid. that is the mean loss rate over the mean mival rate: 
The condition on 
condition on the link 
the ceil Iws probability Ph < E is often replaced by the simpler 
saturation probability. 
P, = P r { A , L C }  <y. (42) 
For c source classes and Ni sources in class i. 
Bin (N i . a i )  
Pm, = >Cl. 
i =  1 Ti 
In generd this last quantity is easier to obtaia than Ph, and is given by the 
convolution of the superposeci streams bit rate distributions. Fast convolution algorithms 
have been proposed in [21] and [8] in order to enable real-time calculation of P,, on 
which a simple acceptame rule can be based. Some large deviation approximations for 
Pm are denved in [19] and 1131; these approximation are intended to be efficient enough 
to be suitable for the ra-t ime calculations needed as part of a CAC algorithm. 
As far as the iink betwezn P,, and PIOS is concerned. some studies (see 1271 and [32]) 
report that these two quantities are approximately related by 
Pb,, = P,,'100, (44 
for a bit rate following a Gaussian distribution (Le. for a large enough number of 
sources). Thus using Pr {A, 2 C } instead of Ph as a QoS objective seems to be 
conservative. 
In the case of identical on/off WCI' SBR sources, At follows a binomial distribution. 
This model is reviewed in the next Section. 
A BURST SCALE LOSS SYSTEM - THE HOMOGENEOUS CASE 
In the homogeneous case, we consider a supexposition of identical sources. with peak 
rate lf ï  and activity factor a = T/TSCR. System s e ~ c e  capacity is C. Up to N, = C*T 
sources c m  be seMced without loss. Assuming N identical on/on sources leads to a 
binomial distribution for the nurnber of active sources n and the probability of saturating 
the link is jus t 
N 
where P, is given by (32). The cell loss probability (more precisely. ia bunt 
contribution) is given by the proportim of lost fluid: 
N 
where we have written P, as a function of N, Ilr,, and a to emphazhe its dependency on 
these parameters. 
The condition P ,  < E on the target ceil loss probability detennines the admissible 
number of sources NE which must be such that 
The multiplelring gain is aven by the ratio NE / N,, where N, = C T. 
We show in Figure 7 a plot of the multiplexing gain as a function of a for values of 
the peak rate equal to 0.2. 0.1. 1/15, 1/30, and 1/100 of multiplex capacity, for an 
utùnated P,, of 10-~. The aiiowable number sources strongly depends on the 
parameters a (ratio TSCR / 7') and on the peak rate 1 / T. In panicular. the multiplexing 
gain is weak for relatively large peak rate values. 
We note in passing that in this model. the parameter MBS does not have a direct 
impact on the admissible load; however. it affects the duration and frequency of 
congestion periods. For the analysis to be vaiid, the b m t  length should be bounded and 
short with respect to the duration of a connecrion, achiaiiy shorter by several orders of 
magnitude. otherwise the source would be best modeled as a constant bit rate source. 
0.01 a.1 1 
Figure 7. Multiplexing gain NE / N ,  from the burst scde loss model 
Once again. we recall that work is still in progress and that simulation results are needed 
to check the accuracy of the rnodeis. A more thorough review of Large Deviation and 
applicable Effective Bandwidth approximations would be of interest also. since they 
apply to the general heterogeneous case. However. we are not interested in P,, per se. 
but rather in obtainbg an estimate of Pl,. The relation between Pb, and P,, would 
require further investigation. Also. =ail that these models are vaiid in the resûicted case 
of smooth SBR WC?' sources. 
The burst scale loss model we have just describeci is of course limited to a relatively 
restricwl range of validity, that is to the mdysis of ceil lossu in srnaii buffer system. 
We also rernark that with this model. the impact of the Maximum Burst Length (or rSm) 
c m o t  be investigated, as bursts are assumed to be very long with respect to the buffer 
sue. In such a case, the muitiplexing gain is dependent on a and 1/T only. respectively 
the activity factor and the peak ceii rate. In the next section. we describe a more general, 
fluid burst scale delay system, applicable to SBR WCï multiplexing in a Large buffer 
sy stem. 
5 5  - A burst scale delay model for systems with large buffers 
In this Section we review a model to investigate straightforward multiplexing with SBR 
WCT sources with burst scale queuing which was proposed in [35]. This model is 
restricted to the homogeneous case of N identicai onfoff sources. and the buffer is 
assumeci of infinite size. 
When dcaling with sources that do not have strhgent real-time consrrsinîs. which 
sources we loosely c d  'data' sources, bunt queuing can be afforded and a better 
efficiency can be reached. In the case of a system with large buffers. burst scale 
congestion dominates. especially for the very mal overload probabilities that are 
required in the ATM context. The so-called fluid approximation provides a very useful 
tool to investigate such systems. A bunt scaie delay system can be used to analyze the 
superposition of N homogeneous. independent WCT sources. The source peak rate is 
nomalizeci to unity. with link c a p e  king C = T such units; the source period is 
chosen as the t h e  Unit, and the source activity factor a = T / T' represents the bunt 
size as a fraction of the pcriod in the normalized model (in this model, buffer length is 
given in uni@ of bursts and the parameter T ~ ~ ~ ) .  TO obtain the buf5er in unis of ceils, its 
size in bursts must be multiplied by MBS, the maximum burst size. This is of coune an 
approximation but it is known to be relatively accurate [25]. Again, the start of the burst 
of each source is unifonniy distributeci over the period. 
An approximate solution method for this model is proposed in [l] and [35], to 
estimate the complementary virtual waiting time in an infinite buffer. We review the 
main steps in the derivation but omit details; the reader is refured to [26] and [35]. Let n 
be the number of sources that are on at t h e  -t, yielding a fluid arriva1 rate of A, = n. 
Denote by Wi(t) the contribution of source i to the work W(t)  aniving in the intexval (-t. 
O). The Benes bound appiied to this system yields [35] 
where 
The integrai can be evaluated numerically, provided the function \~r,,(t, a) can be 
dculated. We àistinguish between sources that are on et -t and those that are off at -t, 
and let %(a) and f3Jo) be defined as 
d f3, (w) = dWPr { Wi ( t )  5 w and source i off at - t )  (5 1) 
Since W(t) is just the sum of aii contributions. the fùnction y&. w) can be expressed as 
a convolution: 
The expressions for these fwictions in case of periodic on/off sources are given in [35]. 
The main problem is to evduate the expression for y,,(t, w). which is difficuit to compute 
exactly. The approach proposai in [l] is based on a probabiiiq shift argument and the 
use of the central limit theorem to approximate the resultiag shifted distribution by a 
Gaussian, 
FinaUy the approximation for y&. a) is given by 
where the superscript L denotes the Laplace transfom. The parameters s, and oo are 
given in terms of the Laplace uansforms for q ( w )  and &(w) and their expressions appear 
in [35]. This method provides a good approximation to Q(x) in general. in particular for 
s m d  values of the peak rate (large C), and its accuracy increases with x for the 
considered detenninistic arriva1 process. The bound is not very good when C is srnall (C 
< 1) and when the semer load is heavy. However, an exact Ruid mode1 solvùig the case 
C < 1 is describeci in [IO]. Figure 8 shows a plot of Q(x) for four (C, a) couples and a 
constant load of p = 0.8. Note that buffer size is given in units of bursts. which impiies 
that in burst scale queuing. very large buffers must be provided to guarantee a s m d  loss 
probability. In the fluid model, it is assumed that the butfer size grows linwly with the 
burst length (a fact mentioned in [25]). 
We show in Figure 9 a plot of the b e r  space needed for Q(x) = 10-~ as a a c t i o n  of 
a for a few values of capacity (in rnultipies of the peak rate) for a load of p = 0.8. (This 
is of course an approximation since buffex sizing shouid be based on P ,  < E rather than 
on Q(x)). We obsuve that for a fixed peak rate. the buffer space needed per source 
increases with a (i.e. the multiplexing gain is greater for more 'bunty' sources); for fixed 
a, the buffer space per source decreasu with multiplex capacity, meanhg that the 
rnultiplexing gain is lower for sources with high peak rates. Finally, we note that a Large 
Deviations approximation was inaoduced in [37] for generally distributeci bursts and 
silences, and as a special case for deterministic bursts and silences. The approximation 
seems te give accurate resulu es swn as N = 10, which may offer an interesthg 
alternative given the complexity of the more complete model. 
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Figure 8. Q(x) from the fluid model with Benes bound, p=0.8 
The model we have just describeci is quite complex to implement and requires a 
significant amount of CPU time to execute. Again, this work WU be conMued further 
in the aim of getting a better idea of the acniracy of Q(x) in the fluid approximation as an 
estimate of the actual Ph in the comsponding finite b u f k  system. 
As far es the heterogenous case is concuned, we have not found any mode1 in the 
Lierature applicable to SBR WCï sources. One exception can be found in [15] where an 
alternative closed fom expression for the Benes bound is derived for heterogenous and 
generdy distributed bursts and silences, dowing the dennition of an Effective 
Bandwidth (Le. an asymptotic estimate of the queue length distribution tail) which might 
be applicable to SBR WCï sources. Otherwise, we may use the sarne argument as before 
and consider a worst case homogeneous superposition. 
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Figure 9. B* space pu source vs a 
6 - Conciusions 
In this paper, we have proposed a survey of the queuing models used to estimate the ce11 
loss probability in P;IU networks with straightforward staéftical muitiplexing, with a 
resource allocation poLicy based on Worst Case Trafic patterns. We thLik of this survey 
as a preIiminary step in a more ambitious projecc our iatent is to investigate the 
8ccuracy of the available models. their range of vaiidity and their wmplexity, in other 
words, the practid use and relevance of these queuing modeis from the point of view of 
CAC. We stand as a potential user of thue models. ai-g at the design of a CAC policy. 
who needs tools to evaiuate the QoS resulting from a superposition of connections and 
must choose. from a set of models. which one is the most suitable. 
Work is still in progress. to provide a cornparison of the available models. and 
simulation resdts to mess their vaüdity. This work could be extendeci in many 
directions. At this point some models we need to evaiuate SBR WCT have not been 
solved; most of the available rnodels assume smooth sources and do not take CDV into 
account. The impact of CDV on resource allocation for WCT' SBR sources is thus 
difficult to assess based on existing models. The models we have reviewed do not deal 
with multiple priority levels in the network. Another rhing to mention is that we are 
concemeci with ATM level QoS only; the QoS seen at the application's level is outside 
the scope of this work. As a fùst approximation. we have used an ovuly simplined 
network model. with a single switching node; in fact only the first switching stage in the 
network is modeled. In reaiity, admission operations must be done on the whole 
comection path. An actual CAC should of course take these factors into account. 
The authors wish to thank hs J. W. Roberts and J. Garcia for kindly providing the 
programs implementing their models (Dr. Roberts for the mode1 in 1351 and Dr. Garcia 
for that in [IO]). 
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This paper addresses the issue of resource allocation for SBR services in ATM nodes. 
SBR services are inrended to curry VBR applications. in an open-loop. preventive con- 
gestion conm>lfromework providing Qualio of Service guarantees. Our resource alfoccl- 
tion is based on the fact that trqffic is regulared b y  a double leahybucket operating at 
two different rime-scales. and on the assumption that t r a c  sources are greedy to the 
extent allowed by their regularion (worst case trafic assumption). Both ce11 level and 
cal1 level QoS ut a single node are investigated in a non-arymptotic setting. rdecting 
real operating conditions. We propose to allocate resources based on a naturai demition 
of the Gective bandwidrh of greedy regulated sources. which is inrended to quantifi as 
accurately as possible. the amount of resources to be resented for SBR connections. for a 
given ce11 loss probability target. The effective bandwidth is dependent on node resources 
(buffer size and transmission link rare). and con be computed independently for each 
traffic class; it is obtained by division of the link transmission bandwidth. over a close. 
but conservative approximation of the maximum number of admissible sources for a 
given cell loss constraint. in a homogeneous framework. Exremive ce11 Ievel simulation 
results were ured for validating the approach. The resource allocation obtained with our 
rnerhod is indicative of the limits of the preventive connol fromework. and consequently. 
con serve as a reference for assessing other access control methods. At this stage. the ref- 
erence method is intended to serve in admission control based on off-line calcularion of 
effective banùwidths. al10 wing man-murn resource utilization within an open-loop con- 
trol fiumework and with worst case tr@c ussumptions. As an example of how the refer- 
ence method can be used to assess the effectiveness of other resource allocation rnethods, 
a cornparison with the method of [UW95j  is conducted. both at ce11 and call level. 
Results indicate thor in some cases. the use of the reference method could yield a utika- 
tion Mtice as good as thar obtained with the method of [ELW95]. 
Kqrwords: connection admission control. prevenrive congestion control. guoranteed 
qualiry of service. leaky-bucket regulated tr@c. efecrive bandwidth 
1.0 Introduction 
Efncient sharhg of resources in ATM networks is necessary for economical reasons as 
the viability of ATM is dependent on its competitiveness. The staàstid nature of the 
traffic generated by a large part of future ATM applications implies that this efficiency 
caa only be reached if network resourcu are docated on a statistical basis. Statisticd 
resource sharing irnplies that in order to take advantage of the intermittent activity of 
sources, network resources are overallocated; the price to pay for tbis overallocation Û 
that demand cm exceed avaiiable resources at times, and a smaii probability of refusing 
a request for resources must be toluated (e.g. the usual instance of r e j e c ~ g  cek miv- 
ing to a full buf5er). The challenge of applying this technique in the P;TU contact, is to 
attain a reasonable efficiency while providing the strong Quaüty of Service (QoS) guar- 
antees that are expected from MM, bas& on a minimal knowledge of the statistical 
behaviour of trafk sources . 
The current market drive for ATM is undoubtedly the rising demand for cornputer wm- 
munications, which are of Variable Bit Rate (VBR) in nature. This type of applications 
generate a trsffic t y p i d y  characterized by relatively high peak rates, a high variabiiity, 
and large bmts intermixeci with acknowledgments; the data is very sensitive to ceil 
losses, but can tolerate a relatively large amount of delay. niese waffic characteristics 
require relatively large buffers in nework nodes for efficient resource sharing, and thus 
the need for methods to contro.ol and study buffered systems with staristical multiplexing 
is clear. Various methods of controIling this statistical sharing of resources will Uely co- 
exist in ATM networks. according to the current standards [U7 1 JpOR96] which define 
the ATM Transfer Capabiiities (see &O FIS941 for an ove~ew) .  Standards are 
intendeci to ailow the use of purely reactive or preventive strategies, hybrid methods. 
approaches based on scheduling IpA1R93J and the use of pnonties. which are representa- 
tive of the various options to consider for implementation. In geaeral. reactive controls 
and scheduling are highly complex to irnplement, and are stiii the subject of active 
research. Simpler methods are needed on the short term, in order to exploit efficiently the 
6rst generation of ATM equipment and networks. 
Our objective in rhis paper is to investigate a simple framework for resource allocation, 
based on preventive open-loop controls for statistical multiplexing, and on the regulation 
of tr&c by means of a double leaky-bucket m 8 6 ]  mechanism. The investigated 
h e w o r k  is compatible with the S tatistical Bit Rate (SBR 1) transfer cepabiiity standard 
of Recommendation ITU-T [I371] and with switch equipment using FIFO queueing. 
without the use of different ceii loss priority leveis. This is consistent with first genera- 
tion ATM switches which provide a restricted set of traffic handling capabilities. Worst 
case congestion effects at a node are taken into 8ccount by assuming that sources are 
greedy and use le*-bucket resources to the N l e s t  (the so-calleci WCT assumption). 
While this approach is appeahg because of its conceptual simpiicity, there is little prior 
investigation of this fkamework for buf5ered nodes (except for the remarkable work of 
[ELW95]), probably due to the scarcity of appropriate analytical tools, and to the corn- 
mon belief that such an approach is likely to be overly conservative. The approach fol- 
lowed in [ELW95] to d y z e  this framework, pays great attention to relative analytical 
simplicity in a heterogeneous trafk setting. and is based on a series of consemative 
approximations. The method is intended to be applicable in reai-the. but practical limi- 
tations related to the proiferation of t d î c  classes are of concem. 
In this paper. we take a Werent view and are not prirnarily concerned with real-thne 
processing consîraints; raîher, we set out to invcstigate quantitatively the Wts of the 
purely preventive approach itself, and propose a resource allocation method intended to 
be as tight as possible. We propose to base resource allocation on a natural definition of 
the effective bandwidth of greedy regulavd sources. which is intended ta q u w  as 
accurately as possible, the amount of resources to be aliocated to SBR connections for a 
given ceU loss probability target. The effective bandwidth is dependent on node 
resources ( b e  size and transmission link rate). and can be computed independently 
for each trafnc class; it is obtained by dividing the transmission luik bandwidth over a 
close, but conservative estimate of the maximum number of admissible sources for a 
given loss probability target, in a homogeneous framework. The computation of this esti- 
mate is based on the use of a fluid mode1 intended to represent the behaviour of the real 
systcm as closely as possible. As we are looking for the 'actual* performance of an open- 
loop C d  Admission Control method. extensive ceIi level simulation results were used 
for v d i d a ~ g  the approach. These new, exact simulation resdts CO- the fact that 
resource allocation in the multi-class trafnc case can safely be based on our notion of an 
effective bandwidth, and that the effective bandwidth thus obtaiaed is very accurate. 
Indeed. they reveal that the effective bandwidth for each trafic class can prdca i ly  be 
cornputed in independence of orher trafic classes. This fact greatly simplifies the 
resource allocation problern. In particular, it unveils the possibility of adap ting this refer- 
ence method in order to wmpute effective bandwidths in r d - t h e .  The study is con- 
ducted first at the cell level. and the resuits obtained fiom the ceil level are used to study 
quantitatively cal1 blocking and utiluation at the connection or caii level. Our method is 
indicative of the lunits of the preventive wntrol framework. For this reason, o u .  
approach provides what can be considered as a reference method. The results can serve a 
basis for the assessrnent of approximate methads based on the same framework, and for 
cornparison with other rnethods based on more sophisticated procedures. 
W e  start by discussing in the next section the preventive framework, mode1 and method 
in some detail. Next, the reference resource docation method is investigated in the sin- 
gle uafnc class framework, in order to evaluate the effect of traf5c parameters on maxi- 
mum utilization and on the effective bandwidth. The muiti-class situation is considered 
next, with extensive c d  Ievel simulation results to validate the effective bandwidth defi- 
nition. The efficiency of the reference resoura allocation methad is then evaiuated at the 
call level, for which system utilization levels and blocking are uramined. As an example 
of how this reference method can be used to assess the effectiveness of other resource 
allocation rnethods. a cornparison with the method of [ELW95] is conducted. Results 
indicate that in some cases. the use of the reference method could yield a utilization 
twice as good as rhat obtained with the meîhod of mW95]. Last, we discuss the impact 
of the various assumptions leading to the approxirnate analysis and further issues with 
the reference method. 
2.0 A reference Cal1 Admission Control based on worst case 
traMic assumptions 
2.1 Framework 
The C d  Admûsion Conaol (CAC) function has a crucial role to play in a preventive 
congestion wntrol fnunework, as it is most criticaiïy responsible for protecting the QoS 
of connections under normal o p e r a ~ g  conditions. Foliowing [I371], CAC cm be 
defined as the set of actions taken by  the nenvork ut the cal1 set-up phase (...) in order to 
establish whether a connecrion c m  be accepred or rejected. Underlying the preventive 
wntrol framework is the notion of a trafic contract between the user and the network: if 
the comection is properly regulated (in the case of SBR connections. by a set of two 
leaky-buckets. as describeci in II37 11) and confoms to the parameters deciared by the 
user, QoS parantees are provided by the network. The type and stringency of QoS par -  
antees is dependent on the selected maos fer capability [I37 11 and QoS class [I356]. The 
CAC is responsible for checking that accepting the new c d  does not degrade the QoS of 
on-going comection and that the QoS requested by the new call can be met; if so, the 
call is estabLished h m  origin to destination. The CAC is airned at maximizing network 
utilization and thus it must accept as many cab  as possible within the bounds set by QoS 
commitrnents. The involveci routing and resource allocation functions are pexformed in 
real time. Thus. two different types of actions must be performed by CAC; resource d o -  
cation, which is done at each node on a local basis. and routing, which involves a giobal 
view of the nerwork. We focus in this paper on the resource ailocation tesk of CAC on a 
local basis. 
The criticd issue in the preventive fiamework is the safe estimation of the QoS resulting 
nom accepting a cal, without restrictive assumptions on trafEc. This excludes 
approaches based on specific statistical source models whose reliabiiity with respect to 
real source behavior could be questionable. In the standardized fkamework of llV-T, ali 
information about a wmection is surnmarized in its trafic descriptor and QoS class. and 
this is the only information on a wmection available to the CAC to make a decision. 
The CAC must make sure that the QoS is met for all possible source statistical behav- 
ioun that are compatible with the trafic descriptor declared by the source. From the 
point of view of QoS protection. the most natural assumption to make is then as foliows: 
conaections will exploit resources to the limits defined by the regulation mechanisms, in 
the way that would have the worst impact on the cornmittexi quaiity of savice. Our refer- 
ence resource allocation is based on this worst case approach. 
This issue of quality of s e ~ c e  commitments in AIU is actually quite cornplex. The 
basic problem lies in the fact that CAC operates both on the ceIl and call level. which 
evolve on two different time scales; the two levels are usudy analyzed separately. the 
bridge between the two levels king the notion of an "effective bandwidth". QoS corn- 
mitments exist at both levels. First thae are ceil level cornmitrnents, namely the ceil loss 
probabiüty (or Cell Loss Ratio. CLR) and delay related commitments (for instance Cell 
Transfer Delay. CTD. Cell Delay Variation. CDV w7 13D563). The cell level commit- 
ments must be enforced dynarnidy in real-thne by the CAC. The QoS seen at the cell 
level has an obvious impact at the application level (for instance if a ceii is lost in a fiame 
then the whole fhne can be considered as lost; note that we do not consider application 
level QoS in this work). At the c d  level. the QoS can be measured by the probability of 
rejecting a wmection. simüarly fa the cal1 blocking probability in circuit switched net- 
works. While this is not estimated by the CAC itseif dynamically. the blocking probabil- 
ity is a result of CAC actions. There is an obvious trade-off between the celi level QoS 
CLR and the connection blocking probability CBP [COS9q[HUB91]. If the CLR is ati-  
mated conservatively, resources are used less efficientiy and blocking is higha-hus the 
efficiency of a resource ailocation method should be evaluated on the caii level. In this 
paper. we ilnt consider the reference method from the c d  level perspective; the exist- 
ence of an effective bandwidth (validateci by simulation nsults) aUows the investigations 
to be wnducted on the cal1 level as weli. in order to q u a n e  the utilkation attainable for 
a given CBP commitment. 
The stand~dized escription of an TU-T SBRl comection is defined by the parameters 
of two GCRAs CI37 11 (or Vrtual Leaky-buckets) operating on two dïfferent the - sdes .  
The GCRA mechanvim operates similarly to the leaky-bucket and is aiso characterized 
by two parametus (the inverse of a rate T and a tolerance on this rate r to aiiow for some 
statistical variation). The first mechanism GCRA (TPCR, -cPCR) polices the Peak Ceil 
Rate (PCR = 1 /TpcR) with a CeU Delay Variation toluance TPCR,  whde the second 
one GCRA (TSCR, T ~ ~ ~ )  upper bounds the comection long term rate with the Sustain- 
able CeU Rate SCR = 1 / TSCR. "th a Burst Toleraoce TSCR The two mechaaisms 
bound the hbximurn Burst Size. MBS, that can be sent at the PCR: 
We assume that a comection is shaped to its PCR to eliminate jitter at the PCR level. 
Thus an SBR comection is characterized by three parameters: the Peak Ceil Rate ( K R ) ,  
the Sustainable Ceil Rate (SCR) and the Maximum Burst Size (MBS) at the PCR. We fur- 
ther assume that a comection will behave so as to use network resources to the fuUest to 
the limiîs aiiowed by the mechanism. Thus the source is deterministic WOff and 
when the source is in the active state, it will emit a burst of maximum size MBS at its 
peak rate PCR followed by an Off period just long enough for the mean rate to be quai  




The above conditions also define the duration of On and Off periods, respectively: 
Toff = ( I - a) MBS - (USCR) . CEQ 4) 
The resulting trafnc pattern, s h o w  in Figure 10, is emioed in a perïodic fashion for the 
duration of a comection, with period T = Ton + T,#. 
FIGURE 10. Trafltic pattern for a VBR connection. 
W e  focus in this paper on resource allocation and admission cana01 for AIU nodes 
where comections of different classes characterized es described above. are multiplexed 
in a shared buffer figuring an output port of a FIFO switch. The superposed connections 
share the port resources. namely transmission bandwidth of capacity C Mbps and buffer 
space of s i x  B ceiis. Connections of class i are characterized by the same parameters 
(PCRi, SCRi, MBSi) and are statistically independent; the processes of ceU emissions by 
connections in the same class are identical except for the phase which is uniformiy dis- 
tributed over the period Ti. This On-Off pattern has ohen been quoted to be a worst case 
with respezt to the global ceil loss probability in the bufferless iSI'M multiplex -951 
[DOS941 and we refer to it as 'worst case t r a c '  or 'extrema1 traffic'. These worst case 
trac  pattern an discussed at length in w G 9 6 J  and [COSgq. 
'Itvo quality of s a v i c e  measures are taken into account in the evaluation of thc reference 
CAC, namely, at the cell level the global, steady-state ceU loss probability in the multi- 
plexer C U ,  and at the cali level, the blocking probabiîities for each wmection class 
CPBi. In addition. the utilkation p reached by an output port where resources are alle 
cated based on the refuence CAC is evaluated for a given cd t r a c  matrix. For prac ti- 
cal reasons, as a c d  level QoS objective we have chosen the global CLR rather than 
individual comection CLRs. In fact, the ceii loss rate seen by each comection in a heter- 
ogeneous enWonment differs fiom the overail ceIl loss rate. Strictly speaking, the global 
CLR is only an indicator of the ove rd  multiplex performance. However, studies in this 
area indicate that the Merence in CLRs seen by different traffic classes is bounded, and 
that the global ceil rate is a reliable indicatof of the actuaIly delivered CLR on condition 
that comection parametas are not too difixent [BON93 JWOV9 11. Delay is not treated 
explicitly in this work; we assume that delay ~ t x n e n t s  are, in a sense. met by design 
since the buffer size sets a maximum value for the transmission delay. We conjecture that 
in pract id  cases and for On/M sources of the wnsidered type, this maximum value is 
reached by an arbitrary ceil with a probability in the order of the CU. 
The fact thaî a superposition of WCï patterns as  described above acniaily maximizes the 
stationary CLR in a finite buffer has not been formaily proven. However, there exkts 
strong evidence to this effect, as discussed in DOS94]. mOR94], and in BW953. 
Besides standing as a candidate wors t case trafiic pa- for le*-bucket regdateci 
sources, the periodic On-On source mode1 is of high practical interest as some ATM 
applications ushg AïM Adaptation Layers 3/4 and 5 acr~ally generate their ceh in this 
exact fashion][BOY92]. Thus a CAC bssed on WCI' would actudy yield 'exact' resula 
in such a case. In case the connections emit bursts on average much shorter than the 
MBS, this wont case ~ a f f i c  ouid be rather consenrative. However, allocating resource 
on a more optimistic basis is nsky, since performance can be very scriously degraded if a 
number of connections do assume such a @y behavior [GUN93]. We believe that 
allocating resources based on the assumption of detuministic On-On sources is a prag- 
matic and practical way to implement preventive admission control. 
2.2 Problem statement 
The local aspect of the cal1 admission problem, from the resource allocation point of 
view, can be summarized as follows. Let I denote the number of c d  classes in the t r a c  
mix, Ni be the number of active cab of type i, N = (NI, 4, . . . , N I )  denote the vector 
of on-going c&, and let CLR(N) denote the global ceil loss ratio for call vector N. Cen- 
tral to the operation of CAC is the notion of an admissible space, which is the set of cal1 
vectors that are compatible with the given QoS objectives. Let E be the cell loss probabil- 
ity QoS cornmitment; the admissible space A, for a given set of resources B and C, is 
then 
In the homogeneous case, the admissible zone reduces to Ni S Nyar, where lVTm 
denotes the maximum number of cab that c m  be supportexi for the given ceU loss wm- 
mitment, in case trafic class i is multiplexed in isolation: 
We have assumed that ceil delay related QoS commitmcnts w a e  met by design. The sue 
and shape of A, are determined by the admission control procedure king enforced. The 
cal1 admission operation amounts to v e m g  that accepting an incomuig request for 
wnnection keeps N within the admissfile region and, therefore. does not violate the ceil 
level QoS constraints; if not, the c d  is rejected. The shape of the boundq a ~ ,  is of 
course particulariy intensting. A quasi-hear boundary calls for the definition of an 
effective bmdwidth metric ei for calls of class i. such that the admission decision reduces 
to 
The cal1 admission problern is then analogous to the conespondhg problem in circuit 
switched networks. the effective bandwidth king the equivdent of the number of cir- 
cuits held by a call. In certain asymptotic cases. the linearity of the boundary holds 
exactiy ( i i n i t e  buffcr [GIB9 l]mW93]) or approximately (unbuffered case 
[trVI88][KEL91] [GRI90]). When the b s e r  is of finite sue, the linearity does not hold 
exactly. The merits of the equivalent bandwidth approach are kt, to make admission 
wntrol a simple operation which can be realized in na1 time siace c d  admission and the 
estimation of residual bandwidth ody require additions and substractions; second, the 
effective bandwidth encapsulates a i l  information about the QoS at the c d  level. which 
allows the use of single resource modeis (loss models) at the caii level. 
Consider now the cal1 level. In practice requests for comection happen randomiy and the 
number of on-going calls of each class et t h e  t, Ni (t) is a stochastic process. In case 
there is only one cal1 chss. once is determined by the all level cornminnuits and 
the CAC mechanism. we can cumpute the probabiiity of rejecting a comection request 
CBP. If requests for connections foliow a Poisson process of intensity v and c a b  have a 
mean holding time quai  to 1 /p. then the CBP is given by Erlang's loss formula as a 
function of the normalued cal1 arriva1 rate h = v/p and the comsponding utilization is 
just 
where N is the average number of on-going calls. T'us the larger the admissible region, 
the lower the c d  blocking and the better the utilization for the same offered load. The 
case of multiple call classes is more complicatcd. In fact it is not hown exactiy how to 
cornpute the CBPi unless an equivalent bandwidth is defined for each cail class. in which 
case the solution has a product form. Once the admissible zone A, is determineci via the 
vector of equivalent bandwidths {q]. we can cornpute the probabiiity CBPi of rejecting a 
cal1 of class i as descnbed in [Eh4731 and [COS96]. There exists a more efficient recur- 
sive solution baseci on a bmdwidth discretization operation, (in other words the e$ must 
be expressed in a basic bandwidth unit) D U 8  11 mOB8 11. 
It is easy to figure out that the size of the admissible region at the ceil level will have an 
important impact on the call level quality of service and on the utilization level. One 
important remark ta make is that for the buffered node model and heterogeneous leaky- 
bucket regdateci sources, the actuai admissible region based on the overd CLR has 
never been investigated in an 'exact' mamer. One can righdully ask how far some 
resource allocation procedure is from the maximum utihation reachable with the pre- 
ventive approach. and how much wuld be gaiaed by using a more efficient approach. 
The reference resource ailocation method is aimed at anmuering these questions by do- 
~atkig resources as efficiently as possible for a given set of resouras. Before desuibing 
the reference method in more details. we go ovu previous work and other resource allo- 
cation methods in the preventive control framework. 
23 Related work 
The problem of admission control in a preventive congestion control framework has 
been investigated most often under specific assumptions on the statistid nature of traf- 
fic sources (see for instance. fKEL9 11 [GJB9 l ] m W 9 3  1). As far as  the statis tical multi- 
plexïng of le*-bucket worst case traffic is concerneci, there exists a large body of 
knowledge based on the single resource loss mode1 (i.e.. the bufferless model) which has 
been applied to the analysis of the bufferless node. In this case, the Chunoff bound can 
be used to define the notion of an 'effective-bmdwidth' which when valid. simplifies the 
admission cana01 problem to a large extent. In the unbuffered systern. the admissible 
region A, is known to be very close to linear and slightly concave ([HUI88]). The admis- 
sible region can then be closely approximated by a simplex and the boundary, by a 
hyperplane. The use of the Chernoff es timate of the saturation probability P { A, > C } 
where A, is the instantaneous mival rate, dows the definition of a consemative linear 
boundary to the admissible zone and the equivaient bandwidth ei for each c d  type can 
be computed andytidy.  Keily m 9 1 ]  suggests picking a point N' on 8~ and obtain- 
h g  the tangent hyperplane touching &i at W .  For a suitably chosen W .  the resulting 
N ' y  ((the extrema1 points of the linear approximate admissible region) an not far from 
the values obtained in a homogeneous context. 
The analysis of the buffereâ system with a superposition of leaky-bucket regdateci traf- 
fic. however. is more dficult and fewer results exist, particularly for heterogeneous 
sources. In general the analysis of such systems is quite laborious and the CLR is esti- 
mated by approximate putomance indicators [WO92] [ROBSG]. A survey of analytical 
models for superpositions of detuministic trafic sources and reiated performance indi- 
cators can be found in wG96J. Resource ailocation based on WCT is also investigated 
in [GRA96J under asymptotic wnâitions. for QoS constraints at the fkme level rather 
than at the ceil level. A very interesthg contribution to the problern of resource alloca- 
tion for leaky-bucket worst case t r a c .  is that of Elwaüd et al CEL.W95]. Their method is 
based on the the definition of a 'lossless effective bandwidth' and a clevu technique 
reducing the multiple resource problem to an quivalent single resource problem. This 
technique allows the use of a performance indicator nlated to the proportion of time 
spent in a state for which lossless operation is not guaranteed, which can be wmputed 
sirnilarly to the time congestion in bufferless systems. The resulting allocation method is 
based on a series of conservative assumptions. 
A summary of their method should start with the definition of a soIc8ued lossless effkc- 
tive bandwidth. which we proceed to review. A simple way of ensuring that a srnall ceil 
l a s  cornmitment E is met, is to tolerate zero loss at the fluid or burst level. In the case of 
a buffuless system, this 'no los '  approach amounts to peak c d  rate ailocation (va = LC/PCRiJ or quivdently. eOi = PCR,). For a buf5ere.à node, a no l a s  d o -  
cation can be made more efficient than simple peak rate allocation. Assume for now 
there is a single baffic class. A 'no l a s  equivaient bandwidth' e,. comsponding to the 
maximum uumber of sources which can be serveci without loss, can be defined; this no 
loss docation comsponds to assuming thet all sources start an On pexiod sirnulta- 
neously and to take into account the maximum value which can be reachad by the queue 
length. In the homogeneous case. if SCR 2 ( M B S  (1 - a) / ( B K )  ), then B is larges 
than the maximum value assumeci by the queue and the SCR can be aiiocated (e,=XR). 
Adding more buffa space then does not change e, and in this sense the sources are 
'bandwidth limiteci', as termed in W W 9 q .  OthefwiSe, that is for 
SCR < (MBS ( 1 - a) / ( B K )  ). the maximum n u m k  of sources for lossless multi- 
pIening is attained when both resources. b u f k  and bandwidth, are both tightly aiiocated. 
yielding 
- C MBS 
e0 - B + C MBS/PCR . 
The maximum number of admissible sources without loss. wf~espondùig to the lossless 
effective bandwidth. is given by 
NOar = min {C/SCR, C/PCR + B/MBS}. 
The homogeneous. loss-fm effective bandwidths eo, can be used in the heterogcnous 
fiamework to delimit a conservative lossless admissible zone A .. This allocation is wn- 
servative because in the heterogeneous case. different source types do not reach their 
maximum buffer requbement simultaneously. In BW953 the notion of multip1exing 
gain g. is defined with respect to this lossless effective bandwidth, as g = e,/e. The 
multiplexing gain thus defined. quantines the increase in efficiency due to the fact that a 
smail ceil loss probabiiity is tolerateâ. with respect to a lossless allocation. 
Even if the loss commitment is very smaii, in most cases resowces can be aiiocated more 
efficiently than in the lossless framework, if the admissible region A, can be determùied 
more closely. This is precisely where the difficulty Lies. in parti& for a buffered sys- 
tem servkig hetcrogenwus trafic. Elwalid et aL reduce the multiple resounx problem to 
a single resource problem by a clever approximation. which amounts to distinguishing 
two regirnes of operation for the bdfered system; one for which no losses cm occur 
because buffer overfiow cannot happen. and one for which c d  losses may occur. Con- 
sider the demand for bandwidth of source j of traffic class i, at t h e  I ,  uv ($) . The loss- 
less quivaluit bandwidth e,,- defines a bandwidtû requirement for no loss operation, and 
ais0 a duration. reiative to the source period. for this bmdwidth reqwernent, given by 
afLW = SCRi/eoi (the time. relative to the period. needed to finish serving at rate e0i 
the work emitted by source j over one period). Thus, since the original source is periodic 
OIJOn, uij ( r )  is &O periodic On/Off and assumes the value e0i or 0, depending on 
whether work generated by source j requires service or not. By definition of the lossless 
effective bmdwidth. if ail sources can be ~ e ~ e d  at their lossless equivalent bandwidth 
for their required duration, then no loss will occur. In other words, if we let 
denote the total aggregate bandwidth requirement for lossless operation at tirne t. then if 
Ut < C no loss occurs. because. by definition of the lossless effective bandwidth, the 
buffer is large enough to hold the work generated by any caii vector compatible with 
condition Ut < C.  If. however. the aggregaa dernand for bmdwidth for lossless opera- 
tion exceeds suvioe capacity. then bufk  overfiow may happen. Thus. by limiting to a 
s m d  value the probability (Le., the proportion of tirne) that the aggregate bandwidth 
requirement for lossless operation ex& C. 
we bound the probability of buffer ovatlow since the latter event is contained in the 
former. This operation defines an uivaient, virtuai bufferiess system, senRag On/Off "9. sources with parameters e0i and af = SCRi/eOi, which cm be analyzed using the 
results penaining to the single resource loss model. This is the core approximation of 
mW95]. The Chernoff bound and the tangent plane approach from -911 are then 
applied in order to obtain effective bandwidths ej. which can be computed analytically. 
Based on this approach, [ELW95] find linear admissible regions. except when the source 
types in the mix are of the 'statistidy multiplexable' and 'non-statistically multiplex- 
able' types. 
Note that when the tangent plane approach is used. the ci's are dependent on the parame- 
tus of dl source types in the mix. In practice, the dimensionality of the state spaîe for 
calls could be huge, since a different parametu creates a different source class. In gen- 
mal. an additional feature of the equivalent bandwidth which would make the admission 
problem simpler is to be "decoupled" in the sense that the ei could be computed indepen- 
dently of 0 t h  sources in the mùr.The homogeneous effective bandwidths, ei=C/Va.  
define the extremai points of the admissible zone A,. The boundary of the linear region 
delimited by ei = C/NYa is defined by 
In the buAFer1ess system. the region A f. is found to constitute a superset of A due to the 
concavity of a ~ ,  and therefore this approach is not consemative. 
2.4 Description of the reference resource allocation method 
In this section, we describe the reference resource docation method for buffered ATM 
nodes senring heterogeneous leaky-bucket regulated trac. We propose to base resource 
allocation on a n a W ,  dewupled definition of the equivalent bandwidth of greedy regu- 
lated sources, which is intendeci to quant@ as acairately as possible, the amount of 
resources to be allacated to SBR wnuections for a given cell loss probability target. 
More precisely, the effective bmdwidth ei for trafic c h s  i is obtained by dividing the 
link bandwidth C, over a close, but conservative approximation of the maximum number 
of admissible sources for a aven  ceU loss constra.int in a homogeneous framework, 
VOX. The computation of this approximation is based on the use of a fluid mode1 
intended to cornpute the effective bandwidths ei = C/Ny" as accurately as possible, 
while remaining analytically tractable and consenrative. Previous r d t s  concerning the 
buffered system were ail based on approximate approaches; none actually considered the 
'real' admissible region based on the actual global stationary CU. This has motivated us 
to investigate the problem based on exact results for the CLR obtained through simula- 
tion. In particular. the quasi-linearity of the boundary a~ of the actual admissible region 
had to be examineci. 
In generai, the near linearity of the admissible region calls for the definition of an effec- 
tive bandwidth for each aaffic class, if an approximate consuvative and suitably iinear- 
i z d  adrnissib1e zone can be detexmined. In other words. we want to find &f. closely 
approximating a ~ ,  and included in A .. In generai since the boundary can be expected to 
be concave, to define en equivalent bandwidth the 'tangent plane' approach (describeci in 
Section 2.2) could be used but for this we need an analytïcal mode1 for computing the 
equivalent bandwidths as a function of source parameters and di loss cornmitment- A 
possible approach is to make use of an approximate mode1 such as the fluid model from 
ROB931 in order to deiimit the admissible zone A, in the heterogeneous framework In 
theory, this model can be extended to the heterogeneaus case and when the number of 
source classes is snall, this should present no difnculty. However a realistic network sce- 
nario would probably involve a very large number of source classes which could make 
this approach las than practical; furthermore the calculations rely on numerical tech- 
niques which do not allow direct calculation of the quivalent baodwidths. We have 
adopteci instead a pragmatic approach and set out to check whether the linear boundary 
defined by the homogeneous equivalent bandwidth ei = C/NTa: 
where is computed using a tight but consemative approximation, wuld be used as 
a amsemative linear approximation to the actual boundary 3~ =. Our prehmhary resulu 
demonstrate that this particularly appeahg  approach is indeed applicable. 
An important objective of the present work was thus to explore the actual acceptance 
region and in particular its boundary a~ (based on the global QoS objective CLRCE). As 
there exists no exact mode1 to evaluate the ceil loss probabiiity for wont case leaky- 
bucket sources in buffered nodes. the exploration of the actual admissible zone A can 
only be done by simulation. The approach hm some limitations since very small loss 
probability m o t  be handled by simulation at a reasonable cosc wnsequently. simula- 
tion nsults are obtained for E = IO-'. Even at this relatively large value for E. the deter- 
mination of the boundary a~ is quite time consuming due to the large number of 
simulations requind to find boundary points. The simulation resulrr show that resource 
docation bas& on the reference method and on the homogeneous effective bandwidth 
e = C/Nya. where Ta is computed with the fluid madel describeci in ROB931. is 
feasibie. We found out that in practically aU investigated cases, the boundary 8~ was 
indeed very nearly linear. We also found out that the use of an effective bandwidth c m -  
putcd in the homogeneous framework using the method introduced int -931 gives 
very good results. in other words. a~ 4 is a close but conservative approximation of 3~ E. 
The analytical model is based on a fluid model. on the Benes approach [BEN631 and on 
a sadàie point approximation; it is known to give accurate resultr when the lengths of the 
successive On and On periods are exponentially distributeci mEN94]. A summary of 
this method can be found in [COSgq. In fact it is not dinctly CLR that is estimand in 
this approach. but the distribution of the probability of exceeding a level x in the buffer. 
assumed to be infinite. Denote this overfiow probability by q ( x )  = P { 1 > x )  where 1 
is the wtual waiting t h e  in the queue (q(x) for integer values of x is identical to the 
queue length complementary distribution). The CLR in a bufkr of size B is usually esti- 
mated by the probabiiity of exceeding the threshold B. q (B) in the correspondhg infi- 
nite system. This heuristic approach is quite cornmon in the literature (for instance. see 
[COS92]). 'Zhe method appiied in [ROB931 gives an upper bound Q (x) 2 q (x) to the 
actual value of the overfiow probabiiity. What is unkuown however. is the exact relation- 
ship of this bound to the a c ~ d  CU. We have validatecl this approach by cornparison 
with simulation results with the CLR. and have mipirical evidence that under many cir- 
cumstances the probability Q (B) is indeed a bond  on the CLR; this tums out to be a 
convenient heuris tic. 
The next section is devoted to investigating the cell level aspects of resoum docation 
with the reference methad. We stan by considering resource allocation in a homoge- 
neous framework, based on the reference effective bmdwidth. ei = C / V u .  in order to 
qumtify the utilization which can be reached with this method, and to investigate the 
impact of the iraflic puameters PCR, SCR and MBS on our definition of the effective 
bandwidth of SBR connections. 
3.0 Cell level QoS for a reference CAC 
3.1 Homogeneous framework 
In the k t  part of this numerical study, the b d e r  size B and capacity C are considered as 
fixed quantities and we look at resource allocation from two cornplernentary viewpointr: 
k t  the maximum achievable utilization p, = ( N ' " ~  SCR) /C (also called admis- 
sible 104  in the foilowing ) which can be reached for a given CLR cornmitment is con- 
siderd and second, the effective bandwidth C f F ,  obtained dyt ica l ly  with the fluid 
model fkom [ROB931 is investigated We consider a CLR objective e in the order of 1 O-' 
or 10-'O. Note that in the fluid approximation, the buffkr size is expressed in uni& of 
bursa i.e. the size is relative to MBS. This is possible because for this type of On-On 
sources. the buffet size BE needed to guarantee a certain l a s  probability E. is in fact 
approximately linearly dependent on the burst size. In the second part, the source param- 
eters are fixed, B and C are coasidered as variable and we look at the behaviour of the 
effective bmdwidth as a function of each of these parameters. The last point is a cornpar- 
ison with the effective bandwidth computod with the method of @LW95]. 
3.1.1 Impact of trafic parameters on maximum admissible load and effective 
bandwidth 
Figure 11 illustrates the impact of the PCR on pm, for a CLR objective of IO-'* for 
three relative burst sizes. p, is plotted as a function of the ratio of multiplex capacity 
to peak cell rate CPCR, for fixed SCR and MBS. Thus the amount of data in a burst and 
the total pexiod Tare kept constant, but the speed at which it is sent on the link is varieci. 
The parameters are expressed in relative texms for more generality; the vaiues shown are 
illustrative of a multiplexer with a buffer of 1100 ce&, Say, with MBS equal to 200,110, 
and 55 ce&, respectively, and a Link rate of 34 Mbps. for a source mean rate SCR of 0.68 
Mbps. 
The PCR has a definite impact on the admissible load, dependhg on the relative b a e r  
six. We c m  see that for relative bursts sizes of 5.5 and 10, high loads can only be 
reached for relatively mail peak rates; the effect of the PCR is weaka for s m d  values 
of MN, for BIMBS > 20 say. As the pcak rate becornes closer tu the link rate or iarger, 
the admissible load reaches a minimum value which i s  practically obtained from C/ 
PCR=l. nie minimum value is reached in the case of instantaneous burst mivals (the 
ratio CIPCR and the activity factor a both tend to O), wtiich wrresponb to the N*DIDfI 
model on the burst level ([RAM91][SIM95]). 
FIGURE 11. Impact of ClPCR ratio on the maximum admissiile load for thme dative burst 
saes 
A plot of pm, as a function of MBSIB ratio is shown in Figure 12 for four different rela- 
tive peak rates and a=O.05. Note the tremendous impact of MBS for CIPCR4; pma 
goes from 1 to 0.05 as MBS gaes fiom a mal1 fiaction of the b u f k  to a size comparable 
to B. A minimum load which depends on the peak rate is attained for values of MBSIB of 
approximately 0.2 and over. Note that for relatively large buffers (larger than 10 bursts 
say). the achievable load can be high and can even reach 1. The activity ratio a is kept 
constant in the figure. therefore the decrease in achievable load as the PCR increases is 
not attributable to an increase in burstiness. 
Figure 13 illustrates the infiuence of the SCR on p, for four values of MM. Here the 
PCR is fixed at a relative value of C/PCR equd to 8.5. sa as a varies it is in fact the SCR 
which changes. As the activity ratio deaeases. the maximum utilization attains a mini- 
mum but the numba of multiplexed sources Nmaf increases; this minimum p,, is 
reached for the limiting case when a + O and an infinite number of sources. whch cor- 
responds to bursts arriving as a Poisson process. Note the impact of MBS on p,, in par- 
ticular for bursty sources; in other words. a combination of high peak rates. long bursts 
and small activity ratio implies a potentially low utihation. R e d  however that for 
s m d  a, the statisticd mult ipIe~g aia can be high even if p,, is low. One interesthg 
remark is that even for th& relatively high peak rate. high loads can be reached for small 
bursts or high activity ratios. 
FIGURE U. Impact of MBS on the maximum admissible load for =le-10, for various value o f  
C/PCR ratio, d . 0 5  
In Figure 14, the same data is plotted, this tirne from the effective bandwidth point of 
view. We have plottexi e = C I F  as a function of a (in fact C and e are normalized with 
respect to the PCR). The figures demonstrates the sensitivity of the effective bandwidth e 
to the value of the SCR. Note that all four curves are superimposed for a r 0.607 1. This 
corresponds to the case when the source is 'bandwidth limited' in the sense that the load 
constraint is tight @=1) and the SCR can be aiiocated. Clearly, once this zone is reached. 
MBS has no influence. Outside the bmdwidth limited region, a relatively large MBS con- 
tributes «, augment the effective bandwidth for the same SCR value. For W M B S  > 30. 
Say, MBS does not have much impact on the effective bsndwidth (the two curves for 
Mm32  and MBS=l6 are superimposed) and the enective bandwidth reaches the 'band- 
width limite8 region for a smaiier value of SCR (for MBS=2ûû, this region is reached for 
aS.607 1; for MBS=64 and MBS=32. the limit is found to be a-0.2 and a=O.O7. respec- 
tively). We show e, for MBS=2ûû; hue we c m  see that the muitiplexing gain d e  
increases with SCR and is small for a 2 0.3, however, for the example under consider- 
ation, the only region for which there is strictiy no gain with respact to the lossless 
framework is the bandwidth lknited region. 
FIGURE 13. Impad of activity ratio on maximum admissible load, for CIPCR=85 and four 
burst lengths 
3.1.2 Effective Bandwidth of a source as a fundion of system resources 
Now we look at things fiom a different perspective and consider that source trafic 
parameters are fixed, and that node characteristics B and C are variable. This aspect is 
important fkom a node and network design perspective. 
In Figure 15 the effect of varying the link rate C while aii  other parameters are held con- 
stant is examineci. The three lines comspond to dinerent values of the relative buffer 
size. The effective bandwidth obtained with the bufferless mode1 is shown for compari- 
son. Note the non-monotonie behaviour of e at s m d  capacities. F h t  the effective band- 
width increases with C, despite the increase in the number of admissible sources par. 
Aise note that when the b&er constraint is tight, adding more capacity does not immedi- 
ately increase the number of admissible sources. The case B/MBS=20 is also of interest. 
At srnail capacities, the quivalent bandwidth is qua1 to the SCR. because the connec- 
tion is bandwidth Iirnited; as an increase in C yields a larger nurnber of connections. e 
then rises until C/PCR=20 approximately, and fram then on. e starts decreasing. 
The impact of B is important at s m d  capacity but negligible at iarge capacity. In fact for 
large C, for any buffer size, e is not far fkom the eEective bandwidth obtained with the 
buBerless m&l. This can be explained by noting that for large C, the multiplexhg gain 
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FIGURE 14. E n d v e  bandwidtb as a funcüon of sclMty ratio for dXerrnt bard lengths 
is essentiaiiy due to the large number of sources served simultaneously. and the effect of 
B or M m  on the multiplexing gain becomes negligible. From a design point of view, it is 
interesthg to note that for sufficiently large C, the effective bandwidth c m  practidy be 
utimatad with a simple buffaless model. 
In the next figure. (Figure 16). the capacity is h e d  and the buffer size is varied. The 
effective bmdwidth for B=û corresponds to that obraineû from statistical multiplexing in 
the bufEerless framework The multiplexing gain iucreases with B and the effective band- 
width gets doser to its limiting value SCR. Once e has reached this value the source 
becomes 'bandwidth limiteci' and an hcrease in B does not ailow for more multiplexing 
gain. Note that although e is shown as a smooth function. B must be changed by a s ~ -  
ciently large inaement for to increase. otherwise e remains constant. 
3.13 Companson with Elwalid's effective bandwidth 
Figure 17 and Figure 18 iilustrate the comparison betweui the effective bandwidth corn- 
putexi in the fkamework of [ELW95] and the resdts k m  the reference ailocation. This 
comparison aîlows an assessrnent of the wnservativeness of the resource allocation 
method nom In,W95] with respect to the nference. To conduct this cornparison, the 
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LlGURE 15. Enectiw bandwidth as a function of capacity for ditFernt values of the buffer size 
celis for 45 Mbps. This BIC ratio is shown in [ELW95] to play an important role. The 
lossless equivalenf bandwidth e, is dependent on the ratio BIC; given this ratio and the 
source parametus. the existence of a csitical capacity Cc below which no statistical mul- 
tipiexhg gain exists is shown in (ELW951. 
First note that the behaviour of the effective bandwidth in the reference case is qualita- 
tively similar to that of [ELW95]. However, the reference effective bandwidth for the 
source descnbed in Figure 17 is found to be remarkably lower than that defined by 
[ELW95]. In Figure 18 the ciifference between the two effective bandwidthr is not as 
marked. This is probably due to the burst size which is srnalier for the source in Figure 
17; the methad of mW95] does not take fuil advantage of the avaüable buffer space. 
but the impact of this conservativeness is less obvious when the peak rate is relatively 
srnail and when bursts are relatively large. The critical bandwidth appears effectively in 
the reference case also. however in both Figure 17 and Figure 18 it appears for a lower 
value than that predicted by m W 9 5 J .  For both source chses,  the iimiting value for e is 
the SCR but it is reacbed much swner in the reference fiamework. 
These results demonstrate that the method from mW95] does not reap the full multi- 
plexing gain which can be reached with a given set of resources, in a worst case resource 
allocation fiamework. This points to the possibility of further staîistid multiplexing 
FiGURE 16. Enective bandwidth as a h i d o n  of biiner JiEe for constant capacity 
gain and to the need for more efficient resoince docation methods. The impact of the 
conse~~ativeness of the resource allocation method from [ELW95] will be investigated at 
the caii level in Section 4.0. First, in the next section. we vaiidate the reference resource 
allocation methad in a heterogeneous framcwork, bmed on c d  level simulation resuits. 
3.2 Multiplexing of heterogeneous sources 
In this section. we aim at validatiug the use of the homogeneous effective bandwidth, 
ei = C / v " .  camputed in the fluid approximation. for cal1 admission wntrol in the 
general, heterogeneous trafic mix case. For this purpose, the shape of the admissible 
region A, determined based on the ovemii CLR cornmitment is to be investigated in a 
heterogeneous framework. In particular. the linearity of its boundary and the conserva- 
tiveness of o u  reference effective bmdwidth approximation are under consideration. As 
there are no exact anaiytical rnodels to estimate the ceU loss in a multipIexer serving a 
superposition of leaky-bucket regulated worst case traffic. this study had to be done by 
simuiation. Note that this type of c e U  level simulation requires the use of efficient tech- 
niques to simulate the Large number of cells required in each simulation, and also 
because detumining the boundary ~ I A  potentially involves a lage nurnber of simulation 
nuis. The investigations were done on the basis of a CLR objective in the order of 10.~ in 
order to obtain suitably smdl confidence intervals. Other limitations related to simula- 
FIGURE 17. Effective bmdwidth as a funciion of capacity, for a constant BIC ratio; 
comparisonwith Eiwalid's effctive bandwith 
tioa involve the bdfer and burst lengths which are limited at rather s m d  values for 
speed. Given that the CLR is known to be practidy dependent only on the ratio BIMBS. 
thh is not r e d y  a shortcomhg. Some of the consequemes of operathg at a larger C M  
than the usual 10-l0 or so is to obtah lower effective bandwidths or equivalently a iarger 
nurnber of ndmissible sources (eveiything else remaining constant). Note that in previous 
studies mW95][GRA9q the C U  did not seem to have a major impact on the linearity 
of the boundary. 
The unanimity in previous work about a quasi-linear boundary [GRI..O]W 
W95][GRA96] when using approxirnate methods, hinted at the possibility that the actuai 
region A, would also be of a nearly linear type, and indeed it is exactly what we have 
found by investigating the admissible region for vasious trafic mixes. When the nwnber 
of sources is sufncientiy large. the admissible zone appears as slightiy concave. bearing 
much similnrity with the case of an unbuffered system. Slight deviations from linearity 
can be noticed when the b u f k  size is srnail; in the latter case, however, the admissible 
region looks rather wnvex, probably due to the fact that the number of sources i s  in prac- 
tice restrictbd to integer values. This is interesting because for A, nearly hem. the refer- 
ence method is both accurate and conservative, 
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FIGURE 18. Effective bandiridth as a hinetion of capaeity, for a constant BIC ratio; 
comparisonwïth Eiwalid's effective h d w i t h  
Refvring once again to the paper by [ELW95]. r d  that they distingukh two types of 
t r a c  classes according to the statistical multiplexing gain g with respect to a lossless 
allocation: g = e,/e which depends on both the traf5c class and system parameters 
(B,C). TWO cases are possible: either g>l. which expresses t h  for this traffic class, there 
exhts a statistical gain; or g = I  and no gain with respect to a lossless ailocation is to be 
expected. They aIso demonstrate the existence of a critical bandwidth Cc. dependent on 
source parameters and system resources. such that when C<Cc, g=l and no statistical 
gain is to be expected for the source in question. Both e, and Cc depend on the ratio BIC. 
T'us for a traffic mix of two classes. three possibilities for the shape of the admissible 
region A c m  be disthguished: 
Case 1. C 2 Ccl and C 2 Ccz. then there is a gain for both classes and A ,  G A ; 
Case 2. either C à Ccl and C < Ccz. or C 2 Cc, and C c Ccl. in which case. we have a 
mked situation; 
Case 3. C < Ccl and C < Ccz, then there is no gain for any ciass and A .  = A o.  
According ta [ELW95]. linear or nearly hear zones are to be expected in cases 1 and 3 
but, in the second situation seong non-linear effects are reporteci. W e  have verifmi 
whether the actual admissible zone A,  obeyed the same des .  Cases 1 and 2 are particu- 
lady interesting. Case 1 gives rise to the best multiplexing gain and this is where there is 
more to gain by using a more efficient method. As for case 2. strong non-linearities 
wouid involve that the equivaient bandwidth would need to be computed in a different 
manner that our simple approach. Fortunately, results demonstrate that non-linear effects 
are not as rnarked as in mW95]. and that our definition for e is applicable in di investi- 
gated cases. 
3.2.1 Case 1: Good statistical multiplexing gain 
In this example. a mix of three traffic classes is considueci, with source parameters for 
each class as described in Table 4. AU rates are expressed as a fraction of the multiplex 
TABLE 4. ' i h f k  mix No 1 
rate. C. A representative example of the actuai admissible zone for two source classes is 
shown in Figure 19. The boundsry of the admissible zone, *, for E = 1 0 - ~  is shown 
for three values of the bufier size (B=lûû. 500, 1ûûû ceh respactively). The admissible 
ClassNo 
1 
FIGURE 19. Admissible space for tao source types, o l c S ,  buffa s&e B=1003W,lOûû 
-- 
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zone in this case is remarkably close to hem. in particular in the case B=50 and 1000. 
As we have noted in the in~oduction, for the s m d  bufk  B=100. the admissible region 
appears as slightly wnvex. What is ais0 remarkable in this example is the fact that the 
hear approximate boundary fkom the fluid model, aA f. constitutes a nice wnse~~ative 
bound to the actual boundary. This fact has becn observeci on a number of examples and 
is of umiost interest from a practical point of view. Figure 20 and Figure 2 1 show the 
admissible zone when mïxing traffic classes two by two; note in aii cases the lineanty of 
the admissible zone and the conservativeness of the iinear fluid approximation a~ f. nie 
FIGURE 20. Admissible space for two sonia types, &=le-5, buffer size B=lûû$ûû,lûûû 
admissible zone for the three class t r a c  mi. is shown in three dimensional space, in 
Figure 23 for B=1W and in Figure 22 for B=500. 
In this traffic mix, ail three source classes had the same SCR. Figure 24 illustrates a dif- 
ferent source mix for which ai l  trafic chses have different parameters, as can be seen 
from Table 5, this time with a buffer of size 200. In this case as well. the linearity of the 
boundary 3~ is evident., also note the conservativeness of the hear approximation d~ f 
N2: SCR=O.OI. PCR4.1. MB=O 
FIGURE 21. Adminsbfe space for two souroe types, =le-5, buffer size B=lûû,!Mi 
and the slight wncavity which is partiCUI8Cly visible on the boundary in the NI-N2 
dimension. 
TABLE S. 'Ii.affic mix No 2 
Effect of increasing the buffer size on the admissible space A 
In the next set of figures. the effect of increasing the b u f k  size on aA and a~ f. is 
shown. in Figure 25 for 3~ w hich is of course investigated by simulation. and in Figure 
26 for a ~ k .  The trafnc mix is composeci of classes 1 and 2 of ~af f ic  mix No 2. 
First consider the actud boundary a~ for various b a e r  sizes. For s m d  buffers the 
c m e  is rather convex. and as the buffkr becomes larger it is concave. This is consistent 
with other resdts we have. Note the change in the dope of the boundary for increasing B. 
As the buf5er si= increases, traffic c h s  number 1 with the smallest burst length reaches 
maximum load p=l in a homogeneous context, in other words it becornes 'bandwidth 
FIGURE 22. Admissible mgion for haffic mix No 1, B a ,  &=le4 
limited". Once this iimit is reached, the iirni~g point of 3~ on the Ni axk rem& 
constant and further multiplexing gain is obtained only in thZ Nz dimension. The Linear- 
ized zone for the same t r a c  mix shown in F i e  26, and in Figure 27 we have super- 
posed both regions for cornparison. Now in the case 8=300. the iinearized boundary a~ f 
and a~ are very dose ancl, in fact, the linearized zone seems to include a few points that 
are outside A =. This can be explained by noting that for p=l on one of the axes, the 
boundary of both regions are the same and there is no safety margin between 3~ f. and 
3~ in this case. In order to make sure that a safety margin does exist. the maximum load 
definhg the extrema1 point of a~ on any axis should be set at a value las than unity in 
ail cases, Say et 0.95 for instance. Note that for other values of B. the hearized zone is 
conservative. 
Sources with very different resource requirements 
TABLE 6. Tratiic mix No 3 
Class No 
1 
PCR SCR MBS 
O* 1 0.01 50 
FïGURE 23. Admhibk mgion for bamc mix No 1, B=1ûû, = le5  
In the next trafic mixes. the Merence in resource requirements arnong trdfic classes is 
large. Such a situation is known to give rise to concave admissible regions in certain 
cases [COS92], therefore this kind of mix should represent a good test for the conserva- 
tiveness of our methai. In trafic mix No 3. traffic class 2 is much less demading than 
trafic type 1 and the number of admissible sources differ b y an order of magnitude. This 
does not affect the linearity of the boundary. as shown in Figure 28. The example shown 
in Figure 29 is more interesting. The trafic mix is such that source parameters are equd 
for the two source types in the mix, except for MBS values. whkh differ by an order of 
magnitude. This is represuitative of a situation where the buffer is relatively smaii for 
one trafic type. and relativety large for the other type of traffic. The wncavity of the 
actual admissible region is more pronounced is this case than in previous examples, and 
the hear region delimited by the reference effective bandwidth is not absolutely wnser- 
vative. However. note that the Liaearized zone is st i l l  very close to the actual region. It is 
worth noting that in practice. it is very uniikeIy that all  sources will assume a permanent 
greedy behavior and transmit constantiy bursts of maximal length. From a pragmatic 
FiGURE 24. Admissible EOM for bPRie mix NO 5 
point of view, the use of an homogeneous equivalent bandwidth is so appealuig that such 
a smaU overestimation of the admissible region should not predude its use. 
TABLE 7. TFaffic mix No 4 
0.05 0.00i25 
3.2.2 Case 2: Mixed statisticai multiplexing gain 
The present section is airned et investigating whether the type of non-hearities in the 
boundary of the spproximate admissible region reponed in [ELW95] for the case of a 
"xed statistical gain eafiic mix, wiii acaiaiiy show up in the achiai admissible region. 
The mixed case &O represents a good test of the feasibility of an effective bandwidth 
metric based on the buid. homogeneous frssework. For this purpose. and in analogy 
with Cn,W95]. the reference effective bandwidth is plotttd in Figure 30. For trafic class 
number 1, the critical bandwidth Cc is found empirically to be around 11 Mbps (and cor- 
responding B=122 celis), while trafic class number 2 is greedier and requires Cc around 
FIGURE 25. The actud admwble zone for two soume types; impact of increasing B 
36 Mbps (B= 400 cells). Also note the non-smoothness of the effective bandwidth func- 
tion in the neighbourhood of Cc. When the number of admissible sources is s m d ,  
a srnail change in C resdts in no change in Nm<U and a smail change in e. but when 
changes by one source the impact on e is large. In fact, the effeztive bandwidth can even 
be iarger thm e, again because non-integcr number of sources are not possible. 
When these two t r a c  classes are multiplexed in a system with B=300 and C=27 Mbps. 
as depicted in Figure 3 1, a mixed situation with respect to multiplexing gain is found and 
according to DW951, strong non-linearities in the boundary are to be expected. More 
ELW precisely, they obtain a piece-wise hear admissible region, whose boundary a~ 
partiaily superposed to the lossless admissible region a~ ,. It appears that in practice 
these non-linear effects are not so obvious. Instead, in this partidar example we obtain 
a nice convex admissible zone whose boundary a~ appears as the outer cume in Figure 
3 1. Also shown are the fin- boundary a~ f , which again nirns out to deiimit a con- 
servative region, the boundary of the lossless admissible zone 8~ , and also the admissi- 
ble zone based on the approach from [ELW95] a~ lw for cornparison. The wnvexity of 
a~ can be explainecl as foilows: the lossless equivalent bandwidth in this case corn- 
sponds to a non-integer IV?" = 4.5; since in practice Ni"" = 4, there is immediately 
room for a few sources of class 2 and thaefore a smd, inter-type statisticai multiplexing 
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FIGURE 26. A p p d m a t e  zone obgined with fluid model; ODpact of inCfe85ii3g B 
gain shows up. Non-linear effects could however appear for some (B,C) wmbination 
which would happen to be particuiarly pmry  chosen with respect to some traffic classes. 
To conclude this section, we have vaiidated our reference resource allocation method for 
worst case leaky-bucket regdateci trafnc, based on the homogeneous equivalent band- 
width cornputeci with the fluid model. We have verifkd that almost linear regions were 
obtained in both 'good' and 'rnixed' statistical gain situations; this linearity is consistent 
with previous results, except for the case of mixed statistical gain in which the non-linear 
phenornena are not as acute as they have appeared in [ELW95]. Although the reference 
ailocation method is heuristic and we cannot claim its absolute conservativeness, the 
method appears as a pragmatic and efficient choice for resource allocation of SBRl con- 
nections. In practice, the method Û expecteâ to give consenrative results, sime it is very 
unlikely that all sources assume a permanent y behaviar. The method urn be con- ""d sidered as reiiable at a CLR in the order of 10- . An important issue is the extension of 
this rnethod to more reaiistic values of the C M ,  usudy quoted as IO-' or 10.~~.  In order 
ta obtain simulation results at these low probabilities. speciaiized fast simulation tech- 
niques need to be applied. In principle, based on previous results low CLR values shouid 
not affect a great deai the quasi linearity of 3~ and we are confident that this will pose 
no particdm problem. 
FIGURE 27. Appmximation and sarial admissiMe urne; impad of hcnasing B 
This concludes the investigation of the celi level QoS for the reference method. Once the 
reference effective bandwidth has k e n  validateci, single resource loss models can be 
applied to evaluate the perfomance of the reference method at the caü level. The foiiow- 
ing section concenu the caii level, where the utiiization and blocking behaviour of the 
refaence method are hvestigated quantitatively and wmpared to the aitemative method 
introduced in [n,W95]. 
4.0 C d  level QoS 
In this section, the trade-off between the ce11 level and the call level QoS is investigated 
for the reference resource ailocation method. More precisely, we seek to quantify utiliza- 
tion and blocking that can be reached with the reference resource allocation. These val- 
ues are compared with the results obtained when the method of mW95] is used. We 
assume throughout that requests for w ~ e c t i o n  follow a Poisson process, and that c a b  
have unit mean holding tirne. 
4.1 Homogeneous traffic 
The link between c d  and c d  level is asiest to illustrate in a homogeneous contcxt, as 
shown in the next figures. In Figure 32, the trade-off between utilization p and cal1 
blocking CBP in an uncunstfained setting (in the sense that C M  and CBP arc allowed to 
assume any values), is iiiustrated for a single class of sources. System characteristics are 
C=45 Mbps and B=lûûû ce&; PCR=6 Mbps, SCR=û.15 Mbps and MBS=25 celis. 
Offered calis are fixed at 250 Erlangs. Utilization is given by Equation 8 and blocking by 
Erlang's fornula. The quantity shown in abscissa is the threshold or maximum number 
of calls accepted in the system. Quite intuitively, the hi* this threshold, the more calls 
can be accepted.The C U  ratio wmmitment determines Fm; for instance in Figure 32 it 
varies fiom for equai to 200. up to around 10-~  for a threshold of 300 calls. 
Thus in a homogeneous wntext, the CLR wmmitment detennines the threshold Pm 
and the wrresponding utilization and blocking curves as a function of the offered load, 
assuming C and B are given. 
The reference resource allocation method bounds the utilization and minimum blocking 
curves for a given ceii QoS objective and a given o f f d  load h in the pnventive con- 
gestion control fiamework These two c u v e s ,  utüization p and c d  blocking CBP are 
shown as a function of h in Figure 33 and Figure 34, respectively, for the source parame- 
FIGURE 29. Appmaimate and actud admissible region f a  baRic mix No 4, d e s ,  B = M  
ters given in Figure 17, and a ceii level QoS cornmitment r 10.~.  Also ploffad in the 
same figures are the same curves evaluated in case the method of [ELW95] is used. The 
two methods Mer in the size of the admissible zone, which in a homogeneous context 
degenerates to a different value for N" or more generally, in the estimate for the equiv- 
alent bandwidth of a source (hem. M . 3 6  for mW951 and e=0.167 for the refennce 
methoci). Note that when CBP is very s m d  (that is, for s m d  oEéred taflic) approxi- 
mately the same utilization levels are obtained for both methods. However when the 
offered Uaffic rises, the utiiization converges to a limithg value wmsponding to N"? 
Clearly the dinerence in the maximum utiiization leveis reflects directly the dinerence in 
e; if par is chosen wnservatively, more calls than necessary are blocked. 
Note that in Figure 33 and Figure 34. only the ceil level QoS commitrnent is enforced. in 
practice there are commitments on CBP as weL If the CAC is more efficient then for a 
given set of resources a higher load can be served for the same CBP and the resulting uti- 
lization is better. This is ülustrated in Figure 35 whae the utiiization p is plotteû as a 
function of the CBP, for reference resource allocation and @LW95]. In this case it is 
essentially the efficiency of resource allocation which has a deteminant impact on the 
utilization curve. The region of interest is usudy located at CBP in the neighbourhd 
of 1%Jt is isteresting to note that, wntrary to the m o n  belief. the resdting utilka- 
tion can be high in some cases. For the trafnc class s h o w  in the previous figures, the 
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FICURE M. Effective banddtb as a function ofcaparity for constant BIC ratio for two soumes, 
r le-5 
ciifference in effactive bandwidth is large with respect to the nference. In some cases the 
overestirnation is less important. Figure 36 ülustrates utilization for the trffic class 
shown in Figure 18, as a function of the blocking cornmitment. The method of -951 
allocates resources more efficiently for this traffic ciass; however at the cal1 level the 
coaservativeness of the method stiü has a non-negiigible impact on utilj7ntion. 
4.2 Heterogeneous traffic 
The previous section served to demonstrate, at the c d  level, the potential for good utiii- 
zation and multiplexing gain based on a simple worst case trafic resource allocation 
framework. In this section. the cal1 level blocking and utilization for the reference 
method are quantifiai for a twoclass t r a f k  mix composed of the same two t r a c  
classes used in the homogeneous con- based on the refennce effective bandwidth. 
For cornparison. blocking and utilkation levels obtaiBed with the method describeci in 
pLW95] for the same trafic mix are aiso depicted. Onered tr&c is the same for both 
classes, of the total offered Caus. 
Refening to Figure 37. note that blocking values for tdEc  classes requiring different 
bandwidths are not equal; trafiic classes requiring more bandwidth tend to sufier a higher 
blocking. This fact is weii known from multi-rate circuit-switching theory (see [COS961 
FIGURE 31. Admissible zone under mixed statistical multiplexing gain 
for example) and has lead to the implementation of wntrol mechanisms aimed at protect- 
ing blocking sufEered by different trafiic classes. The ciifference between CBPi values is 
pater  for the reference method than for FLW951; this is due to the wider gap between 
el and e2 for the reference method. The wrresponding utilization curves. as a function of 
h and CPB. appear in Figure 38 and in Figure 39. again for both the reference and Elwa- 
lid's methods. The total utilization p. is plotred as a function of total offered calls in Fig- 
ure 38. and as a fiinction of the blocking commitment in Figure 39. The reference 
utilization can be considered as the maximum attainable within this preventive h e -  
work, for the given trafic mix. Note that for this t r a c  mix. the reference utilization 
approximately exceeds that of Elwalid's method by a factor of aimost 2 in the usual 
region of interest (CBPi  - 10-~. say). 
5.0 Discussion and conclusions 
In this paper, we have investigated a reference resource allocation method for SBRl ser- 
vices in ATM networks. Our resource allocation is based on the fact that trafic is regu- 
lated by a double leaky-bucket operathg at two different tirne-scaies, and on the 
assumption that traffc sources are greedy to the extent ailowed by their regdation. We 
have proposed to allocate resouras basad on a natural definition of the quivalent band- 
FIGURE 32. ' h d m f f  beîween cal1 blocking and utilizatioa as a fundion of the maximum 
oumber of calls admitted; celi QoS is a Funciion of N,
width of greedy reguiated sources. which is intended to quant8y as accurately as possi- 
ble, the amount of resowces to be reserved for SBR connections. for a given ce11 loss 
probability target. The effective bandwidth is dependent on node resources (buffer si= 
and transmission link rate$. and c m  be wmputed independently for each t r a c  class; it 
is obtauied by dividing the iïnk bandwidth, over a close but conse~ative approximation 
of the maximum n u m k  of admissible sources. for a given ceil loss constraint in a 
homogeneous framework-The computation of the estimate for $"OX is based on the use 
of a ffuid mode1 intended to compute the effective band widths ei = C / v "  as accu- 
rately as possible. while remaining analytically tractable and conservative. Extensive ceii 
level simulation rcmlts were used for vaiidating the approach. The simulation results 
demonstrate that resource allocation based on the reference method and on the homoge- 
neous effective bandwidth ei = C / V "  is feasible and conservative. and that our defi- 
nition of the effective bmdwidth is accurate enough to be used as a reference methoà. 
The use of homogeneous effective bmdwidths simplifies the resource allocation problem 
to a large extent. In particular, it unveils the possibility of adapting this reference method 
in order to cornpute the effective bandwidths in ml-time by using more efficient meth- 
ods [SIM95]. At this stage. the referace methad is intended to serve as an access wntrol 
method based on pre-cornputeci effective bandwidths ailowing resources to be managed 
as efficiently as possible with an open-loop frameworlc, and as a cornparison basû for 
FIGURE 33. Utilization as a function of offered caHs fbr two resourre allocation methods in a 
homogeneous framework 
assessing other access control methods. In addition, the equivalent bmdwidth thus 
defined is usefd for network design and dimensionkg purposes. 
Both celi tramfer level and cal1 level QoS at a single node were investigated in a non- 
asymptotic setting, reflecting reai operating conditions. The refaence resource ailoca- 
tion method was investigated in the singie trafnc c h  framework, in ordu to evaluate 
the effect of t r a c  parameters on maximum utilization and on the effective bandwidth. 
For some parameters sets. a high efficiency cm be reached, in particular if the maximum 
burst size is s m d  with respect to the b&er size. or if the peak rate is small relative to 
node capsaty. This conclusion is interesthg because it shows that the use of a preventive 
congestion control fiamework, without sophisticated procedures. does not exclude a high 
utilization in certain conditions. Note that these utilization levels are based on the 
assumption that allocated resources are f d y  expioited by sources. in other words that the 
declared parameters are close to the actual connedon resource requirements. This raises 
once again the issue of trafic parameters selection mOS94][GUI95]. This problem. 
however, is more an issue with the s~andardized traffic charactezization than with the 
method iîself. If t r a c  parametus are poorly chosen, the actual utbation wili be lower 
and the preventive fiamework could be overly consemative. Also, note that complete 
fieedom to choose traffic parameters involves an infinite dimension for the admissible 
space; the practicdity of this from a network management perspective wuld be question- 
FIGURE 34. Cal1 blocking as a functioo of o f f d  caNs for two resource ailocation methods in a 
homogeneous framework 
able. In this respect, the fact that our effective bandwidth can be computed in a homoge- 
neous framework represents an important advautage with respect to methods dependent 
on al1 trafic classes in the mix. 
The efficiency of the reference resource ailocation method was &O evaluated at the c d  
level, by assessing system u h t i o n  and blocking. In order to illustrate the useNness of 
our reference CAC methoci as a cornparison basis, we have conducted a quantitative 
comparison with the resource allocation method of [ELW95l which is based on a similar 
fiamework. This comparison reveals that the method discussed in mW95] is on the 
wnservative side and tends to overestimate the effective bandwidth, Resuits indicak that 
in some cases, the use of the reference method could yield a utiiization twice as good as 
that obtained with the method of m W 9 q .  This shows that M e r  muitiplexing gain is 
available in a preventive fiamework. on the condition that resources are docated more 
tightly. In general tenns. the overestimation of effective bandwidth at the cell level 
clearly leads to a less than optimal use of resources; this is reflected at the cal1 level by 
lower utüht ion and higher blocking for the same set of resoums and the same estima- 
tion of ceU level QoS. Note that the reference method is indicative of the lirniîs of the 
preventive fkamework based on worst case t r a f k  Thus it could also be used as a corn- 
parison bask with CAC methods based on other frameworks, in order u> assess whether 
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FIGURE 35. Utüization p=E[N]*SCWC, as a hinction of the ca l  biockiag (obtained by Rising 
dFered saffic) 
the potentially increased wmplexity is wonh the benefits of M e r  muitiplexing gain 
than that reachable with in a simple. open-loop control framework 
We have addresseci the resource docation probkm in ATM nodes on a local basis. 
Sîxictly speaking. worst case trafic assumptions are valid only at the ingress of the net- 
work, in other words at the k t  multiplexing stage. However. resource allocation m u t  
be performed at eadi node on the path. How to allocate resources et an arbitrary node 
dong the path is not clear in the general case. As a connection traverses a node. the inter- 
action with other trafnc modifies its characteristics end its effective bandwidth; the char- 
acterization of output t r a c  going to downstream nodes is therefore an important issue. 
In some cases. when the contribution of each co~ect ion to the total traffic is s m d  and 
its peak rate is relatively small with respect to the link capacity (less than 5% say). nodal 
decomposition cm be applied [LAU93] and we are justifiai to aüocate resources based 
on trâffic declarations at the ingress. Another option is to shape trafic 8ccording to 
declared parameters at intermediate nodes in the network, in ordw to make sure that trac 
fic remains cornpliant to this description inside the network [GE096]. 
Lest but not lesst, a few words wnceming service integiration. This work was set in a 
framework compatible with the SBRl ATM Transfer Capability of II37 11. which we 
have treated on a segregational basis, by assuming that ali connections share the same 
FIGURE 36. Utüization for k e d  bloeking (Tm& das No 2) 
QoS class (highly loss-sensitive. deiay-tolerant). In practice, this type of trafic will corn- 
pete for resourîes with other type of trafic. notably reai-the sources presumably given 
an HOL pnority over less delay-sensitive Uafnc. Trafnc integration remains an outstand- 
ing problem in ATU The approach taken in the first generation of P;ZU switches is 
based on partial segregation for traffic requirùig different ATCs and/or QoS ciasses. 
More precisely, two FIFO buffers an provided, a smdl one dedicated for real-time 
sources with an HOL pnority, and one larger buffer, for non-real t h e  sources. The 
impact of this HOL priority eafnc on SBRl trafic requires ftrther investigation. 
The authors wish to thank Dr J. Roberts for the program implementing the fluid mode1 
and L. Pham who perfonned part of the simularion work 
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ANNEXE III 
Description du simulateur pour trafics 
déterministes intermittents 
111.1 Introduction 
La simulation de niveau cellule d'une superposition de trafics à debit variable, 
Cmettant des rafales de cellules de façon intumittente dans un multiplex ATM. constitue 
ua probkme difficiie. A cause du nombre important de cellules devant etre simd6es dès 
lors que l'on s'intéresse B des CvCnements relativement rares. Malheureusement, 
l'estimation des petites probabilités de pute vistes pour les réseaux AIU, fait 
précisément partie de cette classe de problèmes difficilement traitables par le biais de la 
simulation. Cependant, dans de nombreux cas la simulation nste le seul recours pour 
qui recherche des résulta& exacts, en partiCUIier dans le cas des files B capaciîé finie 
* .  mettant en jeu une superposition de trafics déterministes. 
Pour fixer les idees en ce qui a trait au nombre d'événements A simuler, donnons 
un exemple du nombre de cellules devant etre g6nérCes dans un cas typique. Dans le cas 
particulier qui nous préoccupe, celui de la superposition de sources intamittentes 
d6terministes de plusieurs classes dans un multiplex ATM, on constate empiriquement 
pour des exemples banals. que l'estimation d'un probabilité de perte (CLR) de l'ordre de 
10.~ requiert la gentkation d'au moins 106 trajectoires, ce qui implique un nombre de 
cellules simulées supérieur h 10" ! Il a t  tout B fait impensable de gCnérer un tel nombre 
d'CvCnements au moyen d'un logiciel de simulation genérique classique, qui implique un 
nombre elevt d'opérations tltmentaires par cellule. C'est pourquoi nous avons 
dtveloppé un simulateur spécialisC en langage C, exploitant au maximum les 
particularités du modèle dont il est question. et faisant intuvenir des algorithmes rapides 
adaptés. 
Voyons d'abord le mod&le de sources qui a étC implémenté. 
nI.2 Le modèle 
II s'agit d'un rnodèie classique mais non résolu anaiytiquement, de sources 
emettant périodiquement unc rafale de ceIIules. de longueur fixe. A un certain dtbit crete, 
suivie d'un silence de durée fixe egalement. Les sources sont superposées dans une file 
d'attente B service dCtenniniste figurant un multiplex MM. Le rnodkle de source peut 
2- intexprCté comme ua trafic du pire cas. représentant une source VBR gourmande 
espacCe B son debit crête et poli& par un mtcanisme de GCRA au debit moyen. Le 
phénomène de gigue dCi B une concentration préaïable du trafic est n&iige. Une autre 
interpretation possible de ce rnodéle est celle d'une source DBR non espacée B son debit 
=&te, dont les cellules se présentent au multiplex au dtbit du lien d'accès, AR. et dont le 
débit moyen est le PCR déciare. 
Une c h s e  de sources est décrite par trois paramètres : T. l ' intewde inter- 
ceiiuie pendant la période active ( l m  ou 1/AR, resp.). MBS. le nombre de cellules 
contenues dans une rafale. et le debit moyen, SCR (ou PCR). Plusieurs classes de 
sources peuvent &tre superposées dans le multiplex ATM. Ces sources gCntrant un trafic 
périodique. le caractère stochastique du modèle provient & la synchronisation aléatoire 
de l'instant de dtmarrage des sources par rapport au debut d'une période. Une fois la 
phase fixée. la trajectoire de la population du système u t  enti&rement périodique, et les 
probabilités sont alors definies comme des moyennes sur l'ensemble des trajectoires 
possibles. faut donc simuler un grand nombre de trajectoires pour pouvoir estimer les 
statistiques d'in&&, par exemple. la probabilité de perte et La distribution du nombre de 
ceiiuies dans le tampon. 
Le trafic émis par une source est illustrt par la figure IIL 1 
Figure III.1 Trafic dit du pire cas pour sources B debit variable 
III3 Description du programme 
iII.3.1 Paramètres 
Les param&tres uivants sont saisis préalablement B l'exécution : 
B. le nombre de places dans le système dans le cas ob la file est finie (y compris le 
serveur), et la valeur maximale pour laquelle les statistiques sont cumulées dans le 
cas où la file est infinie (entier) ; 
N. le nombre de classes de sources prCsentes dans la superposition (entier). 
Les paramètres suivants caractérknt chacune des classes de sources: 
S, le nombre de sources dans cette classe (entier) ; 
T. l'intervalle inter-cehle pendant une rafale. exprime en nombre de temps cellule 
(rée1) ; 
MBS, le nombre de cellules contenu dans une rafale (entier) ; 
Tofi la durée du silence exprime en temps cellule (réel supérieur ou egal 8 1) ; si ce 
param&tre est inf6rieur h un. il est interprété comme le facteur d'activité de la source. 
soit le rapport de la durée d'une période active sur la penode totale : 
Ton / (Ton + T,g- 
Les paramétres permettent de contr81er l'exécution du programme: 
une variable contrôlant le recueil de statistiques pour le calcul des intexvalles de 
confiance sur les résultats (O = non, 1 = oui) ; 
le nombre de îrajectoires B simuler (entier) ; ce paramètre dépend des probabilités 
que l'on veut estimer et est B fixer empiriquement. A titre indicatif, on pourra 
considérer un nombre de trajectoires supérieur par un orcire de grandeur B l'inverse 
du logarithme de la probabilité la plus faible que l'on veut estimer. Par exemple, 
pour une probabilité de perte de 10-~, de 500 000 B 1 000 000 de trajectoires seront 
nécessaires. 
Les sorties dkpendent naturellement du type de file simule (B capacité finie ou 
infinie). 
File B capacité finie 
Dans le cas d'une file B capacité finie, les distributions suivantes sont g6nérées: 
probabilité que 1, le nombre de cellules dans le système, prenne la valeur n 
(Pr{l=n )) ; 
fonction de repartition compl6mentaire du nombre de cellules dans le système 
(Pr{ 1 >n 1). avec estime de la variance et intervalles de confiance (si requis). 
Les moyennes suivantes sont aussi évaluées, avec intervailes de confiance 
respectifs : 
probabilité de perte cellule (proportion de cellules perdues) ; 
nombre moyen de ceiiuies dans la file ; 
attenCe moyenne. 
File a capacite infinie 
Dans le cas d'une file A capacité inhie. les disaibutions suivantes sont 
gt5n&& : 
probabilité que 1. le nombre de cellules dans le système, prenne la valeur n 
(Pr{ l=n))  ; 
fonction de rCpartition complCmentaire du nombre de cellules dans le système 
(Pr{ 2 >n 1). avec estime de la variance et intexvalles de confiance (si requis). 
Les moyennes suivantes sont aussi Cvaluées, avec intervailes de confiance 
respectifs: 
nombre moyen de cellules dans la file ; 
attentemoyenne. 
M.3 3 Organisation du programme 
L'idte de base u t  Clémentaire. il s'agit tout simplement d'effectuer un nombre 
minimum d'opérations par cellule pour les parties qui sont r6pétées a chaque itération. 
Les souras sont représentées par des é16ment.s de deux listes liées regroupant les sources 
actives et inactives. Une source est jointe B la liste des sources actives pendant sa période 
d'activité. Tant que les sources actives demeurent les mêmes, les sources actives 
émettent une cellule chacune h leur tour ; au moment où une source redevient inactive, 
eile est détachée de k liste des sources actives pour joindre celle des sources inactives. 
Inversement, une source inactive peut devenir active ; elie est alors jointe B la liste des 
sources actives, etc.. Pour chaque trajectoire, il faut identifier la séquence périodique 
compl&e de l'occupation du système. On examine les arrivées sur deux périodes, puis 
l'on dCtermine l'instant du debut d'une phode complète, pour pouvoir en déduire les 
statistiques recherchées. 
L'architecture du programme est bgtie sur la découpe modulaire suivante: 
1. initialisation et saisie des param&res (en interactif, ou par Ie biais d'un fichier de 
paramètres. au choix); la période du système est le PPCM des périodes des sources. 
Pour chaque trajectoire B simuler: 
2. tirage des phases de chacune des sources et tri en ordre ascendant ; 
3. création de deux structures (deux Listes liées circulaires) représentant les sources 
inactives et actives ; 
4. B partir des instants d'6mission de cellule de chaque source. déduction de tous les 
instants d'mivée pour la trajectoires courante, sur deux @nodes ; 
5. déduction. it partir des instants d'arrivées. de la trajectoire de l'occupation, et des 
débuts de busy periods. ce qui permet de dCtermuiw l'instant de debut d'une période 
complète ; 
6. cumul des statistiques B partir d'une période wrnpléte de I'occupation. 
Les etapes 2 B 6 sont r6pétées pour chaque trajectoire. La dernière etape est 
naturellement effectuée A la toute fm : 
7. calcul des statistiques et impression des résultats. 
Quoique la simulation soit relativement rapide. on peut facilement rencontrer 
des ensembles de param&tres qui demanderaient un temps de simulation extremement 
long (choix malheureux de pCriode globale, recherche de très petites probabilités. etc.). 
Ii a donc p m  utile de mettre en oeuvre un mécanisme pumettant d'estimu le temps de 
simulation requis pour les puam&tres ous wnsidération (sous l'hypothèse que la charge 
machine demeure constante pendant toute La période d'exécution). Au bout de mille 
trajectoires. le programme retourne son estimé de la durée totale de simulation (bas6 sur 
la durée moyenne d'une trajectoire). 
Naturellement, on aura intéret B simulu des superpositions de sources pour 
lesquelles la durée de la période globale est raisonnable (quelques millien de cellules). 
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