Equal contribution set images is 0.0015 seconds, which is nearly 3 times faster than the current fastest method. In repeatability testing, our method is the method with the highest average repeatability among the methods that achieve good repeatability to various disturbances, and the average repeatability is 10% higher than RPN. The code will be published in https://github.com/JiangChao2009/BIHL.
In recent years, the use of object proposal as a preprocessing step for target detection to improve computational efficiency has become an effective method. Good object proposal methods should have high object detection recall rate and low computational cost, as well as good location accuracy and repeatability. However, it is difficult for current advanced algorithms to achieve a good balance in the above performance. Therefore, it is especially important to ensure that the recall rate and location quality are not degraded while accelerating object generation.For this problem, we propose a class-independent object proposal algorithm BIHL. It combines the advantages of window scoring and superpixel merging. First, a binarized horizontal high frequency component feature and a linear classifier are used to learn and generate a set of candidate boxs with a objective score. Then, the candidate boxs are merged based on the principle of location and score proximity. Different from superpixel merging algorithm, our method does not use pixel level operation to avoid a lot of computation without losing performance. Experimental results on the VOC2007 dataset and the VOC2007 synthetic interference dataset containing 297,120 test images show that when including difficult-to-identify objects with an IOU threshold of 0.5 and 10000 budget proposals, our method achieves a 99.3% detection recall and an mean average best overlap of 81.1% . The average processing time of our method for all test 1. Introduction Figure 1 . Comparison of the most advanced general object proposal methods on the VOC2007 data set (Everingham et al., 2007) when the proposal is 10 4 and the overlap threshold IOU ≥ 0.5. Our approach achieves the best performance between recall (DR), repeatability and computational efficiency, and MABO is similar to that of the most advanced methods. All competition results are generated by public code (see the details in our experiment section).
Using sliding Windows to extract densely overlapping detection boxes and then analyze them is a popular strategy in object detection methods (Hosang et al., 2015) . However, in general object detection tasks, in order to obtain good detection accuracy, a large number of potential windows need to be detected. For example, images of W * H pixels, the number of potential windows can reach O(W 2 H 2 ), so that most of the computing resources are wasted on useless potential windows. In recent years, a variety of general object proposal schemes have been proposed and attracted extensive attention, based on the visual attention mechanism of the human eye. The general object proposal can be accurately generated under the premise that the type of the detected object is uncertain, which can reduce the number of search windows in the preprocessing stage of arXiv:2003.06124v1 [cs.CV] 13 Mar 2020 object detection and recognition, thereby greatly reducing the computational time. This scheme has been adopted by mask R-CNN (He et al., 2017) , faster R-CNN (Ren et al., 2015) , Cascade R-CNN (Cai & Vasconcelos, 2018) and other excellent target detection algorithms (Hosang et al., 2015) . The results show that the object proposal scheme can be successfully applied to complex computer vision systems as a data preprocessing step. Among them, Sel.search (Uijlings et al., 2013) , Edgeboxes (Zitnick & Dollár, 2014) and BING (Cheng et al., 2014) have the most advanced performance. Object proposal as a pre-processing step for other algorithms must meet the highest possible object detection recall rate in the shortest possible time to avoid missed detection and improve real-time performance. Among them, only BING (Cheng et al., 2014) can achieve optimal performance in terms of recall rate and computational efficiency, which is why BING is widely used in various image detection (Yao et al., 2019) . However, the location quality of the proposal box generated by BING is not high, and the recall rate also drops rapidly when the overlap threshold IOU is stricter. It is undeniable that BING's closed contour and binary arithmetic ideas have a significant impact on the study of general object proposals. We propose a solution that can significantly improve location quality, computational efficiency and recall rate based on BING ideas and frameworks. Specifically, our main work and contributions:
• We propose to use horizontal high frequency features (HL) to describe closed contours: HL features have better objectness measuring and lower computational complexity than NG features, which makes our algorithms have higher recall rates and higher computational efficiency. The test results of PASCAL VOC2007 (Everingham et al., 2007) show that, when the same premise and proposal budget is 5000, the recall rate using the HL feature in the gray space is 0.01% higher than the NG feature using the three color space.
• We propose a efficient eight-neighbor edge tracking and bounding box growth algorithm to merge window borders containing different parts of the same object: by iteratively merging neighborhood boxes with the same attributes, the merged proposal box is closer to the real area. On the VOC2007 dataset, using the IOU threshold of 0.5, achieved an mean average best overlap (MABO) of 81.1%, which is 13.6% higher than BING.
Related Work
The object proposal method has been developed for more than ten years, during which several dozens of methods with different advantages and focuses have been proposed. According to the different ways of generating the object proposal box, there are mainly five types. Sliding window method: Due to the uncertainty of the size and position of the target in the image, the computational cost of using the sliding window to exhaustive search is very large. In order to reduce the computation and improve the real-time performance, most of the early studies used rough search grid and fixed Proportional search box. For example, DPM-based target detection methods (Felzenszwalb et al., 2009 ). Since exhaustive search takes a lot of time, in order to improve real-time performance, they can only adopt weak features, which leads to poor detection accuracy of these algorithms. Segmentation: The segmentation approach usually begins with multiple seed regions, generating segments for each seed that may correspond to objects. For example, Endres et al. (Endres & Hoiem, 2013) applied binary hierarchical segmentation to each initialized seed region. Carreira et al. (Carreira & Sminchisescu, 2011) proposed generating a set of class-independent object hypotheses by solving the constraint parameter minimum cut problem on a regular image grid. Jordi Pont-Tuset et al. (Pont-Tuset et al., 2016) proposed adopts bottom-up hierarchical image segmentation and object proposal generation method.These methods show a good ability to accurately depict objects in an image. The disadvantage is that it usually takes a few seconds to calculate the segmentation suggestions for a single image. This makes this methods difficult to apply to real-time applications. Superpixel Merging: The Superpixel method locates objects by combining multiple superpixels into the object proposals. For example, Uijlings et al. (Uijlings et al., 2013) proposed a method of performing superpixel segmentation using multiple scales and color spaces, namely Sel.search. Manen, S. et al. (Manen et al., 2013) proposed to consider randomness in the merger process. Krahenbuhl et al. (Krähenbühl & Koltun, 2014; Krahenbuhl & Koltun, 2015) proposed a high-precision bottom-up object segmentation method. Humayun (Humayun et al., 2014) proposed to reuse the structure of superpixel maps to speed up the calculation. Rantalankila's superpixel merging strategy is similar to Sel.search, but uses different features (Rantalankila et al., 2014) . These methods often obtain high-quality object proposals by using segmentation to increase candidate sets in multiple scales and color spaces, and for the same reason, their computational efficiency is usually low.
Proposal post-processing: The proposal post-processing method improves the quality of proposals by introducing post-processing steps. For example, Singh (Singh & Lee, 2019) used w-rpn to rerank the proposals generated by the Edgebox or selective search, and Wang (Chen et al., 2015) improved the superpixel-based proposal by using multithreshold spanning extensions. Data-driven approach: With the advancement of deep neural networks in visual recognition, convolutional networks are gradually being used in object proposal generation, such as DeepMask (Pinheiro et al., 2015) and Faster-rcnn (Ren et al., 2015) . Although CNN models have semantic extraction capabilities, they often suffer from loss of spatial information due to downsampling. As a result, most CNN-based proposals have a lower recall rate under strict overlapping criteria.
Window scoring: Most effective window scoring methods use features such as edges and colors to calculate the probability scores for each candidate window containing objects. Objectness (Alexe et al., 2012) is one of the earliest and well-known window scoring methods. It scores and sorts each candidate window by combining multiple visual cues such as color, edge, position and size in a classification framework. Based on this idea, methods based on edge and contour features such as Rahtu (Rahtu et al., 2011) , BING (Cheng et al., 2014) , Edgeboxes (Zitnick & Dollár, 2014) and ContourBox (Lu et al., 2015) have been proposed. Since these methods often generate object proposal by computing lightweight visual features, they have faster computational speeds than segmentation-based methods and superpixel merging methods, but because the initial search box is quantized to a fixed size, Therefore, the quality of localization is relatively poor.
Proposed Approach
In this section, we will describe our method of generating an object proposal. The implementation process of the algorithm is shown in Figure 3 . We inherit the two-level SVM cascade classification and binarization strategy of BING.
First, for each test image I, downsampling is performed according to a series of fixed ratios P ds , where (m, n) respectively represent the ratio of image line and column downsampling.
(1) Secondly, for each downsampled image I P ds(m,n) , we calculate its horizontal high-frequency HL feature map F P ds(m,n) , and traverse each feature map F P ds(m,n) with a fixed-size search template. We limit the maximum downsampling ratio during downsampling, which reduces the number of times the search template traverses the image.Since each downsampled image needs to be traversed using a search template, the less the number of downsamplings, the smaller the amount of computation. Although the area of the suggestion window we initially generated cannot contain large objects, we don't need to worry about this, because we have adopted a border merging strategy for the proposed box, and generated a high-quality proposal box that approximates the real area of the object by tracking the edge of the object. These new proposal windows include large-scale objects.The border merging strategy is an iterative fusion process.The main purpose of this strategy is to improve the poor quality of the window scoring method, which is an insurmountable defect. Since our border merging process only processes a small number of window borders with the same attributes, the amount of calculation is almost negligible compared to other steps of the algorithm, which we will introduce later. Third, for each region of the search template traversal, we use a binarized classifier to score it, and perform nonmaximum suppression and border merging based on the scored results. Where the threshold T c and T mval is set to filter out the background interference.
HL frequency feature and Object proposal
Objects are usually rich and complex in color and texture, so the method of using color and gradient features such as BING has a higher recall rate at a lower overlap threshold, but the location accuracy is lower. And as the overlap threshold increases, its recall rate will drop dramatically. Wavelet analysis has good ability to extract image structure information, and has a wide range of applications in image processing field. We have found that this feature of wavelet can be applied to the feature extraction of the object proposal generation method to achieve good results. Calculation method: For the downsampled image I P ds(m,n) , the horizontal high frequency feature HL can be generated by convolve the image with step size 2 in row and column directions using the low-pass filter f l and high-pass filter f h defined by equation (2).
We use the HL as the metric feature of objectness. Calculate the horizontal high-frequency HL feature map F P ds(m,n) on a series of downsampled images, and then a sliding window is used to traverse each 8 * 8 scale region on the feature map in steps of 1 to obtain the 64 dimensional HL feature hl of the corresponding region. Then we binarize each hl feature and use the binary SVM classifier to calculate the classification score.
Binarized

HL FEATURE BINARIZATION
The binarized expression of the HL feature f s is as shown in Eq.
(3), and the first N g binary bits are used to approximate the 64-dimensional HL frequency feature hl (Cheng et al., 2014) , Where k represents a binary bit.
4.0.2. CLASSIFIER BINARIZATION Algorithm 1 Binary approximation of w hl
Literature (Cheng et al., 2014; Hare et al., 2012) explains that binary approximation of classifier has the advantage of accelerating feature extraction and classification process. In order to improve the efficiency of calculation, we also binary the classifier. In the above literature, a set of basis vectors is used to approximate the SVM model. However, there is a large decomposition error in this process. Based on this, we propose a binarization approximation method with decomposition error compensation capability, which is applied to our al-gorithm acceleration, as shown in Algorithm 1. Where ν i ∈ {−1, 1} D represents the base vector of the decomposition, s i ∈ {0, 1} D is the error compensation basis vector, λ i ∈ R and µ i ∈ R represent the calibration coefficients, D is the dimension of the descriptor,N a represents the number of decomposition basis vectors, N b represents the number of error compensation basis vectors, T d indicates the allowable error threshold. In Algorithm 1, the SVM model is approximated as:
Using this approximation, we can effectively compute the dot product w hl , f s using only bitwise operations. Where: ν i can be represented by a binary vector,
The following ex-pression can be obtained:
If f s is a binarized feature, the above expression expresses the score of the HL feature of each box in the classifier.
Each dot product in the summation can be calculated using bitwise AND, and the modulus of the vector can count the number of 1s in the binary bit.
NON-MAXIMUM SUPPRESSION AND BOXES MERGING
Using the Eq. (7) to traverse the feature map F P ds(m,n) , a classifier score matrix M can be generated, and each element value of the matrix M represents the objectness score of the 16 * [2 m , 2 n ] region of the corresponding original image. In this paper, the non-maximum suppression algorithm is used to filter the background region where the score is less than 0 in M and suppress the window with the overlap ratio greater than 87.5%. The proposal box coordinates and scores after the non-maximum suppression are stored in the container V , and the merge strategy proposed by us is used to merge the borders.
BOUNDING BOX MERGE
The proposal box generated by a fixed-size search template on a series of downsampled images is likely to not well surround the object instance, resulting in a lower quality of the final generated proposal boxes.In order to solve this problem, we propose a fast and effective eight-neighborhood edge tracking and border growth algorithm to merge box borders containing different parts of the same object. Our method only fuses a small number of box borders with the same attributes, which takes almost no time. We merge the bounding boxes after non-maximum suppression. The merging process is based on the principle that the scores and positions are similar. The steps to implement the algorithm are as follows:
• Create the all-one matrix M 1 and the proposal box coordinates stored in the container V are projected into M 1 in descending order from the score as the seed point to be grown. The matrix value projected to the corresponding coordinate of M 1 becomes 0;
• In M 1 , it is judged whether the value of the 8 fields around the current projection point is 0. If it is 1, it is set to 0. else, it is judged whether the difference between the serial number of the current projection value in V and the serial number of the seed point in V is less than the threshold value T s1 . If it is less than, the two regions are fused as the seed point set for the next growth;
• If the value of the corresponding coordinate before the container V is projected to M 1 is already 0, it is determined whether the difference between the serial number of the current projection value in V and the serial number of the seed point in V is less than a threshold value T s2 , and if it is less than, the two regions are merged as The set of seed points for the next growth;
• We have defined the maximum length of V to be 1100, and stop growing after there is no proposal box coordinates in the container V .
Experiment
To verify the validity and superiority of the proposed method, we tested our method in the public dataset Pascal VOC2007 (Everingham et al., 2007) and the Pascal VOC2007 synthetic interference dataset (Hosang et al., 2015) with 297,120 test images (Hosang et al., 2015) ,and compare it with the best typical method in the last decade:MCG( (Ren et al., 2015) 4 .VOC2007 contains 20 object categories, including 9,963 natural images with annotated labels. We trained using a training data set consisting of 2501 images and tested on a test data set consisting of 4952 images.The VOC2007 Interference Dataset (Hosang et al., 2015) is a repeatability test set synthesized by adding scaling, rotation, illumination variation, JPEG artefacts, blurring, and saltnpepper noise in the VOC2007 test set (Everingham et al., 2007) . The four key evaluation indicators of the general ob-ject proposal methods are recall rate , computational efficiency, location quality, and repeatability (Hosang et al., 2015) . The recall rate evaluates whether it is possible to use as few object proposals as possible including as many objects as possible in the image. Computational efficiency evaluates whether the speed of the object proposal method is significantly faster than the detector itself, so as to improve the computational efficiency of the detector. Repeatability evaluates whether the per-formance of the object proposal method remains stable on similar or slightly different images. Location quality evaluates the validity of the generated object proposal. Therefore, we also mainly test and compare four aspects: (1) object detection recall (DR), (2) mean average best overlap (MABO), (3) computing time, and (4) repeatability . Because these methods have been optimized for the Pascal VOC2007 dataset (Everingham et al., 2007) , we only use their default parameter settings. In the experiment we used multiple overlapping thresholds IOU = [0.50, 0.55, 0.60] to calculate the recall rate. At the same time, VOC2007's data set is labeled with simple samples and difficult samples. In this paper, the comparison is made under the condition of selecting all difficult samples and simple samples.
Approach variants
Based on the different requirements for location quality, detection recall rate and number of proposals, we generated three typical variants by adjusting the parameters, as shown in Table 1 . Where T s1 and T s2 are the distance thresholds of the objectness score.
Recall Evaluation
When the detection and recognition algorithm uses the proposal box generated by the object proposal method as a candidate window, whether the object proposal method can contain all the interested objects in the test image is the most critical criterion to measure their performance.There are two general evaluation methods: First, for a fixed number of proposals, calculate the proportion of objects covered by the generated proposal box under different overlapping thresholds (IoU). Second, for a fixed IoU threshold, calculate the recall of the proposal as the number of proposals changes. We use both methods to evaluate. As shown in Figure 4 , we calculated the relationship between the recall rate and the average recall rate and the number of proposals when the IoU threshold is between 0.5 and 0.6. In the first to third subgraphs of Figure 4 , under dif-ferent IoU thresholds, the relationship between the recall rate and the number of proposals calculated by different object proposal methods is shown, and The last subgraph in Figure  4 shows the relationship between the average recall (AR) and the number of proposals. As can be seen from the figure, when the number of proposals is 1000 to 10,000, the recall rate of the three variants of our method gradually increases and exceeds all methods.
MABO
In order to evaluate the quality of our object proposals, Mean average best overlap (MABO) is used to measure the ability of how well the proposals generated by a method can localize object instances (Hosang et al., 2015) . Figure 5 shows the relationship between the MABO and the proposed budget for different methods. When the proposed budget is , our method can achieve similar performance to the best results. In Table 2 , we summarize the recalls and MABOs for each method at different overlap thresholds when the number of proposals is less than , and underline the top 3 methods in performance. The variant of our method, BIHLQ, achieves the highest recall rate in all methods at IOU ≥ [0.5 ∼ 0.6]. The MABO of our method is slightly lower than that of some segmentation method and superpixel merging method. When the positioning quality reaches more than 80%, the performance of the proposed algorithm depends more on the computational efficiency, detection recall rate and repeatability to perturbation.
Proposal Repeatability
By referring to the evaluation method of Jan Hosang et al. (Hosang et al., 2015) , we compared BIHL with other most advanced algorithms, and the results are shown in figure 6 . Considering that the computational efficiency of CPMC (Carreira & Sminchisescu, 2011) is too low, the comparison with it is ignored.In Figure 6 (a), BING (Cheng et al., 2014) and Slidingwindow[5] are very sensitive to large changes in size, especially when the image is enlarged. The main reason is that both of them use a fixed ratio of search templates. BIHL also uses a fixed search template for downsampled images, but the difference is that we use the proposal box border merge strategy. After merging, the new proposal box can still approach the actual object instance area after the size changes. In Figure 6 (b), (c), (d) and (f), the repeatability of BIHL and other methods except Slidingwiow (Hosang et al., 2015) shows a downward trend with the increase of perturbation, but the downward trend of BIHL is obviously slower than that of other methods. Figure 6 (e) shows that the repeatability of all objectrecommended methods decreases as the image is rotated, but the BIHL's downward trend is significantly slower than other methods. In Table 2 we summarize the average repeatability of all state-of-the-art methods.The repeatability of various perturbation is generally poor with RPN (Ren et al., 2015) and segmentation methods and superpixel merging methods. The average repeatability of BIHL is second only to Slidingwindow (Hosang et al., 2015) and BING (Cheng et al., 2014) . However, when the scale changes greatly, the repeatability of the Slidingwindow and BING becomes very poor, and BIHL can still achieve good performance. This shows that BIHL is the method with the highest average repeatability among the state-of-the-art methods that maintain good repeatability to various perturbation. Table 3 shows the computational time of our method on the PASCAL VOC2007 test set containing 4952 images (Everingham et al., 2007) , including all steps from original image reading to feature calculation, classification, non-maximum suppression and bounding box merging, and coordinate transformation. The computational time compared with other advanced methods is shown in Figure 8 . RPN (Ren et al., 2015) runs on GTX 1080Ti GPU and 2.20 GHz Intel Xeon E5-2630 v4 CPU. Other methods only run on Intel Xeon E5-2630 v4 CPU. The time shown here is the average time of all images of the PASCAL VOC2007 test set (Everingham et al., 2007) , including all steps from reading the image to outputting the proposal boxes. In general, segmentation-based methods and superpixel merging methods run relatively slowly. For example, the fastest method Rand. Prim (Manen et al., 2013) also requires 1.54 s, while the slowest method CPMC (Carreira & Sminchisescu, 2011) requires 276.2 s. Edge-based methods are usually less computationally in-tensiveFor example, the slowest method Rahtu (Rahtu et al., 2011) only requires 5.47 s, and the fastest BING (Cheng et al., 2014) of them can reach 0.004 s. The three variants of our method, except for the difference in accuracy and proposal budget, run at almost the same speed, 0.0015s per image, which is the most efficient method of all current methods, which is nearly 3 times faster than BING (Cheng et al., 2014) . 
Computational Time
Conclusion
In this paper, we propose a new object proposal algorithm(BIHL), which can generate high quality proposals in a very effective way. The advantages of the algorithm are mainly brought by three parts: (1) HL frequency feature, (2) lower error binary approximation, (3) non-maximum suppression and bounding box merging. BIHL has a minimal computational complexity and good objectness measurement ability, which make our algorithm achieve the best performance of the recall rate and computational efficiency in all object proposal algorithms on the VOC2007 dataset, and the average optimal overlap rate (MABO) reaches 81.1%. At the same time, BIHL is the method with the highest average repeatability among the state-of-the-art methods that maintain good repeatability to various perturbation.
A. Data modification declaration
Due to the calculation of redundant features during program debugging, the BIHL computation time given in the paper is 7% higher than the actual time. It has been verified that the average time of each image in the VOC2007 test set by BIHL is 0.0014s instead of 0.0015s
B. Microsoft COCO2017
In order to verify the generalization ability of the algorithm, we performed a test experiment on the MSCOCO2017 dataset. We use the models trained on VOC2007 for all methods and do not optimize any parameters. As on VOC2007, we first use different overlap thresholds (IOU ≥ [0.5 ∼ 0.6]) to calculate the proposal recall rate and the relationship between the recall rate and the number of proposals. Second, we use the average best overlap average MABO to measure various The object generated by the method suggests an average positioning quality for all classes. Due to the large size of the data set, we only compare a few relatively effective algorithms here. In Figure 8 , BIHL performs well at various overlapping thresholds. Interestingly, RPN and Sel.Search perform worse than EdgeBoxes90 in most cases. One possible reason is that RPN and Sel.Search are very sensitive to its parameters. However, our BIHL can still achieve the best results under various overlapping thresholds when fully using the models and parameters trained by VOC2007. In Table 3 we list the corresponding data in Figure 8 and Figure 9 for numerical comparison. In order to test the localization quality of the proposal, we show the relationship between the MABO of various methods and the number of proposals in Figure 9 . It is worth noting that our method is second only to selectivesearch and MCG when the number of proposals is 10,000. On the MSCOCO2017 validation dataset, the average calculation time of BING is 0.0064s, and the average calculation time of our BIHL is 0.0022s. The other methods also run slower than the times listed in Table 2 . This is mainly due to the MSCOCO2017 validation The average size of the images in the data set is larger than the average size of the images in the VOC2007 test set. 
C. Box merging algorithm
The non-maximum suppressed boxes are stored in container V, and the eight-neighborhood edge tracking and border growth algorithm shown in Algorithm 2 is used to merge boxes that contain different parts of the same object.
