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COMMENSURATED SUBGROUPS OF ARITHMETIC GROUPS,
TOTALLY DISCONNECTED GROUPS AND ADELIC RIGIDITY
YEHUDA SHALOM AND GEORGE A. WILLIS
1. Introduction
The Margulis-Zimmer conjecture. The subject of this paper is a well known ques-
tion advertised by Gregory Margulis and Robert Zimmer since the late 1970’s, which
seeks refinement of the celebrated Normal Subgroup Theorem of Margulis (hereafter
abbreviated NST). Although Margulis’ NST is stated and proved in the context of
(higher rank) irreducible lattices in products of simple algebraic groups over local fields,
by Margulis’ arithmeticity theorem we may and shall work solely in the framework of
(S-)arithmetic groups. One departure point for the Margulis-Zimmer conjecture is the
phenomenon that while all higher rank S-arithmetic groups are uniformly treated by the
NST, there is a notable difference in the structure of subgroups which are commensu-
rated, rather than normalized, by the ambient arithmetic group. For example, the group
SLn(Z[1p ]) commensurates its subgroup SLn(Z), while the latter commensurates no ap-
parent infinite, infinite index subgroup of its own. The obvious generalization of this
example, which by Margulis arithmeticity theorem and with the aid of the restriction
of scalars functor is the most general one, goes as follows:
Definition 1.1. Let K be a global field, O its ring of integers, and let G be an ab-
solutely simple, simply connected algebraic group defined over K. Let V be the set of
all inequivalent valuations on K, and let V ∞ ⊂ V denote the archimedean ones. For
a subset V ∞ ⊆ S ⊆ V , let OS ⊆ K be, as usual, the ring of S-integers in K, and let
Γ < G(K) be an S-arithmetic group, namely, a subgroup commensurable with G(OS).
Then any S ′-arithmetic subgroup Λ < Γ (V ∞ ⊆ S ′ ⊆ S) is commensurated by Γ, and we
call such Λ a standard commensurated subgroup. We say that the S-arithmetic
group Γ has a standard description of commensurated subgroups if every Λ < Γ
commensurated by it, is standard or finite.
A precise definition of the notions appearing in Definition 1.1 is given in Section 7.1
below. The Margulis-Zimmer commensurated subgroup problem, which we shall
hereafter abbreviate CmSP (to distinguish from the celebrated CSP – Congruence
Subgroup Problem), can now be stated as:
The Commensurated Subgroup Problem: Let K, G, S, Γ be as above, and
assume, as in the NST, that S-rank(Γ) := Σν∈SKν-rank(G(Kν)) ≥ 2. Does Γ have a
standard description of commensurated subgroups?
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While this was never put in writing, Margulis and Zimmer conjectured that the CmSP
should have positive answer (certainly in characteristic zero, which is studied here), in
which case we shall again use the abbreviation CmSP (where P stands for “Property”).
As we shall see, the notational similarity to the CSP is not merely formal; the two are in
fact intimately linked. Indeed, in the last section of this paper we shall propose a rather
sweeping conjecture, which unifies the CmSP and many other well known deep results
and conjectures in the theory of arithmetic groups including the CSP, thus providing
additional motivation for its study (we return to this issue towards the end of the
introduction). We further remark that the assumption that G be simply connected is
needed only when S is infinite. For reasons to become clear later on, in all of our results
in the sequel we shall assume that K is a number field, i.e. char(K) = 0, although for
illustration we shall also use arithmetic groups in positive characteristic.
An important caveat which must be made at this point is that the CmSP is not
formally well defined as stated. Indeed, an S-arithmetic subgroup of G(K) is in fact
only defined up to commensurability (as it depends on the K-embedding of G in GLn),
while, as we shall see in Theorem 5.2 below, the property we are after is in general
sensitive to passing to finite index subgroups. Thus, merely proving that every subgroup
of Γ = SL3(Z) commensurated by it is finite or co-finite (which is indeed the case) does
not, in itself, guarantee the same result for any finite index subgroup of Γ. This is one
motivation for the approach we take in this paper, to which we now turn, where a much
stronger property which is commensurability-stable is introduced.
Some key notions and the main results. Since one can naturally view the CmSP
as a refinement of Margulis’ NST, a natural approach to it would be to try to push
further, or give a “better” proof of Margulis’ NST. Extending Margulis’ original analytic
proof (the only one that exists in complete generality) turns out to encounter serious
difficulties and has not become successful. Expanding on algebraic approaches to some
special cases of the NST, T. N. Venkataramana in the only prior work [55] around the
CmSP, established a somewhat “brute force” computational proof of the CmSP for
Γ = G(Z) when G is defined over Q and Q-rank(G) ≥ 2 (e.g. Γ = SLn≥3(Z) – see
also the beginning of Section 6.3). The approach we take in this paper is very different
conceptually, as it completely separates the CmSP and the NST by providing the tool
to reduce the former to the latter (taken as a “black box”). However, when applicable,
this approach provides a much stronger (fixed point) property, new even for SLn≥3(Z).
To explain it we introduce the following notions, where groups are assumed countable.
Definition 1.2. 1. We say that a group Γ has the inner commensurator-normalizer
property, if every commensurated subgroup Λ < Γ is almost normal in the sense (used
throughout this paper) that such Λ is commensurable in Γ with a normal subgroup of Γ.
2. Say that Γ has the outer commensurator-normalizer property if the following holds:
for any group ∆ and any homomorphism ϕ : Γ → ∆, any subgroup Λ < ∆ which
is commensurated by (the conjugation action of) ϕ(Γ), is almost normalized by ϕ(Γ),
namely, a subgroup commensurable with Λ in ∆ is normalized by ϕ(Γ).
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Clearly if an arithmetic group has the inner (let alone the outer) property, then by
Margulis’ NST every commensurated subgroup is either finite or co-finite which, as
noted above, is not the case for general S-arithmetic groups. Two crucial advantages of
the outer property are that, first, unlike the inner property it is stable under commen-
surability, and second, its strength enables one to automatically answer positively the
CmSP for all the S-arithmetic groups containing a fixed arithmetic group possessing
it. We remark in passing that the outer commensurator-normalizer property seems re-
markably rare. While it may certainly be that many groups (including “random” ones)
can have the inner property (e.g., the “Tarski monster”, in which every proper subgroup
is finite), it is not clear at all why the same might hold (let alone be proved) for the
outer property. As one instance of this phenomenon we note in Remark 6.5 that infinite
linear groups in positive characteristic never have the outer commensurator-normalizer
property (although at least some higher rank lattices do have the inner one).
We can now state the main result of the paper:
Theorem 1.3. Retain the notations in Definition 1.1, and assume G is a Chevalley
(i.e. split) group over K (as always, char(K) = 0). In case G ∼= SL2 assume further
that K is not Q or an imaginary quadratic extension of it. Then:
1. Any group commensurable with G(O) has the outer commensurator-normalizer prop-
erty.
2. For any V ∞ ⊆ S ⊆ V , any S-arithmetic subgroup of G(K) has standard description
of commensurated subgroups.
One major ingredient in the proof of 1 is the rich structure theory of arithmetic
Chevalley groups, particularly their bounded generation property (which rests on deep
analytic number theoretic tools). In fact, since this property is known to hold also in
the quasi-split case, the result continues to hold in this case as well (see Theorem 6.12
below for the precise border of our approach). The second main ingredient of the proof
relies on elements from the structure theory of automorphisms of locally compact to-
tally disconnected groups, developed by the second author in a series of papers since
the mid 1990’s. Although this introduction revolves mostly around arithmetic groups
and the CmSP, a large part of the paper is in fact devoted to what we believe are
interesting results for their own sake in that theory. Briefly, we show that every poly-
cyclic group of automorphisms of a l.c.t.d. group H is virtually flat, which implies that
its commutator subgroup (virtually) normalizes a compact open subgroup of H . The
connection between the latter and the CmCP is based on a general strategy to the
problem proposed early on by Margulis-Zimmer, which involves topologization process
described in Section 3, fundamental for this paper, and was never made to work. In fact
part 1 of Theorem 1.3 is actually proved first in its topological version, a setting which
seems essential for the proof, and it is the Margulis-Zimmer strategy that transfers the
topological result into the discrete setting we need.
The CmSP revisited. In the last section of the paper we change gear, showing how the
CmSP combines naturally with the congruence subgroup problem, the normal subgroup
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theorem, superrigidity, the Margulis-Platonov conjecture, and results originating from
work of Deligne (extended by Raghunathan and well known for their use by Toledo)
concerning the non-residual finiteness of certain “lifts” of arithmetic groups to universal
covers of algebraic groups. These deep aspects of the theory of arithmetic groups will
be shown to fit together as different facets of one unified conjecture in adelic framework,
building upon work of Deligne (and supported by results of Prasad-Rapinchuk on the
metaplectic kernel) concerning central extensions of algebraic groups over local and
global fields. While we postpone precise details and references to that section, we state
here a simplified version of an unconditional result, in the direction of this conjecture,
which is deduced from Theorem 1.3.
Theorem 1.4. Retain the assumptions and notations of Theorem 1.3 and Defini-
tion 1.1. Assume that K admits a field embedding into R. Let Af denote the ring
of finite adeles of K, G(Af) denote, as usual, the restricted direct product of G(Kν)
over the finite ν ∈ V , and consider an S-arithmetic subgroup Γ < G(K) identified with
its image in G(Af ) through the diagonal embedding. Let ϕ : Γ → H be any homomor-
phism into an arbitrary locally compact totally disconnected group H. Then one, and
exactly one of the following occurs: either
1. Im ϕ is discrete and Ker ϕ is finite (central), in which case ϕ doesn’t extend, or
2. The homomorphism ϕ extends to a continuous homomorphism of the closure
Γ¯ < G(Af ) onto the closure ϕ(Γ) < H.
Furthermore, if the normalizer of any compact open subgroup of H is compact (or
even merely amenable), then 2 necessarily holds.
Of course, as one can take H = Γ in the theorem (or “encode” this situation in a
non-discrete H), 1 is an inevitable possibility. Note that as before, S may be infinite.
The assumption on K arises from the intimate relation to the congruence subgroup
property. Indeed, the proof of Theorem 1.4 makes crucial use of the CSP, NST and our
solution above to the CmSP. In return, by making different choices of H it immediately
implies all of them, as well as superrigidity (noting that the condition on H in the last
statement is satisfied when H = GLn(F )). In the proof of Theorem 1.4 in Section 7.1
we describe also what happens exactly when K is totally imaginary, which yields a
modified result. The general conjecture, which builds on deep work of Deligne [10],
anticipates a result in the spirit of Theorem 1.4 where all places, finite and infinite, play
a symmetric role, and assumptions are relaxed considerably.
Acknowledgments. The authors thank Gregory Margulis and Robert Zimmer for
their input to the manuscript. Deep and special gratitude goes to Gopal Prasad for the
wealth of crucial information he provided during the work on Section 7.2, and to Andrei
Rapinchuk who has read a previous version of this section with great care, pointing out
many improvements. The first author acknowledges the support of the ISF and NSF
through grants 500/05 and DMS-0701639 resp. The second author acknowledges the
ARC support through grants LX0667119 and DP0984342.
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2. Preliminaries
Throughout this section, G will be a totally disconnected locally compact group and
the group of bi-continuous automorphisms of G will be denoted by Aut(G). Every such
G has a base of neighborhoods of the identity consisting of compact open subgroups,
see [33, §2.3]. The set of all compact open subgroups of G will be denoted by B(G). Of
course, despite having many compact open subgroups, G need not have such a subgroup
that is normal. Should x ∈ G fail to normalize any compact open subgroup of G, there
will nevertheless be subgroups that are minimally distorted by the inner automorphism
αx : y 7→ xyx−1 (y ∈ G).
Definition 2.1. Let G be a totally disconnected locally compact group and let α ∈
Aut(G) and x ∈ G.
(1) The scale of α is the positive integer
s(α) = min {[α(V ) : V ∩ α(V )] | V ∈ B(G)} .
(The scale of x is the positive integer s(x) = s(αx).)
(2) A compact open subgroup V such that s(α) = [α(V ) : V ∩ α(V )] is called mini-
mizing for α (and minimizing for x when it is minimizing for αx).
The scale function for automorphisms is analogous to a certain function on linear
transformations, namely, the absolute value of the product of all eigenvalues whose
absolute value is greater than 1. Indeed, s(α) may be calculated in that way from the
eigenvalues of ad(α) when G is a p-adic Lie group, see [14, 15]. An automorphism such
that s(α) = 1 = s(α−1) may therefore be expected to behave like a unipotent linear
transformation. The properties of the scale listed in the next theorem are consistent
with this analogy (consider the absolute value of the determinant in place of the modular
function in 2.2(3)). All properties may derived directly from Definition 2.1, except for
2.2(2) and continuity, which require the structure of minimizing subgroups described
below in Theorem 2.3 and a further argument given in [60, Theorem 3].
Theorem 2.2 (Properties of the Scale). Let α ∈ Aut(G). The scale function
s : Aut(G)→ Z+ has the following properties.
(1) s(α) = 1 = s(α−1) if and only if there is V ∈ B(G) such that α(V ) = V .
(2) s(αn) = s(α)n for every n ∈ N.
(3) ∆(α) = s(α)/s(α−1), where ∆ : Aut(G) → (R+,×) is the modular function on
Aut(G).
(4) s(βαβ−1) for every β ∈ Aut(G).
In addition, the scale function s : G → Z+ induced on G by inner automorphisms is
continuous with respect the group topology on G and the discrete topology on Z+.
Continuing the linear algebra analogy for the scale, the set of subgroups minimizing
for α corresponds to a triangularizing basis for a linear transformation. It is seen
in [14, 15] that, when G is a p-adic Lie group, minimizing subgroups may indeed be
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described in terms of a triangularizing basis for ad(α). There is a close association
between minimizing subgroups and a canonical form also when G is the automorphism
group of a homogeneous tree, for, if x ∈ G is hyperbolic, then the subgroups of G
minimizing for αx are the stabilizers of strings of vertices on the axis of x, see [60]. The
structural characterization of minimizing subgroups given in the next theorem lends the
analogy substance.
Theorem 2.3 (The Structure of Minimizing Subgroups). Let α ∈ Aut(G). For each
V ∈ B(G) put
V+ =
⋂
k≥0
αk(V ) and V− =
⋂
k≥0
α−k(V ).
Then V is minimizing for α if and only if
TA(α): V = V+V− and
TB(α): V++ :=
⋃
k≥0 α
k(V+) is closed.
If V is minimizing for α, then s(α) = [α(V+) : V+].
A compact open subgroup satisfying TA(α) is said to be tidy above for α, while a
subgroup satisfying TB(α) is tidy below. A compact open subgroup that is tidy above
and below is said to be tidy for α. Tidy subgroups were first defined in [60] in relation to
the conjecture of K. H. Hofmann and A. Mukherjea concerning concentration functions
that was stated in [18] and solved in [21]. Equivalence of the tidiness and minimizing
properties was established in [61].
The proof of the structure theorem relies on the following procedure that, given an
arbitrary V ∈ B(G), modifies it in three steps to produce a subgroup satisfying TA(α)
and TB(α).
Step 1: Choose n ∈ N such that ⋂nk=0 αk(V ) satisfies TA(α). (That such n exists is
shown in [60, Lemma 1].) Set V ′ :=
⋂n
k=0 α
k(V ). Then
[α(V ′) : α(V ′) ∩ V ′] ≤ [α(V ) : α(V ) ∩ V ]
with equality if and only if V already satisfies TA(α).
Step 2: Find a compact, α-stable subgroup Kα such that V++Kα is closed. (Two ways
of finding Kα that are relevant in Section 4 are discussed below.)
Step 3: Set W = {x ∈ V ′ | xKα ⊂ KαV ′} and V ′′ = WKα. Then V ′′ is a compact
open subgroup and satisfies TA(α) and TB(α). Furthermore,
[α(V ′′) : α(V ′′) ∩ V ′′] ≤ [α(V ′) : α(V ′) ∩ V ′]
with equality if and only if V ′ already satisfies TB(α) (and Kα ≤ V ′).
Steps 1 and 3 modify V without increasing the index [α(V ) : α(V )∩V ]. Since, by [60,
Theorem 2], this index is the same for all subgroups satisfying TA(α) and TB(α), it
must be the minimum value. Since the index is strictly decreased by these modifications
unless V already satisfies TA(α) and TB(α), such subgroups are the only ones where
the minimum is attained.
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The subgroup Kα found in Step 2 is the obstruction to V
′ being tidy in the sense
that a group satisfying TA(α) is tidy if and only if it contains Kα. In [61] this subgroup
is defined in terms of V ′ by putting
(1) Kα :=
{
x ∈ G | αk(x) ∈ V ′ for almost every k} and K(1)α := Kα.
For an argument in [62] it is important that Kα be defined independently of V
′. This is
done in the following way, which may yield a different group. For each V ∈ B(G) define
Kα,V :=
{
x ∈ G | {αk(x)} is bounded and αk(x) ∈ V, ∀k sufficiently large}
and K(2)α :=
⋂
V ∈B(G)
Kα,V .(2)
A compact open subgroup minimizing for an automorphism α may act in proofs as a
substitute for an α-stable subgroup when these do not exist. Here are some facts about
α-minimizing subgroups that can be used in place of corresponding facts about α-stable
subgroups.
Proposition 2.4. Let V be minimizing for α and let n ∈ Z. Then:
(1) V is minimizing for αn;
(2) αn(V ) is minimizing for α;
(3) V ∩ αn(V ) = ⋂nk=0 αk(V ); and
(4) if V1 and V2 are minimizing for α, then so is V1 ∩ V2.
Proof. Parts 1–3 follow immediately either from the definition of minimizing subgroups
or from their tidiness. Part 4 requires more work and is [60, Lemma 10].
One important difference between α-stable and α-minimizing subgroups is that the
set of automorphisms that have V as a minimizing subgroup might fail to be a group
because it fails to be closed under multiplication. For example, if G is the automorphism
group of a homogeneous tree and V is the stabilizer of the adjacent edges, v1 and v2, then
V is minimizing for any elliptic x ∈ G that leaves {v1, v2} invariant and any hyperbolic
x ∈ G whose axis contains v1 and v2, but these automorphisms do not form a set that is
closed under multiplication. Should a subgroup of Aut(G) have a common minimizing
subgroup, the conclusion of Theorem 2.3 can be improved.
Definition 2.5. Let H ≤ Aut(G).
(1) The subgroup V ∈ B(G) satisfies TA(H) if it satisfies TA(α) for every α ∈ H,
and is minimizing for H if it is minimizing for every α ∈ H.
(2) H is flat if there is a compact open subgroup V that is minimizing for H.
(3) The uniscalar subgroup of the flat group H is
H(1) := {α ∈ H | s(α) = 1 = s(α−1)} .
That H(1) is a subgroup of H follows from Theorem 2.2(1). It is not difficult to show
that it is in fact a normal subgroup.
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The analogy between automorphisms and linear transformations suggests that flat-
ness of a group of automorphisms should be equivalent to commutativity modulo the
uniscalar subgroup. It is proved in [62] that this is indeed the case. In one direction,
finitely generated abelian groups are flat. This criterion for flatness is strengthened
below in Section 4. The next theorem states the converse direction and fleshes out the
analogy with linear transformations.
Theorem 2.6. Let H ≤ Aut(G) be a flat group of automorphisms and suppose that
H/H(1) is finitely generated. Let V be minimizing for H.
(1) There is r ∈ N such that
H/H(1) ∼= Zr.
(2) There are q ∈ N and closed subgroups, Vj for j ∈ {0, 1, . . . , q}, of V such that
V = V0V1 · · ·Vq,
where for every α ∈ H we have α(V0) = V0 and, for every j ∈ {1, . . . , q}, either
α(Vj) ≥ Vj or α(Vj) ≤ Vj.
(3) For each j ∈ {1, . . . , q} the group V˜j :=
⋃
α∈H α(Vj) is closed and α-stable in G.
(4) For each j ∈ {1, . . . , q} let ∆j : H → (Q+,×) denote the modular function for
the restriction of H to V˜j. Then:
(a) ∆j(α) =
{
[α(Vj) : Vj], if α(Vj) ≥ Vj
[Vj : α(Vj)]
−1, if α(Vj) ≤ Vj
; and
(b) there are sj ∈ Z+ and a homomorphism ρj : H → Z such that
∆j(α) = s
ρj(α)
j for every α ∈ H.
(5) s(α) =
∏ {∆j(α) | ρj(α) > 0} for every α ∈ H.
The groups V˜j are analogous of common eigenspaces for elements of H with the num-
bers ∆j(α) being the corresponding eigenvalues. Obtaining the factoring of V in part 2
is the main part of the proof and it is achieved by applying Theorem 2.3 to a sequence
α1, α2, . . . of elements of H: α1 gives a first factoring of V , then α2 is chosen to refine
it, and so on. This argument has a geometric flavor, where the homomorphisms ρj are
viewed as ‘roots’ on H/H(1) and the αk’s chosen determine hyperplanes that separate
the roots. Sufficiently many hyperplanes must be chosen to separate all the roots and
that can be many more than the number of generators of H/H(1), as is shown by the
example where G = Qqp and H is generated by the automorphisms α((xj)) := (pxj) and
β((xj)) := (p
jxj). That there are finitely many roots and the process terminates may
be deduced from the fact that H is finitely generated in the following way. Let {βk}k∈K
is a finite generating set for H. Each factoring of V determines a factoring of the scales
s(βk), and when the factoring of V is properly refined by a new hyperplane, so too is
the factoring of at least one s(βk). (This is a precursor to the factoring of scales in
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part 5.) Since we are factoring integers from a finite set, there comes a point when all
roots have been separated.
The exponent r appearing in part 1 is the flat-rank of H and is always less than or
equal to the number q of ‘eigenspaces’ or ‘roots’. In general, there is no inequality in
the reverse direction as the example H = 〈α, β〉 ≤ Aut(Qqp) mentioned in the previous
paragraph shows. However: when the flat-rank is 0, then q = 0 and H is uniscalar;
and when the flat-rank is 1, then q = 1 or q = 2. Theorem 2.3 may, with hindsight,
be thought of as the flat-rank 1 case of Theorem 2.6. Part 5 of Theorem 2.6 has the
following consequence for the scale function on flat groups.
Corollary 2.7. Let H ≤ Aut(G) be a flat group of automorphisms. Then
(1) the scale function is submultiplicative on H, that is, s(αβ) ≤ s(α)s(β) for every
α, β ∈ H; and
(2) the function
αH1 7→ log s(α) + log s(α−1) : H/H(1)→ R+
is a norm on H/H(1).
It is not true that the scale is submultiplicative on groups that are not flat, for
the product of two automorphisms with scale 1 can have arbitrary scale. A couple of
examples are: the product of two elliptic elements in the automorphism group of a tree
can be hyperbolic; and the product of two unipotent elements in a p-adic matrix group
can be non-unipotent. Note that
log s(α) + log s(α−1) =
∑
{|log∆j(α)| | j ∈ {1, . . . , q}}
The following is [62, Theorem 3.3].
Lemma 2.8. Let H ≤ Aut(G) be flat and let V be minimizing for H. Suppose that K
is a compact subgroup of G such that α(K) = K for all α ∈ H. Let
(3) V ′ := {x ∈ V | xK ⊂ KV } .
Then V ′ is a compact open subgroup of G and V ′K is a compact open subgroup that is
minimizing for H.
3. Commensurated Subgroups and the Topological Completion
Given a group Γ and a commensurated subgroup Λ < Γ, there is a natural ‘com-
pletion’ of Γ that has the closure of Λ as a compact open subgroup. This totally
disconnected locally compact ‘completion’ has been used to study group actions and
representations in [47, 53, 54, 16]. Here, it allows the techniques of the previous section
to be applied to the study of commensurators and its relevant properties are collected
below.
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Definition 3.1. Let Γ be a group with subgroup Λ that is commensurated by Γ. The
left action of Γ on Γ/Λ yields a homomorphism Γ→ Symm(Γ/Λ), denoted by τΓ,Λ.
The relative profinite completion of Γ with respect to Λ, denoted Γ//Λ, is the closure
of τΓ,Λ(Γ) in the topology of pointwise convergence on Symm(Γ/Λ).
Example 3.2. Let Γ = A⋊Z, where A :=
⊕
k∈ZC2, C2 = {0¯, 1¯} is the cyclic group of
order 2 and Z acts on
⊕
k∈ZC2 by translation. (Γ is sometimes called the lamplighter
group.) Let Λ = {f ∈ A | f(0) = 0¯}. Then Λ is commensurated by Γ and Γ//Λ ∼=(∏
k∈ZC2
)
⋊ Z.
Remarks 3.3. 1. The subgroups {τΓ,Λ(γΛγ−1) | γ ∈ Γ} form a subbase of neighborhoods
of the identity in the topology of pointwise convergence on τΓ,Λ(Γ).
2. If Λ is a normal subgroup of Γ, then ker(τΓ,Λ) = Λ and the topology of pointwise
convergence on Symm(Γ/Λ) is discrete, so that Γ//Λ ∼= Γ/Λ.
3. The relative profinite completion is not, strictly speaking, a completion of Γ unless
ker(τΓ,Λ) is trivial.
The Λ-orbits of the action of Γ on Γ/Λ are finite and τΓ,Λ(Λ) is open because γΛ 6= Λ
when γ 6∈ Λ. These observations lead immediately to the following.
Proposition 3.4. The set τΓ,Λ(Λ) is a compact totally disconnected group, an open
subgroup of Γ//Λ. It follows that Γ//Λ is a totally disconnected, locally compact group.
In the reverse direction, suppose that G is a topological group with compact, open
subgroup L. Then L is commensurated by G.
Lemma 3.5. Let G be a topological group and L be a compact, open subgroup of G.
Then τG,L : G→ Symm(G/L) is a continuous and open map with closed range. Hence
G//L ∼= G/ ker(τG,L), where ker(τG,L) is the largest normal subgroup of G contained
in L. It follows that G//L is isomorphic to G when the kernel is trivial.
Proof. Continuity of τG,L holds because gLg
−1 is open for every g ∈ G. To see that
τG,L(G) is closed, let {gm} be a sequence in G such that τG,L(gm) converges, to x say, in
G//L. Then gmL = xL for all sufficiently large m, whence gm belongs to xL for all large
m and {gm} is contained in a compact subset of G. Choose any accumulation point,
g say, of {gm}. Then x = τG,L(g) and we have shown that τG,L(G) is closed. Hence
G//L = τG,L(G) and τG,L(L) is a compact open subgroup of G//L. Therefore τG,L is an
open map.
Lemma 3.6. Let Γ be a group with subgroup Λ and let G be a topological group with a
compact, open subgroup L. Suppose that there is a homomorphism ϕ : Γ→ G such that
(1) ϕ(Γ) is dense in G, and
(2) ϕ−1(L) = Λ.
Then Λ is commensurated by Γ and Γ//Λ is isomorphic to G//L (which by Lemma 3.5
is isomorphic to G when L contains no non-trivial normal subgroups of G).
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Proof. The conditions imply that ϕ(Λ) is dense in L. Hence, for any γ ∈ Γ,
ψ : λ
(
Λ ∩ γΛγ−1) 7→ ϕ(λ) (L ∩ ϕ(γ)Lϕ(γ)−1)
maps Λ/ (Λ ∩ γΛγ−1) onto L/ (L ∩ ϕ(γ)Lϕ(γ)−1). If λ belongs to Γ and ϕ(λ) to L ∩
ϕ(γ)Lϕ(γ)−1, then λ is in Λ ∩ γΛγ−1, whence ψ is also injective. Therefore
[Λ : Λ ∩ γΛγ−1] = [L : L ∩ ϕ(γ)Lϕ(γ)−1] <∞,
and Γ commensurates Λ.
Define ϕˆ : Γ/Λ → G/L by ϕˆ(γΛ) = ϕ(γ)L. Then: ϕˆ is surjective because ϕ has
dense range and L is open; ϕˆ is injective because ϕ−1(L) = Λ; and ϕˆ intertwines the Γ-
and G-actions, that is,
ϕˆ(γ.x) = ϕ(γ).ϕˆ(x), (x ∈ Γ/Λ, γ ∈ Γ).
Hence the closure of τΓ,Λ(Γ) in Symm(Γ/Λ) is isomorphic to the closure of τG,L(ϕ(Γ)) in
Symm(G/L) and, since ϕ(Γ) is dense in G, the latter is equal to the closure of τG,L(G)
in Symm(G/L). By Lemma 3.6 therefore, Γ//Λ is isomorphic to G//L.
Corollary 3.7. Let Λ < Γ be a commensurated subgroup. Then the group Γ//Λ has the
following universality property: Whenever G is a totally disconnected locally compact
group with L < G a compact open subgroup and ϕ : Γ → G is a homomorphism
as in Lemma 3.6, there exists a continuous epimorphism ψ : G → Γ//Λ such that
ψ ◦ ϕ : Γ→ G→ Γ//Λ is the natural homomorphism.
Proof. Take ψ : G → G//L ∼= Γ//Λ the natural homomorphism and use Lemmas 3.6
and 3.5.
The situation where there are nested subgroups Λ ≤ Υ ≤ Γ with Λ and Υ commen-
surated by Γ is analogous to that of nested subgroups L ≤ N ≤ G normalized by G. In
the case of normal subgroups, the Second Isomorphism Theorem gives an epimorphism
ρ : G/L→ G/N with ker(ρ) ∼= N/L. The following is the corresponding statement for
relative profinite completions.
Lemma 3.8. Let Λ ≤ Υ be subgroups commensurated by Γ. Then:
(1) the coset inclusion map Γ/Λ→ Γ/Υ determines a continuous homomorphism
ρ : Γ//Λ→ Γ//Υ
that has dense range;
(2) the closure of ρ(τΓ,Λ(Υ)) is a compact open subgroup, call it V , of Γ//Υ and
τ−1Γ,Λ◦ρ−1(V ) = Υ (more generally, it follows that the last equality can be replaced
by commensurability if V is replaced by any compact open subgroup V ′);
(3) the subgroup τΓ,Λ(ker(τΓ,Υ)) is contained in ker(ρ); and
(4) the restriction map g 7→ g|Υ/Λ is a homomorphism ker(ρ)→ Υ//Λ.
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Proof. 1. Define ρˆ : τΓ,Λ(Γ)→ τΓ,Υ(Γ) by ρˆ(τΓ,Λ(γ)) = τΓ,Υ(γ). Then ρˆ is well-defined
and surjective because τΓ,Λ(γ)(δΛ) 7→ τΓ,Υ(γ)(δΥ) under the inclusion of Λ-cosets into
Υ-cosets. To see that ρˆ is continuous, note that
ρˆ−1(τΓ,Υ(γΥγ
−1)) = τΓ,Λ(γΥγ
−1),
which is open in τΓ,Λ(Γ) because it is the union of τΓ,Υ(γΛγ
−1)-cosets. Extend ρˆ by
continuity to define ρ. Then the range of ρ is dense in Γ//Υ because it contains τΓ,Υ(Γ).
2. Since ρ ◦ τΓ,Λ = τΓ,Υ, the closure of ρ ◦ τΓ,Λ(Υ) is compact and open by Proposi-
tion 3.4. If γ ∈ Γ \ Υ, then γ.Υ 6= Υ. Hence τΓ,Υ(γ) 6∈ V in this case and the second
statement follows.
3. and 4. follow immediately from the definition of ρ.
Remarks 3.9. 1. The range of ρ need not be closed. Let Λ be the trivial subgroup of Γ
and Υ be any commensurated subgroup. Then Γ//Λ ∼= Γ and ρ is essentially τΓ,Υ, which
need not have closed range.
2. The restriction homomorphism ker(ρ)→ Υ//Λ need not be injective. Let Λ and Γ be
as in Example 3.2 and let Υ = A =
⊕
k∈ZC2. Then Γ//Λ
∼= (∏k∈ZC2)⋊ Z, Γ//Υ ∼= Z
and Υ//Λ ∼= C2. Hence ker(ρ) ∼=
∏
k∈ZC2 and the restriction map sends f ∈
∏
k∈ZC2
to f(0) ∈ C2.
3. The homomorphism ρ may be an isomorphism when Λ 6= Υ and the restriction
homomorphism ker(ρ) → Υ//Λ need not be surjective. Let Γ be as in Example 3.2
but now let Λ = {f ∈ A | f(0) = f(1) = 0¯} and Υ = {f ∈ A | f(0) = 0¯}. Then Γ//Λ
and Γ//Υ are both isomorphic to
(∏
k∈ZC2
)
⋊ Z and ρ has trivial kernel. However
Υ//Λ ∼= C2.
Lemma 3.6 may be used to determine Γ//Λ in some cases.
Examples 3.10. 1. The group SLn(Z[1/p]) commensurates the subgroup SLn(Z).
Moreover, the natural homomorphism ϕ : SLn(Z[1/p]) → SLn(Qp) has dense range
and satisfies that ϕ−1(SLn(Zp)) = SLn(Z). Hence, by Lemma 3.6,
SLn(Z[1/p])//SLn(Z) ∼= SLn(Qp)//SLn(Zp).
Lemma 3.5 shows that the latter is isomorphic to SLn(Qp) modulo its largest normal
subgroup contained in SLn(Zp), namely, the center. Therefore
SLn(Z[1/p])//SLn(Z) ∼= PSLn(Qp).
2. For each positive integer m, the congruence subgroup,
Λm = {(rij) ∈ SLn(Z) | rij ≡ δij (mod m)} ,
has finite index in SLn(Z) and hence is also commensurated by SLn(Z[1/p]). When p
does not divide m, Λm is the intersection of ker(ϕm) with SLn(Z), where
ϕm : SLn(Z[1/p])→ SLn(Z/mZ) is the homomorphism
ϕm((rij)) = (rij +mZ) .
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Consider
ϕ× ϕm : SLn(Z[1/p])→ SLn(Qp)× SLn(Z/mZ).
Then ϕ × ϕm has dense range because ϕm is onto and ϕ has dense range, and be-
cause SLn(Z/mZ) is finite and SLn(Qp) has no finite index subgroup. Moreover,
L := SLn(Zp) × {1} is a compact, open subgroup of SLn(Qp) × SLn(Z/mZ) and
(ϕ× ϕm)−1(L) = Λm. Hence, by Lemmas 3.5 and 3.6,
SLn(Z[1/p])//Λm ∼= PSLn(Qp)× SLn(Z/mZ).
The example is a special case of a calculation that is needed for the proof of Theo-
rem 1.3 in Section 6. Let K be a global field, O its ring of integers, and let G < GLn
be an absolutely simple, simply connected algebraic group defined over K. For a subset
V ∞ ⊆ S ⊆ V , denote the ring of S-integers in K by OS (see Section 7.1 below). Then
G(O) is a commensurated subgroup of G(OS). We shall also use the following.
Notation. Let A be the ring of adeles of K. For a set of places S ⊆ V we denote by
G(AS) the subgroup of G(A) obtained by taking a restricted direct product over places
in S only. We denote by Sf the set of finite places in S, and G(OSf ) = Πν∈SfG(Oν) <
G(ASf ) denotes the natural compact open subgroup of the latter.
Assume now further thatG isK-isotropic (or at least isotropic over one infinite place).
Then by strong approximation the diagonal embedding ϕ : G(OS)→ G(ASf ) has dense
range and ϕ−1(G(OSf )) = G(O). Hence for any finite index subgroup Γ < G(OS), by
Lemma 3.6 Γ//(Γ ∩ G(O)) is isomorphic to G(ASf )//G(OSf ). As the center is the
only normal subgroup of G(ASf ) which is contained in G(OSf ), Lemma 3.5 shows
that G(ASf )//G(OSf ) is isomorphic to G(ASf ) divided by its center. The following
isomorphism has thus been established.
Proposition 3.11. Let K, S and G be as in the beginning of the preceding paragraph.
Suppose that Γ is a finite index subgroup of G(OS). Then Γ//(Γ∩G(O)) is isomorphic
to G(ASf ) divided by its center.
Finally, the following general observation will be useful in Section 7 below.
Proposition 3.12. Let Λ < Γ be a commensurated subgroup of the discrete group
Γ. Then there exists a transfinite increasing chain of commensurated subgroups, {Λα},
beginning at Λ and terminating at some Λ′ < Γ, such that the following holds:
(1) Λα < Λα+1 has finite index for all α,
(2) Λβ =
⋃
α<β Λα for limit ordinals β, and
(3) The group Γ//Λ′ has no non-trivial compact normal subgroup.
Proof. For notational convenience let us assume throughout the proof that Λ does not
contain a non-trivial normal subgroup of Γ (which is anyway the case, up to a finite
center, of interest to us here), so that we may identify Λ and Γ with their images in
G = Γ//Λ. Denote by V < G the (compact open) closure of Λ in G. Our purpose is
to factor G by all its compact normal subgroups. Had the group M generated by all
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of those been compact, it would readily follow that G/M has no non-trivial compact
normal subgroups (a property hereafter called reduced). Correspondingly, the subgroup
V ·M would be compact, hence V < M ·V of finite index, and the group Λ′ = Γ∩(M ·V )
would be a finite extension of Λ for which Γ//Λ′ ∼= G/M (by Lemma 3.6) is reduced,
thereby leaving one step in the chain of the Proposition (in the preceding examples the
above procedure applied to Λm in 2 yields SLn(Z) of 1). Unfortunately, it may generally
happen that the above subgroup M < G is not compact, precompact, or even closed,
and that even dividing G by its closure does not result in a reduced group. This fact
leads to the transfinite process that is described next and appears in the proposition.
Definition 3.13. Let G be a locally compact group. Define characteristic closed sub-
groups of G, tα(G), α an ordinal, and T (G) as follows.
• t(G) = closure⋃ {N ⊳ G | N a compact normal subgroup of G}
• t0(G) = {1} and, supposing that tα(G) has been defined for some ordinal α and
that qα : G→ G/tα(G) denotes the quotient map,
tα+1(G) = q−1α (t(G/t
α(G))).
• For α a limit ordinal, tα(G) is the closure of ⋃{tβ(G) | β < α}.
• T (G) = limα tα(G).
The subgroup T (G) is the Wang radical of G.
It is clear from the definition that t(G) is a closed characteristic subgroup of G and it
follows by induction that each tα(G) is a closed characteristic subgroup. Then {tα(G)}
(α an ordinal) is an increasing family of closed subgroups of G and it follows by a
cardinality argument that limα t
α(G) exists.
The Wang radical was defined by S. P.Wang in [57]. As shown there (Theorem 1.5)
it does indeed have the radical property that T (G/T (G)) is trivial. However, in order
to be compatible with the formulation of the Proposition one refines the family {tα(G)}
by “unfolding” (non-canonically) the first step in the Definition to an increasing chain
of compact normal (yet no longer characteristic) subgroups
tα(G) = t(α,0)(G) < t(α,1)(G) < · · · < t(α,i)(G) < · · · < t(α,ηα)(G) = tα+1(G)
obtained by adding compact normal subgroups of G/tα(G) one at a time and taking the
closure at limit ordinals. This defines the refined transfinite chain {t(α,i)(G)} denoted
hereafter by t¯β(G). Recall now that V < G = Γ//Λ denotes the closure of Λ. Define
next the chain of subgroups V β := V · t¯β(G). Being open, it is easy to see that for limit
ordinals β:
⋃
δ<β V
δ = V β, that is, a closure operation as in the first and third step
of the Definition is not required. Finally, set Λβ := Γ ∩ V β. Then by construction all
Λβ are commensurated by Γ and, by Lemma 3.6, Γ//Λβ ∼= G//V β. By Lemma 3.5 the
latter is isomorphic to the group G/t¯β(G), hence when the process terminates we find,
following the construction of the Wang radical, a commensurated subgroup Λ′ < Γ with
reduced Γ//Λ ∼= G/T (G).
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4. Flatness of Nilpotent and Polycyclic Groups
Flat groups of automorphisms are abelian modulo the uniscalar subgroup, as seen
in Theorem 2.6. It is shown in this section that the converse also holds: any group
H ≤ Aut(G) that is finitely generated and abelian modulo a subgroup that stabilizes
a compact open group is flat. This extends [62, Theorem 5.5], where it is shown that
finitely generated abelian groups of automorphisms are flat. The condition that H be
abelian modulo the stabilizer of a compact group can be weakened, and later results in
this section treat finitely generated nilpotent and polycyclic groups of automorphisms.
Further weakening is not possible, as a group described at the end of the section that
is finitely generated and solvable, but not flat, shows.
4.1. The Abelian Case. Suppose that H ≤ Aut(G) has a normal subgroup, N , such
that:
4.1(a): there is V ∈ B(G) such that α(V ) = V for every α ∈ N , and
4.1(b): H/N is finitely generated and abelian.
It will be shown that H is flat by adapting the idea behind the notion of ‘local tidy
subgroups’ that is used in [62, Definition 4.2] to take account of the subgroup N . The
following theorem is the adapted version of [62, Theorem 5.5], stated in a way that
avoids the need for a new notion of ‘local tidy subgroups’.
Theorem 4.1. Let N ⊳H ≤ Aut(G) and suppose that for every finite set h ⊂ H there
is Vh ∈ B(G) such that β(Vh) is tidy for 〈α,N〉 and stabilized by N for every α ∈ h
and β ∈ H. Then H is flat.
Proof. The proof follows the same steps as that in [62]. A complication in the argument
is that a group tidy for a finite set h is not necessarily tidy for 〈h〉. However the
hypothesized conditions on finite subsets h ⊂ H allow Vh to be factored as a product
of subgroups on which each element of h is either expanding or contracting, see [62,
Theorem 4.6]. Adding further elements to h gives a finer factoring. By choosing h
sufficiently large, it may be shown that Vh is tidy for H and that the factoring of Vh is
the one described in Theorem 2.6(2), see [62, Theorem 5.5].
To show that a group H satisfying 4.1(a) and 4.1(b) is flat, it suffices to show that
these conditions imply that the hypothesis on finite subsets h in Theorem 4.1 is satisfied.
The first two lemmas deal with the case when h has one element.
Lemma 4.2. Let N ⊳ H ≤ Aut(G) be as in 4.1(a) and 4.1(b) and let α ∈ H. Then
〈α,N〉 is flat.
Proof. Let V ∈ B(G) be such that β(V ) = V for every β ∈ N . It will be shown that
when the tidying procedure for α is applied to V , the resulting group V ′′ is tidy for
〈α,N〉.
Normality of N in H implies that β(αk(V )) = αk(V ) for every β ∈ N . Hence the
subgroup V ′ =
⋂n
k=0 α
k(V ), defined in the first step of the tidying procedure, is stable
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under N . If N has finite index in 〈α,N〉, then α(V ′) = V ′ and V ′ is tidy for 〈α,N〉.
Otherwise, continue the tidying procedure. Let x belong to Kα, the group defined in
Equation (1), and let β be in N . Then αk(β(x)) = β∗(αk(x)), for some β∗ ∈ N . Hence
αk(β(x)) belongs to V ′ whenever αk(x) does, which implies that Kα and K(1)α are stable
under N . It follows that V ′′, defined in the third step, is stable under N in addition to
being tidy for α.
To see that V ′′ is tidy for every element of 〈α,N〉, let αkβ be such an element.
Then
(
αkβ
)n
= αknβ∗ for some β∗ ∈ N . Hence, for each k ∈ Z, ⋂n≥0 (αkβ)n (V ′′) =⋂
n≥0 α
kn(V ′′) and
⋂
n≤0
(
αkβ
)n
(V ′′) =
⋂
n≤0 α
kn(V ′′). If k > 0 the first set is V ′′+ and
the second V ′′− , by (3), and vice versa if k < 0. Since V
′′ is tidy for α, it follows from
Theorem 2.3 that V ′′ is also tidy for αkβ as required.
Lemma 4.3. Let α ∈ H and suppose that V is tidy for 〈α,N〉 and that N stabilizes V .
Then β(V ) is tidy for 〈α,N〉 whenever β ∈ H.
Proof. Let α′ ∈ 〈α,N〉 and β ∈ H. Then α′β = βα′γ for some γ ∈ N and it follows
that
[α′(β(V )) : α′(β(V )) ∩ β(V )] = [β(α′(γ(V ))) : β(α′(γ(V ))) ∩ β(V )].
Since N stabilizes V , γ(V ) may be replaced by V on the right hand side of this equation.
Hence, since β is an automorphism, the right hand side is equal to the scale of α′ and
it follows β(V ) is tidy for α′.
Lemma 4.4. For each α ∈ H set K〈α,N〉 :=
⋂ {V | V is tidy for 〈α,N〉}. Then
(1) β(K〈α,N〉) = K〈α,N〉 for every β ∈ H and
(2) every V ′ ∈ B(G) that satisfies TA(〈α,N〉) and such that K〈α,N〉 ⊆ V ′ is tidy
for 〈α,N〉.
Proof. (1) Lemma 4.3 shows that {V | V is tidy for 〈α,N〉} is unchanged if β is applied
to each element. Therefore the intersection of this set is stable under β.
(2) If V ′ satisfies TA(α′) for some α′ ∈ 〈α,N〉, then V ′ will be tidy for α′ provided
that it contains the subgroup K
(2)
α′ , defined in (2). Since K
(2)
α′ is contained in every
subgroup tidy for α′, it is contained in K〈α,N〉. (This is the same argument as used to
prove one direction of Lemma 3.31(3) in [4].)
Proposition 4.5. Let N ⊳ H ≤ Aut(G) be as in 4.1(a) and 4.1(b). Then for every
finite set h ⊂ H there is Vh ∈ B(G) such that β(Vh) is tidy for 〈α,N〉 for every α ∈ h
and β ∈ H.
Proof. The proof is by induction on the number of elements in h. Lemmas 4.2 and 4.3
establish the case when h has one element.
Assume that the claim has been established for k-element subsets of H and let h =
{α1, . . . , αk, αk+1}. Then there is V ∈ B(G) such that for every β ∈ H, β(V ) is tidy for
〈αj,F〉, j ∈ {1, . . . , k}. Applying the first step of the tidying procedure for αk+1 to V ,
there is an n ∈ N such that V ′ := ⋂nj=0 αjk+1(V ) satisfies TA(αk+1). Then β(V ′) is also
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tidy for 〈αj,F〉 for each j by Proposition 2.4(4). Lemma 4.4(1) shows that K〈αk+1,N〉 is
β-stable for every β ∈ H and so, by [62, Theorem 3.3], V ′′ is tidy for 〈αj ,N〉 for each
j ∈ {1, . . . , k}, where V ′′ = K〈αk+1,N〉W and W =
{
x ∈ V ′ | xK〈αk+1,N〉 ⊆ K〈αk+1,N〉V ′
}
.
By construction, V ′′ is also tidy for αk+1 and so is tidy for 〈αk+1,N〉 by the same
argument as in the last paragraph of the proof of Lemma 4.2.
The proposition implies that H ≤ Aut(G) satisfying 4.1(a) and 4.1(b) also satisfies
the hypotheses of Theorem 4.1. Therefore H is flat.
Theorem 4.6. Let H ≤ Aut(G) and suppose that there is N ⊳H that stabilizes some
compact open V ∈ B(G) and such that H/N is a finitely generated abelian group. Then
H is flat.
4.2. Nilpotent Groups are Flat. Suppose that H ≤ Aut(G) has a normal subgroup,
N , such that:
4.2(a): there is V ∈ B(G) such that α(V ) = V for every α ∈ N , and
4.2(b): H/N is finitely generated and nilpotent.
It will be shown that H is flat by reducing to the case when H/N is abelian.
Denote by Z1 the inverse image in H of the center of H/N under the quotient map.
Should H/N be non-abelian, there are α, β ∈ H such that γ := [α, β] belongs to
Z1 \N . The group 〈β, γ,N〉 is abelian and finitely generated modulo N and so is flat,
by Theorem 4.6. It may be supposed therefore that the group V in 4.2(a) is tidy for
〈β, γ,N〉.
The next, easily verified, lemma facilitates the reduction.
Lemma 4.7. The subgroup S := {α ∈ Z1 | α(V ) = V } is normal in H.
The subgroup S normalizes V and H/S is nilpotent and finitely generated because
it is isomorphic to (H/N )/(S/N ). Therefore, if S 6= N , we may replace N in 4.2(a)
and 4.2(b) by the larger group S. In doing so, it might happen that γ now belongs to
N . Should that be the case and H/N still be non-abelian, choose new α, β and γ. If,
redefining Z1 and S, the new S is not equal to the new N , then N may be replaced
by a still larger subgroup. Since ascending chains of subgroups of the nilpotent group
H/N are finite, this process will terminate after a finite number of iterations, at which
point either:
(i) H/N is abelian; or
(ii) there are α, β ∈ H such that γ := [α, β] ∈ Z1 \ N , V is tidy for 〈β, γ,N〉 and
S = N .
The next lemma will show that (ii) leads to a contradiction.
Lemma 4.8. Let H, N and Z1 be as above. Let α, β ∈ H and suppose that γ := [α, β]
belongs to Z1. Then s(γ) = 1.
Proof. We begin by showing that s(βγn) does not depend on n. Since the scale is
constant on conjugacy classes, see Theorem 2.2(4), s(βγn) = s(αβγnα−1). On the
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other hand, αβγnα−1 = βγn+1γ′, where γ′ ∈ N . Hence
s(βγn) = [βγn+1γ′(V ) : βγn+1γ′(V ) ∩ V ]
= [βγn+1(V ) : βγn+1(V ) ∩ V ] = s(βγn+1)
and s(βγn) does not depend on n.
Since V is tidy for 〈β, γ,N〉, there are subgroups Vj ≤ V as in Theorem 2.6(4)
such that V = V0V1 · · ·Vq and s(γ) =
∏
ρj(γ)>0
∆j(γ). Hence, if s(γ) 6= 1, there is
j ∈ {1, 2, . . . , q} such that ∆j(γ) > 1. Then ∆j(βγn) = ∆j(β)∆j(γ)n → ∞ as n →
∞. Since s(βγn) = ∏ρj(βγn)>0∆j(βγn), it follows that s(βγn) → ∞ as n → ∞, in
contradiction to s(βγn) not depending on n.
Lemma 4.8 implies that each commutator γ ∈ Z1 has scale 1. Since γ−1 is also a
commutator, s(γ−1) = 1 as well and so γ(V ) = V . Hence γ ∈ S and is not possible that
(ii) holds. Therefore H/N is abelian and H satisfies the hypotheses of Theorem 4.6,
yielding the main result of this subsection.
Theorem 4.9. Let N ⊳ H ≤ Aut(G) and suppose that N stabilizes some V in B(G)
and that H/N is a finitely generated nilpotent group. Then H is flat.
A topological version of this assertion may be made for inner automorphisms.
Theorem 4.10. Let H be a closed nilpotent subgroup of G that is topologically generated
by a compact set. Then H is flat.
Proof. Since compactly generated, locally compact nilpotent groups are pro-Lie, [17],
there is a compact, open, normal subgroup K ⊳H . The quotient group H/K is finitely
generated, let {x1K, . . . , xnK} be a generating set. Then 〈x1, . . . , xn〉 is a finitely gen-
erated, nilpotent subgroup of G and is therefore flat by Theorem 4.9. Choose V tidy
for 〈x1, . . . , xn〉. Then V K is a compact open subgroup of H . Since K is normal,
H = 〈x1, . . . , xn〉K and for each xk ∈ H we have xkV K(xk)−1 = xV x−1K. Hence
(V K)± = V±K and it may be verified that V K is tidy for xk.
4.3. Polycyclic Groups are Virtually Flat. Suppose thatH ≤ Aut(G) has a normal
subgroup, N , such that:
4.3(a): there is V ∈ B(G) such that α(V ) = V for every α ∈ N , and
4.3(b): H/N is polycyclic.
It will be shown that H has a finite index subgroup that is flat.
Since H/N is polycyclic, there is a series
(4) N = H0 ⊳H1 ⊳ · · · ⊳Hl = H
such that Hj/Hj−1 is a finitely generated abelian group for each j ∈ {1, 2, . . . , l}. The
proof is by induction on the length, l, of the series.
When l = 1, we have that H/N is finitely generated and abelian and H is conse-
quently flat by Theorem 4.6. Assume that it has been established that any group having
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a series (4) of length l has a finite index subgroup that is flat and suppose that H has
a series of length l + 1,
(5) N = H0 ⊳H1 ⊳ · · · ⊳Hl ⊳Hl+1 = H.
Then, by the induction hypothesis, there is a finite index subgroup, Hˆl, of Hl that is
flat.
Let NH(Hˆl) :=
{
α ∈ H | αHˆlα−1 = Hˆl
}
be the normalizer in H of Hˆl. Since every
subquotient of H/N is polycyclic with rank at most l+1, the next lemma, applied with
C = Hl and B = Hˆl, will imply that
⋂
α∈H αHˆlα−1 has finite index in Hl, whence it
will follow that NH(Hˆl) has finite index in H.
Lemma 4.11. Let C be a group and B be a finite index subgroup of C. Let A =
Aut(C) and suppose that
⋂
α∈A α(B) has infinite index in C. Then there is a finite
index subgroup E ≤ C and a finite (possibly abelian) simple group F such that for every
n ∈ N there is a surjective homomorphism E → F n.
Proof. The kernel of the representation of C on C/B is a finite index subgroup that
is normal in C. Replacing B by this kernel if necessary, it may be assumed that B is a
normal subgroup. Consider a composition series
B = B0 ⊳ B1 ⊳ · · ·Br−1 ⊳ Br = C
for C/B, where Bj+1/Bj is simple for each j ∈ {0, 1, . . . , r − 1}. Choose Bj to be
the largest subgroup in the series such that
⋂
α∈A α(Bj) has infinite index in C and
put E =
⋂
α∈A α(Bj+1). Then E has finite index in C and is A-invariant. Since⋂
α∈A α(Bj ∩ E) has infinite index in C, Bj ∩ E is a proper subgroup of E and it is a
normal subgroup because E ≤ Bj+1. The index of E ∩Bj in E is bounded by that of B
in C and is strictly less if r > 1. Hence, if E/(E ∩Bj) is not simple, the argument may
be repeated with E and E ∩Bj in place of C and B until a simple quotient is obtained.
Assuming now that E/B is simple, put F = E/B. Then for any finite A ⊂ A, the
subgroup
⋂
α∈A α(B) has finite index in E and E/
(⋂
α∈A α(B)
)
is isomorphic to F n for
some n. Since
⋂
α∈A α(B) has infinite index in E, every exponent n occurs.
Lemma 4.11, the induction hypothesis and (5) between them imply that
Hˆl ⊳Hl ∩NH(Hˆl) ⊳ NH(Hˆl),
where Hˆl has finite index in Hl ∩ NH(Hˆl), NH(Hˆl) has finite index in H and NH(Hˆl)
is abelian modulo Hl ∩ NH(Hˆl). Hence (Hl ∩ NH(Hˆl))/Hˆl is a finite normal subgroup
of NH(Hˆl)/Hˆl and the centralizer of (Hl ∩ NH(Hˆl))/Hˆl consequently has finite index
in NH(Hˆl)/Hˆl. Denote the inverse image of this centralizer under the quotient map by
C, so that C is a finite index subgroup of H containing Hˆl and C/Hˆl is abelian. The
sought after flat group is a finite finite index subgroup of C that will be found with the
aid of the next lemma.
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Lemma 4.12. Let J ≤ Aut(G) be flat and finitely generated and suppose that J ⊳ K
for some subgroup K of Aut(G). Then J (1) is normalized by K and the induced action
of K on J /J (1) has finite orbits.
Proof. The identity [(βαβ−1)β(V ) : (βαβ−1)β(V ) ∩ β(V )] = [α(V ) : α(V ) ∩ V ],
holding for any automorphisms α and β and compact open subgroup V , implies that V is
minimizing for α if and only if β(V ) is minimizing for βαβ−1 and that s(βαβ−1) = s(α).
Hence, if β ∈ K and V is tidy for J , then β(V ) is tidy for βJ β−1 = J and J (1) is
normalized by K.
Recall from Corollary 2.7 that the function γJ (1) 7→ log s(γ) + log s(γ−1) is a norm
on J /J (1). Hence the set {γJ (1) ∈ J /J (1) | s(γ) ≤M} is finite for each constantM .
Since, as shown in the previous paragraph, the scale is constant on K-orbits in J /J (1),
these orbits must be finite.
Let α1Hˆl(1), . . . , αmHˆl(1) be a generating set for Hˆl/Hˆl(1). Then Lemma 4.12 shows
that
{
βαiβ
−1Hˆl(1) | β ∈ N(Hˆl)
}
is finite for each i ∈ {1, 2, . . . , m}. Therefore
Hˆ :=
{
β ∈ C | βαβ−1Hˆl(1) = αHˆl(1)
}
,
the centralizer in C of Hˆl modulo Hˆl(1), has finite index in C and therefore also in H.
Since Hˆ is finitely generated and is 2-step nilpotent modulo the group Hˆl(1), Theo-
rem 4.9 shows that Hˆ is flat.
Theorem 4.13. Let N ⊳H ≤ Aut(G). Suppose that N stabilizes some V in B(G) and
that H/N is a polycyclic group. Then H has a finite index subgroup that is flat.
Remark. Theorem 4.13 cannot be extended to cover solvable groups of automorphisms
that are not polycyclic, even if they are finitely generated. The argument breaks down
because subgroups of finitely generated solvable groups need not be finitely generated
(in fact, the latter property characterizes polycyclic groups among the solvable ones).
One example, where Γ is the so-called lamplighter group, is as follows.
Consider the following linear realization of Γ. Let F2 be the field of two elements
and Γ = Z⋉(F2[t, t−1]), where F2[t, t−1] is the ring of polynomials in t, t−1 over F2,
viewed as an abelian group, and Z acts through multiplication by powers of t. Then
Γ embeds naturally in the algebraic group G = SL2(F2((t))) (embed Z via powers of
the matrix A =
(
t 1
1 t−1
)
, and F2[t, t−1] in the elementary unipotent subgroup). It is
not virtually flat in G as the commutator subgroup of any finite index subgroup is an
unbounded (unipotent) subgroup, while the normalizer of any compact open subgroup
of G is compact (any open, proper subgroup of SLn(F2((t))) is compact). In fact,
using this idea, p-adic specializations, and the fact that a finitely generated discrete
solvable subgroup of GLn(C) is necessarily polycyclic, it seems very likely that a finitely
generated linear solvable group is virtually flat (if and) only if it is polycyclic.
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5. The Inner and Outer Commensurator-Normalizer Properties
The following basic result is also a key tool in the proof of Theorem 1.3.
Proposition 5.1. If Γ1 has the outer commensurator-normalizer property and Γ2 is
commensurable with Γ1 then so does Γ2.
Proof. Let ϕ : Γ2 → ∆ be a homomorphism and suppose that Λ ≤ ∆ is commensurated
by ϕ(Γ2). Consider first the case when Γ1 ≤ Γ2. Since ϕ(Γ2) commensurates Λ, so does
ϕ(Γ1), and there is Λ
′ commensurable with Λ that is normalized by ϕ(Γ1). Then the
subgroup Λ′′ :=
⋂
g∈Γ2
ϕ(g)Λ′ϕ(g)−1 is normalized by ϕ(Γ2) and has finite index in Λ
′,
whence it is commensurable with Λ.
The proof will be completed by treating the case when Γ2 ≤ Γ1. To this end, define a
group ∆˜ and homomorphism ϕ˜ : Γ1 → ∆˜ as follows. Choose a transversal, X , for Γ1/Γ2
and let ∆˜ be the wreath product S(X)⋉∆X , where the permutation group S(X) acts
by composition, that is:
S(X)×∆X → ∆X : (σ, f) 7→ f ◦ σ.
For g ∈ Γ1, let σg ∈ S(X) be the permutation satisfying
gxΓ2 = σg(x)Γ2, (g ∈ Γ1, x ∈ X),
so that g 7→ σg : Γ1 → S(X) is a homomorphism, and let α : Γ1 × X → Γ2 be the
cocycle making the following equality in Γ1 hold:
gx = σg(x)α(g, x), (g ∈ Γ1, x ∈ X).
For g ∈ Γ1 let fg ∈ ∆X be the function fg(x) = ϕ(α(g, x)) and define
ϕ˜ : Γ1 → ∆˜ := S(X)⋉∆X by ϕ˜(g) = (σg, fg).
Then the cocycle identity for α implies that in the second coordinate one has:
fg1g2(x) = ϕ(α(g1g2, x)) = ϕ(α(g1, σg2(x)))ϕ(α(g2, x)) = (fg1 ◦ σg2)(x)fg2(x),
whence ϕ˜ is a homomorphism.
It will now be necessary to distinguish between the identity element in S(X), which is
denoted by ι, and that in ∆X , denoted by e. Recall that Λ < ∆ is the assumed subgroup
commensurated by ϕ(Γ2). The subgroup Λ˜ =
{
(ι, f) ∈ ∆˜ | f(x) ∈ Λ for all x ∈ X
}
of
∆˜ is commensurated by ϕ˜(Γ1). To see this, note that ϕ˜(g)
−1 = (ι, f−1g )(σg−1 , e), hence
ϕ˜(g)Λ˜ϕ˜(g)−1 = (σg, e)
(
(ι, fg)Λ˜(ι, f
−1
g )
)
(σg−1 , e).
Since Λ is commensurated by ϕ(Γ2), it follows that (ι, fg)Λ˜(ι, f
−1
g ) is commensurable
with Λ˜. The conjugate by (σg, e) is still commensurable with Λ˜ because such conjugation
leaves Λ˜ invariant.
Since Λ˜ is commensurated by ϕ˜(Γ1), there is Λ˜
′ ≤ ∆˜ that is commensurable with Λ˜
and normalized by ϕ˜(Γ1). Since ∆
X is a normal subgroup with finite index in ∆˜, it may
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be supposed that Λ˜′ ≤ ∆X . Assume, as we may, that x = 1 is the coset representative
chosen from the coset Γ2. Then
α(g, 1) = g and σg(1) = 1 for every g ∈ Γ2
and the projection π : ∆X ։ ∆ defined by π(f) := f(1) is a homomorphism satisfying
π ◦ ad(ϕ˜(g)) = ad(ϕ(g)), where ad(g) denotes conjugation by g. Therefore Λ′ := π(Λ˜′)
is commensurable with Λ and normalized by ϕ(Γ2).
In the other direction, it is useful to keep in mind the following.
Theorem 5.2. The inner commensurator-normalizer property is not generally invariant
under passing to finite index subgroups.
In the rest of this section we construct the example accounting for Theorem 5.2. Let
F2 be the field of order 2. Then the additive groups
⊕
l∈Z F2 and
∏
l∈Z F2 are vector
spaces over F2 and are dual to each other through the pairing
(6) < h, k >=
∑
l∈Z
h(−l)k(l), (h ∈⊕l∈Z F2, k ∈∏l∈Z F2) .
Let τ and σ be respectively the automorphisms of
∏
l∈Z F2 defined by
(τk)(l) = k(l + 1) and (σk)(l) = k(−l), (k ∈ ∏l∈Z F2) .
Then τ and σ restrict to be automorphisms of
⊕
l∈Z F2 as well, which will be denoted the
same way, and satisfy the identities < τh, k >=< h, τk > and < σh, k >=< h, σk >.
The groups 〈τ, σ〉 and 〈τ〉 are isomorphic to the infinite dihedral group and to Z
respectively. Let Γ = 〈τ, σ〉 ⋉⊕l∈Z F2 and Λ = 〈τ〉 ⋉⊕l∈Z F2. Then Λ is a subgroup
of Γ of index 2 and so these two groups are commensurable.
The group Λ does not have the inner commensurator-normalizer property because
the subgroup
Υ :=
{
(τ 0, (zl)) | (zl) ∈
⊕
l∈Z F2, zl = 0 for l < 0
}
is commensurated by Λ and is not commensurable with any normal subgroup of Λ.
However, Γ does have the inner commensurator-normalizer property.
Proposition 5.3. Let Ξ be a subgroup of Γ that is commensurated by Γ. Then Ξ is
commensurable with a normal subgroup of Γ.
Proof. The special case when Ξ is a subgroup of
⊕
l∈Z F2 follows from part 1 of the
next lemma. The general case is proved subsequently.
Lemma 5.4. (1) Let Ξ be a subgroup of
⊕
l∈Z F2 that is commensurated by 〈τ, σ〉.
Then Ξ is either finite or has finite index in
⊕
l∈Z F2.
(2) Let K be a closed subgroup of
∏
l∈Z F2 that is commensurated by 〈τ, σ〉. Then K
is either finite or has finite index in
∏
l∈Z F2.
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Proof. For Ξ ≤⊕l∈Z F2, define
Ξ⊥ =
{
k ∈
∏
l∈Z
F2 |< h, k >= 0 for every h ∈ Ξ
}
.
Then Ξ⊥ is a closed subgroup of
∏
l∈Z F2 and Ξ is finite (respectively, has finite index)
if and only if Ξ⊥ has finite index (resp., is finite). Similarly, Ξ is commensurated or
normalized by 〈τ, σ〉 if and only if Ξ⊥ is. Hence, once part 2 is proved, part 1 may be
deduced by setting K = Ξ⊥.
The next two lemmas are needed for the proof of part 2.
Lemma 5.5. Let K be a closed subgroup of
∏
l∈Z F2 such that τ(K) = K. Then K is
either equal to
∏
l∈Z F2 or is finite.
Proof. If K is not equal to
∏
l∈Z F2, then there is a nonzero h ∈
⊕
l∈Z F2 that annihi-
lates K. Since K is stable under τ , < τ jh,K >= {0} for every j ∈ Z. In other words,
every element of K satisfies the difference equations
< τ jh, k >=
∑
l∈Z
h(−l + j)k(l) = 0 (j ∈ Z).
Therefore K is finite.
Lemma 5.6. Let K be a closed subgroup of
∏
l∈Z F2 such that τ(K)  K. Then there
is an integer J such that
∏
j≥J F2 is contained in K.
Proof. Since τ(K) is strictly larger than K, K is a proper subgroup of
∏
l∈Z F2 and it
follows that there is a non-zero h ∈⊕l∈Z F2 such that
(7) < h, k >= 0 for every k ∈ K.
Given any such h, every k ∈ K satisfies the difference equations
(8) < τ−jh, k >=
∑
l∈Z
h(−l − j)k(l) = 0, for all j ≥ 0
because τ−j(K) ≤ K for every j ≥ 0. If < τ jh, k > were equal to 0 for every j ≥ 0 as
well, then K would be finite which is impossible under the hypothesis that τ(K)  K.
Hence there is a j ∈ Z+ such that < τ jh, k >=< h, τ jk > 6= 0 for some k ∈ K.
Choose h∗ satisfying (7) such that the difference between the maximum and minimum
integers in the support of h∗ is minimized. Denote by M and m respectively these
maximum and minimum integers and put d := M −m. By translating h∗ if necessary,
it may also be supposed that 〈h∗, τk〉 6= 0 for some k ∈ K. We claim:
(9) the image of the projection K →∏−m−M F2 : k 7→ k|[−M,−m] has order 2d.
For, if not, there is h 6= h∗ in ⊕l∈Z F2 with support contained in [m,M ] and satisfy-
ing (7). Then there is j ∈ Z such that h∗− τ j(h) satisfies (7) and has length of support
less than d+ 1, contradicting the choice of h∗.
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Since h∗(m) = 1, it follows from (9) that the projection
K →∏−m−1−M F2 : k 7→ k|[−M,−m−1] is surjective.
Hence, if k ∈ K satisfies 〈h∗, τk〉 6= 0, then k′ ∈ K may be chosen such that k′|[−M,−m−1] =
τk|[−M,−m−1] and so, putting k1 = k−τ−1k′, we have 〈h∗, τk1〉 6= 0 and k1|[−M+1,−m] = 0.
Then necessarily k1(−m+ 1) = 1 and, by (8), k1(j) = 0 for every j ≤ −m. Since K is
invariant under τ−1, it follows that for every n ≥ 1 there is kn ∈ K with
kn(−m+ n) = 1 and kn(j) = 0 for every j < −m+ n.
Therefore, since K is closed,
∏
j≥−m+1 F2 is a subgroup of K and we may take J =
−m+ 1.
Returning to the proof of Lemma 5.4.2, let K ≤ ∏l∈Z F2 be commensurated by τ .
Then G := K+
⊕
Z
F2 is a subgroup of
∏
Z
F2 and is equal to the union of all subgroups
that are commensurable with K. Topologise G by defining U ⊂ G to be open if
U ∩ (f +K) is open in f +K for every f ∈ G. Then G is a totally disconnected locally
compact group, is stable under τ and the restriction of τ to G is an automorphism.
Lemma 1 in [60] shows that there is a natural number n such that K ′ :=
⋂n
j=0 τ
j(K)
satisfies K ′ := K ′+K
′
−, where K
′
± =
⋂∞
j=0 τ
±j(K ′). It is immediate from the definitions
that K ′ is commensurable with K and that τ(K ′+) ≥ K ′+ and τ(K ′−) ≤ K ′−. If both
τ(K ′+) = K
′
+ and τ(K
′
−) = K
′
−, then both subgroups are finite, by Lemma 5.5, in which
case K is finite. Otherwise, at least one of τ(K ′+)  K
′
+ and τ
−1(K ′−)  K
′
− holds.
Suppose, without loss of generality, that τ(K ′+)  K
′
+. Then, by Lemma 5.6, there
is an integer J such that
∏
j≥J F2 ≤ K ′+ ≤ K. Since K is commensurated by σ and
σ(
∏
j≥J F2) =
∏
j≤−J F2, it follows that a finite index subgroup of
∏
j≤−J F2 ×
∏
j≥J F2
is contained in K. Therefore K has finite index in
∏
j∈Z F2 in this case.
This completes the proof of Lemma 5.4, which establishes Proposition 5.3 in the
special case when Ξ ≤⊕l∈Z F2. For the general case, let Ξ ≤ Γ be commensurated by
〈τ, σ〉. Since Λ has index 2 in Γ, the intersection of Ξ with Λ is commensurable with Ξ
and so it may be assumed that Ξ ≤ Λ. Then Ξ = Z⋉ (Ξ∩⊕l∈Z F2), where Z is a cyclic
subgroup of Λ. Since the case when Ξ ≤ ⊕l∈Z F2 has already been treated, it may
be supposed that Z is generated by (τ p, h′), where p 6= 0. Then hZh−1 ∩ Ξ has finite
index in hZh−1 for any h ∈ ⊕l∈Z F2, and so, fixing a non-zero h, there is a non-zero
integer r such that the commutator [(τ p, h′)kr, h] = τkrph − h belongs to Ξ for every
k ∈ Z. Hence Ξ∩⊕l∈Z F2 is infinite. Since⊕l∈Z F2 is stabilized by 〈τ, σ〉, Ξ∩⊕l∈Z F2
is also commensurated by this group and so, by Lemma 5.4, has finite index in
⊕
l∈Z F2.
Therefore Ξ has finite index in Γ, thus completing the proof.
Remark. It is still true that the inner commensurator-normalizer property passes from
a finite index subgroup to the ambient group.
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6. Proof of Theorem 1.3
6.1. Proof of part 1. In view of Proposition 5.1, the following result suffices in order
to establish part 1 of Theorem 1.3.
Theorem 6.1. Let G be a Chevalley group over a number field K. If G ∼= SL2 assume
that K is not Q or an imaginary quadratic extension of it. Let O be the ring of integers
in K. Then G(O) has the outer commensurator-normalizer property.
For the proof, let ϕ : G(O) → ∆ be a homomorphism and suppose that Λ < ∆ is
commensurated by ϕ(G(O)). Replacing ∆ by the group generated by Λ and ϕ(G(O)),
it may be supposed that Λ is commensurated by ∆. Put D = ∆//Λ and let L be
the closure of τ∆,Λ(Λ) in D. Then the composite of ϕ and the map τ∆,Λ : ∆ → D
yields a homomorphism ϕ¯ : G(O) → D. Since ϕ¯−1(V ) is commensurable with Λ for
any compact open subgroup V of D, it suffices to show that ϕ¯(G(O)) normalizes a
compact, open subgroup of D. As a first step, the next proposition will be used to
show that each root subgroup of G(O) normalizes a compact, open subgroup (that may
depend on the root).
Proposition 6.2. Let G be a Chevalley group over K and O ⊂ K its ring of integers.
(1) Suppose that the rank of G is at least 2. For every root subgroup, Xα, α ∈ Φ, of
G(O) there is a finitely generated nilpotent group, Nα, such that Xα ∩ [Nα, Nα]
has finite index in Xα.
(2) Suppose that G = SL2 where K is not Q or an imaginary quadratic extension
of Q. Then corresponding to each root subgroup, Xi, i = 1, 2, of G(O) there is a
polycyclic group Pi such that Xi ∩ [P ′i , P ′i ] has finite index in Xi for every finite
index subgroup P ′i of Pi.
Proof. 1. Since the rank of G is at least 2, each α ∈ Φ is the sum, α = mβ + nγ, for
some β, γ ∈ Φ that are not opposite roots andm,n ∈ Z+. Let N be the group generated
by Xβ and Xγ. Then N is an arithmetic subgroup of the unipotent group, U , generated
by Xβ(K) and Xγ(K), and is finitely generated and nilpotent. Proposition 7.2.4 in [1]
applies to show that [N,N ] is an arithmetic subgroup of [U, U ]. Since [U, U ] contains
Xα(K), it follows that [N,N ] ∩Xα has finite index in Xα.
2. Let Xi = {xi(a) | a ∈ O}, i = 1, 2 be the root subgroups of SL2(O) and let T
be the subgroup of diagonal elements. Then Xi is isomorphic to the additive group of
O and T to the group of multiplicative units in O, so that both are finitely generated
abelian groups. Denote the elements of T by t(v) where v is a unit. Let Pi be the group
generated by T and Xi. Then Pi is the semi-direct product of these subgroups and is
polycyclic.
The hypotheses on K imply that its group of units has elements of infinite order, by
Dirichlet’s Unit Theorem [36, §4.5, Corollary 1]. Hence, for every finite index subgroup
P ′i of Pi, the intersection P
′
i ∩ T contains an element, t(v) say, of infinite order. For
every x(a) ∈ X ′i := Xi ∩ P ′i we have [t(v), x(a)] = xi((v±2 − 1)a), where the sign of the
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exponent of v depends on whether i = 1 or 2. Hence the map x(a) 7→ [t(v), x(a)] is an
endomorphism of X ′i whose range has index equal to the norm of v
±2− 1 and the claim
holds.
Suppose now that Xα is a root subgroup of G(O) and consider first the case when
the rank is at least 2. Let N be a finitely generated nilpotent subgroup such that
Xα ∩ [N,N ] has finite index in Xα. Then ϕ¯(N) is a flat subgroup of D by Theorem 4.9
and ϕ¯([N,N ]) is uniscalar by Theorem 2.6. Hence Xα itself is flat and uniscalar and
there is a compact, open subgroup of D that is normalized by ϕ¯(Xα). In the case of
SL2(O), let P be the polycyclic group of the proposition corresponding to Xα. Then,
by Theorem 4.13, there is a finite index subgroup P ′ of P such that ϕ¯(P ′) is flat and,
by Theorem 2.6, ϕ¯([P ′, P ′]) is uniscalar. Hence there is a compact, open subgroup of
D that is normalized by Xα ∩ [P ′, P ′]. Since Xα ∩ [P ′, P ′] has finite index in Xα, there
is a compact, open subgroup of D that is normalized by ϕ¯(Xα). The next corollary has
thus been established in all cases.
Corollary 6.3. Let ϕ¯ : G(O) → D be as above. Then for every root subgroup, Xα, of
G(O) there is a compact open subgroup Vα ≤ D that is normalized by ϕ¯(Xα).
If the subgroup Vα did not depend on α, the proof would be complete because G(O)
is generated by its root subgroups. However G(O) satisfies the stronger property of
bounded generation relative to its root subgroups, that is: there is an N and a sequence
{αn}Nn=1 of roots such that G(O) = Xα1Xα2 . . .XαN . It will be seen that this stronger
property allows us to find the desired compact, open subgroup of D that is normalized
by ϕ¯(G(O)). The following is a compilation of cases from [35, Theorem 1.2] and [51,
Corollary 1], which extend work in [7].
Theorem 6.4. Let G be a Chevalley group with irreducible root system Φ over an
algebraic number field K and let O be the ring of integers in K. Suppose that either:
(1) rank Φ ≥ 2, or
(2) rank Φ = 1 and O has infinitely many units.
Then G(O) has bounded generation relative to its root subgroups, Xα, α ∈ Φ.
Note that by Dirichlet’s unit theorem O has infinitely many units provided that K
is not Q or an imaginary quadratic extension of Q; cf. [36, §4.5, Corollary 1].
The metric, d, defined on B(D) (the set of compact open subgroups of D) by
d(V1, V2) = log[V1 : V1 ∩ V2][V2 : V1 ∩ V2], V1, V2 ∈ B(D),
will be useful for the next step in the argument (see the proof of Proposition 6.10 below).
Note that, for any x ∈ D, the conjugation map
V 7→ xV x−1 (V ∈ B(D))
is an isometry of (B(D), d).
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For each root subgroup, Xα, of G(O) choose a compact open subgroup, Vα, of D that
is normalized by ϕ¯(Xα) and set
M = max {d(L, Vα) | α ∈ Φ} .
Then for any α ∈ Φ and x ∈ Xα,
d(ϕ¯(x)Lϕ¯(x−1), L) ≤ d(ϕ¯(x)Lϕ¯(x−1), Vα) + d(Vα, L)
= d(ϕ¯(x)Lϕ¯(x−1), ϕ¯(x)Vαϕ¯(x
−1)) + d(Vα, L)
≤ 2M.
Induction on j shows that
d(ϕ¯(x)Lϕ¯(x−1), L) ≤ 2jM (x ∈ Xα1Xα2 . . .Xαj )
and so, by Theorem 6.4, there is an N such that
d(ϕ¯(x)Lϕ¯(x−1), L) ≤ 2NM (x ∈ G(O)).
In other words, the orbit of L ∈ B(D) under the conjugation action of ϕ¯(G(O)) is
bounded. It follows by [6, Theorem 6(iii)] (which is quite non-trivial, unlike standard
“circumcentre arguments”) that there is L′ ∈ B(D) which is stable under the conju-
gation action of ϕ¯(G(O)), thus completing the proof of the first part of Theorem 1.3.
(See also [47] and [56] for work related to [6].)
Remark 6.5. Let Fp be a finite field and Fp[t] denote the ring of polynomials over
Fp. For n > 2 the higher rank arithmetic group in positive characteristic SLn(Fp[t])
satisfies the Margulis’ NST. Moreover, the algebraic treatment of Venkataramana in
[55] (already mentioned earlier), shows that every commensurated subgroup of it is finite
or of finite index (in particular, this group has the inner commensurator-normalizer
property). However, unlike its “cousin” SLn(Z), this group does not satisfy the outer
property because SLn(Fp[t]) and SLn(Fp[t−1]) are both (abstractly isomorphic) subgroups
of the countable group SLn(Fp[t, t−1]) which commensurate, without almost normalizing,
each other (as can easily be verified). In fact the following can be proved.
Theorem 6.6. Let Γ be a finitely generated group with the outer commensurator-
normalizer property. Then any linear representation of Γ over a field of positive char-
acteristic has finite image.
Proof. It is a rather standard fact, cf. [26, Lemma 5.7,5.8], that if a finitely generated
group Γ admits an infinite representation over such a field, then it admits also some
unbounded representation into GLn(k) for some local field k of the same (positive)
characteristic. Hence, by passing to a finite index subgroup and using the implied finite
abelianization property of Γ, we may assume the latter representation ranges in SLn(k).
However, normalizers of compact open subgroups of SLn(k) are (open and different
from SLn(k) hence) compact, while the image of Γ is unbounded, in contradiction to
the assumed outer commensurator-normalizer property.
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6.2. Proof of part 2 of Theorem 1.3. Let V ∞ ⊆ S ⊆ V be a set of places. Let Γ
be an S-arithmetic subgroup of G(K) and suppose that Λ ≤ Γ is commensurated by
Γ. Then Λ ∩G(OS) is commensurable with Λ and it suffices to show that Λ ∩G(OS)
is a standard commensurated subgroup. Hence, replacing Γ and Λ by Γ ∩G(OS) and
Λ ∩ G(OS) respectively, it may be supposed that Γ and Λ are subgroups of G(OS).
Consider Γ∩G(O), which is commensurable with G(O) and commensurates Λ. Part 1.
shows that there is Λ′ ≤ Γ that is commensurable with Λ and normalized by Γ∩G(O).
The proof will be completed by showing that Λ′ is a standard commensurated subgroup.
Because both Γ ∩G(O) and Λ′ are commensurated by Γ, and the former normalizes
the latter, it is easy to verify that the subgroup they generate (Γ ∩ G(O))Λ′ is also
commensurated by Γ (note that this is not the case in general). Thus both Γ ∩G(O)
and (Γ ∩G(O))Λ′ are commensurated subgroups of Γ and
Γ ∩G(O) ≤ (Γ ∩G(O))Λ′.
By Lemma 3.8, there is a homomorphism
ρ : Γ//(Γ ∩G(O))→ Γ//(Γ ∩G(O))Λ′
that has dense range. By Proposition 3.11, Γ//(Γ ∩ G(O)) is isomorphic to G(ASf )
divided by its center (Note: the notation here and in the sequel follows the one preceding
Proposition 3.11). For convenience, let us establish at this point throughout the rest of
the proof the ad hoc notation Gp for the “projectivization” of a group G (always linear
in our discussion), i.e., Gp is G divided by its center. Thus, using the isomorphism
provided by Proposition 3.11 we have a homomorphism
(10) ρ′ : G(ASf )p → Γ//(Γ ∩G(O))Λ′
that has dense range. That ρ′ is in fact surjective follows from the next result which
may be of independent interest.
Theorem 6.7. Let S ⊂ V be any set of places, and ρ : G(AS) → H be a continuous
homomorphism, where H is locally compact. Then ρ(G(AS)) is closed.
In order not to disrupt the flow of the proof of Theorem 1.3, we postpone the proof
of this result to the end. Continuing, Theorem 6.7 implies that the homomorphism ρ′
in (10) is surjective, and so Γ//(Γ ∩G(O))Λ′ ∼= ρ′(G(ASf )p). Moreover, since G(ASf )p
is the restricted product of the simple locally compact groups G(Kν)
p (ν ∈ Sf), there
is S ′f ⊂ Sf (possibly empty) such that ker(ρ′) = G(AS
′
f )p and
ρ′(G(ASf )p) ∼= G(ASf )p/G(AS′f )p ∼= G(ASf\S′f )p.
Collecting all the homomorphisms obtained so far yields:
Γ
τΓ,Γ∩G(O)−→ Γ//(Γ ∩G(O)) ∼= G(ASf )p ρ
′−→ Γ//(Γ ∩G(O))Λ′ ∼= G(ASf\S′f )p
The final isomorphism in the sequence is not necessarily unique, and is chosen so
that the composition of the last two homomorphisms is the natural projection. Call
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the composition of all these maps f : Γ → G(ASf\S′f )p. Lemma 3.8 then implies that
(Γ∩G(O))Λ′ is commensurable with f−1(V ) for any compact open subgroup, V , of the
last group. Choosing V = G(OSf \S
′
f )p, by tracing back all the arrows in the definition
of f it is easy to see that f−1(V ) = Γ ∩ (G(AS′f )×G(OSf\S′f )). Hence (Γ∩G(O))Λ′ is
commensurable with
Γ ∩ (G(AS′f )×G(OSf\S′f )) <com G(OS′) := G(OV∞∪S′
f
).
We have now reached the reduction step to the Margulis’ Normal Subgroup Theorem.
Since Λ′ is normalized by Γ∩G(O), it is a normal subgroup of the S ′-arithmetic group
(Γ ∩ G(O))Λ′. Therefore, by the NST [28, Theorem VIII.2.6 page 265], Λ′ is either
finite, or has finite index, i.e., it is a standard commensurated subgroup. We are thus
only left with the following:
Proof of Theorem 6.7. The closedness ρ(G(AS)) is well known to experts for finite S.
As we could not find a reference the proof is sketched here for completeness. Suppose
that S = {ν1, . . . , νs}. Then G(AS) =
∏s
j=1G(Kνj), where each G(Kνj) is a projec-
tively simple group over the locally compact field Kν . Let the sequence {gn} ⊂ G(AS)
be such that ρ(gn) → x ∈ H as n → ∞. It must be shown that there is g ∈ G(AS)
such that ρ(g) = x. The Cartan decomposition, see [45, Theorem 3.14] or [20, Corollary
2.17], yields that
G(Kνj ) = G(Oνj)HjG(Oνj),
where Oνj is the ring of integers in Kνj and where Hj the Cartan subgroup of G(Kνj).
Hence, since G(Oνj) is compact, it may be supposed that the projection of gn onto
G(Kνj) belongs to Hj for each j. The projection of gn onto G(Kνj ) will be denoted by
gn,j. We claim that
ρ(G(Kνj)) = {1} for any j with {gn,j} unbounded.
To see this, assume that {gn,j} is unbounded. Then there is there is a root, α,
such that {χα(gn,j)} is unbounded, where gxα(a)g−1 = χα(g)xα(a) for every a ∈ Kν .
Hence the identity is an accumulation point of
{
gn,jx−α(a)g
−1
n,j
}
and it follows that
xρ(X−α(Kνj))x
−1 = {1}. Therefore ρ(X−α(Kνj)) = {1} and the claim follows because
G(Kνj) is projectively simple. Since G(Kνj) is locally compact for each j, the claim
implies that there is g ∈ G(AS) such that ρ(g) = x.
Suppose next that S is infinite and let, as before, the sequence {gn} ⊂ G(AS) be
such that ρ(gn) → x ∈ H as n → ∞. We shall assume hereafter that H is totally
disconnected, which is the only case needed for our purposes. See however the remarks
proceeding the proof for the general case. Because of this assumption on H we may
assume that S consists of finite places (a more significant use of this assumption is
below). For ν ∈ S denote the projection G(AS) → G(Kν) by πν . Let G(OS) denote
the product
∏
ν∈SG(Oν). Then ρ(G(O
S)) is a compact subgroup of H and so there is a
compact open subgroup, V ≤ H , such that ρ(G(OS)) ≤ V . Since ρ(G(OS)) is compact
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and V is open, xρ(G(OS))x−1 ∩ V has finite index in V . Moreover, since ρ(gn)→ x, it
may be supposed that
ρ(gnG(OS)g−1n ) ∩ V = xρ(G(OS))x−1 ∩ V for all n.
Hence (gnG(OS)g−1n ) ∩ ρ−1(V ) is independent of n. Put
(11) P =
{
ν ∈ S | gnOνg−1n 6≤ ρ−1(V )
}
.
Then P is a finite subset of S because (gnG(OS)g−1n ) ∩ ρ−1(V ) has finite index in
gnG(OS)g−1n .
Denote by πP and πS\P the natural projections
πP : G(AS)→ G(AP ) and πS\P : G(AS)→ G(AS\P ).
Then gn may be factored as gn = anbn for each n, where an ∈ ker(πS\P ) and bn ∈
ker(πP ). Consider ν ∈ S \ P . If πν(gn) 6∈ G(Oν), then gnG(Oν)g−1n 6= G(Oν) and
〈gnG(Oν)g−1n ,G(Oν)〉 has non-compact closure, by [20, Corollary 2.18]. On the other
hand, it follows from (11) that ρ(〈gnG(Oν)g−1n ,G(Oν)〉) is contained in the compact set
V , which forces ρ(G(Kν)) to be trivial. Dividing Sf\P into those places where ρ is trivial
and its complement, bn may be factored as bn = cndn, where cn ∈ G(OS) and ρ(dn)
is trivial. Since G(OS) is compact, it may be supposed, by passing to a subsequence
if necessary, that {cn} is convergent with limit c, say. Hence ρ(an) = ρ(gnd−1n c−1n ) →
xρ(c−1) as n → ∞. Since an ∈ G(AP ) and P is finite, there is a ∈ G(AP ) such that
ρ(a) = xρ(c−1). Therefore x = ρ(ac) as required, completing the proof of Theorem 6.7.
Remark. The case of infinite S in Theorem 6.7 does not follow directly from the
finite case, and special properties of the groups G(Kν) are essential for the argument.
Consider, for example, the restricted direct product of any infinite family of non-trivial
finite groups w.r.t the trivial subgroup, which is just their direct sum. This group
embeds densely into the direct product of the groups.
Remark. The assumption made in the proof that H is totally disconnected, can indeed
be relaxed. The full treatment of the combined totally disconnected by connected case
in this spirit seems rather technical (and may depend also on the Montgomery-Zippin
work [33]). Alternatively, one can give a different, unified, “high tech” representation
theoretic proof of Theorem 6.7 along the following lines: First, observe that closedness
of the image of any group homomorphism ρ with Kerρ compact is equivalent to the
property that the restriction of the H-regular representation L2(H) to Imρ is a mixing
unitary representation. This and the well known Howe-Moore Theorem, immediately
imply the closedness of ρ restricted to any simple factor (noticing that an invariant
vector is possible only if the image is bounded, which again contradicts Howe-Moore in
view of the Peter-Weyl Theorem). Hence the matrix coefficients of L2(H) restricted to
each simple factor, unless trivial, satisfy the well known uniform pointwise exponential
decay property, which transfers also to (almost) every irreducible component (appearing
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in a direct integral decomposition of L2(H)). Using this and the well known (yet
key) fact that every irreducible unitary representation of G(AS) is a tensor product of
irreducible (tempered in our case) representations of the local factors, one shows that
all irreducible components of L2(H) restricted to G(AS) are mixing, which then passes
to their direct integral.
The same argument shows also the following result about adelic groups, which is well
known for (finitely many) simple factors, but requires more attention in general.
Proposition 6.8. For any G absolutely simple and simply connected, and any set
S ⊂ V , any open subgroup U < G(AS) is of the form G(AS′)× L where L < G(AS\S′)
is compact open.
Once again, compare to the situation with a direct sum of finite groups. Represen-
tation theory becomes relevant to this Proposition through the observation that for an
open subgroup B < A the A-representation L2(A/B) is mixing iff B is compact. For the
proof one looks at the unitary representation on L2(G(AS)/U), which on every simple
factor to which it restricts non-trivially must be mixing (by the individual properties
of the simple factors), and now continuing as before. One can give here as well a more
elementary argument.
Remark. One can use Proposition 6.8 in order to prove the following result (under the
same general conditions on G):
Proposition 6.9. If Γ < G(K) contains an infinite S-arithmetic subgroup Λ (for any
S containing the infinite places), then Γ itself is S ′-arithmetic.
The result was proved by Lubotzky-Zimmer in [26, Lemma 2.8] when Λ was assumed
commensurable with G(O) (assumed infinite), and Γ is finitely generated. The first
condition is easier to relax. However to argue similarly to Lubotzky-Zimmer in removing
the finite generation condition on Γ one needs (or at least can use) Proposition 6.8.
One Final Remark. One can use Proposition 6.9 instead of Theorem 6.7 in the proof
of Theorem 1.3. As suggested by the preceding discussion, they are strongly related.
Theorem 6.7 is also an integral part of Theorem 1.4.
6.3. Alternative approaches, and a question. We begin by noting that while the
approaches are indeed different, like us Venkataramana [55] makes crucial use of the
unipotent elements, leaving the anisotropic cases unapproachable. Note that part 2 of
our Theorem 1.3 and his result [55] overlap, but neither one implies the other (while
over positive characteristic our approach is hopeless). Note also the structural simi-
larity of the proof of 1 in Theorem 1.3 and that in [36, Prop 7.14] and [50]. We now
proceed to discuss two variations which continue to rely on bounded generation as well
as on “topologization” of the problem in an essential way (through Proposition 2.4).
Throughout this subsection G denotes a locally compact totally disconnected group.
Distortion. This approach came up following a question by Pierre-Emmanuel Caprace
and Shahar Mozes after the completion of the original proof. Recall that if Γ is a finitely
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generated group then an element α ∈ Γ is called distorted if w.r.t some (equivalently
any) word length ℓ on Γ one has: ℓ(αn) = o(n) as n→∞. The key observation here is:
Proposition 6.10. Let Γ < Aut(G) be finitely generated. Then the scale of any dis-
torted element α ∈ Γ is 1.
For the proof of this proposition, we explain a basic remark made in [5] without
details, claiming that the function d : B(G)× B(G)→ R+ defined by
d(U,W ) = log[U : U ∩W ][W : U ∩W ]
is a metric on B(G) (the space of compact open subgroups of G). Indeed it is easy to
see that this follows immediately from the asymmetric version of the triangle inequality,
which is valid for all U, V, W ∈ B(G):
(12) [U : U ∩W ] ≤ [U : U ∩ V ][V : V ∩W ].
This inequality (12) is established by observing that
[U : U ∩W ] ≤ [U : U ∩ V ∩W ] = [U : U ∩ V ][U ∩ V : U ∩ V ∩W ],
where the first relation holds because U ∩V ∩W is a subgroup of U ∩W , and the second
follows from the chain of inclusions U ∩ V ∩W ≤ U ∩ V ≤ U . To complete the proof
of (12), observe next that the inclusions U ∩ V ∩W ≤ V ∩W and U ∩ V ≤ V induce a
map (U ∩V )/(U ∩V ∩W )→ V/(V ∩W ) that is easily seen to be injective, from which
it follows that
[U ∩ V : U ∩ V ∩W ] ≤ [V : V ∩W ].
Next, returning to Proposition 6.10, applying (12) to the groups αβ(V ), α(V ) and
V , where α, β ∈ Aut(G), yields
[αβ(V ) : αβ(V ) ∩ V ] ≤ [αβ(V ) : αβ(V ) ∩ α(V )][α(V ) : α(V ) ∩ V ],
whence, since α is an automorphism of G,
[αβ(V ) : αβ(V ) ∩ V ] ≤ [β(V ) : β(V ) ∩ V ][α(V ) : α(V ) ∩ V ].
An induction argument then implies the following.
Lemma 6.11. Let A be a finite subset of Aut(G) and let V ∈ B(G). Suppose that
α = γ1 · · ·γl is a word of length ℓ in elements of A ∪A−1. Then
(13) [α(V ) : α(V ) ∩ V ] ≤M l,
where M = max {[γ(V ) : γ(V ) ∩ V ], [γ−1(V ) : γ−1(V ) ∩ V ] | γ ∈ A}.
Proof of Proposition 6.10. Let V be a minimizing subgroup for α. Then, by
Proposition 2.4,
[αn(V ) : αn(V ) ∩ V ] = s(αn) = s(α)n for every n ≥ 0.
On the other hand, Lemma 6.11 shows that there is a constant M such that one has
[αn(V ) : αn(V ) ∩ V ] ≤ M ℓ(αn) for all n, which implies n log s(α) ≤ ℓ(αn) logM = o(n)
as n→∞, hence s(α) = 1.
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Now, arguing exactly as in the proof of Theorem 1.3 one deduces, using the well known
result of Lubotzky-Mozes-Raghunathan [24] which guarantees distortion of unipotent
elements in higher rank non-uniform lattices:
Theorem 6.12. Let Γ < G(K) be commensurable with G(O), where the latter is as-
sumed of rank at least 2, and G is assumed K-isotropic. If G(O) is boundedly generated
by its unipotent elements then Γ has the outer commensurator-normalizer property.
Of course, with some more structural theoretic arguments (along the same lines
of [24]) this result can also be proved using the approach taken in the proof of Theo-
rem 1.3. The main issue remains finding (unipotently) boundedly generated arithmetic
groups beyond the split and quasi-split cases (and the one other recent known family
SOn≥5(f) for certain quadratic forms f , due to Erovenko-Rapinchuk [12]). Note also
that just being abstractly boundedly generated (by an arbitrary finite set) is not enough
for our purposes here (unlike for the CSP, for example).
Divisibility. Recall that an element α ∈ Γ is infinitely divisible if for every n there is
m > n and γ ∈ Γ with γm = α. We have, see [60, Proposition 4]:
Proposition 6.13. If α ∈ Aut(G) is infinitely divisible then s(α) = 1.
Proof. This follows immediately from the inequality s(γm) = s(γ)m in Proposition 2.4:
once m > s(α) we have s(α)
1
m < 2 and α cannot be an m-power unless its scale is 1.
In the presence of bounded generation, arguing as in the proof of Theorem 1.3 yields
the following.
Corollary 6.14. Suppose that Γ < Aut(G) is boundedly generated by a finite set of
cyclic groups, each generated by an infinitely divisible element of Aut(G). Then Γ
stabilizes a compact open subgroup of G.
Although arithmetic groups themselves do not have infinitely divisible elements, their
unipotent elements have this property inside an ambient S-arithmetic group. This im-
plies a relative outer commensurator-normalizer property: under the same assumptions
of Theorem 6.12, if Λ is an S-arithmetic group with S containing some finite place,
then for any homomorphism ϕ : Λ→ ∆, once Λ ∩G(O) commensurates a subgroup of
∆ then it normalizes a subgroup commensurable to it. While this is of course weaker
than Theorem 6.12, it does offer an approach to cases like G = SL2, K = Q, which are
not handled by Theorem 1.3 (but are covered in Conjecture 7.7 below). For example, if
answered positively, the following natural question and the preceding discussion, com-
bined with the proof of part 2 in Theorem 1.3, would show that any commensurated
subgroup of SL2(Q) is S-arithmetic (which is only conjectured at this point):
Question. Do there exist natural numbers M,L such that every matrix in SL2(Z) can
be written as a product of at mostM elementary matrices in SL2(Q) whose denominator
is bounded (in absolute value) by L?
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7. Theorem 1.4 and beyond
7.1. Proof of Theorem 1.4 and the case of totally imaginary K. Consider first
the last statement of the Theorem: assuming that the normalizer of each compact, open
subgroup of H is amenable, we show possibility 1 cannot occur. Indeed, by part 1 of
Theorem 1.3 (in its topological version proved in Section 6), there exists a compact open
subgroup V < H normalized by ϕ(G(O)). By assumption then, ϕ(G(O)) is contained
in an amenable subgroup of H , which is not possible if ϕ(G(O)) is discrete and kerϕ
is finite.
Next, notice that the two possibilities in the Theorem are mutually exclusive. This
follows from Theorem 6.7, the fact that the closure of Γ in G(Af) is a direct product
of a compact subgroup and a restricted direct product over G(Kν) (use Proposition 6.8
above), together with the observation that the image of Γ under any infinite quotient
of its closure in G(Af) is non-discrete.
We proceed now to the proof of the main part of the theorem, and preface it with some
general relevant facts. Assume that Λ < Γ are countable, residually finite groups, and
that Λ is commensurated by Γ. Then any (separating) family F of finite index normal
subgroups of Λ which is closed under intersection, defines a system of neighborhoods
of the identity in a group invariant topology on Λ, making the completion of Λ a
compact (profinite) group. Under the obvious conditions on F w.r.t the conjugation
action of Γ, the same topology will make (the completion of) Γ a locally compact
totally disconnected topological group, in which the closure of Λ is a compact open
subgroup. This situation has already been encountered previously in the construction
of Γ ‖ Λ (where F is the weakest topology with this property), and we shall need two
more, in the first of which F consists of all finite index subgroups of Λ.
Notation and convention. The locally compact group obtained as the completion
of Γ in the latter case will be denoted (Γ ‖ Λ). Whenever this notation is used, it is
implicitly assumed that Λ is residually finite and is commensurated by Γ.
Some basic properties, whose easy verification is left to the reader, are given by:
Lemma 7.1. 1. If Λ < Γ < ∆ then the inclusion map Γ→ ∆→ (∆ ‖ Λ) extends to a
topological isomorphism of the group (Γ ‖ Λ) with the closure of Γ in (∆ ‖ Λ).
2. If Λ1,Λ2 < Γ are commensurable subgroups, then the identity map on Γ extends to
a topological group isomorphism of (Γ ‖ Λ1) with (Γ ‖ Λ2).
The relevance of this construction to our discussion comes from the following univer-
sality property, which is opposite to the one appearing in Corollary 3.7.
Lemma 7.2. Assume Λ < Γ is commensurated, and let ϕ : Γ→ H be a homomorphism
into some locally compact totally disconnected group H. If ϕ(Λ) < H is bounded, then
ϕ extends to a continuous homomorphism ϕ˜ : (Γ ‖ Λ)→ H.
Proof. Let U < H be an open subgroup of H . Since ϕ(Λ) is precompact, U ∩ ϕ(Λ)
has finite index in ϕ(Λ). Hence ϕ−1(U ∩ ϕ(Λ)) ⊆ ϕ−1(U ∩ ϕ(Γ)) ⊆ Γ has finite index
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in ϕ−1(ϕ(Λ)) and the latter contains Λ. Thus ϕ−1(U) contains a finite index subgroup
of Λ and is open in Γ in the topology of (Γ ‖ Λ), as required.
Aiming at Theorem 1.4, let Γ < G(K) be an S-arithmetic group, and let ϕ : Γ→ H .
Replacing H by the closure of ϕ(Γ), we may assume the latter is dense. Let U < H
be a compact open subgroup, and let A = ϕ(Γ) ∩ U < H . As usual, because ϕ(Γ)
commensurates U in H , it commensurates A, hence Λ := ϕ−1(A) < Γ is commensurated
by Γ. There are now two cases, in accordance with the alternatives in the statement
of Theorem 1.4. If Λ is finite, then so is A, and by density of ϕ(Γ) it follows that
H is discrete and so is ϕ(Γ). Furthermore, the finiteness of Λ implies that kerϕ is
finite (in which case, as is well known and easy to see, it is central). This is exactly
possibility 1 of the Theorem. Otherwise, Λ is infinite, and by Theorem 1.3 it is standard,
hence in particular it contains a finite index subgroup Λ0 of G(O). By Lemma 7.2 it
follows that ϕ extends continuously to (Γ ‖ Λ0). As Γ < ∆ := G(K) we may use
part 1 of Lemma 7.1 to alternatively extend ϕ continuously to the closure of Γ in
(G(K) ‖ Λ0) ∼= (G(K) ‖ G(O)) (the latter isomorphism coming from part 2 of Lemma
7.1). In other words, we have just shown:
Proposition 7.3. Keep the notations above and let Γ be as in Theorem 1.4, and H be
an arbitrary l.c.t.d. group. Any homomorphism ϕ : Γ→ H extends continuously to the
closure of Γ in (G(K) ‖ G(O)).
Thus, it remains to identify the group (G(K) ‖ G(O)), which turns out to be the
essence of the Congruence Subgroup Problem. As the paper is aimed also at readers
who are not familiar with the CSP, we include some further explanations, along the way
using the opportunity to define some of the notions and notation which have already
been used, and will be needed for the second part of this section. Readers familiar with
the CSP are encouraged to skip at this point to that part, as for those the rest of the
proof of Theorem 1.4 (as well as its extension to totally imaginary K) should be quite
obvious.
Recall that given any set of valuations V ∞ ⊆ S ⊆ V the ring OS ⊆ K of S-integers
in K is defined by:
OS = {x ∈ K| ν(x) ≥ 0 ∀ν /∈ S}
Fix a K-embedding G ⊆ GLn and define Γ = G(OS) = G(K) ∩ GLn(OS). For
an ideal a of OS the principal S-congruence subgroup of level a is defined by Γa :=
Γ ∩GLn(OS, a) where GLn(OS, a) is the subgroup of GLn(OS) consisting of matrices
which are congruent to the identity matrix mod a. A subgroup Γ′ < Γ is said to
be S-congruence if it contains some principal S-congruence subgroup (in which case
it is obviously of finite index). Of course, when S = V ∞ one is reduced to the case
of ordinary congruence subgroups of the arithmetic group G(O), and in its classical
formulation, the congruence subgroup problem asks whether any finite index subgroup
of it is congruence. The question makes sense just as well for every S-arithmetic group
Γ < G(K), working with S-congruence subgroups.
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A quantitative manner to formulate the CSP is to notice first that as with all finite
index subgroups, the congruence ones also define a (profinite) topology on G(O) called
the congruence topology (which does not depend on the K-embedding G ⊆ GLn).
As with the profinite topology, we may induce the latter topology on every subgroup
Γ < G(K), and the completion is again locally compact and totally disconnected. We
shall denote it here by (the ad hoc notation) (Γ ‖c G(O)). Part 1 of Lemma 7.1
applies here just as well, and in particular identifies (G(O) ‖c G(O)) with the closure
of G(O) in (G(K) ‖c G(O)). Returning to the CSP, one obviously has a continuous
homomorphism: π : (G(O) ‖ G(O)) −→ (G(O) ‖c G(O)) whose kernel C(G) is called
the Congruence Kernel. The homomorphism π is easily seen to be onto (the image being
dense and compact), and is a topological group isomorphism if and only if every finite
index subgroup is congruence (which is the “classical” version of the CSP). The “size”
(or more precisely, finiteness property) of the congruence kernel, when it is non-trivial,
may be regarded as measuring the (failure of the) CSP, and following Serre, one says
that the congruence subgroup property holds (for G(O)) if C(G) is finite. A similar
definition and discussion applies to the S-arithmetic subgroups, thus defining the S-
congruence kernel C(S,G) using the topology defined by the S-congruence subgroups.
We can turn now to the proof of Theorem 1.4. Note that by Lemma 7.2 one has a
natural continuous homomorphism p:
(14) 1 −→ C −→ (G(K) ‖ G(O)) p−→ (G(K) ‖c G(O))
which is onto by density of the image and p being open. It is easy to verify directly
from the definition that ker p = C = C(G) = ker π (and not just C(G) ⊆ C), with
π defined as above, which explains why the computation of the profinite completion of
G(O), and that of the group (G(K) ‖ G(O)), are essentially the same problem. To be
concrete, it is straightforward to see that the congruence completion (G(O) ‖c G(O)) is
isomorphic to the closure ofG(O) under its diagonal embedding in G(Af), and likewise
one may naturally identify (G(K) ‖c G(O)) with the closure of G(K) in G(Af). As G
is simply connected and K-isotropic, by strong approximation the latter is all ofG(Af),
and denoting Gˆ = (G(K) ‖ G(O)) makes (14) into:
(15) 1 −→ C(G) −→ Gˆ p−→ G(Af)
Observe that by construction, the extension p splits over G(K), that is, we have a
canonical embedding G(K)→ Gˆ whose composition with p is the diagonal embedding.
To finish the proof of Theorem 1.4, all that remains now is to quote the well known
solution to the CSP in the (split) cases covered by the Theorem (in its final form due
to Serre [48] for SL2 and Matsumoto [29] in the higher rank case): When K admits a
real embedding C(G) = 1, i.e. Gˆ ∼= G(Af), which together with Proposition 7.3 proves
Theorem 1.4.
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Let us discuss now Theorem 1.4 when K is totally imaginary. In this case the solution
to the CSP says that C ∼= µ(K) is the finite cyclic group of roots of unity in K, and
the extension (15) is central. Thus, arguing as in the proof of Theorem 1.4, the CSP
in this case together with Theorem 1.3 yield that any ϕ : Γ → H as in Theorem 1.4
extends continuously to the closure of Γ in the locally compact group Gˆ, in which Γ
embeds via the embedding of all of G(K). In other words, a similar theorem holds with
G(Af) replaced by its finite extension Gˆ. Finally, note that upon taking say, Γ = G(K),
the case H = Gˆ is itself covered by Theorem 1.4, hence the original statement of this
Theorem indeed must be modified when K is totally imaginary, and the “envelop” of Γ
must accommodate this group. Hence this modified version of Theorem 1.4, when K is
totally imaginary, is as sharp as it can be, bearing in mind also the following remark.
Remark 7.4. The only situations in the split case left out by the above general version
of Theorem 1.4 are whenG = SL2 and K is either Q or a quadratic imaginary extension
of it. In these cases Theorem 1.4 (in its above full version) always fails. (In particular,
we witness a rare situation in rigidity theory with a bold difference between SLn≥3(Q)
and SL2(Q).) This results from the failure, in these cases, of the CSP for SL2(O),
taking H = (G(K) ‖ G(O)) in (14) above. It is a classical observation of Serre that in
the latter case the congruence kernel C cannot be topologically finitely generated (for the
much stronger, so-called “Rapinchuk Lemma” see [25, p. 138]; see also the appearance
of this feature for a similar reason in Conjecture 7.7 below). Conjecture 7.7 entails
the expectation that a modified version of Theorem 1.4 (partially motivated by Serre’s
observation) should still hold when Γ has higher rank. A positive answer to the Question
posed at the end of Section 6 would enable one to approach this issue.
7.2. Beyond Theorem 1.4. Although the CSP quoted in the proof of Theorem 1.4 is
well known by now, it reveals what may seem a somewhat curious dependence of the
situation on the the global field K. In this section we suggest a conjectural extension
of Theorem 1.4 which accounts for this situation and, more significantly, predicts sharp
forms of different known results in the theory of arithmetic groups, placed in a unified
manner.
The setting. Let K be any number field, A its ring of adeles, and unless assumed
specifically otherwise, we let now G be any absolutely simple, simply connected alge-
braic group defined over K. Our starting point is a deep work of Deligne [10], where
using Galois cohomology canonical central extensions of G are constructed, over local
and global fields. For our purposes, of particular interest is the central extension de-
noted G(A)e of G(A) by the finite group µ of roots of unity in K, which splits over
G(K). In other words, Deligne constructs the following central extension:
G(K)
1 > µ >G(A)e
p
>
s
<
G(A) >
d
>
1
(16)
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where d is the standard diagonal embedding of G(K) in G(A), and s is the splitting,
that is, p ◦ s = d. The first appearance of a central extension of this type was in the
seminal work of Weil [58] on the metaplectic kernel, with G = Sp2n (where the splitting
over G(K), proved analytically by Weil, translates to the quadratic reciprocity law for
Hilbert’s 2-symbol). This theme was then studied thoroughly by Moore in his funda-
mental paper [34], at about the same time its relation to the CSP was discovered (see
Bass-Milnor-Serre [3]). Among other things, Moore showed that ifG(K) is perfect (now
known to be the case for all K-isotropic G by the proof of the Kneser-Tits conjecture),
then there exists a universal central extension p : G(A)e → G(A) which splits over
G(K) as in (16) above, i.e., any other such extension is a “pushout” (an epimorphic
image in the category of central extension) of the universal one. Using their deep results
on the finiteness of the metaplectic kernel (which supply an “upper bound”) combined
with properties of Deligne’s construction (16) (supplying a “lower bound”), Prasad and
Rapinchuk have shown that Deligne’s construction is indeed Moore’s universal central
extension (see Section 8 of their fundamental paper [39]). In fact, modulo a mild conjec-
ture (“Conjecture U” in [39]) needed to handle a few exceptional cases, the universality
property always holds.
The Conjecture. To state the conjecture we shall need the following:
Proposition 7.5. Retain the notation from the previous section, including that in
Deligne’s central extension (16) above. Let Γ < G(K) be an infinite commensurated
(e.g. S-arithmetic) subgroup. Then there exists a minimal (in the strong sense) open
subgroup ofG(A)ewhich contains the subgroup s(Γ) (where s is the splitting map of (16)).
Notation 7.6. Given an infinite commensurated subgroup Γ < G(K), the unique min-
imal open subgroup of G(A)e containing s(Γ) will be denoted by G˜Γ.
In order to proceed to the conjecture, the proof of the Proposition, which relies on
strong approximation, is deferred to the next subsection. Abusing notation, by means
of the splitting map s in (16) we shall freely regard Γ as a subgroup of G˜Γ as well.
Conjecture 7.7. Retain the notations above. Assume that Γ < G(K) is a commen-
surated (e.g. S-arithmetic) subgroup satisfying: A-rank(Γ) := ΣKν-rank G(Kν) ≥ 2,
where the sum is taken over all those ν for which the projection of Γ to G(Kν) is un-
bounded (note that this agrees with the usual notion of S-rank when Γ is S-arithmetic).
Let H be any locally compact group and ϕ : Γ→ H a homomorphism. Assume further
the following regularity condition: modulo the center of H, the subgroup Q < H gener-
ated by all the compact subgroups of H which are normalized by ϕ(Γ) is tame (a notion
defined below). Then in each one of the following two cases ϕ extends continuously to
a homomorphism ϕ˜ : G˜Γ → H with closed image:
1. The homomorphism ϕ is not proper (for properness see 1 of Theorem 1.4).
2. Denoting by H0 the connected component of H, the normalizer of any compact open
subgroup of the totally disconnected group H/H0 is compact.
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For the ad hoc purpose of this conjecture, a topological group Q is called tame if its
connected component Q0 is a compact finite dimensional (i.e. Lie) group, and the group
Q/Q0 is a topologically finitely generated profinite (compact) group. Note that as is
evident from Remark 7.4 above, a regularity condition is essential for the conjecture in
the cases where Γ admits an arithmetic subgroup for which the CSP fails. Its relevance,
already mentioned in that Remark, is related to the compactness of the automorphism
group of Q (in the connected case it guarantees finite dimensionality of the whole group
by structure theory). However, we shall not dwell on this issue further. As the proof of
Theorem 1.4 shows, it is to be expected that in the other cases (e.g. when G(O) has
rank at least 2), the regularity condition in Conjecture 7.7 may be relaxed.
Proof of Proposition 7.5 and preparations towards unfolding Conjecture 7.7.
Proof of Proposition 7.5. Let C (resp. NC) be the set of places ν ∈ V for which Γ
projects boundedly (resp. unboundedly) toG(Kν). Let G
(c)
Γ be the (compact) closure of
the projection of Γ to Πν∈CG(Kν), and let G
(nc)
Γ = Πν∈NCG(Kν) (restricted product).
Define GΓ := G
(nc)
Γ × G(c)Γ < G(A). Any open subgroup U˜ < G(A)e containing s(Γ)
must project under p of (16) to an open subgroup p(U˜) of G(A) which contains Γ. By
Proposition 6.8 (and the fact that non-compact G(Kν) have no proper open unbounded
subgroups), this implies that p(U˜) must contain GΓ. The key point in the proof is that
under our assumption on Γ the latter is in fact open in G(A). Assuming this for the
moment, we see that p−1(GΓ) < G(A)e is one open subgroup containing s(Γ), hence
by intersecting it we may restrict the minimality claim only for its open subgroups.
However, we now have that any open subgroup U˜ < p−1(GΓ) containing s(Γ) must
project onto GΓ under p, hence it is determined by the kernel of its projection, which
is a subgroup of the finite group µ. Thus, clearly there is a minimal one.
We are thus left with establishing the openess claim on GΓ < G(A) which, by def-
inition of GΓ, is exactly the openess of G
(c)
Γ inside Πν∈CG(Kν). In the case where Γ
is S-arithmetic this is an immediate consequence of strong approximation (as Γ is as-
sumed infinite, NC is non-empty). In the general case where we only assume that Γ is
commensurated by G(K), one applies Weisfeiler’s strong approximation theorem in [59,
Theorem 10.5] (noticing that by (ii) there, the set V − S in (i) must contain all places
ν for which the projection of Γ to G(Kν) is bounded. The condition that the traces
of Ad{γ}γ∈Γ generate K follows essentially from Vinberg’s theorem – cf. [41, Lemma
2.6]). This completes the proof of Proposition 7.5.
We note that conjecturally, the assumption that Γ is commensurated by G(K) is
satisfied exclusively by the S-arithmetic subgroups; as discussed below, this is actually
predicted by the Conjecture itself (hence making the a priori stronger arithmeticity
assumption on Γ results in an equivalent statement). The advantage of this formulation,
however, lies in its being purely group theoretic. To appreciate better what this sweeping
conjecture entails, we shall need to recall first some additional information concerning
Deligne’s central extension (16), which was not needed for the proof of Proposition 7.5.
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Although Deligne’s construction is global, for every place ν ∈ V the extension induces
a central extension of the groupG(Kν) by the group µ of roots of unity inK, and one has
good understanding of its local nature, particularly over the Kν-isotropic places (which
will be more relevant to us). For every such place ν which is non-archimedean, the
extension p over G(Kν) defines an element of (maximal) order #µ in H
2(G(Kν), µ)→
H2(G(Kν),R/Z). Thus the group p−1(G(Kν)) is perfect, and like G(Kν) it has no
proper open unbounded subgroups, and is projectively simple with µ sitting in its
center. When K = C the group G(Kν) = G(C) is topologically simply connected,
hence p necessarily splits over G(Kν), whereas when Kν = R we have µ = ±1 (as K
embeds in R) and either G(Kν) is topologically simply connected, in which case again
p must split, or, when it isn’t, p−1(G(Kν)) is the unique two sheeted covering of G(Kν)
(note that the latter is always topologically connected, as G is simply connected. As in
the non-archimedean case, a non trivial cover always occurs when G is Chevalley and
is never algebraic.) This discussion accounts for part 1 in the following result, which
collects information of importance when studying implications of Conjecture 7.7.
Proposition 7.8. Retain the notation in and before Conjecture 7.7, including the one
in Deligne’s central extension (16), which restricts to an extension p : G˜Γ → GΓ of the
groups defined in Proposition 7.5. Let Γ < G(K) be infinite S-arithmetic.
1. Let ν ∈ S be such that G is Kν-isotropic (equivalently, the projection of Γ to
Gν := G(Kν) is unbounded). Let ϕ˜ be a continuous group homomorphism defined on G˜Γ,
whose restriction to p−1(Gν) < G˜Γ has infinite kernel. If ν is non-archimedean, or ν is
real andG(Kν) is not simply connected, then necessarily µ ⊂Ker ϕ˜. Hence, by projective
simplicity of p−1(Gν), ϕ˜ must factor through a group homomorphism G˜Γ → GΓ → G(ν)Γ
where the latter denotes the canonical complement of Gν in GΓ.
2. Consider the canonical product splitting GΓ = G
(sp)
Γ ×G(nsp)Γ where G(sp)Γ denotes the
(finite, possibly empty) product over all archimedean ν which are either complex, or real
with G(Kν) topologically simply connected. Then the extension (16) splits over G
(sp)
Γ ,
and hence (using Lemma 1.4 in [39]), there is a splitting G˜Γ ∼= G(sp)Γ × G˜(nsp)Γ .
3. After replacing Γ with a finite index subgroup Γ′, the extension (16) always splits
over the compact subgroup G
(c)
Γ′ defined in the proof of Proposition 7.5. Therefore, again
(using [39, Lemma 1.4]) there is a splitting G˜Γ′ ∼= G(c)Γ′ × G˜(nc)Γ′ .
The first two parts are self-explanatory in view of the preceding paragraph. To prove
part 3 separate first G
(c)
Γ into the archimedean and non-archimedean components. Recall
that when G(R) is compact it is always simply connected, which follows from Weyl’s
celebrated result that π1 of simple compact Lie groups is always finite, and the real
algebraicity of compact simple Lie groups. Hence we only need to deal with the non-
archimedean factor which is where passing to a finite index subgroup appears. Indeed,
every extension of a profinite group by a finite group µ is again profinite, hence residually
finite, and so a finite index subgroup of the extension intersects µ trivially.
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Implications of Conjecture 7.7. With Proposition 7.8 at hand, we may turn to
discuss various aspects of Conjecture 7.7, some concrete predictions it makes, and their
compatability with existing results in the theory of arithmetic groups.
The CSP. As we now explain, Conjecture 7.7 for S-arithmetic Γ and finite H is a
quantitative unified form of the CSP (conjectural in general, yet known in many cases):
Every homomorphism of Γ to a finite group extends continuously to G˜Γ. Note that
unlike standard approaches to the CSP which aim to describe directly (or through
computation of the congruence or metaplectic kernel) the profinite completion of Γ, the
group G˜Γ is not compact (and it has non-trivial connected component), and Γ < G˜Γ
embeds discretely.
To unfold the above abstract statement, consider first the case Γ = G(O). Any
continuous homomorphism ϕ˜ : G˜Γ → H must vanish on the connected component G˜0Γ,
and Γ projects densely to the profinite group G˜Γ/G˜
0
Γ (by the minimality property of G˜Γ).
Hence, Conjecture 7.7 predicts that the latter is the full profinite completion of Γ. As
the connected component arises precisely from the archimedean places, Proposition 7.8
shows that when there is a real place ν with G(Kν) not simply connected (case 1), all
finite quotients of Γ must factor through a homomorphism to the closure of Γ in G(Af),
that is, every finite index subgroup is congruence. Otherwise, we are in the setting of
part 2 of the Proposition, where the connected component G˜0Γ is precisely the group
G
(sp)
Γ there. Let us see that in this case the conjecture predicts that the congruence
kernel C(G) is isomorphic to µ (and is not merely contained in µ, as evidently follows
from the conjecture). We have the following diagram of exact sequences:
1 → C(G) −→ (G(K) ‖ G(O)) −→ G(Af) ∼= G(A)/connect comp → 1
↓ ↓ ‖
1 → µ −→ G(A)e/connect comp −→ G(A)/connect comp ∼= G(Af) → 1
The upper row is the one defining the congruence kernel (see (14) above), whereas the
lower uses the fact that the connected component is simply connected. The non-trivial
arrow down in the middle follows from the universality property in Lemma 7.2 above.
Thus, if C(G) was (mapped to) a proper subgroup of µ, restricting the lower central
extension to any of the non-archimedean ν for which G is Kν-isotropic would contradict
the known property of (the order of) Deligne’s central extension as an element of H2
(see the discussion at the beginning of the paragraph preceding Proposition 7.8). It then
follows that C(G) = µ and that in this case the central extension obtained from (16)
where both groups are divided by their connected (simply connected) component is
isomorphic to the one in (15) defining the congruence kernel.
Assume now that Γ = G(OS) and S contains a non-archimedean ν for which G is
Kν-isotropic. Apply again part 1 of the Proposition to this ν and a homomorphism ϕ
of G˜Γ ranging in a finite group H . It follows that µ ⊂ Kerϕ, and as in the first part of
the analysis above we get that the S-congruence kernel is expected to trivialize.
42 YEHUDA SHALOM AND GEORGE A. WILLIS
It turns out that the above predictions of Conjecture 7.7 are fully compatible with
the deep known results on the CSP, which arise as accumulation of work of a long
list of distinguished contributors (cf. the beginning of page 304 in Raghunathan’s
account [44] which contains also very comprehensive bibliography; see also the excellent
recent survey [40] by Prasad-Rapinchuk, which is particularly recommended to a non-
specialist reader of this paper). As recalled next, when there is a non-archimedean
Kν-anisotropic place ν ∈ S, Serre’s original conjecture for Γ = G(OS) fails. However,
Conjecture 7.7 suggests a natural way to remedy this “irregularity”.
The case of anisotropic ν ∈ S and the Margulis-Platonov conjecture. As first
observed by Raghunathan, when there is a non-archimedean ν ∈ S for which G is
Kν-anisotropic the S-congruence kernel must be infinite and non-central. This is best
illustrated when taking S = V , observing that by definition G(K) has no congruence
subgroups (asK has no non trivial ideals), yet it does contain the finite index subgroups
induced from its embedding in the profinite groupG(Kν). This “counter-example” turns
out to be the most important one, and is the subject of the Margulis-Platonov conjecture
(MP), which can be stated as the claim that every homomorphism of Γ = G(K) into a
finite group extends continuously to GΓ (cf. the proof of Proposition 7.5), and then, as
it must, it factors through a homomorphism GΓ → ΠG(Kν), where the product is taken
over the finitely many non-archimedean ν for which G is Kν-anisotropic. Notice that
this same prediction is made by Conjecture 7.7, as follows from part 1 of Proposition
7.8 applied to any one of the almost all non-archimedean ν ∈ V where G is Kν-
isotropic (a similar situation is expected when S is co-finite, which is consistent with the
general CSP result of Prasad-Rapinchuk [39, Section 9] conditioned on (MP). See also
Rapinchuk’s [46] and the references therein for the latest progress on this conjecture.)
Thus, Conjecture 7.7 removes the restriction in Serre’s conjecture by offering a unified
statement. In fact, the same viewpoint suggests a variation on the definition of the
congruence kernel, which agrees with the latter in the isotropic case and might be
called the adelic kernel A(Γ,G). It makes sense for every S-arithmetic group Γ and is
defined as the kernel of the natural epimorphism from the full profinite completion of Γ
to the profinite completion w.r.t all finite index “adelic” normal subgroups, i.e. those
Γ0 < Γ for which the homomorphism Γ→ Γ/Γ0 extends to the group GΓ < G(A). The
same arguments as in the foregoing discussion around the CSP show that Conjecture
7.7 predicts the following uniform statement for all (higher rank) Γ and G:
A(Γ,G) is central, and is a subgroup of µ.
Moreover, A(Γ,G) should always be trivial when S contains a real place ν with
G(Kν) non simply connected, or a non-archimedean ν where G is Kν-isotropic. For
Γ = G(OS) it should be either all of µ or trivial, with the former occurring precisely
when the connected component G0Γ < GΓ is topologically simply connected, and the
totally disconnected quotient GΓ/G
0
Γ is compact. (In this case all subgroups of µ also
occur, for suitable finite index subgroups of Γ.) It seems that these sharp predictions
concerning the CSP have not appeared explicitly in the literature.
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Margulis’ normal subgroup theorem. The Margulis’ NST for an S-arithmetic
group Γ is equivalent to Conjecture 7.7 in the case where H is a discrete group with no
non-trivial finite normal subgroups and ϕ is surjective. To show NST =⇒ Conjecture,
given a surjective ϕ we may assume it has infinite kernel (otherwise there is nothing to
prove). The NST implies that Imϕ = H is finite, and by the additional condition on
H it is actually trivial (hence ϕ trivially extends). In the other direction, aiming at a
contradiction, let N < Γ be an infinite normal subgroup of infinite index. Let L = Γ/N
be the infinite quotient. It is convenient to assume, as in Margulis’ original NST, that
Γ and hence also L, is finitely generated. This is not essential for the argument (see
below), however it immediately implies that the infinite group L has an infinite quotient
H with no non trivial finite normal subgroups (one can use, or argue similarly to, the
result that any infinite f.g. group has an infinite just infinite quotient). Applying case
1 of the conjecture, as we may for this H and the quotient map ϕ : Γ → H , yields a
continuous extension ϕ˜ defined on G˜Γ and ranging in a discrete groupH . It is easy to see
from the structure of G˜Γ that any such ϕ˜ must factor through a compact quotient, hence
its image is finite, in contradiction to our assumption (on L and H). With some more
care one can also deal with the case where S is infinite – see the following discussion on
the Margulis-Zimmer CmSP, which generalizes the current one.
The Margulis-Zimmer CmSP. Extending the previous discussion we have the fol-
lowing result, which clarifies the precise relation between the CmSP and Conjecture 7.7:
Proposition 7.9. The CmSP is equivalent to Conjecture 7.7 when H is totally discon-
nected with no non-trivial compact normal subgroups, and Imϕ is dense.
Note that Proposition 7.9 shows that the CmSP may be viewed as the exact natural
complement to the CSP in the description of homomorphisms of S-arithmetic groups
Γ into general totally disconnected groups H . Indeed, if GΓ = G
(c)
Γ × G(nc)Γ is the
splitting as in the proof of Proposition 7.5, then for the CSP the right factor vanishes
under the homomorphisms of interest, while it is the opposite situation for the CmSP
by Proposition 7.9. Since we shall not make further use of Proposition 7.9 beyond the
preceding discussion, we shall leave out some details in its proof.
Proof. In one direction assume the CmSP and let ϕ : Γ → H have dense image. If
Imϕ < H is discrete then so is H and ϕ is surjective, hence, as the CmSP implies NST
we land in the setting of the previously discussed NST. Thus, we may assume that H
is not discrete and Imϕ is dense. Let Λ = ϕ−1(ϕ(Γ) ∩ V ) where V < H is compact
open (and infinite). Then Λ < Γ is an infinite commensurated subgroup, which we
may assume to be of infinite index, and by the CmSP it is S ′-arithmetic for some
V ∞ ⊆ S ′ ⊂ S. By strong approximation the image of Γ under its diagonal embedding
in G = G(AS\S
′
) (notation as before Proposition 3.11) is dense, and the closure of Λ in G
is compact open. Thus, by Corollary 3.7 the embedding of Γ in G extends continuously
to a homomorphism ϕˆ : G → Γ//Λ ∼= H , where the last isomorphism follows from the
fact that H is reduced (no non-trivial normal compact subgroups) using Lemma 3.6.
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On the other hand, clearly G itself is a quotient of (GΓ and) G˜Γ, hence composing the
two homomorphisms yields the required extension of ϕ to G˜Γ.
For the opposite direction let Λ < Γ be a commensurated subgroup. Consider the
increasing (transfinite) chain of subgroups Λα given by Proposition 3.12, terminating
in the commensurated subgroup Λ′ < Γ for which the group H = Γ//Λ is reduced.
We may now apply Conjecture 7.7 to the natural dense embedding of Γ in H (which
satisfies the regularity condition as H is reduced). This readily implies that Λ′ is S ′-
arithmetic. To finish, one only needs to verify that a sequence Λα as in Proposition
3.12 can terminate in a S ′-arithmetic subgroup Λ′ only if all subgroups in this chain are
in fact commensurable. (Indeed, if Λ′ is finitely generated this is a standard noethe-
rianity argument. Otherwise the same argument shows that Λ virtually contains an
infinite finitely generated S ′′-arithmetic subgroup. Now one combines Proposition 6.9
above, with the fact that one cannot move upward between two different S-arithmetic
subgroups Λ1 < Λ2 < G(K) along a chain satisfying the conclusion of Proposition
3.12, unless they are commensurable, which can be proved e.g. by noticing that Λ1 is
co-amenable in Λ2 in the sense of Eymard [13], hence the semi-simple group Λ1//Λ2 is
amenable, hence compact, hence finite).
Margulis’ superrigidity. Conjecture 7.7 implies a sharp form of the celebrated supe-
rigidity theorem of Margulis for S-arithmetic groups, which is in fact strongly supported
by Margulis work (including some less familiar aspects of it). Here one takes H to be
an algebraic group over a local field F , noting that H < GLn(F ) < SLn+1(F ) and
the latter always satisfies the second assumption on H of Conjecture 7.7. It is not
difficult to verify that the regularity condition in Conjecture 7.7 is not an obstacle in
this well understood setting, thus Conjecture 7.7 predicts that all homomorphisms into
algebraic groups over local fields should extend continuously to the appropriate envelop.
Note that this is a topological superrigidity, unlike the so-called “abstract” one which is
known as a consequence of Margulis’ work (see [28, Theorem 6, page 5]), and can also
be deduced from the CSP (when known to hold – see [3]). The knowledgeable reader
will thus have noticed at this point a greater level of generality compared to the usual
formulations of Margulis’ result, which motivates the discussion to follow.
The first compatability issue arises from the standard assumption, made in Margulis’
theorem, that the homomorphism ϕ defined on Γ has unbounded image. In Margulis’
theorem this is indeed necessary if one aims to extend ϕ continuously to the product
of simple non compact algebraic groups Gi hosting the lattice Γ. The treatment of the
case where ϕ(Γ) is bounded splits naturally into the two: either (i) the target group
is totally disconnected, in which case ϕ ranges in a profinite group, and the existence
of continuous extension is handled by the CSP, or (ii) the target group is connected
(Lie group). Here the Zariski closure of ϕ(Γ) will be a compact real algebraic group,
and as is well known among experts and revealed in the proof of Margulis’ arithmeticity
theorem, upon passing to a finite index subgroup ϕ does extend continuously to a real
anisotropic place appearing among the factors of G(A) (it is actually G(A)e that should
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be used to account for the finite index “loss”). This fact can also be deduced from
Margulis’ Theorem in [28, Thm 5, page 5], recalling the key point that compact simple
real matrix groups are algebraic – see a more comprehensive discussion of this whole
aspect in [23, Prop. 2.3].
Another key result of Margulis in our general context is that every linear representa-
tion ϕ is semisimple (see [28, Thm B, page 259]; over positive characteristic it is known,
as predicted also by Conjecture7.7, that the image is finite). This result of Margulis
allows one to omit de facto any Zariski density/target assumption on Im ϕ in Margulis’
Theorem. One last important aspect encountered when comparing Conjecture 7.7 and
Margulis’ superrigidity is the precise local nature of the target group H . It is usually
assumed to be of adjoint type, hence center free, in which case the center of any Zariski
dense homomorphism of a group into it must trivialize. In the setting of Conjecture
7.7 this means that the finite center µ (as well as that of G) will remain “invisible”.
Moreover, when H is not of adjoint type Margulis gives a counter example in [28, (5.11)
page 231] showing that superrigidity does not necessarily hold. However, by a careful
analysis he demonstrates that when the ambient algebraic groups hosting Γ are simply
connected, one can always “correct” ϕ by multiplying it with a finite homomorphism f
of Γ to the center of H , resulting in a new, extendable homomorphism. As by the CSP
such f should extend to G˜Γ, by incorporating this into the extension one concludes that
ϕ is nevertheless expected to extend continuously from Γ to G˜Γ, even if it didn’t extend
to the ambient group appearing in Margulis’ original superrigidity theorem.
Thus, it seems that all the essential ingredients are supplied by Margulis’ work (with
help from the CSP) in order to support the general version of topological superrigidity
into all algebraic groups over local fields, suggested by Conjecture 7.7. Note that our
discussion here did not capture the subtle issue of target groups which are non algebraic
(finite or infinite) covers of such a group. This is discussed next.
Central extensions of arithmetic groups. Consider first a motivating question:
Fix n ≥ 3, let G = SLn, K = Q, and let H := S˜Ln(R) be the universal (2 : 1) cover
of SLn(R). For which S does there exist a non-trivial homomorphism ϕ : Γ → H for
some S-arithmetic subgroup Γ < SLn(K)? This question is included in the setting
of Conjecture 7.7, and is not covered by Margulis’ theory, as H is not algebraic. Of
course, one could also take for H central extensions of SLn(Qp), products of those, etc.
When n = 3 and S = {∞}, Millson [31], via a rather elaborate argument (motivated
by a question of Deligne and Sullivan resulting from their own geometric work [11]),
answered positively this question, leaving open the case n > 3 for this S (which is
answered positively below). He also established a negative answer for arbitrary n and
some real quadratic extensions K of Q, when S consists of the two infinite places. The
latter result is included in the fundamental Theorem of Deligne [9], to which we shortly
return. Deligne’s work [9] was later extended by Raghunathan [43] to some anisotropic
groups (using the first proof of CSP in such cases by Kneser [22]), and was pivotal
in Toledo’s famous construction of non residually finite fundamental groups of smooth
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projective manifolds [52]. Our goal here is to show that Conjecture 7.7 is supported by
the above mentioned work of Deligne, and that together with the existence of Deligne’s
central extension (16), it suggests a complete (generally conjectural) analysis of this
situation.
First let us clarify the relation between the motivating question and its more familiar
cousin: when is a lift of an (S-)arithmetic group Γ < G(K) to Γ˜ < H = central (non
linear) extension ofG(K), virtually torsion/center free, or a residually finite group? The
intimate relation between this question and our approach is perhaps best illustrated by
the following concrete example:
Theorem 7.10. Fix n ≥ 3 and let π : G˜→ SLn(Qp) be any non split central extension
of topological groups. Then the lifted group Γ˜ := π−1(SLn(Z[1p ])) < G˜ is not virtually
torsion (or center) free, nor is it residually finite.
Recall that non-trivial extensions G˜ as above always exist (and are of number theoretic
origin), with the universal one known to have the same order as that of the finite group
of roots of unity in Qp – cf. [37] and the references therein.
Proof. We show that every finite index subgroup Γ′ < Γ˜ has non-trivial (finite) center,
which clearly implies all three statements (in fact the argument gives a more precise
information). Indeed, otherwise π : Γ′ → π(Γ′) < SLn(Z[1p ]) is a group isomorphism,
and we may apply Theorem 1.4 with Γ = π(Γ′), H = G˜ and ϕ = π−1|′Γ. The closure
of Γ in SLn(Af) is isomorphic to SLn(Qp) × L for some compact group L, and by
non-splitness of the original extension, the restriction of any continuous extension ϕ˜ to
SLn(Qp) must be trivial. Hence ϕ˜ must have bounded image in H – contradiction.
While Theorem 1.4 is based on additional ingredients, it is actually only the CSP
which is needed for the proof of Theorem 7.10. In a similar vein, taking this time
H = S˜Ln(R) and π : H → SLn(R), Conjecture 7.7 also implies that for the same group
Γ = SLn(Z[1p ]) no finite index subgroup of π
−1(Γ) = Γ˜ < H is center free or residually
finite. As showed by Deligne [9], while this fact does not follow directly from the CSP,
its proof does involve similar ingredients to those showing in the CSP (which is not a
surprise in light of the proof of Theorem 7.10 above).
On the positive side, answering positively Millson’s question from [31] mentioned
earlier, observe that in the same last example there actually is a splitting of the central
extension π : S˜Ln(R) → SLn(R) over a finite index subgroup Γ′ < SLn(Z) (hence
π−1(SLn(Z)) is virtually center free and residually finite). To see this apply part 3
of Proposition 7.8 to get, for a finite index subgroup Γ′, G˜Γ′ = S˜Ln(R) × C where
C < G(Af) is compact open. Now project in Deligne’s extension (16) the group Γ′ ∼=
s(Γ′) < G˜Γ′ into the left factor S˜Ln(R), to get the required splitting. (note that this
suggests that the splitting of the above covering π over a fixed lattice in SLn(R), without
passing to a finite index subgroup, may be determined by a purely p-adic data – see
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below.) Similarly, one shows that over a finite index subgroup of SLn(Z[1p ]), the 2 : 1
extension
p : (SLn(R)× SLn(Qp))e→ SLn(R)× SLn(Qp)
obtained by restriction of Deligne’s extension (16) to places (p,∞), does split. One
may replace here Z[1
p
] by Z[
√
2] and Qp by R, with a similar outcome, but replacing
(SLn(R) × SLn(Qp)e with S˜Ln(R) × S˜Ln(Qp) yields a 4 : 1 extension for which, by
Conjecture 7.7, the lifted arithmetic group is not virtually torsion free.
The general existence question of homomorphisms of S-arithmetic groups Γ < G(K)
into groups H which are central extensions of (products of) algebraic groups over a local
fields proceeds in a similar spirit, once “projectivization” and Margulis’ superrigidity
can be used to reduce the problem to the case where H is connected in the Schur
theoretic sense, i.e., it is a perfect group, and is locally isomorphic to GS := Πv∈SG(Kv)
(one may, as we shall, omit here the non-archimedean anisotropic places in S). In the
latter case, one aims to obtain either an obstruction to a homomorphism into H using
Conjecture 7.7 (a la part 1 of Proposition 7.8), or a construction as illustrated with
Millson’s question for SLn(Z), using Deligne’s extension (16) and the splitting in 3 of
Proposition 7.8. It is quite remarkable that (at least in the K-isotropic case) with the
help of Margulis’ supperrigidity, Deligne’s main result in [9] can be interpreted - even
if it is not stated in such terms - as the assertion that these two approaches precisely
complement each other. In other words, for K-isotropic G (as always, absolutely simple
and simply connected), the following holds:
Fix some V ∞ ⊆ S with the usual higher rank assumption, and let H be a (Schur
theoretically-) connected group, locally (i.e. projectively) isomorphic to GS as above.
Then a non-trivial homomorphism of some S-arithmetic subgroup Γ < G(K) to the
group H exists, if and only if H is a quotient of the group G˜
(nc)
Γ appearing in part 3 of
Proposition 7.8.
Evidently, this is compatible with Conjecture 7.7. Note however, that in the positive
case the conjecture implies a stronger result, predicting when a given S-arithmetic group
should, or should not, admit a non-trivial homomorphism into H , without allowing
passage to a finite index subgroup. Clarifying this “local-global” picture would be of
interest.
A different angle at Deligne’s concise paper can be found in section 1 of Raghu-
nathan’s [43], where he relaxes Deligne’s original condition that G be quasi-split to
assuming that G(K) is perfect (now known to hold when G is K-isotropic), together
with the centrality of the S-congruence kernel for G (used also by Deligne, and again
known today at least in the K-isotropic case). Of course, many more details are skipped
in the discussion above and the general case remains conjectural.
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