Introduction
Intrusions of warm Circumpolar Deep Water (CDW) across the continental shelf break of the West Antarctic Peninsula (WAP) play a major role in maintaining the local hydrography of the region. The CDW, which originates in the Antarctic Circumpolar Current (ACC), crosses the continental shelf break of the WAP, where it becomes an important factor in balancing the ocean heat budget on the WAP continental shelf (Smith and Klinck 2002; Moffat et al. 2009 ). The intruding CDW is rich in nutrients and helps to sustain the large amount of biological activity in the region Hofmann et al. 2004) . After crossing the continental shelf break, the intruding waters, which have a temperature exceeding 18C, flood the WAP continental shelf, and enter the ice shelf cavities, where they cause enhanced basal melt rates (Jenkins and Jacobs 2008) .
Regional models of the WAP indicate that the amount of cross-shelf exchange of CDW is modulated by large-scale atmospheric circulation patterns that control local wind directions over the continental shelf break (Dinniman et al. 2012) and is also influenced by the lateral curvature of the continental shelf (Dinniman and Klinck 2004) , the presence of ocean troughs on the continental shelf (St-Laurent et al. 2013) , and the amount of vertical mixing of the intruding waters with the colder surface waters (Dinniman et al. 2011) .
Observations of the WAP have shown onshore CDW intrusion caused by eddies crossing the shelf break approximately four times a month (Moffat et al. 2009 ). Because of the lack of longer time series of ocean conditions, we have little information about lowerfrequency variability or trends in the region.
There are a number of factors that differentiate the WAP coastal region from other regions around Antarctica: First, the southern edge of the ACC is directly in contact with the continental shelf break of WAP (Orsi et al. 1995) , unlike some other parts of the Antarctic coastline, such as the Ross and Weddell Seas, where the continental shelf is isolated from the ACC by the presence of large ocean gyres and where the Antarctic slope front separates the cool waters on the continental shelf from the warmer waters offshore (Jacobs 1991) . Also specific to the WAP region is a prograde (eastward) current running over the shelf break (Moffat et al. 2008) , whereas a westward (retrograde) current, often referred to as the Antarctic Slope Current, is observed over the shelf break of much of the rest of Antarctica (Jacobs 1991; Whitworth et al. 1998) .
In parallel to the body of literature on the continental shelf, much work has been done on zonal jets observed in b-plane channel flows (Rhines 1975; Farrell and Ioannou 2003; Srinivasan and Young 2012) and on their interaction with bottom topography. It has been shown that when an ocean jet moves over a sloping bottom topography, the growth rates of barotropic (Poulin and Flierl 2005) and baroclinic (Blumsack and Gierasch 1972; Hart 1975; Chen and Kamenkovich 2013; Poulin et al. 2014; Irwin and Poulin 2014) instabilities are strongly controlled by the gradient and orientation of the bottom topography (Benilov 2001) . Furthermore, the meridional transport across the jet is related to jet meandering, which is also controlled by the bottom topography (Sokolov and Rintoul 2007; Thompson and Richards 2011) . In a series of simulations particularly relevant to our study, Thompson (2010) showed that jets flowing over zonal ridges can be made to drift meridionally across background PV contours, provided the scale separating the zonal ridges is less than the Rhines scale. This observation implies that the meridional transport across the channel is modulated by the width of zonally symmetric topographic features.
Our study is an attempt to link the work done on the specific case of ACC-shelf interactions in the WAP with the more general work done on zonal jets and topography. This is done using numerical simulations with an idealized configuration of a turbulent current running parallel to a zonally symmetric continental shelf topography, which is motivated by the topography and current direction found at the continental shelf of the WAP.
1 This approach was adopted by Zhang et al. (2011) who investigated the interaction between the ACC and a prograde continental shelfbreak flow with a two-layer primitive equation (PE) isopycnic model that allows for tall topography and isopycnal outcrops. Their results show that lower-layer eddytopography interactions inhibits the local potential vorticity flux at the edge of the shelf break, which is transmitted to the upper layer through interfacial form stress and ultimately induces the formation of a jet/ front in the upper layer.
Here, we use a similar experimental setup to further study the dynamics of this shelfbreak jet. We focus on what drives the natural variability of this shelfbreak jet and how the dynamics are affected by the width and slope of the continental shelf break and the strength of the wind forcing. In most of this study we use a quasigeostrophic (QG) model, which allows us to consider a wider range of parameter regimes and study the continuous transition between b-plane channel dynamics and the particular case of a continental shelf. We focus on a parameter regime where the width of the continental shelf break is comparable to the eddy scale, for which only one strong baroclinic jet is observed over the shelf break. This shelfbreak jet displays a low-frequency intermittent variability. Most of the cross-shelf mixing coincides with jet instability events, which cause the jet to drift offshore, away from the continental shelf break. We then investigate the idea that the drifting of the jet is due to an asymmetry of the PV gradients on each side of the jet and discuss how this may be linked to enhanced cross-shelf mixing.
Section 2 gives details on the model and experimental setup and diagnostics. Section 3 presents the model results for a wide range of shelfbreak topographies and wind forcings. Section 4 focuses on shelves of intermediate width, which display a low-frequency intermittent variability. Section 5 discusses meridional jet drifting. Section 6 compares some of the key QG results to a PE model. Section 7 contains some concluding remarks.
Experimental design and diagnostics

a. Numerical model and experimental design
The dynamics of cross-shelf exchange are explored here using numerical experiments in a reentrant channel 1 The real-world WAP continental shelf break is not zonally orientated. However, in this region, the slope of the bottom topography has a much larger effect on the background PV gradient than the gradient of the planetary rotation so that the setup can be rotated without loss of generality (as long as the mean flow runs parallel to the continental shelf break).
with a continental shelf in the south of the domain. Most of the numerical experiments are performed using a two-layer QG model. A comparison between the results of this two-layer QG model with the results of a 25-level PE model in a similar experimental setup is performed in section 6. This comparison shows that although the large-amplitude topography used here is outside of the strict asymptotic regime of the QG framework, results of the QG model are very similar to the results of the PE model, which builds our confidence in the QG model simulations presented in this study. In the following section, we describe two-layer QG model setup.
In the two-layer QG model, the potential vorticity (PV) equation in each layer can be written as
, and (1)
in which the PV in each layer is q 1 5 = 2 c 1 1 by 1 F 1 (c 2 2 c 1 ) 2 F 0 c 1 , and (3)
where
; f 0 is the Southern Hemisphere Coriolis parameter (f 0 , 0); b is the northward spatial derivative of the Coriolis parameter; g is the gravitational acceleration; g 0 5 (gDr)/r is the reduced gravity; H k is the layer thickness; h b is the bottom topography; c k is the streamfunction; A h is the biharmonic viscosity coefficient; and r is the bottom drag coefficient.
The methods used to conserve mass and momentum are described in the appendix. Free-slip and no normal flow conditions are applied at the solid walls. The model uses a third-order Adams-Bashforth time-stepping method and a multigrid method is used for the elliptic inversion. Further details of the model are described in Nadeau and Straub (2012) .
In the reference simulation, the model geometry is a zonally reentrant channel, L x 5 1200 km long, L y 5 1900 km wide, and 4 km deep with a zonally symmetric hyperbolic tangent continental shelf topography
where h 0 is the shelf height, y 0 is the latitude of the shelf break, and W is the shelfbreak width. Notice that the parameter W controls both the width and the slope of the shelf break. In the reference simulation, the center of the shelf break is y 0 5 300 km; the shelf height is h 0 5 2500 m; the layer thicknesses are H 1 5 1000 m and H 2 5 3000 m; the deformation radius
.5 km; and the grid scale used is Dx 5 Dy 5 3.125 km. Each simulation is integrated for a period of 200 yr while at statistical equilibrium.
In the reference simulation, the channel is forced at the surface with a zonal wind stress profile given by
In section 5, the channel is forced using an imposed background shear (Pedlosky 1979; Thompson 2010) . We use constant background velocities U 1 5 U s and U 2 5 0 to achieve a background vertical shear U s . In this case Eqs. (1)- (2) become
The experimental setup allows a turbulent channel flow to interact with the continental shelfbreak topography. A schematic of the experimental setup for the reference simulation is shown in Fig. 1 . Model parameters are given in Table 1 .
b. Diagnostics
1) BAROCLINIC INSTABILITY CRITERIA
Geostrophic eddies resulting from baroclinic instability limit the buildup of vertical shear (Johnson and Bryden 1989) . Considering that the presence of the zonally symmetric bottom topography modifies locally the stability of the flow, we then expect the local condition of baroclinic instability to be a key parameter in this study. The combined effect of the eastward wind forcing and the bottom friction results in positive vertical shear in our simulations. For such a positive vertical shear, the condition for baroclinic instability is reached when the lower-layer meridional PV gradient changes sign (Pedlosky 1979) . The onset of baroclinic instability then occurs when the lower-layer PV gradient is less than zero: 2318
where ( ) denotes a zonal average
is the effective topographic beta (Sinha and Richards 1999; Thompson 2010) . We define a parameter that can be used as a criterion for stability:
The critical instability condition Eq. (9) then simply becomes G . b T /F 2 . For the topographic shelf given by Eq. (5), the maximum value of b T /F 2 occurs at the center of the shelf break y 0 and is given by max(
The value of G observed over the shelf break then becomes a useful metric to classify our experimental results: G ; max(b T /F 2 ) corresponds to criticality, G , max(b T /F 2 ) corresponds to subcriticality, and G . max(b T /F 2 ) corresponds to supercriticality.
2) CROSS-SHELF EXCHANGE DIAGNOSTICS
Two measures of cross-shelf exchange are used in this manuscript: 1) the PV flux across the shelfbreak center and 2) the flux of passive tracer across the shelfbreak center.
1) The zonally averaged meridional eddy PV flux q 0 k y 0 k , evaluated at the shelfbreak center latitude y 0 5 300 km, is used as a first measure of the cross-shelf mixing. Here, ( ) is the zonal mean, and ( ) 0 is the deviation from the zonal mean.
2 Neglecting dissipation and integrating Eqs. (1) and (2) over the area south of a given latitude y gives
1
The terms on the right-hand side of Eqs. (11) and (12) are evaluated at the latitude y, and u g 5 2›c/›y and y g 5 ›c/›x are the first-order geostrophic horizontal velocities. Letting y 5 y 0 in Eqs. (11) and (12) gives the evolution of PV over the continental shelf. 2) A passive tracer in each layer is advected by the flow according to the equation
where k C 5 10 2 m 2 s 21 is the dissipation coefficient.
The value of the tracer is fixed at C 5 1 on the southern boundary (y 5 0 km), and C 5 0 for y $ 600 km. This Dirichlet boundary condition allows tracer to flux into the domain in the south and out of the domain at y 5 600 km. The tracer is initialized to vary linearly from one to zero over the interval [0, 600 km]. The zonally averaged meridional tracer flux through the latitude y 0 5 300 km (shelfbreak center) is used as a second measure for cross-shelf mixing.
3. The effect of the shelfbreak width and slope
a. Phenomenology
We begin our investigation by performing a set of experiments using the reference setup of Fig. 1 and varying the parameter W [see Eq. (5)], which controls the width and slope of the continental shelf break. Figure 2 shows the Hovmöller diagrams of the zonalmean upper-layer zonal velocity for various values of the shelfbreak width W and two values of the wind stress amplitude t 0 . Experiments can be classified in terms of the number of jets that develop over the shelf Shelfbreak width W 10 # W # 10 000 km 2 In our experimental setup, the zonally averaged meridional velocity is zero, y k 5 0, which implies that the zonally averaged meridional PV flux only has a contribution from eddy terms, that is, In this regime, G max is set by the slope of the bottom topography and is independent of the wind stress. Finally supercriticality [G max . max(b T /F 2 )] is observed in the multiple jet regime (W . 100 km).
In the following, we focus on what sets the length scales that separate the three regimes. We argue that the lower bound of the critical regime occurs when the shelfbreak width becomes smaller than the eddy scale. The upper bound is not as sharp as the lower bound and occurs when the slope of the shelf break becomes small enough to allow vertical shear to rise above the condition of baroclinic instability.
1) TRANSITION TO SUBCRITICAL REGIME
We first focus on the transition between the no jet and the one jet regime at W ; 23 km. Equation (5) shows that the actual width of the shelf break is approximately 2W (see also Fig. 1 ). For W 5 23 km, the shelfbreak width is then 46 km, which is approximately 4 times the deformation radius. We refer to this length scale as the eddy scale, L e ; 4L d 5 46 km. This suggests that it is the eddy scale that defines the boundary between the subcritical and critical regimes. Since W alters both the slope and the width of the shelf break, we perform two sets of simulations to decouple these effects. The first set of experiments is used to show that the boundary occurs at a critical width rather than a critical slope. The second set of experiments show that this critical width corresponds to the eddy scale for a range of deformation radii.
The inset panel of Fig. 3b shows that by varying the height of the shelf h 0 , one can design experiments with variable shelfbreak width but equal slope at the center of the shelf break y 0 . For such experiments, the parameter W/h 0 controls the topographic slope at y 5 y 0 . Figure 3b shows the maximum value of G as a function of W/h 0 for simulations using two different shelf heights. The dashed line corresponds to the instability threshold at the center of the shelf break:
Each simulation is performed using a fixed deformation radius L d 5 11.5 km and a fixed wind stress t 0 5 0.08 N m 22 . Figure 3b shows that the transition to subcriticality occurs at different slopes for simulations using different values of h 0 . Moreover, when results are rescaled by h 0 , the transition to subcriticality occurs approximately at the same width for both shelf heights (not shown). This suggests that it is the width of the shelf break (rather than the slope) that sets the scale of the subcritical regime.
In the second set of experiments, we vary the deformation radius. Figure 3c shows the maximum value of G as a function of W for different deformation scales L d . The value of max(b T /F 2 ) is plotted using dashed lines for each of the deformations scales. Despite the fact that the While the transition between the subcritical and critical regimes is fairly sharp, there exist a small range of shelfbreak widths near the boundary of the subcritical and critical regimes where a weak jet occasionally forms over the shelf break and where G max increases with W. In this transitional range, the jet flanks are not entirely over the shelf break and become unstable before the jet center, which may explain why they do not reach criticality.
2) TRANSITION TO SUPERCRITICAL REGIME
In the flat bottom region north of the shelf break, criticality is observed with very weak winds only. From this weak forcing, increasing the winds also increases the vertical shear, 3 and the flow becomes supercritical. The occurrence of a region of critical baroclinic instability in the channel is due to the strong topographic slope that stabilizes the flow over the shelf break. Thus, decreasing topographic slope (increasing W ), the vertical shear can eventually exceed the critical condition for baroclinic instability. This explains why transition to supercriticality is gradual, unlike the sharp transition between the subcritical and critical regimes. In the critical regime, G max is set by the slope of the bottom topography and is independent of the wind forcing, while in the supercritical regime, G max increases with the wind forcing (Fig. 3a) . The boundary between the critical and supercritical regimes occurs at large W and depends on the slope of the bottom topography rather than the width of the shelf break. In the supercritical regime in our experiments, the length scale of the shelf break is much larger than the eddy scale, and its slope is nearly linear such that the dynamics are very similar to those of a beta-plane turbulent flow. This regime is characterized by the occurrence of multiple jets and has been studied extensively in other studies (e.g., Rhines 1975; Farrell and Ioannou 2003; Thompson 2010; Srinivasan and Young 2012) . Notice, however, that it is possible to obtain multiple jets in a near-critical state at very weak forcing. Thus, the transition from a single jet to multiple jets is not necessarily correlated with the transition from the critical to the supercritical regime.
The above results are summarized in Fig. 4 , which shows the criticality ratio G max /max(b T /F 2 ) for simulations using different values of W and deformation scales, for a wind stress amplitude t 0 5 0.08 N m
22
. The black dots in Fig. 4 indicate simulations that were performed. A black line is plotted showing the eddy scale L eddy ; 4L d . For W smaller than the eddy scale, the shelfbreak flow is subcritical [G max /max(b T /F 2 )] , 1. In this regime no jet formation is observed over the shelf break, and the vertical shear is small. For W slightly larger than the eddy scale, the flow remains close to the condition of baroclinic instability [G max /max(b T /F 2 )] ; 1, and the maximum shear is strongly controlled by the slope of the bottom topography. For larger W, the slope of the shelf break gets smaller and the shelfbreak flow becomes supercritical: [G max /max(b T /F 2 )] . 1. While the transition between the subcritical regime and critical regime is due to the width of the shelf break, the transition between the critical regime and supercritical regime is due to the slope of the shelf break.
b. Baroclinic or barotropic instability? Figure 2 shows that zonal jets develop on the shelf break for widths larger than the eddy scale. When these jets become unstable, a train of coherent vortices is created over the shelf break (not shown), and the jet drifts away from the shelfbreak center with a velocity that depends on the width parameter W and the wind stress amplitude t 0 . One can ask if these dynamics are specific to those of a baroclinic system or if this instability and drifting could be explained from a barotropic analysis. Here, we address this question by comparing baroclinic and barotropic instability conditions.
Results for a simulation typical of the one jet regime, using W 5 50 km, t 0 5 0.08 N m
, and L d 5 11.5 km, are shown in Fig. 5. Figures 5a and 5b show the Hovmöller diagram of the zonal-mean upper-layer zonal velocity and the vertical shear averaged over the shelfbreak region. The vertical shear accumulates over a long period during which the jet is stable. This is followed by a sharp decrease in shear, as the jet begins to drift. Figure 5c show the time series of the lower-layer PV gradient ›q 2 /›y and the barotropic PV gradient ›q B /›y averaged over the shelfbreak region. Recall that in our system baroclinic instability occurs for ›q 2 /›y , 0, whereas barotropic instability occurs for ›q B /›y , 0. The lower-layer PV gradient decreases steadily during periods of vertical shear accumulation. The jet instability occurs when the lower-layer PV gradient becomes negative 4 at a time where the barotropic PV gradient only starts to decrease. The onset of drifting also coincides approximately with the vertical shear reaching the condition for baroclinic instability given by the Phillips model 5 (Phillips 1954; Pedlosky 1979 ), shown with a dashed line in Fig. 5b . As such, Fig. 5c demonstrates that the flow becomes baroclinically unstable before becoming barotropically unstable. This suggests that baroclinic instability is a key to describing the dynamics of the shelfbreak region.
c. Cross-shelf mixing associated with instability events
Time series of the upper-layer meridional PV flux and passive tracer flux are shown in Figs. 5d and 5e, respectively. Each flux is sampled across the shelfbreak center y 0 . Mixing is very weak during periods where the jet is stable. The magnitude of both PV and tracer fluxes increases significantly when the jet becomes unstable. The lower-layer meridional PV flux and tracer flux behave in a similar way but with much smaller magnitudes (not shown). 6 Most of the mixing occurs in short periods corresponding to the instability of the jet. In the following, we refer to these as mixing events or instability events. During these events, the combined effect of reaching a maximum in PV flux (Fig. 5d) , simultaneous with a minimum in PV gradient (Fig. 5b) , results in large-eddy diffusivity over the shelfbreak region (not shown).
To understand how the width parameter affects the magnitude of the mixing events, we show in Figs. 6a and 6b Fig. 6 corresponds roughly to the peak observed for the maximum of the stability criterion G max in Fig. 3a . Since in most of our experiments G max is dominated by the vertical shear, this suggests that the magnitude of a given cross-shelf mixing event is closely related to the vertical shear recorded over the shelf break before this event. Interestingly, the strong dependence of the upper-layer PV gradient on W implies that the maximum eddy diffusivity over the shelf break during an instability increases steadily with W and does not have a maximum at W ; 23 km (not shown).
Intermittent critical regime
Mixing associated with the instability events is maximal when the shelfbreak width is of the same order of magnitude (or slightly bigger) than the eddy scale: 2W * L eddy . In this regime, the strong topographic slope allows for high local values of vertical shear, but the narrow shelfbreak region can support one jet only. This jet becomes unstable in an aperiodic manner, whenever the stability condition G reaches the critical condition for baroclinic instability.
In the WAP region, most of the continental shelf break has a scale on the order of 50 km, with a deformation radius of between 5 and 10 km. Figure 3c then suggests that the flow is likely to be in the critical regime. Thus, because this regime may be closer to observations and because it has not been studied as extensively as the case of wider sloping regions with multiple jets, we now focus on the dynamics of this specific regime referred to as the ''intermittent critical regime.'' Throughout this section, a single reference simulation is considered, with W 5 50 km and t 0 5 0.08 N m 22 , which is a typical example of a simulation in this parameter regime.
a. Spinup from rest
Results obtained for the channel spinup of the reference simulation are shown in Fig. 7. Figures 7a and 7b show Hovmöller diagrams of the zonal-mean upperlayer zonal velocity and PV, respectively. In the flat bottom region north of the shelf break, the channel flow is fully spun up after approximately 50 yr. In contrast, the shelfbreak flow has a much longer equilibration period of almost 300 yr. A sharp PV barrier and associated zonal jet forms and strengthens over the continental shelf break during this equilibration period. , and the bottom friction 2ru g2 . While the jet is stable, the PV flux remains close to zero in both layers. During these stable periods, the positive wind forcing slowly builds negative PV on the continental shelf in the upper layer, whereas the bottom friction builds positive PV on the continental shelf in the lower layer. As discussed earlier in Fig. 5 , when the lower-layer PV gradient becomes negative, the jet becomes unstable. A strong PV flux is associated with the jet instability and acts in the opposite direction as the wind in the upper layer and the bottom friction in the lower layer. Once the model is fully spun up, instability events are sufficiently large that the time-mean PV flux balances the wind forcing in the upper layer and the friction in the lower layer.
WHY DO JETS FORM OVER THE SHELF BREAK?
In our simulations, the time-averaged vertical shear is the dominant contribution to the upper-layer PV gradient ›q 1 /›y ; F 1 (u 1 2 u 2 ) [from Eq. (3)]. Since the lower-layer velocity u 2 is small and essentially set by the bottom drag, the magnitude of the upper-layer PV gradient thus gives an estimate of the strength of the surface shelfbreak jet. To obtain an expression of this upperlayer PV gradient that includes the influence of the topography, we first consider the zonally averaged barotropic PV equation 
obtained by combining Eqs. (3) and (4). Coming back to Fig. 5c , we now take advantage of the fact that ›q 2 /›y is close to zero on average (i.e., the flow is close to criticality). Then, taking the y derivative of Eq. (14), assuming that ›q 2 /›y ; 0, and neglecting the terms associated with the free surface and relative vorticity gives
where b T1 is the upper-layer topographic beta. Notice that this is equivalent to the gradient of the background barotropic geostrophic contours, which is dominated by the topographic slope over the shelf break. Over the shelf break, where the topographic term dominates b T1 , Eq. (15) implies that the vertical shear can be approximated as (u 1 2 u 2 ) ; (1/F 1 )(f 0 /H 1 )(›h b /›y). This expression can be rewritten as › ›y f 0 g 0 (c 2 2 c 1 ) ; ›h b ›y , which shows that the layer interface h 1 5 (f 0 /g 0 )(c 2 2 c 1 ) is adjusting to be parallel to the bottom topography.
Figures 7e and 7f show the zonally averaged profiles of the upper-layer PV and PV gradient, averaged for periods of 50 yr corresponding to sections 1 to 6 (see Figs. 7a,b) . The upper-layer topographic beta b T1 is shown by the dashed line in Fig. 7f . During spinup, in the upper-layer, negative PV builds up on the continental shelf until the PV gradient approaches b T1 . The fact that b T1 is equivalent to the gradient of the background barotopic geostrophic contours suggests that the development of the shelfbreak jet is primarily due to barotropic dynamics. vertical shear, the jet remains close to the critical condition for baroclinic instability ›q 2 /›y ; 0, which suggests that baroclinic processes are also key to describing its dynamics.
b. Steady state
Results obtained for the long time averaging of the reference simulation are shown in Fig. 8 . Figure 8b shows that the maximum upper-layer PV gradient equals b T1 . This maximum coincides with the strong upper-layer jet observed over the shelf break in Fig. 8a . The lower-layer steady-state PV budget is shown in Fig. 8d , where the bottom drag at each latitude is balanced by the meridional eddy PV flux h2y 0 g2 q 0 2 i 5 h2ru 2 i [see Eq. (12)]. Here, h i signifies a time mean. The reduced lower-layer PV flux over the shelf break coincides with a curbing of the abyssal velocities and indicates a minimum in the cross-shelf exchange in the bottom layer because of the presence of the topography. On the other hand, Fig. 8c shows that the topography does not affect the time-averaged upper-layer meridional PV flux, which must balance the wind forcing at steady state: h2y 0 g1 q 0 1 i 5 t (x) /(r 1 H 1 ) [see Eq. (11)]. This implies that the long time-averaged upper-layer meridional eddy PV flux (and hence the total amount of upper-layer crossshelf exchange) is independent of the bottom topography in this QG setup. The PV flux in each layer can be decomposed into the sum of the Reynolds stress . The lower-layer PV flux is dominated by the contribution of the form stress, while the Reynolds stress divergence is small (Fig. 8d) . In the upper layer, a negative Reynolds stress divergence is observed over the center of the shelf break (Fig. 8c) .
These time-averaged fields are consistent with the results of Zhang et al. (2011) , who suggest that the creation of a shelf break is due to a local suppression of the form drag over the continental slope. Since the upperlayer PV flux must balance the wind forcing in steady state, the local suppression of the form drag results in an increased magnitude Reynolds stress divergence over the continental shelf break in the upper layer, which allows for the development of a shelfbreak jet. In the following, we show that this enhanced Reynolds stress divergence is only marginally observed on the flank of the jet during the stable growth period. However, a strong peak of the Reynolds stress divergence is observed during the jet instability and drifting, which suggests that different phases of the jet evolution must be considered independently, rather than in a timeaveraged sense.
c. Shelfbreak jet life cycle
We now focus on the evolution of the zonal momentum budget during specific periods in the life cycle of a typical shelfbreak jet, from its formation to its destruction. In each layer, the dominant zonal momentum balance at statistical equilibrium is
, and (16)
where the time-averaged Reynolds stress divergence and interfacial stress have to balance the upper-layer input by the wind and the lower-layer sink by the bottom drag. Together, the Reynolds stress divergence and the interfacial form stress equal the meridional PV flux y 0 k q 0 k . It is useful to distinguish three distinct stages of the shelfbreak jet cycle: 1) the growth of the jet, 2) the onset of baroclinic instability, and 3) its meridional drift. Figures 9a and 9b show Hovmöller diagrams of the upper-and lower-layer zonally averaged zonal velocity of a typical shelfbreak jet in the statistically equilibrated regime of the reference simulation. The times of each of the three stages are indicated by dashed lines on the Hovmöller diagrams. Instantaneous profiles of the different terms of the zonal momentum balance corresponding to these three stages are shown in panels (U1) to (U3) for the upper layer and (L1) to (L3) for the lower layer. Notice that Eqs. (16) and (17) hold only for long time averaging (see Fig. 8 ), such that the sum of the terms on the right-hand side of the equations do not add to zero in the profiles shown in Fig. 9 . The instantaneous profile of the tendency in the zonal velocity is also shown in Fig. 9: 1) The first stage is characterized by the long period after an instability event, where a stable jet grows over the topographic slope. During this period, there is little eddy activity over the shelf break [see panels (U1) and (L1) of Fig. 9 ] and the meridional PV flux across the shelfbreak center remains close to zero in both layers. In the upper layer, the input of momentum by the wind accelerates the flow on the shelf break, where y 0 k q 0 k ; 0. This is in contrast with the flat bottom region north of the topographic slope, where the wind input is balanced mainly by interfacial form stress. This strengthens the PV barrier between the continental shelf and the flat bottom region up north. 8 In the lower layer [see panel (L1)], the contribution of the bottom drag slowly destroys the PV gradient over the shelf break.
2) The second stage occurs once the lower-layer PV gradient becomes negative at y 0 and the flow becomes baroclinically unstable. A peak of interfacial form stress centered on the shelfbreak jet now transfers zonal momentum downward from the upper layer to the lower layer [see (U2) and (L2) of Fig. 9 ]. This interfacial form stress is largely balanced by bottom drag in the lower layer and by Reynolds stress divergence in the upper layer, such that the velocity tendency is small and the vertical shear is essentially unchanged (see Fig. 5b ). The convergence of Reynolds momentum flux in response to baroclinic stirring has been discussed extensively in the context of the midlatitude atmospheric jets (e.g., Vallis et al. 2004; Dritschel and McIntyre 2008) . 3) In the third stage, the jet is drifting northward. In Fig. 9b , a velocity dipole is observed in the lowerlayer zonal velocities; westward velocities are observed at the southern flank of the lower-layer jet, whereas eastward velocities occur at its northern flank. Snapshots of relative vorticity taken from this stage show that a train of coherent vortices develop over the shelf break (not shown). This wavelike behavior is strongest in the upper layer, where the PV gradients are largest. Associated with this dipole is a strong inversion of the Reynolds stress divergence across the jet in both layers [see Fig. 9 , (U3) and (L3)]. This moves zonal momentum northward across the jet, decelerating its southern flank and accelerating its northern flank. This results in the northward drift of the zonal jet, which is the focus of the next section.
Meridional drifting of zonal jets
In the context of a stochastically forced barotropic system on a beta plane, Srinivasan (2014) observed that meridionally drifting jets occur when the forcing is anisotropic and also breaks reflectional symmetry. Here, in the context of our reference wind-driven setup, the effect of both the meridional curvature in the bottom topography and the meridional variation of the wind stress can result in an anisotropic eddy forcing that can break reflectional symmetry. To deconvolve the effect of wind and topography, experiments in this section are forced using a constant-imposed background shear, U s in Eqs. (11) and (12), instead of using wind forcing. With this uniform forcing, only curvature in the topography can cause breaking of the reflectional symmetry.
In a first series of experiments, we set b 5 0 but use the same hyperbolic tangent shelf as before [see Eq. (5)]. To avoid the interactions with the boundaries, the shelf break is shifted to the center of the domain y 0 5 L y /2. Figure 10 shows an example of an experiment forced with a uniform shear U s 5 0.2 m s 21 and a shelfbreak width W 5 50 km. Figure 10a shows the effective topographic beta b T 5 b 1 [(f 0 /H 2 )(›h b /›y)], which sets the instability criteria, and Fig. 10b shows a Hovmöller diagram of the zonal-mean upper-layer zonal velocity in a statistically equilibrated regime. Zonal jets form over the shelf break, where large values of b T allow for the development of strong vertical shear. As observed previously, these jets become unstable and drift aperiodically. However, there is no preferential drifting direction; northward and southward drifts are observed equally. Figure 10c shows the zonal-mean upper-layer zonal velocity and PV gradient averaged during the interval t 1 , t , t 2 , where t 1 and t 2 are shown by dashed white lines in Fig. 10b . This time averaging is performed using a jet-following frame of reference y 0 (t), such that the jet maximum is shifted to y 0 (t) 5 0 for every individual snapshot contained in the average (Yoo and Lee 2010) . The upper-layer velocity and PV gradient are approximately symmetric about the jet center, whereas the lower-layer PV gradient is clearly asymmetric about the jet center. Moreover, the lower-layer PV gradient becomes negative only on one side of the jet, which suggests that one side of the jet is more baroclinically unstable than the other.
To further investigate the impact of this asymmetry about the jet center, we consider the eddy PV fluxes over the same time period (t 1 , t , t 2 ). Figure 10d shows the asymmetric part of the upper-and lower-layer meridional eddy PV fluxes defined as
As was observed previously in the jet drifting section of Fig. 9 , a strong inversion of the PV flux occurs across the (d) is performed using a jet-following frame of reference y 0 (t), such that the jet maximum is shifted to y 0 (t) 5 0 for every individual snapshot contained in the average. jet in Fig. 10d , which tends to decelerate the flow on the southern flank of the jet and accelerate the flow on its northern flank, resulting in the meridional jet drift.
a. Physical mechanism for the jet drifting Similar meridional jet drifting was reported by Thompson (2010) using a two-layer QG model with sinusoidal zonal ridges. In that study, the author suggests that meridional drift of a zonal jet can occur when the flanks of the jet feel different local PV gradients. This gives rise to baroclinic instability that is meridionally asymmetric about the jet center. In this view, a jet would always drift toward a more unstable latitude. We hypothesize that this same mechanism is responsible for meridional drift of zonal jets in our experimental setup. In the specific example of Fig. 10 , the maximum condition for baroclinic instability max(b T /F 2 ) occurs at the center of the shelf break y 0 5 L y /2 (which coincides with the center of the domain) and decreases symmetrically to the north and to the south. During the stable shear buildup period, the jet remains centered on the shelf break until the onset of baroclinic instability. We speculate that eddies developing from this instability perturb the jet, such that it is displaced from y 0 . This can occur evenly to the north or south. Once the jet has shifted away from y 0 and one flank of the jet is more unstable than the other, the above drifting mechanism can operate: inversion of the Reynolds stress divergence across the jet decelerates one flank of the jet and accelerates the other. This would explain why there is no preferential drifting direction in the example of Fig. 10. b. The effect of the shelfbreak curvature on the drifting speed
In the above setup, the asymmetric instability condition across the jet comes from differences in topographic slope between each flank of the jet. This corresponds to the curvature (or second derivative) of the topographic profile. More curvature implies more asymmetry, which should result in a higher drifting speed. We thus speculate that the curvature should modulate the meridional drifting speed. The curvature of the hyperbolic tangent shelf defined in Eq. (5) decreases with W. Figure 11 shows the average meridional jet drift velocity obtained for increasing values of the shelf curvature Q 5 › 2 h b /›y 2 at y 5 1000 km. The average drift velocity is obtained by tracking the jet center during each northward drifting event and averaging the speed measured at a fixed latitude y 5 1000 km, which is 50 km north of the center of the shelf break. Notice that the magnitude of the drift velocity does not depend of the drifting direction, such that equivalent results are obtained with southward drifting events. Figure 11 shows that the average jet drift velocity increases with the topographic curvature for a fixed latitude, which supports the idea that drifting may be due to meridionally asymmetric baroclinic instability about the jet center.
EXPERIMENTS USING A CONSTANT CURVATURE
In the above experiments, curvature is not spatially uniform across the domain. Moreover, the local slope at y 5 1000 km, which determines the local value of the lower-layer PV gradient, varies throughout the experiments. Since for a given curvature, the drift speed may depend on the local topographic slope and on the local amount of eddy kinetic energy (EKE), we now study the case of a parabolic bottom topography, for which the curvature is constant across the domain. Simulations are performed using a parabolic bottom topography described by
where a 
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›[h b (L y /2)]/›y 5 2h 0 /2W, and this is where the jet drift speed is measured. As such, for a given U s and W, all experiments should have the same local amount of EKE and same local slope at y 5 L y /2, independent of the curvature Q. Only negative sloping topography is considered in these experiments, which limits the range of curvature to jQj , h 0 /(WL y ). Figure 12a shows the drifting velocity as a function of Q for two values of W: 50 and 100 km. Results agree broadly with the drifting mechanism described above; jets drift northward for Q . 0, southward for Q , 0, and drift is negligible for Q 5 0. As such, jets always drift from regions of strong to regions of weak lower-layer background PV gradient, toward a more unstable region. In the range of parameter considered, the drifting speed varies approximately as a linear function of the curvature. For a fixed Q, the jet drift velocity decreases with the topographic slope (for decreasing W ). For steep bottom slope (W 5 50 km), topography stabilizes the flow such that it becomes only marginally unstable, and the drifting velocities remain close to zero. Figure 12b shows the drifting velocity as a function of the imposed background shear U s for different values of W and Q. For fixed W and Q, the jet drifting speed increases with imposed background shear U s , which suggests that the local value of EKE (set by the magnitude of the baroclinic instability) is also key to the drifting process. Finally, it is worth mentioning that drifting velocities can be amplified when the effect of the topographic curvature is combined with the effect of meridionally varying wind forcing. In a setup using wind forcing, the distribution of EKE is not uniform and follows broadly the wind profile. In this context, we observed that meridionally varying wind forcing alone can induce jet drifting from regions of low EKE to regions of high EKE (not shown). This can be explained following the same argument as the one given above: jets are drifting toward a more unstable latitude. For example, in the reference setup of section 3, multiple zonal jets are observed in the instantaneous velocity fields north of the shelf break, which drift toward the center of the domain, where the EKE is maximal. These jets cannot be clearly made out in the Hovmöller diagram of zonally averaged zonal velocity (Fig. 7a) . Over the continental shelf break, the combined effect of topography (creating a meridional gradient of the condition for baroclinic instability) and wind (inducing a meridional gradient of EKE) leads to drifting velocities that are much higher than those shown in Fig. 12 .
c. Mixing and drifting
We end this section by discussing the possible link between the drifting of the jet and the mixing associated with an instability event. Using a uniform-imposed shear on a beta-plane QG setup, Pavan and Held (1996) showed that for a fixed b, eddy diffusivities increase with vertical shear following approximately U 3 s . They further showed that the diffusivities are strongly suppressed for increasing b. Here, in a context where b T varies latitudinally, we speculate that a jet accumulating strong vertical shear over the shelf break (where b T is large) and drifting quickly toward a flat bottom region (where b T is small) can lead to high local values of eddy diffusivity. In this view, the effect of locally suppressed diffusivity over the shelf break would be compensated by the mixing associated with the drifting of the jet into a region of small b T , where strong vertical shear leads to enhanced diffusivity. This could also explain the result observed in section 3 that the magnitude of a given cross-shelf mixing event is closely related to the vertical shear recorded over the shelf break before this event.
Experiments using a primitive equation model
In the following, we validate the use of the QG model by comparing some of its key results to a PE model. Although the QG model has been observed to be valid outside of its strict asymptotic regime (Williams et al. 2010; Poulin et al. 2014) , it is unclear a priori if its use is justified in the context of large-amplitude topography like the one used in this work. However, results show that the QG model shares many of the important features with the PE model in a similar experimental setup.
a. Primitive equation model
A series of numerical experiments were carried out using MITgcm (Marshall et al. 1997a,b) with a similar experimental setup as the one used in the QG simulations above. The model used a horizontal resolution of Dx 5 2.5 km and 25 vertical levels with layer thicknesses ranging from 30 m at the surface to 109 m at the bottom. The model geometry is a zonally reentrant channel with lengthL x 5 1050 km, widthL y 5 2100 km, and depth H 5 2000 m. The model topography is the same as in the QG setup and is described by Eq. (5) with the shelfbreak center at y 0 5 300 km and a shelf height h 0 5 1500 m. The flow was forced by the sinusoidal wind stress described by Eq. (6). No buoyancy flux is applied at the surface, similar to the QG simulations. Stratification is initialized to an exponential density profile given by r(z) 5 r 0 exp(z/D), defined using a linear equation of state with thermal expansion coefficient a 5 2 3 10 24 K 21 . The e-folding scale D was chosen such that the average steady-state deformation radius was L d 5 12.9 km, away from the shelf break. The model was spun up until the integrated zonal transport and the domainaveraged eddy kinetic energy converged. The steadystate domain-averaged deformation radius was found to remain close to its initial value despite latitudinal variation in the stratification caused by sloping isopycnals. Note also that the stratification over the continental shelf was found to be sensitive to changes in the shelfbreak width parameter W. The K-profile parameterization (KPP) was used to account for vertical mixing (Large et al. 1994) . Biharmonic momentum dissipation was used with a hyperviscosity e A H 5 5 m 4 s 21 . A linear bottom drag was used with a bottom drag coefficient r 5 2 3 10 24 s 21 .
b. Phenomenology Figure 13 shows the Hovmöller diagrams of the zonalmean zonal surface velocity for various values of the shelfbreak width W for simulations using t 0 5 0.08 N m
22
. Only the southern half of the domain is shown. Results are qualitatively similar to those found using the QG model. Three distinct parameter regimes, similar to those discussed in section 3, are observed: (i) for narrow shelfbreak widths, no jet forms over the shelf break; (ii) for shelves of intermediate width, we observe a unique shelfbreak jet that remains stationary for a number of years before becoming unstable and drifting away from the shelf break; and (iii) for larger W, multiple jets form over the shelf break and constantly drift northward. Figure 14 shows that the maximum vertical shear observed over the shelfbreak center is also strongly dependent on W. Vertical shear is small for narrow shelf breaks, maximum for shelves of intermediate width, and decreasing with W for wide shelves. This figure is readily comparable to Fig. 3a , which shows a similar result using the QG model. Figure 15 shows different time series relevant to the shelfbreak jet life cycle for a simulation using W 5 50 km and t 0 5 0.08 N m 22 in the one jet regime. Figure 15a shows the Hovmöller diagram of the zonal-mean zonal surface velocity, while Fig. 15b shows a time series of the vertical shear averaged over the shelfbreak region. Only the southern part of the domain is displayed in the Hovmöller diagram in Fig. 15a . The vertical shear accumulates over a long period during which the jet is stable. This is followed by a sharp decrease in shear, as the jet begins to drift. . The magnitude of the EKE and PV flux are weak during periods where the jet is stable but increase significantly when the jet drifts. This enhanced eddy activity suggests that the drifting is caused by an instability of the jet. Moreover, the strongly negative PV flux associated with this instability event indicates elevated cross-shelf mixing during this period. Figures 15d and 15f show that both the EKE and PV flux have the largest magnitudes near the surface during instability events, consistent with the choice of an exponential density profile. This suggests that a two-layer representation can capture the first-order dynamics of this system. In summary, the strong similarities between the PE simulations and the QG simulations give us further confidence that QG dynamics can be used to interpret more realistic shelfbreak jets.
Conclusions
This work describes the effect of the dynamics of topographically steered zonal jets on the mixing across an idealized continental shelf break of the West Antarctica Peninsula. The relationship between the temporal variability of the cross-shelf exchange and the instability and drifting of the shelfbreak jets is examined in a series of quasigeostrophic and primitive equation numerical experiments. First, by varying the width of a 2500-m-high zonally symmetric hyperbolic tangent topography, we show that the state of the shelfbreak flow can be classified in terms of its proximity to the condition for baroclinic instability: (i) For a shelfbreak width smaller than the eddy scale, the shelfbreak flow is subcritical and no jet is observed on the topographic slope. (ii) For a shelfbreak width slightly greater than the eddy scale, a strong jet develops that becomes intermittently unstable and drifts away from the shelf break whenever the vertical shear reaches the critical condition for baroclinic instability.
(iii) For a wide shelf with weaker topographic slope, the shelfbreak flow is critical to supercritical and multiple jets drifting meridionally are observed on the shelf break.
Our focus is on the regime where the shelfbreak width is slightly bigger than the eddy scale, for which the cross-shelf mixing associated with instability events is maximal. Spinup of the channel from rest shows a much longer equilibration time for the shelfbreak flow than for the flat bottomed region farther north. During this equilibrium time, a sharp upper-layer PV barrier forms over the shelf break. The magnitude of this upper-layer PV gradient sets the magnitude of the upper-layer jet and corresponds to the gradient of the background barotropic geostrophic contours. At statistical equilibrium, the shelfbreak jet displays a lowfrequency intermittent variability. The shelfbreak jet life cycle can be divided in three main steps: 1) a stable growth period during which vertical shear accumulates over the shelf break; 2) the onset of baroclinic instability during which the vertical shear is maintained by the combined effect of the Reynolds stress divergence in the upper layer and bottom friction in the lower layer; and 3) a meridional drift period during which a strong inversion of the Reynolds stress divergence across the jet accelerates one side of the jet and decelerates the other, forcing it to move away from the shelf break. We then speculate that the meridional drift of the shelfbreak jet is because of the meridional asymmetry of the baroclinic instability about the jet center, similar to the results of Thompson (2010) , FIG. 14. Maximum vertical shear observed over the continental shelfbreak region for model simulations using different shelfbreak widths W. This figure made using results from the primitive equation model. 10 The Ertel PV is defined as q 5 v a Á $S, where v a is the absolute vorticity and S is the stratification, defined as S 5 b 1 N 2 z, where b is the buoyancy of the fluid and N is the Brunt-Vaisala frequency (Müller 1995) . observed in the context of braided jets over sinusoidal topography. Here, we show that jet drifting can occur for isolated jets and does not involve jet interaction. We also demonstrate that jet drifting is a distinct stage in the jet life cycle and occurs only after the onset of baroclinic instability. Finally, we systematically investigate this mechanism in experiments using uniform-imposed shear and varying curvature of a parabolic topographic profile. Our numerical simulations neglected two important aspects of the shelfbreak dynamics that are the focus of ongoing research. First, the simulations did not include zonally asymmetric topography, especially canyons, that is known to be important for cross-shelf mixing (Zhang et al. 2011; St-Laurent et al. 2013) . In a QG setup with a zonally sinusoidal shelf break, preliminary results show that a mechanism involving shear buildup, instability, and drifting of the shelfbreak jet is also observed with zonally asymmetric topography. However, our results also suggest that the cross-shelf exchange is influenced by the wavelength of the shelfbreak undulations. For a shelfbreak wavelength comparable to the eddy scale, jets do not develop on the topography, and cross-shelf mixing is strongly enhanced. Note that the larger-scale zonal asymmetry of the ACC can also affect the velocity and stratification over the WAP continental shelf, making some of the regimes described in this study impossible to observe in the real ocean. A second drawback of our experimental setup is that it does not address the effect of meridionally varying stratification across the shelf break, since the QG framework assumes a constant deformation scale (and hence stratification) in the entire domain.
Preliminary simulations using a primitive equation model show that the shelfbreak jet dynamics are very sensitive to the southern boundary condition setting the stratification over the continental shelf. However, strong similarities between the results of the QG model and those of a more realistic primitive equation model suggest that the shelfbreak jet behavior described in this study may account for a first-order representation of the observed jet behavior over the WAP continental shelf break.
