Abstract. This paper studies the reflection of pulses from a randomly layered half space. It characterizes the statistical properties of the reflected signals at the surface in a suitable asymptotic limit in which the pulse width is large compared to the typical size of the inhomogeneous layers but small compared to the macroscopic variations of the medium properties. It is shown how this characterization can be used to get the macroscopic properties of the medium from the reflected signals with optimal removal of the effects of the random inhomogeneities within the general framework of the model.
dimensional random medium using asymptotic analysis for stochastic equations. Our basic modeling hypothesis is that the pulse duration is short compared to macroscopic timescales but long compared to the time it takes to traverse a typical inhomogeneity of the medium. This is a reasonable model when pulses are used to probe a randomly inhomogeneous, stratified half-space. The pulse must be short enough to resolve the large-scale, deterministic structure of the medium but long enough compared to the size of the irregularities so that the statistics of the reflected signals stabilize and become independent of the detailed form of the irregularities.
In this paper we take up this subject using a different formulation than that of [1] , although the main mathematical tools are the same. We obtain many new results, including the solution of an inverse problem for a random medium. We now briefly describe the contents of the paper.
In 2 we formulate the problem, introduce a scaling that makes precise our basic modeling assumptions and define the quantities of interest. In [1] we have dealt only with a homogeneous, stratified random half-space. That is, the mean density and bulk modulus of the elastic (or other) medium were constant and their fluctuations were stationary processes. This is not a useful model when we want to do probing because the structure of the medium is trivial. Nevertheless it is important to see, as in [1] , that the statistics of the reflected signal acquire a universal character in the limit and to describe them. In this paper we allow general inhomogeneous, stratified random media. As in [1] we introduce a new type of stochastic process we call a windowed process. It is well suited for the description of reflected signals. The limit law of these windowed processes is given in 3. In the case of a homogeneous random medium we recover the universal law we have obtained [1] and in addition we give the explicit form of the power spectral density (formulas (3.9) and (3.10)) that we had been unable to calculate in 1 ]. Extensive numerical simulations described in [2] agreed very well with the theory of [1] . The localization length ideas that were introduced in [2] and proved very useful in the numerical calculations have not yet been fully understood analytically (cf. [3] ).
A restriction that we introduce in this paper that we did not have in [1] is that the medium be (locally) totally reflecting. Roughly, this means that the medium is really random. To analyze reflected signals up to time t, under the present theory, the medium penetrated by the pulse up to this time must be random. This allows significant analytical simplifications but is not an essential restriction. The case of reflection and transmission of pulses by a slab of stratified random medium can be handled but the analysis is complicated. A different set of questions about the transmitted pulse, its form near the front, but not its coda or its reflection, were studied in [4] .
In 3 we also describe how an inverse problem can be solved using our theory. As we point out there, this is only a first step in understanding a whole collection of issues about the statistical estimation of medium properties from reflected signals.
In 4 we give a formal derivation of the power spectral density of the windowed process. Although intuitive and elementary, this derivation is not satisfactory because the interchanges of limits involved are difficult to justify. Physically it is unsatisfactory because, being a frequency domain calculation, it obscures the support properties of the wave functions that come from the finite propagation speed of the signals. These properties are very important for a full understanding of the phenomena.
In 5 we introduce a new way to analyze reflected signals, in the time domain, that makes use the finite propagation speed and its consequenses. This involves the study of infinite-dimensional processes (functional processes). We give only a brief introduction to the main ideas here. In we have found that the law of the reflected signals (the windowed processes) is Gaussian in the limit. This was surprising to us because in the time-harmonic case the law of the reflection coefficient is not Gaussian at all [5] , [6] . The argument we used in [1] was incomplete and not fully convincing.
In the framework of 5 the Gaussian property appears rather naturally but still in a surprising way. The usual thinking that gives the Gaussian law in the central limit theorem is not applicable here. This is one reason why the functional approach is useful.
2. Formulation and scaling. We consider a one-dimensional acoustic wave propagating in a random slab of material occupying the half-space x < 0. We will analyze in detail the backscatter at x--0.
Let p(t, x) be the pressure and u(t, x) velocity. The linear conservation laws of momentum and mass governing acoustic wave propagation are Equations (2.1) are to be supplemented with boundary conditions at x 0 corresponding to different ways in which the pulse is generated at the interface. In the cases analyzed below the pulse width is assumed to be on a scale intermediate between the microscale and the macroscale. That is, the pulse is broad compared to the size of the random inhomogeneities, but short compared to the nonrandom variations. Thus the small scale structure will introduce only random effects in which the pulse is too broad to probe in detail. In contrast, the pulse is chosen to probe the nonrandom macroscale, from which it reflects and refracts in the manner of ray theory (geometrial optics). We will recover macroscopic variations of the medium by examination of reflections at x 0.
Let typical values of Po, Ko be fi, with a=(/) 1/z. Then for f(t) a smooth function of compact support in [0, ) we define the incident pulse by (.5 f(= ko/ This pulse, f, will be convolved with the appropriate Green's function depending on how the wave is excited at the interface. The pre-factor e -/ is introduced to make the energy of the pulse independent of the small parameter e.
We consider first the matched medium" boundary condition (BCI). It is assumed that the wave is incident on the random medium occupying x < 0 from a homogeneous medium occupying x > 0 and characterized by the constant parameters po(0), Ko(0). 
Therefore, from (2.24), (2.30) we can derive the Riccati equation for R:
The boundary condition at -L in (2.31) is for termination of the random slab by a uniform medium. If the medium is homogeneously random beyond -L (po(x), Ko(x) constant) then we will have total reflection at -L because the wave cannot penetrate the random medium to infinite depth. In fact in a statistically homogeneous random medium we have that (2.32) ITI-0 as L--oo exponentially fast, which follows from Furstenberg's theorem [7] . Since Let a,, be the integral of the second moment of the medium properties defined by
Let r(x) be travel time to depth x defined by (2.16), and let (r) be its inverse which is depth reached up to time in the medium without fluctuations. Define 
We assume, as in Appendix A, that the randomness in (4.7) is generated by an ergodic
Markov process q(x)= q(x, x 6 2) in Euclidean space R d of arbitrary dimension d.
It is assumed that q(x, x/e 2) is a random process on the fast, x/e2, spatial scale, but has slowly-varying statistics on the x scale. We express this mathematically by the assumption that q(x, y) is, for fixed x, a stationary ergodic Markov process in y with infinitesimal generator Qx, depending on x. We then write m(x,x/e2) rfi(x q(x, x e2)), etc. (to simplify notation we will drop the tildes). A very wide class of processes with small scale randomness but slowly-varying statistics can be generated in this way.
The process (q, 6)eR d+2, the solution of (4. 
In Appendix A we show briefly how these results are obtained. 
The inner integral in (4.42) is equal to the residue at the pole z =--i, after closing the contour in the lower halfplane. The assumption that 0 < r < 1 is necessary here so that the pole at z i(1 + r)/ (1-r) We also let We now proceed as in 2 via Fourier transforms to obtain an expression for the reflected signal A(0, t) for > 0. Let f be defined by (2.12) and let (5.14) (',co)=fei'/A(',t)dt, (-,w)=fei'/B(-,t)dt. When this is evaluated at 3" =0 it is identical to (2.14) (for (BCI)) and it is the windowed reflected signal. Instead of (5.22) it is convenient to study another more general quantity, We will think of the generalized reflection functional as a distribution valued stochastic process with r N 0 being the "time" parameter. The objective here is to study the limit law of the process defined by the stochastic equation (5.21 ) as e tends to zero, simultaneously for all m so that the law of the functional (5.22) can be analyzed.
From (5.19) or (5.21) we see that for each set of rest functions {X i}, the law of the process (R(), A} is known. We shall study the limit of this law as e tends to zero.
5.2 The limit theorem. We shall assume that the fluctuations ((x), p(x)) in (5.1) or (m(x), n(x)) in (5.11) are Markov processes (or projections of a higher-dimensional Markov process) in addition to being stationary. We denote this coefficient process by q(x) and let S be its state space, a compact subset of R e for example. We denote by Q the infinitesimal generator of this process and by P its invariant measure. The coefficients m and n have mean zero with respect to P.
Let q(r) denote the process (m(r), n(r)) defined by (5.6) . Let R(r) (we omit dependence on t, N and A) be the generalized reflection functional introduced by (5.22 ). The pair (q(r), R(r)) is a Markov process with the latter component distribution-valued and with r the time parameter. The Markov property is a consequence of the corresponding one for q: and , the solution of (5.19). To analyze the limit of the process R (-) we shall calculate the limit form of its generator defined on various classes of test functions. Test functions of the form (5.24) are not enough however when we want to analyze Rt of (5.22) and its moments at a single fixed t. We begin with the limit of (5.25). This is obtained'in much the same way as in the elementary case described in the Appendix (and in the references cited therein). Let F F((R, A)) be a fixed test function independent of q, because we are interested only in the limit of the R process, and let Here the coefficients a,,m, an,,, and ann are defined by a,,,,,
as in (3.2) . Note that the components of RN,,(') of the generalized, centered, reflection functional are coupled for different N's and t's. The question of existence and uniqueness of a distribution-valued process R(z) with generator L, as defined above and the detailed proof of the weak convergence as e tends to zero will not be discussed here. We note only that the existence of the limit process and the compactness of the family R follow from elementary estimates derived from (5.21) or (5.19). The uniqueness of the limit law is obtained by exploiting the "linearity" of the generalized reflection process that allows us to obtain closed equations for its moments of each order. The second-order moments are considered in the next section.
In the context of the physical problem under consideration with the time fixed, unless z-<-t/2 we must give the (right) reflection coefficient of the region (-oe, z] as initial condition for (5.19) or (5.21) or for the full process R. We want to study the generalized reflection functional only in the case z <-t/2 here. Then the reflection functional for the region (-oe, 0], which is the physically interesting quantity, does not depend on the subregion (-eo, -] at all. This is because signals propagate at a finite speed and (in the present scaled variables) the reflected signal observed up to time could not have come from scattering in the region r <-t/2. This is seen more analytically in the next section. (5.40) . This explains how the Wigner functional enters and why its expectation is interesting. In fact, the power spectral density/z (t, (0) in 3 is simply the expectation of W 11 in the limit e-0.
In the same way that we calculated the generator of the Markov process (q(r),R(r)) in section (5.2) we can now calculate the generator of the Markov process (q(r), W(r)) on functions of the form F(q, (W, A)). We have The generator on functions that depend on r explicitly is O, + M;. Ew.{(, W t'N (0, t,. ), IA N'I2)}--dw, --, t, w IA '(w)l2.
For the shifted Wigner functional appearing on the right side of (5.53) we use (5.56) with the second argument on the right side replaced by t-2N-. Now suppose that we fix > 0 and -<-t/2 and let (5.53) define a Gaussian law for/N,,(0). We want to show that this law is invariant with respect to the Markovian evolution that generates the process. We must then show that (5.57) E{Lexp[/(/N,,,)l}=0
where E stands for expectation with respect to the Gaussian law (5.53) and L is given by (5.37 ). In addition, we will use the independence of Ru,, (when r<-t/2) for different t's. As we noted earlier we omit the proof of this fact in the brief description given here. To prove (5.57) under the independence condition we first calculate the expectation of each term in (5.57) when (5.37) is used for L. This is a standard calculation with characteristic functions of Gaussian integrals. An identity then results involving the expectation of the Wigner functionals and it must be true for (5.57) to hold. This identity is none other than (5.49) with the terminal condition (5.55), the time shifted to t-2Nr and with r<-t/2 so that the 0/0r term drops. This then shows that the law (5.53) is invariant. A uniqueness argument finally tells us that (5.53) is the ergodic limit law.
There are many details that we have omitted here that are needed to make the above a complete proof. The brief description we have given introduces the main ideas and the framework of the functional processes.
We consider final conditions at x 0 that do not depend on q, i.e., We next take the expectation of (A11). Since F has mean zero as noted in (A4), using (A2) we see that (All) implies that 1 V 0, Co(X) on whence V does not depend on 7" (A14) V = V(x, q). Now by ergodicity, Qx has the one-dimensional null space consisting of functions that do not depend on q. Thus Qx does not have an inverse. However, by the Fredholm alternative, which we assume to hold for the process q, Q, has an inverse on the subspace of functions that have mean zero with respect to P. We define a particular inverse Q;1 such that its range consists of functions with vanishing mean (A15) -Q;= e %" dr.
In terms of this Q we can solve (All) for V (A16) V'=-Q;I{F. Vq, V} + V 1' where V 1' does not depend on q.
We now substitute (A16) into (A12) and take expectations. We also average this In the application of this result in 4, the explicit form of F in (4.7) is used in (A21) to obtain (4.11).
