The required block length in OFDM schemes (Orthogonal Frequency Division Multiplexing) can be very high when we have severely time-dispersive channels. This means that the channel variations from block to block or even within a given block can be substantial. In this paper we consider OFDM systems with fast-varying channels where the variations are due to phase/frequency errors between local oscillators at the transmitter and the receiver, as well as the effects associated to non-constant Doppler drifts. The overall phase error can be approximated by a Taylor polynomial with small degree. Suitable training sequences are multiplexed with data blocks and used for estimating the Taylor coefficients of the phase error. These are then used for predicting the evolution of the phase error for subsequent data blocks, which is compensated before detection. Our performance results show that our phase predicting method can lead to significant performance improvements when we have significant, nonlinear phase errors, reducing the required frequency of training blocks.
Introduction
OFDM schemes (Orthogonal Frequency Division Multiplexing) are known to be suitable for severely timedispersive channels. By appending a suitable cyclic prefix to each block the linear convolution associated to the channel can be made equivalent to a cyclic convolution, which means that channel can be regarded as flat at the subcarrier level. Moreover, the transmitter and receiver can be implemented using DFT/IDFT operations. However, the cyclic prefix must be longer than the overall channel impulse response. Moreover, since the samples associated to the cyclic prefix are not used for detection purposes, its duration should be a small fraction of the overall block duration. For broadband wireless systems the length of the channel impulse response can be significantly longer than the symbol duration 1 , which means that the required 1 The symbol duration is the bit duration times the number of bits per cyclic prefix can can have the duration of several tens or even hundreds of symbols, leading to blocks with hundreds or even thousands of symbols.
Typically we have a coarse synchronization, with moderate accuracy and large acquisition band, is followed by a fine synchronization, with high accuracy and small acquisition band ( [1] , and references therein). Several methods have been proposed for the carrier synchronization in OFDM systems [2, 3, 4, 5] . However, when we have long OFDM blocks the channel variations due to Doppler effects can be substantial from block to block or even within a given block. This is especially serious for scenarios where we have high speeds as in LEO (Low Earth Orbit) and MEO (Medium Earth Orbit) satellite systems. It is well-known that in conventional DFT implementations we assume that the channel remains constant within each block. Moreover, if the channel is estimated with the help of training blocks multiplexed with data blocks, the channel should remain almost constant between training blocks (i.e., over several OFDM blocks). Although the complex gains and delays associated to each multipath component can change in long-term, for shortterm channel variations we can assume the the multipath components are fixed and the channel variations can be modeled as a single, time-varying phase error. In this paper we consider OFDM systems where the channel variations can be substantial. We assume that these variations are due to phase/frequency errors between local oscillators at the transmitter and the receiver, as well as Doppler effects. Moreover, we assume that the Doppler drifts are not constant (i.e., we have variable moving speeds and/or non-constant angles between the direction of arrival and the velocity vector). It is assumed that the overall phase error can be approximated by a Taylor polynomial with small degree. Suitable training sequences are multiplexed with data blocks and used for estimating the Taylor coefficients of the phase error. These are then used for predicting the evolution of the phase error for subsequent data blocks, which is compensated before detection. This paper is organized as follows: Sec. 2 presents the system model considered in this paper and sec. 3 describes the phase estimation procedure. A set of performance reconstellation point. In typical OFDM implementations without oversampling the symbol duration is equal to the sampling interval. sults is presented in sec. 4 and sec. 5 is concerned with the conclusions of this paper.
System Model
In this paper we consider an OFDM system where the data is transmitted in frames, each one constituted of a training block and N D data blocks. Without loss of generality, we assume that both data and training blocks have N samples and are preceded by a suitable cyclic prefix with N G samples.
The frequency-domain training block is {S T S k ; k = 0, 1, . . . , N − 1} and the mth data block is {S (m)
Let us first consider a static channel. If we discard the samples associated to the cyclic prefix at the receiver then there is no interference between blocks, provided that the length of the cyclic prefix is higher than the length of the overall channel impulse response. Moreover, the linear convolution associated to the channel is equivalent to a cyclic convolution relatively to the N -length, useful part of each received training or data blocks, {y T S n ; n = 0, 1, . . . , N − 1} or {y 
with H k denoting the channel frequency response for the kth subcarrier and N
T S k
and N (m) k the corresponding noise components. The channel gains associated to each subcarrier can easily be obtained from the channel impulse response
where α i and τ i are the complex gain and delay associated to the ith propagation path. For time-varying channels in general the parameters α i and τ i are functions of time. However, if the variations are due to frequency errors or pure Doppler effects common to all propagation paths 2 then the channel variations can be modeled as a simple phase rotation θ(t), with
where ∆f (t) denotes the equivalent frequency error between. Clearly, the instantaneous frequency error is given by
This means that the received samples y T S n and y (m) n are replaced by y
and y
with θ
and θ
This phase rotation can lead to significant performance degradation. In the following we show how we can use the training block to estimate θ(t) for all frame.
Estimating the Phase Error
It will be assumed that the phase error is a Taylor vector (see appendix) defined over the frame length, i.e., it can be expanded in Taylor series with an accuracy as low as desirable (see appendix). We will take advantage of this for estimating it. Clearly, in the absence of noise we have
where the block {r T S n ; n = 0, 1, . . . , N −1} is the received time-domain block without noise (and no phase error), i.e., the IDFT of the block {R
However, due to the channel noise the estimates obtained this way are very poor 3 To improve the accuracy of the phase error estimates we need obtain a polynomial function that fits the observations y
T Sθ n
. For this purpose, we need to know the average value of θ n for different parts of the block, i.e., we form the subblocks
With these estimates we can obtain the estimates of the components of the polynomial expansion of θ(t) of a given degree, denoted byθ (p) (which correspond to the coordinates in the orthogonal basis of dimension P made of power functions (t − t 0 ) p , p = 0, 1, ..., P ). Without noise these components would be given by
where t 0 = N T S /2 corresponds to the middle of the training block. Therefore,
and it can then be used for estimating the value of θ (m) n associated to each data block. The selection of the appropriate value of M depends on the degree of the Taylor polynomial that we are considering for the expansion. However, a high value of M means that the estimatesθ mN/M will be very noisy.
Since we are using the estimates of θ n in the training block to predict its value in subsequent data blocks, a small estimation error can lead to significant prediction errors. This means the estimatesθ (p) need to be very accurate, especially for larger values of p. Unfortunately, this is particularly difficult exactly when p is high. To improve the estimates the power associated to training blocks should be higher than the power associated to data blocks, but this leads to power degradation due to the power spent on training. If the training blocks are designed to have reduced envelope fluctuations and dynamic range we can use the amplifier close to the saturation at the training phase and back it off to the linear region when transmitting data blocks. Since the PAPR (Peak-to-Average Power Ratio) of conventional OFDM signals can be substantial (around 10dB), this means that the power associated to training blocks can be about 10dB above the power associated to data blocks without significant degradation in the system's power efficiency, provided that the training blocks have reduced envelope fluctuations 4 . The frequency-domain training block should also have constant or almost constant absolute value to maximize the multipath diversity effects. One possibility to achieve this is to use Chu sequences in the training which have constant absolute values in both time and frequency domain [7] . However, since these sequences have high dynamic range, with frequent zero crossings, they are not suitable for saturated amplifiers. An efficient way of designing frequency-domain sequences with almost constant absolute value and reduced dynamic range was proposed in [9] based on an iterative method proposed in [8] to design MC-CDMA signals (MultiCarrier Code Division Multiplexing) with reduced dynamic range. The signals are generated as follows:
• The initial frequency domain block, {S T S(0) k ; k = 0, 1, . . . , N − 1} is selected randomly (e.g., with S T S(0) k belonging to a QPSK constellation).
• The corresponding IDFT is calculated, leading to the time-domain block {s T S(0) n ; n = 0, 1, . . . , N − 1}. 4 One should have in mind that with conventional power amplification schemes the total spent power is related to the saturation power, not the average transmit power. This means that by reducing the envelope fluctuations of transmitted signals we can increase the average transmit power for a given saturation power [6] .
• The time-domain samples s (0) n are submitted to an ideal hard-limiter, leading to the modified samples
(14)
• The corresponding frequency-domain samples S (0) k are submitted to an ideal hard-limiter, resulting the modified samples
The new training block is {s
• Repeat this procedure several times.
After a large number of iterations, the training blocks generated this way have |s 
Performance Results
In this section we present a set of performance results concerning the estimation and compensation of time-varying phase errors. As an example, we have an OFDM system with blocks of N data symbols and cyclic prefix corresponding to N/8 = 64 samples (i.e., the duration of the cyclic prefix corresponds to 1/8 of the duration of the useful part of the OFDM block). We have QPSK constellations with Gray mapping and a convolutional encoder is employed for channel coding purposes. The encoder is the well-known 64-state, rate-1/2 convolutional code with generators 1+D 2 +D 3 +D 5 +D 6 and 1+D +D 2 +D 3 +D 6 . The phase error is depicted in Fig. 1 and the frame has a training block and N D data blocks, although similar results could be observed for other frame lengths, provided that the phase error is scaled accordingly. The channel has 6 symbol-spaced taps and uncorrelated Rayleigh fading on each tap. We assume perfect channel estimation and linear amplification. Fig. 2 shows the impact of the phase error on the performance of different data blocks within the frame. Clearly, the first two have acceptable performance but the third and subsequent blocks have very poor performance due to the significant phase errors. This means that the maximum value of N D should be 2 in this case (or 4 if we can accept the detection delays inherent to have the training block in the middle of the frame instead of having it in the beginning of the frame). Let us consider now the estimation and compensation of phase errors. The phase error is approximated by a polynomial with degree P = 0, 1 or 2. The first case (P = 0) corresponds to compensating just the average phase error, in the second case (P = 1) we try to compensate the frequency error and in the third case (P = 2) we also try to compensate its derivative. Clearly, P = 0 is only suitable for the first data block and P = 1 gives good results for up to N D = 3. By using P = 2 we can have larger values of N D but with significant performance degradation. It should also be pointed out that using P = 2 yields worse results than P = 1 for the first and second data blocks. This is a consequence of the estimation errors inθ (2) .
Conclusion
In this paper we considered OFDM systems where the channel is time-varying and the variations were due to phase/frequency errors between local oscillators at the transmitter and the receiver, as well as Doppler effects. Suitable training sequences were used to approximate the overall phase error by a suitable Taylor polynomial which was then employed for predicting the evolution of the phase error for subsequent data blocks, which was compensated before detection. Our performance results show that our phase predicting method can lead to significant performance improvements when we have significant phase errors, reducing the required frequency of training blocks.
In this appendix we present Taylor spaces defined over a given interval with an inner product that makes the set of polynomial functions (t − t 0 ) p an orthogonal basis for it. Definition of Taylor Spaces. Let {f (t)} be a set Z of functions f (t) that are defined on interval I. Herewith any function f (t) can be presented by following series:
It can easily be shown that this set of functions is a linear space. Definition of Hilbert Space. Let us define linear space Z as a Hilbert Space. For this it's necessary to define an inner product. The classical inner product for functions f (t) and g(t) that are defined on interval I has following form
There are classical polynomials (Jacobi, Laguerre, Hermite) that are orthogonal ones in case of using a classical inner product, but these polynomials are not convenient for fast calculation. For simplifying of form of orthogonal polynomials and increasing of calculation performance we propose another inner product.
As is generally known, the inner product must have several properties. Commutativity is proven the following way: Linearity is proven the following way:
and (f (t), g(t) + h(t)) =
Proving that (f (t), f (t)) ≥ 0 (f (t), f (t)) =
Now we can prove that all polynomials t k are orthogonal ones. Because (t r ) (l) = 0 in point t = 0 if and only if r = l, therefore
in point t = 0 when n = m. Proving that polynomials t n are orthonormal ones.
