Abstract. This paper introduces two new matrix nearness problems that are intended to generalize the distance to instability and the distance to stability. They are named the distance to delocalization and the distance to localization due to their applicability in analyzing the robustness of eigenvalues with respect to arbitrary localization sets (domains) in the complex plane. For the open left-half plane or the unit circle, the distance to the nearest unstable/stable matrix is obtained as a special case. Then, following the theoretical framework of Hermitian functions and the Lyapunovtype localization approach, we present a new Newton-type algorithm for the distance to delocalization (D2D) and study its implementations using both an explicit and an implicit computation of the desired singular values. Since our investigations are motivated by several practical applications, we will illustrate our approach on some of them. Furthermore, in the special case when the distance to delocalization becomes the distance to instability, we will validate our algorithms against the state of the art computational method.
both problems in terms of eigenvalue perturbation, namely, for a given A ∈ C n,n , one can compute the distance to instability δ Investigating the behavior of a general matrix under arbitrary perturbations ∆ of norm ∆ ≤ ε, with ε > 0, leads to the study of the pseudospectra [32] :
Λ ε (A) = {z ∈ C : (A − zI) −1 −1 < ε}.
More precisely, Λ ε (A) is called the ε-pseudospectrum of the matrix A in the norm · . Its role becomes especially important for nonnormal matrices, i.e., when AA * = A * A.
In this case, the size and the geometry of the pseudospectrum illustrate the dynamical behavior, while the eigenvalues itself do not provide this information, see [32, In practice, we encounter the following constrained optimization problem:
F ind min ε > 0 s.t. (A − ıtI)v = εu and (A − ıtI) * u = εv, where u, v ∈ C n , t ∈ R. (2.4) If the global minimum of (2.4) is obtained in ( ε, u, v, t), then the distance to instability δ − stab (A) is given by δ − stab (A) = ε and the perturbation ∆ that moves an eigenvalue of A to the point z = ı t on the imaginary axis is dened by ∆ = − ε u v * . In addition, notice that ( ε, u, v) denes the singular triplet of (A − ı tI).
Several authors have dealt with this problem. Let us briey review some of the previous results. Following the early work [33] , the SVD approach (computing the smallest singular value as in (2.3)) was researched intensively. In [7] , a bisection method was proposed to determine the lower and upper bound on the distance to instability. One of the inconveniences in this approach is the necessity of solving a sequence of eigenvalue problems involving a large Hamiltonian matrix. This method provided the basis for [17] , where the inverse iteration method for singular values was used to nd a stationary point S(t) := σ n (A − ıtI). The global minimum condition was checked afterwards by solving the Hamiltonian eigenvalue problem. More ecient approaches include a so-called criss-cross algorithm [6] and the extension of [7] in [26] .
Recently, the so-called implicit determinant method was introduced in [1, 10] . The initial idea from [31] was extended to a Newton-based method for the calculation of the two-dimensional Jordan block corresponding to a purely imaginary eigenvalue in a two-parameter dependent Hamiltonian eigenvalue problem introduced in [7] . Since eective computations of the minimal singular triplets is challenging, the limits of the method concern large (and often sparse) matrices that one encounters in practice.
An alternative approach is based on locating zeros of the pseudospectal abcissa or radius function (the maximal real part or the maximal modulus of points in the ε-pseudospectrum). Using the fact that the computation of the pseudospectrum can be restricted to rank one perturbations, an iterative method for computing the ε-pseudspectral abscissa or radius of discrete dynamical systems was recently proposed in [16, 21] . For continuous dynamical systems an interesting idea of using dierential equations on the manifold of normalized matrices of rank one was presented and successfully developed in [13, 14, 15] .
The pseudospectral approach, though very suitable for computing the distance to instability, turned out to be improper for the complementary problem (distance to stability). In general, when the ε-pseudospectrum of the matrix crosses the imaginary axis, there is no method to verify if all eigenvalues that originated from the open lefthalf plane are still contained in this region (didn't leave this region). Due to this diculty, much less attention was given to the problem of the distance to stability.
Recently, an interesting method using a Lyapunov stability test has been proposed in [27] . In this approach, the distance to stability is treated in the Frobenius norm, and it is again formulated as a constrained optimization method, but instead of using the pseudospectrum, the constraints are given through positive deniteness of certain matrices. Namely, it is a well known fact, called Lyapunov stability test [23] , that A ∈ S n,n if and only if there exists an Hermitian positive denite (HPD) matrix Y such that −(AY + Y A * ) is also positive denite. Using this result, a computational method using successive convex approximations by Dikin ellipsoids [8] was introduced to compute the distance to stability dened in the following way:
For X being a global solution of (2.5), the distance to stability δ + stab (A) is given as δ + stab (A) = X − A F . Unfortunately, in order to obtain a Dikin ellipsoid which is as close as possible to the original nonconvex domain, the choice of a suitable Y and X is crucial for the quality of the method.
As we have seen, both problems, the distance to instability and distance to stability, are of particular importance from the practical point of view. However, there are many applications when one is interested to investigate the behavior of eigenvalues under perturbations beyond left-half plane or unit circle domains. For example, in structural acoustics, the localization of the eigenvalues in the complex plane corresponds to the appearance of acoustic waves of certain frequencies, [28] . In general, the range of frequencies that can be heard by humans is from 20Hz to 20kHz. This means that the eigenvalues in the left half-plane (stable modes) or those whose imaginary part, Im(λ), does not belong to the horizontal strips (−2π · 20kHz, −2π · 20Hz) and (2π · 20Hz, 2π · 20kHz) in the right-half plane (hearing range of unstable modes), correspond to "safe" modes in the sense that they do not produce audible noise. In the context of linear discrete dynamical systems, if the spectrum of the governing matrix belongs to the so-called annulus domain, i.e., r < |z| < R with radii R > r > 0, see Figure 5 .2, then the dynamical system is stable and the dynamics matrix is nonsingular due to the fact that r is the lower bound for the moduli of its eigenvalues.
Also, in some applications, having the eigenvalues in the open left half-plane is often undesirable for the simple reason that stability may be a too weak constraint. Often it is desired that the spectrum guarantees that the corresponding closed loop dynamics is damped, [18] , implying that the domain of interest could be a wedge around the negative part of the real line. One of such cases is the analysis of the bending vibrations of the airframe of a rocket where the domain of interest is the cissoid of Diocles, see Exmaple 4 and Figure 5 .1.
Already these few examples certainly indicate the relevance of generalizing the distance to instability and the distance to stability to what we name here as the distance to delocalization and the distance to localization. Definition 2.1. Let Ω be an open set in the complex plain, such that its boundary consists of piecewise continuous algebraic curves, then
is called the distance to delocalization, while
is called the distance to localization.
Roughly speaking, the distance to delocalization quanties the robustness of eigenvalue localization sets, whereas the distance to localization enables to construct a closest nearby matrix with its spectrum in a prescribed domain.
3. Distance to delocalization/localization. Before we generalize the distance to instability and distance to stability to other domains in the complex plane, we will shortly mention two major approaches for obtaining eigenvalue localization sets.
The rst one consists of forming unions and/or intersections of sets in the complex plane (disks, ovals, lemniscates, etc.) which are constructed for a given matrix. We can think of such localization sets as Ger²gorin-type localizations, eg. the union of Ger²-gorin disks [11] , see also [20, 34] . Another class of localization sets is dened through dierent domains in the complex plane (half-plane, unit disk, etc.) that are independent of the matrix itself. For each such domain a specic matrix test can be assigned, which veries if the domain contains the eigenvalues of the matrix of interest. A well known localization test is given by the Lyapunov stability theorem [23] . Namely, if for a given matrix A ∈ C n,n , we dene the operator L A (X) = −(AX + XA * ), then the open left half-plane localizes eigenvalues of A if and only if L A : H n,n → H n,n is bijective, where H n,n denotes the set of all n-by-n Hermitian positive denite matrices. We will now extend Lyapunov theorem as in [24] , and refer to this class of localizations as Lyapunov-type localizations.
Here, we assume that the domain of the possible location of the spectrum is of the paper, we will identify f (x + ıy) with f (x, y).
Let us now dene the following sets:
The domain in (3. 
f describes an algebraic curve of order at most 2m − 2, and the inclusions ∂Λ
Given a matrix A ∈ C n,n , a Hermitian function f dened as in (3.1) and basis
where,
and C is a closed simple contour separating a closed domain in C which contains the spectrum of A that excludes the singularities of ϕ p . In particular, for the standard basis, f can be written as 6) and therefore, since 
a half-plane whose boundary is a line y cos θ = (x − a) sin θ, a ∈ R, θ ∈ [0, π), can be obtained using a matrix Γ l in (3.7), the interior of a circle centered in ω ∈ C with radius r > 0 using a matrix Γ c in (3.7), a horizontal strip y 2 = a 2 , a > 0, using matrix Γ s in (3.8) , and an annulus of radii 0 < r < R = 1 centered at zero using matrix Γ a in (3.8).
Our motivation to use Lyapunov-type domains arises from the following theorem.
Theorem 3.1 ( [22, 24] ). Let f be a Hermitian function given by (3.6) such that the Hermitian matrix Γϕ(z)ϕ(z)
T Γ − f (z)Γ is positive semidenite. Given a matrix A ∈ C n,n , and an arbitrary Hermitian positive denite matrix Y ∈ C n,n , all the eigenvalues of matrix A belong to the domain Λ type localization techniques and inertia tests will play an essential role in studying the distance to localization, which is beyond the scope of this paper and will be the subject of future work.
So far, for a given Γ = Γ * and a basis {ϕ p } m p=1 , using Theorem 3.1, we can verify
holds. Now, our main goal is to determine whether the ε-pseudospectrum of A is enclosed in the domain and to calculate the largest value of ε for which it is. This leads to the formulation of a new matrix nearness problem, called the distance to delocalization of Λ(A) from the domain Λ
Obviously, since for Γ = Γ l , a = 0 and θ = to delocalization is a generalization of the distance to instability in both the discrete and the continuous case.
As we have already noticed, a straightforward approach to solve this problem is using pseudospectral sets, where Before we discuss a computational method to compute the distance to delocalization, which is the main objective of this paper, we will introduce a complementary matrix nearness problem generalizing the distance to instability in the discrete and continuous sense. We dene the distance to localization of Λ(A) to the domain Λ
Again, Theorem 3.1 allows to express δ
This formulation of the problem constitutes a starting point for generalizing the successive convex approximations for the stabilization of polynomials and matrices introduced in [27] into a computational method for the distance to localization.
Computational methods for distance to delocalization. In this section
we develop computational methods for the distance to delocalization problems stated in (3.9). A singular value minimization problem over a curve in the complex plane is considered. Under the assumption that the solution is a simple singular value, we can construct a Newton-type method using formulas for the rst and the second order derivatives of a (simple) minimal singular value. More precisely, in the remainder of the paper we will use the following assumptions on given matrices A ∈ C n,n and
is achieved at a simple singular value of A − zI, for z being a solution of (3.9).
Let us dene s(x, y) := σ n (A−(x+ıy)I). Our aim now is to determine ( x, y) ∈ R 2 such that s( x, y) = min{s(x, y) : f (x, y) = 0, x, y ∈ R},
where in the neighborhood of ( x, y) the following equalities hold, see [2, Lemma 3] 
Here,
where † denotes the Moore-Penrose pseudoinverse [12, Chapter 5] , and (σ, u, v) is the minimal singular triplet of A − zI for z = x + ıy. Thus, we can introduce the Lagrange function Φ(x, y, µ) := s(x, y) + µf (x, y), where µ is a Lagrange multiplier, and solve (4.1) using Newton's method, which is given by 
For the sake of brevity, here and later on, we omit the arguments (x, y, ε).
Now, dierentiating (3.6) yields the equations We will refer to this primary method for computing the distance to delocalization as Algorithm eD2D (explicit Dinstance to Delocalization). This algorithm converges locally quadratically provided that the Hessian ∇ 2 Φ is nonsingular in the limit point, which obviously requires a necessary condition ∇f ( x, y) = 0. Compute the singular triplet (σ, u, v) of A − (x + ıy)I;
4:
Compute E, F from (4.3); 5: Compute s x , s y , s xx , s xy , s yy using (4.2);
Compute f , f x , f y , f xx , f xy , f yy using (4.6); 7: Build gradient ∇Φ and Hessian ∇ 2 Φ matrices using (4.5); Update x := x + ξ 1 , y := y + ξ 2 , µ := µ + ξ 3 ;
10: end while Output: ε, x + ıy Solving (3.9) by calculating the minimal singular triplets (ε, u, v) through the singular value decomposition (SVD) is not the best approach when dealing with large (and sparse) matrices arising from practical applications. Therefore, we proceed by extending the recent work of [31] , and [1, 10] on the implicit determinant method to replace intensive SVD computations by the LU decompositions which signicantly decreases the overall computational cost.
To that end, note that (3.9) can be reformulated as
The implicit determinant method essentially bases on the fact that for a given matrix A ∈ C n,n and a point z = x + ıy ∈ C, |ε| is a singular value of A − zI if and only if h(x, y, ε) = 0, where h(x, y, ε) is the last component of a unique solution (when it exists) of the linear system 
Proof. First, let us observe that, under the Assumption 1, (3.9) holds, i.e., δ − f (A) is the smallest minimal singular value of A − zI, where z ∈ Λ 0 f . Let z = x + ı y be a complex number for which the minimum of (3.9) is attained. Then
is nonsingular, and consequently (4.8) denes a smooth function h(x, y, ε) in a neighborhood of ( x, y, δ − f (A)) with h( x, y, δ − f (A)) = 0. Therefore, the problem (4.9) is well dened and for its solution ( x, y, ε) we have h( x, y, ε) = 0 and f ( x, y) = 0. However, the nonsingularity of M ( x, y, ε) implies that ε is a singular value of A − ( x + ı y)I, where x + ı y ∈ Λ 0 f . This however, according to (3.9), implies δ − f (A) ≤ ε. Finally, since ε is the minimum attained in (4.9), we conclude that δ − f (A) = ε which completes the proof. Theorem 4.1 guarantees that solving (4.9) will provide us with the desired value of distance to delocalization. Hence, as before, we dene the Lagrange function of (4.9) by Ψ(x, y, ε, ζ, µ) := ε 2 + ζh(x, y, ε) + µf (x, y), (4.11) where, ζ and µ are Lagrange multipliers. We construct Newton's method for computing the stationary points of (4.9)
where ξ = [x, y, ε, ζ, µ]
T and
Expressions for derivatives of f are given in (4.6), whereas formulas for derivatives of h can be obtained by dierentiating (4.8):
and
Again, calculating the rst and the second order partial derivatives of h(x, y, ε) reduces to solving linear systems with the matrix M (x, y, ε). Therefore, we are able to implement (4.12) in Algorithm iD2D 0 (implicit Distance to Delocalization) such that only one LU factorization of a Hermitian matrix per Newton step is needed. So far, we have replaced one SVD and two n × n Moore-Penrose pseudoinverses by one (2n+1)×(2n+1) LU factorization and six forward/backward substitutions. Obviously, this change has signicantly reduced the computational cost, but, unfortunately, it does suer from several drawbacks. Before we go into more details, let us provide the conditions for the convergence of Algorithm iD2D 0 . Theorem 4.2. Let A ∈ C n,n , Γ = Γ * ∈ C m,m satisfy the Assumptions 1 and 2, and let ( x, y, ε) be the solution of (4.9). Then, Algorithm iD2D 0 converges quadratically to ( x, y, ε) for all starting values (x 0 , y 0 , ε 0 ) suciently close to ( x, y, ε), provided that the following conditions hold:
(
−1 ε and 2 α ε, respectively, (4) and
is nonsingular, with u := u( x, y, ε), v := v( x, y, ε), and
, f x ( x, y) = 0. Determine the LU decomposition M = LU ; 6: Solve the linear system (4.8) to obtain h, u, v;
Solve the linear system (4.14) to obtain h x , h y , h ε ; 8: Solve the linear system (4.15) to obtain h xx , h xy , h xε , h yy , h yε , h εε ; 9:
Calculate basis ϕ;
Compute f , f x , f y , f xx , f xy , f yy using (4.6); 11: Build gradient ∇Ψ and Hessian ∇ 2 Ψ matrices using (4.13); First, we observe that, due to condition (1), α is well dened. Second, since h( x, y, ε) = 0, we have that c *
T , see (4.8). By multiplying (4.14) with [ u * , v * , 0] we get h x ( x, y, ε) = 2Re( u * v), h y ( x, y, ε) = −2Im( u * v) and h ε ( x, y, ε) = u which guaranties that ξ 0 is suciently close to ξ.
To prove the nonsingularity of the Hessian matrix, we notice that it can be written as
Condition (4) implies that B is nonsingular, while rank(P ) = 2 due to h ε ( x, y, ε) > 0. h(x, y, ε) = 0 implies that |ε| is a singular value, but not necessary the minimal one.
To overcome this drawback, we develop an implicit version of the D2D algorithm.
Let us now take a point z 0 = x 0 + ıy 0 in the complex plane which is suciently close to the solution z = x + ı y of (3.9). In order to run Algorithm iD2D 0 , we will still need to specify c 1 , c 2 ∈ C n and good starting values for ε 0 , ζ 0 , µ 0 ∈ R. Since, under Assumption 2, see [2] , the singular value of A − zI and its corresponding left and right singular vectors are dierentiable functions of z in the neighborhood of z, otherwise. With such constructed starting values, given matrices A and Γ, and computed tolerance tol, we can run Algorithm iD2D 0 by specifying an initial point in the complex plane. As a result, we get z = x + ı y and ε, which is a singular value of A − zI. Unfortunately, we cannot guarantee that ε is the minimal singular value of A − zI. Namely, taking into account that ∂Λ ε (A) consists of the outermost closed curves of {(x, y) ∈ R 2 : h(x, y, ε) = 0}, it may happen that a chosen starting point was closer to the place where some of the inner curves touch the boundary of the domain Λ + f . As a consequence, we may end up in a suboptimal value of ε > δ − f (A). A remedy for this problem is to compare ε with σ n (A − zI), and to restart the algorithm if necessary. Using these two tricks, we have the following improved implicit D2D Algorithm, denoted by iD2D. Compute f x (x 0 , y 0 ) and f y (x 0 , y 0 ) using (4.6); 6: if f x (x 0 , y 0 ) > tol then 7 : Run the Algorithm iD2D 0 (A, Γ, c 1 , c 2 , x 0 , y 0 , ε 0 , ζ 0 , µ 0 ) to obtain ε, x and y; Lines 13a-13f for iD2D 0 (damping of the descent step size):
Set γ = 1; while f < 0 and τ < γ do Update γ = γβ; Compute f using (3.6); end while Update x := x+γ ξ 1 , y := y +γ ξ 2 , ε := ε+γ ξ 3 , ζ := ζ +γ ξ 4 , µ := µ+γ ξ 5 ;
In the following section, we will illustrate our algorithms for computing the distance to delocalization using several test examples. In the case when it coincides with the distance to instability, we will compare our results with the algorithm of [10] , denoted as FS, since they are both based on Newton's method. In addition, we will discuss some strategies for choosing the proper starting points, which are crucial for the convergence of the method. It is important to note that the computed values may not coincide with the distance to delocalization and that, contrary to the case of the left half-pane, up to now there is no reasonable method to test if the solution is a global minimum. The distance to instability test in [17] , based on computing imaginary eigenvalues of Hamiltonian matrices, was used in almost all the state of the art algorithms. Unfortunately, this approach cannot easily be generalized to the more complicated domains introduced in this paper. Still missing is a simple and ecient test for checking whether the ε-pseudospectrum crosses an algebraic curve of the form Λ 0 f .
Numerical examples.
In this section, we start with three example problems from [10] for computing the distance to instability. Since that algorithm is also based on Newton's method and the implicit determinant approach, it seems reasonable to compare it with our algorithms with a special choice of the domain, namely, the open left half-plane. More precisely, we will present a comparison of the implicit D2D algorithm (iD2D) and the FS algorithm, and show that iD2D can be considered as a suitable generalization of the FS method to domains dierent than the open left half-plane. To ensure the global optimum in the outer iteration of iD2D, we use the same test as in FS, see [10] , which, unfortunately, is restricted to the case of the open left half-plane. For a detailed discussion, see [10] .
All algorithms were implemented in Matlab version 8.1 (R2013a) running on an Intel R Core TM 2 DUO CPU E6850 and tested with some matrices from the Matrix Market repository [5] and EigTool [37] .
Example 1. Let A be the bwm200.mtx matrix from the Matrix Market repository. The size of the matrix is n = 200 and it originates from a Brusselator wave model in a chemical reaction. The starting point for both FS and iD2D algorithm is chosen according to [10] as z 0 = 2.139497522076343i, and the tolerance is set to tol = 10 −10 .
In Table 5 .1 we present the convergence behavior of both algorithms. After initialization of iD2D, which consists of computing the minimal singular triplet of A−z 0 I and setting up starting values ε 0 , ζ 0 and µ 0 , both algorithms were executed with the same starting values. We present only the last 8 digits of y As we can see, algorithm iD2D converges in two iterations, whereas FS needed four iterations to obtain the same distance to instability ε = 8.240972e − 06. This demonstrates the advantage of formulating the optimization problem of distance to instability using the Hermitian function f over the formulation via Hamiltonian eigenvalue problems as it was done in [10] . Also, the CPU times of FS (1.29s) and iD2D (0.7s) indicate a better performance of iD2D.
Example 2. Our second example is the Tolosa matrix tols340.mtx of size n = 340 from the Matrix Market repository. It is a highly nonnormal matrix used in the stability analysis of a ying airplane. Again, the starting point z 0 = 155.9999219999809ı and tolerance tol = 10 −12 are chosen as in [10] . Other starting values are obtained through initialization of iD2D. Table 5 .2 presents the last 10 digits of y (i) and 7 digits of ε (i) , where y (0) = 155.9999219999809 and ε (0) = 0.001999797129104 for algorithm iD2D. Here, both algorithms converge in four steps to the same ε, however, the CPU times FS (3.7s) and iD2D (2.85s) again indicate better performance of iD2D. ε = 0.084277384643143 and z = 1.593892567251319ı, while CPU times, FS (8.2s ) and iD2D (6.81s), show again a slightly better performance of iD2D.
Based on these and other tests, we observe that our method performs as good as the state of the art methods for computing the distance to instability. But more importantly, the distance to delocalization algorithms presented here are the rst approaches designed for determining robustness of other domains of spectral inclusion.
In the following examples, we illustrate the behaviour of the new algorithms for four dierent domains: an annulus given by Γ a as in (3.8), a cissoid of Diocles given by Γ d and the area between two hyperbolas given by Γ h , where
Example 4. In this example we will consider the perturbed motion of a rocket, taking into account the elastic oscillations of its airframe as a straight exible nonuniform rod. The governing equations of this dynamical system are given in [24, Example 3.1.2.]. The domain of interest for the location of the "stable" dynamical system is chosen to be a cissoid of Diocles Γ d in (5.1) with a = 0.1. Starting with an unstable sparse matrix A of size n = 9, controller K is constructed using Theorem 3.1 and its related theory. Afterwards, a matrix M = A + BKC, whose eigenvalues are located in the domain bordered by the cissoid of Diocles, is dened. Table 5 .3 contains the nonzero elements of the matrices A ∈ R 9,9 , B ∈ R 9,1 and C ∈ R 3,9 , while K = [1.0401, 1.5558, −0.0177].
As expected, the choice of a suitable starting point is fundamental to avoid being trapped in a local minimum. This situation is illustrated in Figure 5 .1 for two starting points z 0 = 0.01ı (on the left) and z 0 = 5ı (on the right). In the latter case, a local minimum is attained, since the pseudospectrum has already crossed the boundary around 0. Indeed, Table 5 .4 shows that the computed value ε for starting point z 0 = 5ı is much larger than the one computed for z 0 = 0.01ı. Table 5 .3: The nonzero elements of matrices A ∈ R 9,9 , B ∈ R 9,1 and C ∈ R (10) is the Demmel matrix of dimension n = 10 from the EigTool. We test algorithms eD2D, iD2D and iD2D d (with parameters β = 0.8 and τ = 0.1) for the annulus domain Γ a in (3.8) with R = 1 and r = 0.1.
In the preliminary phase, we sample the region around the domain using ten points per contour and compute the corresponding singular triplets (0.66s of CPU time). In Table 5 .5 we present the results of our algorithms. The last two columns of the table contain the condition numbers of the system matrices M ( x, y, ε) and the Hessian matrices. Although these are relatively high due to the ill-conditioning of the eigenvalues of the Demmel matrix, our methods still converge. Also, since the size Table 5 .4: Number of iterations, CPU times, and ε for Example 4 tested with iD2D
and two dierent starting points.
of the problem is small (n = 10), the CPU times for the explicit and implicit D2D algorithms are almost the same, which makes eD2D a better choice in this example.
The behavior of all the three algorithms is illustrated in Figure 5 .2. The sampling points are marked as solid dots, and the other objects are labeled according to Figure   5 .1: the domain Λ + f is shaded, the boundary Λ 0 f is plotted with a solid line, the resulting pseudospectrum Λ ε (A) with a thick solid line, the spectrum Λ(A) is marked with +, the spectrum of the resulting perturbed matrix Λ(A − ε u v * ) with ×, the contact point z with 2, and the points x + ıy from the consecutive iterations with •.
It is interesting to note here that the point where distance to delocalization is achieved is away of the place where the boundary of the domain is closest to the spectrum of the matrix. Namely, z = −1 belongs to the outer circle of the annulus while the eigenvalues of the matrix (all equal to 0.3) are much closer to the inner circle. This serves as n example that the strategy of choosing a starting point that was introduced in [10] is not always a suitable one and that sometimes sampling of the boundary is crucial to the global convergence. Example 6. A particularly challenging example for the distance to delocalization is the "Twisted" matrix A from the EigTool Matlab package [37] . This matrix has an exponentially strong degree of nonnormality, with pseudomodes in the form of wave packets. Its pseudospectrum Λ ε (A) grows the fastest around zero. We will test our algorithms using this matrix and the domain Λ + f dened as Γ h of (5.1) with a = b = 1.
The distance to delocalization δ − f (A) = 6.35606398911156e-6 in this example is attained in z = 1 and z = −1. Moreover, the second smallest singular value of A− zI is 6.35606401102379e-6, which makes the problem almost nongeneric, i.e., the resulting singular value is almost double, since the dierence between the two smallest ones is only 2.19e − 14 (smaller than the used tolerance tol = 10 −12 ). However, all three algorithms computed the exact value without breaking down. Again, ten sampling points per contour were taken and the corresponding minimal singular values were computed, all in 0.88s of CPU time. Finally, we remark that all three algorithms eD2D, iD2D, and iD2D d , can be easily adapted to domains Λ + f which are not constructed using the standard basis.
The only changes involve computing a gradient and Hessian of the function f that denes the domain. Omitting the details, we provide a test example that comes from the analysis of the vibration of a wing in the air stream. Namely, for A being a standard linearization of the matrix quadratics of the example wing from [4] , we compute the distance to delocalization from the nonstandard domain Λ + f (domain with a nonstandard basis ϕ) dened by f (x, y) = −x + y 2 − a 2 + x 2 + (y 2 + a 2 ) 2 , where a = 2.2. Note that this domain contains both the stable modes and the unstable modes with frequencies out of the range given by the parameter a, see the left picture of Figure 5 .4. Starting with z 0 = 1 + 0.2ı, while eD2D and iD2D brake down, iD2D d with damping parameters β = 0.5 and τ = 0.1, converges in 22 inner and 1 outer iteration taking of 0.014s of CPU time producing distance to delocalization ε = 0.067738021782556. This is illustrated in Figure 5 .4, where the picture on the right is a zoom of the point where the distance to delocalization is achieved. While the distance to localization was only introduced, the distance to delocalization was studied in more details. In particular, we studied the robustness of the Lyapunov-type spectral inclusions presented in [24] and used the pseudospectral approach to develop algorithms for their eective computations. In the special case of the open left-half plane, when the distance to delocalization coincides with the distance to instability, we have compared the proposed algorithms with the state of the art method from [10] . Moreover, several interesting benchmark problems of practical relevance were used to illustrate their behavior.
For matrices of medium size we have presented the eD2D algorithm that converges to the distance to delocalization, provided that a good starting point in the complex plane is chosen. The boundary sampling technique used in Section 5 was successful in our examples, however, it suers from a high computational cost for domains with Although this is generically the case, in some applications this assumption will not be satised and dierent algorithms need to be developed.
Since algorithm eD2D is computationally too demanding for large (and possibly sparse) matrices, we have developed an implicit D2D algorithm based on the implicit determinant method, [1, 10, 31] , which avoids SVD, Hermitian or Hamiltonian eigenvalue computations. The use of this implicit approach has increased the sensitivity of the algorithm, therefore, we have provided an ecient step size control that is much cheaper than the commonly used backtracking line search in Newton's methods. Again, choosing a good starting point and assuring that the solution is the global minimum, is a challenging task. Possible improvements of both the explicit and the implicit method may be achieved by replacing the Newton's method for the constrained optimization by a more advanced techniques like tunneling or ltering.
All the open problems discussed now and throughout the paper, together with many interesting applications of the introduced matrix nearness problems, are the subject of further research. 
