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ABSTRACT
The objective of this dissertation is to estimate the location of a sensor through
analysis of signal strengths of messages received from a collection of mobile anchors. In
particular, a sensor node determines its location from distance measurements to mobile
anchors of known locations. We take into account the uncertainty and fluctuation of the
received signal strength (RSS) as a result of fading and take into account the decay of the
RSS which is proportional to the transmitter-receiver distance power raised to the path loss
exponent (PLE). The objective is to characterize the channel in order to derive accurate
distance estimates from RSS measurements and then utilize the distance estimates in locating
the sensors. To characterize the channel, two techniques are presented for the mobile anchors
to periodically estimate the channel’s PLE and fading parameter. Both techniques estimate
the PLE by solving an equation via successive approximations. The formula in the first is
stated directly from maximum-likelihood estimation (MLE) analysis whereas in the second
is derived from a probability analysis. Then two distance estimates are proposed, one based
on a derived formula and the other based on the MLE analysis. Then a location technique
is proposed where two anchors are sufficient to uniquely locate a sensor. That is, the sensor
narrows down its possible locations to two when collects RSS measurements transmitted by
a mobile anchor, then uniquely determines its location when given a distance to the second
anchor. Analysis shows the PLE has no effect on the accuracy of the channel characterization,
the normalized error in the distance estimation is invariant to the estimated distance, and
accurate location estimates can be achieved from a moderate sample of RSS measurements.
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CHAPTER 1
Introduction
The objective of this work is to estimate the location of a sensor through analysis
of signal strengths of messages received from a collection of mobile anchors. As a specific
example, a sensor node determines its location from distance measurements to mobile anchors
of known locations. The anchor node is capable of accurately locating itself, equipped with
a global positioning system (GPS) or is programmed with a predefined route. The objective
is to utilize anchor nodes of known locations in estimating the location of sensor nodes.
Specifically, the objective is to translate some form of measurement into a distance estimate,
then estimate the location from distance estimates to reference locations.
In principle, a simple RSS measurement can be mapped to a distance estimate, however, the random and varying nature of the obtained samples greatly affects the accuracy
of the distance estimate. The challenge here is to model RSS measurements such that we
account for the large-scale path loss by estimating the PLE and account for the small-scale
fading by estimating the fading parameter. Further, the network of interest is mobile and a
reference node may change its location throughout the window sample of collected measurements.
1.1 Motivation and Goals
Location awareness can improve sensor cooperation, attribute a sensor’s location to
what it reports, and improve data relaying and harvesting. However, not all nodes can
be localized using global navigation satellite system (GNSS) even when equipped with the
necessary hardware. Such a node, can be shadowed by a tall building or uneven topography
1

and may be inside a building or a tunnel, to name a few. Further, to equip each node with
a GNSS becomes infeasible for a large scale wireless sensor network (WSN).
The goal is to utilize simple and technology-independent radio frequency (RF) measurements, with no need for dedicated signals or additional hardware. To take advantage
of the mobile anchors and utilize them in characterizing the channel rather than having a
separate step of going to the field and surveying the channel. Then with the channel being
modeled, to derive accurate distance estimates from RSS measurements and then utilize
the distance estimates in locating the sensors. That is, the intention is not to be bound to
a specific type of signal being transmitted or specific modulation schemes or data coding
rates. For example, unlike time difference of arrival (TDoA) techniques, RF based distance
and location estimation may not require synchronization between the different transmitting
sources.
Estimating the distance between the nodes and estimating the location of the nodes
all from simple RF measurements seems attractive, however, the accuracy depends on the
characterization of the channel and is greatly affected by fading and mobility. Therefore,
accurate estimates of the PLE and fading parameter are critical to translate a sample of
RSS measurements into a distance estimate. That is, the objective is to model the mobile
network/environment and perhaps take advantage of the mobility in estimating the channel
parameters. The goal is to suppress the effect of fading and path loss to improve the accuracy
of the distance estimation and then utilize distance estimates to known locations in locating
the sensor nodes.
1.2 Contributions
For a WSN that consists of sensors together with a system of mobile anchors that are
able to determine their locations, we characterize the channel for the mobile network, estimate the distance between the sensor nodes and the distance between the anchor nodes and
sensor nodes, and locate the sensor nodes as time evolves in a mobile and fading environment.
2

To characterize the channel, we take into account the large-scale path loss by estimating the PLE and take into account the small-scale fading by estimating the fading parameter.
Specifically, we derive the MLE for the channel’s fading parameter when the channel’s PLE
is known a priori. When the fading parameter is known a priori, we propose two estimates,
a derived estimate and an MLE based estimate for the channel’s PLE. When neither channel
parameters are known a priori, we propose two estimates to obtain the PLE by solving an
equation via successive approximations based on the Newton-Raphson method. In the first
approach, the formula is stated directly from MLE analysis, and in the second approach, the
formula is derived from a simple probability analysis. We further derive the Cramér-Rao
bound on the variance of the estimated fading parameter when the channel’s PLE is known
a priori, derive the Cramér-Rao bound on the variance of the estimated PLE when the fading parameter is known a priori, and derive the Cramér-Rao bound on the variance of the
estimated PLE and fading parameter when neither parameter is known a priori.
The estimated channel parameters are then utilized to translate the power received
from a transmitting node into a distance estimate. Specifically, we propose two distance
estimates, a derived estimate and an MLE based estimate for a window sample of RSS
measurements. Further, we propose another estimate to determine the distance at any
instance throughout a window sample of RSS measurements received from a mobile anchor.
Furthermore, the Cramér-Rao bound on the variance of the estimated distance is derived.
The estimated channel parameters and the resulting distance estimates are utilized
in locating the sensor nodes. Unlike the location techniques in the literature that require a
minimum of three anchors, in the proposed technique two anchors are sufficient to uniquely
locate a sensor. That is, the sensor narrows down its possible locations to two when collects
RSS measurements transmitted by a mobile anchor, then uniquely determines its location
when given a distance to the second anchor.
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1.3 State of the Art
The common approach to location estimation is multilateration, triangulation, and
trilateration. Multilateration measures the difference in signal travel time to two reference
nodes, this can be translated to a difference in distance which in turn identifies coefficients of
a hyperbola on which the node is located. Lays on one hyperbola infinite possible locations,
other hyperbolas are defined from other sources, the location is then determined from the
crossing of the hyperbolas. Triangulation can be performed as follows. A node of unknown
location and two reference nodes of known locations form a triangle. The location of the
node can be determined from the known distance between the two reference nodes and the
two angles measured between the node and each of the reference nodes.
Trilateration determines the location from estimated distances to known locations.
Similar to our approach, an RSS measurement from a transmitting node can be translated
to a distance estimate resulting in a circle of infinite possible solutions. Similarly other
circles are defined from other sources, the location is then determined from their crossing.
The above mentioned approaches are quite simple in principle, however when applied, the
estimation must take into account the uncertainty and the variations of the measurements.
The authors in [1] study the accuracy of RSS based centroid localization algorithms in an
indoor environment where the RSS signal varies due to small-scale fading. In [2], a network
localization is proposed for noisy range measurements. The paper describes a distributed
linear-time algorithm for localizing nodes when range measurements are susceptible to noise.
Similarly in [3], the authors show the impact of radio irregularity on WSNs. Unlike the above
mentioned, our approach embraces the variation in the signal by modeling the channel and
deriving distance estimates from RSS measurements. We take into account the large-scale
path loss by estimating the PLE and take into account the small-scale fading by estimating
the fading parameter. The uncertainty and fluctuation of the RSS is a result of fading and
the decay of the RSS is proportional to the transmitter-receiver distance power raised to the
PLE. Common multilateration (MLAT) and trilateration methods in the literature require
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at least three anchors to estimate a location whereas, in our proposed method, two mobile
anchors are sufficient to locate a node.
A general approach in the literature is to utilize empirical RSS measurements to construct a path loss model to estimate the distance. The empirical measurements of RSS are fit
in [4] as a function of distance. Similarly, the authors in [5] propose a regression model to estimate the range. The mathematical function of the received signal strength indicator (RSSI)
value represents the distance and is found by curve-fitting the sample data. The authors in
[6] fit the relation between RSS and distance in a surveying phase, then ranging and location is determined by iterative trilateration. Similarly, our approach estimates the channel
characteristics by collecting RSS measurements. However, we assume the channel is further
subject to fading and therefore a fading parameter must also be estimated. Furthermore,
our proposed estimation can be performed at deployment or periodically during operation,
a decision that can be subject to the characteristics of the channel and the mobility of the
nodes.
The authors in [7] propose three distributed algorithms to estimate the PLE for
channels subject to Nakagami-m fading. Unlike their approach, we may further assume the
fading parameter is not known a priori. Furthermore, we take into account all the available measurements whereas the present approach in the literature mainly tackles variability
and uncertainty of the signal by filtering the data, [8] and [9], finding the minimum mean
square error (MMSE), [10] and [11], or estimating current values depending on previous
observations, [12] and [13].
Location is approximated in [14] by a convex optimization problem. A semidefinite
programming (SDP) relaxation technique is utilized for mixtures of line-of-sight (LoS) and
non-line-of-sight (NLoS) distance measurements. The indoor localization performed in [15] is
based on a Bayesian filter using chirp-spread-spectrum ranging. Similarly in [16], the authors
propose a learning algorithm, Bayesian landmark learning (BaLL), which enables mobile
robots to learn what features/landmarks are best suited for localization and to train artificial
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neural networks for extracting locations from the sensor data. Similar to our approach, the
authors in [17] perform localization under fading and mobility. Our work, however, derives
formulas and likelihood estimates that take into account the PLE and the fading parameter.
Further, one distance estimate presents a window sample in their approach whereas we
further estimate the distance throughout a window sample.
1.4 Outline of the Dissertation
The dissertation is organized as follows. The next chapter is a brief overview of WSNs
and localizing nodes in the network. The chapter presents a communication architecture for
the different types of wireless sensors. Localization algorithms and their limitations are
reviewed and some of the algorithms are presented. Chapter 3 starts with a literature
background on the channel characterization, then presents a system model that takes into
account the PLE and fading parameter in a mobile environment. From RSS measurements,
the chapter proposes estimates to the parameters when either or when both parameters are
not known a priori. Chapter 4 starts with a literature background on distance and location
estimation, adopts a similar system model to the one presented in Chapter 3, proposes
distance estimates for a window sample of RSS measurements, and then proposes a location
estimate for the sensor nodes. In Chapter 5, numerical analysis is presented for the channel
characterization and for the distance and location estimation. Then Chapter 6 concludes
the dissertation.
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CHAPTER 2
Wireless Sensor Networks and Localization
A general technical overview is presented in this chapter for WSNs and localizing
WSNs. The chapter begins by introducing concepts and terminology and then categorizes
the different WSNs according to their applications. A communication architecture of WSNs
is then presented and the different types of wireless sensors are clarified. Key design factors
are discussed such as sensor capabilities and its limited resources. Then the subtle differences
between a WSN and an ad-hoc network are explained. Later, different activities, methods,
and procedures are reviewed for the network management of WSNs. Further, localization
algorithms and their limitations are reviewed and some of the algorithms are presented.
Furthermore, local coordinates and relative coordinates are compared and the mapping of
local positioning to global positioning is presented.
2.1 Introduction
A WSN is a large number of spatially distributed sensors that can organize themselves
into a network with the objective of monitoring a phenomenon, and such nodes collaborate
to achieve this objective. Location awareness can improve sensor cooperation, attribute a
sensor’s location to what it reports, and improve data relaying and harvesting. However, not
all nodes can be localized using GNSS even when equipped with the necessary hardware.
Such a node, unlocalized despite a GNSS, can be shadowed by a tall building or uneven
topography and may be inside a building or a tunnel, to name a few. Further, for a large
scale WSN, to equip each node with a GNSS becomes infeasible. Hence, the aforementioned
necessitates ground-based localization techniques to complement GNSSs when such a system
is unreliable or to replace it when such a system is infeasible or unavailable.
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Methods for calculating some form of distance measurement are important for localization algorithms to succeed. Even for a receiver that is operating in a GNSS, such as GPS
or globalnaya navigatsionnaya sputnikovaya sistema (GLONASS), four or more satellites are
located and then the distance from each is found and finally utilized in an adaptive method
of trilateration. However, the distance measurements for ground-based localization are not
as straight forward and therefore the different methods can be categorized according to the
hardware that is used.
Radio information may be used to compute the range between the nodes [18]. Two
examples are the RSSI and the hop count where in the former the received signal diminishes
proportional to the distance power raised to the PLE and in the latter the distance is assumed
to be less than the maximum range with high probability. The authors in [19] propose
RADAR which uses the RSSI to locate and track users inside buildings. The authors in
[20] use virtual coordinates found from hop count information in order to create a topology
preserving map. Using a hop count for localization is still a form of distance measurement
since it assumes the hop to be less than the maximum range with high probability. Despite
the simplicity of both techniques in obtaining local distance information, and that neither
require any additional hardware since each sensor has a transceiver, other methods need to
be considered for further accuracy.
The TDoA requires each sensor node to be equipped with a speaker and a microphone.
The difference in time arrival between a radio signal, travelling at the speed of light, and
a sound signal, travelling at the speed of sound, is used to calculate the distance. The
TDoA is accurate given LoS propagation conditions and one example is the Cricket ranging
system [21]. Another method is angle of arrival (AoA) in which microphone arrays in a
listening node determine the direction of the transmitting node. The microphone arrays can
be replaced with a digital compass. Nevertheless, AoA hardware tends to be hulky. Despite
the different ground-based localization methods, it is controversial to say that the technology
is there yet [18].
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2.2 Applications of Wireless Sensor Networks
The attractive properties of WSNs, and what they are foreseen to be capable of, led
them to span a spectrum of applications which could be categorized as follows:
• Natural phenomena: such as hurricanes and forest fires, a sensor network can harvest
useful information for us to avoid some of the events or at least avoid their consequences. The group in [22] deploy a sensor network to study an active volcano, Volcán
Reventador. During the first three weeks, sensors equipped to measure seismic and
infrasonic signals were able to detect several hundred events. The group in [23] deploy
a network on top of a rock glacier in Switzerland which resulted in the description of a
micro-climate phenomenon leading to cold air release from a rock-covered glacier. Their
developed micro-climate model can further be used in the monitoring and predicting
of floods.
• Habitat monitoring: such as air temperature and rainfall, there is a spectrum range
of biological, earth, and environmental monitoring applications in marine, soil, and
atmospheric contexts [24]. The group in [25] deploy a network of nodes on a small island
off the coast of Maine. The light, humidity, digital temperature, pressure, and passive
infrared readings are streamed live onto the web. Further, the authors in [26] present a
prototype suitable for greenhouses. The sensor network measures temperature, light,
and soil. Furthermore, using a random sensor network, the authors in [27] present a
distributed algorithm for environmental monitoring such as temperature, intensity of
light, and atmospheric pressure.
• Home: whether a particular window is open, the temperature is within settings, or
a light bulb needs to be replaced, from calling the elevator when approached to enlightening the hallway as you walk in, sensor networks can be instrumental in home
automation, monitoring, and security. Motion sensors can be passive, they measure
energy naturally available such as the infrared sensors for detecting body heat. Mo9

tion sensors can also be active, they emit energy such as the ultrasonic sensors for
measuring the reflection of the ultrasonic waves that they emit.
• Health: physiological sensors are capable of reporting vital signs and can be seamlessly
integrated into networks for health monitoring [28]. On-demand reliable data that is
securely reported can save tremendous money, effort, and time for the patient. The
immediate report of sudden health conditions, such as a heart attack, and given the
time response factor, might save a great number of lives.
• Military and Warfare: battlefield surveillance, enemy tracking, and force protection
are examples of military applications. The authors in [29] and [30] focus on the design of scalable and self configurable paradigms that take into account the different
requirements of sensor networks for military use. In [31], which was first published
in 1942, the authors foresee a network that leverages shared battlespace awareness to
allocate, assign, and employ assets. The network is able to modify these allocations,
assignments, and employments as awareness of the situation changes.
• Education: teaching techniques that adapt to the environment and the conditions
surrounding. The authors in [32] target the childhood education to investigate learning
processes. From how well a student is reading a book to whether a student confronts
other students, the objective is to develop problem-solving environments for children
in their early education.
• Micro-surgery: from inertial sensing [33] to distinguishing between voluntary and erroneous motion in real time [34], micro-surgery is greatly dependable and reliable on
accurate sensing techniques. Micro is a scale for better precision and for surgeries
that would not have been possible in larger scales. Plastic surgery, transfer of tissue,
replantation, and transplantation are examples where micro-surgery is applied.
• Surveillance: this can assist the parents in knowing when their baby wakes up or can
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secure a facility from intruders or even could clear a country’s border from smuggling.
The authors in [35] study the surveillance aspect in a military context from an energyefficient point of view. Since the wireless sensors have limited power, such a study has
the objective of extending the lifetime of the surveillance mission.
• Agriculture: sensor networks can provide the means for observing, assessing, and
controlling agricultural practices which in turn can result in a decision support system (DSS) for possible treatments and means to take differential actions [36]. While
monitoring certain factors, such as humidity and temperature, the sensor network is
able to predict when the crop is at risk of developing Phytophtora, a fungal disease.
2.3 Network Architecture of Wireless Sensor Networks
Network architecture is the design principle and framework of a network. Therefore
[37], the WSN can be classified into four types according to the monitoring and control it
performs. The first is passive monitoring in which the system collects information about the
network state where the network may perform postmortem analysis of the data it collected.
The second is fault detection monitoring in which the system collects information about the
network state and then identifies whether faults have occurred. The third classification is
the reactive monitoring in which the system collects information about the network state in
order to detect events of interest and then adapt and reconfigure the network accordingly.
The fourth classification is the proactive monitoring in which the system actively collects
and analyzes information about the network state in order to detect past events and further
predict future ones and then accordingly maintain the performance of the network [37].
The authors in [38] state some examples of WSN models. One is the topology map in
which connectivity and order is maintained, however, distance scale and network orientation
is not preserved. Another is residual energy map which shows the power available in each
sensor node. The sensing coverage area map describes the sensing area that is covered by
the individual sensors. The communication coverage area map describes the communication
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range for each of the sensors. The audit map describes the security status of a sensor in the
network and determines whether this sensor has been attacked [38].
Centralised, distributed, or hierarchical can classify the sensor network management
according to the network architecture [39]. The three classifications are described in [37] as
follows. In centralized network management, the base station acts as the manager station
that collects information from all the nodes and has control and authority over them. An
example of centralized network management is MOTE-VIEW in [40] and SNMS in [41]. In
distributed network management, there are multiple manager stations that may communicate in a cooperative fashion and each manager station controls a subnetwork. Despite a
distributed fashion being more reliable and energy efficient, it is complex and difficult to
manage. Further, distributed algorithms may be computationally expensive for the nodes
since the nodes have limited capabilities. An example of distributed network management
is Node-energy level management in [42] and sensor management optimization in [43]. The
hierarchical network management is a hybrid between the centralized and distributed approach. There are intermediate managers where each controls a subnetwork and each passes
information from the nodes to the higher manager and also passes instructions from the
higher manager to the nodes. An example of hierarchical network management is AppSleep
in [44] and SenOS in [45].
The basic components of a sensor network are shown in Figure 2.1. The nodes are
divided into two types, anchor nodes and sensor nodes. The former is of known position
perhaps equipped with a GPS or a location is stored into it after carefully being positioned.
The latter are scattered nodes and randomly deployed perhaps thrown into the field or even
dropped from an aircraft. The sensor nodes may not know their position a priori and may not
even be equipped with a GPS. However, the sensor nodes may use both their inter-distances
and their distances from the anchor nodes in order to localize themselves or localize the other
sensor nodes.
When a target is in a sensor’s range, the target is reported and the location of the
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reporting sensor is attributed. The sensors relay the data until it reaches a sink which
similarly collects the data from the other sensors in the network. The nodes that relayed
the data in Figure 2.1 or perhaps sensor nodes that are more likely to forward data and are
highly relied on in the network connectivity might be called leader nodes. These nodes could
be closer to the sink or connect outer sensors to the network.
The basic components of a sensor node are illustrated in Figure 2.1 from [46]. The
node constitutes of a localizer, mobilizer, sensing unit, processing unit, communication unit,
and a power unit. The sensing unit is composed of a sensor and an analog-to-digital converter
(ADC). When a phenomena is sensed, an analog signal is produced by the sensor and then
is converted to a digital signal using the ADC. This digital signal is sent to the processing
unit in which there is a storage unit that assists the processer and stores the different tasks
and information necessary for the sensor to perform in the WSN. The transceiver connects
the node to the rest of the sensors and to the network. The power storage is an essential
component in the sensor and the node fails once it has no power. Therefore, an equipped
sensor may have power harvesting capabilities in order to extend the life of the sensor. A
mobilizer may be needed when a node needs to move and last but not least the localizer is
important for routing and sensing tasks which require location with high accuracy [46].
2.4 Design Factors for Wireless Sensor Networks
The WSN has certain characteristics that urge the design of the network to be oriented
to these characteristics. The limited capabilities of the sensors, the environment in which
they are deployed, and the impractical maintenance of the network led to a design that
is restricted to such constraints. Consequently, routing protocols, energy consumption and
harvesting, reconfigurability of the network, and data harvesting techniques are all important
factors in the design of a WSN. Some of the factors were mentioned and discussed in other
sections of this chapter, however, what proceeds will touch upon sensor capabilities and the
inherited limitations in the sensors.
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Figure 2.1. Components of a sensor network

14
Sensor ADC

Sense

Localizer

Internet

Power Storage

Process
Processer
Memory

Transceiver

Communicate

Mobilizer

Power Harvest

sink

target

sensor node

anchor node

2.4.1 Sensor capabilities
Understanding the sensor’s capabilities and limitations is a crucial stage in order to
be able to design an effective WSN that meets its objectives. The main characteristics of a
wireless sensor and consequently a WSN include:
• Energy-efficient design: there is a constraint on the power consumption and the node’s
life is limited to the power it has. To replace or recharge a sensor’s battery is infeasible
especially in a large scale deployment or when access to the area of deployment is
limited. Such a constraint encourages efficient power consumption, power management,
and power harvesting techniques [47]. Solar, vibration, whether electromagnetic or
electrostatic, and thermal are a few examples of power harvesting [48]. The authors
in [49] show that nodes may benefit from relaying each other’s data and the loss
in bandwidth due to cooperation is compensated by the significant decrease in the
power transmission level while maintaining the signal-to-noise-ratio (SNR) prior to
cooperation.
• Manage node failure: predicting a node’s failure and coping with it when it occurs is
essential for the durability and life time of the WSN. The former can be predicted
from a node’s remaining power and the latter is to plan a flexible and reconfigurable
network [37]. Despite the fact that energy is limited in a WSN, considering energy
alone for routing techniques will result in early node failures. Therefore, the authors
in [50] propose a genetic algorithm (GA)-Routing that maximizes the number rounds
before the first node death and this was their metric for network longevity.
• Mobility: whether nodes are mobile or fixed and if they are mobile whether they have
control of their position or is it that they are mobile because of the device they are
attached to. In the presence of fading and mobility, the authors in [17] find the optimal
sampling window length to minimize the mean error of the sensor’s estimated position.
Due to fading, the received power from another sensor changes with time and a higher
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number of samples of received power is expected to yield a better estimate; however,
a higher number of samples corresponds to a greater change in the node’s position.
Therefore, such a trade-off was investigated.
• Communication failures: the nodes’ ability to effectively communicate with each other
and their ability to recover from communication failures due to logical or physical
voids. The former is when an intermediate node fails in the path between two nodes
and the latter is when a physical obstacle or even the distance between two adjacent
nodes prevents them from communicating. Both cases are encountered and alternative
routes need to be sought. To avoid energy holes, which are logical voids, the authors
in [51] propose a judicious system design in order to balance the energy expenditure
throughout the network. Thus, an adjustable transmission radii for the sensor tackles
the uneven energy depletion among the sensors.
• Security: a WSN may operate in a hostile environment where the sensitivity of the
information is essential. Henceforth, spoofing and intrusion shall be prevented by
light encryption and modulation techniques within the computational constraints of
the sensors [52]. The authors in [53] introduce attacks specific to WSNs and analyze
security for existing sensor network routing protocols. In [54], node localization is
studied when a malicious anchor may independently lie about a distance estimate
or even further when a group of malicious anchors collude to lie about the distance
estimates. Another vulnerable aspect is the location verification among cooperative
nodes and therefore it is necessary to secure the integrity of the nodes’ localization [55].
• Environmental conditions: the node’s ability to withstand a harsh deployment environment and survive conditions such as rain, high humidity, low and high temperatures,
strong electromagnetic and electrostatic vibration. In fact, the node shall further use
some of these conditions for energy harvesting. Further, channels in such conditions
may be poor and subject to fading which in turn requires light coding and diversity
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techniques within the capability constraints of the sensors.
• Clever: Resource-aware and resource-adaptive are key characteristics for WSNs in order
to cope with the resource constraints and alterations. The authors in [56] propose and
implement DERA-Cluster on a sensor platform. This distributed resource-aware online
data mining improves resource utilization while being able to maintain acceptable
accuracy. Further, the authors in [57] use the network simulator (ns) to simulate a
resource-adaptive node. The ns node class is extended to have a Resources, Resource
Manager, Resource-Constrained Application (RCApplication), Resource-Constrained
Agent (RCAgent), and a Network Interface.
• Different types of nodes: the sensor nodes may not be identical and some might be more
capable. A sensor may have enhanced energy capacity and harvesting, computational
abilities, and communication capabilities. Further, some nodes will have more reliable
long-distance communication links. Such heterogeneity may be adopted and is known
to increase the reliability and lifetime of the network [58].
• Scalability: whether harvesting and relaying data, distributed computing, or even localization algorithms, scalability is vital for large scale deployment. The authors in
[59] propose APIT, a range-free localization scheme for large scale WSNs that performs
well where there is irregular radio patterns and random node placement. Further, the
effect of localization errors on location-dependent applications was studied. The authors in [60] propose a localization scheme based on the conventional multidimensional
scaling (MDS). From mere connectivity, this localization algorithm is scalable and
distributed since each node only needs information from its neighbours.
2.4.2 Resources are inherently limited
The resources necessary for the WSN to function are generally limited. Examples
of such limitations is the energy for the sensor, which is limited to the power unit it has,
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the frequency to transmit on, which is probably in the unlicensed industrial, scientific, and
medical (ISM) radio band and is opportunistic among the sensors, or the maintenance of
the network, which is impractical in areas of restricted access and infeasible in large scale
networks. Limited resources in the sense that the node can take what it can get given its
location, resources, and environmental conditions.
Once a sensor runs out of power or experiences failure in one of its components, the
WSN shall proceed without the node’s presence and perhaps the whole network will need
to reconfigure in order to cope with loosing that node. Further, the node may be stationary
and if not then it may not choose where to go. An example of the former is the nodes being
thrown off a plain to land on a field they want to monitor. An example of the latter is a
node being attached to a bird in order to track its migration. Furthermore, a sensor node
may not be localized using GNSS even when equipped with the necessary hardware or that
it may not be feasible in a large scale network to equip each node with a GNSS. Similarly,
it may not be feasible to equip each node with microphones, a radar, or a complex antenna
especially when the target price for a sensor node is low.
The norm of the sensors will not have powerful computational capabilities and will
need to forward data to some fewer nodes with greater capability or to a centralized processing entity, or cooperatively and collectively process the available data. Further, the sensor
and the network will probably utilize the ISM radio band to localize the nodes, sense the
phenomena, and then forward the data. Furthermore, there may not be a dedicated area for
the sensors and instead the sensors will coexist with other objects in the vicinity. Therefore,
sensors may be positioned far from the actual phenomenon and the network shall be capable
of excluding noise from the collected data. Noise such as interference, error in measurements,
false alarms, and weighted decisions based on significant amount of collected data.
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2.5 Wireless Sensor Networks Versus Ad-Hoc Networks
A WSN is a large number of spatially distributed sensors that can organize themselves
into a network with the objective of monitoring a phenomenon, and such nodes collaborate
to achieve this objective. An ad-hoc network is a collection of nodes that collaborate to
maintain connectivity in order to communicate in a peer-to-peer (P2P) decentralized and
reconfigurable fashion. Despite the similarities between WSNs and ad-hoc networks, the
authors in [46] present the following differences:
• The number of nodes in a WSN can be orders of magnitude higher than of an ad-hoc
network. Further, the nodes in a WSN are densely deployed.
• The sensor nodes are subject to failure and therefore the topology of a WSN is subject
to frequent change.
• Sensor nodes mainly broadcast the information they gather whereas the nodes in an
ad-hoc network communicate with each other in a P2P fashion.
• Sensor nodes are inherently limited in resources such as power, computational capacity,
and memory, and such constraints encourage efficient use of such resources.
• Sensor nodes may not have unique identification since the genuine interest is to monitor
and all nodes collaborate to achieve that interest. Further, the extra overhead requires
power and bandwidth which are both limited resources.
• A WSN is deployed with a specific objective in mind such as monitoring a phenomenon
whereas an ad-hoc network is for the nodes to communicate with each other.
• A WSN requires techniques to improve detection and improve the fuse of data obtained
from the different sensors.
• Network architecture is constrained to the methods in which information is processed
and collected.
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• With the densely deployed and large quantity of sensors comes a large amount of
information that needs to be processed intermediately by a subset of nodes that gather
and filter the information before it is further broadcasted.
The WSNs were classified according to their applications. Similarly, mobile ad-hoc
networks (MANETs), wireless mesh networks (WMNs), and WSNs may classify the applications of ad-hoc networks. We refer to [61], [62], and [63], respectively, for further reading.
Despite the mentioned differences between ad-hoc networks and WSNs, both are mentioned
interchangeably in [64], [65], and [66]. Further, the authors in [67], [68], and [69] express
ad-hoc WSNs in literary and therefore state them as one.
2.6 Network Management in Wireless Sensor Networks
According to [70], ”Network management refers to the activities, methods, procedures, and tools that pertain to the operation, administration, maintenance, and provisioning of networked systems”. In the context of WSNs, network management takes into account
the management of resources such as power, of faults such as node failures, of security such
as spoofing and intrusion, and of data such as its integrity and what portions of it shall be
forwarded.
An essential step in managing a WSN is to assess the network lifetime. The authors in
[71] derive an upper bound on the network lifetime based on the theory of coverage processes
[72]. A Poisson point process is assumed for the node’s locations where a node’s failure is
when it runs out of power. The upper bound is derived for maintaining a complete k-coverage
with probability approaching 1 where k-coverage maintains at least k monitoring nodes for
any point in the monitored region. Further, the upper bound is derived for the network
lifetime when only α − portion of the region is required to be covered at any given time.
An essential objective in managing a WSN is to extend its lifetime and one essential
reason for a node to fail is that it runs out of its limited power. Henceforth, cooperation, dataaggregation, and energy-efficient communication and localization are in the scope of a WSN’s
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management. Cooperation can be in communicating and localizing the nodes. The authors in
[73] propose a cooperative self-localization technique for mobile nodes. Given the inter-node
distances and the angle subtended at each agent by lines drawn from two known positions,
the node is able to localize itself without the requirement for a third known position such as
in [74] and [75]. The authors in [76] study neighborhood collaboration based on distributed
cooperative localization. A node can either be an anchor of a known location or a regular node
of an unknown location. The three proposed iterative self-positioning algorithms consider
the convex hull constraint where every sensor is inside the convex hull of its neighbour
sensors. The first iterative algorithm leads to a global convergence solution of correctly
positioned sensors; however, the solution may not be optimum in the presence of inaccurate
measurements. The second algorithm may yield to local convergence; nevertheless, yields
to the least squares (LS) solution when correctly converges. The third algorithm switches
between the first two algorithms based on local information and the algorithm globally
converges given the measurement errors are sufficiently small.
Data aggregation is in the scope of collecting and aggregating data from the individual nodes for this data to be further analyzed and to serve the purpose of the WSN.
Such aggregation shall be within the communication capability and energy constraint of the
sensors. The performance measures for aggregation techniques could be energy consumption for network lifetime, latency for time-sensitive information, and data accuracy for the
reliability of the data. Such performance metrics were vowed in [77] as important measures
during which stressing on one performance measure might affect another. For example,
data accuracy requires improved diversity and coding schemes which come at the price of
energy consumption and latency. Similarly, energy-aware routing might involve lighter coding and opportunistic transmission which come at the price of data accuracy and latency.
Nevertheless, a trade-off is to be made.
Energy-efficient communication and localization is critical to a WSN since it extends
the network’s lifetime. The authors in [78] show that conventional protocols such as direct
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transmission, minimum-transmission-energy, multi-hop routing, and static clustering may
not be optimal for sensor networks. Therefore, they propose a clustering based protocol,
low-energy adaptive clustering hierarchy (LEACH), which utilizes randomized rotation of
local cluster base stations, and therefore, evenly distributes the energy load across the nodes
at different points in time. This reduces the energy up to a factor of 8 when compared
with the direct transmission and the minimum-transmission-energy routing. The protocol
LEACH also increases the time before first-node-death up to a factor of 8 when compared
with direct transmission and minimum-transmission-energy routing.
2.6.1 Algorithms for localization
Location awareness can improve sensor cooperation, attribute a sensor’s location
to what it reports, and improve data relaying and harvesting. However, we mentioned
previously that not all nodes can be localized using GNSS even when equipped with the
necessary hardware. The node may be shadowed by a tall building or an uneven topography
and may be inside a building or a tunnel and therefore may not be able to localize itself.
Further, for a large scale WSN, to equip each node with a GNSS becomes infeasible. The
aforementioned necessitates ground-based localization techniques to complement the GNSSs
when such systems are unreliable or to replace them when such systems are unfeasible or
unavailable.
Localization algorithms could be divided into localized and centralized. The former is
less expensive in terms of forwarding data for localization purposes and also scales well with
the increase in the number of sensors. The algorithms tend to be simple, not as complex,
however, do not produce accurate estimates. The latter, however, require forwarding all
collected data to a sink, a big portion of the developed algorithms are criticized of not
scaling well with the increase in the number of sensors and that the sensors need a dedicated
place for solving the complex localization algorithms. The algorithms on the other hand
tend to be more accurate.
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The authors in [79] propose an energy aware and iterative source localization algorithm. The iterative algorithm starts when the anchor sensors send their data to the sink,
then a few ordinary sensors are activated at each iteration. The nodes at each iteration are
selected such that the accuracy of the source location is improved the most. The location estimate is improved by the transmission of the activated sensors in that iteration. Further, the
distributed compression priori to the transmission of an ordinary sensor’s measurement shall
reduce the energy consumption. The iterative algorithm improves the location estimation
and the energy consumption, all at the expense of the latency.
The authors in [80] present measurement-based statistical models of time of arrival (ToA), AoA, and RSSI. Further, the statistical models were used to generate localization performance bounds which in turn can be used among other design considerations
to choose among the measurement methods. The authors in [81] propose an experimentation
methodology for cooperative wireless networks. They perform measurement campaigns on
ranges and waveform measurements in both LoS and NLoS conditions. Their results indicate
when cooperative techniques and environmental information can improve the performance of
Network location awareness (NLA) and how the performance of the network can be improved
by range error mitigation techniques.
2.6.2 Localization limitations
Despite the extensive research and literature on sensor localization, the localization
accuracy is bounded and limited to the available measurements and to the information
available in such measurements. Therefore, assessing the bounds on localization and the information in the available measurements will give a better chance of realizing the localization
accuracy.
The authors in [82] and [83] investigate the localization performance of wideband networks. They propose the squared position error bound (SPEB) as a performance measure
to characterize the localization accuracy. Then the notion of equivalent Fisher informa-
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tion (EFI) is applied to derive the SPEB since it unifies the localization information from
individual anchors and that from a priori knowledge of the agent’s position. Further, they
study the effect of antenna arrays and clock asynchronism on the localization accuracy. Their
analysis is different in sense that they begin with the received waveforms themselves instead
of signal metrics such as ToA and AoA.
The authors in [84] derive the Cramér-Rao bound (CRB) for the Gaussian measurement error in a multi-hop localization system that utilizes distance and angular measurements. Then they propose and study scenarios to assess the trends in the error induced by
the measurement technology while taking into account network density, beacon node concentration, and beacon uncertainty. The authors in [85] propose a vector-sensor configuration
that satisfies the necessary and sufficient conditions for finding the AoA. This configuration
includes the minimum number which constitutes of two electric and two magnetic sensors.
Further, the CRB was analyzed to obtain this configuration for source localization using a
single vector-sensor.
The authors in [86] propose an SDP-based algorithm that can be utilized in noisy
scenarios by adding regularization terms followed by a refinement that utilizes a gradientdescent method. In [87], the authors derive and analyze the conditional and unconditional
CRBs for a single time-varying near-field source and in each case the non-matrix closed-form
expressions are obtained. The CRB is found in [88] and in [89] on range-free localization
algorithms and on localization with a priori knowledge of biased range measurements, respectively.
Therefore, even when assuming that all resources are not constrained and even when
assuming availability and willingness from all the nodes, the localization accuracy is limited
to the accuracy and amount of information available in the collected data.
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2.7 Mapping Sensor Location to a Global Coordinate System
Even though a localization algorithm will solve for the location of the sensors, this
location is usually relative. That is, the location of the sensor is relative to the location of
the other sensors in the network. It may also be that the solved location is relative to a fixed
or even mobile point. Therefore, the localization requires a further step to map the local
location to a global one.
2.7.1 Local coordinates and relative localization
Locating a node using local or relative coordinates is to locate and determine the
node’s location relatively to other nodes or to fixed locations and landmarks. For example,
unless three sensor nodes are on a straight line, a distance from each of them can localize a
node locally. That is, a node’s position is known with respect to other nodes and similarly for
the rest of the nodes which in turn can result in a matrix of known inter distances between
the nodes.
The authors in [90] study the relative location estimation when a fraction of the sensor
nodes are of known location and the location for the rest of the nodes needs to be estimated.
They derive the CRBs and the MLEs under Gaussian and log-normal models for the ToA
and the RSSI measurements, respectively. In [91], analytical, simulated, and experimental
results are presented on the performance of relative location estimation in the context of
multi-hop WSNs. The location accuracy has a fundamental bound affected by the number
of hops and the number of links to the located node.
The authors in [92] decompose the localization error into relative and transformation
components. The translation, scale, and rotation represent the transformation information
in an absolute localization solution. Both the measurements and the prior information are
utilized to derive the relative information which is the shape or the relative configuration of
the sensors. In [93], the location-unaware sensors are positioned in the presence of inexact
positions of location-aware sensors. A min-max optimization method is proposed for the
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relative location estimation problem and the worst-case estimation error is minimized. The
optimization problem is transformed from a non-convex into a convex SDP which in turn
can be solved by existing numerical techniques.
2.7.2 Mapping local coordinates to global coordinates
Since solving a localization algorithm usually results in a relative location, it is desired
to map this location to a global coordinate system. That is, the local coordinates may be
interpreted and understood locally, however, may not be understood outside the WSN unless
mapped to a global coordinate system.
Examples of coordinate systems are the orthogonal coordinate system, the astronomical coordinate system, and the geographic coordinate system. The orthogonal coordinate
system locates a point by its distances from a set of perpendicular lines that intersect at
the origin point. The astronomical coordinate system locates an object in the sky and in
the universe wherein the observer is chosen to be the origin. The right ascension-declination
coordinate system and the alt-azimuth coordinate system are examples of the astronomical
coordinate system. The geographic coordinate system utilizes a spherical surface to locate
a position on earth by a set of longitude and latitude angles.
A simple method for mapping local coordinates to global coordinates can find a
relationship between pairs of measurements of the coordinates of a number of points in both
systems [94]. Since the solution from localizing a WSN will be in local coordinates and
since the global coordinates of the anchor nodes are known, a subset of the anchors may be
utilized in finding the transformation. The authors in [94] find a closed-form solution to the
least-squares problem for three or more points. When the translation, scale, and rotation are
found for the subset of anchors, they can be applied to the ordinary sensors in the network;
hence, the registration or transformation of the local coordinate system is achieved.
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2.8 Summary
An introduction and a technical overview was presented in this chapter for WSNs
and localizing WSNs. We introduced concepts and terminology and categorized the WSNs
according to their applications. A communication architecture of WSNs was presented and
the different types of wireless sensors were clarified. Factors such as sensor capabilities and
limited resources were pointed as critical when designing an effective WSN. Energy-efficient
design, coping with node failure, mobility, communication failure, security, and scalability
were a few of the presented characteristics of a WSN. Despite the WSNs and the ad-hoc
networks being mentioned interchangeably in the literature and even further stated as one,
we clarify the subtle differences such as the communication nature, the inherently limited
resources in a WSN, the network architecture, and the specific objective upon deployment
of the WSN. Further, we presented an overview of the network management and the localization necessity and limitations. Furthermore, local coordinates and relative coordinates
were compared and the mapping of local positioning algorithms to global positioning was
presented. On further reading we recommend [95] for cooperative communication, [96], [97],
and [98] for localization and ground-based wireless positioning, [99] for securing WSNs, and
[100] for adaptive protocols and information dissemination in WSNs.

27

CHAPTER 3
Estimation of Path Loss Exponent and Fading Parameter
The chapter starts by introducing the channel characterization problem. A background and a literature review is presented for the PLE and the fading parameter. The
introduced system model takes into account the large-scale path loss by including the PLE
and takes into account the small-scale fading by including the fading parameter. Then estimates are derived for the PLE and the fading parameter when neither parameter is known
a priori. A parameter estimation trade-off is then presented for two proposed channel characterization algorithms.
3.1 Introduction
The objective of the work presented herein is to estimate the channel characteristics
for a wireless network that consists of mobile nodes together with a system of mobile anchors
that can precisely determine their locations. The window sample of power measurements
between the mobile anchors is utilized in estimating the channel parameters. The random
and varying nature of the obtained samples is a result of the fading and the path loss.
The mobile node cannot solely find its location and will need the aid of the network.
The mobile anchor, however, is capable of locating itself, equipped with a GPS, for example,
or is programmed with a predefined route. The channel characterization is based on the
measured power which is directly derived from the RSS. A scenario or application follows
when a subset of nodes are of known location and shall aid a cellular network in localizing
nodes of unknown location. The latter node may not have a GPS or is indoor and does
not have indoor localization capability. This can extend to state-of-the-art nodes when they
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are indoor and have the wireless local area network (WLAN) modem turned off or is not
connected.
The objective is proper estimation of the channel by extracting its parameters from
the empirical measurements, and consequently, suppress the effect of fading and path loss
to improve the accuracy of RF based channel characterization. An accurate estimation of
the PLE and fading parameter is critical in ranging, localization, routing, handover, and
channel access. The PLE is the rate at which the propagating signal decays with distance.
The fading parameter in a Rayleigh environment, also known as the scale parameter, scales
the probability distribution function (PDF) where a larger parameter corresponds to a more
dispersed distribution and a smaller parameter corresponds to a more concentrated distribution. The channel characterization processes the received RF signals, takes into account the
large-scale path loss by estimating the PLE and takes into account the small-scale fading
by estimating the fading parameter. The uncertainty and fluctuation of the decay in RSS
is a result of fading, and the decay of the RSS is proportional to the transmitter-receiver
distance power raised to the PLE.
A network can dynamically adapt cell coverage, cell planning, and resource utilization
given the estimated channel parameters and the estimated location of the nodes. That is,
a higher PLE may be addressed with a higher transmission power. Further, scheduling of
resources may adapt to the current channel conditions where, for example, a larger fading
parameter demands lower coding rates and more robust modulation schemes. Furthermore,
a node’s location, especially when mobile, may assist the network in location management
and in handover decisions. Also, a statistical characterization is essential when the channel
state is rapidly varying. That is, a preamble, a training sequence, or a pilot carrier are
not sufficient to estimate a fast fading channel since the channel is not flat even during the
transmission of a single symbol and therefore a statistical model is required. The above
mentioned is crucial in obtaining reliable communication links, in efficient utilization of
network resources, and in increasing cell capacity.
29

Location awareness can improve sensor cooperation, attribute a sensor’s location to
what it reports, and improve data relaying and harvesting. However, not all nodes can
be localized using GNSS even when equipped with the necessary hardware. Such a node,
unlocalized despite a GNSS, can be shadowed by a tall building or uneven topography and
may be inside a building or a tunnel, to name a few. Further, for a large scale WSN, to
equip each node with a GNSS becomes infeasible. Hence, the aforementioned necessitates
ground-based ranging and localization techniques to complement the GNSS when such a
system is unreliable or to replace it when such a system is infeasible or unavailable.
We take advantage of the mobile anchors and utilize them in characterizing the channel rather than having a separate step of going to the field and surveying the channel. Hence,
the survey is done by the network itself without the aid of additional equipment, it does not
demand an interruption of the network operation, and is self-performed whenever needed.
The advantage of ranging based on RF is its simplicity and that it may not require
any additional hardware since each wireless sensor is already equipped with a transceiver.
The disadvantage of ranging based on RF is that the ranging accuracy greatly depends on
the characterization of the channel [98]-[18]. Nevertheless, RSS based localization is a low
cost and low complexity approach that requires no extra hardware for the wireless sensors,
and therefore, the objective of this chapter is to properly characterize the channel from basic
RF measurements to suppress the effect of fading and path loss.
The distance between the anchors is known since the location of the anchors is known
and we assume the path loss samples are independent and identically distributed (i.i.d.)
since the nodes are mobile. From a window sample of power measurements obtained by
the anchors, we derive the MLE of the channel’s fading parameter when the channel’s PLE
is known a priori, estimate the PLE when the fading parameter is known a priori, propose iterative algorithms to estimate the PLE and the fading parameter with no a priori
knowledge of either channel parameter, and derive the optimal sampling window size for
the proposed algorithms taking into account the accuracy of the estimation and the cost
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of the sampling. The characterization in this chapter takes into account all the available
measurements whereas the present approach in the literature mainly tackles variability and
uncertainty of the signal by applying filtering to the data, [8] and [9], finding the MMSE,
[10] and [11], or estimating current values depending on previous observations, [12] and [13].
We emphasise on the importance of the work presented herein by emphasising on the
importance of the applications that rely on the channel characterization. That is, neither
of the applications are addressed in this chapter nor is the network’s interaction with the
regular nodes, and therefore, we focus the effort of the work in this chapter on the channel
characterization and in analyzing the proposed estimation methods.
3.2 Background on Path Loss Exponent and Fading Parameter
The PLE is the rate at which the propagating signal decays with distance. The
fading parameter, also known as the scale parameter for a Rayleigh distribution, scales the
PDF where a larger parameter corresponds to a more dispersed distribution and a smaller
parameter corresponds to a more concentrated distribution. The following is a background
of the work presented in the literature to analyze and characterize the PLE and the fading
parameter.
3.2.1 Path Loss Exponent and Channel Characterization
The literature defines several aspects besides the free-space loss that have an effect
on the PLE. The authors in [101] conduct measurements in a suburban residential area and
show an increase in the PLE for NLoS when compared to LoS propagation. Similarly in
[102], the authors study narrow band signals at 900 MHz and measure NLoS path loss for
an urban and suburban mobile environment. The PLE is greater for mobile-to-mobile when
compared to base-to-mobile environment due to the LoS being less likely with more dynamic
propagation conditions.
An empirical measurement in [103] studies the attainable accuracy in an RSS based
indoor positioning. The study shows a change in the PLE with the change in the transmission
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band and also compares the path loss for a signal when it is propagating in either direction.
The authors utilize frequency averaging and bi-directional ranging to improve the ranging
confidence.
For the effect of the signal’s bandwidth on the PLE, the authors in [104] and [105]
assess the potential of ultra-wideband (UWB) indoor communications by studying the timedomain measurements of high-resolution pulses. The measurements and the corresponding
analysis show that UWB is immune to multipath fading and that the PLE is as low as 1.27
for a narrow corridor. For LoS and NLoS the PLE was around 1.6 and 2.7, respectively.
Similarly in [106], an UWB channel model is presented for Intra-Vehicular WSNs. The
sensors were located beneath the chassis of a vehicle and the measured PLE was around 2.2
and 4 under the chassis and around the tires, respectively.
Some path loss models in the literature calculate the loss by comparing the distance
to a known path loss at a reference point of known distance away from the transmitter, and
therefore, the PLE changes for those models depending on the reference point’s distance away
from the transmitter. The authors in [107] analyze indoor propagation data for broad-band
communications at 40 GHz. Similarly in [108] the authors study cellular and microcellular
networks in the 900 MHz band. For a reference distance of 100 m, the PLE in the several
surveyed locations ranged from 2.1 to 3 whereas a closer reference point in the path loss
formula generally showed a lower PLE.
Whether the signal propagates through a wall, a partition, or a floor is among the
other aspects that determine the path loss. In [109] the authors predict models for indoor
wireless communications in the 900 MHz band. The floor attenuation factor (FAF), which
is the additional path loss caused by the floors in between the transmitter and the receiver,
was in the range of 12.9 dB and 16.2 dB for different office buildings. The amplify-andforward (AF) for same-floor measurements was 1.4 dB for each cloth-covered partition and
2.4 dB for each concrete wall in between the transmitter and the receiver.
Besides fading and path loss, literature identifies other factors that might have an
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affect on the RSS. The authors in [110] study low-rate wireless personal area networks
(LR-WPANs) and attempt to identify the sources of variability in RSS in both indoor and
open-field environments. In addition to fading and shadowing, the authors state antenna
orientation and transmitter/receiver variability as factors in RSS variability.
3.2.2 Analytical Approaches Pertaining to the Path Loss Exponent
The literature proposes several path loss models that take into account losses besides
the free-space. The authors in [111] present a statistical path loss model at 1.9 GHz for
suburban environments. The PLE is shown to vary from one macrocell to the other and the
model takes into account the antenna height and the terrain. A path loss model is proposed
in [112] for UWB in LoS environments. A two-slope model is adopted where the breaking
distance depends on the transmitting and receiving antenna heights, the lowest frequency,
and the bandwidth of the signal.
Utilizing RSS measurements for distance estimation is useless without knowing the
PLE of the environment. This parameter may be less dynamic in some applications with
stationary sensors and a static environment or may frequently vary in some other situations
like vehicular networks. In literature, there is a variety of techniques for PLE estimation
where each one is suitable for a certain range of applications. The authors in [113] estimate
the PLE using the Cayley-Menger determinant [114]. Similar to [115], the proposed technique uses power measurements and geometric constraints and does not require any distance
measurements. A dynamic RSS based PLE estimation is proposed in [116] to model the path
to each of the base stations. The estimated PLE is found by maximizing the compatibility
of RSS based distance estimates. That is, for trilateration, an ideal compatibility results in
three circles crossing only at one point.
Estimating the PLE is critical to estimating the distance which is critical to estimating the location. The authors in [117] propose an RSS based recursive PLE and position
estimation. A sensor estimates the PLE from the anchor nodes around it, calculates its po-
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sition based on these estimates, and then recalculates its position by recalculating the PLEs
based on the estimated distances between itself and the anchors. An RSS based centralized
localization is presented in [118]. The method is grid-based and a range of distances is a
result of setting a range of possible values for the PLE. A grid point is voted a candidate
target position if its calculated distance from a sensor node is within the range of distances.
After performing the process for each sensor throughout the search range, the grid point
with the most voting is declared the target location. The search is over all the grid points
and the combinations of PLEs.
Estimating channel parameters can utilize other measurements besides the RSS or
could even combine different measurements in an attempt to have better estimation. The
authors in [119] study hybrid RSS based WLAN positioning algorithms under log-normal
fading and express the effect of the estimation accuracy of the PLE on the location accuracy.
The measurements show no need for a priori knowledge of the PLE to improve the location accuracy in hybrid ToA/RSS whereas the PLE can be important in TDoA/RSS and
AoA/RSS schemes.
There can be relative location estimates for both static and mobile nodes. The authors
in [90] study relative location estimation for WSNs in indoor and outdoor environments.
The CRB and the MLE were derived under Gaussian and log-normal for the ToA and RSS
measurements. The authors in [120] propose a dynamic PLE and distance estimation based
on RSS and Doppler effect. The proposed algorithm is for relative mobility and is shown to
improve in accuracy with the increase in mobility.
The authors in [121] present path loss models in and around homes at 5.85 GHz.
When all of the device locations are known, the data for path loss versus path length is
utilized in estimating the PLE. The authors in [7] propose three distributed algorithms to
estimate the PLE for channels subject to Nakagami-m fading. Similar to our approach,
fading is considered in the channel model, however, we do not assume the fading parameter
to be known.
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3.2.3 Estimating the Fading Parameter
The approach in the literature for estimating the fading parameter is mainly based
on moment and maximum-likelihood (ML) estimators. The authors in [122] propose two
moment-based estimators of the K parameter of the Rice fading distribution. A trade-off is
shown between the simplicity and the statistical efficiency of the proposed estimators, and
the effect of the fading correlation on the performance of the estimator is investigated. The
approaches in [123] are based on ML and moment-based designs. The proposed parameter estimation for Rician and Nakagami-m is superior to [124] and [125] in additive white
Gaussian noise (AWGN) corrupted samples.
The authors in [124] and [126] propose a family of unbiased moment-based estimators
for the Nakagami-m fading parameter. The estimator uses lower order fractional sample
moments in noiseless environments. An integer-moment and a fractional-moment estimator
is presented where the performance of the latter is comparable of ML estimators. The authors
in [127] propose two ML-based estimators for the Nakagami-m parameter. Similar to the
moment-based estimator in [128], the estimators are biased when sample size is moderate,
around 100, and become unbiased at higher sample size, around 1000. The authors in [129]
bring attention to the community that the estimation of the m-parameter in Nakagami fading
has been solved by [130] decades ago. The ML estimator that was proposed showed lower
complexity and superior performance when compared to the recent proposed estimators.
The authors in [131] employ a maximum entropy method (MEM) and Linear Prediction to predict fading coefficients of a received sum of Doppler shifted signals. The accuracy
of the model depends on the number of samples in the given block, and samples are taken
at least at the Nyquist rate which is twice the Doppler frequency. Such prediction can avoid
transmission during deep fades and encourages utilizing diversity techniques to combat multipath fading.
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3.3 System Model
Comparing our system model to the literature background in Section 3.2, we do not
consider antenna gain/orientation or transmitter/receiver variability. For RSS and RSSI, we
assume that one can accurately be calculated from the other and that path loss is accurately
calculated given either. There is a large number of reflections with no LoS component in
the received signal and therefore Rayleigh fading is our model for the randomness of the
propagation channel. Having LoS is less challenging in the sense that we are likely to isolate
the signal coming from that path, as in [82] and [83], and utilize it in estimating the range;
Rician fading model may be more applicable in such an environment [132]. We do not
explore the change in path loss with the change in the band/bandwidth and we assume path
loss is the same for a signal propagating either way. The path loss model does not adopt
a reference path loss at a given distance and the antenna height is not taken into account.
Further, one PLE rates the decay of the propagating signal with distance, and therefore, we
do not consider breaking distances where for each we have a different PLE.
Our system consists of a number of sensors, N , together with a system of specially
equipped mobile nodes, M , that are designated as anchors. The overall objective of the
system is to keep track of the channel parameters as time evolves. The distance between
the anchors is known since the location of the anchors is known and we assume the received
power samples are i.i.d. with no correlation between the samples since the nodes are mobile.
The received power is known and directly derived from the RSS, and the anchors induce a
fully connected digraph.
The average power at a receiving mobile, distant d from a transmitting mobile, can
be modeled as [17], [133], [134]
P (d) = ηd−α

(3.3.1)

where η is the average power received normalized to 1 m from the transmitter and α is
the PLE. Let r̃(d) be a random variable denoting the received power at a distant from a
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transmitter. In a Rayleigh fading environment, the envelope of the signal, ζ̃, follows the
Rayleigh distribution [132]
fζ̃ (ζ) =

ζ −ζ22
e 2σ ,
σ2

ζ≥0

(3.3.2)

where σ is the Rayleigh fading parameter. From a standard probability or communications
reference [135], it can be found that E [ζ˜2 ] = 2σ 2 . It then follows that E [P̃ ] = 2σ 2 dα and the
average power received at 1 m from the transmitter is 2σ 2 . Given (3.3.2), it is readily seen
that ζ̃ 2 is exponentially distributed with mean 2σ 2 ;

fζ˜2 (z) =

1 −z2
e 2σ ,
2σ 2

z ≥ 0.

(3.3.3)

Thus, it follows from (3.3.1) that the power received at a distance d from the transmitter is
exponentially distributed with mean 2σ 2 d−α ;

fr̃ (r) =

dα −d2α r
e 2σ ,
2σ 2

r ≥ 0.

(3.3.4)

It is thus seen that in order to characterize the fading environment, good estimates of 2σ 2
and α are needed. Towards that end, we define η = 2σ 2 , and rewrite (3.3.4) as

fr̃ (r) =

dα − dηα r
e
,
η

r ≥ 0.

(3.3.5)

3.4 Estimating the Path Loss Exponent and Fading Parameter
In order to characterize the fading environment, good estimates of η and α are needed.
The measurement strategy is as follows. The mobile nodes transmit in turn according to a
schedule so that all the other mobiles are able to hear their transmissions. Each transmitted
message identifies its source and gives its current location so that each receiver can calculate
the transmitter-receiver distance for each transmission. Then each receiver reports all of its
RSS and distance results to a central site where parameter estimation takes place.
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The first estimation is derived as follows. The likelihood function is written as

L(η, α|r) =

dα − dηα r
e
η

(3.4.1)

and the log-likelihood function can be written as

ln L(η, α|r) = − ln η + α ln d −

dα
r·
η

(3.4.2)

We take the partial derivative of (3.4.2) with respect to η;
∂
−1 dα
ln L(η, α|r) =
+ 2r
∂η
η
η

(3.4.3)

and the partial derivative of (3.4.2) with respect to α;
∂
dα
ln L(η, α|r) = ln d − r ln d·
∂α
η

(3.4.4)

Since the RSS measurements are independent, the joint probability density function of received signal strength is the product of the individual density functions, and the log likelihood function is the sum of the individual log-likelihood functions. Thus, for a network

of M mobile anchors over a sample of window size W , there are n = M2 W independent
measurements, and the maximum log-likelihood values of η and α are obtained when the
following equations are satisfied simultaneously:

n
n 
X
X
∂
−1 dαi
ln L(η, α|ri ) =
+ 2 ri = 0
∂η
η
η
i=1
i=1

(3.4.5)


n
n 
X
X
∂
dαi
ln L(η, α|r) =
ln di − ri ln di = 0·
∂α
η
i=1
i=1

(3.4.6)

and
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The condition in (3.4.5) results in
n

η(α) =

1X α
di ri .
n i=1

(3.4.7)

Thus, (3.4.6) and (3.4.7) must be satisfied simultaneously. The path loss is often assumed
asymmetric [3], however for simplicity [136], the analysis assumes symmetry which is more

strict in the sense that the sample size decreases from (M )(M −1) to M2 . After substitution
of (3.4.7) into (3.4.6), the resulting equation is solely in terms of α. We retain η(α) in the
equations solely for notational convenience. We first define ψ(α) as the left-hand side of
(3.4.6),


n
di α
1X
ri ,
ln di 1 −
ψ(α) =
n i=1
η(α)

(3.4.8)

and then solve ψ(α) = 0. A few plots of ψ(α) are shown in Fig. 3.1. For positive integer m,
n

dm
1X α
η(α)
=
di ri lnm di .
dαm
n i=1

(3.4.9)

Therefore, (3.4.8) may be rewritten as
n

n

1X
η 0 (α)
1X
d
ψ(α) =
ln di −
=
ln di −
ln η(α)
n i=1
η(α)
n i=1
dα

(3.4.10)

i
d
d2
1 h
2
ψ(α) = − 2 ln η(α) = − 2
η(α)η 00 (α) − η 0 (α) .
dα
dα
η (α)

(3.4.11)

Thus,

Substitution of (3.4.7) and (3.4.9) into (3.4.11) and performing elementary algebra yields
n

n

n

n

XX

1
d
ln2 di − ln di ln dj dαi dαj ri rj
ψ(α) = − 2 2
dα
n η (α) i=1 j=1
XX
1
= − 2 2
[ln di − ln dj ]2 dαi dαj ri rj .
n η (α) i=1 j>i
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(3.4.12)

Since the form of (3.4.12) reveals immediately that ψ(α) is monotonically decreasing, we may
solve for ψ(α) = 0 with confidence by using the Newton-Raphson method, which converges
quadratically. Therefore, with no a priori knowledge of the channel parameters and given
a sample of power measurements, the Newton-Raphson method iteratively estimates the
MLE of the PLE. After solving for α, we evaluate η using (3.4.7). This approach yields the
iteration
. d
ψ(α)|α=αu ,
αu+1 = αu − ψ(αu )
dα

(3.4.13)

which is summarized in Algorithm I.
Algorithm I MLE of PLE and fading parameter
αu ← α0 + 
αu+1 ← α0
while |αu − αu+1 | ≥  do
αu ← αu+1
.
d
ψ(α)|α=αu
αu+1 ← αu − ψ(αu ) dα
end while
α̂ ← αu+1
P
η̂ ← n1 ni=1 di α̂ ri

The second estimation is derived as follows. Define x̃ =

dα
r̃.
η

Then x̃ is exponentially

distributed with mean 1. Let ỹ = ln x̃, then E[ỹ] = E[ln x̃]. But

ỹ = ln x̃ = α ln d − ln η + ln r̃·

Since E[ỹ] = limn→∞

1
n

Pn

i=1

ỹi , then for large n,
n

E[ỹ] ≈


1 X
α ln di − ln η + ln r̃i ·
n i=1

(3.4.14)

From x̃ being exponentially distributed with mean 1, E[ln x̃] = −γ where γ = 0.5772156649
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is the Euler constant defined as
Z

∞

γ=−

ln xe−x dx.

(3.4.15)

0

Upon solving (3.4.14) for α, the PLE is estimated by

α̂ =

[ln η − γ] n −

n
X

!,
ln ri

i=1

n
X

ln di ·

(3.4.16)

i=1

Therefore, for a channel with the fading parameter known a priori, the PLE can be calculated
in (3.4.16) from the received power measurements1 .
We first define ϕ(α) to be the right hand side of (3.4.16),

ϕ(α) =

[ln η(α) − γ] n −

n
X

!,
ln ri

n
X

i=1

ln di

(3.4.17)

i=1

where η(α) was derived in (3.4.7). A few representative plots of ϕ(α) are presented in Fig.
3.2. We note that
d
d
n
ϕ(α) = Pn
ln η(α)·
dα
i=1 ln di dα

(3.4.18)

Thus, it follows from (3.4.11) that
d2
d
d2
n
n
P
P
ϕ(α)
=
ln
η(α)
=
−
ψ(α).
n
n
2
dα2
i=1 ln di dα
i=1 ln di dα
Now,

Pn

i=1

ln di > 0 whenever

Qn

i=1

(3.4.19)

di > 1 which is the case for all practical cases since each

di > 1. Since we have shown that ψ(α) is monotonically decreasing, it follows (3.4.19) that
d2
ϕ(α) > 0.
dα2
1

Although
it does not seem practical in a Rayleigh fading environment, if it is desired to solve for the case
Pn
when i=1 ln di < 0, the procedure is the same except
Pn that ϕ(α) is concave down. Some careful thought will
reveal that the problem can be formulated with i=1 ln di > 0 by simply changing the unit of measurement,
for example, m to cm.
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Thus, the function ϕ(α) is concave upward for

Pn

i=1

ln di > 0. Therefore, ϕ(α) has the

solution α̂ at
α̂ = ϕ(α̂)·

(3.4.20)

The solution of (3.4.20) is obtained as follows by setting an iterative procedure based on
Newton-Raphson method. Define gu (α) to be the line tangent to ϕ(α)|α=αu ,

gu (α) = ϕ(αu ) +

d
ϕ(α)|α=αu (α − αu ),
dα

(3.4.21)

and αu+1 is where gu (α) crosses α, gu (α) = α. Therefore,

αu+1 = ϕ(αu ) +

d
ϕ(α)|α=αu (αu+1 − αu )·
dα

(3.4.22)

Thus (3.4.22) yields the iteration

αu+1

d
ϕ(αu ) − αu dα
ϕ(α)|α=αu
,
=
d
1 − dα ϕ(α)|α=αu

(3.4.23)

which is summarized in Algorithm II. This concludes the second estimation. Notice that
regardless of di , the behaviour of the function can be maintained by introducing a scale to
the distance measurement, then similarly, the successive approximations in Algorithm II can
be performed. See Appendix A.

Algorithm II Estimate PLE and MLE of fading parameter
αu ← α0 + 
αu+1 ← α0
while |αu − αu+1 | ≥  do
αu ← αu+1
d
ϕ(αu )−αu dα
ϕ(α)|α=αu
αu+1 =
d
1− dα
ϕ(α)|α=αu
end while
α̂ ← αu+1
P
η̂ ← n1 ni=1 ri di α̂
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When η is known a priori, from the distribution of the received power in (3.3.5), the
likelihood function is written as

L(α|r, η) =

dα − dηα r
e
·
η

(3.4.24)

To find the MLE of the PLE we take the derivative of ln L(α|r, η) with respect to α;
dα
d
ln L(α|r, η) = ln d − r ln d·
dα
η

(3.4.25)

Hence, when η is known a priori, the MLE of α occurs when α̂ satisfies


n
1X
di α
ri = 0
ln di 1 −
n i=1
η

(3.4.26)

Define Ω(α) to be the left hand side of (3.4.26),


n
1X
di α
Ω(α) =
ri ·
ln di 1 −
n i=1
η

(3.4.27)

The solution of (3.4.26) can be obtained as follows by setting an iterative procedure based
on Newton-Raphson method. Taking the derivative with respect to α;
n

d
1 X di α
Ω(α) = −
ri ln2 di ·
dα
n i=1 η

(3.4.28)

The form of (3.4.28) reveals that Ω(α) is monotonically decreasing, we may solve for Ω(α) =
0. Thus yields the iteration

αu+1

. d
= αu − Ω(αu )
Ω(α)|α=αu ,
dα

which is summarized in Algorithm III.
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(3.4.29)

Algorithm III MLE of PLE, known fading parameter
αu ← α0 + 
αu+1 ← α0
while |αu − αu+1 | ≥  do
αu ← αu+1
.
d
Ω(α)|α=αu
αu+1 ← αu − Ω(αu ) dα
end while
α̂ ← αu+1
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Figure 3.1. The ψ(α) for α = 2, 3, and 4 where η = 0.5, W = 100, M = 25, a square plain
with a side length of 100 m
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Figure 3.2. The ϕ(α) for α = 2, 3, and 4 where η = 0.5, W = 100, M = 25, a square plain
with a side length of 100 m
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3.5 Propagation Environments other than Rayleigh
The presented channel characterization is specific to a Rayleigh fading environment
where there is no clear LoS component. To detect when there is a LoS component in the
received signal has been addressed in [137], [138], and [139]. Nevertheless, determining the
result of mistakenly applying the characterization in a non-Rayleigh fading environment is
justified. Simply, in the deterministic case, η = dαi ri is constant for every measurement ri .
Therefore, α is obtained by solving dα1 r1 = dα2 r2 and η from (3.4.7) still holds. Consequently,
any two measurements can be utilized to solve for α and η.
For Algorithm I, (3.4.7) yields the proper value of η and every element in the summation of (3.4.8) would be zero. Since we already know that ψ(α) = 0 as defined in (3.4.8) has
a unique solution, then the value of α obtained by solving dα1 r1 = dα2 r2 (or any dαi ri = dαj rj
with i 6= j) would satisfy ψ(α) = 0. Then (3.4.7) yields the proper value of η. Similarly for
Algorithm II, (3.4.7) would yield the proper value of η. However, x̃ =

dα
r̃
η

is deterministic,

no longer exponentially distributed, and therefore E[ỹ] = E[ln x̃] = 0. That is, γ is simply
removed from (3.4.16).
˜ follows the distribution
In a Rician fading environment, the envelope of the signal, ξ,
[132]
s
−K p̄ξ

fξ̃ (ξ) = (1 + K) e

− 1+K
ξ2
2p̄

e

I0

2K (1 + K)
ξ
p̄

!
,

ξ≥0

(3.5.1)

where p̄ is the average power at a receiving mobile, K is the power ratio of the LoS to the
NLoS component, and I0 is the modified Bessel function of the first kind with order zero.
Therefore, the distribution of the power is
(1 + K) e−K − 1+K
fp̃ (p) =
e p̄ p I0
p̄

r

p
4K (1 + K)
,
p̄

p ≥ 0·

(3.5.2)

Under Rician fading, Algorithm I can still be applied since it is a likelihood estimate where
as Algorithm II cannot be applied since its analytical derivation is specific to η being ex-
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ponentially distributed. Therefore, we are still able to estimate the PLE and the average
power received.
3.6 The Cramér-Rao Bound
In the scalar unbiased case, an estimator of a parameter θ is bound to the reciprocal
of the Fisher information I(θ) and can be written as follows [140]

Var(θ̂) ≥

1
·
I(θ)

(3.6.1)

The Fisher information for the fading parameter can be calculated as
∂2
ln L(η|r, α)
I(η) = −E
∂η 2
1
= 2·
η



(3.6.2)
(3.6.3)

The Fisher information for the PLE can be calculated as
∂2
I(α) = −E
ln L(α|r, η)
∂α2


= E ln2 d ·


Note,

dα r
η

is exp ∼ (1). That is,

α

dα r
η


(3.6.4)
(3.6.5)
α

is independent of ln2 d, and therefore, E[ dη r ln2 d] =

α

E[ dη r]E[ln2 d] where E[ dη r] = 1. Therefore, given a sample n of received power measurements
and a PLE known a priori, the Cramér-Rao bound on the variance of the estimated fading
parameter is
Var(η̂) ≥

η2
·
n

(3.6.6)

When the fading parameter is known a priori and given a sample n of received power
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measurements, the Cramér-Rao bound on the variance of the estimated PLE is

Var(α̂) ≥

1
·
nE[ln2 d]

(3.6.7)

For a vector parameter θ = [θ1 , θ2 , ..., θd ]T ∈ Rd , the θ̂i (X) unbiased estimator of the
ith parameter θi is bound to the ith diagonal element of I(θ)−1 [140]. Therefore, the Fisher
information matrix is derived as

∂2
ln L(η, α|r)
= −E
∂η 2
1
= 2,
η


I η,η


∂2
= −E
ln L(η, α|r)
∂η∂α


ln d
= −E
,
η

(3.6.8)
(3.6.9)



I η,α


∂2
ln L(η, α|r)
= −E
∂α∂η


ln d
,
= −E
η

(3.6.10)
(3.6.11)



I α,η

∂2
= −E
ln L(η, α|r)
∂α2


= E ln2 d ·


I α,α

(3.6.12)
(3.6.13)


(3.6.14)
(3.6.15)

That is, for a θ = (η, α)T , the Fisher information matrix is written as follows




 I η,η I η,α 
I=

I α,η I α,α
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(3.6.16)

and the inverse results in

I −1 =



1
 I α,α −I η,α 


I η,η I α,α − I η,α I α,η −I
I
α,η
η,η

(3.6.17)

 2 
 1
2
I = E ln d − E [ln d] 2 ·
η

(3.6.18)

where

Therefore, when neither parameter is known a priori, the Cramér-Rao bound on the variance
of the estimated fading parameter is

Var(η̂) ≥

η 2 /n
 
·
1 − E2 [ln d] E ln2 d

(3.6.19)

When neither parameter is known a priori, the Cramér-Rao bound on the variance of the
estimated PLE is
Var(α̂) ≥

1/n
 2 
·
E ln d − E2 [ln d]

(3.6.20)

3.7 Estimation Accuracy Trade-off
The cost function for estimating the PLE and the fading parameter is assumed as
follows
C(W ) = CVar Var(α̂) + W CT + W CComp

(3.7.1)

where CVar , CT , and CComp is the cost factor of the variance in the estimation, the cost factor
of the delay in the estimation, and the cost factor of computing the estimation, respectively.
The variance, Var(α̂), measures how far the estimated α’s are from the mean. Note the
communication cost between the nodes and in collecting the measurements is neglected and
that estimating η̂ does not affect (3.7.1).
The Var(α̂) is assumed a power function, aW b , of coefficients, a and b, found by
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curve fitting the simulated variance. The choice of an exponential form for the curve fitting
is apparent when the variance is plotted on the log scale, see Fig. 5.20. Taking the partial
derivative of the cost function in (3.7.1), the optimal W is when
1/(b−1)

CT + CCOM
·
W = −
abCVar

(3.7.2)

3.8 Summary
In this chapter we started by introducing the channel characterization problem. A
background and a literature review was presented for the PLE and the fading parameter.
The introduced system model took into account the large-scale path loss by including the
PLE and took into account the small-scale fading by including the fading parameter. Then
estimates were derived for the PLE and the fading parameter when either or both parameters
were not known a priori. A parameter estimation trade-off was then presented for the two
proposed channel characterization algorithms.
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CHAPTER 4
Localization and Distance Estimation
The chapter starts by introducing the location and distance estimation problem. A
background and a literature review is then presented. The introduced system model takes
into account the large-scale path loss by including the PLE and takes into account the smallscale fading by including the fading parameter. Then distance estimates are derived for a
window sample and throughout a window sample of power measurements. Then a location
technique is proposed where two anchors are sufficient to uniquely locate a sensor.
4.1 Introduction
The motivation is to model the distance between the nodes when they are mobile
and their channel suffers from fading. The range from RSS measurements is significantly
affected by the accuracy of the estimated path loss exponent (PLE) and fading parameter.
The WSN consists of mobile sensors together with a system of specially equipped mobile
anchors. The sensor relies on the network to determine its location. The mobile anchor
is capable of locating itself, equipped with a GPS, for example, or is programmed with a
predefined route. The sensor node determines it location by collecting RSS measurements
transmitted by mobile anchors. Therefore the accuracy of the distance estimation is critical
to the accuracy of the location estimation.
The objective of this chapter is to utilize the channel characterization in Chapter 3 to
estimate the distance and consequently the location of the sensor from RSS measurements
transmitted by mobile anchors. The objective is to suppress the effect of fading and path
loss to improve the accuracy of RF based location and distance estimation. The channel
characterization processes the received RF signals, takes into account the large-scale path
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loss by estimating the PLE and takes into account the small-scale fading by estimating the
fading parameter. The uncertainty and fluctuation of the RSS is a result of fading, and the
decay of the RSS is proportional to the transmitter-receiver distance power raised to the
PLE.
The ranging technologies are mainly based on RF or on acoustics [98]-[18]. An example of the RF approach is ranging based on RSS, radio hop count, and RF time-of-flight
also referred to as ToA. In RSS the received signal diminishes proportional to the distance
power raised to the PLE, in radio hop count the distance is assumed to be less than the
maximum range with high probability, and in ToA the distance is calculated from the travel
time. An example of the acoustic approach is AoA and TDoA. In AoA a sensor is equipped
with an array of microphones where the AoA is estimated from the phase or time difference
between the signal’s arrival at different microphones. In TDoA the RF signal travels significantly faster than an acoustic signal and the distance traveled is calculated from the time
difference.
The advantage of ranging based on RF is that it makes a low cost and low complexity
approach that does not require any additional hardware since each wireless sensor is already
equipped with a transceiver. The disadvantage of ranging based on RF is that the ranging
accuracy greatly depends on the characterization of the channel [98]-[18]. Nevertheless, RSS
based localization is a low cost and low complexity approach that requires no extra hardware
for the wireless sensors, and therefore, the objective of this chapter is to characterize the
channel and suppress the effect of fading and path loss to improve the accuracy of RF based
ranging.
The characterization in this chapter takes into account all the available measurements
whereas the present approach in the literature mainly tackles variability and uncertainty of
the signal by applying filtering to the data, [8] and [9], finding the MMSE, [10] and [11], or
estimating current values depending on previous observations, [12] and [13].
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4.2 Literature Background
The RSS measurements are commonly utilized in estimating the distance between
the nodes and in estimating their locations. This is due to their simplicity and due to their
low cost and low complexity that requires no extra hardware for the wireless sensors. The
following is a background of the work presented in the literature to analyze and characterize
the RSS based location and distance estimation.
4.2.1 Determining the Distance from RSS Measurements
A general approach in the literature is to utilize empirical RSS measurements to
construct a path loss model to estimate the distance. The empirical measurements of RSS
are fit in [4] as a function of distance. The results show the accuracy of the MLE is higher than
the trilateration. Further, the distribution of the nodes, their density, and their transmission
range all affect the distance error especially in multi-hop scenarios. The authors in [5]
propose a regression model to estimate the range. The mathematical function of the RSSI
value represents the distance and is found by curve-fitting the sample data. The authors
in [6] fit the relation between RSS and distance in a surveying phase, then ranging and
location is determined by iterative trilateration. The applied smoothing algorithm assumes
a constant velocity motion which in turn results in a constant rate in data change and a
stationary noise process.
A similar approach in the literature is to utilize empirical RSS measurements to
construct a path loss model to estimate the PLE. The exponential relationship of RSS and
distance, determined by the PLE, is linearly approximated in [141]. The location of the
access point (AP) is determined from four RSS measurements taken at different positions
with no a priori knowledge of the PLE and transmission power. The authors in [142] fit
the relation between RSS and distance using the data collected in that local area since it is
more likely for the signal to have experienced similar propagation conditions. All training
data is utilized in the course-grained localization stage, then the size of the training data is
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reduced gradually in the subsequent iterations only including the data that is closest to the
location estimate from the previous step. The authors in [143] jointly estimate the PLE and
location coordinates from RSS measurements. The vector of nonlinear functions is linearized
using the first-order Taylor series expansion [144] and then an LS is presented. Similar to
our presented work, the PLE is assumed unknown, however, their work assumes no channel
fading. A dynamic RSS based PLE estimation is proposed in [116] to model the path to each
of the base stations. The estimated PLE is found by maximizing the compatibility of RSS
based distance estimates. That is, for trilateration, an ideal compatibility results in three
circles crossing only at one point.
The norm in the literature analyze the RSS data in the time domain, whereas the
authors in [145] analyze the RSS data in the frequency domain. Since the Parsevals theorem
[146] proves the distance between two sequences is the same in time domain and frequency
domain, the authors in [145] utilize the first number of Fourier coefficients to characterize
the RSS data. The RSS measurements’ length and the number of Fourier coefficients needs
to be carefully chosen since a longer length of RSS measurements require higher number of
Fourier coefficients.
Apart from estimating the distance, RSS measurements can further be utilized in
other estimations. The authors in [147] estimate the AoA from the maximum RSS observed
throughout the angular motion of a rotating parabolic reflector mounted to a mechanical
actuator. The experiment shows similar indoor and outdoor performance in the absence of
moving objects and no correlation was found between the distance and the estimation error.
The sensor node in [148] maps the AoA of the received RSS to its measured frequency.
An interference field is produced from two linear chirp waves [149] emitted from a twoantenna anchor with a slight difference in frequency. The channel parameter estimation
algorithm, space-alternating generalized expectation-maximization (SAGE) [150], recursively
determines the LoS propagation angle.
Estimating the distance can utilize other measurements besides the RSS or could even
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combine different measurements in an attempt to have better estimation. The authors in
[120] propose a dynamic PLE and distance estimation based on RSS and doppler effect. The
proposed algorithm is for relative mobility and is shown to improve accuracy when mobility
increases.
4.2.2 Determining the Location from RSS Measurements
A general approach in the literature is to survey an area, in the learning stage, and
construct a map of RSS measurements. Later at the localization stage, an RSS measurement
is mapped to the corresponding location which is determined from the location’s fingerprint.
The authors in [151] explore the frequency diversity in orthogonal frequency-division multiplexing (OFDM) systems for fingerprinting and for building a propagation model. The
channel state information (CSI) in OFDM systems estimates the channel, amplitude, and
phase, for each of the subcarriers since each frequency is likely to experience a different
multipath fade.
Fingerprinting based approaches determine the location by some form of a lookup
table where the RSS measurement is mapped to a location, however, there are hybrid approaches in the literature which also utilize trilateration in determining the location. The
authors in [152] propose CallSense as a probabilistic fingerprinting location estimation implemented for Global System for Mobile Communications (GSM) phones. A histogram of RSSI
measurements is collected for each of the cells in a grid, and then a Bayesian approach for
location estimation determines the most probable location for the user from the RSS measurements for each of the towers in range. The authors in [153] propose the closer tracking
algorithm (CTA) for indoor localization targeted for seniors. The hybrid approach chooses
between fingerprinting and trilateration from a threshold found by experimentation. The
idea comes from the behavior of seniors which seldom move and tend to stay stationary most
of the time.
Looking up an RSS measurement may not return with a matching location fingerprint
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due to the varying nature of the environment. A general approach in the literature utilizes
the k-nearest neighbor to predict the location based on the k-nearest matches to the RSS
measurement. In [154], the RSS values of the visible APs are surveyed throughout a building.
The location is determined for a sensor from the Euclidean distances between the readings
the sensor just made and the stored levels in the database. This is a neighbor algorithm
[155] which is also similar to fingerprinting [156]. The authors in [157] implement the knearest neighbor algorithm in a WLAN. An RSS map is constructed in the initial offline
fingerprinting stage, then the online location estimation is the mean/median/mode of the
coordinates of the k-nearest matches. The location error initially decreases with an increase
in k since the variation of the RSS is averaged from the neighbor points, then reaches a
point where it starts to increase when the added matches are close in signature and far
in location. That is, an optimal k needs to be determined. Similarly the authors in [158]
compare RSS based localization techniques. The Min-Max and Ring-Overlapping Circle
RSSI (ROCRSSI) showed superior performance when compared to the ML and k-nearest
neighbor. The Min-Max showed better localization accuracy, however, ROCRSSI did not
require any training since it is a range-free approach. The k-nearest neighbor was sensitive
to the anchor locations.
The authors in [159] estimate the ranging from RSS under log-normal shadowing.
The MLE yields a bias and a mean-square-error (MSE) that increases exponentially with
the increase in the noise power. Then they propose a linear MMSE estimator that has a
bound bias and an MSE with the increase in the noise power. A histogramic analysis is
utilized in [160] as a preprocessing technique of RSS data to filter the signal affected by
fading. The signal is decomposed into small scale and large scale fading components and
then the effects of the former are suppressed. Similar to our approach, fading is considered
in the channel mode, however, we take into account all the available measurements without
any MMSE estimation or filtering to the data.
For localization based on RSS measurements, the authors in [161] estimate the dis56

tance between a mobile node and four anchors placed on the corners of a rectangular plain,
then the mobile node’s location is estimated using a triangulation algorithm. Since the channel can be dynamic and the PLE can change with the change of the channel, the authors
in [162] alter the relation between the RSSI measurement and the distance depending on
observations from nodes of known locations. A regular node adjusts its calculation of the
distance given the deviation in the distance that the near anchors observe. The authors
in [163] apply RSS based location estimation to Bluetooth enabled sensors. By forming a
piconet, the sensor being localized acts as a master and the APs act as slaves. The topology
is remote positioning when each slave estimates its distance from the master node and then
a central unit estimates the position. Another topology is self positioning when the slave
estimates its distance from each of the slaves and then estimates its position. The authors
in [164] propose an analytical framework for a vertical handover (VH) for mobile voice users.
The algorithm for the WLAN-Cellular VH triggers the event based on the moving average
of the RSSI samples.
For cellular systems, the location estimation in [165] combines the information about
the serving sector with the mobile’s RSS measurement. The authors in [166] utilize this idea
and present an analytical model based on extensive cellular measurements to relate the path
loss to the distance. Other approaches in the literature are compared to the accuracy of
localization based on RSS measurements. The authors in [167] compare RSSI to TDoA in
sensor ranging. Additional components were required for TDoA such as a sound source at
the anchor and a microphone at the sensor, however, TDoA showed a more accurate range
estimation.
4.2.3 The Approach to Varying RSS Measurements
The characterization in this chapter takes into account all the available measurements whereas the present approach in the literature mainly processes the measurements
to overcome their variability and uncertainty. The particle swarm optimization (PSO) in
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[168] is utilized to find the PLE of the channel and the location of the sensor in real time.
The constraints on the PLE and on the coordinates are replaced by a barrier function that
approaches infinity when a solution approaches the boundaries. The highly nonlinear objective function is optimized iteratively to improve the candidate solution. For a consistent
covariance when the correlation is unknown between propagation loss and propagation time,
the authors in [169] utilize a Covariance Intersection (CI) algorithm to fuse the two random
variables. The position of the node is estimated by recursion and the CI can be viewed as a
generalized Kalman filter.
Besides fading and path loss, literature identifies other factors that might have an
affect on the RSS. The authors in [170] analyze two algorithms where one is based on
directional-antennas and the other on accelerometers and digital compasses. Both utilize
RSS measurements, however, the former is for stationary nodes and the latter is for mobile
nodes. The authors in [171] attempt to minimize the average distance error by optimizing
the model parameters, standard deviation limit, packet loss limit, and the PLE. From the
collected RSS data, a bounded minimization operation returns the model parameters that
minimize the average distance error between the original and estimated distances.
Estimating channel parameters can utilize other measurements besides the RSS or
could even combine different measurements in an attempt to have better estimation. The
objective in [172] is to predict the channel from RSS and link quality indicator (LQI), where
for example, a week signal in the absence of noise will result in low RSS and low LQI.
The authors state that the physical properties, such as reflection and scattering, have a
significant impact on RSS based distance estimation. The experiment indicates RSS is a
poor estimator for indoor WSNs. The authors in [173] base their localization algorithm on
RSS-fingerprinting and an adapted Euclidean distance algorithm (AEDA). Intuitively, a
moving median filter reduced the highly incorrect estimations, and an increase in the grid
size can reduce the calibration effort for a compromise in the median location estimation
error (MLEE). The authors in [174] develop a fingerprinting system that analyzes RSSI and
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LQI measurements. Then at the distance estimation stage the measured RSSI determines a
subset of possible distances and then the LQI further reduces the possible distances.
The authors in [175] utilize the Taylor series expansion to linearize the set of nonlinear equations presenting the mobile node’s distance to each of the anchors within its range.
The assumption is that estimating the PLE is sufficient and there is no need to consider small
scale fading since the RSS ranging is based on the received UWB signals. In [176], adopt
neural networks (ANNs) simulate the human brain to estimate the distance from the RSSI
values. Each of the inputs has a different effect on the output depending on its weight.
The input and the output samples of the processing element in the ANN were needed in
the supervised learning to determine the weights and consequently the distance from the
RSSI input values. The authors in [177] analyze the performance of well known localization
algorithms that are based on ML [178], Min-Max [179], multilateration [180], and ROCRSSI
[181]. The ML is superior to the remaining algorithms when the number of anchors is high,
multilateration is the simplest, and Min-Max offers a good compromise between complexity
and performance.
4.3 System Model
Comparing our system model to Section 4.2, we do not consider antenna gain/orientation
or transmitter/receiver variability. For RSS and RSSI, we assume that one can accurately
be calculated from the other and that path loss is accurately calculated given either. There
is a large number of reflections with no LoS component in the received signal and therefore
Rayleigh fading is our model for the randomness of the propagation channel. Having LoS is
less challenging in the sense that we are likely to isolate the signal coming from that path,
as in [82] and [83], and utilize it in estimating the range; Rician fading model may be more
applicable in such an environment [132]. We do not explore the change in path loss with the
change in the band/bandwidth and we assume path loss is the same for a signal propagating
either way. The path loss model does not adopt a reference path loss at a given distance
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and the antenna height is not taken into account. Further, one PLE rates the decay of the
propagating signal with distance, and therefore, we do not consider breaking distances where
for each we have a different PLE.
Our system consists of a number of sensors, N , together with a system of specially
equipped mobile nodes, M , that are designated as anchors. The overall objective of the
system is to keep track of the node locations as time evolves. The distance between the
anchors is known since the location of the anchors is known and we assume the received
power samples are i.i.d. with no correlation between the samples since the nodes are mobile.
The received power is known and directly derived from the RSS, and the anchors induce a
fully connected digraph.
The average power at a receiving mobile, distant d from a transmitting mobile, can
be modeled as [17], [133], [134]
P (d) = ηd−α

(4.3.1)

where η is the average power received normalized to 1 m from the transmitter and α is
the PLE. Let r̃(d) be a random variable denoting the received power at a distant from a
transmitter. In a Rayleigh fading environment, the envelope of the signal, ζ̃, follows the
Rayleigh distribution [132]
fζ̃ (ζ) =

ζ −ζ22
e 2σ ,
σ2

ζ≥0

(4.3.2)

where σ is the Rayleigh fading parameter. From a standard probability or communications
reference [135], it can be found that E [ζ˜2 ] = 2σ 2 . It then follows that E [P̃ ] = 2σ 2 d−α and
the average power received at 1 m from the transmitter is 2σ 2 . Given (4.3.2), it is readily
seen that ζ̃ 2 is exponentially distributed with mean 2σ 2 ;

fζ˜2 (z) =

1 −z2
e 2σ ,
2σ 2

z ≥ 0.

(4.3.3)

Thus, it follows from (4.3.1) that the power received at a distance d from the transmitter is
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exponentially distributed with mean 2σ 2 d−α ;

fr̃ (r) =

dα −d2α r
e 2σ ,
2σ 2

r ≥ 0.

(4.3.4)

Towards that end, we define η = 2σ 2 , and rewrite (4.3.4) as

fr̃ (r) =

dα − dηα r
e
,
η

r ≥ 0.

(4.3.5)

It is thus seen that characterization of the fading environment can be achieved with good
estimates of η and α.
4.4 Estimating the Distance for a Window Sample
To estimate the distance between an anchor and a sensor or the distance between two
sensors, we follow the derivation in Section 3.4 and define x̃ =

dα
r̃.
η

Then x̃ is exponentially

distributed with mean 1. Let ỹ = ln x̃, then E[ỹ] = E[ln x̃]. But

ỹ = ln x̃ = α ln d − ln η + ln r̃·

Since E[ỹ] = limW →∞

1
W

PW

i=1

ỹi , then for large window sample size W ,

W

1 X
E[ỹ] ≈
α ln di − ln η + ln r̃i ·
W i=1

(4.4.1)

For x̃ being exponentially distributed, E[ỹ] = − ln 1 − γ since E[x̃] = 1. Therefore, E[ln x̃] =
−γ where γ = 0.5772156649, [182], is the Euler constant defined as
Z
γ=−

∞

ln xe−x dx.

0
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(4.4.2)

Upon solving (4.4.1), the summation of distances is estimated by
W
X
i=1

and the distance at instance

"
#
W
X
1
(ln η − γ) W −
ln ri
ln di =
α
i=1

1
2


W is estimated as

dˆ 1  = exp
2

W

(4.4.3)

"
#!
W
1 X
1
(ln η − γ) −
ln ri
α
W i=1

(4.4.4)

where the geometric mean of W received power measurements is utilized in estimating the
distance. Therefore, the range for a window sample W can be calculated in (4.4.4) by either
node from the received power measurements.
Another approach to estimate the distance is as follows. The likelihood function is
written as
L(d|η, α, r) =

dα − dηα r
e
η

(4.4.5)

and the log-likelihood function can be written as

ln L(d|η, α, r) = − ln η + α ln d −

dα
r·
η

(4.4.6)

We take the partial derivative of (4.4.2) with respect to d;
∂
α αdα−1
ln L(d|η, α, r) = −
r
∂d
d
η
α
=
[η − dα r] .
ηd

(4.4.7)

Result is that the following condition is to be met
W
X

di α ri = ηW

i=1
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(4.4.8)

and the distance at instance

1


W
is estimated as
2
s
dˆ 1  =

α

W
2

Wη
PW

i=1 ri

(4.4.9)

where the mean of the received power measurements is utilized in estimating the distance.
Therefore, the range for a window sample W can be calculated in (4.4.9) by either node from
the received power measurements.
The following derives the Cramér-Rao bound on the variance of the estimated distance. In the scalar unbiased case, an estimator of a parameter θ is bound to the reciprocal
of the Fisher information I(θ) and can be written as follows [140]

Var(θ̂) ≥

1
·
I(θ)

(4.4.10)

The Fisher information for the distance parameter can be calculated as

∂2
I(d) = −E
ln L(d|η, α, r)
∂d2
 

∂ α αdα−1
= −E
−
r
∂d d
η


dα−2
α
r ·
= E 2 + α(α − 1)
d
η


Note,

dα r
η
α

is exp ∼ (1).

That is,

dα r
η

is independent of d−2 , and results, E[ d

(4.4.11)
(4.4.12)
(4.4.13)
α−2 r

η

] =

α

E[d−2 ]E[ dη r] where E[ dη r] = 1. Therefore, given a sample n of received power measurements, the Cramér-Rao bound on the variance of the estimated distance is
ˆ ≥ 1
Var(d)
n
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 2
d
·
α

(4.4.14)

4.5 Estimating the Distance Throughout a Window Sample
A single value was estimated in (4.4.4) and (4.4.9) to represent the distance between
two nodes. However, di was difficult to compute from (4.4.3) or (4.4.8). Therefore, the
following attempts to calculate the distance at any given instance throughout the window
sample.
Assume the distance being calculated is between an anchor and a sensor where an
anchor is moving at a constant velocity, v, along a straight path of which its shortest distance
to a sensor is b, diagram I from Fig. 4.1, Pythagorean theorem results

di 2 = b2 + (a + vi)2

(4.5.1)

where i is the sample instance and a is the initial distance of the anchor away from the
closest point to the sensor. Note v is in m/sample and the sample size is our notion of time.
Substituting for b2 , in (4.5.1), from the Pythagorean theorem b2 = d0 2 − a2 results
di 2 = d0 2 + 2avi + (vi)2 ·

(4.5.2)

Take the square root and have the summation over the window results in
W
X
i=1

Substituting for

PW

W
X
i=1

i=1

W


1X
ln d0 2 + 2avi + (vi)2 ·
ln di =
2 i=1

(4.5.3)

ln di from (4.4.3) into (4.5.3) results in

"
#
W
X

2
(ln η − γ) W −
ln ri = 0·
ln d0 2 + 2avi + (vi)2 −
α
i=1

(4.5.4)

Similarly we can reach (4.5.4) from the law of cosines,

di 2 = d0 2 + (vi)2 − 2d0 vi cos(θ)·
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(4.5.5)

Substituting for cos(θ) results

di 2 = d0 2 + 2avi + (vi)2 ,
ln di =


1
ln d0 2 + 2avi + (vi)2 ,
2

and over a window sample results in (4.5.3). Therefore, from (4.5.4) we solve for a, and then,
the distance at sampling instance i is found from (4.5.2). The derivations apply to mobility
diagrams I and VI. We generalize the derivations in Section 4.6. Note d0 is known and can
be calculated from either of the two proposed methods in Section 4.4.
4.6 Location Estimation
The crossing point of the shortest distance between the sensor and the path of the
anchor is determined from (4.5.4) when we solve for a. However, to determine the length of
that shortest distance we substitute for a into

b=

p
d 0 2 − a2 .

(4.6.1)

That is, at the initial point only the range is known, then from the first anchor, b and a are
determined which narrows the location down to two points symmetrical to the anchor’s path,
and then similarly a second anchor narrows down the location to another two points. The
unique location is the common solution to the two anchors. Note the localization methods
presented in the literature require at least three anchors whereas, for the presented approach,
two mobile anchors are sufficient to locate the node. In fact the range from one anchor and
the two possible locations from another anchor are sufficient to locate the node.
We first define χ(a) as the left-hand side of (4.5.4),

χ(a) =

W
X
i=1

"
#
W
X
2
ln di 2 −
(ln η − γ) W −
ln ri
α
i=1
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(4.6.2)
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d0

di
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b

θ
θ
a
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θ
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III: −2avi + (vi)2 = di 2 − d0 2
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θ
a
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2
VI: 2avi + (vi) = di 2 − d0 2

Figure 4.1. The possible diagrams for an anchor moving at a constant velocity, v, along a
straight path of which its shortest distance from the sensor is b

where, from Fig. 4.1,
di 2 = d0 2 + 2avi + (vi)2

(4.6.3)

for mobility diagrams I and VI and

di 2 = d0 2 − 2avi + (vi)2

(4.6.4)

for the remaining mobility diagrams. Then the derivative with respect to a is
W

dχ(a) X 2vi
=
da
d2
i=1 i

(4.6.5)

for mobility diagrams I and VI and is
W

dχ(a) X −2vi
=
da
di 2
i=1
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(4.6.6)

for the remaining mobility diagrams. The form of (4.6.5) reveals that χ(a) is monotonically
increasing for mobility diagrams I and VI and the form of (4.6.6) reveals that χ(a) is monotonically decreasing for the remaining mobility diagrams. We may solve for χ(a) = 0 with
confidence by using the Newton-Raphson method, which converges quadratically. Therefore,
from a sample of power measurements, the Newton-Raphson method iteratively estimates
a. This approach yields the iteration
.d
χ(a)|a=au ,
au+1 = au − χ(au )
da

(4.6.7)

which is summarized in Algorithm IV. Note a is defined in all diagrams, see Fig. 4.1, as a
positive distance along the anchor’s path from the initial location of the anchor towards the
anchor’s direction of mobility. Starting with a0 = 0, χ(a0 ) results in the same value whether
di 2 is from (4.6.3) or from (4.6.4). If χ(a0 ) > 0, we choose −2avi which results in a negative
derivative of χ(a). Similarly, if χ(a0 ) < 0, we choose +2avi which results in a positive
derivative of χ(a). The behaviour of χ(a) is illustrated in Fig. 4.2. Note from Fig. 4.1 and
similarly following the derivation of (4.5.4), mobility diagrams I and VI should be +2avi for
(4.5.4) and the remaining diagrams should be −2avi. Hence, the chosen formula for χ(a)
will result in successive approximations that converge to a solution where a is positive.
Algorithm IV Newton-Raphson for Solving for a
au ← a0 + 
au+1 ← a0
while —au − au+1 | ≥  do
au ← au+1
.
d
au+1 ← au − χ(au ) da
χ(a)|a=au
end while
â ← au+1

The presented location estimation is specific to a Rayleigh fading environment where
there is no clear LoS component. In the LoS case, which can be detected from methods in
[137], [138], and [139], x̃ =

dα
r̃
η

is deterministic, no longer exponentially distributed, and
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Figure 4.2. An example for the behaviour of χ(a) for mobility diagrams V and VI for α = 2,
η = 0.5, W = 100

therefore E[ỹ] = E[ln x̃] = 0. That is, γ is simply removed from (4.6.2) and the location
technique holds.
Therefore, with no a priori knowledge of the sensor’s location and given a sample
of power measurements, the algorithm estimates a at each iteration where the formula is a
function of the channel characteristics, η and α which are estimated in Chapter 3, and the
initial distance, d0 , which is estimated in Section 4.4.
4.7 Summary
In this chapter we started by introducing the location and distance estimation problem. A background and a literature review was presented. The introduced system model
took into account the large-scale path loss by including the PLE and took into account the
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small-scale fading by including the fading parameter. Then distance estimates were derived
for a window sample and throughout a window sample of power measurements. Estimating
the distance throughout the window sample was further utilized in locating the sensor node.
Starting with a distance estimate to an anchor, the possible locations were infinite and lay
on the circumference of a circle. From RSS measurements while the anchor was mobile, the
possible locations were narrowed down to two, the location was then uniquely determined
given a distance to the second anchor.
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CHAPTER 5
Numerical Analysis and Results
The chapter is a numerical analysis of the channel characterization and the distance
and location estimation. The network setup and the node location is presented along with
the mobility model for the nodes. The method for presenting the statistical data is then
introduced. The different PLE and fading parameter estimations are evaluated and compared
against accuracy, speed of convergence, and estimation accuracy trade-off. Then, taking
into account the large-scale path loss and the small-scale fading, the distance estimation is
evaluated for a window sample and throughout a window sample of power measurements.
The technique in estimating the distance throughout the window sample will further be
utilized in the localization process where two mobile anchors are sufficient to locate the
sensor.
5.1 Network Setup and Node Location
We assume a network of randomly deployed nodes in a square plain of 0.01 nodes/m2
spatial resolution of 3 : 1 sensor to anchor ratio and we assume each anchor moves in a
constant velocity towards a random point in the plain at ṽj ∼ (0, vmax ], j = [1, 2, · · · , M ],
where it is assumed that vmax = 1 m/sample. The mobility model is known as the ”random
waypoint” model, [183] and [184], where we assume there is no pause after the node reaches
its destination and before it moves to the next random location. Note the sample size is our
notion of time since the velocity of the sensors is in meter per sample. This attempts to
preserve the spatial dependency when correlation is assumed between the samples and can
still be translated to meter per second from a per second sampling frequency. The location
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of node j in the next sample is its destination when vj ≤ dj , and in the step that follows,
the anchor moves toward a new random destination at a new vj .
5.2 Depicting the Statistical Data
Each box plot is a result of 10000 runs for statistical significance. The band inside
the box is the median. The bottom and top of the box is the first and third quartiles,
respectively. The lower and upper whiskers represent the minimum and maximum values
among the runs, respectively.
For the location estimation and for estimating the distance throughout a window
sample, the lower and upper whiskers represent the confidence intervals. Note in the first
two distance estimates they represented the minimum and the maximum among the runs.
Further, the distance changes during the window sample, unlike the setup for the first two
distance estimates where the distance was fixed for analyzing asymptotic accuracy. Hence,
for the distance estimation throughout the window sample and for the location estimation,
the mobility case is generalized and therefore the lower and upper whiskers are confidence
intervals. The latter plot is often called the Tukey boxplot [185]. The lower whisker is
the smallest data value which is larger than the first quartile - 1.5inter-quartile-range (IQR)
where IQR is the difference between the first and third quartiles. Similarly, the upper whisker
is the largest data value which is smaller than the third quartile + 1.5IQR.
Note that in a mobility scenario where a is small, χ(0) will also be a small value. Due
to fading, this small value, for example, might be negative indicating the mobility diagram
is I or VI whereas it is actually one of the remaining mobility diagrams. This can be avoided
by simply calculating

∂
χ(a)|a=0
∂a

which tells us whether that is the case. Similarly, in a

mobility scenario where b is small, d0 and a are close in length. Due to fading, this might
cause â to be less than d0 which results in an imaginary solution for b̂. When this occurs,
one could assume in (4.6.1) that â = d0 . That is, the sensor’s estimated location lays on the
anchor’s path.
71

Note in the numerical analysis that follows, the same window sample was utilized
for the location and the distance estimation. A sample is simply excluded for a location
estimation that is not within the perimeters of the plain. The perimeter is known for a
network and in our case is a square of length 200 m where the sensor is in the middle of the
plain. Similarly a sample is excluded when the solution to b̂ is imaginary or when a points to
the other set of the mobility diagrams. Practically when one of the above scenarios occurs,
the node can take another window sample or add that window sample to the existing one.
5.3 Fading Parameter Estimation
In Fig. 5.1, Fig. 5.2, and Fig. 5.3, the proposed MLE of the parameter η is demonstrated for different η values under a range of window sizes. Notice the accuracy of the
proposed estimation even for small window sizes. Further, notice the range of η̂ values increases with the increase in the value of η. That is, higher η values spread out the PDF of
the distribution, and therefore, the range of the samples is likely to increase. Furthermore,
notice the unbiasedness of the proposed MLE estimator.
5.4 Path Loss Exponent Estimation
In Fig. 5.4 and Fig. 5.5, the proposed MLE of the PLE is demonstrated for different
α values under a range of window sizes. In Fig. 5.6 and Fig. 5.7, the analytical derivation
for estimating the PLE is demonstrated for different α values under a range of window sizes.
Notice the accuracy of the proposed methods even for small window sizes. Further, the value
of α had no effect on the estimation of α in our simulation of the two proposed estimations
and therefore the plots were omitted for α = 4. Furthermore, notice the unbiasedness of the
proposed estimator. Note the range of α̂’s resulting from the MLE is tighter when compared
to α̂’s resulting from the analytical derivation; however, the analytical derivation does not
require iterations to find α̂ whereas the MLE does.
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Figure 5.1. Statistical plot of the MLE of the fading parameter over different window sizes
for η = 0.5 where α = 3, M = 25, a square plain with a side length of 100 m
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Figure 5.2. Statistical plot of the MLE of the fading parameter over different window sizes
for η = 2 where α = 3, M = 25, a square plain with a side length of 100 m
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Figure 5.3. Statistical plot of the MLE of the fading parameter over different window sizes
for η = 8 where α = 3, M = 25, a square plain with a side length of 100 m
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Figure 5.4. Statistical plot of the MLE of the PLE over different window sizes for α = 2
where η = 0.5, M = 25,  = 10−3 , a square plain with a side length of 100 m
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Figure 5.5. Statistical plot of the MLE of the PLE over different window sizes for α = 3
where η = 0.5, M = 25,  = 10−3 , a square plain with a side length of 100 m

77

2.02

α̂

2.01

2

1.99

1.98

10

100
W

1000

Figure 5.6. Statistical plot of the analytical derivation of the PLE over different window
sizes for α = 2 where η = 0.5, M = 25, a square plain with a side length of 100 m
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Figure 5.7. Statistical plot of the analytical derivation of the PLE over different window
sizes for α = 3 where η = 0.5, M = 25, a square plain with a side length of 100 m
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5.5 Path Loss Exponent and Fading Parameter Estimation
Fig. 5.8 demonstrates Algorithm I, the successive approximations based on NewtonRaphson method to solve for the MLE of α and η, this example converges in 6 iterations to
α̂ = 2.9968 and η̂ = 0.4996 for an α0 = 1. Fig. 5.9 demonstrates Algorithm II, the successive
approximations based on Newton-Raphson method to estimate α̂, this example converges in
9 iterations to α̂ = 3.0089 and η̂ = 0.5163 for an α0 = 5. Fig. 5.10 demonstrates Algorithm
III, the successive approximations based on Newton-Raphson method to find the MLE of α
when η is known a priori, this example converges in 12 iterations to α̂ = 3.0005 for an α0 = 5.
We follow a slope criterion for determining α0 . From Fig. 3.1, a good α0 for Algorithm I
is when (3.4.11) is slightly less than zero. From Fig. 3.2, a good α0 for Algorithm II is
when (3.4.18) is slightly larger than 1 and the solution is when (3.4.18) equals 1. Notice the
accuracy in estimating α for an  = 10−3 . Also an increase in W is expected to result in an
increase in the accuracy of α̂ and η̂. Further, the algorithms are based on Newton-Raphson
successive approximation and therefore converge quadratically.
As for the effect of the anchors on the parameter estimation, Fig. 5.11 and Fig.
5.12 present the accuracy of the parameter estimation for different number of anchors. The
number of anchors does not have an effect on the accuracy of the estimation or on the number
of samples required to maintain an estimation accuracy. That is, accuracy is maintained by
maintaining the number of samples and the incentive for utilizing more anchors is in collecting
the power measurements with a smaller window size. That is, an accuracy is maintained
by maintaining the number of samples where less anchors is compensated for with a larger
window sample size.
In Fig. 5.13, Fig. 5.14, and Fig. 5.15, we present the effect of , α0 , and α, respectively, on the convergence speed of Algorithm I and Algorithm II. Generally, the two
algorithms are on a par, Algorithm I slightly outperforms at smaller window sample size and
Algorithm II slightly outperforms at larger window sample size. The value of η had no effect
on the convergence speed in our simulations and therefore the plot was omitted. The number
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Figure 5.8. Successive approximations based on Newton-Raphson method to solve for the
MLE of the PLE and of the fading parameter, an example of Algorithm I for α = 3 and
η = 0.5 where W = 100, M = 25,  = 10−3 , a square plain with a side length of 100 m
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Figure 5.9. Successive approximations based on Newton-Raphson method to estimate the
PLE, an example of Algorithm II for α = 3 and η = 0.5 where W = 100, M = 25,  = 10−3 ,
a square plain with a side length of 100 m
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Figure 5.10. Successive approximations based on Newton-Raphson method to solve for the
MLE of the PLE, an example of Algorithm III for α = 3 where η = 0.5, W = 100, M = 25,
 = 10−3 , a square plain with a side length of 100 m
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Figure 5.11. Statistical plot of the analytical derivation of the PLE over different numbers
of anchors for α = 3 where η = 0.5, n = 499500, a square plain with a side length of 100 m
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Figure 5.12. Statistical plot of the MLE of the PLE over different numbers of anchors for
α = 3 where η = 0.5, n = 499500,  = 10−3 , a square plain with a side length of 100 m

85

1.5

Convergence time

AlgII
AlgI

1.4
1.3
1.2
1.1

 = 10−1
 = 10−2
 = 10−3

1
0.9
0.8

10

100
W

1000

Figure 5.13. Ratio between the median convergence time of Algorithm II and of Algorithm
I for different exit criteria where α = 3, |α0 − α| = 2, η = 0.5, M = 25, a square plain with
a side length of 100 m

of iterations and consequently the convergence time are affected by the starting point, this
can be observed from the plot of ψ(α) and ϕ(α) in Fig. 3.1 and Fig. 3.2, respectively.
5.6 Propagation Environments other than Rayleigh
In Fig. 5.16 and Fig. 5.17, Algorithm II estimates the PLE for the LoS case, here
η represents the average power received. In Fig. 5.18 and Fig. 5.19, Algorithm I estimates
the PLE for the LoS case and also for the Rician case under different LoS to NLoS power
ratios, similarly here, η represents the average power received.
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Figure 5.14. Ratio between the median convergence time of Algorithm II and of Algorithm
I for different starting points where α = 3, η = 0.5, M = 25,  = 10−3 , a square plain with
a side length of 100 m
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Figure 5.15. Ratio between the median convergence time of Algorithm II and of Algorithm
I for different PLE values where |α0 − α| = 2, η = 0.5, M = 25,  = 10−3 , a square plain
with a side length of 100 m
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Figure 5.16. Statistical plot of the MLE of the fading parameter from Algorithm II over
different channel characteristics for η = 1.0 where α = 2, W = 100, M = 25,  = 10−3 , a
square plain with a side length of 100 m
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Figure 5.17. Statistical plot of the derived estimate of the PLE from Algorithm II over
different channel characteristics for η = 1.0 where α = 2, W = 100, M = 25,  = 10−3 , a
square plain with a side length of 100 m
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Figure 5.18. Statistical plot of the MLE of the fading parameter from Algorithm I over
different channel characteristics for η = 1.0 where α = 2, W = 100, M = 25,  = 10−3 , a
square plain with a side length of 100 m
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Figure 5.19. Statistical plot of the MLE of the PLE from Algorithm I over different channel
characteristics for η = 1.0 where α = 2, W = 100, M = 25,  = 10−3 , a square plain with a
side length of 100 m
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5.7 Parameter Estimation Trade-Off
The simulated variance of α̂ is plotted in Fig. 5.20 for Algorithm I and Algorithm II.
The variance is invariant to the α values and we did not observe any difference for the different
values under study. This is in-line with the derivations in Section 3.6 where the Cramér-Rao
bound is also invariant to the α values. The power equations, the dashed lines, are the curve
fit of the simulated variance. Note the variance is affected by the stopping criterion, and
even though the criterion in this numerical is assumed the same for both algorithms, the
resulting effect is different since the functions ψ(α) and ϕ(α) are different. For simplicity and
without loss of generality, we assume the communication cost and the time cost is the same,
the variance cost is assumed manifolds higher since there is an incentive for a more accurate
estimate. For a CVar = 100000, CT = 50, and CCOM = 50, the cost function plotted in Fig.
5.21 is calculated from (3.7.1) by substituting the simulated variance presented in Fig. 5.20.
Rounding to the nearest integer, the simulated optimal W is 3 and 8 for Algorithm I and
Algorithm II, respectively. As derived in Section 3.7 the optimal W can directly be derived
from (3.7.2) given the coefficients and the unit-costs. Therefore, the derived optimal W is
2.9787 and 7.8436 for Algorithm I and Algorithm II, respectively. For Algorithm I results
a cost of 589 for W = 3. For Algorithm II results a cost of 2117 and 2118 depending on
whether W is chosen as 7 or 8, respectively. Preferring Algorithm I or Algorithm II should
not be based on this demonstration, the cost of the computing is different, also the results
will vary depending on the cost coefficients and the cost function of choice. Note, whether
truncation or rounding is adopted, eventually the optimal W must be an integer. Further,
the accuracy of the estimated optimal window size depends on the accuracy of the function
representing the variance.
5.8 Distance Estimation
The accuracy of the distance estimation is critical to the accuracy of the location
estimation, a detailed numerical analysis follows on the distance estimation and how it is
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Figure 5.20. The variance of the estimated PLE resulting from Algorithm II and Algorithm
I where η = 0.5, M = 25,  = 10−3 , a square plain with a side length of 100 m
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square plain with a side length of 100 m
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affected by the PLE and the fading parameter. This includes the derived and the MLE based
distance estimate for the window sample and the derived distance estimate at any instance
throughout the window sample of the RSS measurements.
Assume mobility while the range between the nodes remains constant. One scenario
is both nodes mobile with a fixed relative distance and another is one node in the center of
the circular path of another node. Such scenarios present the asymptotic accuracy of the
estimation since no error is introduced from the change in the distance between the nodes.
In Fig. 5.22, Fig. 5.23, and Fig. 5.24, the statistical plots represent the accuracy of the
distance estimate over different window sizes for different fading parameter values. Note
the fading parameter has no significant effect on the accuracy of the distance estimation.
In Fig. 5.22, Fig. 5.25, and Fig. 5.26, the statistical plots represent the accuracy of the
distance estimate over different window sizes for different PLE values. Note the accuracy of
the distance estimation increases with the increase in the value of the PLE. In Fig. 5.27, Fig.
5.28, and Fig. 5.29, the statistical plots represent the accuracy of the MLE of the estimated
distance over different window sizes for different fading parameter values. Similarly, the
fading parameter has no significant effect on the accuracy of the distance estimation. In
Fig. 5.27, Fig. 5.30, and Fig. 5.31, the statistical plots represent the accuracy of the MLE
estimate of the distance over different window sizes for different PLE values. Similarly, the
accuracy of the distance estimation increases with the increase in the value of the PLE. Note
dˆ is calculated from (4.4.4) and then the percentage error is calculated as

ˆ
d−d
.
d

Notice the

accuracy of the estimation even for small window sizes. Further, the range decrease of dˆ
with the increase in the value of α follows from (4.3.1) where an increase in the PLE expects
a decrease in the variation of the estimated distance.
In Fig. 5.36 and Fig. 5.37, dˆ is calculated and then the percentage error is calculated
as

ˆ
d−d
.
d

The percentage error in the distance estimate is presented for the derived estimate

and the MLE based estimate. Notice the percentage error is preserved over the range of
distances and does not increase when the estimated distance increases. The variance is
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Figure 5.22. Statistical plot of the estimated distance over different window sizes for d = 10,
α = 2, η = 0.5
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Figure 5.23. Statistical plot of the estimated distance over different window sizes for d = 10,
α = 2, η = 2.0

98

30

25

dˆ [m]

20

15

10

5
10

100
W

1000

Figure 5.24. Statistical plot of the estimated distance over different window sizes for d = 10,
α = 2, η = 8.0
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Figure 5.25. Statistical plot of the estimated distance over different window sizes for d = 10,
α = 3, η = 0.5
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Figure 5.26. Statistical plot of the estimated distance over different window sizes for d = 10,
α = 4, η = 0.5
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Figure 5.27. Statistical plot of the MLE of the estimated distance over different window
sizes for d = 10, α = 2, η = 0.5
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Figure 5.28. Statistical plot of the MLE of the estimated distance over different window
sizes for d = 10, α = 2, η = 2.0
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Figure 5.29. Statistical plot of the MLE of the estimated distance over different window
sizes for d = 10, α = 2, η = 8.0
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Figure 5.30. Statistical plot of the MLE of the estimated distance over different window
sizes for d = 10, α = 3, η = 0.5
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Figure 5.31. Statistical plot of the MLE of the estimated distance over different window
sizes for d = 10, α = 4, η = 0.5
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plotted in Fig. 5.38 for the derived and the MLE based distance estimates. The CramérRao bound was derived in (4.4.14). Note the efficiency of the estimates and how close their
variance is to the bound. This concludes analyzing the effect of the channel parameters on
the accuracy of the distance estimates. The remaining numerical analysis shall not explore
the effect of the path loss and the fading on estimating the distance throughout a window
sample or on estimating the node’s location.
An example of χ(a) is plotted in Fig. 5.39. For the obtained sample size, notice
the solution for this concave downward function is when a = 19.44. A higher window
sample is expected to result in a more accurate estimate of a. That is, χ(a)a=19.936 = 0 when
W → ∞. For the same example, Fig. 5.40 illustrates applying the successive approximations
of Algorithm IV to estimate a. With an a0 = 0, notice how a1 = 17.468. That is, the
estimated â is within 10% accuracy from the first iteration.
In Fig. 5.32, Fig. 5.33, and Fig. 5.34, d̂i is calculated and then the median normalized
o
n
ˆ
i
,
i
=
1,
2,
...,
W
. Notice in Fig. 5.32 the range
distance error is calculated as median did−d
i
of the distance error decreases with the increase in the value of the PLE. This follows from
(4.3.1) where an increase in the PLE expects a decrease in the variation of the received power.
Notice in Fig. 5.33 that the fading parameter has no effect on the distance estimation. This
is similar to the effect of the fading parameter on the two previous distance estimates, the
MLE based and the derived, which represent a window of measurements with one distance
estimate. In Fig. 5.34, the range of the distance error increases with the increase in v since
the variation in the distance during a window sample is likely to increase. In Fig. 5.35,
the scatter plot shows that there is a correlation between the error in â and the median
distance error, this is clear from (4.5.2) where â is key in estimating the distance at sampling
instance i.
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Figure 5.32. Statistical plot of the median of the normalized distance error for the distance
estimation throughout the window sample for different PLEs where η = 0.5, W = 100,
v = 0.1 m/sample, random start and end points for the anchor, the sensor is at the center,
in a square plain with a side length of 200 m
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Figure 5.33. Statistical plot of the median of the normalized distance error for the distance
estimation throughout the window sample for different fading parameter values where α = 2,
W = 100, v = 0.1 m/sample, random start and end points for the anchor, the sensor is at
the center, in a square plain with a side length of 200 m
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Figure 5.34. Statistical plot of the median of the normalized distance error for the distance
estimation throughout the window sample for different velocities where α = 2, η = 0.5,
W = 100, v = 0.1 m/sample, random start and end points for the anchor, the sensor is at
the center, in a square plain with a side length of 200 m
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Figure 5.35. Scatter plot of the median distance error of the distance estimation throughout
the window sample where α = 2, η = 0.5, W = 100, v = 0.1 m/sample, random start and
end points for the anchor, the sensor is at the center, in a square plain with a side length of
200 m
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5.9 Location Estimation
Following the same distance estimation example of Section 5.8, Fig. 5.41 illustrates
the anchor’s path and the node’s location. In this example, a window, W = 100, of random power measurements sampled with η = 0.5 and α = 2 at distances di resulted in
PW
i=1 ln ri = −867.2415. Plotted in Fig. 5.39, starting with a0 = 0 results in χ(0) = −19.248.
Therefore, as described in Section 4.6, we choose (4.6.3) for di 2 which results in a positive
derivative,

∂
χ(a)|a=0
∂a

= 1.0979. Hence, Algorithm IV results in the successive approxima-

tions, [0, 17.4675, 19.4838, 19.5043], as illustrated in Fig. 5.40. We proceed with d0 = 71.149
and â = 19.504. Substituting into (4.6.1) results in b̂ = 68.4231. From (4.6.3), distance
can be estimated throughout the window sample. For example, dˆ100 = 137.7061 m whereas
d100 = 138.0189 m. Further, the median error in the estimated distance throughout the
window sample is −0.2205 m.
We proceed to estimate the sensor’s location. From the start and end points for the
anchor or from any two points along the anchor’s path, we form, y = 54.379 − 1.507(x −
45.880), the equation that presents the anchor’s path. Therefore, the crossing point is
r

â2
and
1 + s2
r
â2
y = y0 + s
1 + s2

x = x0 +

(5.9.1)
(5.9.2)

where s is the slope of the anchor’s path. The calculated crossing point is [56.666, 38.129]
whereas the actual crossing point is [56.905, 37.769]. The slope for the shortest distance
from the sensor to the anchor’s path is −1/s. Therefore, the possible solutions for the sensor
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location are


s

âx −

âx +

b̂2
1+

s

(1/s)2
b̂2

1+

(1/s)2

, ây +

, ây −

1
s
1
s

s

b̂2
1 + (1/s)2

s

b̂2
1 + (1/s)2


 and

(5.9.3)


(5.9.4)



where the two solutions are symmetrical to the anchor’s path. The sensor’s estimated locations are [−0.342, 0.291] and [114.152, 75.967]. Note a distance measurement to a second
anchor is sufficient to determine which of the two is the solution to the sensor’s location.
The former estimated location is 0.449 m away from the sensor’s actual location which is at
the origin. With reference to the initial distance, d0 , the normalized error is 0.0063. This
concludes the location estimate. Note that in a mobility case where b is small, d0 and a are
close in length. Due to fading, this might cause â to be less than d0 which results in an
imaginary solution for b̂ in (4.6.1). When this occurs, once could assume â = d0 . That is,
the estimated sensor location lays on the anchor’s path.
The effect of α and η in Fig. 5.42 and Fig. 5.43, respectively, is similar to that of
the distance estimation. However, an increase in the velocity, v, increases the accuracy of
the location estimation, as in Fig. 5.45, since the formed triangle will likely have a larger
area and the error induced by fading will have less of an effect. There is a trade-off where a
longer sampling window size is required in order to achieve better accuracies which in turn
requires the anchor to maintain a straight line for longer distances.
With an increase in the window sample, a tighter estimation is achieved on the first
and third quartiles. The bias in the upper whisker is explained as follows. When d0 , dW , and
vW form in Fig. 4.1 an isosceles triangle, the average of the squared distances between the
anchor and the sensor when compared to dˆ can be biased by up to

)(W +1)
v2 ( W
2
.
6

In Fig. 5.44,

the scatter plot shows that there is a correlation between the error in â and the location
error, this is clear from the location technique where estimating â is key in reconstructing
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Figure 5.36. Statistical plot of the percentage error in the derived distance estimate over
different distances for α = 2, η = 0.5, W = 100
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Figure 5.37. Statistical plot of the percentage error in the MLE of the estimated distance
over different distances for α = 2, η = 0.5, W = 100
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Figure 5.38. The variance in the estimated distance for d = 10, α = 2, η = 0.5
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W = 100
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Figure 5.40. Successive approximations based on Newton-Raphson method to estimate the
initial distance of the anchor away from the closest point to the sensor, an example of
Algorithm IV, a = 19.936 and χ(19.44) = 0 results in â = 19.504 for α = 2, η = 0.5,
W = 100,  = 10−1
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Figure 5.41. An example of an anchor moving at a constant velocity, v, along a straight path
of which its shortest distance from the sensor is b
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Figure 5.42. Statistical plot of the normalized location error for different PLEs where η = 0.5,
W = 100, v = 0.1 m/sample,  = 10−1 , the sensor is at the center, in a square plain with a
side length of 200 m
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Figure 5.43. Statistical plot of the normalized location error for different fading parameter
values where α = 2, W = 100, v = 0.1 m/sample,  = 10−1 , the sensor is at the center, in a
square plain with a side length of 200 m
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|â − a| [m]

60

70

80

90

Figure 5.44. Scatter plot of the location error where α = 2, η = 0.5, W = 100, v =
0.1 m/sample,  = 10−1 , the sensor is at the center, in a square plain with a side length of
200 m
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Figure 5.45. Statistical plot of the normalized location error for different velocities where
α = 2, η = 0.5, W = 100, v = 0.1 m/sample,  = 10−1 , the sensor is at the center, in a
square plain with a side length of 200 m
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Figure 5.46. Complementary CDF of the location error for the different techniques where
α = 2, η = 0.5, W = 100, v = 0.1 m/sample,  = 10−1 , the sensor is at the center, in a
square plain with a side length of 200 m

the mobility diagram. In Fig. 5.46, the complementary CDF represents the accuracy of the
location estimate compared to the technique presented in [186] and the technique presented
in [187].
The technique in [186] utilizes the perpendicular bisector of a chord conjecture. The
sensor node is at the center of a circle, the radius of the circle is the largest communication
distance. Draw a perpendicular line that crosses the anchor’s path half way between the
points where the anchor crosses the circle. Another anchor similarly crosses the circle where
one of the two crossing points are common between the two anchors. The two perpendicular
lines formed from the two mobile anchors will cross at the center of the circle which is the
location of the sensor. The technique in [187] stems from the idea that the closest point,
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to the sensor and on the anchor’s path, is the one likely with the highest RSS value. The
anchor is required to pass through the closest point whereas in our technique this point is
calculated. Further, from one mobile anchor, the potential locations are infinite and lay on
the perpendicular line crossing this point where as in our technique the potential locations
are reduced to two and a distance measurement to a second anchor is sufficient to determine
the location. In [186], a mobile anchor crosses the circle at two points which may require the
anchor to maintain a straight path for 100s of meters. Further, the location error may be
significant. This can occur when the two perpendicular lines have a close slope where a slight
error can drastically change where the lines cross. This can also occur when the range is
small. For example, when normalizing the location error to the range, the average normalized
error is at 146% for ranges uniformly distributed within 10 m, note the plot does not capture
this observation. In each iteration the randomly generated range was uniformly distributed
within the plain. The mentioned observations are in line with their proposed technique where
the diameter is chosen as high as possible for the location circle, at the sensor’s range limit,
perhaps in order to reduce this effect. Note, from one mobile anchor, the potential locations
are infinite and lay on the perpendicular line where as in our technique the potential locations
are reduced to two and a distance measurement to a second anchor is sufficient to determine
the location. Further, the path of the second anchor must traverse one of the two anchor
points from the first anchor. Furthermore, due to fading, the randomness of the RSS will
likely point to an inaccurate crossing point where the anchor crosses the circle. Note, there
might be multiple candidates for the crossing point since the RSS measurements taken from
different points along the path may still suggest the same distance.
5.10 Summary
The chapter was a numerical analysis of the channel characterization and the distance
and location estimation. The network setup and the node location was presented along
with the mobility model for the nodes. The method for presenting the statistical data
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was then introduced. The different PLE and fading parameter estimations were evaluated
and compared against accuracy, speed of convergence, and estimation accuracy trade-off.
Then, taking into account the large-scale path loss and the small-scale fading, the distance
estimation was evaluated for a window sample and throughout a window sample of power
measurements. The technique in estimating the distance throughout the window sample was
further utilized in the localization process where two mobile anchors were sufficient to locate
the sensor.
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CHAPTER 6
Conclusions and Future Work
For nodes in a mobile wireless network, we proposed iterative algorithms to estimate
their channel’s PLE and fading parameter with no a priori knowledge of either channel
parameters, and derived the optimal sampling window size for the proposed algorithms
taking into account the accuracy of the estimation and the cost of the sampling.
The accuracy in estimating the fading parameter increases with the decrease in the
fading parameter value; however the accuracy in estimating the PLE is invariant to the PLE
value. The accuracy of the derived PLE estimation is on a par with the MLE estimation.
Specifically, the range of the PLE values resulting from the MLE is slightly tighter when
compared to values resulting from the analytical derivation. For Algorithm I and Algorithm
II, the variance is invariant to the PLE values and we did not observe any difference for the
range of the PLEs under study. The accuracy of the proposed estimations was observed even
at low window sample size. Both algorithms were numerically stable, converged quadratically, and produced unbiased estimates of the parameters. When convergence speed was
compared, the two algorithms were on a par, Algorithm I slightly outperformed at a small
sample size whereas Algorithm II slightly outperformed at a large sample size.
For a WSN that consists of mobile sensors together with a system of mobile anchors,
we estimated the distance between nodes given a window sample of RSS measurements and
estimated the distance between nodes throughout the window sample. The former is an
advantage when considering the cost and frequency of the computation whereas the latter is
an advantage when considering the accuracy of the distance estimation. Further, the former
determines the sensor’s distance to an anchor whereas the latter can be further utilized to
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propose two possible locations for the sensor. For the former, two distance estimates were
proposed, one based on a derived formula and the other based on the likelihood estimate.
Both of those estimates were on a par where the one based on the likelihood estimate slightly
outperformed the one based on the derived formula. Further, the error ratio of the distance
estimation was preserved over the range of distances even when the estimated distance
increased. Furthermore, the value of the fading parameter had no effect on the distance
estimation where as the accuracy of the distance estimation increased with the increase in
the value of the PLE.
For estimating the distance throughout the window sample, the value of the fading
parameter had no effect on the distance estimation, the range of the distance error decreased
with the increase in the value of the PLE, and the range of the distance error increased with
the increase in the velocity. For estimating the location, an increase in the velocity increased
the accuracy of the location estimation. The effect of the fading parameter and of the PLE
was similar to that of the distance estimation. In summary, accurate location and distance
estimation was achieved under moderate window samples despite the node mobility and the
channel fading.
Other path loss and fading models can be utilized to study the effectiveness of the
estimation presented herein. Also, introducing a bias in the optimal sampling towards a
higher window sample may be appropriate especially when higher distances are expected
and when the absolute error is more important than the percentage error. Further, to
introduce different cost functions and different cost coefficients and analyse their effect on the
optimal window sample. Furthermore, to utilize receive diversity and directional antennas
in improving the location estimation and in eliminating the need for a second anchor to
determine the location of the sensor. Also, to capture a trade-off in the location accuracy
since larger sampling window size is required in order to achieve better accuracies which in
turn requires the anchor to maintain a straight line for longer distances. Hence, the solution
procedures can be applied to examine optimization and potential gains a broad number
128

of scenarios, including non-identical PLEs and non-identical fading parameters, considering
position estimation from more than two anchors or considering correlation in the collected
empirical data. Such extensions and their application in the design of sensor networks is the
subject of future work.
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Appendix A
Scaling the Distance when Estimating the Channel Parameters
This appendix shows the effect of changing the units of the distance measurement or
simply introducing a scale to the distance measurement when estimating the PLE and the
fading parameter.
For M mobile anchors over a sample of window size W , there are n =

M
2



W indepen-

dent ri power measurements of distance di away from a transmitting mobile. Upon solving
(3.4.14) for α, the PLE was estimated by

α̂ =

[ln η − γ] n −

n
X

!,
ln ri

i=1

n
X

ln di

(A.1)

i=1

where γ = 0.5772156649 is the Euler constant. First ϕ(α) was defined as the right hand side
of (A.1),
ϕ(α) =

n
X

[ln η(α) − γ] n −

!,
ln ri

i=1

n
X

ln di

(A.2)

i=1

where η(α), the average power received normalized to 1 m from the transmitter, was derived
in (A.3) as
n

1X α
di ri ·
η(α) =
n i=1

(A.3)

Then the derivative is
dϕ(α)
n
= Pn
dα
i=1 ln di

Pn
α
i=1 di ri ln di
P
·
n
α
j=1 dj rj

(A.4)

Assume a scaling factor es for the distance di , then

ϕ(α) =

[sα + ln η(α) − γ] n −

n
X
i=1
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(A.5)

and the derivative is
n
dϕ(α)
Pn
=
dα
sn + i=1 ln di
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Pn
α
d
r
ln
d
i
i=1 i i
s+ P
·
n
α
d
r
j
j=1 j

(A.6)

In the following example, we utilize (A.5) and (A.6) to perform successive approximations on α. Note that no scaling is required for the resulting PLE and the resulting
fading parameter. In Fig. A.1, demonstrated for a distance scaling factor of es = 1000,
the successive approximations based on Newton-Raphson method converge in 8 iterations to
α̂ = 3.04437 and η̂ = 0.47809 for an α0 = 5.
Another approach for scaling the distances can be obtained by utilizing (A.2) and
(A.4) and simply replacing di with di es without including a scale in any of the equations.
In this case, the PLE holds. However, the estimated fading parameter will be scaled by
1
.
esα

In Fig. A.2, demonstrated for a distance scaling factor of es = 1000, the successive

approximations based on Newton-Raphson method converge in 5 iterations to α̂ = 3.0053
and η̂ = 511085145.937 for an α0 = 5.
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Figure A.1. Successive approximations based on Newton-Raphson method to estimate the
PLE, the distance scale included in the equations, an example for α = 3 and η = 0.5 where
W = 100, M = 25,  = 10−3 , distance scaling factor of es = 1000, a square plain with a side
length of 100 m
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Figure A.2. Successive approximations based on Newton-Raphson method to estimate the
PLE, the distance scale not included in the equations, an example for α = 3 and η = 0.5
where W = 100, M = 25,  = 10−3 , distance scaling factor of es = 1000, a square plain with
a side length of 100 m
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