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学習タスク数 28 52 48
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1 Preテスト テスト 12
2 学習 1 自己補正 28
3 Midテスト テスト 12
4 学習 2 自己補正 28
5 Postテスト テスト 12
表 4.2 Preテストの成績
条件 フィルタ N mean std min 25% 50% 75% max
Without reference None 98 0.826 0.148 0.25 0.75 0.833 0.917 1.0
Under 25% 84 0.83 0.136 0.333 0.75 0.833 0.917 1.0
With reference None 98 0.816 0.132 0.417 0.75 0.833 0.917 1.0

































































テージ要因の主効果，そして交互作用が有意であった ( F(1, 168) = 6.578, p <.05; F(1, 168)
= 33.74, p <.001; F(1, 168) = 34.31, p <.001 )．まず，ステージ期要因の各水準における参
考回答要因の単純主効果の検定を行ったところ，ステージ 1水準においては単純主効果が認め
られなかったが，ステージ 2水準では有意な単純主効果が認められた ( F(1, 168) = .023,
n.s.; F(1, 168) = 22.37, .001 )．次に，参考回答要因の各水準におけるステージ要因の単純主
効果の検定を行ったところ，With reference水準では有意な単純主効果が認められた ( F(1,
85) = 39.63, p <.001 ) がWithout reference水準では単純主効果が認められなかった ( F(1,




テージ要因の主効果，そして交互作用が有意であった ( F(1, 168) = 10.9, p <.01; F(1, 168)
= 33.19, p <.001; F(1, 168) = 47.86, p <.001 )．まず，ステージ期要因の各水準における参
考回答要因の単純主効果の検定を行ったところ，ステージ 1水準においては単純主効果が認め
られなかったが，ステージ 2水準では有意な単純主効果が認められた ( F(1, 168) = .761,
n.s.; F(1, 168) = 30.04, .001 )．次に，参考回答要因の各水準におけるステージ要因の単純主
効果の検定を行ったところ，With reference水準では有意な単純主効果が認められた ( F(1,
85) = 51.89, p <.001 ) がWithout reference水準では単純主効果が認められなかった ( F(1,




差が認められ ( F(1, 168) = 16.239, p <.001 ) ，参考回答要因と交互作用には有意差が認めら
























































336) = 8.831, p <.001; F(2, 336) = 3.5, p <.05; ) が，参考回答要因の主効果は有意ではな
かった ( F(1, 168) = 0.635, n.s. )．まず，テスト時期要因の各水準における参考回答要因の
単純主効果の検定を行ったところ，postテストにおいて有意な単純主効果が認められたが，
preテストおよびmidテストでは単純主効果が認められなかった ( pre: F(1, 168) = .105,
n.s.; mid: F(1, 168) = .027, n.s.; post: F(1, 168) = 4.475, p <.05 )．次に，参考回答要因の
各水準におけるテスト時期要因の単純主効果の検定を行ったところ，With reference水準では
有意な単純主効果が認められた ( F(2, 170) = 11.82, p <.001 ) がWithout reference水準で











およびステージ要因の主効果，そして交互作用が有意であった ( F(1, 168) = 5.17, p <.05;
F(1, 168) = 5814.9, p <.001; F(1, 168) = 15.3, p <.001 )．まず，ステージ期要因の各水準
における参考回答要因の単純主効果の検定を行ったところ，ステージ 1水準においては単純主
効果が認められなかったが，ステージ 2水準では有意な単純主効果が認められた ( F(1, 168)
= .114, n.s.; F(1, 168) = 10.71, .001 )．次に，参考回答要因の各水準におけるステージ要因
の単純主効果の検定を行ったところ，With reference水準とWithout reference水準のそれぞ




























およびステージ要因の主効果，そして交互作用が有意であった ( F(1, 168) = 6.581, p <.05;
F(1, 168) = 6227.94, p <.001; F(1, 168) = 18.76, p <.001 )．まず，ステージ期要因の各水準
における参考回答要因の単純主効果の検定を行ったところ，ステージ 1水準においては単純主
効果が認められなかったが，ステージ 2水準では有意な単純主効果が認められた ( F(1, 168)
= .246, n.s.; F(1, 168) = 13.17, .001 )．次に，参考回答要因の各水準におけるステージ要因
の単純主効果の検定を行ったところ，With reference水準とWithout reference水準のそれぞ




差が認められ ( F(1, 168) = 435.543, p <.001 ) ，参考回答要因と交互作用には有意差が認め






画の 2要因の分散分析を行った．その結果，テスト時期要因の主効果が有意であった ( F(2,
336) = 614.783, p <.001 ) が，参考回答要因の主効果および交互作用は有意ではなかった (








イットニーの U検定を行ったところ有意差が認められた (p <.05)．
16





























































stg1_noteq_RA = stage1 ̸= reference_answer (4.1)
回答変更率 = count(stg1_noteq_RA&&stage2 ̸= stage1)
count(stg1_noteq_RA) (4.2)



























































































































図 4.12 実験 1Bで用いる自己補正タスクの一例（画像はステージ２の状態のみ）
表 4.3 実験の構成
フェーズ タスクの種類 タスク数
1 Preテスト テスト 12
2 学習 1 自己補正 52 + 2 回答既知タスク
3 Midテスト テスト 12
4 学習 2 自己補正 52 + 2 回答既知タスク



















条件 フィルタ N mean std min 25% 50% 75% max
random None 105 0.354 0.152 0.0833 0.25 0.333 0.417 1.00
Gold 74 0.365 0.157 0.0833 0.25 0.333 0.417 1.00
correct None 86 0.356 0.15 0.0833 0.25 0.333 0.417 0.75















































テージ要因の主効果，そして交互作用が有意であった ( F(1, 130) = 24.46, p <.001; F(1, 130)
= 52.59, p <.001; F(1, 130) = 65.03, p <.001 )．まず，ステージ期要因の各水準における参
考回答要因の単純主効果の検定を行ったところ，ステージ 1水準においては単純主効果が認め
られなかったが，ステージ 2水準では有意な単純主効果が認められた ( F(1, 130) = 1.008,
n.s.; F(1, 130) = 47.75, .001 )．次に，参考回答要因の各水準におけるステージ要因の単純主
効果の検定を行ったところ，correct水準では有意な単純主効果が認められた ( F(1, 57) =





















テージ要因の主効果，そして交互作用が有意であった ( F(1, 130) = 17.6, p <.01; F(1, 130)
= 57.44, p <.001; F(1, 130) = 64.71, p <.001 )．まず，ステージ期要因の各水準における参
考回答要因の単純主効果の検定を行ったところ，ステージ 1水準においては単純主効果が認め
られなかったが，ステージ 2水準では有意な単純主効果が認められた ( F(1, 130) = 1.145,
n.s.; F(1, 130) = 37.15, .001 )．次に，参考回答要因の各水準におけるステージ要因の単純主
効果の検定を行ったところ，correct水準では有意な単純主効果が認められた ( F(1, 57) =




差が認められ ( F(1, 130) = 3.418, p <.01 ) ，参考回答要因と交互作用には有意差が認められ






分散分析を行った．その結果，テスト時期要因の主効果が有意であった ( F(2, 260) = 5.694,
p <.01 ) が，参考回答要因の主効果および交互作用は有意ではなかった ( F(1, 130) = .226,


















































































が有意であった ( F(1, 130) = 2147.391, p <.001 ) が，参考回答要因の主効果および交互作用




が有意であった ( F(1, 130) = 2449.221, p <.001 ) が，参考回答要因の主効果および交互作用




差が認められ ( F(1, 130) = 107.111, p <.001 ) ，参考回答要因と交互作用には有意差が認め

























画の 2要因の分散分析を行った．その結果，テスト時期要因の主効果が有意であった ( F(2,
260) = 133.56, p <.001 ) が，参考回答要因の主効果および交互作用は有意ではなかった (


















析を行った．その結果，主効果の有意差が認められた (F(4, 53) = 7.78, p <.001) ．多重比較




















図 4.20 correct 条件における回答変更率と
postテストの正答率






























図 4.22 random 条件における回答変更率と
postテストの正答率
l













図 4.23 random 条件における回答変更率と成
長度合いの正答率
るために，独立変数を回答変更率の各段階，従属変数を正答率とする一要因の分散分析を行っ
た．その結果，主効果の有意差は認められなかった (F(4, 69) = .31, n.s.)．
random条件における回答変更率の各段階により成長度合いに差があるかを検証するため
に，独立変数を回答変更率の各段階，従属変数を成長度合いとする一要因の分散分析を行っ






























































































図 5.1 実験 2で用いる自己補正タスクの一例（画面はステージ２の状態）
表 5.1 実験の構成
フェーズ タスクの種類 タスク数
1 Preテスト テスト 24
2 学習 1 自己補正 48 + 4 回答既知タスク















主効果，そして交互作用のすべてに有意差が認められなかった ( F(1, 63) = .214, n.s.; F(1,


































































主効果，そして交互作用のすべてに有意差が認められなかった ( F(1, 68) = .947, n.s.; F(1,




91) = 4.838, p <.05 ) ，が参考回答要因の主効果および交互作用には有意差が認められな




主効果，そして交互作用のすべてに有意差が認められなかった ( F(1, 77) = .09, n.s.; F(1,
77) = 3.327, n.s.; F(1, 77) = .165, n.s. )．
回答変更率の分析
各データセットの correct水準における，post時期の正答率と回答変更率の関係をを図に示



















図 5.3 データセット 1の correct条件における
回答変更率と postテストの正答率
l


















































図 5.6 データセット 4の correct条件における
回答変更率と postテストの正答率
かを検証するために，独立変数を rate，従属変数を正答率とする一要因の分散分析を行った．
その結果，データセット 4において主効果の有意傾向が見られた (F(4, 35) = 2.186, p <.1)
が，データセット１，データセット２，データセット３では有意差が認められなかった ( F(4,
26) = .395, n.s.; F(4, 25) = .543, n.s.; F(4, 40) = .808, n.s.; ) ．
各データセットにおける correct水準における，post時期の正答率と成長度合いの関係をを
図に示す（データセット 1: 図 5.7, データセット 2: 図 5.8, データセット 3: 図 5.9, データセッ
ト 4: 図 5.10 ）．これらの図の横軸は変更度合いの各段階を，縦軸は成長度合いを表している．
それぞれのデータセットでの結果において，回答変更率により成長度合いに差があるかを検
証するために，独立変数を rate，従属変数を成長度合いとする一要因の分散分析を行った．そ
の結果，全てのデータセットにおいて主効果の有意差が認められなかった ( F(4, 26) = .024,
n.s.; F(4, 25) = .378, n.s.; F(4, 40) = .215, n.s.; F(4, 35) = .559, n.s. ) ．
32
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図 5.7 データセット 1の correct条件における
回答変更率と成長度合い































図 5.9 データセット 3の correct条件における
回答変更率と成長度合い
l
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