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Abstract
ASP programs are a convenient tool for problem solving, whereas with large problem instances the size of
the state space can be prohibitive. We consider abstraction as a means of over-approximation and introduce a
method to automatically abstract (possibly non-ground) ASP programs that preserves their structure, while
reducing the size of the problem. One particular application case is the problem of defining declarative
policies for reactive agents and reasoning about them, which we illustrate on examples.
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1 Introduction
Answer Set Programming (ASP) is a widely used problem solving approach. It offers declarative
languages that can be used to formalize actions, planning, and agent policies, in an expressive
setting (e.g. direct and indirect action effects) (Lifschitz 1999b; Baral 2003; Erdem et al. 2016)),
and has led to dedicated action languages (Lifschitz 1999a). This and the availability of efficient
solvers makes ASP a convenient tool for representing and reasoning about actions.
Consider a scenario in which a robot may be in an unknown grid-cell environment with ob-
stacles and aim to find a missing person (Fig. 1). It acts according to a policy, which tells it
Fig. 1. Missing
person search in an
unkown environment
where to move next, depending on the current observations (free /
blocked cells) and possible memory of past observations, until the person
is found. To this end, an action domain with a policy description, formal-
ized in an ASP program, is evaluated in each step. Naturally, we wonder
whether the policy works, i.e., the person is always found, regardless
of actual obstacle locations. This can generate a large state space (for
an n×n grid, of size larger than 2n×n) and simple approaches such as
searching for a run in which the policy fails quickly become infeasible.
To overcome this, we aim at using abstraction, which is a well-known approach to reduce
problem complexity. In a deliberate loss of information, the problem is approximated to achieve
a smaller or simpler state space, at the price of spurious counterexamples to the behavior (Clarke
et al. 2003). In planning, abstraction is mostly focused on relaxing the model, by omitting precon-
ditions of actions and details of the domain model (Giunchiglia and Walsh 1992; Knoblock 1994;
Sacerdoti 1974). Cartesian abstraction (Seipp and Helmert 2013) refines in the spirit of (Clarke
et al. 2003) failure states of abstract trajectories, starting from a trivial abstraction; the classical
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planning setting, however, disregards incomplete initial states (a known source of complexity).
These works do not consider policies with background knowledge that can do decision-making
with information beyond action effects.
In the area of ASP-based action languages, abstraction has not been considered so far, and
neither in the broader ASP context. In order to exploit abstraction for reasoning about action
descriptions and policies in ASP, we need an abstraction method for ASP programs that offers
the following features. First, information loss on both the model and the domain is possible.
Second, relationships and dependencies expressed in the program should be largely preserved.
And third, abstractions should be (semi-) automatically computable. We address this challenge
with the following contributions.
• We introduce a method to abstract ASP programs in order to obtain an over-approximation
of the answer sets of a program Π. That is, a program Π′ is constructed such that each
answer set I of Π is abstracted to some answer set I′ of Π′; While this abstraction is many
to one, spurious answer sets of Π′ not corresponding to any answer set of Π may exist.
• For abstraction, we consider omission of literals and also domain abstraction, where do-
main elements are merged. Note that omitting is different from forgetting literals (see
(Leite 2017) for an overview), as the latter aims at preserving information. The abstraction
types can be combined and in principle iterated to build hierarchical abstractions.
• The method largely preserves the structure of the rules and works modularly for non-
ground programs. Thus, it is particularly attractive for abstraction of parameterized prob-
lems, as e.g., in the search scenario (grid size n). Furthermore, it respects built-in predicates
such as equality (=), comparisons (<,≤) etc., and can be readily implemented, with little
information on the underlying abstraction.
• We illustrate the use of the abstraction method for reasoning about actions, in particular to
find counterexamples to an agent policy. Here, it can be particularly useful to identify and
explain “essential” aspects of failure.
While abstraction for ASP programs is motivated by applications in reasoning about actions,
the approach is domain independent and can be utilized in other contexts as well.
2 Preliminaries
ASP. A logic program Π is a set of rules r of the form
α0← α1, . . . ,αm,not αm+1, . . . ,not αn, 0≤m≤n,
where each αi is a first-order (function-free) atom and not is default negation; r is a constraint if
α0 is falsity (⊥, then omitted) and a fact if n=0. We also write α0 ← B+(r),not B−(r), where
B+(r) (positive body) is the set {α1, . . . ,αm} and B−(r) (negative body) the set {αm+1, . . . ,αn},
or α0←B(r). Rules with variables stand for the set of their ground instances. Semantically, Π
induces a set of answer sets (Gelfond and Lifschitz 1991), which are Herbrand models (sets I of
ground atoms) ofΠ justified by the rules, in that I is a minimal model of fΠI = {r∈Π | I |=B(r)}
(Faber et al. 2004). The set of answer sets of a program Π is denoted as AS(Π). Negative literals
¬α can be encoded using atoms neg α and constraints← α,neg α .
Common syntactic extensions are choice rules of the form {α} ← B, which stands for the
rules α ← B,not α ′ and α ′← B,notα , where α ′ is a new atom, and cardinality constraints and
conditional literals (Simons et al. 2002); in particular, i`{a(X) :b(X)}iu is true whenever at least
i` and at most iu instances of a(X) subject to b(X) are true.
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Describing actions and states. ASP is used to describe dynamic domains by a “history pro-
gram” (Lifschitz 1999b), whose answer sets represent possible evolutions of the system over
a time interval. This is achieved by adding a time variable to the atoms, and introducing action
atoms that may cause changes over time. An action is defined by its preconditions and effects over
the atoms. For illustration, the following rule describes a direct effect of the action goTo(X,Y)
over the robot’s location rAt(X ,Y ).
rAt(X ,Y,T+1)← goTo(X ,Y,T ). (1)
Actions can also have indirect effects over the state (rules not mentioning actions); e.g., the robot
location is visited:
visited(X ,Y,T )← rAt(X ,Y,T ). (2)
Inertia laws (unaffectedness) can be elegantly expressed, e.g.
rAt(X ,Y,T+1)← rAt(X ,Y,T ),not¬rAt(X ,Y,T+1).
says that the robot location remains by default the same.
One can also give further restrictions on the state, e.g., the robot and an obstacle can never be
in the same cell.
⊥← rAt(X ,Y,T ),obsAt(X ,Y,T ). (3)
Constraints can also define preconditions of an action, e.g.,
⊥← goTo(X ,Y,T ),obsAt(X ,Y,T ). (4)
Dedicated action languages carry this idea further with special syntax for such axioms (Gelfond
and Lifschitz 1998), and can be translated to ASP (Giunchiglia et al. 2004).
Describing a policy. In addition to defining actions as above, ASP can also be used for further
reasoning about the actions by singling out some of them under certain conditions. A policy that
singles out the actions to execute from the current state can be described with a set of rules,
where rules of form a←B choose an action a when certain conditions B are satisfied in the state.
Further rules may describe auxiliary literals that are used by B.
The rules below make the agent move towards some farthest point on the grid, unless the
person is seen or caught. In the latter case, the agent moves towards the person’s location.
1{goTo(X1,Y 1,T ) : farthest(X ,Y,X1,Y 1,T )}1
← rAt(X ,Y,T ),not seen(T ),not caught(T ).
goTo(X ,Y,T )← seen(T ),not caught(T ),pAt(X ,Y,T ).
(5)
The farthest point is determined by the agent’s location and the cells considered at that state; it is
thus an indirect effect of the previous move. This also applies to seen and caught:
caught(T )← rAt(X ,Y,T ),pAt(X ,Y,T ).
seen(T )← seeReachable(X ,Y,T ),pAt(X ,Y,T ). (6)
Notice that above is on choosing single actions. For policies that choose a sequence of actions,
the policy rules will be more involved, as the stages of the plan might have to be considered.
3 Constructing an Abstract ASP Program
Our aim is to over-approximate a given program through constructing a simpler program by
reducing the vocabulary and preserving the behavior of the original program (i.e., the results of
reasoning on the original program are not lost), at the cost of obtaining spurious solutions.
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Definition 1
Given two programs Π and Π′ with |L|≥|L′|, Π′ is an abstraction of Π if there exists a mapping
m : L→ L′ such that for I ∈ AS(Π), I′ = {m(l) | l ∈ I} is an answer set of Π′.
We consider two important base cases for an abstraction mapping m. Literal omission is about
omitting certain literals from the program, while domain abstraction is on clustering different
constants in the domain and treating them as equal.
Definition 2
Given a program Π and its abstraction Π′,
(1) Π′ is a literal omission abstraction of Π if a set L ⊆ L of literals is omitted and the rest is
kept, i.e., L′ = L\L and m(l) = /0 if l ∈ L and m(l) = l otherwise.
(2) Π′ is a domain abstraction of Π if there is a function md :D→ D̂ for a Herbrand domain D
and its abstraction D̂, such that for l= p(v1, . . . ,vn) we have m(l)= p(md(v1), . . . , md(vn)).
In the following sections, we show a systematic way of building an abstraction of a given ASP
program. When constructing an abstract program for a given mapping, the aim is to ensure that
every original answer set I is mapped to some abstract answer set, while (unavoidably) some
spurious abstract answer sets may be introduced. Thus, an over-approximation of the original
program is achieved. The abstraction types can be composed to obtain further abstractions.
Notice that literal omission is different than forgetting (see (Leite 2017) for an overview), as
it ensures the over-approximation of the original program by making sure that all of the original
answer sets are preserved in the abstract program, without resorting to language extensions such
as nested logic programs that otherwise might be necessary.
3.1 Literal omission
Given L, we build from Π a program ΠmL as follows. For every literal l ∈ (L\L)∪{⊥} and rule
r : l← B(r) in Π,
(1) if B(r)⊆ L\L, we include m(l)← m(B(r));
(2) otherwise, if l 6=⊥ we include for every l′ ∈ B(r)∩L the rule 0{m(l)}1← m(B(r)\{l′}).
Notice that constraints are omitted in the constructed program if the body contains an omitted
literal. If instead, the constraint gets shrunk, then for some interpretation Î, the body may fire in
ΠmL , while it was not the case in Π for any I ∈ AS(Π) s.t. m(I) = Î. Thus I cannot be mapped to
an abstract answer set of ΠmL , i.e., Π
m
L is not an over-approximation of Π.
Omitting non-ground literals means omitting all occurrences of the predicate. If in a rule r, the
omitted non-ground literal p(V1, . . . ,Vn) shares some arguments, Vi, with the head l, then l is con-
ditioned over dom(Vi) (a special predicate to represent the Herbrand domain) in the constructed
rule, so that all values of Vi are considered.
Example 1
Consider the following simple program Π:
a(X1,X2)← c(X1),b(X2). (7)
d(X1,X2)← a(X1,X2),X1≤X2. (8)
In omitting c(X), while rule (8) remains the same, rule (7) changes to 0{a(X1,X2) :dom(X1)}1←
b(X2). From Π and the facts c(1),b(2), we get the answer set {c(1), b(2), a(1,2), d(1,2)}, and
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with c(2),b(2) we get {c(2), b(2), a(2,2), d(2,2)}. After omitting c(X), the abstract answer
sets with fact b(2) become {b(2), a(1,2), d(1,2)} and {b(2), a(2,2), d(2,2)}, which cover the
original answers, so that all original answer sets can be mapped to some abstract answer set.
For a semantical more fine-grained removal, e.g., removing c(X) for X<3, rules may be split
in cases, e.g., (7) into X1<3 and X1≥3, and treated after renaming separately.
The following result shows that ΠmL can be seen as an over-approximation of Π.
Theorem 3.1
For every I ∈ AS(Π) and set L of literals, I|L ∈ AS(ΠmL ) where I|L = I \L.
By introducing choice rules for any rule that contains the omitted literal, all possible cases that
could have been achieved by having the omitted literal in the rule are covered. Thus, the abstract
answer sets cover the original answer sets.
3.2 Domain abstraction
Abstraction on the domain, D, divides it into equivalence classes, D̂ = {dˆ1, . . . , dˆk}, where some
values of the variables are seen as equal. Such an abstraction can be constructed by keeping the
structure of the literals, and having abstract rules similar to the original ones. The original rule
may rely on certain built-in relations between the literals’ variables, e.g., =, 6=,<,≤, such as (8);
we can automatically lift them to the abstraction (discussed below), and aim to use
d(X̂1, X̂2)← a(X̂1, X̂2), X̂1≤X̂2.
where X̂1, X̂2 are variables ranging over D̂. However, due to the mapping, the lifted relations may
create uncertainties which must be dealt with. E.g. for a mapping md({1,2,3}) = k, the atom
a(k,k) can be true in the abstract state because a(3,2) is true in the original state. The original
program can have answer sets I that contain (i) a(3,2),not d(3,2), or (ii) a(2,2),d(2,2). If we
keep the structure of the original rule, in any abstract answer set d(k,k) must hold if a(k,k)
holds; hence, no I with (i) can be mapped to an abstract answer set. This would result in losing a
possible answer set. We can avoid this by using an altered rule
0{d(X̂1, X̂2)}1← a(X̂1, X̂2), X̂1≤X̂2.
A naive approach would abstract all rules by modifying the heads to choice rules. However,
negation in rule bodies may cause a loss of original answer sets in the abstraction. Say we have
a rule with negation in the body, d(X ,X)← not a(X ,X). If it is only changed to a choice rule in
the abstract program, when a(k,k) holds we will not have d(k,k), while originally we can have
{d(2,2),a(3,2)}. Such rules must be treated specially to catch the cases of obtaining d(k,k)
while a(k,k) holds.
For a finer-grained and systematic approach, we focus on rules of form r : l ← B(r),Γrel(r)
where the variables in B(r) are standardized apart and Γrel consists of built-in relation literals
that impose restrictions on the variables in B(r).
Example 2
The rules (7) and (8) are standardized apart and they have Γrel(r) = > (or a dummy X =X)
and Γrel(r) = X1 ≤ X2, respectively. The rule c← r(X ,Y ),p(X ,Y ) is rewritten to the rule c←
r(X1,Y1),p(X2,Y2),Γrel with Γrel =(X1 =X2,Y1 =Y2).
The basic idea is as follows: when constructing the abstract program, we either (i) just abstract
each literal in a rule, or (ii) in case of uncertainty due to abstraction, we guess the rule head
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to catch possible cases. The uncertainty may occur due to having relation restrictions over non-
singleton equivalence classes (i.e. |m−1d (dˆi)| > 1), or having negative literals that are mapped to
non-singleton abstract literals.
To the best of our knowledge, this is the first such approach of abstracting ASP programs.
Abstracting the relations. For simplicity, we first focus on binary relations, e.g., =,<,≤, 6=,
and Γrel(r) of the form rel(X ,c) or rel(X ,Y ).
It is necessary to reason about the cases that can occur for the truth values of rel(dˆ1, dˆ2), for
dˆ1, dˆ2 ∈ D̂, in order to obtain minimal abstract models that cover the original answer sets. There
are four cases to consider:
I rel(dˆ1, dˆ2)∧∀x1∈ dˆ1,∀x2∈ dˆ2.rel(x1,x2)
II ¬rel(dˆ1, dˆ2)∧∀x1∈ dˆ1,∀x2∈ dˆ2.¬rel(x1,x2)
III rel(dˆ1, dˆ2)∧∃x1∈ dˆ1,∃x2∈ dˆ2.¬rel(x1,x2)
IV ¬rel(dˆ1, dˆ2)∧∃x1∈ dˆ1,∃x2∈ dˆ2.rel(x1,x2)
For rel(dˆ1, dˆ2)=>, Case III is more common in domain abstractions, while case I occurs e.g., for
singleton mappings (i.e., |dˆ1|= |dˆ2|= 1) or for negative relations such as 6=. For rel(dˆ1, dˆ2)=⊥,
Case II is the common case, e.g., =,≤, whereas case IV may occur for negative relations or <.
Example 3
Consider rel(X ,Y ) = X ≤Y and a mapping md({1}) = dˆ1,md({2,3}) = dˆk with an order dˆ1 < dˆk
on the abstract values. Notice that case I occurs for dˆ1 ≤ dˆk and dˆ1 ≤ dˆ1, while case III occurs
for dˆk ≤ dˆk. The latter is due to the possibility of having 3≤ 2 which is false.
The cases that the equivalence classes have for a binary rel can be computed by simple queries
and represented by facts of form typecaserel (dˆ1, dˆ2) for each equivalence classes dˆ1, dˆ2.
Program abstraction. We start with a procedure for programs with rules r : l← B(r),rel(t1, t ′1)
where |B−(r)|≤1.
For any rule r and ∗∈{+,−}, let the set S∗rel(r) = {l j ∈ B∗(r) | arg(l j)∩{t1, t ′1} 6= /0} be the
positive and negative literals, respectively, that share an argument with rel(t1, t ′1). We assume for
simplicity that B−(r)⊆ Srel(r) and discuss how to handle rules not meeting this assumption later.
We build a program Πmdom according to the mapping m as follows. For any rule r : l ←
B(r),rel(t1, t ′1) in Π, we add:
(0) If B+(r)\S+rel(r) 6= /0:
(a) If rel(t1, t ′1)=> : m(l)← m(B(r)).
(1) If S+rel(r) 6= /0:
(a) m(l)← m(B(r)),rel(tˆi, tˆ j), typeIrel(tˆi, tˆ j).
(b) 0{m(l)}1← m(B(r)),rel(tˆi, tˆ j), typeIIIrel(tˆi, tˆ j).
(c) 0{m(l)}1← m(B(r)),¬rel(tˆi, tˆ j), typeIVrel(tˆi, tˆ j).
(2) If li∈S−rel(r):
(a′) m(l)←m(B(r)),rel(tˆi, tˆ j).
(b′) 0{m(l)}1←m(Bshiftli (r)),rel(tˆi, tˆ j), typeIIIrel(tˆi, tˆ j).
(c′) same as (c), if S+rel(r)= /0;
0{m(l)}1←m(Bshiftli (r)),¬rel(tˆi, tˆ j), typeIVrel(tˆi, tˆ j).
0{m(l)}1←m(Bshiftli (r)),rel(tˆi, tˆ j), typeIVrel(tˆi, tˆ j).
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where Bshiftli (r)=B
+(r)∪{li},not B−(r)\{li}.
Case (0) is the special case of having positive literals that do not share arguments with rel.
If rel=>, then it will not be processed by next steps. Thus, the abstraction of r is added. The
assumption on B−(r) about being included in Srel(r) prohibits the case B−(r)\S−rel(r)6= /0.
If rel(t1, t ′1) shares arguments with a positive body literal, we add rules to grasp the possible
cases resulting from the relation type. In case of uncertainty, the head is made a choice, and for
case IV, we flip the relation, ¬rel, to catch the case of the relation holding true. If rel(t1, t ′1) shares
arguments with a negative body literal, we need to grasp the uncertainty arising from negation.
We do this by adding rules in which we shift the related literal to the positive body, via Bshiftli (r).
(2-c′) deals with the special case of a type IV relation and a negative literal, e.g., b(X1)←
not a(X1,X2),X1 6=X2. If r is abstracted only by keeping the same structure, m(B(r)) might not
be satisfied by abstract literals that actually have corresponding literals which satisfy B(r). E.g.,
a(2,3)=⊥ satisfies r; this can only be reflected in the abstraction by a(k,k)=⊥ which actually
does not satisfy m(B(r)). Thus, when building the abstract rules, rules for all combinations of
shifting the literal and flipping the relation need to be added.
Notably, the construction of Πmdom is modular, rule by rule; facts p(~t) are simply lifted to
abstract facts p(m(~t)).
Example 4
Consider the rules from Example 1 plus
e(X1)← not a(X1,X2),X1=X2.1 (9)
over the domain D = {1,2,3}. Suppose D̂={dˆ1, dˆk} with mapping md(1)=dˆ1, md({2,3})=dˆk.
The abstract program constructed is as follows, in simplified form:
a(X̂1, X̂2)← c(X̂1),b(X̂2) (10)
d(X̂1, X̂2)← a(X̂1, X̂2), X̂1≤X̂2, X̂1=dˆ1, X̂2=dˆk (11)
0{d(X̂1, X̂2)}1← a(X̂1, X̂2), X̂1≤X̂2, X̂1=dˆk, X̂2=dˆk (12)
e(X̂1)← not a(X̂1, X̂2), X̂1=X̂2 (13)
0{e(X̂1)}1← a(X̂1, X̂2), X̂1=X̂2, X̂1=dˆk, X̂2=dˆk (14)
Here the typecaserel literals have been evaluated, and redundant rules are omitted. Observe that (10)
is same as (7) as it has rel=>. From (8), we get (11) for dˆ1, dˆk which have case I for ≤, and (12)
for dˆk, dˆk that have case III. From (9), we get (13) and (14) with shifting for case III.
For given facts c(3),b(2), I = {a(3,2),e(1),e(2),e(3),c(3),b(2)} ∈AS(Π). After applying m,
the facts become c(dˆk),b(dˆk) and {a(dˆk, dˆk),e(1),e(dˆk),c(dˆk),b(dˆk)} ∈ AS(Πmdom), which covers
I. Note that the choice rule (14) ensures that e(dˆk) can still be obtained even when a(dˆk, dˆk) holds.
It likewise covers {c(2),b(3),a(2,3),d(2,3),e(1),e(2),e(3)} ∈ AS(Π) for the facts c(2),b(3).
We prove that the abstraction procedure constructs a system Πmdom that over-approximates Π.
Theorem 3.2
Let m be a domain abstraction over Π. Then for every I ∈ AS(Π), m(I) ∈ AS(Πmdom).
1 In order to ensure safety, these rules can be extended with special built-in domain predicates which do not require to
be standardized apart.
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Proof (sketch)
With the rules (0a), (1a-1b), and (2a′), we ensure that Î is a model of Πmdom, as we either keep the
structure of a rule r or change it to a choice rule. The rules added in steps (1b-1c) and (2b′-2c′)
serve to catch the cases that may violate the minimality of the model due to a negative literal
or a relation over non-singleton equivalence classes. The rules (1b,2b′) deal with having a literal
(resp. relation literal) that is false in I but thought to be true in the abstract model Iˆ, and (1c,2c′)
deal with a literal (resp. relation literal) that is thought to be false in Iˆ but true in I.
General case. The construction can be applied to more general programs by focusing on two
aspects: 1) |B−(r)|>1: For multiple negative literals in the rule, the shifting must be applied to
each negative literal. 2) |Γrel|>1: To handle multiple relation literals, a straightforward approach
is to view Γrel = rel(t1, t ′1), . . . , rel(tk, t
′
k) as a literal of an n-ary relation rel
′(X1,X ′1, . . . ,Xk,X
′
k),
n=2k. The abstract version of such built-ins rel′ and the type cases I-IV are readily lifted.
Let Π∗ mdom be the program obtained from a program Π with the generalized abstraction proce-
dure. Then we obtain:
Theorem 3.3
For every I ∈ AS(Π), m(I) ∈ AS(Π∗ mdom).
For constraints, the steps creating choice rules can be skipped as we cannot guess over ⊥.
Further simplifications and optimizations can help to avoid introducing too many spurious answer
sets. Syntactic extensions can also be addressed. Rules with choice and cardinality constraints can
be lifted with the same structure. For conditional literals with conditions over negative literals,
additional rules with shifting will be necessary; otherwise, the condition can be lifted the same.
4 Using Abstraction for Policy Refutation
As an application case, we are interested in the problem of defining declarative policies for
reactive agents and reasoning about their behavior, especially in non-deterministic environments
with uncertainty in the initial state. In such environments, searching for a plan that reaches the
main goal easily becomes troublesome. Therefore, we focus on defining policies that choose a
sequence of actions from the current state with the current observations, in order to achieve some
subgoal, and then checking the overall behavior of these policies. More details of such policies
can be found in (Saribatur and Eiter 2016).
Background. Formally, a system A=〈S ,S0,A ,Φ〉 consists of a finite set S of states, a set
S0⊆S of initial states, a finite set A of actions, and a non-deterministic transition relation
Φ :S ×A → 2S .
A sequence σ = a1,a2, . . . ,an of actions is executable, if
∃s0, . . . ,sn ∈S0∀0≤ i < n : si+1∈Φ(si,ai+1)
holds. We denote such (potential) plans by Σ. By Σ(s), resp.ΦΣ(s,σ), we denote those executable
from s, resp. the set of states sn reached by them. The latter induces the transition function
ΦΣ :S ×Σ→ 2S of the system AΣ=〈S ,S0,Σ,ΦΣ〉.
We consider policies for a goal µ , that guide the agent with action sequences computed ac-
cording to the knowledge base KB, which is a formal world model in a transition system view.
Definition 3 (Policy)
Given a system A = 〈S ,S0,A ,Φ〉 and a set Σ of plans with actions ofA , a policy is a function
Pµ,KB :S→2Σ s.t. Pµ,KB(s)⊆Σ(s).
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Fig. 2. State and action abstraction
s
sˆ
hst
sˆ′
s′
h−1st
aˆ
σ
hact
(a) Abstraction
goTo(ne)
s
goTo(0, 2)
s′
sˆ sˆ′
(b) Domain abstraction
Assuming that µ and KB are fixed, we omit subscripts of P. Informally, the agent executes at
state s any plan σ ∈ Pµ,KB(s) to achieve a (hidden) subgoal, and continues at state s′ ∈ ΦΣ(s,σ)
by executing any plan σ ′ ∈ Pµ,KB(s′) for the next subgoal, etc, until the goal µ is established.
We focus on trajectories in AΣ followed by the policy, and consider goals µ expressed as propo-
sitional formulas over the states, which are consistent sets of propositional literals. The aim is to
reach some state satisfying µ , from all possible initial states and through all policy trajectories;
i.e., the policy works if ∀s0∈S0 : s0 |=AFµ holds, where A ranges over all trajectories under P
starting at some initial state s0 in AΣ.
Example 5
In the missing person scenario, the goal µ can be expressed as µ =
∨n
i, j=1 rAt(i, j)∧ pAt(i, j),
where rAt(X ,Y ) (resp. pAt(X ,Y )) states that the robot (resp. person) is at position X ,Y , or by
using a designated atom caught that is defined by this formula.
4.1 Abstraction over the policy behavior
In order to abstract the policy behavior, we consider abstraction on the states and also on the ac-
tions; Figure 2(a) illustrates our abstraction approach. The abstract system is then built straight-
forwardly over the transitions of the policy.
State abstraction. We consider a set Ψ of abstract literals for the set Sˆ ⊆2Ψ of abstract states,
and an abstraction function hst :S →Sˆ on states, on which further conditions might be im-
posed. For convenience, we denote hst(s) by sˆ, and identify sˆ with the states {s∈S | hst(s)= sˆ}
abstracted to it.
Action abstraction. We consider a set ˆA of abstract actions for Ψ, and an abstraction function
hact :Σ→ ˆA which maps action sequences σ to abstract actions aˆ. Similarly, we denote hact(σ)
by σˆ and identify aˆ with {σ ∈Σ | hact(σ)= aˆ}.
Example 6 (ctd)
Figure 2(b) shows an example of a domain abstraction that maps the large domain into a smaller
sized domain, with hst|D(rAt(X ,Y ))=rAt(d Xn/2e,d Yn/2e)=rAt(Rx,Ry), Rx,Ry∈{1,2}. Similarly,
goTo(X ,Y ) is mapped to some goTo(Rx,Ry). For simplicity, we will refer to the abstract cells as
regions {nw,ne,sw,se}.
Abstract system with an abstracted policy. The transitions of Â are defined over those in A
chosen by the policy.
Definition 4
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For a system A = 〈S ,S0,A ,Φ〉, a set Σ of plans over A , a transition function ΦΣ, and a policy
P, an abstract system Â = 〈Sˆ ,Sˆ0, ˆA ,Φ̂P〉 is generated by a state abstraction hst and action
abstraction hact , if
– Sˆ0 = {sˆ0 | s0 ∈S0} are the initial abstract states, and
– Φ̂P : Ŝ× ˆA → Ŝ is the abstract transition function according to the policy P, defined as
Φ̂P(sˆ, aˆ)={sˆ′ | ∃s′′ ∈ sˆ,σ ∈ P(s′′)∩ aˆ : s′ ∈ΦΣ(s′′,σ)}.
Note that any abstract transition sˆ, aˆ, sˆ′ in Â must stem from a transition s,σ ,s′ inA via policy P,
i.e., an abstract transition is introduced only if there is a corresponding original transition. This
gives an over-approximation of the policy’s behavior on the original system (Clarke et al. 2003).
4.1.1 Constructing an abstract system
We can apply the abstraction method to ASP programs with action descriptions and policy rules,
where we focus on policies with single action plans, with some particulars.
• It is possible to have the mapping ma:A→ ˆA create abstract predicates, i.e., ma(a(v1, . . . ,vn))=
aˆ(md(v1), . . . , md(vn)) where aˆ = ̂a(v1, . . . ,vn) depends also on the arguments of a in order
keep some possibly necessary details of the original actions in the abstract action. How-
ever, with action atoms occurring in transition descriptions only positively in rule bodies,
and in policy rules only in rule heads, no further treatment of these atoms is necessary.
• For policy rules a←B that select an action a, abstract rules 0{aˆ}1←B̂ (while correct) are
undesirable as they allow to skip the action and would create a spurious trajectory. To have
an optimization over the abstraction, this can be avoided by literals l in B with singleton
mappings, i.e., |m−1(lˆ)|=1, or with a non-singleton mapping where l∈B+ \ S+rel, or with
cases that allow for simplification of the choice rules.
• Time arguments amount to a special sort, and we do not abstract over it (i.e., each time
point t is abstracted to itself). Thus, time variables, terms etc. simply remain unaffected.
• For plan abstraction hact :Σ→ ˆA , dedicated atoms σ can describe plans with their effects,
obtained from unfolding the effect rules of the actions in σ and their preconditions.
Example 7 (ctd)
By omitting most of the details except the directly affected literals and the literals related with
the goal condition, the domain abstraction in Ex.6 yields the following abstract rules for (5)-(6):
1{goTo(X̂ ,Ŷ ,T ):X̂ ,Ŷ∈D̂}1←not seen(T ),not caught(T ).
goTo(X̂ ,Ŷ ,T )← seen(T ),not caught(T ),pAt(X̂ ,Ŷ ,T ).
0{caught(T )}1← rAt(X̂ ,Ŷ ,T ),pAt(X̂ ,Ŷ ,T ). (15)
0{seen(T )}1← pAt(X̂ ,Ŷ ,T ).
4.2 Counterexample search
Recall our aim of over-approximating the problem of checking whether obeying the policy P
always reaches the goal µ (i.e., all paths starting from S0 reach a state that satisfies µ). For
policies where all states have outgoing transitions, state abstractions that distinguish the goal
conditions can avoid false positives. That is, if no “bad” abstract trajectory exists in which µ is
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Fig. 3
goTo(nw)
sˆ0 sˆ1
goTo(ne)
sˆ2
goTo(ne)
sˆ3
(a) a counterexample trajectory
s0 s1 s2
goTo(1, 0) goTo(1, 3)
(b) a corresponding concrete trajectory with failure
unachieved (a counterexample), then no “bad” original trajectory exists; and we can check the
policy behavior on the abstract system, as in (Clarke et al. 2003).
Concretely, we search for an abstract counterexample (cex) trajectory in the abstract system
Â of length at most n, where n is large enough. As the original space state S is finite, any
path trajectory longer than |S |+ 1 clearly must loop. If we cannot find such a counterexample
trajectory, the policy works, cf. (Clarke et al. 2004). On the other hand, if a cex trajectory τˆ =
sˆ0, aˆ0, . . . , sˆn is found, we need to check whether τˆ has a corresponding concrete trajectory τ in
AΣ. The counterexample is spurious, if no such τ exists.
Example 8 (ctd)
A 3-step counterexample (Figure 3(a)) to finding the person is τˆ=rAt(nw,0),goTo(nw,0),rAt(nw,
1),goTo(ne,1),rAt(ne,2),goTo(ne,2),rAt(ne,3). Figure 3(b) shows a corresponding trajectory
in AΣ; it fails at step 2 to find an action corresponding to goTo(ne), as the policy would move to
nw. In fact, no corresponding trajectory without failure can be found; so τˆ is spurious.
Example 8 shows that, as expected, omitting most of the details of the problem makes it easy
to encounter spurious trajectories. We need to add back some of the details that the policy uses
in order to reduce spurious transitions.
Example 9 (ctd)
Let us apply domain abstraction on farthest(X ,Y,X1,Y 1), and further auxiliary literals such
as farthestDist(X ,Y,D). We get farthest(Rx,Ry,Rx1,Ry1) and farthestDist(Rx,Ry,RD), where
RD ∈ {0,1} tells if the distance is < n/2 or ≥ n/2. With the added back information in the ab-
straction, in the refined abstract program τˆ is no longer encountered. To avoid nondeterminism,
we may use actions of the form goWithDist,goToPerson introduced by auxiliary action descrip-
tions in the original system.
4.3 Failure analysis and refinement
Further studying the cause of failure in spurious cex trajectories τˆ = sˆ0, aˆ0, . . . , sˆn would give
hints on which information to add back in the abstraction in order to eliminate τˆ . A failure state
sˆi occurs in τˆ due to any state s∈ sˆi that is reachable from some s0∈ sˆ0 following AΣ but has no
transition σ corresponding to aˆi to some state s′∈ sˆi+1. The reason can be that (i) P determines no
plan σ ∈ P(s) that can be abstracted to aˆi, or (ii) some such plan σ has no transition to any state
in sˆi+1. We can impose conditions on the abstraction to avoid these failures types and eliminate
spurious cex trajectories. However, if the policy uses information depending on facts that are not
affected by the actions, a systematic approach for refinement becomes necessary.
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ASP provides the possibility of reasoning over the failures and obtaining an explanation on
what is missing in the abstraction. Constraints about the policy behavior can be obtained, e.g.,
the agent can not travel a smaller distance than before. Depending on which constraints are vio-
lated in the failure, one can get hints for refining the abstraction. Thus, a CEGAR-like approach
(Clarke et al. 2003) can be used, where starting from an initial abstraction, one repeats searching
for a counterexample, checks correctness of the latter, obtains a failure explanation in case of
spuriousness, and refines the abstraction until a concrete counterexample is found.
4.4 Discussion on evaluation
A major difficulty of the policy checking problem is the (huge) number of initial states, indirect
effects, choice of plans by the agents and possible nondeterministic effects of actions. Therefore
existing planning approaches can not be used off-the-shelf. Our preliminary results on the moti-
vating example show that a standard approach of searching for a counterexample for the policy’s
behavior in the original program is infeasible (i.e., reaches time or memory outage) for larger
dimensions (e.g., for n = 64). Increasing policy sophistication makes counterexample search
harder, and outage is hit earlier. On the other hand, with an abstraction, we are able to easily
get some candidate solution. Checking whether the candidate solution is concrete is faster than
applying the standard approach. However, in the worst case one needs to go through all of the
introduced spurious solutions before reaching a correct one. Ongoing study is on dealing with
the encountered spurious abstract solutions and to refine the abstraction to get rid of them.
Moreover, as a side note, even for problems such as numbering each node in an n× n grid
with its position in a loop-free path (similar to the challenge planning problem VisitAll), the
naive approach of guessing a numbering that matches the requirements is known not to scale,
e.g., for n = 10 no solution can be found in 5 hours. On the other hand, building an abstraction,
computing and checking the abstract solution and (for now) manually refining the abstraction by
hints obtained from the checking is faster to reach a concrete solution.
5 Conclusion
We introduced a method for abstracting ASP programs by over-approximating the answer sets,
motivated by applications in reasoning about actions. It keeps the structure and can be easily
implemented, and further optimized.
RelatedWork. In addition to abstraction in planning, abstraction has been studied for agent ver-
ification in situation calculus action theory (Banihashemi et al. 2017) and of multi-agent systems
against specifications defined in epistemic logic (Lomuscio and Michaliszyn 2016) and alternat-
ing time temporal logic (Belardinelli and Lomuscio 2016). Banihashemi et al. (2017) consider
high and low-level agent specifications to obtain sound and complete abstraction via bisimula-
tion. Lomuscio et al. (2016) present an automated predicate abstraction method in three-valued
semantics, and refinement based on Craigs interpolants (Belardinelli et al. 2016). Abstraction
has been studied in logic programming (Cousot and Cousot 1992), but stable semantics was not
addressed.
Outlook. Our work is a necessary starting point for reasoning about ASP-based agent policy
behavior in large environments. To overcome spurious answer sets, ongoing work covers obtain-
ing hints for a refinement from the constraint violations in spurious answers or by debugging the
inconsistency caused by the spurious answers approach, and a refinement methodology.
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