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Ez a jegyzet a BME mérnök-informatikus MSc képzésének Rendszeroptimalizá-
lás és a BME alkalmazott matematikus MSc képzésének Kombinatorikus optima-
lizálás címu˝ tárgyaihoz készült. Az említett tárgyak anyagának ugyanakkor termé-
szetesen csak a közelíto˝ algoritmusokkal foglalkozó részét fedi le, a tárgyak többi
anyagrészéhez (Lineáris programozás, Matroidok, Mu˝szaki esettanulmányok)
Jordán-Recski-Szeszlér: Rendszeroptimalizálás címu˝ tankönyvét (Typotex, Buda-
pest, 2004.) ajánljuk. Ez a tankönyv is tartalmaz „Közelíto˝ algoritmusok” címu˝
fejezetet, ennek anyagától azonban a Rendszeroptimalizálás/Kombinatorikus op-
timalizálás elo˝adások jelento˝sen eltérnek, éppen ez tette szükségessé a jegyzet
megírását.
A jegyzet felépítése a következo˝. Az elso˝ fejezetben a szükséges algoritmuselmé-
leti alapokat tekintjük át (ennek dönto˝ többsége persze ismétlés). A második fe-
jezetben megvizsgáljuk, milyen leheto˝ségeink vannak, ha NP-nehéz problémával
kerülünk szembe. Az additív hibával közelíto˝ algoritmusokról szól a harmadik, a
multiplikatív hibával közelíto˝ algoritmusokról pedig a negyedik fejezet, az ötödik
fejezetben foglalkozunk a polinomiális approximációs sémákkal. A részleteseb-
ben tárgyalt problémák leírását a jobb értheto˝ség kedvéért az alábbiak szerinr ta-
goljuk. A Probléma részben ismertetjük a feladatot és esetlegesen annak hátterét,
alkalmazási leheto˝ségeit. A Bonyolultság részben foglalkozunk a probléma NP-
nehézségével, közelítheto˝ségével. Az Algoritmus részben adunk meg egy vagy
több közelíto˝ algoritmust, ezek polinomialitásával, illetve a közelítés pontosságá-
val az Elemzés részben foglalkozunk. Esetenként szerepel egy Éles példa rész is,
itt azt mutatjuk meg, hogy az adott algoritmus közelítése a megadottnál nem jobb.
Az algoritmusok leírásakor nem adunk meg pszeudokódokat és nem foglalkozunk
adatstruktúrákkal sem, az elemzésekben pedig általában nem szerepelnek pontos
lépésszámok, az algoritmusok polinomialitását azonban természetesen tárgyaljuk.
Minden fejezet végén szerepel egy, az adott fejezet anyagához kapcsolódó fel-
adatokból összeállított rövidebb-hosszabb gyu˝jtemény. Ezekben helyet kapnak
egyszeru˝ gyakorló példák (mint például egy algoritmus futtatása adott bemeneten
vagy egy definíció megértését elleno˝rzo˝ kérdések), egy algoritmus vagy bizonyítás
mélyebb megértését segíto˝ feladatok és ido˝nként olyan feladatok is, melyek ennél
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lazábban köto˝dnek az anyaghoz. A feladatok egy része a korábbi félévek során
szerepelt a zárthelyik valamelyikében. Minden feladatnál zárójelben közöljük a
nehézségét (a szerzo˝ szerint), ez lehet könnyu˝ (1), közepes (2) vagy nehéz (3). A
feladatokhoz (ahol van értelme) szerepel a jegyzetben egy egy mondatos segítség.
Ezt akkor érdemes igénybe venni, ha pár perc gondolkodás után sincs ötletünk,
hogy hogyan induljunk el. A feladatok dönto˝ többségéhez megoldást is közlünk,
az anyag megértéséhez azonban célszeru˝ a feladatokat önállóan, esetleg csoport-
munkában megoldani vagy legalább megkísérelni megoldani. Ez olyasmit jelent,
hogy amíg nem töltöttünk el 10-15 percet a feladaton való érdemi gondolkodás-
sal, addig nem érdemes megnézni a megoldást. Ez az ido˝ akkor sem vész kárba, ha
úgy tu˝nik, hogy semmire sem jutottunk, a megoldás megértését a gondolkodással
töltött ido˝ nagyban segíti.
A jegyzet végén szerepel egy függelék, melybe azon korábban tanult (szinte ki-
zárólag gráfelméleti) fogalmak és tételek leírását gyu˝jtöttük össze, melyek az
anyag megértéséhez szükségesek, de a tapasztalat szerint a hallgatók egy része
nem mindegyikkel van tisztában. Ez a függelék a jegyzet folyamatos feldolgozá-
sát van hivatva segíteni (vagyis hogy ne kelljen korábbi jegyzetekben vagy az in-
terneten keresgélni egy-egy tétel vagy definíció után); a korábbi tananyag esetleg
szükséges átismétlésére nem alkalmas, e célra Katona-Recski-Szabó: A számítás-
tudomány alapjai címu˝ tankönyvét, illetve Friedl-Recski-Simonyi: Gráfelméleti
feladatok címu˝ feladatgyu˝jteményét javasoljuk.
Végül szeretném megköszönni a jegyzet megírásához nyújtott segítséget Csima




Ebben a fejezetben a késo˝bbiek megértéséhez szükséges algoritmuselméleti ala-
pokat tekintjük át röviden. Ezek többségével a korábbi tanulmányok során már
foglalkoztunk, többnyire az itt leírtnál jóval részletesebben.
1.1. Problémák és algoritmusok
A számítógéppel megoldandó problémák legáltalánosabb osztályát alkotják a ki-
számítási problémák: egy I bemenet valamely f (I) függvényét szeretnénk kime-
netként megadni. Lehet például a bemenet az (a,b) számpár, a kimenet pedig
a+ b, de akár ab vagy az (a− b,ab,a) számhármas, és gyakorlatilag bármi más
is.
A kiszámítási problémáknak két fontos speciális esetével fogunk foglalkozni: az
eldöntési problémákkal és az optimalizálási problémákkal. Eldöntési problémá-
ról akkor beszélünk, ha f (I) értéke csak IGEN vagy NEM lehet. Ilyen például egy
szám paritásának meghatározása (a bemenet egy egész szám, a kimenet IGEN, ha
a szám páros, NEM, ha páratlan) vagy annak eldöntése, hogy egy gráfban van-e
teljes párosítás. Az optimalizálási problémák definiálása már valamivel macerá-
sabb. Ilyenkor az I bemenethez egy XI halmaz tartozik, ami az összes lehetséges
kimenetet tartalmazza. Az XI halmaz x elemeihez egy c(x) valós függvényértéket
rendelünk, amit optimalizálni (tipikusan maximalizálni vagy minimalizálni) sze-
retnénk. A kimenet egy olyan x∗ ∈ XI , melyre a c(x∗) érték (az összes c(x),x ∈ XI
értékek között) optimális. Elképzelheto˝ például, hogy I egy gráf, XI a gráf köre-
ibo˝l áll, az x ∈ XI körhöz pedig a hosszát rendeljük c(x) függvényértékként. A
kimenet (mondjuk) egy olyan x∗ ∈ XI kell, hogy legyen, melyre c(x∗) maximális.
Ezzel egy gráf leghosszabb körének megkeresését definiáltuk, mint optimalizálási
problémát. Fontos, hogy nem csak az optimális c(x∗) értéket (jelen esetben a leg-
hosszabb kör hosszát) kell megkapnunk kimenetként, hanem magát x∗-ot (vagyis
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jelen esetben egy leghosszabb kört). Az is lehetséges, hogy I egy élsúlyozott gráf,
az XI halmaz I feszíto˝fáiból áll, c(x) pedig az x ∈ XI fa éleinek összsúlya. Ha
a kimenet olyan x∗ ∈ XI , melyre c(x∗) minimális, akkor a jól ismert minimális
feszíto˝fa problémát kapjuk.
Problémák megoldhatósága
Már alapveto˝ halmazelméleti ismeretek birtokában be lehet látni, hogy vannak
olyan kiszámítási, so˝t eldöntési problémák, melyeket nem lehet számítógéppel
megoldani (némiképp leegyszeru˝sítve: a valamilyen programnyelven írt kódok
halmaza megszámlálhatóan végtelen, az eldöntési problémák halmaza viszont
kontinuum számosságú). Ilyen problémát meg is lehet adni: például a megállási
probléma (annak eldöntése, hogy egy adott program egy adott bemeneten megáll-
e) számítógéppel nem eldöntheto˝. Azok a problémák, amikkel ebben a jegyzet-
ben foglalkozni fogunk, nem ilyenek, mindegyikre létezik olyan algoritmus, ami
a bemenetbo˝l véges sok lépésben kiszámítja a kívánt kimenetet. Ez azonban ön-
magában még nem jelenti azt, hogy ezek az algoritmusok kello˝en hatékonyak is;
elo˝fordulhat, hogy az említett véges sok lépés annyi ido˝t igényel, hogy még az
elképzelheto˝ leggyorsabb számítógép is csak évmilliárdok alatt készülne el vele.
Fontos ezért, hogy meg tudjuk becsülni egy-egy algoritmus várható futási idejét.
Algoritmusok lépésszáma
Az algoritmusok hatékonyságának vizsgálatánál több szempontot is figyelembe
kell vennünk. A futásido˝ még egy konkrét implementáció esetén is függeni fog az
algoritmust futtató számítógépto˝l és persze a bemenetto˝l is (egy nagy bemenetet
például már végigolvasni is sokáig tart). Ráadásul különbözo˝ szituációkban kü-
lönbözo˝ futásido˝ket tartunk gyorsnak, illetve lassúnak. Az interneten böngészve
egy kattintás után néhány másodperc várakozást is soknak érzünk, miközben el-
képzelheto˝, hogy egy komolyabb tervezési feladat esetében szívesen várunk több
hetet is az optimális eredményre (a Galaxis Útikalauz Stopposoknak címu˝ könyv-
ben Bölcs Elme híres válaszára hét és fél millió évet várnak).
A hardverto˝l való függés kérdését kezelhetjük azzal, hogy nem futásido˝ro˝l, ha-
nem lépésszámról beszélünk, ekkor persze meg kell állapodnunk abban, hogy mit
értünk egy lépés alatt. A lépéseket célszeru˝ a feladat jellegéto˝l függo˝en definiálni
(más lépések lesznek egy számokkal kapcsolatos problémánál, mint egy gráfelmé-
letinél), ügyelve ugyanakkor arra, hogy a különféle lépések tényleges ido˝igénye
közt ne legyen túl nagy különbség. Ezt azzal érjük el, hogy a lépéseket ún. elemi
lépésekbo˝l építjük fel, mégpedig úgy, hogy túl sok elemi lépést nem engedünk
meg egy lépésen belül (hogy mi számít túl soknak, arra késo˝bb visszatérünk).
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Elemi lépésnek tekinthetjük például egy bit valamely memóriarekeszbe való be-
írását vagy kiolvasását, de olyan mu˝veleteket is, melyek konstans sok bitenkénti
mu˝velet segítségével elvégezheto˝k, mint például két egyjegyu˝ szám összeadása,
összeszorzása, összehasonlítása, adott konstansnál nem nagyobb értékek memó-
riába írása vagy kiolvasása. Az ezekbo˝l felépülo˝ lépések például: számokkal kap-
csolatos problémáknál két szám összeadása, szorzása, összehasonlítása, gráfelmé-
leti problémáknál egy szomszédsági mátrix vagy éllista egy elemének kiolvasása,
átírása, halmazokkal kapcsolatos problémáknál unió, metszet, különbség képzése.
A bemenetto˝l való függést úgy kezeljük, hogy az algoritmusok lépészámát nem
egyszeru˝en számként, hanem a bemenet méretének függvényében vizsgáljuk. Az,
hogy egy algoritmus 500 lépést tett, semmit nem árul el róla és az is nagyon ke-
veset, hogy ha annyit tudunk, hogy egy 10 méretu˝ bemeneten tett 500 lépést, hi-
szen lehet, hogy egy 11 méretu˝ bemeneten 10000 lépésre lesz szüksége, de az is,
hogy csak 501-re, más méretekro˝l nem is beszélve. Ha azonban tudjuk, hogy a
lépésszám n méretu˝ bemeneten legfeljebb 5n2, akkor képet kaptunk az algoritmus
gyorsaságáról. Itt érdemes megjegyezni, hogy lépésszám alatt mindig legrosszabb
eseti lépésszámot értünk, vagyis az algoritmusnak a lehetséges n hosszú beme-
netekhez tartozó lépésszámai közül a legnagyobbat (szokás még ido˝nként átlagos
lépésszámmal is foglalkozni, de erro˝l most nem lesz szó).
A bemenet mérete a leírásához szükséges bitek száma. Itt természetesen ésszeru˝
kódolásokat akarunk figyelembe venni, vagyis egy a pozitív egész számot például
nem a darab 1-es bit egymás mögé írásával, hanem egy blogac+ 1 hosszú ket-
tes számrendszerbeli számként kódolunk (itt, és a továbbiakban is a nem jelzett
alapú logaritmus kettes alapú logaritmust jelöl). Gráfokat kódolhatunk (mond-
juk) a szomszédsági mátrixukkal, halmazokat a karakterisztikus vektorukkal (egy
H ⊆ {0,1, . . . ,n} halmaz karakterisztikus vektora egy olyan n elemu˝ 0-1 sorozat,
melynek i. eleme pontosan akkor 1, ha i ∈ H). Fontos, hogy a „bemenet mérete”
elnevezés a lehetséges bemenetekre vonatkozik, vagyis értelmes az, hogy a beme-
net egy n jegyu˝ szám, de értelmetlen azt mondani, hogy most épp a bemenet az 1,
azért ezt 1 biten is tudom ábrázolni (valójában bármely konkrét szám ábrázolható
1 biten, so˝t tulajdonképpen 0 biten is).
A bemenet méretével és az algoritmusok lépésszámával kapcsolatos meggondo-
lások sokkal precízebbé teheto˝k, ha az algoritmusokat a mostaninál formálisab-
ban definiáljuk (szigorúan véve magukat az algoritmusokat nem is definiáltuk),
például Turing-gépek vagy közvetlen elérésu˝ gépek (RAM-ok) segítségével, ez
azonban a jegyzet kereteit meghaladja.
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1.2. Polinomialitás és NP-nehézség
A lépésszámuk alapján bizonyos algoritmusokat megfelelelo˝nek (kello˝en gyors-
nak), másokat lassúnak tartunk. Célszeru˝ a ketto˝ között éles határvonalat húzni,
hogy minden egyes algoritmusról eldönthessük, hogy melyik csoportba tartozik,
ez azonban nem is olyan egyszeru˝. Minden igényt kielégíto˝ definíciót nem fogunk
tudni adni, a következo˝ megközelítés azonban elméleti és gyakorlati szempontból
is elég jól mu˝ködik.
1.1. Definíció. Egy f : N→ N függvényt polinomiálisnak nevezünk, ha léteznek
olyan c1,c2 ∈ R+ konstansok, melyekre bármely n ∈ N esetén teljesül, hogy
f (n)≤ c1nc2 .
Fontos, hogy c1 és c2 nem függhetnek n-to˝l. Egy függvény tehát akkor polinomi-
ális, ha létezik olyan polinom (valójában monom, vagyis egy tagú polinom), ami
minden n-re felülro˝l becsüli.
1.2. Definíció. Egy algoritmus akkor polinomiális, ha minden n méretu˝ bemenetre
legfeljebb f (n) lépésben kiszámítja a kimenetet, ahol f polinomiális függvény.
Egy problémát pedig akkor nevezünk polinomiálisnak (vagy precízebben polinom
ido˝ben megoldhatónak), ha létezik a megoldására polinomiális algoritmus.
Említettük korábban, hogy a lépések elemi lépésekbo˝l épülnek fel, az 1.2. Definí-
ció alapján pedig az is világos, hogy ha polinom sok elemi lépést engedünk meg
egy lépésen belül, akkor az algoritmusok polinomialitását nem befolyásolja, hogy
elemi vagy összetettebb lépésekkel dolgozunk.
A polinomiális algoritmusokat tartjuk gyorsnak, a polinomiális problémákat pe-
dig jól kezelheto˝knek. Bár egy probléma polinomialitásának igazolása nem fel-
tétlenül egyszeru˝ feladat, a definíció alapján világos, hogy hogyan érdemes ne-
kiállni: adunk rá egy polinomiális algoritmust, ami megoldja. Annak bizonyítása
azonban, hogy egy probléma nem polinomiális, sokkal kellemetlenebb lehet, hi-
szen ehhez azt kell belátnunk, hogy a problémát megoldó algoritmusok egyike
sem polinomiális. Könnyu˝ például belátni, hogy két egész szám összeadása vagy
összeszorzása megoldható polinom ido˝ben, mint ahogy láttunk polinomiális al-
goritmusokat számos gráfelméleti problémára is korábban. Ilyen például egy gráf
összefüggo˝ségének eldöntése, maximális párosítás megadása, maximális folyam
keresése. Olyan problémával azonban, amiro˝l beláttuk, hogy csak nem polinomiá-
lis algoritmusok vannak rá, ritkán találkoztunk. Ilyen volt az egész számok hatvá-
nyozása, vagyis az (a,b) bemenetbo˝l ab kiszámítása. ab számjegyeinek száma (a
kettes számrendszerben) blogabc+1 = bb logac+1, ez pedig a bemenet méreté-
ben (ami blogac+1+blogbc+1) exponenciális (hacsak nem tudjuk valahonnan,
hogy b sokkal kisebb, mint a). ab kiszámítása tehát csakugyan nem valósítható
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meg polinom ido˝ben, hiszen már a számjegyeinek kiírása is exponenciálisan sok
lépést igényel. Efféle bizonyítékot általában nem könnyu˝ találni; annak igazolá-
sára, hogy egy probléma nehéz, tipikusan más módszereket fogunk használni.
Bonyolultsági osztályok
1.3. Definíció. A polinom ido˝ben megoldható eldöntési problémák osztályát P-vel
jelöljük.
Számos olyan eldöntési probléma van, melyro˝l nem világos, hogy P-be tartozik-e,
de ha a probléma egy inputjára a válasz IGEN, akkor lehetséges olyan polino-
miális méretu˝ bizonyítékot mutatni, aminek helyességét polinom ido˝ben le lehet
elleno˝rizni. Nem ismert például, hogy létezik-e polinomiális algoritmus annak el-
döntésére, hogy egy gráfnak van-e Hamilton-köre, ha azonban egy adott gráfról
valaki azt állítja, hogy van Hamilton-köre és bizonyíték gyanánt meg is mutat
egyet, akkor könnyen eldönthetjük, hogy a bizonyíték helyes-e, azaz hogy való-
ban Hamilton-körro˝l van-e szó.
1.4. Definíció. Azon eldöntési problémák osztályát, melyekre létezik polinom mé-
retu˝, polinom ido˝ben elleno˝rizheto˝ tanú az IGEN válaszra, NP-vel jelöljük.
Az NP jelölés a nem determinisztikus polinomiális (angol nyelvu˝) elnevezés rövi-
dítése, az NP osztály egy ekvivalens (és az itt megadottnál precízebb) definíciója
ugyanis a nem determinisztikus Turing-gépekhez köto˝dik. Azon eldöntési prob-
lémák osztályát, melyeknél ugyanilyen tanú a NEM válaszhoz adható, co-NP-vel
jelöljük. Világos, hogy a P-beli problémák NP-ben és co-NP-ben is benne vannak,
hiszen akár az IGEN, akár a NEM válaszhoz alkalmas az üres sorozat tanúnak, a
válasz helyességéro˝l a problémára adható polinomiális algoritmus lefuttatásával
gyo˝zo˝dhetünk meg. Ez alapján P ⊆ NP∩ co-NP, nem ismert ugyanakkor, hogy a
tartalmazás valódi-e. Számos problémára igaz, hogy az NP-belisége könnyen lát-
ható, a co-NP-belisége viszont valamilyen fontos, de egyáltalán nem triviális tétel
következménye (pl. teljes párosítás létezése páros gráfban – Ko˝nig-tétel, Hall-
tétel, síkbarajzolhatóság – Kuratowski-tétel, teljes párosítás létezése tetszo˝leges
gráfban – Tutte-tétel).
NP-nehéz problémák
Számos olyan probléma van NP-ben, melyre nem ismerünk polinomiális algorit-
must, ezek jelento˝s részéro˝l azt gondoljuk, hogy nincsenek is P-ben. Ezt bizo-
nyítani jelenleg nem tudjuk, de azt be tudjuk látni, hogy valamilyen értelemben
nehezek.
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1.5. Definíció. Egy A probléma polinom ido˝ben visszavezetheto˝ egy B problémára,
ha A-t meg tudjuk oldani polinom ido˝ben úgy, hogy egy, a B problémát megoldó
algoritmust szubrutinként meghívhatunk (és a szubrutin meghívása egy lépésnek
számít).
1.6. Definíció. Egy NP-beli problémát NP-teljesnek nevezünk, ha minden NP-beli
probléma polinom ido˝ben visszavezetheto˝ rá.
A definíció alapján tehát egy A NP-teljes probléma legalább olyan nehéz, mint
bármely NP-beli probléma, abban az értelemben, hogy ha A megoldható polinom
ido˝ben, akkor minden NP-beli probléma is megoldható polinom ido˝ben. NP-teljes
problémák létezése a legkevésbé sem magától érteto˝do˝, az elso˝ ilyet Cook és Le-
vin találta egymástól függetlenül 1971-ben (Levin formálisan csak valamivel ké-
so˝bb írta le az eredményeit), ez a Boole-formulák kielégítheto˝ségének problémája
(SAT) volt. Azt, hogy az NP-teljes problémák nem csak ilyen elvont (-nak tu˝no˝)
környezetben, hanem a számítástudomány legkülönbözo˝bb, gyakorlati szempont-
ból fontos területein is felbukkannak, Karp mutatta meg 1972-ben, amikor is 21
problémáról bizonyította be, hogy szintén NP-teljesek. A bizonyítás során persze
felhasználta Cook eredményét, a problémákra visszavezette a SAT-ot.
Azóta rengeteg problémáról derült ki, hogy NP-teljes; ezen problémák bármelyi-
kének polinomiális ideju˝ megoldása azt jelentené, hogy P=NP. Ez azonban nem
valószínu˝: NP-teljes problémák százait próbálták és próbálják hatékonyan meg-
oldani kutatók ezrei, polinomiális algoritmust azonban senki nem talált egyikre
sem, holott ha csak egyre is lenne ilyen, akkor ez természetesen az összes többire
is teljesülne. Ez azt sejteti, hogy P 6=NP, azonban ezen sejtés bizonyítása felé sem
sikerült egyelo˝re igazán komoly lépést tenni.
Az optimalizálási problémák nem lehetnek NP-teljesek, hiszen nem lehetnek NP-
beliek sem (mivel nem eldöntési problémák), ezt a fajta nehézség-fogalmat azon-
ban rájuk is be tudjuk vezetni.
1.7. Definíció. Egy problémát NP-nehéznek nevezünk, ha minden NP-beli prob-
léma polinom ido˝ben visszavezetheto˝ rá.
Az NP-nehézséghez tehát nem szükséges, hogy egy probléma eldöntési legyen,
bármilyen kiszámítási probléma szóba jöhet, így persze optimalizálási problémák
is. A definíciók alapján egyértelmu˝, hogy az NP-teljes problémák halmaza az NP-
nehéz problémák és az NP-beli problémák halmazainak metszete. Világos, hogy
az NP-nehéz problémákra is igaz, hogy legalább olyan nehezek, mint bármely
NP-beli probléma (köztük az NP-teljes problémák), így ezekre sem várható poli-
nomiális algoritmus. Problémák NP-nehézségét tipikusan a Karp által 1972-ben
bevezetett módon szokás belátni, vagyis úgy, hogy polinom ido˝ben visszaveze-
tünk rájuk egy már tudottan NP-nehéz problémát. Ez a módszer a polinomiális
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ideju˝ visszavezetés tranzitivitása miatt mu˝ködik (azaz ha A visszavezetheto˝ B-re
és B C-re, akkor A visszavezetheto˝ C-re is).
Érdemes megjegyezni, hogy az általunk használt visszavezetés-fogalom nem
pontosan ugyanaz, mint amit Karp használt és amivel a korábbi tanulmá-
nyok során már találkoztunk, tehát ebben a jegyzetben nem a Karp-redukciót
nevezzük visszavezetésnek. Az 1.5. Definícióban tárgyalt visszavezetés neve
Cook-redukció. Minden Karp-redukció egy speciális Cook-redukció, a Cook-
redukcióval definiált NP-nehéz osztály tehát tartalmazza a Karp-redukció sze-
rint NP-nehéz problémákat, nem ismert viszont, hogy a tartalmazás valódi-e. A
Cook-redukciók használatának a Karp-redukciók helyett kényelmi okai vannak: a
visszavezetések könnyebbek (vagy könnyebben leírhatók) lesznek, miközben az
NP-nehéznek bizonyuló problémák nehézsége (vagyis hogy legalább olyan nehe-
zek, mint bármely NP-beli probléma) így is fennáll.
1.3. Feladatok
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2. (1) Tekintsük a következo˝ algoritmust az a és b pozitív egészek összeszorzá-
sára: az a számhoz hozzáadjuk a-t, összesen (b− 1)-szer. Polinomiális-e ez az
algoritmus?
3. (1) Egy probléma bemenete az x,y pozitív egész számokból áll.
Polinomiálisak-e az alábbi lépésszámú algoritmusok a problémára?
(a) logxlogxy (b) log logxy (c) (logx)log log |x−y|
4. (1) Egy probléma bemenete az a1 ≤ a2 ≤ . . .≤ an pozitív egész számokból áll.
Polinomiálisak-e az alábbi lépésszámú algoritmusok a problémára?





NP-nehéz optimalizálási problémák pontos megoldására az eddig látottak szerint
nem érdemes polinom ideju˝ algoritmust keresni. Ez azonban nem jelentheti azt,
hogy ezen problémák megoldásáról teljesen lemondunk, hiszen ilyenek számos
gyakorlati alkalmazás során elo˝kerülnek. Az egyik leheto˝ség, hogy olyan expo-
nenciális lépésszámú algoritmust próbálunk adni, amely nem túl nagy bemene-
teken még elfogadható ido˝ alatt lefut. A lineáris programozás feladatát megoldó,
exponenciális futásideju˝ szimplex-módszer például ma is használatos, annak elle-
nére, hogy jó ideje ismertek polinomiális algoritmusok is a feladatra. Elo˝fordulhat
az is, hogy egy, a gyakorlatban felmerülo˝ NP-nehéz problémáról kiderül, hogy
valójában csak egy speciális esetét kell kezelnünk, ami már elképzelheto˝, hogy
megoldható polinom ido˝ben. Erre a 2.1 alfejezetben látunk majd példákat. Bevett
módszer az is, hogy a problémák pontos (de lassú) megoldása helyett közelíto˝
megoldást próbálunk adni, ami polinomiális ido˝ben fut. Ha ilyenkor sikerül bebi-
zonyítanunk, hogy a kapott megoldás valóban jól közelíti az optimumot és hogy
a futásido˝ polinomiális, akkor beszélünk közelíto˝ algoritmusról – ezekkel foglal-
kozunk a hátralévo˝ fejezetekben. Heurisztikának nevezzük azokat az eljárásokat,
amelyekro˝l nem tudjuk belátni, hogy jó közelítést adnak vagy hogy polinom ide-
ju˝ek, de a tapasztalat szerint ido˝ben lefutnak és megfelelo˝ eredményt adnak (szo-
kás heurisztikának nevezni a bizonyítottan polinomiális, de nem garantált közelí-
tésu˝ algoritmusokat is és az is elo˝fordul, hogy közelíto˝ algoritmusokat heurisztika
gyanánt használnak – ilyenkor a közelítésre van bizonyított becslés, de a tapaszta-
lati eredmények ennél általában jobbak). Heurisztikákkal ebben a jegyzetben nem
foglalkozunk, mint ahogy az Algoritmusok elmélete tárgyban korábban már sze-
replo˝ pszeudopolinomiális algoritmusokkal, illetve branch and bound módszerrel
sem.
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2.1. NP-nehéz problémák polinomiális
speciális esetei
Ebben az alfejezetben néhány olyan NP-nehéz feladatot mutatunk be, melyek-
nek bizonyos (nem triviális) speciális esetei már megoldhatók polinom ido˝ben.
Ez a gyakorlati alkalmazások szempontjából azért lehet érdekes, mert elo˝fordul-
hat, hogy egy problémát sikerül (például) gráfelméleti nyelven megfogalmazni,
de a kapott probléma szükségtelenül általános és ezért azt gondoljuk, hogy az
eredeti feladat NP-nehéz volt, miközben ennek esetleg az ellenkezo˝je igaz. Ko-
rábbi tanulmányaink során például már esett szó a leghosszabb út problémáról, s
az is ismert, hogy ez NP-nehéz (hiszen speciális esetként tartalmazza a Hamilton-
út problémát), ugyanakkor irányított aciklikus gráfban (DAG-ban) a leghosszabb
irányított út keresésére már láttunk polinomiális algoritmust.
Ero˝források ütemezése
Adott munkáknak egy {M1,M2, . . . ,Mn} halmaza, ezeket szeretnénk elvégezni
a leheto˝ legkevesebb ero˝forrás bevonásával (más optimalizálási szempontunk
nincs). Bármelyik ero˝forrás el tudja végezni bármelyik munkát, munkák bizo-
nyos párjai azonban nem végezheto˝k el ugyanazon ero˝forrás segítségével; ezeket
a párokat egy gráffal adjuk meg, melynek csúcsai a munkák, élei pedig a kérdéses
párok. Azon kívül, hogy a gráfban összekötött csúcsokhoz különbözo˝ ero˝forráso-
kat kell rendelnünk, más megkötés nincs. Könnyen látható, hogy a feladat nem
más, mint a gráf csúcsainak szokásos színezése a leheto˝ legkevesebb színnel (az
azonos színu˝ csúcsokhoz tudjuk ugyanazt az ero˝forrást rendelni). Ennek az eldön-
tési változata (ahol a bemenet része egy k szám is, és eldöntendo˝, hogy χ(G)≤ k
teljesül-e) egyike Karp 21 NP-teljes problémájának, tehát a feladat NP-nehéz (so˝t,
már azt is NP-teljes eldönteni, hogy egy gráf színezheto˝-e 3 színnel). Ha azonban
tudjuk a munkák közti konfliktusok okát (vagyis hogy mi okozza azt, hogy két
munka nem végezheto˝ ugyanazon ero˝forrással), már elképzelheto˝, hogy találunk
polinomiális ideju˝ algoritmust. Ha például minden munkát két adott ido˝pillanat
között kell folyamatosan elvégezni és a konfliktusokat mindig az okozza, hogy a
két munka ido˝ben részben fedi egymást (ez lehet a helyzet például, ha az ero˝forrá-
sok processzorok, amiknek egy nagyobb számítási feladat részfeladatait kell elvé-
gezniük), akkor a gráf intervallumgráf lesz, aminek optimális színezésére könnyu˝
polinomiális algoritmust adni. (Az intervallumok kezdo˝pontjai szerinti sorrendben
vett mohó színezés (ld. a Függelékben) optimális lesz, hiszen csak a klikkszámmal
megegyezo˝ számú színt használ.)
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Maximális független ponthalmaz keresése
Ismert, hogy egy gráf maximális független ponthalmazának megtalálása (a továb-
biakban MAX_FTL) NP-nehéz, hiszen a maximális klikk mérete azonos a gráf
komplementerében vett maximális független halmaz méretével, a klikk-probléma
eldöntési változata pedig szerepel Karp 21 NP-teljes problémája között. Megmu-
tatjuk viszont, hogy páros gráfok esetében a javítóutas algoritmus segítségével
polinom ido˝ben találunk egy maximális független ponthalmazt. Bármely páros
gráf osztályai persze független halmazt alkotnak és csábító az a gondolat, hogy
a ketto˝ közül a nagyobbik maximális független halmaz is lesz, ez azonban nem
feltétlenül teljesül (ld. 5. feladat).)
Tegyük fel, hogy az (A,B,E) páros gráfra lefuttattuk a javítóutas algoritmust
(vagyis már nem létezik több javítóút). Jelöljük az A, illetve a B osztályban a
kapott M párosítás által nem lefedett pontok halmazát A1-gyel, illetve B1-gyel,
az A1-bo˝l alternáló úton elérheto˝ B-beli csúcsok halmazát B2-vel. Legyen to-
vábbá A2 a B2-beli csúcsok M-beli párjainak halmaza, végül A3 := A \A1 \A2,
B3 := B \B1 \B2. Ekkor az F := A1 ∪A2 ∪B1 ∪B3 halmaz a gráf egy maximá-
lis független ponthalmaza lesz. A halmaz függetlensége könnyen látható: A1 és
A2, illetve B1 és B3 között a gráf páros volta miatt nem megy él, A1 ∪A2 és B1
között pedig azért nem, mert ellenkezo˝ esetben még létezne javítóút (mivel B2
pontjai elérheto˝k alternáló úton A1-bo˝l, ezért ugyanez igaz A2 pontjaira is). Vé-
gül ha A1 ∪A2 egy csúcsa és valamely b ∈ B3 között lenne él, akkor b elérheto˝
lenne alternáló úton A1-bo˝l, ami B3 definíciója szerint lehetetlen. Azt kell még
belátnunk, hogy F-nél nagyobb független halmaz nincs a gráfban. Ha az F ′ füg-
getlen halmaz nagyobb méretu˝ lenne, mint F , akkor az A∪B \F ′ halmaz (ami
lefogó ponthalmaz lenne), mérete kisebb volna, mint |A∪B\F |= |A3∪B2|, ami
éppen az M párosítás éleinek száma, ez azonban lehetetlen, hiszen semelyik le-
fogó ponthalmaz sem lehet kisebb, mint egy tetszo˝leges párosítás mérete (mivel a
párosítás élei a gráfban is szerepelnek és semelyik ketto˝t sem tudjuk ugyanazzal a
csúccsal lefogni). A javítóutas algoritmussal tehát páros gráfban csakugyan meg
tudjuk oldani polinom ido˝ben a MAX_FTL-t.
Élszínezés
Bár az élszínezés valamivel könnyebb, mint a csúcsszínezés (hiszen a G gráf él-
színezése nem más, mint G élgráfjának csúcsszínezése, vagyis minden élszínezés
egy speciális csúcsszínezéssel egyenértéku˝) és jóval többet is lehet tudni róla (pl.
Vizing tétele szerint minden egyszeru˝ gráf élszínezheto˝ ∆(G) + 1 színnel, ahol
∆(G) a G-beli maximális fokszám), a gráfok optimális élszínezésének feladata is
NP-nehéz (so˝t, még azt is NP-teljes eldönteni, hogy egy G egyszeru˝ gráf élkro-
matikus száma ∆(G) vagy ∆(G)+ 1). Páros gráfok esetében azonban Ko˝nig egy
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tétele szerint χe(G) = ∆(G). Ebbo˝l önmagában még nem következik, hogy páros
gráfokra polinom ido˝ben meg is találunk egy jó élszínezést, Ko˝nig bizonyítása
azonban algoritmikus és az algoritmus polinom ido˝ben fut, ezt írjuk le az alábbi-
akban. Ko˝nig a tételt 1916-ban bizonyította, azóta számos gyorsabb (és tipikusan
jóval bonyolultabb) algoritmus is született a problémára.
Legyenek a G páros gráf osztályai A és B, élei pedig e1,e2, . . . ,em. Az algoritmus
egymás után foglalkozik G éleivel és a sorra kerülo˝ élt mindig megszínezi a ren-
delkezésre álló ∆(G) szín valamelyikével (mégpedig helyesen, vagyis csatlakozó,
már színezett élek különbözo˝ színt kapnak). Eközben elo˝fordulhat, hogy a koráb-
ban már megszínezett élek egy részét át kell színezni más színu˝re, de semelyik
él nem változik vissza színtelenné. Tegyük fel tehát, hogy az e1,e2, . . . ,ei−1 élek
már kaptak valamilyen színt és legyen ei = {u,v}, ahol u ∈ A és v ∈ B. Mivel u-ra
és v-re is legfeljebb ∆(G) él illeszkedik, de ezek között még van színtelen (neve-
zetesen ei), ezért mindkét csúcsnak van szabad színe – vagyis olyan szín, amilyen
színu˝ él még nem illeszkedik a csúcsra. Ha u-nak és v-nek van közös szabad színe,
akkor persze ei megkaphatja ezt a színt és készen is vagyunk.
Tegyük fel most, hogy nem ez a helyzet. Legyen u egy szabad színe a piros, v egy
szabad színe a kék. Legyen C a G-nek az a részgráfja, amely (G összes csúcsából
és) az aktuális színezés szerint pirosra vagy kékre színezett élekbo˝l áll. Ekkor C-
ben minden pont foka legfeljebb 2, hiszen minden csúcsra legfeljebb egy piros és
egy kék él illeszkedhet. Így C diszjunkt utakból és körökbo˝l áll. Ráadásul u és v
foka C-ben csak 1 lehet, hiszen u-nak a piros, v-nek a kék szabad színe. Vagyis u
és v is egy-egy C-beli út végpontja.
Legyen Pu az a C-beli út, amelynek egyik végpontja u. Állítjuk, hogy v nincs rajta
Pu-n. Ha ugyanis rajta volna, akkor nyilván v volna a Pu másik végpontja. Ekkor
Pu páratlan sok élbo˝l állna, hiszen a páros gráf egyik osztályából (A-ból) indul és
a másikban (B-ben) ér véget. Mivel Pu-n nyilván váltakozva következnek kék és
piros élek és az elso˝ (u-ra illeszkedo˝) éle kék (hiszen u-nak a piros szabad színe),
ezért az utolsó éle is kék kell legyen (mert Pu páratlan sok élu˝). Így Pu másik
végpontja nem lehet v, mert arra nem illeszkedik kék él.
Színezzük most át a Pu kék éleit pirosra, a piros éleit pedig kékre. Ezzel a színezést
nyilván nem rontottuk el, viszont mostantól az u-nak a kék szabad színe lesz.
Mivel a Pu élein zajló színcsere (a fentiek szerint) a v-re illeszkedo˝ éleket nem
érintette, ezért a kék v-nek is szabad színe maradt. Így az ei él kékre színezésével
továbbra is helyes színezést kapunk.
2.2. Feladatok
5. (2) Adjunk meg olyan összefüggo˝ páros gráfot, melyben egyik osztály sem
alkot maximális független halmazt.
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6. (2) Minden k ≥ 2-re adjunk meg olyan G gráfot, melyre χ(G) = k és G egyet-
len k-színezésében sincs olyan színosztály, mely a gráf maximális független csúcs-
halmaza lenne.
7. (1) Egy gráfnak pontosan nyolc jó 2-színezése van. Határozzuk meg a kompo-
nenseinek számát.
8. (3) Egy n csúcsú gráfnak pontosan hat jó 3-színezése van. Mutassuk meg, hogy





Ebben a fejezetben olyan közelíto˝ algoritmusokkal foglalkozunk, melyeknél az
optimális megoldástól való eltérés nem nagyobb egy elo˝re rögzített fix konstans-
nál. Ilyen algoritmusokat NP-nehéz problémákra nem könnyu˝ találni; jóval gya-
koribb, hogy az eltérés függ (mondjuk) az optimum értékéto˝l. Ennek megfelelo˝en
a fejezet nem hosszú: két speciális színezési problémára adunk ilyen algoritmust,
majd mutatunk egy olyan problémát, melyro˝l be tudjuk látni, hogy ez nem lehet-
séges.
3.1. Definíció. Egy optimalizálási problémát egy algoritmus C additív hibától el-
tekintve helyesen old meg, ha minden I bemenetre ad egy olyan x∗ ∈ XI kimenetet,
melyre a c(x∗) érték legfeljebb C-vel tér el a c(x),x∈XI értékek optimumától (ahol
c(x) a problémában szereplo˝ célfüggvény, XI pedig az I bemenethez tartozó, szóba









Ugyanúgy, mint az optimalizálási problémák pontos megoldásánál, itt is nagyon
fontos, hogy nem csak az optimális c(x∗) értéket, hanem magát x∗-ot is meg kell
kapnunk.
3.2. Definíció. Egy algoritmust C additív hibával közelíto˝ algoritmusnak neve-
zünk, ha az adott optimalizálási problémát polinom ido˝ben, C additív hibától el-
tekintve helyesen oldja meg.
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3.1. Speciális színezési feladatok
Egyszeru˝ gráfok élszínezése
Már esett róla szó, hogy egy egyszeru˝ gráf optimális élszínezésének megtalálása
NP-nehéz. Mivel bármely G esetén χe(G)≥∆(G) és Vizing tétele szerint egyszeru˝
gráfokra χe(G)≤ ∆(G)+1, egyszeru˝ gráfok élkromatikus számát legfeljebb 1 ad-
ditív hibával könnyen meg tudjuk határozni. Ez azonban önmagában még nem je-
lenti azt, hogy a problémára lenne 1 additív hibával közelíto˝ algoritmusunk, hiszen
ahhoz polinom ido˝ben meg is kell adnunk egy olyan élszínezést, amely (amellett,
hogy helyes) legfeljebb 1-gyel több színt használ, mint az optimális. Szerencsére
a Vizing-tételnek van konstruktív bizonyítása, vagyis olyan eljárás, ami egy G
egyszeru˝ gráf éleit legfeljebb ∆(G)+ 1 színnel megszínezi. Mivel az említett el-
járás ráadásul polinom ideju˝, az egyszeru˝ gráfok élszínezésére csakugyan létezik
1 additív hibával közelíto˝ algoritmus. (Magát az algoritmust itt nem részletezzük,
leírása megtalálható például Katona-Recski-Szabó: A számítástudomány alapjai
címu˝ tankönyvében.)
Síkgráfok színezése
A gráfok optimális színezésének még az a speciális esete is NP-nehéz, amikor a
bemenetnek síkba rajzolható gráfnak kell lennie. Ismert, hogy a síkba rajzolható
gráfok 4 színnel színezheto˝k (négyszín-tétel), ami azt is jelenti, hogy egy ilyen
gráf kromatikus számát kis additív hibával meg tudjuk mondani. Ez azonban,
csakúgy, mint az elo˝zo˝ példában, önmagában nem elég az additív hibával közelíto˝
algoritmushoz. Bár a négyszín-tételnek még az új (a korábbinál lényegesen rövi-
debb és egyszeru˝bb, Robertson, Sanders, Seymour és Thomas nevéhez fu˝zo˝do˝)
bizonyítása is igen hosszú és bonyolult, tartozik hozzá egy algoritmus, ami tetszo˝-
leges síkgráfot polinom ido˝ben megszínez 4 színnel, így a síkgráfok színezésére
létezik 2 additív hibával közelíto˝ algoritmus (a kromatikus szám nyilván legalább
1, so˝t ha a gráfnak van éle, akkor legalább 2). A hiba 2-ro˝l 1-re csökkentheto˝, ha
a 4-színezo˝ algoritmus bevetése elo˝tt (mondjuk) szélességi kereséssel eldöntjük,
hogy a gráf páros-e. Ha a gráf páros, akkor a szélességi keresés segítségével meg
is tudunk adni egy 2-színezést (ekkor ez lesz a kimenet), ha nem páros, akkor jöhet
a 4-színezo˝ algoritmus, ami ekkor már legfeljebb 1-et téved (hiszen a kromatikus
szám ilyenkor legalább 3). Mivel a szélességi keresés polinom ido˝ben megy, a tel-
jes algoritmus is polinomiális lesz. A négyszín-tételhez tartozó algoritmus helyett
használhatjuk az ötszín-tétel (polinomiális) konstruktív bizonyításainak valame-
lyikét is, vagy akár egy ennél is egyszeru˝bb, hat színnel színezo˝ algoritmust (ld.
11. feladat), ekkor az additív konstans persze rosszabb lesz.
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3.2. A leghosszabb kör probléma
Egy gráf (egyik) leghosszabb körének megtalálása (a továbbiakban MAX_KÖR)
nyilván NP-nehéz probléma, hiszen a leghosszabb kör ismeretében el tudjuk dön-
teni, hogy a gráfnak van-e Hamilton-köre (a Hamilton-kör probléma egyike Karp
21 NP-teljes feladatának). Most megmutatjuk, hogy ennél több is igaz: a problé-
mára még additív hibával közelíto˝ algoritmus sem adható (feltéve, hogy P 6=NP).
Tegyük fel ugyanis, hogy létezik valamely C konstans mellett C additív hibával
közelíto˝ algoritmus a MAX_KÖR-re és legyen G egy tetszo˝leges gráf, melyro˝l
szeretnénk eldönteni, hogy van-e Hamilton-köre. Készítsük el elo˝ször G-bo˝l a G′
gráfot a következo˝képp: osszuk fel G minden élét C darab új ponttal, vagyis he-
lyettesítsük G éleit C+ 1 élu˝ utakkal, ahogy az az alábbi ábrán is látható (itt G a
K2,3 gráf, C = 2).
Világos, hogy G egy tetszo˝leges, k élbo˝l álló körének megfelel G′ egy k(C+ 1)
élu˝ köre. Azt sem nehéz végiggondolni, hogy ez a megfeleltetés kölcsönösen egy-
értelmu˝, azaz hogy különbözo˝ G-beli körökhöz különbözo˝ G′-beliek tartoznak
és hogy minden G′-beli kört megfeleltettünk egy G-belinek (mivel G′ új csúcsai
mind másodfokúak, a régi csúcsok pedig csak az újakkal vannak összekötve). Ha
a feltételezett C additív hibával közelíto˝ algoritmusunkat G′-re alkalmazzuk, ak-
kor a kimenet G′ egy olyan köre kell legyen, mely a leghosszabb kör hosszánál
legfeljebb C éllel tartalmaz kevesebbet. Mivel a fentiek szerint G′ minden köré-
nek hossza osztható (C+ 1)-gyel, az algoritmus kimeneteként kapott kör G′ egy
leghosszabb köre kell, hogy legyen (ellenkezo˝ esetben ezen kör hosszának és az
optimális kör hosszának különbsége legalább C+ 1 lenne). Az ennek megfelelo˝
G-beli kör így G egy leghosszabb köre lenne, ennek ismeretében pedig el tudnánk
dönteni, hogy van-e G-ben Hamilton-kör. Mivel G′-t polinom ido˝ben elo˝ tudjuk
állítani G-bo˝l és G′ mérete konstansszorosa G méretének, a feltételezett algorit-
mus is polinom ido˝ben futna G méretében, amibo˝l P=NP következne.
3.3. Feladatok
9. (1) Határozzuk meg azon G gráfokat, melyek minden élét C ≥ 1 ponttal fel-
osztva olyan gráfot kapunk, melynek van Hamilton-köre.
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10. (2) Mutassunk olyan (nem egyszeru˝) gráfot, melynek élkromatikus száma
nagyobb, mint ∆(G)+1. (Vagyis igazoljuk, hogy a Vizing-tétel feltételei közül a
gráf egyszeru˝sége nem elhagyható.)
11. (3) Adjuk meg egy tetszo˝leges G egyszeru˝ síkgráf csúcsainak egy olyan sor-




Említettük, hogy NP-nehéz optimalizálási problémákra additív hibával közelíto˝
algoritmusokat ritkán lehet találni. Annál gyakoribbak a multiplikatív hibával kö-
zelíto˝ algoritmusok, ahol az optimum és a talált megoldás értékének hányadosát
korlátozzuk. Kis hányados esetén ezek a közelítések gyakorlati problémákban is
jól használhatók lehetnek (annak ellenére, hogy az optimumtól való eltérést ilyen-
kor tipikusan semmilyen konstanssal sem lehet felülro˝l becsülni).
4.1. Definíció. Egy maximalizálási problémát egy algoritmus k > 1 multiplikatív











c(x) itt is a problémában szereplo˝ célfüggvény, XI pedig az I bemenethez tartozó,
szóba jövo˝ kimenetek halmaza.
Természetesen itt is rendkívül fontos, hogy nem csak az optimális c(x∗) értéket,
hanem magát x∗-ot is meg kell kapnunk.
4.2. Definíció. Egy algoritmust k-approximációs algoritmusnak nevezünk, ha az
adott optimalizálási problémát polinom ido˝ben, k multiplikatív hibától eltekintve
helyesen oldja meg.
A k-approximációs algoritmusok tehát mindig polinomiálisak kell legyenek. Szo-
kás k-approximációs algoritmus helyett egyszeru˝en k-approximációról beszélni, a
k számot pedig approximációs faktornak nevezni. Az algoritmusok approximációs
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faktorának elemzésekor egyszeru˝síti a tárgyalást, ha az egyes problémákhoz tar-
tozó optimum értékét egységesen OPT -tal jelöljük (függetlenül attól, hogy éppen
milyen típusú problémáról van szó), ezért a továbbiakban használni fogjuk ezt a
jelölést. Közelíto˝ algoritmusok esetében éles példának nevezünk egy I bemenetet
(vagy esetleg bemenetek egy sorozatát), ha az algoritmust I-n futtatva a közelí-
tés nem jobb, mint amit (az összes lehetséges bemenetre) bizonyítani tudtunk. Az
éles példák tehát azt mutatják, hogy ha az adott algoritmus közelítésénél jobbat
szeretnénk, akkor nem az algoritmus elemzését kell finomítani, hanem másik al-
goritmusra van szükség.
A multiplikatív közelítéseket elo˝ször pár egyszeru˝ példán mutatjuk be, majd meg-
vizsgálunk néhány bonyolultabb problémát, köztük olyanokat is, melyekre nem
lehet k-approximációs algoritmust adni (feltéve, hogy P6=NP).
4.1. Néhány egyszeru˝ 2-approximáció
4.1.1. A maximális páros részgráf probléma
Probléma. A maximális páros részgráf probléma (a továbbiakban MAX_PÁROS)
esetében egy adott G = (V,E) gráf maximális élszámú páros részgráfját keressük
(a csúcsok számára nyilván nincs értelme maximalizálni), vagyis a V csúcshalmaz
egy olyan kettéosztását A és B halmazokra (A∪B =V,A∩B = /0), melyre az A és
B közt meno˝ élek száma maximális.
Bonyolultság. A MAX_PÁROS NP-nehéz (ennek okait nem részletezzük), 2-
approximációs algoritmust azonban könnyu˝ rá mutatni.
2-approximációs algoritmus, elso˝ megoldás Osszuk ketté tetszo˝legesen a csúcs-
halmazt és jelöljük minden v csúcsra ds(v)-vel a v-bo˝l a saját csoportjába meno˝
élek számát, dm(v)-vel pedig a v-bo˝l a másik csoportba meno˝ élek számát. Nyilván
teljesül, hogy ds(v)+dm(v) = d(v), ahol d(v) a v csúcs foka G-ben. Egy olyan v
csúcsot, melyre dm(v) < ds(v), érdemes áthelyezni a másik csoportba, hiszen ez-
zel növeljük a két csoport közt meno˝ élek számát (mivel ds(v) éllel növeljük és
csak dm(v) éllel csökkentjük). Az ilyen v csúcsokat ennek megfelelo˝en nevezzük
áthelyezendo˝nek. Az algoritmus megvizsgálja, hogy van-e áthelyezendo˝ csúcs és
ha igen, akkor egy ilyet át is helyez a másik csoportba, majd ezt ismétli, amíg talál
áthelyezendo˝ csúcsot.
Elemzés. A fenti algoritmus nyilván megvalósítható polinom ido˝ben: bár egy csú-
csot többször is áthelyezhetünk, az összes áthelyezések száma felülro˝l becsülheto˝
a gráf éleinek számával, hiszen a keresztbe meno˝ élek száma minden áthelyezés-
nél no˝.
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Ha már nincs áthelyezendo˝ csúcs, akkor minden v csúcsra teljesül, hogy dm(v)≥
ds(v). Az adott kettéosztás mellett a két csoport közt keresztbe meno˝ élek száma
1
2 ∑v∈V dm(v), míg a csoportokon belül meno˝ élek száma
1
2 ∑v∈V ds(v), vagyis ha
nincs áthelyezendo˝ csúcs, akkor a keresztbe meno˝ élek száma legalább akkora,
mint a csoportokon belül meno˝ké. Mivel csak ez a két éltípus van, a keresztbe
meno˝ élek száma legalább akkora lesz, mint a gráf összes élei számának fele, ami
pedig nyilván legalább akkora, mint a maximális páros részgráf élszámának fele,
így csakugyan 2-approximációs algoritmust kaptunk.
2-approximációs algoritmus, második megoldás Gyorsabb algoritmust kapunk,
ha ahelyett, hogy V -t tetszo˝legesen kettéosztanánk, a pontokat egyesével helyez-
zük el a kezdetben üres A és B halmazokban úgy, hogy a soron következo˝ pontot
mindig abba a halmazba rakjuk, amelyben kevesebb (nem több) szomszédja van
a már elhelyezettek közül.
Elemzés. A már bekerült pontok által feszített részgráfba így minden pont be-
vételével legalább annyi keresztbe meno˝ él kerül, mint amennyi csoporton belül
megy, így végül itt is teljesülni fog, hogy az éleknek legalább a fele A és B között
megy. Mivel ez az eljárás is nyilván polinomiális, most is 2-approximációt kap-
tunk. Érdemes megfigyelni, hogy a második algoritmus kimenetében a csúcsokra
nem feltétlen teljesül dm(v) ≥ ds(v), így a kimenet esetleg javítható, ha még az
elso˝ algoritmust is lefuttatjuk az aktuális kettéosztással kezdve. Ez ugyanakkor
persze nem garantál jobb approximációs faktort (ld. 13., 14., 15., 16. feladatok).
A legjobb ismert approximációs faktor a MAX_PÁROS-ra egyébként kb. 1,139.
4.1.2. A minimális lefogó ponthalmaz probléma
Probléma. Tetszo˝leges bemeneti gráf minimális méretu˝ lefogó ponthalmazának
keresése (MIN_LEFOGÓ).
Bonyolultság. A 2. fejezetben már esett szó róla, hogy a maximális független
ponthalmaz keresése (MAX_FTL) NP-nehéz feladat. Ebbo˝l következik, hogy a
MIN_LEFOGÓ is NP-nehéz, hiszen egy G= (V,E) gráfban egy X ponthalmaz ak-
kor és csak akkor minimális lefogó halmaz, ha V \X maximális független halmaz
(egyébként a MIN_LEFOGÓ eldöntési változata is egyike Karp 21 problémájá-
nak). Érdekes tény, hogy miközben a MAX_FTL-re semmilyen k-ra nem létezik
k-approximáció, feltéve, hogy P 6=NP (ennek bizonyítása meghaladja a jegyzet ke-
reteit), addig a MIN_LEFOGÓ-ra igen könnyu˝ 2-approximációt adni.
2-approximációs algoritmus, elso˝ megoldás Keressük meg elo˝ször a bemenet-
ként kapott G gráf egy M maximális párosítását (erre csak páros gráfok esetén
tanultunk algoritmust – a javítóutak módszerét –, de a feladat általános gráfokra
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is megoldható polinom ido˝ben), majd adjuk meg kimenetként a párosításban sze-
replo˝ élek által fedett csúcsokat.
Elemzés. A kapott csúcshalmaz tényleg lefogó lesz, hiszen ha lenne olyan él,
melynek egyik végpontját sem tartalmazza, akkor ezt az élet az M párosításhoz
véve ismét párosítást kapnánk, ami M maximalitása miatt lehetetlen. Azt kell
még belátnunk, hogy a kapott csúcshalmaz mérete legfeljebb 2OPT . Az M-ben
szereplo˝ élek lefogásához legalább |M| csúcsra van szükség, hiszen semelyik két
M-beli élnek nincs közös pontja, így OPT ≥ |M|. Az algoritmus által adott csúcs-
halmaz elemszáma pedig 2|M| ≤ 2OPT .
2-approximációs algoritmus, második megoldás A fenti algoritmus valójában
egyáltalán nem egyszeru˝, hiszen felhasznál egy általános gráfban maximális páro-
sítást kereso˝ algoritmust. Vegyük azonban észre, hogy az M párosításról csak azt
használtuk ki, hogy G tetszo˝leges élét hozzávéve az új élhalmaz nem párosítás,
vagyis M a G egyetlen élével sem bo˝vítheto˝. Ilyen párosítást pedig nem nehéz
találni: válasszuk ki G egy tetszo˝leges élét, majd töröljük az él két végpontját G-
bo˝l. A kapott gráfban ismét válasszunk egy élet és töröljük a végpontokat. Addig
folytatjuk ezt az eljárást, amíg már nem marad csúcs hátra vagy a kapott gráfnak
már nincsenek élei.
Elemzés. Világos, hogy a kapott élhalmaz párosítás lesz és az is, hogy ez a páro-
sítás tovább nem bo˝vítheto˝ (ellenkezo˝ esetben nem állt volna le az eljárás, hiszen
lenne még él a maradék gráfban). Az eddig látottak szerint tehát az így talált pá-
rosítás által fedett csúcsok is olyan lefogó ponthalmazt határoznak meg, melynek
mérete legfeljebb 2OPT . Az algoritmus lépésszáma nyilván polinomiális, so˝t jó-
val kisebb, mint az elo˝zo˝ algoritmus lépésszáma. Ez azért is figyelemre méltó,
mert a második algoritmus általában valamivel jobb eredményt ad az elso˝nél, hi-
szen a nem bo˝vítheto˝ párosítások nem feltétlen maximális méretu˝ek; ez ugyanak-
kor nem jelenti azt, hogy az approximációs faktora jobb lenne, mint 2 (éles példát
nem nehéz adni, ld. 19. feladat). Ez az algoritmus (melyet egymástól függetle-
nül talált meg Gavril és Yannakakis) már csakugyan nagyon egyszeru˝, aminek
fényében igencsak meglepo˝, hogy ennél jobb konstans faktorú approximáció nem
ismert a feladatra.
4.2. A súlyozott halmazfedési probléma
Probléma. A súlyozott halmazfedési probléma (a továbbiakban
S_HALMAZ_FED) esetében adott egy n elemu˝ U alaphalmaz, U részhal-
mazainak egy R rendszere, melyre ∪S∈RS = U , továbbá egy c : R → Q+
költségfüggvény. A feladat U egy minimális összsúlyú fedésének megadása. Más
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szóval olyan R ′ ⊆ R rendszert keresünk, melyre ∪S∈R′S = U és ∑S∈R′ c(S)
minimális.
Bonyolultság. A probléma NP-nehéz, ezt azzal igazoljuk, hogy visszavezetjük
rá a MIN_LEFOGÓ-t. Maga a visszavezetés rendkívül egyszeru˝, valójában ar-
ról van szó, hogy a MIN_LEFOGÓ az S_HALMAZ_FED speciális esete. Legyen
G= (V,E) egy tetszo˝leges gráf, ennek keressük egy minimális lefogó ponthalma-
zát. Most megadjuk az S_HALMAZ_FED egy olyan esetét, melyet megoldva meg-
kapjuk G egy minimális lefogó ponthalmazát. Legyen U := E,R := {Ev : v ∈V},
ahol Ev a G-ben a v csúcshoz csatlakozó élek halmaza. Legyen végül minden
R-beli halmaz költsége 1. Az így kapott súlyozott halmazfedési feladat nyilván
ekvivalens lesz a G gráf egy minimális lefogó ponthalmazának megtalálásával.
Ebbo˝l az is következik persze, hogy az S_HALMAZ_FED-nek még az a speciális
esete is NP-nehéz, amikor minden halmaz súlya 1. Ennek a speciális esetnek az
eldöntési változata is szerepel Karp 21 NP-teljes problémája között.
Az eddigiek azt sejtetik, hogy az S_HALMAZ_FED-re még approximációs algorit-
must sem lesz egyszeru˝ találni. A helyzet valóban ez, nem ismert konstans faktorú
approximáció az S_HALMAZ_FED-re (so˝t, azt sejtik, hogy ilyen nem is létezik,
feltéve, hogy P 6=NP). Ha azonban nem követeljük meg, hogy az approximációs
faktor konstans legyen (vagyis hogy egyáltalán ne függjön a bemenetto˝l), akkor
már adhatunk elfogadható közelítést. Chvátal alábbi mohó algoritmusának app-
roximációs faktora Hk = 1+ 12 +
1
3 + . . .+
1
k lesz, ahol k az R-beli legnagyobb
elemszámú halmaz mérete. A k szám akár meg is közelítheti az n-et (so˝t, egyenlo˝
is lehet vele), az approximációs faktor tehát akár Hn is lehet. Ismert az analízis-
bo˝l, hogy lnn≤Hn ≤ lnn+1, tehát az approximációs faktor lnn körül lesz. Ennél
nagyságrendileg jobb approximáció nem is ismert a feladatra.
Algoritmus. Az algoritmus során egyesével fogunk halmazokat választaniR-bo˝l,
és egy C halmazban tároljuk az U alaphalmaz azon elemeit, melyeket a már kivá-
lasztott halmazok lefednek. C kezdetben természetesen üres. A soron következo˝
S ∈ R halmazt úgy választjuk ki, hogy a c(S)|S\C| hányados minimális legyen, más
szóval mindig azt a halmazt választjuk, melynek egy újonnan lefedett elemre eso˝
költsége minimális. Ezt addig folytatjuk, míg a teljes U halmazt le nem fedtük.
Elemzés. Az algoritmus természetesen polinomiális lesz, azt kell igazolnunk,
hogy a kimenet összsúlya nem haladja meg az optimum Hk-szorosát. Ehhez defi-
niáljuk egy elem árát az algoritmus által o˝t elso˝ként fedo˝ halmaz egy elemre eso˝
költségeként, vagyis ha az x elemet elso˝ként az S halmaz fedi, akkor x ára c(S)|S\C| ,
ahol C az x fedése elo˝tti helyzetben már fedett elemek halmaza. Világos, hogy
bármely, a fedésbe bevett halmaz súlya egyenlo˝ az általa elso˝ként fedett elemek
árainak összegével és így az is, hogy a fedés összsúlya az összes elem árainak
összege lesz.
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Legyen most R∗ ⊆ R egy minimális összsúlyú fedés és legyen S ∈ R∗ tetszo˝-
leges. Legyenek S elemei x1,x2, . . . ,xr, ahol r ≤ k. Tegyük fel (anélkül, hogy az
az általánosság rovására menne), hogy az algoritmusunk S elemeit xr,xr−1, . . . ,x1
sorrendben fedi le és vizsgáljuk azt a lépést, amikor xi-t lefedjük. E lépést meg-
elo˝zo˝en xi-n kívül az xi−1,xi−2, . . . ,x1 elemek is fedetlenek, ekkor tehát az S hal-
mazhoz tartozó c(S)|S\C| hányados legfeljebb
c(S)
i . Mivel az algoritmus a legkisebb
hányadoshoz tartozó halmazt választja, a kiválasztott, xi-t fedo˝ halmazhoz tartozó
hányados is legfeljebb ennyi, így definíció szerint xi ára is legfeljebb
c(S)
i . Mivel
i ≤ r tetszo˝leges volt, ez azt jelenti, hogy az S elemeinek fedéséhez szükséges
összes ár legfeljebb ∑ri=1
c(S)
i = c(S)Hr ≤ c(S)Hk. Az összes, R∗ valamelyik hal-
mazában szereplo˝ elem árainak összege így legfeljebb ∑S∈R∗Hkc(S) = HkOPT ,
(ahol OPT a minimális összsúlyú fedés súlya). Figyelembe véve, hogy R∗ hal-
mazai U minden elemét fedik, az összes elem árainak összege pedig épp az algo-
ritmus által adott fedés összsúlya, ezzel épp a bizonyítandó állítást kaptuk.
Éles példa. Megmutatjuk, hogy a Hk, so˝t a Hn approximációs faktornál jobbat
nem lehet az algoritmusra bizonyítani. Legyen ehhez U = {1,2, . . . ,n}, az R
rendszer pedig álljon az {1},{2}, . . . ,{n} halmazokból és magából U-ból. Legyen
ezen kívül c({i}) = 1i , c(U) = 1+ ε , ahol ε > 0 késo˝bb specifikálandó szám. Vi-
lágos, hogy az optimális fedés csak az U halmazt fogja használni, költsége így
1+ ε . Az algoritmus ezzel szemben az elso˝ lépésben az {n} halmazt választja,
hiszen erre lesz a legkisebb az egy új elemre eso˝ költség (1n , az U esetében ez
a költség 1+εn ). A második lépésben az algoritmus az {n− 1} halmazt választja,
hiszen most erre lesz a legkisebb az egy új elemre eso˝ költség ( 1n−1 , az U esetében
ez most 1+εn−1 , hiszen egy elem már le van fedve). A harmadik lépésben az algorit-
mus az {n−2} halmazt választja, és így tovább, végül utolsóként az {1} halmaz
kerül sorra, aminek az egy új elemre eso˝ költsége ekkor már kevesebb lesz, mint
U egy új elemre eso˝ költsége (1, szemben az (1+ ε)-nal). Az algoritmus által
adott fedés teljes súlya tehát épp Hn lesz, ami Hn1+ε -szorosa az optimálisnak. Mi-
vel az ε ≥ 0 szám tetszo˝legesen kicsinek választható, semmilyen Hn-nél kisebb
számra sem teljesülhet, hogy kisebb, mint Hn1+ε (hiszen ez utóbbi ε → 0 esetén
Hn-hez tart), így semmilyen Hn-nél kisebb szám sem lehet alkalmas az algoritmus
approximációs faktorának.
4.3. Steiner-fák
Egy élsúlyozott összefüggo˝ gráf minimális összsúlyú feszíto˝fájának polinom ideju˝
megtalálására számos algoritmus ismert (pl. Boru˚vka, Kruskal, Jarník-Prim), és
ezek gyakorlati alkalmazásokban is fel szoktak bukkanni (Boru˚vka például 1926-
ban Morvaország villamosítása kapcsán fedezte fel a róla elnevezett algoritmust,
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melynek fontosságát az is mutatja, hogy 1938-ban, 1951-ben és 1965-ben is újra
felfedezték). Lényegesen bonyolultabb a helyzet, ha a keresett fa nem kell, hogy
a gráf minden csúcsát tartalmazza, hanem csak bizonyos elo˝re adottakat.
Probléma. A Steiner-fa probléma esetében adott egy G = (V,E) egyszeru˝, össze-
függo˝ gráf, a csúcsok egy kettéosztása az S és T halmazokra (S∪T =V , S∩T =
/0, S elemeit Steiner-pontoknak, T elemeit termináloknak hívjuk), továbbá egy
c : E→Q+ élsúlyozás. F a G Steiner-fája, ha F olyan részgráfja G-nek, amely T
minden csúcsát tartalmazza és persze fa. Összefüggo˝ gráfnak mindig van Steiner-
fája, hiszen bármelyik feszíto˝fa ilyen lesz. Egy Steiner-fa költsége (vagy súlya)
a fában szereplo˝ élek súlyainak összege. A feladat G egy minimális költségu˝
Steiner-fájának megadása (a bemenet természetesen G-n kívül az S,T szétosztást
és a c élsúlyozást is tartalmazza).
Bonyolultság. A feladat eldöntési változata egyike Karp 21 NP-teljes problémá-
jának, így persze az optimalizálási verzió NP-nehéz, de számos speciális esete
megoldható polinom ido˝ben (ld. 27., 28., 29. feladatok). Az alábbiakban egy 2-
approximációt fogunk megadni (a legjobb ismert approximáció faktora kb. 1,39,
ugyanakkor 9695 -nél jobb approximációs faktorú algoritmust csak P=NP esetén le-
het adni).
Algoritmus. Elo˝ször a probléma egy jóval egyszeru˝bbnek tu˝no˝ speciális ese-
tére adunk 2-approximációt, majd megmutatjuk, hogy hogyan adhatunk ugyan-
ilyen approximációt tetszo˝leges bemenetre. A speciális eset az úgynevezett met-
rikus Steiner-fa probléma, itt a G gráf teljes gráf, az élsúlyozás pedig teljesíti
a háromszög-egyenlo˝tlenséget, vagyis tetszo˝leges x,y,z csúcsokra és a köztük
futó (x,y),(y,z),(z,x) élekre teljesül, hogy c((x,z)) ≤ c((x,y))+ c((y,z)). Jelöl-
jük egy G = (V,E) gráf tetszo˝leges X ⊆ V csúcshalmaz által feszített részgráfját
G[X ]-szel. Az algoritmus rendkívül egyszeru˝ lesz: állítsunk elo˝ a G[T ] gráfban
egy (a c élsúlyozás szerint) minimális súlyú feszíto˝fát (pl. Kruskal algoritmusá-
val) és adjuk meg ezt a fát kimenetként. Az általános eset kezeléséhez legyen
most (G,S,T,c) egy tetszo˝leges, nem feltétlen metrikus bemenet, ebbo˝l elo˝ál-
lítjuk a metrikus speciális eset egy (G′,S′,T ′,c′) bemenetét; ezt az eljárást hív-
juk metrizálásnak. G′ legyen teljes gráf G csúcshalmazán, S′ = S,T ′ = T , az
(x,y) él c′(x,y) súlya pedig legyen az x és y csúcsok közti, G-beli legrövidebb út
hossza, a c súlyozás szerint. Ilyen út mindig létezik, mivel G összefüggo˝. Világos,
hogy a kapott bemenet metrikus, hiszen G′ teljes gráf és bármely x,y,z csúcsokra
c′((x,z)) ≤ c′((x,y))+ c′((y,z)), ellenkezo˝ esetben egy x és y közti legrövidebb
út éleihez egy y és z közti legrövidebb út éleit adva olyan x és z közti élsorozatot
kapnánk, melynek hossza kisebb, mint c′((x,z)), ami lehetetlen. Használjuk most
a metrikus esetre adott algoritmust a (G′,S′,T ′,c′) bemenetre (vagyis adjunk meg
egy minimális súlyú feszíto˝fát G′[T ]-ben). Az így kapott F ′ fa persze nem lesz
jó kimenet az eredeti problémára, hiszen elképzelheto˝, hogy bizonyos élei nem is
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szerepelnek G-ben. Helyettesítsük F ′ minden (x,y) élét az x és y közti G-beli leg-
rövidebb út éleivel. Az így kapott K élhalmazban (precízebben a K és a K-beli élek
által fedett csúcsok által meghatározott GK gráfban) lehetnek körök, so˝t K-ban G
élei többszörösen is szerepelhetnek. Vegyük ezért GK egy F ′′ minimális feszíto˝fá-
ját (ismét Kruskal algoritmusát használva), ez már G Steiner-fája lesz; adjuk meg
ezt kimenetként. Az algoritmus futására példát a Feladatok alfejezetben találunk
(26. feladat).
Elemzés. Lássuk be elo˝ször, hogy a metrikus esetre adott algoritmusunk 2-
approximáció; legyen a bemenet (G,S,T,c). Az, hogy Steiner-fát kapunk, éspedig
polinom ido˝ben, nyilvánvaló, az approximációs faktort kell igazolnunk. Legyen D
optimális Steiner-fa, duplázzuk meg ennek az éleit (vagyis helyettesítsünk minden
élet két párhuzamos éllel, melyek az eredeti él végpontjai közt mennek és súlyuk
is azonos az eredeti él súlyával), nevezzük a kapott gráfot D′-nek. D′ összefüggo˝,
hiszen D fa volt és minden csúcs D′-beli foka páros, így létezik D′-nek egy U =
(u0, f1,u1, f2,u2, . . . , fm,um = u0) Euler-körsétája (itt u0,u1, . . . ,um D′-beli csú-
csok, f1, f2, . . . , fm pedig D′ élei és az fi él az ui−1 és ui csúcsok közt megy). U-ból
elo˝állítjuk a G[T ] gráf egy H Hamilton-körét a következo˝képp. Tekintsük D′ csú-
csainak az (u0,u1,u2, . . . ,um) sorozatát, vagyis vegyük a csúcsokat az U végigjá-
rása szerinti sorrendben, egy csúcsot akár többször is (egy D′-ben 2d fokú csúcs d-
szer fog elo˝fordulni, de ez nem lényeges). Tartsuk meg minden T -beli csúcsnak az
elso˝ elo˝fordulását ebben a sorozatban (vagyis kidobjuk a sorozatból az S-beli csú-
csokat és a T -beli csúcsok második és minden további példányát); vegyük észre,
hogy ekkor T minden csúcsa szerepelni fog, hiszen D Steiner-fa, így D és D′ is
tartalmaz minden T -beli csúcsot. Legyen az így kapott sorrend (ui1,ui2, . . . ,ui|T |).
Álljon most H az (ui1 ,ui2),(ui2,ui3), . . . ,(ui|T |−1,ui|T |),(ui|T |,ui1) élekbo˝l. H nyil-
ván Hamilton-kör G[T ]-ben. Megmutatjuk, hogy H éleinek összköltsége, c(H)
legfeljebb 2OPT . Ehhez szükségünk lesz az alábbi egyszeru˝ lemmára.
4.3. Lemma. Legyen c a G teljes gráf metrikus élsúlyozása és legyen R tetszo˝leges
élsorozat az x és y csúcsok közt G-ben. Ekkor c((x,y))≤ c(R).
Bizonyítás. Az R-ben szereplo˝ élek r száma szerinti teljes indukcióval bizonyí-
tunk. Ha r = 1, akkor az állítás magától érteto˝do˝. Az indukciós feltevés az lesz,
hogy r = i esetén az állítás igaz; azt kell belátnunk, hogy ekkor r = i+1 esetén is
igaz lesz. Legyen (x,z) az R élsorozat elso˝ éle és jelöljük R′-vel az R-nek a z és y
közti, r−1 = i élbo˝l álló részét. Ekkor
c(R) = c((x,z))+ c(R′)≥ c((x,z))+ c((z,y))≥ c((x,y)),
ahol az elso˝ egyenlo˝tlenség az indukciós feltétel, a második pedig c metrikussága
miatt teljesül. 2
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Figyeljük most meg, hogy H-t úgy kapjuk az U Euler-körsétából, hogy a körséta
ui1 és ui2 közti szakaszát az (ui1,ui2) éllel helyettesítjük, az ui2 és ui3 közti szakaszt
az (ui2 ,ui3) éllel helyettesítjük, és így tovább, végül az ui|T | és ui1 közti szakaszt az
(ui|T |,ui1) éllel helyettesítjük. Ezt az eljárást hívjuk a körséta levágásának (G[T ]
egy Hamilton-körévé). A 4.3. Lemma szerint a helyettesítések nem növelik az
élhalmaz összsúlyát (hiszen minden levágott élsorozat helyére épp az élsorozat
két végpontja közti él kerül), így teljesül, hogy
c(H)≤ c(U) = c(D′) = 2c(D) = 2OPT.
Hagyjunk el most egy tetszo˝leges élet H-ból. A kapott H ′ gráfra nyilván c(H ′)≤
c(H) ≤ 2OPT , hiszen az élsúlyozás nem negatív. H ′ a G[T ] egy Hamilton-útja,
vagyis egyben feszíto˝fája is, így a kimenetként adott minimális feszíto˝fa súlya
ennél nem lehet nagyobb, tehát szintén legfeljebb 2OPT , így a metrikus esetben
csakugyan 2-approximációt kaptunk.
Lássuk be most, hogy az általános esetre adott algoritmusunk is 2-approximáció;
legyen a bemenet (G,S,T,c). Az eljárás nyilván polinomiális, az F ′′ kimenet pe-
dig csakugyan Steiner-fa, hiszen F ′′ fa, csak G-beli élei vannak és minden olyan
csúcsot tartalmaz, amit F ′, amely pedig tartalmazza T minden csúcsát. Az appro-
ximációs faktor igazolásához legyen OPT , illetve OPT ′ a (G,S,T,c)-hez, illetve
a (G′,S′,T ′,c′)-hez tartozó optimális Steiner-fa összsúlya, jelöljük továbbá c(H)-
val, illetve c′(H)-val egy H gráf éleinek összsúlyát a c, illetve c′ súlyozás szerint.
Ekkor
c(F ′′)≤ c(K) = c′(F ′)≤ 2OPT ′ ≤ 2OPT.
F ′′ élei a K éleinek részhalmazát alkotják és a c súlyozás nem negatív, ez iga-
zolja az elso˝ egyenlo˝tlenséget. Az ezt követo˝ egyenlo˝ség c′ és K definíciójából
következik, c′(F ′)≤ 2OPT ′ pedig abból, hogy a metrikus esetre vonatkozó algo-
ritmus 2-approximáció. Végül az utolsó egyenlo˝tlenség igazolásához legyen F∗
egy (G,S,T,c)-hez tartozó optimális Steiner-fa. Ekkor F∗ minden T -beli csúcsot
tartalmaz, minden e = (x,y) éle szerepel G′-ben is, so˝t c′(e) ≤ c(e), hiszen e egy
egy élu˝ út x és y között G-ben, c′(e) pedig az x és y közti legrövidebb út hossza (a
c súlyozás szerint). Így OPT ′ ≤ c′(F∗)≤ c(F∗) = OPT .
A fentiek szerint az F ′′ Steiner-fa összsúlya tehát valóban legfeljebb az opti-
mum kétszerese. Érdemes megfigyelni, hogy az általános eset vizsgálatakor an-
nak, hogy épp a 2-es approximációs faktort akartuk igazolni, nem volt jelento˝-
sége: ha bármilyen k-ra van egy k-approximációnk a metrikus esetre, akkor a leírt
módon k-approximációt kapunk az általános esetre is.
Éles példa. Legyen G teljes gráf az {1,2, . . .n} csúcsokon, S = {1}, T =
{2,3, . . . ,n}, c((1, i)) = 1 minden i = 2,3, . . . ,n esetén és c((i, j)) = 2 minden
i 6= j, i, j 6= 1 esetén. Ez a probléma egy metrikus esete, az algoritmus futtatása
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során tehát a metrizálási lépésre nincs szükség, a kimenet a 2,3, . . . ,n csúcsok
által feszített részgráf egy feszíto˝fája lesz, melynek súlya 2(n− 2). Az optimális
Steiner-fa ugyanakkor egy 1 középpontú csillag, ennek súlya n−1. A kapott ered-
mény tehát az optimum 2(n−2)n−1 -szerese lesz, amibo˝l következik, hogy semmilyen
2-nél kisebb szám sem alkalmas az algoritmus approximációs faktorának, hiszen
bármely k < 2 esetén létezik olyan n, melyre 2(n−2)n−1 > k (mivel n→ ∞ esetén
2(n−2)
n−1 → 2).
4.4. Az utazóügynök probléma
Képzeljük el, hogy egy automatákat üzemelteto˝ cég alkalmazottjaként a cég telep-
helyéro˝l kiindulva és ugyanoda visszaérkezve végig kell látogatnunk az automa-
tákat a leheto˝ legkisebb összköltséggel (költségnek tekinthetjük például az eltelt
ido˝t, a megtett út hosszát, a felhasznált üzemanyag árát, vagy akár egy ezekbo˝l
számított függvényt). Ha minden automatát csak egyszer látogathatunk meg és a
telephelyre sem térhetünk vissza mielo˝tt végeztünk volna, akkor a feladat a jól is-
mert utazóügynök problémával (minimális költségu˝ Hamilton-kör keresése) ekvi-
valens. Érdemes azonban megemlíteni, hogy ha ilyen kikötés nincs, más feladatot
kapunk: ekkor olyan minimális költségu˝ zárt élsorozatot kell találnunk, mely min-
den csúcsot tartalmaz. A két feladat közti különbség egyáltalán nem elhanyagol-
ható: mindketto˝ NP-nehéz, de az utazóügynök probléma nem is approximálható,
míg a másik igen (ld. 35. feladat). A némiképp meglepo˝ jelenség oka az, hogy az
élsúlyozás nem feltétlenül metrikus.
Probléma. Az utazóügynök probléma bemenete egy nem negatívan élsúlyozott
teljes gráf (tehát (G,c), ahol G teljes gráf, c : E(G)→Q+), a feladat G egy mini-
mális összsúlyú Hamilton-körének megadása.
Bonyolultság. Korábbi tanulmányaink során már láttuk, hogy ez a probléma NP-
nehéz, most ennél jóval többet mutatunk meg: a problémára semmilyen kons-
tans k-ra sem létezik k-approximációs algoritmus, feltéve, hogy P 6=NP. Tegyük
fel ugyanis ezzel ellentétben, hogy ilyen algoritmus valamely k-ra létezik. Meg-
mutatjuk, hogy ekkor polinom ido˝ben el tudnánk dönteni, hogy egy tetszo˝legesen
adott G gráfnak van-e Hamilton-köre, amibo˝l az állítás a Hamilton-kör probléma
NP-teljessége miatt következik. Hozzunk létre G csúcshalmazán egy G′ teljes grá-
fot a következo˝ élsúlyozással. Azon élek, amelyek G-ben is benne voltak, kapja-
nak 1 súlyt, a többi él pedig legyen kn súlyú, ahol n a G csúcsainak száma. Fi-
gyeljük meg, hogy ekkor G′ Hamilton-köreinek súlya vagy n (ha csupa 1 súlyú
élbo˝l áll a kör), vagy legalább kn+ n− 1 (ha van a körben 1-to˝l különbözo˝ sú-
lyú él). Futtassuk most az így kapott bemenetre a feltételezett k-approximációs
algoritmust. Ez polinom ido˝ben találna egy olyan Hamilton-kört, melynek súlya
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az optimumnak legfeljebb k-szorosa. Ha a talált kör súlya n, akkor az eredeti G
gráfban van Hamilton-kör, hiszen az n súlyú kör csupa 1-es élbo˝l áll, ezek pedig
G-nek is élei. Ha viszont a talált kör súlya nagyobb, mint n, akkor az elo˝zo˝ek
szerint a súly legalább kn+ n− 1. Ekkor G-ben nem lehetett Hamilton-kör, el-
lenkezo˝ esetben a G′-beli optimális Hamilton-kör súlya n lenne, az algoritmus
(mivel k-approximációs) így legfeljebb kn súlyú kört kellene, hogy adjon kime-
netként, miközben a talált kör súlya legalább kn+n−1. Mivel G′ elo˝állítása G-bo˝l
polinom ido˝ben megvalósítható és G′ mérete csak kevéssel nagyobb, mint G mé-
rete (szomszédsági mátrix használata esetén pl. legfeljebb logkn-szerese, míg G
mérete n2), így az utazóügynök problémára adott k-approximációs algoritmus se-
gítségével csakugyan polinom ido˝ben tudnánk eldönteni egy tetszo˝leges gráfról,
hogy van-e Hamilton-köre.
A 2. fejezetben esett arról szó, hogy ha gyakorlati feladatok megoldásakor talál-
kozunk NP-nehéz problémával, akkor érdemes megvizsgálni, hogy nem elég-e a
probléma egy speciális esetét kezelni. Az utazóügynök probléma esetében pon-
tosan erro˝l van szó: a gyakorlati alkalmazások során szinte biztosan teljesül a
háromszög-egyenlo˝tlenség az élsúlyozásra, ilyenkor beszélünk metrikus utazó-
ügynök problémáról. Sajnos még a metrikus utazóügynök probléma is NP-nehéz
(ld. 32. feladat), erre azonban már létezik kostans faktorú approximációs algorit-
mus. Az alábbiakban elo˝ször egy 2-approximációt adunk meg, majd ezt finomítva
egy 32 -approximációt, mely Christofides nevéhez fu˝zo˝dik. Bár Christofides algo-
ritmusa 1976-ból származik, ennél jobb approximáció jelenleg sem ismert a fel-
adatra. A legjobb k approximációs faktorról ennek ellenére csak annyit lehet tudni,
hogy k≥ 220219 . Egy további speciális esetre, az euklideszi utazóügynök problémára
(ahol a csúcsok a síkon helyezkednek el, a köztük lévo˝ élek súlya pedig a pontok
közti szokásos távolság) ugyanakkor tetszo˝leges ε > 0 mellett létezik (1+ ε)-
approximáció (ilyen algoritmusokkal bo˝vebben az 5. fejezetben foglalkozunk).
2-approximációs algoritmus. Az algoritmus három fo˝ lépésbo˝l áll:
(1) G egy minimális összsúlyú F feszíto˝fájának megkeresése.
(2) F éleinek megduplázása és az így kapott F ′ gráfban egy S Euler-körséta meg-
keresése.
(3) Az S Euler-körséta átalakítása Hamilton-körré, a Steiner-fa problémánál (az
approximációs faktor igazolásakor) látott levágásos technikával.
Az elso˝ lépés megvalósítása polinom ido˝ben nem okoz nehézséget: használhatjuk
például Kruskal algoritmusát.
A második lépésben elo˝ször F minden e élét két olyan éllel helyettesítjük, mely
e végpontjai között megy. Mivel F összefüggo˝, ezért az így kapott F ′ is az lesz.
Nyilvánvaló továbbá, hogy F ′ minden csúcsa páros fokú, így Euler tétele sze-
rint F ′-nek van Euler-körsétája. Az Euler-körsétát többféleképp is megkaphatjuk,
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az alábbi algoritmus polinomialitása könnyen látható (so˝t, az algoritmus lineáris
ideju˝ lesz). Kiválasztjuk F ′ egy tetszo˝leges v0 csúcsát és keresünk egy v0-ból in-
duló S körsétát a következo˝képp: legyen e1 = (v0,v1) egy tetszo˝leges, v0-hoz csat-
lakozó él. Válasszunk most egy v1-hez csatlakozó e2 = (v1,v2) élet úgy, hogy az
ne legyen azonos e1-gyel, majd egy e2 = (v2,v3) élet úgy, hogy az ne legyen azo-
nos sem e1-gyel, sem e2-vel. Folytassuk az eljárást amíg lehetséges, vagyis amíg
az ei élen elért vi csúcsból indul ki olyan F ′-beli él, mely a korábbiak egyikével
sem azonos. Az így kapott
S = (v0,e1,v1,e2,v2, . . . ,er,vr)
élsorozat élei mind különbözo˝k, ugyanez azonban nem feltétlen kell, hogy telje-
süljön a csúcsokra, so˝t könnyen látható, hogy v0 = vr: ha vr különbözne v0-tól,
akkor az S élsorozatban páratlan sok él illeszkedne rá és mivel F ′-ben minden
fokszám páros, illeszkedne rá olyan él, amely F ′-ben benne van, de S-ben nincs,
vagyis az eljárás nem állt volna le vr-ben. S tehát zárt élsorozat, so˝t az is igaz (az
elo˝bbiek alapján), hogy minden v0 = vr-re illeszkedo˝ él szerepel benne. Ha most
S az F ′ minden élét tartalmazza, akkor az algoritmus leáll, ha nem, akkor megke-
ressük azt a legkisebb i számot, melyre F ′-nek van olyan S-en kívüli éle, amely
illeszkedik vi-re. Keressünk most az elo˝zo˝khöz hasonlóan vi-bo˝l induló zárt élso-
rozatot az F ′\S gráfban (F ′\S minden fokszáma is páros, hiszen S zárt élsorozat),
legyen ez
S′ = (vi,er+1,vr+1,er+2,vr+2, . . . ,er+l,vr+l = vi).
Illesszük be az S′ élsorozatot S-be a vi csúcsnál, vagyis a továbbiakban legyen
S := (v0,e1,v1,e2,v2, . . . ,ei,vi,er+1,vr+1,er+2,vr+2, . . .
. . . ,er+l,vr+l = vi,ei+1,vi+1,ei+2,vi+2, . . . ,er,vr = v0).
Ha most már S az F ′ minden élét tartalmazza, akkor az algoritmus leáll, ellenkezo˝
esetben addig ismételjük az eljárást (vagyis egy újabb S′ zárt élsorozat beillesz-
tését az aktuális S-be), amíg ez be nem következik. Ha már minden S által fedett
csúcsra teljesül, hogy minden rá illeszkedo˝ F ′-beli él szerepel S-ben is, akkor F ′
összefüggo˝sége miatt S az F ′ Euler-körsétája lesz. Euler-körséta megtalálására
persze más polinomiális algoritmust is adhatunk (ld. 36. és 37. feladat).
A harmadik lépéshez legyen S = (u0, f1,u1, f2,u2, . . . , fm,um = u0) az F ′
Euler-körsétája, ebbo˝l a már ismert levágásos technika segítségével készí-
tünk Hamilton-kört. Tekintsük G csúcsainak az (u0,u1,u2, . . . ,um) soroza-
tát, vagyis vegyük a csúcsokat az S végigjárása szerinti sorrendben. Tart-
suk meg minden csúcsnak csak az elso˝ elo˝fordulását ebben a sorozatban, le-
gyen az így kapott sorrend (ui1,ui2, . . . ,uin). Az algoritmus kimenete ekkor az
(ui1,ui2),(ui2,ui3), . . . ,(uin−1,uin),(uin,ui1) élekbo˝l álló H Hamilton-kör lesz.
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Elemzés. A kapott H kör nyilván Hamilton-kör, hiszen minden csúcs legfel-
jebb egyszer szerepel benne és mivel F a G feszíto˝fája, S a G minden csúcsát
tartalmazza, így ugyanez igaz H-ra is. Mindhárom lépés megvalósítható poli-
nom ido˝ben; a 2-es approximációs faktort kell még igazolnunk. Legyen H∗ a
G egy minimális összsúlyú Hamilton-köre, ennek összsúlya OPT . H∗ egy élét
elhagyva Hamilton-utat kapunk, melynek súlya legfeljebb OPT , hiszen az élsú-
lyozás nem negatív. A Hamilton-utak feszíto˝fák is, így G-nek létezik legfeljebb
OPT költségu˝ feszíto˝fája, vagyis c(F) ≤ OPT , hiszen F minimális költségu˝ fe-
szíto˝fa. F ′-t F éleinek duplázásával kaptuk, így c(F ′) = 2c(F) ≤ 2OPT . Mivel
S az F ′ Euler-körsétája, annak minden élét pontosan egyszer tartalmazza, tehát
c(S) = c(F ′)≤ 2OPT . A H Hamilton-kört úgy kapjuk az S Euler-körsétából, hogy
a körséta ui j és ui j+1 közti szakaszát (itt uin+1 = ui1) egyetlen (ui j ,ui j+1) éllel helyet-
tesítjük. A háromszög-egyenlo˝tlenség miatt a két csúcs közti él súlya nem lehet
nagyobb, mint egy, a két csúcs közt meno˝ élsorozat összsúlya (4.3. Lemma), így
a helyettesítés során az összsúly nem no˝het, vagyis c(H)≤ c(S)≤ 2OPT , amivel
az approximációs faktor igazolását be is fejeztük.
3
2 -approximációs algoritmus. Az imént látott 2-approximáció (2) lépésében meg-
dupláztuk F éleit, hogy a kapott gráfnak legyen Euler-körsétája, ez a cél azonban
kevesebb él hozzávételével is elérheto˝. Legyen Vp az F páratlan fokú csúcsainak
halmaza. Ha bizonyos élek hozzáadásával a Vp-veli csúcsoknak eggyel megnövel-
nénk a fokát, miközben a többi csúcs foka nem változik, akkor csak páros fokú
csúcsokkal rendelkezo˝ gráfot kapnánk. A páratlan fokú csúcsok száma minden
gráfban páros (ellenkezo˝ esetben a gráf fokszámösszege páratlan lenne, ami le-
hetetlen), így F-ben is, tehát |Vp| páros. Az élduplázás helyett adjuk F-hez G[Vp]
(vagyis G Vp által feszített részgráfja) egy teljes párosítását. Ilyen párosításból
persze sok van, mi egy minimális összsúlyút szeretnénk választani, ami – ha nem
is egyszeru˝en, de Edmonds egy (itt nem tárgyalt) algoritmusa segítségével – po-
linom ido˝ben megoldható. A 2-approximációs algoritmus többi részét változatlan
formában átvesszük, (2) helyett pedig – a fentieknek megfelelo˝en – az alábbi (2’)
lépést használjuk:
(2’) F éleihez hozzávesszük G[Vp] egy M minimális összköltségu˝ teljes párosítá-
sát, ahol Vp az F páratlan fokú csúcsainak halmaza.
Az algoritmus futására példákat a Feladatok alfejezetben találunk.
Elemzés. Az M párosításban a Vp-beli csúcsok foka 1, a Vp-n kívülieké 0,
így a (2’) lépés csakugyan eléri a célját. Az elo˝zo˝ algoritmus approximá-
ciós faktorának igazolásánál látottak szerint elég belátnunk, hogy M éleinek
összsúlya legfeljebb OPT2 . Legyen H
∗ ismét egy optimális Hamilton-kör G-
ben és legyen a1,a2, . . . ,a2k a Vp-beli csúcsok egy, a H∗-on való elhelyezke-
dés szerint vett sorrendje (vagyis H∗ ai és ai+1 közötti szakaszán nincs má-
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sik Vp-beli csúcs semelyik i ≤ 2k esetén). Legyen Ĥ∗ a Vp csúcsaiból és az
(a1,a2),(a2,a3), . . . ,(a2k−1,a2k),(a2k,a1) élekbo˝l álló Hamilton-kör. Ĥ∗-ot úgy
kapjuk H∗-ból, hogy H∗ ai és ai+1 közti szakaszát (itt a2k+1 = a1) az (ai,ai+1)
éllel helyettesítjük. A 4.3. Lemma szerint bármely két csúcs közti él súlya nem
lehet nagyobb, mint egy, a két csúcs közt meno˝ élsorozat összsúlya, így c(Ĥ∗)≤
c(H∗) = OPT . Legyen most P1 az (a1,a2),(a3,a4), . . . ,(a2k−1,a2k) élek halmaza,
P2 pedig az (a2,a3),(a4,a5), . . . ,(a2k−2,a2k−1),(a2k,a1) élek halmaza. Ekkor P1
és P2 teljes párosításai G[Vp]-nek, melyek (diszjunkt) uniója a Ĥ∗ Hamilton-kör,
így c(P1)+c(P2)= c(Ĥ∗)≤OPT . Így c(P1)≤ OPT2 és c(P2)≤ OPT2 közül legalább
az egyik teljesül. Ez azt jelenti, hogy G[Vp]-nek létezik olyan párosítása, melynek
összsúlya legfeljebb OPT2 , vagyis ugyanez az M minimális összköltségu˝ teljes pá-
rosításra is igaz, és épp ezt akartuk belátni. Figyeljük meg, hogy P1 és P2 megkere-
sése nem része az algoritmusnak (hiszen ehhez egy H∗ optimális Hamilton-körbo˝l
indultunk ki), e párosításoknak csak a létezése fontos: ez igazolja azt, hogy az ál-
talunk használt M párosítás súlya is legfeljebb OPT2 .
4.5. Feladatok
12. (2) Adjunk 2-approximációs algoritmust tetszo˝leges gráfok élszínezésére.
13. (2) Mutassuk meg, hogy ha G éles példa a MAX_PÁROS-ra adott valamelyik
approximációs algoritmushoz, akkor G páros élszámú páros gráf.
14. (2) Legyen k tetszo˝leges pozitív egész. Adjunk 2k élu˝ éles példát a
MAX_PÁROS-ra adott második approximációs algoritmushoz.
15. (2) Legyen k tetszo˝leges pozitív egész. Adjunk meg olyan 4k élu˝ gráfot, mely
éles példa lesz a MAX_PÁROS-ra adott mindkét approximációs algoritmushoz.
16. (3) Mutassuk meg, hogy ha G éles példa a MAX_PÁROS-ra adott elso˝ appro-
ximációs algoritmushoz, akkor az élszáma osztható 4-gyel.
17. (2) Adjunk olyan 2-approximációs algoritmust egy összefüggo˝ gráf maxi-
mális élszámú páros részgráfjának megkeresésére, amely páros gráf bemenetekre
optimális megoldást ad.
18. (2) Mutassuk meg, hogy tetszo˝leges G gráfra a MIN_LEFOGÓ-ra adott elso˝
algoritmus kimenete legfeljebb kétszer annyi csúcsot tartalmaz, mint a második
algoritmus kimenete.
19. (1) Legyen k tetszo˝leges pozitív egész. Adjunk olyan G éles példát a
MIN_LEFOGÓ-ra adott approximációs algoritmusokhoz, melyre τ(G) = k.
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20. (2) Adjunk meg olyan 10 csúcsú, 10 élu˝ egyszeru˝, összefüggo˝ gráfot, melyre
a minimális lefogó ponthalmaz problémára látott 2-approximációs algoritmusok
soha nem adnak optimális eredményt.
21. (3) Legyen G 10 csúcsú egyszeru˝ gráf, melyre τ(G) = 8. Igaz-e, hogy minden
ilyen G gráfra létezik a MIN_LEFOGÓ-ra látott approximációk valamelyikének
olyan futása, melyre a talált lefogó ponthalmaz minimális?
22. (2) Adjunk 2-approximációs algoritmust a maximális független ponthalmaz
keresésének problémájára olyan bemenetek esetére, melyekre a független pontok
maximális száma legalább 2n3 , ahol n a bemeneti gráf csúcsszáma. Az algoritmus
mu˝ködését szemléltessük is a K2,5 teljes páros gráfon.
23. (1) Tekintsük az {a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,r,s,t,w,y}
betu˝halmazt, és az elemeibo˝l képzett alábbi szavakat, mint részhalmazokat (a
szavak utáni zárójelben lévo˝ szám jelenti az adott halmaz költségét):
ike (3), chef (3), jimbo (3), stan (4), mackey (4),
kyle (5), wendy (5), liane (6), randy (6), gerald (6)
Hajtsuk végre ezen adatokkal az S_HALMAZ_FED-re adott közelíto˝ algoritmust.
24. (1) Tekintsük az {a,b,c,e,é,g,i,k,m,r,s,v} betu˝halmazt, és az
elemeibo˝l képzett alábbi szavakat, mint részhalmazokat (a szavak utáni zárójelben
lévo˝ szám jelenti az adott halmaz költségét):
béka (2), maki (3), egér (4), réce (4), maci (4),
bika (4), csiga (5), veréb (5), gébics (6), vércse (6)
Hajtsuk végre ezen adatokkal az S_HALMAZ_FED-re adott közelíto˝ algoritmust.
25. (2) Adjunk 116 -approximációs algoritmust a MIN_LEFOGÓ 3-reguláris grá-
fokra vonatkozó speciális esetére.
26. (1) Egy hét csúcsú teljes gráf csúcsai legyenek a síkon egy egységoldalú sza-
bályos hatszög csúcsai (sorrendben A,B,C,D,E,F) és középpontja, G. A G-bo˝l
induló élek súlya azonos az él végpontjainak síkbeli távolságával, a többi él súlya
a végpontok síkbeli távolságánál 12 -del nagyobb. Hajtsuk végre és dokumentál-
juk a Steiner-fa problémára tanult közelíto˝ algoritmust a gráfra, ha a terminálok
halmaza {B,C,E,F}.
27. (1) Mutassuk meg, hogy a Steiner-fa probléma polinom ido˝ben megoldható,
ha a Steiner-pontok halmaza üres, illetve ha a terminálok halmaza két elemu˝.
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28. (2) Igaz-e, hogy a Steiner-fa probléma polinom ido˝ben megoldható, ha a
Steiner-pontok halmaza pontosan két elemu˝?
29. (2) Igaz-e, hogy a Steiner-fa probléma polinom ido˝ben megoldható, ha a
Steiner-pontok halmaza legfeljebb 2logn elemu˝, ahol n a gráf csúcsainak száma?
30. (1) Egy négyzet egyik átlóját osszuk három pont segítségével négy egyenlo˝
részre. Legyenek a G teljes gráf csúcsai a négyzet csúcsai és az átlón lévo˝ három
pont, minden él súlya legyen azonos végpontjainak távolságával. Hajtsuk végre és
dokumentáljuk a G gráfra a Christofides-algoritmust.
31. (1) Tekintsük az utazóügynök probléma azon speciális eseteit, amikor a gráf
csúcsai egy szabályos n-szög csúcsai, az élek súlya pedig a végpontok síkbeli tá-
volsága. Igaz-e, hogy ezen esetekre a Christofides-algoritmus optimális megoldást
ad?
32. (2) Mutassuk meg, hogy a metrikus utazóügynök probléma NP-nehéz.
33. (2) Tekintsük a metrikus utazóügynök probléma azon speciális eseteit, amikor
a gráf bármely két csúcsa közt létezik olyan út, amely csak 1 súlyú éleket hasz-
nál. Igaz-e, hogy ezen esetekre polinom ido˝ben találhatunk olyan Hamilton-kört,
melynek összsúlya legfeljebb 2n−2 (ahol n a gráf csúcsainak száma)?
34. (2) Mutassuk meg, hogy a 33. feladat feltételei mellett lehetséges, hogy a
gráfnak nincs (2n−2)-nél kisebb súlyú Hamilton-köre.
35. (3) Adjunk 32 -approximációs algoritmust egy összefüggo˝, élsúlyozott gráf
olyan minimális összsúlyú zárt élsorozatának megtalálására, mely minden csúcsot
érint.
36. (3) Legyen G olyan összefüggo˝ gráf, melyben minden fok páros, S pedig
G egy tetszo˝leges élsorozata, melyben egyetlen él sem szerepel egynél többször.
Adjunk polinomiális algoritmust annak eldöntésére, hogy S kiterjesztheto˝-e G egy
Euler-körsétájává (vagyis létezik-e olyan Euler-körséta, melyben S élei az S-beli
sorrendben szerepelnek), majd ezt felhasználva adjunk polinomiális algoritmust
G egy Euler-körsétájának megadására.
37. (2) Legyen G olyan gráf, melyet egy fa éleinek duplázásával kaptunk. Adjunk




Ebben a fejezetben olyan algoritmusokkal foglalkozunk, melyek segítségével NP-
nehéz optimalizálási problémákat tetszo˝legesen kicsi multiplikatív hibával tudunk
közelíteni. Ennek persze tipikusan ára van: minél pontosabb a közelítés, annál na-
gyobb lesz a lépésszám. Valójában egy adott problémához nem is egy algoritmust,
hanem algoritmusok egy családját kell megadnunk: minden adott, egynél nagyobb
számhoz tartoznia kell egy polinomiális algoritmusnak, aminek az approximációs
faktora az adott szám.
5.1. Definíció. Egy adott optimalizálási problémára approximációs sémának ne-
vezünk egy olyan algoritmust, melynek két bemenete van: az adott probléma egy
I esete és egy ε > 0 szám, a kimenet pedig egy (1+ ε)-közelíto˝ megoldás, vagyis










ahol c(x) szokás szerint az adott optimalizálási problémában szereplo˝ célfügg-
vény, XI pedig az I bemenethez tartozó, szóba jövo˝ kimenetek halmaza.
5.2. Definíció. Egy approximációs séma polinomiális, ha a lépésszáma minden
rögzített ε esetén az I bemenet méretében polinomiális.
Ha egy problémára van polinomiális approximációs sémánk, akkor a definíció
szerint gyakorlatilag bármennyire meg tudjuk közelíteni a megoldást úgy, hogy
közben az algoritmus lépésszáma polinomiális marad, ami már csaknem olyan
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hatékony, mintha polinomiális algoritmusunk lenne a problémára. Ne feledkez-
zünk meg azonban arról, hogy a lépésszám függhet (és tipikusan függ is) ε-tól,
vagyis ahogy ε csökken, úgy a lépésszám kellemetlenül megno˝het. Ez az appro-
ximációs séma polinomialitását nem fogja befolyásolni, hiszen rögzített ε érték
mellett bárhogy is függ a lépésszám ε-tól, ez csak a konstansokat változtatja meg.
Például egy 1ε2 n
3 és egy 2
1
ε2 n lépésszámú approximációs séma is polinomiális
lesz, de míg az elso˝ jól használható kis ε esetén is (mondjuk ε = 0,001), addig a
második már ε = 0,1 mellett sem fog emberi ido˝ben lefutni. Érdemes tehát külön
is megvizsgálni azokat az approximációs sémákat, melyeknél a lépésszámot az
ε-tól függo˝en is korlátozzuk.
5.3. Definíció. Egy approximációs séma teljesen polinomiális, ha a lépésszáma az
I bemenet méretében és 1ε -ban is polinomiális.
A lépésszám polinomialitását azért épp 1ε -ban szokás vizsgálni, mert ez végtelen-





ε -t is használni,
de ez a lépésszám polinomialitásán nem változtatna. Pontosabb lenne ugyanakkor
1
ε helyett b1ε c-ro˝l beszélni (hiszen a lépésszám polinomialitását egész számokra
definiáltuk), de mivel nyilvánvalóan nem okoz problémát, a definícióban és a to-
vábbiakban is hanyagoljuk az egészrész jel használatát. Azt, hogy egy kétváltozós
f (x,y) függvény (jelen esetben a lépésszám, ahol a változók az I mérete és 1ε )
az x változóban polinomiális, úgy kell érteni, hogy ha az y változót konstansnak
tekintjük, akkor f (x,y) polinomiális x-ben (és persze y-ban polinomiális, ha x-et
konstansnak tekintve f (x,y) polinomiális y-ban). Például az f (x,y) = xy3 függ-
vény x-ben és y-ban is polinomiális, míg az f (x,y) = 3xy függvény csak y-ban.
Érdemes megfigyelni, hogy polinomiális, illetve teljesen polinomiális approxi-
mációs sémákat elég megadni valamilyen rögzített pozitív számnál kisebb ε-ok
mellett, hiszen ha van egy (1+ ε)-approximációnk, akkor az ennél rosszabb app-
roximációk nem érdekesek.
5.1. A részösszeg probléma
Tegyük fel, hogy bizonyos csomagokat szeretnénk egy kamionnal elszállítani. A
csomagok súlyai a1,a2, . . . ,an kilogramm, a kamion teherbírása t kilogramm. Me-
lyik csomagokat válasszuk ki, ha az a cél, hogy minél nagyobb összsúlyt szállít-
sunk el? Kiválaszthatók-e csomagok úgy, hogy a kamionnak ne maradjon fölös-
leges kapacitása? Az elso˝ kérdés esetén a részösszeg probléma optimalizálási, a
második esetén a döntési verzióját kell megoldanunk (ez utóbbi egyike Karp 21
NP-teljes problémájának). A nyilvánvaló alkalmazásokon túl a probléma a krip-
tográfiában is komoly jelento˝séggel bír. Az 1970-es évek végén például nyilvános
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kulcsú titkosírást készítettek a segítségével, melyet azonban 1982-ben sikerült fel-
törni (etto˝l függetlenül a probléma persze továbbra is használható kriptográfiai
célokra, csak nem az adott módon).
Probléma. A részösszeg probléma eldöntési változatában adottak az a1,a2, . . . ,an
pozitív egész számok és egy t célérték, ami szintén pozitív egész. A kérdés az,
hogy ki lehet-e választani néhányat az a1,a2, . . . ,an számok közül úgy, hogy az
összegük éppen t legyen. Az optimalizálási változatnál ugyanezen bemenet mel-
lett olyan részösszeget keresünk, mely nem nagyobb t-nél, de a leheto˝ legjobban
megközelíti azt (alulról). Formálisabban: olyan I ⊆ {1,2, . . . ,n} indexhalmazt ke-
resünk, melyre ∑i∈I ai ≤ t mellett ∑i∈I ai maximális.
Bonyolultság. Említettük, hogy az eldöntési változat NP-teljes, így természete-
sen az optimalizálási verzió is NP-nehéz. Az alábbiakban megadunk egy teljesen
polinomiális approximációs sémát a részösszeg optimalizálási feladatra.
Algoritmus. Elo˝ször egy pontos algoritmust adunk, aminek lépésszáma persze
nem lesz polinomiális, majd ezt picit „elrontva” kapunk egy nem teljesen pontos
(de azért jól közelíto˝) és már polinomiális algoritmust. A pontos algoritmus olyan
Li növo˝ listákat fog létrehozni, melyek az összes olyan részösszeget tartalmazzák,
melyeket az a1,a2, . . . ,ai számokból lehet létrehozni. Érdemes (bár nem feltétlen
szükséges) az a1,a2, . . . ,an számokat növekvo˝ sorrendbe tenni az algoritmus fut-
tatása elo˝tt. Egy L lista és a szám esetén használjuk az L+a jelölést arra a listára,
melynek elemei azok a számok, melyeket L elemeibo˝l az a hozzáadásával kapunk,
vagyis L+a = {l+a : l ∈ L}.
Az L0 lista egyedül a 0-t tartalmazza, az Li listát pedig az Li−1 és L′i−1 := Li−1+ai
listák összefésülésével kapjuk. Könnyen látható (ha nagyon precízek akarunk
lenni, akkor pl. teljes indukcióval), hogy az Li listában éppen azok a részössze-
gek lesznek benne (egyesek esetleg többször is), melyeket az a1,a2, . . . ,ai szá-
mokból lehet létrehozni, így az Ln lista az összes lehetséges részösszeget tartal-
mazza. Könnyen látható az is, hogy az Li listák növo˝k (nem csökkeno˝k): az L0
(egy elemu˝) lista persze növo˝ és ha Li növo˝, akkor L′i is növo˝. Így az összefésü-
léses lépésnél két növekvo˝ lista unióját kell növekvo˝ sorrendben megkapni, ami
(a korábbi tanulmányainkból ismert összefésüléses rendezés egy lépésének se-
gítségével) a listák összméretében lineáris ido˝ben megvalósítható. A t-t alulról
legjobban közelíto˝ részösszeget így könnyu˝ leolvasni: ez az Ln lista legnagyobb
olyan eleme lesz, amely nem nagyobb t-nél. Ahhoz, hogy tudjuk, hogy ez a szám
melyik elemek összegeként állt elo˝, persze minden részösszegro˝l fel kell jegyez-
nünk, hogy hogyan kaptuk. Figyeljük meg, hogy a t-nél nagyobb elemekre iga-
zából nincs szükségünk, érdemes tehát az algoritmust úgy módosítani, hogy az
L′i listákba az ilyen elemeket már be se vegyük, ekkor ezek persze Li-be és így
Ln-be sem kerülhetnek be. A kimenethez tartozó részösszeg így egyszeru˝en az Ln
lista legnagyobb eleme lesz. További gyorsítási leheto˝ség, hogy ha egy részössze-
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get többször is megkapnánk, akkor is csak egyszer szerepeltetjük a listá(k)ban.
Az algoritmus persze tipikusan így is exponenciális futásideju˝ lesz, hiszen a listák
hossza lépésenként akár meg is duplázódhat.
Az algoritmust a listák ritkítása segítségével gyorsítjuk fel; azokat a részösszege-
ket, melyekhez kello˝en közel van egy náluk kisebb részösszeg, ki fogjuk dobni a
listákból. Legyen 0 < δ adott konstans, x≤ y pedig pozitív számok. Azt mondjuk,
hogy x képviseli y-t, ha (1+ δ )x ≥ y. Az L növekvo˝ lista δ -val történo˝ ritkítása
azt jelenti, hogy a lista elemeiro˝l alulról kezdve egyesével megvizsgáljuk, hogy
az o˝ket közvetlenül megelo˝zo˝ elem képviseli-e o˝ket (vagyis ha a kérdéses elem
y, a listában közvetlenül elo˝tte lévo˝ elem x, akkor fennáll-e, hogy (1+ δ )x ≥ y).
Ha a válasz nem, akkor továbblépünk a következo˝ elemre, ha azonban igen, akkor
továbblépés elo˝tt az y elemet töröljük a listából. A törölt elemeket a további vizs-
gálatok során természetesen nem vesszük figyelembe, tehát minden y elemet az o˝t
az aktuális listában közvetlenül megelo˝zo˝ x elemmel kapcsolatban vizsgálunk.
Most megadunk egy teljesen polinomiális approximációs sémát a részösszeg prob-
lémára ε ≤ 1 mellett. A pontos algoritmus azon változatából indulunk ki, amikor
a t-nél nagyobb elemeket töröltük (és a listákat persze növo˝ sorrendben tartjuk
nyilván). Ezt az algoritmust csak annyiban módosítjuk, hogy 1≤ i≤ n−1 esetén
az Li listát a létrehozás után δ := ε2n -nel ritkítjuk (vagyis az Ln listát már nem
ritkítjuk). Az algoritmus futására példákat a Feladatok alfejezetben találunk.
Elemzés. Be kell látnunk, hogy a kimenetként kapott részösszeg értéke legalább
OPT
1+ε és hogy az algoritmus lépésszáma polinomiális a bemenet méretében és
1
ε -
ban is. A kimenet értékének becsléséhez figyeljük meg, hogy bármely olyan s
részösszeghez, mely az a1,a2, . . . ,an számokból elo˝állítható, létezik egy olyan s′
részösszeg, mely az Ln listában benne van és s′ ≥ s(1+ ε2n )n . Ennek bizonyítása nem
nehéz, a leírás azonban némiképp körülményes, így a Feladatok alfejezetbe szám-
u˝ztük (42. feladat). Ha s-et az optimális részösszegnek választjuk, akkor azt kap-
juk, hogy létezik olyan részösszeg az Ln listában, melynek értéke legalább OPT(1+ ε2n )n
,
így a kimenetként kapott részösszeg értéke is legalább ennyi.
5.4. Lemma. (1+ ε2n)
n ≤ 1+ ε .
Bizonyítás. Felbontjuk a zárójeleket az (1+ ε2n)
n kifejezésben a binomiális tétel
segítségével, majd az eredmény egyszeru˝ felso˝ becsléseit adjuk (az utolsó elo˝tti




























































A futásido˝ vizsgálatához elo˝ször vegyük észre, hogy elegendo˝ azt belátni, hogy a
listák hossza polinomiális a bemenet méretében. Valóban, az L′i legyártása Li-bo˝l,
a két lista összefésülése, illetve a ritkítás is megvalósítható a lista méretében poli-
nomiális ido˝ben, s mivel ezeket legfeljebb n-szer végezzük el, a teljes futásido˝ is
polinomiális lesz, ha a listák mérete polinomiális (n kisebb, mint a bemenet mé-
rete, hiszen az n+1 számból áll). Figyeljük meg, hogy a listák legkisebb eleme a
0, legnagyobb eleme pedig legfeljebb t, továbbá hogy a listákban ritkítás után két
szomszédos elem aránya (nagyobbik osztva a kisebbikkel) legalább 1+ ε2n , ellen-
kezo˝ esetben ugyanis a nagyobbik elemet a ritkítás során töröltük volna. Bármely
lista i. eleme így legalább (1+ ε2n)
i−2. Legyen az adott lista legnagyobb eleme m
és legyen ez az i. elem a listában. Ekkor (1+ ε2n)
i−2 ≤m és m≤ t (hiszen egyetlen




)i−2 ≤ m≤ t,
ahonnan mindkét oldal 1+ ε2n alapú logaritmusát véve
i−2≤ log1+ ε2n t.








A listaméretek felso˝ becsléséhez most az alábbi lemmára lesz szükségünk.
5.5. Lemma. x≥ 0 esetén ln(1+ x)≥ x1+x .
Bizonyítás. Ez a lemma analízisbo˝l már valószínu˝leg ismero˝s, de a teljesség ked-
véért bizonyítsuk be. Vizsgáljuk az ln(1+ x)− x1+x függvényt, erro˝l kéne belát-
nunk, hogy x ≥ 0 esetén az értéke nem negatív. A függvény a 0-ban 0-t vesz fel,
elég tehát belátnunk, hogy a a [0,∞) intervallumban monoton növo˝. Ehhez pedig
az elegendo˝, ha megmutatjuk, hogy a deriváltja minden x≥ 0 esetén pozitív. A de-
rivált (néhány jól ismert deriválási szabályt alkalmazva) 11+x− 1(1+x)2 , ami nyilván
pozitív, hiszen 11+x nem nagyobb, mint 1. 2
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. Ezt, és ε2n








2n(1+ ε2n) ln t
ε
.
Így egyetlen listában sem lehet olyan elem, melynek sorszáma nagyobb, mint
2n(1+ ε2n ) ln t
ε + 2, vagyis minden lista legfeljebb ennyi elemu˝ lehet. Ez a függvény
pedig polinomiális lesz a bemenet méretében és 1ε -ban is (az utóbbi nyilvánvaló,
az elo˝bbinél használjuk, hogy 2n(1+ ε2n)≤ 2n+1 és ln t < log t, ahol n és log t is
nyilván kisebb, mint a bemenet mérete).
5.2. Feladatok
38. (1) Döntsük el, hogy az alábbi kétváltozós függvények közül melyek polino-
miálisak mindkét változóban.
(a) f (x,y) = xlogy (b) f (x,y) = (xy)logxy (c) f (x,y) = 2logxy+
√
logyx
39. (1) Egy approximációs séma lépésszáma f (n,ε), ahol n a bemenet mérete.
Döntsük el, hogy az alábbiak közül melyik esetben lesz az approximációs séma
polinomiális, illetve teljesen polinomiális.
(a) f (n,ε) = εnε (b) f (n,ε) =




(c) f (n,ε) = ε
√
n
40. (1) Hajtsuk végre és dokumentáljuk a részösszeg problémára tanult teljesen
polinomiális approximációs sémát az alábbi bemenetre.
2,6,7,14,28,44; t = 49; ε =
1
2
41. (2) Mutassuk meg, hogy a részösszeg probléma polinom ido˝ben megoldható,
ha az a1,a2, . . . ,an, t bemenetre t ≤ loga1a2 . . .an.
42. (2) Mutassuk meg, hogy a részösszeg feladatra látott approximációs séma fut-
tatásakor minden olyan s részösszeghez, mely az a1,a2, . . . ,an számokból elo˝állít-
ható, létezik egy olyan s′ részösszeg, mely az Ln listában benne van és s′≥ s(1+ ε2n )n .
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Segítségek a feladatokhoz
2. A bemenet mérete blogac+ blogbc+2.
3. A bemenet mérete blogxc+ blogyc+2.
4. A bemenet mérete bloga1c+ bloga2c+ . . .+ bloganc+n.
5. Pl. |A| = |B| = 3 mellett próbáljunk olyan G = (A,B,E) összefüggo˝ páros
gráfot megadni, melyre α(G) = 4.
6. k = 2-re jó az 5. feladat gráfja, k > 2-re ehhez vegyünk további pontokat és
éleket.
7. Ha G összefüggo˝ páros gráf, akkor két jó 2-színezése lesz.
8. Vizsgáljuk meg azon részgráfokat, melyeket valamelyik két színosztályhoz
tartozó csúcsok alkotnak.
9. A felosztás során kapott új csúcsok foka 2, így a eredeti gráfnak nem lehet
legalább 3 fokú csúcsa (miért?).
10. Három csúcs elég.
11. Olyan csúcs, aminek a foka legfeljebb 5, jó lesz utolsónak (miért? és miért
létezik ilyen?).
12. A mohó algoritmus jó lesz.
13. Éles példánál az élek fele kell, hogy keresztbe menjen.
14. Minden éles példa páros gráf kell legyen, találjuk meg elo˝ször a 2 élu˝t (k= 1).
15. Minden éles példa páros gráf kell legyen, találjuk meg elo˝ször a 4 élu˝t (k= 1).
16. Az algoritmus kimeneteként kapott kettéosztásra éles példa esetén bár-
mely v csúcsra dm(v) = ds(v) (miért?); vizsgáljuk meg a ∑v∈A ds(v), ∑v∈A dm(v),
∑v∈B dm(v) és ∑v∈B ds(v) összegeket, ahol A és B a kimenetként kapott páros gráf
osztályai.
17. Használjuk a MAX_PÁROS-ra adott második algoritmust úgy, hogy a már
elhelyezett csúcsok minden lépés után összefüggo˝ részgráfot alkossanak.
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18. A második algoritmus kimenete is lefogó ponthalmaz, ezért lefogja minden
maximális párosítás éleit is.
19. Egy megfelelo˝ méretu˝ független élhalmaz jó lesz.
20. Mindkét algoritmus páros csúcsú kimenetet ad.
21. Nem; próbáljunk olyan G gráfot keresni, melyre τ(G) = 8 és minden 4 élu˝
párosítása bo˝vítheto˝.
22. X akkor és csak akkor független ponthalmaz G = (V,E)-ben, ha V \X lefogó
ponthalmaz.
25. A MIN_LEFOGÓ az S_HALMAZ_FED speciális esete.
26. Elo˝ször elleno˝rizzük, hogy metrikus-e a súlyozás.
27. Az elso˝ rész magától érteto˝do˝, a másodikhoz lássuk be, hogy az optimális
Steiner-fa út kell legyen.
28. Az optimális Steiner-fa négyféle lehet aszerint, hogy a Steiner-pontok mely
részhalmazát tartalmazza.
29. Az optimális Steiner-fa a Steiner-pontok egy S′ részhalmazát fogja tartal-
mazni; hány ilyen S′ létezik?
32. Használjuk a 34. oldalon látott visszavezetést, de kn helyett egy alkalmasan
megválasztott számmal.
33. Az 1 súlyú élekbo˝l álló részgráf összefüggo˝.
34. Az 1 súlyú élek alkossanak csillagot.
35. Metrizáljunk úgy, mint a Steiner-fára vonatkozó approximációnál.
36. Ha S kiterjesztheto˝ Euler-körsétává, akkor S éleit G-bo˝l elhagyva összefüggo˝
gráfot kell kapnunk; ez elég is lesz.
37. Hajtsunk végre egy mélységi keresést a fán és próbáljuk az élek mélységi
sorrend szerint vett végigjárását és az éleken való visszalépéseket megfelelo˝en
összerakni.
41. A látott pontos algoritmus listái nem lehetnek túl hosszúak.







2 ≤ n3+n2 ≤ 2n3, a polinomialitás definíciójában szereplo˝ konstan-
sokra tehát c1 = 2, c2 = 3 jó választás lesz, így a függvény polinomiális.
(b) n logn+3
√
n≤ n2+3n≤ 4n2, itt tehát c1 = 4, c2 = 2 igazolja a polinomialitást
(valójában persze c2 = 1,5 is bo˝ven elég és c1-en is lehet finomítani, de ebben a
feladatban erre nincs szükség).


















ami n→ ∞ esetén végtelenhez tart (holott 1-nél nem lehetne nagyobb), ez a függ-
vény tehát nem polinomiális.
(e) lognn
2
= n2 logn≤ n3, tehát c1 = 1, c2 = 3 igazolja a polinomialitást.
(f) lognn
n




végtelenhez tart n→ ∞ esetén.
2. A bemenet mérete blogac+ blogbc+ 2. Az algoritmus b− 1 összeadást vé-
gez, b−1 pedig tipikusan exponenciális a bemenet méretében, hiszen a bemenet
mérete például a ≤ b esetén nem nagyobb (2logb+ 2)-nél. Az algoritmus így
természetesen nem polinomiális.
3. A bemenet mérete n = blogxc+ blogyc+ 2, így az (a) feladat lépésszáma
polinomiális, hiszen
logxlogxy = logxy logx = (logx+ logy) logx≤ n2.
A (b) feladat lépésszáma is polinomiális, mivel
log logxy = log(y logx)≤ log(yx) = logx+ logy≤ n.
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A (c) feladat lépésszáma már nem polinomiális: például az x = 2k, y = 2k+1 vá-
lasztással a bemenet mérete n = 2k + 3, a lépésszám pedig (logx)log log |x−y| =














ami végtelenhez tart, ha k végtelenhez tart.
4. A bemenet mérete bloga1c+ bloga2c+ . . .+ bloganc+ n, így az (a) feladat
lépésszáma lineáris (so˝t, legfeljebb akkora, mint a bemenet mérete), így persze
polinomiális. Mivel
loga1a2 . . .an = loga1+ loga2+ . . .+ logan ≤ bloga1c+bloga2c . . .bloganc+n,
ugyanez igaz a (c) feladat lépésszámára is. A (b) feladat lépésszáma azonban nem
polinomiális, hiszen a1 bármilyen nagy lehet n-hez képest, ugyanakkor an nem
kell, hogy sokkal nagyobb legyen a1-nél. Például az a1 = a2 = . . . = an−1 = 2n,
an = 2n+1 választással a bemenet méretére
bloga1c+ bloga2c+ . . .+ bloganc+n≤ n+(n−1)(n+1)+n < (n+1)2
adódik, vagyis a bemenet méretében a1 exponenciális. Ugyanez a példa mutatja,
hogy a (d) és (e) feladatok lépésszámai is lehetnek exponenciálisak.
5. |A| = |B| = 3 mellett adunk olyan G = (A,B,E) összefüggo˝ páros gráfot,
melyre α(G) = 4. Mivel α(G)+ τ(G) a gráf csúcsszámával egyenlo˝ (Gallai 1.
tétele), jelen esetben τ(G) = 2 kéne hogy legyen, vagyis a gráf élei lefoghatók két
csúccsal. Az alábbi gráf ezt teljesíti és a többi feltételnek is megfelel.
6. Legyen H az 5. feladat megoldásában megadott gráf, G pedig az a gráf, melyet
H-ból úgy kapunk, hogy hozzáveszünk k− 2 új csúcsot, melyeket összekötünk
H minden csúcsával és egymással is. G nyilván színezheto˝ k színnel (2 szín elég
H-hoz, k− 2 a többi csúcshoz), másrészt az új csúcsoknak minden színezésben
különbözo˝ színu˝eknek kell lenniük, és a színeiknek különbözniük kell a H-ban
használt színekto˝l is, így legalább k színre lesz szükség G színezéséhez. So˝t, k
színnel is csak akkor színezheto˝ G, ha a H részgráfot 2 színnel színezzük. Így
χ(G)= k és egyetlen k-színezésben sincs olyan színosztály, mely a gráf maximális
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független csúcshalmaza lenne, hiszen H 2-színezésében (ilyenbo˝l csak egy van,
mivel H összefüggo˝) mindkét osztály 3 elemu˝, míg α(G) = 4.
10. Legyen G az a gáf, amit egy 3 csúcsú teljes gráf (vagyis egy háromszög)
éleinek megduplázásával kapunk (vagyis minden élet két párhuzamos éllel he-
lyettesítünk). Ennek maximális foka 4, az élkromatikus száma viszont 6, hiszen a
hat él közül bármelyik ketto˝nek van közös csúcsa. Érdemes megfigyelni, hogy ha
a háromszög minden éle helyett k párhuzamos élet veszünk be, akkor a maximális
fok 2k, az élkromatikus szám 3k lesz (Shannon egy tétele szerint a χe∆ arány ennél
nagyobb nem is lehet).
11. Ismert, hogy egy n csúcsú egyszeru˝ síkgráfnak legfeljebb 3n− 6 éle van,
így kell hogy legyen olyan csúcsa, melynek foka legfeljebb 5 (ellenkezo˝ esetben
a gráf fokszámösszege, vagyis az élek számának kétszerese legalább 6n lenne).
Válasszunk egy ilyen v csúcsot a sorrendünkben utolsónak, majd töröljük v-t és
ismételjük meg az eljárást a maradék gráfra, így kapva az utolsó elo˝tti csúcsot, és
így tovább. Ha az így kapott sorrendben színezünk mohón, akkor minden csúcs
színezésekor teljesül, hogy annak legfeljebb 5 szomszédja kapott már színt (hi-
szen legfeljebb 5 olyan szomszédja lehet, aki nála kisebb sorszámú), így 6 szín
csakugyan elég lesz.
12. Színezzük az éleket mohón, tetszo˝leges sorrendben. Mivel minden élhez leg-
feljebb 2(∆(G)− 1) másik él csatlakozik (az él mindkét végpontjában legfeljebb
∆(G)− 1), a színezés során soha nem lesz szükségünk (2∆(G)− 1)-nél nagyobb
sorszámú színre. Mivel az élkromatikus szám legalább ∆(G) és a mohó színezés
polinom ido˝ben megvalósítható, valóban 2-approximációt kaptunk.
13. Mindkét algoritmusra igaz, hogy az éleknek legalább a fele keresztbe kell,
hogy menjen. Ha ennél több menne keresztbe, akkor nem lenne éles a példánk,
tehát az éleknek épp a fele megy keresztbe, így az élszám páros. Másrészt ha a be-
menet nem páros gráf, akkor a maximális páros részgráfnak |E|-nél kevesebb éle
van. Mivel az algoritmusok kimenetei legalább |E|2 élet tartalmaznak, a kimeneti
páros gráf élszáma ilyenkor nagyobb lenne, mint az optimum fele, vagyis a példa
nem lenne éles.
14. Páros gráfot keresünk (a 13. feladat szerint), mégpedig k = 1-re 2 élu˝t; egy
2 élu˝ (3 csúcsú) út jó lesz. Ha elo˝ször a két szélso˝ csúcsot helyezzük el, mégpe-
dig különbözo˝ csoportokba (amit megtehetünk), akkor bárhova is kerül a középso˝
csúcs, 1 élu˝ megoldást kapunk. k ≥ 2 esetén mindössze annyit kell tennünk, hogy
a 3 csúcsú utat k példányban vesszük, a bizonyítás a fentihez hasonló.
15. Most is páros gráfot keresünk (a 13. feladat szerint), most k = 1-re 4 élu˝t:
a 4 hosszú kör mindkét algoritmushoz jó lesz. Legyenek a kör csúcsai a,b,c,d,
élei (a,b),(b,c),(c,d),(d,a). Az elso˝ algoritmus esetében ha a kezdeti kettéosz-
tás A = {a,b}, B = {c,d}, akkor az algoritmus áthelyezések nélkül leáll és az
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optimális 4 élu˝ páros részgráf (vagyis maga G) helyett 2 élu˝t talál. A második
algoritmusnál legyen az elso˝ként elhelyezett csúcs a, a másodikként elhelyezett
csúcs c, ezt bármelyik csoportba tehetjük, tegyük abba, amelyik nem tartalmazza
a-t. Most b-t és d-t is bármelyik csoportba tehetjük, de bárhogy is helyezzük el
o˝ket, 2 élu˝ megoldást kapunk. k ≥ 2 esetén most is mindössze annyit kell ten-
nünk, hogy a 4 hosszú kört k példányban vesszük, a bizonyítás a fentihez hasonló.
16. Az algoritmus kimeneteként kapott A, B halmazokra történo˝ kettéosztásnál
éles példa esetén bármely v csúcsra dm(v) = ds(v). Ez azért igaz, mert ha lenne
olyan v, amire dm(v)< ds(v), akkor még nem állna le az algoritmus, míg dm(v)>
ds(v) esetén (mivel minden más x csúcsra dm(x)≥ ds(x)), a gráf éleinek több, mint
a fele menne A és B között, s ekkor nem lenne éles a példánk. Jelöljük a gráf A-n
belül meno˝ éleinek számát eA-val, B-n belül meno˝ éleinek számát eB-vel, végül az










A második és az ötödik egyenlo˝ség dm(v)= ds(v) következménye, a többi magától
érteto˝do˝. Innen a gráf éleinek száma eA+eB+eAB = eA+2eA+eA = 4eA, ahonnan
a kívánt állítás adódik.
17. A gráf csúcsait sorban, egyesével két osztályba soroljuk a második algoritmus
szerint, azaz egy újonnan érkezo˝ csúcsot abba az osztályba helyezünk, ahol keve-
sebb (nem több) szomszédja van. Láttuk, hogy ez az algoritmus 2-approximációs.
Ha a csúcsokat olyan sorrendben vesszük, hogy az aktuálisan már elhelyezett csú-
csok mindig összefüggo˝ részgráfot alkossanak, akkor az egy osztályba kerülo˝ csú-
csok közt lesz (páros hosszú) út a gráfban, így semelyik ketto˝ nem lehet szomszé-
dos, ekkor ugyanis lenne a gráfban páratlan kör, ami páros gráfban lehetetlen. Eb-
ben a sorrendben véve tehát a csúcsokat, minden él bekerül a páros részgráfba, így
a kapott megoldás optimális lesz. Azt kell még belátnunk, hogy a kérdéses típusú
sorrend létezik és elo˝állítható polinom ido˝ben: például szélességi vagy mélységi
kereséssel is ilyen sorrendhez jutunk.
Második megoldás. Egyszeru˝bb megoldás, ha elo˝ször elleno˝rizzük, hogy a kapott
gráf páros-e (szélességi kereséssel, polinom ido˝ben). Ha igen, akkor a kimenet
maga a gráf lesz, ellenkezo˝ esetben a két látott algoritmus valamelyikét hajtjuk
végre. Páros gráfokra optimális, más gráfokra 2-közelíto˝ algoritmust kapunk, ami
nyilván polinom ido˝ben fut.
18. A második algoritmus kimenete is lefogó ponthalmaz, ezért lefogja az elso˝
algoritmusban szereplo˝ M párosítás éleit is, így a mérete nem lehet kisebb |M|-nél,
amibo˝l az állítás következik, hiszen az elso˝ algoritmus kimenete 2|M| csúcsból áll.
19. Ha τ(G) = k mellett szeretnénk éles példát adni, akkor vegyük egyszeru˝en
azt a gráfot, ami k független élbo˝l áll. Erre futtatva a két algoritmus bármelyikét,
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a teljes csúcshalmaz lesz a kimenet, miközben nyilván feleekkora halmaz is elég
lenne (minden élnek csak az egyik végpontja).
20. Mivel mindkét algoritmus egy (nem bo˝vítheto˝) párosítás végpontjait adja ki-
menetként, a kimenet mindig páros számú csúcsból áll. Ha az optimum értéke
páratlan, akkor tehát egyik algoritmus sem adhatja ezt. Olyan 10 csúcsú, 10 élu˝
egyszeru˝, összefüggo˝ G gráfot, melyre τ(G) = 3 nem nehéz adni: legyen például
G egy háromszög, melynek A,B,C csúcsaihoz rendre 3,2,2 további csúcs csatla-
kozik egy-egy éllel. Könnyen látható, hogy ekkor A,B,C lefogó ponthalmaz és
hogy 2 elemu˝ lefogó ponthalmaz nincs G-ben.
21. Az állítás nem igaz. Legyen G egy 8 csúcsú és egy 2 csúcsú teljes gráf disz-
junkt uniója, erre nyilván teljesül τ(G) = 8. A tanult algoritmusok akkor (és csak
akkor) találnak 8 csúcsú lefogó ponthalmazt, ha az általuk talált nem bo˝vítheto˝
párosítás 4 élu˝. Könnyen látható azonban, hogy G-nek nincs ilyen párosítása: a
különálló él minden nem bo˝vítheto˝ párosításban szerepel (hiszen a végpontjaira
más él nem illeszkedik), így mivel a gráf többi csúcsa teljes részgráfot feszít, a
nem bo˝vítheto˝ párosítások mind 5 élu˝ek lesznek.
22. Tudjuk, hogy egy X csúcshalmaz akkor és csak akkor független a G = (V,E)
gráfban, ha V \X lefogó ponthalmaz G-ben. Keressünk a gráfban (például a lá-
tott mohó eljárással) egy nem bo˝vítheto˝ párosítást. A párosítás végpontjai által
alkotott halmaz legyen L. Tudjuk, hogy L lefogó, V \ L tehát független, legyen
ez az algoritmusunk kimenete. Megmutatjuk, hogy V \ L legalább feleakkora,
mint a maximális független ponthalmaz (ezzel igazolva, hogy algoritmusunk app-
roximációs faktora csakugyan 2, az eljárás polinomialitása nyilvánvaló). Mivel
n−|V \L|= |L| ≤ 2ν(G)≤ 2τ(G), tehát








felhasználva az α(G)+ τ(G) = n egyenlo˝séget (Gallai 1. tétele), a feladat szöve-
gében megadott α(G)2 ≥ n3 egyenlo˝tlenséget és az ezekbo˝l adódó τ(G)≤ n3 egyen-
lo˝tlenséget.
A K2,5 teljes páros gráfon való alkalmazáshoz legyenek a csúcsok K2,5 egyik osz-
tályában 1 és 2, a másik osztályában A,B,C,D,E. Egy nem bo˝vítheto˝ párosítás 2
élbo˝l fog állni, az egyik tartalmazza az 1-et (pl. (1,A)), a másik a 2-t (pl. (2,B)).
Az algoritmus által kimenetként adott ponthalmaz tehát ez esetben a {C,D,E}
halmaz lesz.
23. Az algoritmus mindig azt a részhalmazt választja ki, amelyre a leheto˝ legki-
sebb a halmaz költségének és az újonnan lefedett elemek számának hányadosa.
Az elso˝ lépésben a jimbo részhalmazt kell választanunk, mert ennek a legki-




költséggel. A következo˝ halmaz a stan kell legyen, ez újabb 4 elemet fed le, 4
költséggel, majd a gerald halmaz következik, itt a hányados 32 . Az ezt követo˝ lé-
pésben a mackey halmazra lesz minimális a hányados (2), az utolsó beválasztott
szó pedig a wendy, 5-ös értékkel.
A kapott fedés tehát: {jimbo, chef, stan, gerald, mackey,
wendy}, költsége 25.
24. Az algoritmus mindig azt a részhalmazt választja ki, amelyre a leheto˝ legki-
sebb a halmaz költségének és az újonnan lefedett elemek számának hányadosa.
Az elso˝ lépésben a béka részhalmazt kell választanunk, mert itt a legkisebb az
egy új elemre eso˝ költség (12 ). A következo˝ halmaz a vércse lesz, ez a hátralévo˝
8 betu˝bo˝l 5-öt fed le, 6 költséggel. Következik a maki halmaz, 32 -es egy új elemre
eso˝ költséggel, végül a hátralévo˝ g betu˝t a legolcsóbban az egér halmaz fedi.
A kapott fedés tehát: {béka, vércse, maki, egér}, költsége 15.
25. A MIN_LEFOGÓ az S_HALMAZ_FED speciális esete, így használhatjuk
az S_HALMAZ_FED-re adott közelíto˝ algoritmust. Mivel a bemenetként kapott
gráf 3-reguláris, az S_HALMAZ_FED-ben szereplo˝ részhalmazok mind 3 elemu˝ek
lesznek. Az S_HALMAZ_FED-re adott algoritmus approximációs faktorának bi-
zonyításakor látottak szerint így a kapott megoldás az optimálisnak legfeljebb





26. A csúcsok közt háromféle síkbeli távolság lehetséges: a hatszögön szomszé-
dos csúcsok távolsága 1, ugyancsak 1 G és bármely más csúcs távolsága. A hat-
szögön másodszomszédos csúcsok távolsága
√
3, a szemköztieké 2. Ez alapján a
megadott súlyozás nem lesz metrikus, a feladat megoldását tehát metrizálással kell
kezdenünk. Ehhez meg kell állapítanunk az összes csúcspárra a köztük lévo˝ legrö-
videbb út hosszát. Ez G és bármely más csúcs esetén 1, a hatszögön szomszédos
csúcsok esetén 32 , bármely más csúcspár esetén 2 (mivel
√
3+ 12 > 2). Ezek lesz-
nek tehát a metrizálás után kapott gráf élsúlyai. Következo˝ lépésként minimális
összsúlyú feszíto˝fát kell keresnünk a B,C,E,F csúcsok által feszített részgráfban.
Ebben benne lesz a BC és az EF él, melyek súlya 32 , valamint a maradék négy
szóba jövo˝ él közül egy tetszo˝leges (hiszen ezeknek egyaránt 2 a súlya), mondjuk
CE. Ezzel a metrizált gráf egy Steiner-fáját kapjuk, amit az utolsó lépésben átala-
kítunk az eredeti gráf Steiner-fájává. Ehhez a szereplo˝ éleknek megfelelo˝ pontpá-
rok közti legrövidebb utakat kell vennünk az eredeti gráfban. Ezek a BC és EF
esetében maguk az élek, CE esetében a CGE út, az algoritmus tehát a BC, CG,
GE, EF élekbo˝l álló fát adja kimenetként.
28. Legyenek a és b a Steiner-pontok. Ekkor az optimális Steiner-fa négyféle le-
het aszerint, hogy melyiket tartalmazza az a és b pontok közül: tartalmazhatja csak
a-t, csak b-t, mindketto˝t vagy egyiket sem. A gráf többi pontját a fának természe-
tesen tartalmaznia kell, hiszen ezek terminálok lesznek. Az optimális Steiner-fa
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tehát a T , T ∪{a}, T ∪{b}, T ∪{a,b} ponthalmazok valamelyike által feszített
részgráf egy feszíto˝fája lesz. Így az említett feszített részgráfokon minimális feszí-
to˝fát keresve (ha van) a mohó algoritmussal, majd a kapott fák közül a minimális
összsúlyút véve polinomiális algoritmust kapunk a legkisebb költségu˝ Steiner-fa
megtalálására.
29. Legyen a Steiner-pontok halmaza S, a terminálok halmaza T , az optimális
Steiner-fa F . F tartalmazza T minden csúcsát és S csúcsainak egy R részhalma-
zát (ami lehet üres is). A T ∪R halmazok által feszített részgráfokon minimális
feszíto˝fát keresve tehát megtaláljuk az F fát vagy egy másik, vele azonos súlyú
Steiner-fát, ha minden lehetséges R⊆ S halmazt kipróbálunk. A szóbajövo˝ R hal-
mazok száma 2|S| = n2, ami a bemenet méretében polinomiális, az egyes esetek
lépésszáma pedig (pl. a Kruskal-algoritmust használva) szintén polinomális. A ka-
pott fák közül a minimális összsúlyút véve tehát polinomiális algoritmust kapunk
a legkisebb költségu˝ Steiner-fa meghatározására.
30. Legyenek a négyzet csúcsai A,B,C,D, az AC átlón lévo˝ pontok (A-tól
vett távolság szerint növo˝ sorrendben) E,F,G. Az algoritmus elo˝ször minimális
összköltségu˝ feszíto˝fát keres (például) Kruskal algoritmusával, azaz kiválasztja
elo˝ször az AE,EF,FG,GC éleket (valamilyen sorrendben), majd a BF,DF éle-
ket (szintén tetszo˝leges sorrendben), mivel ezek a legrövidebbek azok közül,
amik a már meglévo˝kkel együtt nem alkotnak kört. Következo˝ lépésben az így
kapott feszíto˝fa páratlan fokú csúcsai által feszített részgráfban kell minimális
összsúlyú párosítást találnunk. A páratlan fokú csúcsok A,B,C,D, a minimá-
lis összsúlyú teljes párosítás tehát az AB,CD vagy pedig az AD,BC élekbo˝l áll.
(Álljon mondjuk az AD,BC élekbo˝l). A feszíto˝fa és a párosítás éleinek unió-
jaként kapott részgráf egy Euler-körsétájának megkeresése, majd a tanult mód-
szer szerint Hamilton-körré való levágása van hátra. Az Euler-körséta lehet pl.
A,D,F,B,C,G,F,E,A (csak a csúcsokat felsorolva), ekkor az elso˝ és egyetlen le-
vágás a G−F −E út GE éllel való helyettesítése lesz. A kapott Hamilton-kör
ekkor tehát A−D−F−B−C−G−E−A.
31. Az algoritmus elo˝ször minimális súlyú feszíto˝fát keres a gráfban, ez nyilván
a sokszög oldalai közül tartalmaz (n− 1)-et. Ebben két páratlan fokú csúcs van,
tehát a páratlan fokú csúcsokon vett minimális összsúlyú teljes párosítás egy élbo˝l
áll, mely szintén a sokszög egyik (az eddig be nem vett) oldala. Ezt a fához véve
az eredeti gráf Hamilton-körét kapjuk, így a levágások hatására az élhalmaz már
nem változik. A kapott megoldás nyilván optimális, hiszen épp az n legkisebb
súlyú élbo˝l áll.
32. Ha a 34. oldalon látott visszavezetésben a G-ben nem szereplo˝ élek kn helyett
2 súlyúak lesznek, akkor metrikus élsúlyozást kapunk. Az így kapott problémára
adott pontos válasz (vagyis egy optimális Hamilton-kör) ismeretében ugyanakkor
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továbbra is el tudjuk dönteni, hogy az eredeti gráfban van-e Hamilton-kör: ha a
kimenet súlya n, akkor igen, ha ennél nagyobb, akkor nem.
33. A feltétel szerint a gráf csúcsaiból és 1 súlyú éleibo˝l álló részgráf összefüggo˝,
így létezik a gráfnak csak 1 súlyú élekbo˝l álló feszíto˝fája (amit meg is tudunk ta-
lálni polinom ido˝ben). Ennek az éleit megduplázva, majd a kapott gráf Euler-körét
megkeresve és az approximációs algoritmusoknál látottak szerint levágva legfel-
jebb 2n− 2 súlyú Hamilton-kört kapunk (a levágások a metrikusság miatt nem
növelik a költséget). Érvelhetünk azzal is, hogy mivel a gráfnak van n− 1 súlyú
feszíto˝fája, ezért a (mondjuk) Kruskal-algoritmussal talált feszíto˝fa súlya is legfel-
jebb ennyi, így a 35. oldalon látott 2-approximációs algoritmus legfeljebb 2n−2
súlyú Hamilton-kört ad. Nem igaz ugyanakkor, hogy a Christofides-algoritmust
futtatva legfeljebb 32n súlyú Hamilton-kört kapnánk (ld. a 34. feladatot).
34. Legyenek 1 súlyúak a gráf egy v csúcsából kiinduló élek, minden más él
súlya legyen 2. Ez a súlyozás nyilván metrikus és bármely két csúcs közt létezik
olyan út, amely csak 1 súlyú éleket használ, ugyanakkor a minimális összsúlyú
Hamilton-kör (so˝t, minden Hamilton-kör) súlya 2n− 2 lesz (hiszen az 1 súlyú
élek közül csak ketto˝t használhat).
40. Elkészítjük a részösszegek listáit, minden fázisban δ = ε2n =
1
24 -del ritkítva.
Ez azt jelenti, hogy 24-nél kisebb számok senkit nem tudnak képviselni, a 24 és 47
közti számok a náluk eggyel nagyobbat tudják képviselni, az ennél nagyobb szá-
mok tudnának két számot is képviselni, erre azonban nem fog sor kerülni, hiszen
49-nél nagyobb számokat nem veszünk fel a listákba.
L0 = {0}, L′0 = {2}, L1 = {0,2}, itt ritkítani nem lehet.
L′1 = {6,8}, L2 = {0,2,6,8}, ritkítani nem lehet.
L′2 = {7,9,13,15}, L3 = {0,2,6,7,8,9,13,15}, ritkítani nem lehet.
L′3 = {14,16,20,21,22,23,27,29},
L4 = {0,2,6,7,8,9,13,14,15,16,20,21,22,23,27,29}, ritkítani továbbra sem le-
het.
L′4 = {28,30,34,35,36,37,41,42,43,44,48,49}, hiszen a 49-nél nagyobb eleme-
ket nem vesszük be a listába.
L5 = {0,2,6,7,8,9,13,14,15,16,20,21,22,23,27,28,29,30,34,35,36,37,
41,42,43,44,48,49}, itt a ritkítás során töröljük a 28,30,35,37,42,44,49 elemeket,
ezt követo˝en tehát
L5 = {0,2,6,7,8,9,13,14,15,16,20,21,22,23,27,29,34,36,41,43,48}.
L′5 = {44,46}, hiszen a 49-nél nagyobb elemeket nem vesszük be a listába.
L6 = {0,2,6,7,8,9,13,14,15,16,20,21,22,23,27,29,34,36,41,43,44,46,48}.
Itt már nem ritkítunk, az algoritmus kimenete az utolsó lista legnagyobb eleme,
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vagyis 48. Figyeljük meg, hogy a 49-es célérték megjelent az L5 listában, de áldo-
zatául esett a ritkításnak. Természetesen megtehetnénk, hogy az algoritmus során
figyeljük, hogy megkapjuk-e t-t részösszegként és ha igen, akkor az adott rész-
összeget kimenetként megadva leállítjuk az algoritmus futását. Számos más trük-
kel is lehetne minimálisan javítani az algoritmust, például nem csak t megtalálá-
sakor állhatnánk le, hanem már akkor is, ha kello˝en megközelítettük, de megtehet-
nénk azt is, hogy valamely c egész konstansra az utolsó c körben nem ritkítunk.
Mindezek azonban magában az algoritmusban nem szerepelnek, a 48-tól eltéro˝
kimeneti érték tehát nem helyes megoldása a feladatnak.
41. A pontos megoldás azon változatánál, amikor a t-nél nagyobb elemeket töröl-
jük és minden részösszeget csak egyszer szerepeltetünk, minden lista legfeljebb
t +1 elembo˝l áll. A feladat feltétele szerint t most polinomiális a bemenet mére-
tében, hiszen t ≤ loga1a2 . . .an = loga1+ loga2+ . . .+ logan. Mivel láttuk, hogy





α(G) → Független halmaz.











∆(G) A G gráf maximális fokszáma.
Euler-körséta Olyan zárt élsorozat egy gráfban, mely minden élet pontosan
egyszer tartalmaz.
Euler-séta Olyan élsorozat egy gráfban, mely minden élet pontosan egyszer
tartalmaz.
Élgráf A G gráf élgráfja az a gráf, melynek csúcsai G éleinek felelnek meg, az
e és f éleknek megfelelo˝ csúcsok pedig pontosan akkor szomszédosak, ha e és f
csatlakozó élek G-ben.
Élkromatikus szám → Élszínezés.
Élsorozat Egy G = (V,E) gráfban (v0,e1,v1,e2,v2, . . . ,er,vr) élsorozat, ha
v0,v1, . . . ,vr ∈ V , e1,e2, . . . ,er ∈ E és az ei él a vi−1 és vi csúcsok közt megy.
Az út olyan élsorozat, melyben minden csúcs különbözo˝. Egy élsorozat zárt, ha
v0 = vr. Körnek nevezünk egy olyan zárt élsorozatot, melyben a v1,v2, . . . ,vr−1
csúcsok egymástól és v0 = vr-to˝l is különböznek.
Élszínezés Egy G gráf élszínezése r színnel egy olyan c : E(G)→ {1,2, . . . ,r}
függvény, melyre teljesül, hogy ha az e és f élek csatlakozók (vagyis van közös
végpontjuk), akkor c(e) 6= c( f ). A G gráf χe(G)-vel jelölt élkromatikus száma k,
ha G-nek létezik élszínezése k színnel, de nem létezik k−1 színnel.
Feszített részgráf Egy G=(V,E) gráfnak H =(X ,F) feszített részgráfja, ha X ⊆
V és F-ben pontosan azon E-beli élek szerepelnek, melyek mindkét végpontja X-
beli. H-t ilyenkor G-nek az X által feszített részgráfjának nevezzük és G[X ]-szel
jelöljük.
59
Feszíto˝fa Egy G gráfnak F feszíto˝fája, ha F fa, részgráfja G-nek és G minden
csúcsát tartalmazza.
Független élhalmaz → Párosítás.
Független ponthalmaz Egy G gráf X ⊆ V (G) ponthalmaza független, ha X
semelyik két pontja közt sincs él. α(G) jelöli egy gráf maximális elemszámú füg-
getlen ponthalmazának méretét. Ld. még: Gallai tételei, Ko˝nig tételei.
Gallai tételei 1. Ha G n csúcsú (hurokélmentes) gráf, akkor α(G)+ τ(G) = n.
2. Ha G n csúcsú, izolált pontot nem tartalmazó gráf, akkor ν(G)+ρ(G) = n.
Hamilton-kör A G gráf egy köre Hamilton-kör, ha G minden csúcsát tartal-
mazza.
Hamilton-út A G gráf egy útja Hamilton-út, ha G minden csúcsát tartalmazza.
Intervallumgráf Tegyük fel, hogy adott valós, zárt intervallumok egy rend-
szere. Az intervallumrendszerhez tartozó gráf csúcsai az intervallumok, két csú-
csot összekötünk, ha a hozzájuk tartozó intervallumoknak van közös eleme. Egy
G gráf intervallumgráf, ha létezik olyan intervallumrendszer, melyhez épp G tar-
tozik.
Klikk, klikkszám A G gráf teljes részgráfjait klikknek nevezzük, a maximális
klikk méretét (vagyis csúcsainak számát) ω(G)-vel jelöljük és G klikkszámának
hívjuk.
Komplementer Egy G= (V,E) egyszeru˝ gráf komplementere a G= (V,E ′) gráf,
ahol E ′ = {(x,y) : x 6= y,(x,y) 6∈ E}.
Kör Egy élsorozat zárt, ha v0 = vr. Körnek nevezünk egy olyan zárt élsorozatot,
melyben a v1,v2, . . . ,vr−1 csúcsok egymástól és v0 = vr-to˝l is különböznek.
Ko˝nig tételei 1. Ha G páros gráf, akkor ν(G) = τ(G) (és így Gallai tételei miatt
α(G) = ρ(G)). 2. Ha G páros gráf, akkor χe(G) = ∆(G).
Kromatikus szám → Színezés.
Kruskal algoritmusa Élsúlyozott gráf minimális összsúlyú feszíto˝fájának meg-
keresésére szolgál. Az éleket súly szerint növo˝en rendezzük, majd e sorrend sze-
rint haladva egy élet pontosan akkor választunk be a kimeneti élhalmazba, ha a
már beválasztottakkal nem alkot kört.
Lefogó élhalmaz Egy G gráf C ⊆ E(G) élhalmaza lefogó, ha a C-beli élek vég-
pontjai közt G minden csúcsa elo˝fordul. Ha G-ben van izolált pont, akkor ter-
mészetesen nincs lefogó élhalmaza. ρ(G) jelöli egy gráf minimális elemszámú
lefogó élhalmazának méretét. Ld. még: Gallai tételei, Ko˝nig tételei.
Lefogó ponthalmaz Egy G gráf X ⊆ V (G) csúcshalmaza lefogó, ha minden
élnek tartalmazza legalább az egyik végpontját. τ(G) jelöli egy gráf minimális
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elemszámú lefogó csúcshalmazának méretét. Ld. még: Gallai tételei, Ko˝nig téte-
lei.
Mohó színezés Egy gráf csúcsait szeretnénk az 1,2, . . . ,r színekkel színezni.
Rögzítjük a csúcsok egy sorrendjét, majd ebben a sorrendben haladva színezünk
úgy, hogy az aktuális csúcs a legkisebb sorszámú olyan színt kapja, amilyen színu˝
csúccsal nincs közös szomszédja. Értelemszeru˝ változtatásokkal csúcsok helyett
természetesen éleket is színezhetünk így.
Négyszín-tétel Minden síkbarajzolható gráf színezheto˝ négy színnel.
ν(G) → Párosítás.
Ötszín-tétel Minden síkbarajzolható gráf színezheto˝ öt színnel.
Reguláris gráf Egy gráf r-reguláris, ha minden csúcsának foka r.
ρ(G) → Lefogó élhalmaz.
Színezés Egy G gráf (csúcs)színezése r színnel egy olyan c :V (G)→{1,2, . . . ,r}
függvény, melyre teljesül, hogy (x,y)∈ E(G) esetén c(x) 6= c(y), vagyis szomszé-
dos csúcsokhoz különbözo˝ színeket kell rendelni. A G gráf χ(G)-vel jelölt kro-
matikus száma k, ha létezik színezése k színnel, de nem létezik k−1 színnel.
τ(G) → Lefogó ponthalmaz.
Út Olyan élsorozat, melyben minden csúcs különbözo˝.
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