Abstract. Turán problems in extremal combinatorics ask to find asymptotic bounds on the edge densities of graphs and hypergraphs that avoid specified subgraphs. The theory of flag algebras proposed by Razborov provides powerful semidefinite programming based methods to find sums of squares that establish edge density inequalities in Turán problems. Working with polynomial analogs of the flag algebra entities, we prove that the sums of squares created by flag algebras for Turán problems can be retrieved from a restricted version of the symmetry-adapted semidefinite program proposed by Gatermann and Parrilo. This involves using the representation theory of the symmetric group for finding succinct sums of squares expressions for invariant polynomials. This connection reveals several combinatorial properties of flag algebra sums of squares and offers new tools for Turán problems.
Introduction
The Turán problem asks the following question: given a graph A, what is the maximum number of edges in a graph on n vertices not containing A as a subgraph? Turán [Tur41] answered this question for A = K s , the complete graph on s vertices, generalizing a classical result of Mantel [Man07] for triangle-free graphs, and establishing the field of extremal graph theory. In general, for any graph A, Erdös and Stone [ES46] identified the maximum possible density of edges in any A-free graph asymptotically. The hypergraph Turán problem asks the same question for hypergraphs, but the current understanding of this problem is far from satisfactory. In particular, even asymptotically, tight bounds on the maximum number of edges in a n-vertex 3-uniform hypergraph 1 not containing a complete graph of size four is not known. A variety of general techniques have been developed to prove bounds for this long-standing hypergraph Turán problem; see for example [CL99] , [FF84] , [LZ09] , [Pik08] , [Sid89] , and [Kee11] for a survey.
Recently, semidefinite programming methods arising from the powerful theory of flag algebras introduced by Razborov [Raz07] have led to significant progress on this problem. Indeed, many of the previous bounds can be proven via this technique and several new results giving the tightest known bounds have been obtained [Raz10, Raz13, Raz14, FRV13] . For instance, Razborov in [Raz10] proved that the (maximum) asymptotic edge density of a 3-uniform hypergraph without a 4-clique is 0.561666 (Turán [Tur61] conjectured it to be the asymptotic edge density is indeed 5 9 . Razborov's method relies on establishing inequalities involving densities of suitably chosen subgraphs in any n-vertex graph/hypergraph. This is done by lower bounding density expressions with a scalar sum of squares (sos) coming from flags. A suitable sos is found by formulating a semidefinite program (SDP) whose size depends on the flags that are used. The key to the success of this method is that the size of the SDP is thus independent of the number of vertices, which is particularly helpful for asymptotic results. However, deciding which flags are needed to construct his sos expressions is an art.
Our work is motivated by the basic question as to whether there is a fundamental connection between Razborov's scalar flag sos methods and the more standard sos theory for polynomials. Expressing a polynomial with real coefficients as a sos of polynomials in order to certify its nonnegativity is a well-established technique in real algebraic geometry going back at least to the 19th century. In recent years, these ideas have acquired new life following the realization that sos polynomials can be found via the modern tool of semidefinite programming which has led to remarkable progress in optimization and algorithm design. For an introduction to these methods, see one of [BPT13, Chapters 1 & 2], [Lau09] , or [Par03] .
In this paper, we show that indeed there is a deep connection between the sos methods coming from flags and those for polynomials in real algebraic geometry. We show that symmetry-reduction in polynomial optimization is precisely the right framework through which this relationship can be established. This brings in tools from the representation theory of the symmetric group, highlighting the many combinatorial features of flag sos expressions.
Symmetry-reduction in polynomial optimization, or more generally semidefinite programming, is a powerful technique and has been useful in many settings [BGSV12] , [dKdOFP12] , [GP04] . When a nonnegative polynomial is invariant under the action of a finite group, the representation theory of the group can be used to simplify the SDP used to obtain the sos certificate for its nonnegativity. In [GP04] , Gatermann and Parrilo show that in this invariant setting the original SDP can be broken into several smaller (but coupled) SDPs, each indexed by an irreducible representation of the group, leading to tremendous computational savings. We appeal to this framework to establish our results.
Our main technical result shows that the flag algebra method for establishing graph density inequalities embeds naturally in a restricted version of the GatermannParrilo symmetry-adapted SDP. Our results rely on the rich combinatorics hidden in the sos expressions coming from flag algebras that we expose using the representation theory of the symmetric group. We give a precise description of the symmetry-reduced SDP in terms of the irreducible representations of the symmetric group and show that only certain irreducibles are needed. Consequently, we prove that the size of this SDP is independent of the number of vertices in the associated graphs, as in Razborov's methods. This offers a systematic way of establishing graph density inequalities through standard sos methods where no sophisticated choices are necessary.
1.1. Our results in detail and the organization of the paper. For simplicity, we assume throughout that we are dealing with graphs; all of our results carry over to hypergraphs in a straightforward way. We assume that there is only one graph A that must be avoided in a Turán problem. The more general setting of avoiding all graphs in a family is treated similarly. Also, we will work in the setting of avoiding A as an induced subgraph. Note that this setting is harder, and that the non-induced setting can be modeled through it by forbidding every induced graph containing A. The main technical challenge in Turán problems is to show an upper bound on the density of any A-free graph.
The first step in linking flag algebra methods for Turán problems to the symmetryreduction techniques of [GP04] is to view graph density expressions as polynomials modulo an ideal and flag sos expressions as polynomial sos expressions. This is done in Section 2.
We first begin with a few basic definitions. For a fixed positive integer n, the polynomials we work with lie in R[x] := R[x ij : 1 ≤ i < j ≤ n], the polynomial ring over R in n 2 variables indexed by the edges in the complete graph K n . If A denotes the graph that must be avoided in the Turán problem we are interested in, then the ideal we need, I
A n , is precisely the set of polynomials in R[x] that vanish on the characteristic vectors of all graphs on n vertices that do not contain A as an induced subgraph. A polynomial is nonnegative on these characteristic vectors if and only if it is equivalent to a sos polynomial modulo I 
j is a sos, then f is nonnegative on the characteristic vectors of all A-free graphs on n vertices, establishing that f is a nonnegative function on these graphs. Further, we say that f is d-sos mod I A n if each h j has degree at most d. If Q is a l × l positive semidefinite (psd) matrix and y is a l-dimensional vector whose coordinates are polynomials of degree at most d, then the polynomial y T Qy is d-sos. This allows us to use semidefinite programming to search for d-sos expressions for a given polynomial modulo I A n . In Section 2.1, we describe the flag algebra approach for Turán problems in the setting of polynomials in R[x] modulo the ideal I A n . This allows us to translate the flag sos expressions as giving a polynomial sos expression for density polynomials and is shown in Proposition 2.2. In Section 2.2, we illustrate our polynomial translation of the flag algebra method on Mantel's theorem.
Given the polynomial formulation, an approach to showing an upper bound on the graph density polynomial is to use the standard sos method in polynomial optimization. This raises several natural questions. Firstly, whether flag sos expressions can be retrieved via this approach? Secondly, whether the size of the SDP formulated in this approach will be independent of n as in the flag algebra framework? In this paper, we answer both these questions affirmatively.
A priori, searching for a d-sos proof leads to a SDP formulation whose size grows with n. The first step in establishing our result is to notice that the graph density polynomial whose nonnegativity we need to establish is invariant under an action induced by the symmetric group S n on n letters acting on the vertices of K n . Therefore, one can use the symmetry-reduction techniques in [GP04] to simplify the computational cost of searching for its sos certificate. This in turn relies on the representation theory of S n ; we explain the basics of this theory in Section 3.1. We then describe the symmetry-reduction strategy of [GP04] in Section 3.2 which breaks the SDP that searches for a sos expression into smaller SDPs that are indexed by the irreducible representations of S n or, equivalently, the partitions of n. This section is largely expository but it is crucial for understanding our main results in Section 4. For efficiency, we tailor all discussion of [GP04] to S n which in turn endows the Turán problem with a new set of combinatorial tools.
In Section 4, we come to our main results. Suppose we fix a maximum degree d for the sos polynomials we are searching for, and let R[x] ≤d denote the vector space of all polynomials in R[x] of degree up to d. The group S n breaks R[x] ≤d into a direct sum of subspaces indexed by the partitions of n, called the isotypic decomposition of R[x] ≤d . We first establish that the atomic pieces of the sos polynomials that come out of flag algebras in Turán problems are invariant with respect to the row group of a tableau defined from the flags that are chosen by the flag algebra method (Theorem 4.3). Next, using the theory of restricted representations, we decide which subset of subspaces in the isotypic decomposition of R[x] ≤d contain the polynomials in a flag algebra sos in their span. Finally, we show that the Turán sos expressions from flag algebras can be retrieved from the Gatermann-Parrilo SDP restricted to those partitions that survive in the previous step. The key point to note here is that the number of partitions indexing these necessary subspaces is not a function of n, but rather of d. So if we fix d and let n go to infinity, the number of partitions, and the sizes of the corresponding SDPs, will stay fixed. This answers the two questions raised above and links flag algebra methods to symmetry-reduction in semidefinite programming.
We conclude the paper by illustrating our main results on the Mantel example. We will see that for any n, just two specific partitions are enough to obtain the sos expression from flag algebras. Since there are many simple proofs of Mantel's result, the goal of using this example is simply to illustrate the chain of results that make up this paper. It is both simple and rich enough for this purpose.
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Sums of Squares from Flag Algebras
In Section 2.1, we explain Razborov's flag algebra method for proving inequalities on graph densities. We restrict our attention to graphs but the methods generalize to hypergraphs in a straightforward manner. Unlike in the literature ( [FRV13] , [Raz07] , [Raz14] ), we think of all densities as polynomials that can be evaluated on characteristic vectors of graphs. If the reader is unfamiliar with flag algebras, we highly recommend reading Section 2.2 of [FRV13] first. The polynomial version may appear more difficult to parse at first but they are simply functions on the (finite) set of characteristic vectors of A-free graphs that evaluate to the same density expressions as in [FRV13] .
The polynomial translation illustrates how Turán proofs based on flag algebras can be interpreted as sos proofs. The polynomials appearing in Razborov's sos proofs and their specific symmetries will be key in obtaining our main results efficiently via the Gatermann-Parrilo framework introduced in Section 3. To illustrate the method on an example, we use the polynomial version of flag algebras to prove Mantel's theorem in Section 2.2.
2.1. Polynomial version of flag algebras applied to Turán problems. Consider the Turán problem of finding the maximum edge density of a graph which does not contain a prescribed induced subgraph A. To translate the flag algebra proofs of results for such problems into sos proofs, we first fix n, the number of vertices in our graphs. Let G be the set of all undirected graphs that do not contain A as an induced subgraph, and let G n be the graphs in G that have n vertices. Also, let V (G) and E(G) denote the sets of vertices and edges of G. We represent a graph G by its characteristic vector 1 G ∈ {0, 1} ( n 2 ) whose ij-th coordinate is 1 if and only if {i, j} ∈ E(G). Throughout, we work with the polynomial ring
For a graph G ∈ G n , p h A (1 G ) = 0 if and only if at least one of the following is true: 
. In order to show that the edge density of any G ∈ G n is at most α, it suffices to find polynomials q k such that
Fix an integer m such that m < n and let H be the set of all m-vertex graphs in G up to isomorphism. For H ∈ H and h ∈ Inj(V (H), [n]), define the polynomials
and
As before, p h H (1 G ) = 1 if h induces a copy of H in G and zero otherwise. Therefore, evaluated on 1 G , d H yields the density of H in G, i.e., the probability that a collection of m vertices in G chosen uniformly at random will induce a copy of H in G. This explains the second polynomial equivalence shown below:
Both equivalences follow from the fact that two polynomials are equivalent mod I A n if and only if they have the same value on 1 G for each G ∈ G n . The first equivalence comes from the fact that the edge density of G is the sum of the edge densities of H ∈ H weighted by the density of H in G.
Note
n since x ij and (1 − x ij ) are equivalent to their squares mod I A n , which implies that
and thus d H is a sos mod I A n , a fact that will be useful later. Multiplying max H∈H d(1 H ) by 1 and then using equations (3) and (4), we get that
By (5), the right-hand side of the above expression is a sos polynomial mod I A n , and hence, max H∈H d(1 H ) is an upper bound on the edge density of any G ∈ G n . Typically, this bound does not give a sufficiently tight answer. Now suppose we also had a sos polynomial mod I A n of the following type:
where a H ∈ R for each H ∈ H. Then adding inequality (7) to (3) and by a similar calculation to that in (6), we get
Again, since the right-hand side of the equivalence above is sos, we obtain the improved bound of
on the edge density of any G ∈ G n . Flag algebras offer a method to establish equivalences as in (7) which feed into (8). We now present the details.
An intersection type of size t (≤ n) is a t-vertex graph T in which every vertex is labeled with a distinct element of [t] . For an integer f ≥ t, a T -flag F of size f is a graph in G which has t vertices labeled 1, . . . , t that induce a copy of T in F with identical labels for the vertices. Let (1) and (2). Choose t vertices in G uniformly at random and label them with distinct labels from [t] . Next, pick f − t unlabeled vertices in G uniformly at random. Then d F (1 G ) is the probability that the graph induced by the above process is isomorphic to the T -flag F . We now write a polynomial that extends this density to pair of flags. Let d F,F ′ be defined below which has the following interpretation. Given a second T -flag F ′ ∈ F f T , we can pick a second set of unlabeled vertices of size f − t, disjoint from the f vertices already chosen. Then d F,F ′ (1 G ) is the probability that each set of unlabeled vertices together with the labeled vertices separately, and respectively (the reason why the denominator contains a 2), induce copies of F and F ′ in G:
Now suppose Θ is a fixed labeling of t vertices in G using all the labels in [t], i.e.,
that respect the labeling Θ. Then we define the following density polynomial
is the probability that the t vertices of G labeled by Θ along with the remaining f − t unlabeled vertices picked uniformly at random induce a copy of F in G. Now we continue to select a disjoint set of f − t unlabeled vertices in G uniformly at random. Then given a second T -flag
is the probability that the two sets of unlabeled vertices each taken separately with the graph induced by Θ induce copies of F and F ′ respectively, where d If t and f are fixed and n is large, then picking two random extensions of Θ of size f − t is essentially the same as picking two disjoint extensions. Indeed, the probability that the two random extensions share k vertices is roughly k n where k ≤ f − t. Therefore, the probability of the two random extensions overlapping is O 1 n where we hide factors depending on t and f . This implies that for all partial labelings Θ :
Taking expectation with respect to the uniform distribution over all possible partial labelings Θ, and letting err F,
Going back to m-vertex graphs H ∈ H, if m ≥ 2f −t, then by the same reasoning as in (3), we also have
We can now use these observations to produce an expression of the form (7) as follows. For any psd matrix Q of size |F
where err(1 G ) has value O 1 n for every G ∈ G n , i.e., on the zeros of I A n . Therefore, just as we derived the bound on edge density following (7), we get that modulo I A n , max
Since the right-hand side is a sos expression for any graph G ∈ G n , we have
n which is an upper bound on the edge density of G. In summary, to apply the flag algebra approach, one chooses parameters t, f and m appropriately. Then the choice of the psd matrix Q that obtains the best possible bound on the Turán density as in (8) reduces to solving a semidefinite program whose size depends on t, f and m and is independent of n. Note that in certain proofs, one must choose several t, f, m and take a linear combination of (7) to obtain the desired upper bound; this however doesn't change the explanations above in a significant way.
The preceding remarks prove the following result. x ij + err ≡ T,f
where
In particular, the polynomials that are squared in the sos
namely the components of the vector Q 
Proof of Mantel's theorem. We now use the polynomial version of flag algebras described above to prove Mantel's theorem along the same lines as in [FRV13] . Let A = K 3 , G be the family of triangle-free graphs and G n be the triangle-free graphs on n vertices for some fixed n. We need to choose t, f, m to apply the flag algebra method. Set t = 1 and take T to be a single vertex labeled "1". Taking f = 2, we have the set of flags
Now we choose m = 3 so that H is the set of all triangle-free graphs on three vertices. Up to isomorphism, there is a unique graph on three vertices with i edges for i = 0, 1, 2, 3. Call these H 0 , H 1 , H 2 , and H 3 , i.e.,
Therefore, H = {H 0 , H 1 , H 2 } since H 3 is not triangle-free. The density polynomials for these d Hi for each 0 ≤ i ≤ 3 can be defined according to equation (2). For example, we have
Using the fact that d H3 ≡ 0 mod I K3 n , we rewrite equations (3) and (4) as:
We now calculate d Fi,Fj (1 H k ) for every i, j ∈ {0, 1} and k ∈ {0, 1, 2, 3} and use (13) to obtain the following relations
n .
Choosing Q = , we obtain the following polynomial identity
as in the sos expression (7). Thus we get the following proof:
Remark 2.3. The degree of the above sos-proof equals the maximum degree of the polynomials of the form d Θ F which is at most f 2 (for graphs) where f is the number of vertices in the T -flag.
Sum of squares representations of invariant polynomials
In [GP04] , Gatermann and Parrilo use methods from representation theory to organize the computation of sos expressions for polynomials that are invariant with respect to a finite group. These symmetry-reduction techniques allow the SDP that provides the potential sos to be broken into several smaller SDPs that are coupled together, often leading to tremendous computational savings. Since the graph density polynomials that arise in Turán problems are invariant under an induced action of the symmetric group S n on n letters, we can apply the methods in [GP04] to provide an alternate and systematic method for establishing graph density inequalities.
Our main aim in this section is to describe the strategy and mechanics in [GP04] specialized to our setting of S n acting on R[x]. For a full proof of the GatermannParrilo method specialized to our setting, see Appendix A of [RSST16] . To keep the paper self-contained, we assume very little background.
3.1. Representation theory of the symmetric group. There are many excellent expositions of the representation theory of S n , and our brief account below is based on [Sag01, Chapter 1]. We will reference general theorems from [Sag01] even if we only state their specialized versions for S n .
Recall that R[x] denotes the polynomial ring in the variables x ij , 1 ≤ i < j ≤ n. Since we will be searching for d-sos polynomials for a fixed degree d, we will focus on R[x] ≤d , the set of all polynomials in R[x] of degree at most d. A natural basis for this vector space is the set of all monomials of degree at most d, and hence the dimension of V :
where e := n 2 . The symmetric group S n acts on monomials in R[x] via sx ij := x s(i)s(j) for each s ∈ S n . Extending this action linearly to the vector space V makes V a S n -module. This means that the multiplication sf for s ∈ S n and f ∈ V satisfies the following properties:
for all s, t ∈ S n , f, g ∈ V, α, β ∈ R, and where e is the identity permutation in S n . The S n -module V is called the permutation representation of S n associated to the monomials of degree at most d for reasons we will see below.
The S n -module V gives rise to a homomorphism ϑ : S n → GL(V ), where GL(V ) is the set of invertible linear transformations from V to itself, by defining ϑ(s) to be the linear transformation of V corresponding to multiplication by s. The matrices realizing ϑ(s) for all s ∈ S n , with respect to a fixed basis of V , form a set of representing matrices of ϑ. For example, the representing matrices of ϑ, with respect to the monomial basis of V , are the permutation matrices of size D × D. This follows since for each s ∈ S n , ϑ(s) sends a monomial to a monomial. Let P s ∈ R D×D denote the permutation matrix representing ϑ(s). Note that the matrices P s are orthonormal.
Conversely, a homomorphism ϑ : S n → GL(V ) makes V a S n -module via the multiplication sf := ϑ(s)f for each s ∈ S n and f ∈ V . By this discussion, a representation of S n refers to the S n -module V , or the homomorphism ϑ : S n → GL(V ), or even a set of representing matrices of ϑ with respect to a fixed basis of V . The trivial representation of S n is the homomorphism ϑ(s) = 1 for all s ∈ S n . Equivalently, a S n -module V is a trivial representation of S n if V is one-dimensional and sf = f for all s ∈ S and f ∈ V .
A subspace W of V is a S n -submodule if it is invariant under the action of S n , i.e., sf ∈ W for all f ∈ W and s ∈ S n . A S n -module is irreducible if it does not contain any nontrivial submodules, and the associated homomorphism ϑ is also said to be irreducible. The irreducible S n -modules are indexed by the partitions λ = (λ 1 , λ 2 , . . . , λ k ) of n denoted as λ ⊢ n. There is a canonical irreducible S nmodule indexed by the partition λ called the Specht module S λ whose dimension is n λ , the number of standard tableaux of shape λ. All irreducible representations of S n are isomorphic to one of these Specht modules. See [Sag01, Chapter 2] for a detailed account of the combinatorics underlying the representation theory of S n . In Section 4, we give more details of the specific items we will need.
One of the fundamental results in the representation theory of finite groups specialized to our setting says the following. 
λ denote the sub-sum of all the isomorphic copies of the irreducible S λ in a full irreducible decomposition of V from Maschke's theorem. While this decomposition is not unique, the multiplicity m λ of S λ in the decomposition is. The subspace V λ is called an isotypic of V , and the decomposition
called the isotypic decomposition of V , is unique. A useful fact to note is that a S n -invariant polynomial f (i.e., sf = f for each s ∈ S n ) must lie in the isotypic corresponding to the trivial representation of S n .
The irreducible decomposition of V guaranteed by Maschke's theorem creates several block-diagonal structures that are the key to the methods in [GP04] . Let
be the full decomposition of V into irreducibles where V i λ ∼ = S λ for i = 1, . . . , m λ . The first instance of block structure arises at the level of representing matrices of the homomorphism ϑ : S n → GL(V ). Suppose B is a basis of V obtained by concatenating bases of the different irreducible submodules in (17). Then the representing matrices of ϑ(s) with respect to B are block-diagonal with a block corresponding to each irreducible V i λ in (17) of size n λ × n λ . The basis B is said to be symmetry-adapted if the following stronger property holds: for a fixed λ, the n λ × n λ sized blocks corresponding to the m λ irreducibles V i λ are exactly the same, i.e., the representing matrix of ϑ(s) with respect to B has the form:
It is usual to notate this as
A symmetry-adapted basis of V always exists and an algorithm to find it is given in [FS92, Chapter 5.2]. Recall that the permutation matrices P s were representing matrices for ϑ, but they are not block-diagonal. If M is the change of basis matrix from the monomial basis of V to B, then the new representing matrices are B s := M P s M −1 . If M is orthogonal, then B s = M P s M ⊤ is also orthogonal. Next we consider the set of matrices that commute with every B s . This is the commutant algebra For example, if m λ = 3 and n λ = 2, then Q λ is the 3 × 3 block matrix shown below on the left. Now notice that by permuting rows and columns, we can transform Q λ to a block-diagonal matrix with n λ equal blocks each of size m λ × m λ . This is the block-diagonalization of Q needed in [GP04] . 
Then there is a reordering of the symmetry-adapted basis with respect to which Q is block-diagonal of the form:
Note that the structure of Q in (21) is doubly block-diagonal similar to (18). The matrix Q λ has size m λ × m λ . Also, since the algorithm creates a bijection between the matrices Q λ in (21) and the n λ standard tableaux τ 1 λ , . . . , τ n λ λ , we may rewrite (21) as
For the particular ordering of the symmetry-adapted basis required to blockdiagonalize Q, we refer the reader to [FS92, pp 40] . As a consequence of the reordering we get a different direct sum decomposition of each isotypic V λ in (17), indexed by the standard tableaux of shape λ:
Note that this vector space decomposition is not a S n -module decomposition. For more information on the vector spaces W τ λ , see Section 2 and Appendix A of [RSST16] .
3.2. Sum of squares for an invariant polynomial. The main message of [GP04] is that the computation of sos certificates of degree at most d for an invariant polynomial can be helped greatly by the irreducible decomposition (17) and the block structures discussed above. We present their strategy in our setting.
A representation ϑ of S n on R[x] ≤d induces a representation of S n on S D , the vector space of D × D real symmetric matrices as follows:
Here we identity ϑ(s) with a matrix representation of it, and assume that these matrices are all orthonormal. This action preserves the cone of psd matrices. The set of all invariant matrices under the action (24) are those of the form X = ϑ(s) ⊤ Xϑ(s) for all s ∈ S n . Note that these are precisely the matrices that commute with every ϑ(s) and hence they can be block-diagonalized as in (22). An easy way to construct an invariant matrix from any matrix X ∈ S D is to pass to its symmetrizationX := s∈Sn ϑ(s) ⊤ Xϑ(s). If X is psd then so isX. Suppose we are given a S n -invariant polynomial f(x) ∈ R[x] for which we wish to find a d-sos representation modulo an ideal I ⊂ R[x] that is also S n -invariant. Let [x] ≤d denote the vector of monomials in R[x] ≤d . The polynomial f(x) is d-sos modulo I if and only if there exists a psd matrix Q such that
Since f and I are both S n -invariant, we may symmetrize both sides of the above equation to get another sos expression for f mod I . Therefore, we can assume that the sos on the right is S n -invariant. In other words, we may assume that the psd
≤d is symmetrized since symmetrizing the sos yields
Now suppose M denotes the change of basis matrix from the monomial basis of R[x] ≤d to a symmetry-adapted basis with respect to (17). Then f(x) is sos mod I if and only if there is an invariant psd matrix Q such that
≤d is the vector of elements in the symmetry-adapted basis of V . The matrixQ = M ⊤ QM has the block structure in (22) since Q is invariant and M ⊤ QM is precisely the transformation that block diagonalizes Q. The components of y will be referred to as (symmetry-adapted) basis polynomials. The block structure ofQ endows a block structure on y, with big blocks indexed by the partitions λ of n, and each block y λ broken further into blocks indexed by the standard tableaux of shape λ.
For simplicity, we renameQ by Q and rewrite the sos expression for f using (22). Thus
where Q λ is an unknown psd matrix of size m λ × m λ , and
is a matrix of the same size where τ ′ λ is any tableau of shape λ (symmetrization here is possible since f is S n -invariant). The choice of tableaux τ ′ λ does not affect Y λ . For further explanations, see Appendix A of [RSST16] . Therefore, in order to check if f is a sos of the above type, we need to search for a psd matrix Q λ of size m λ for each λ such that the linear equations that come from equating f to the sos expression (26) hold. For details on how to set up this SDP, we refer the reader to [BPT13, Chapter 7.2.1].
It might be possible to certify the nonnegativity of f(x) by using only a subset Λ of the partitions of n. Since we will rely on such subsets in the next two sections, we make a formal definition to say precisely what we mean.
Definition 3.4. We say that a sos expression for f modulo the ideal I can be obtained through the Gatermann-Parrilo SDP restricted to partitions in Λ if there exists psd matrices Q λ such that
Main Results
In this section, we establish the connection between the sos certificate (14) obtained from the flag algebra method to those that can be obtained from the Gatermann-Parrilo symmetry-adapted SDP described in the previous section. In particular, we show that this sos certificate can be obtained from a SDP restricted to a fixed number of known partitions as in Definition 3.4 above.
Note that the sos certificate (14) is a nested sos (sums of sums of sums of squares really) which makes it cumbersome to work with. Therefore, we work with the inner sums of squares in (14) whenever possible. In Theorem 4.3 and Corollary 4.10, we use the innermost sos by fixing some Θ, T and f , namely
to prove that each r k is invariant under a particular subgroup of S n , and as such, lies in the direct sum of finitely many V µ which we explicitly describe. In Theorem 4.13, we need the intermediate sos obtained from fixing only T and f and which, with a slight abuse of notation, we denote by
We prove that such a sos can be retrieved through the Gatermann-Parrilo method restricted to partitions said to be lexicographically greater or equal to (n − t, 1 t ) where t is the size of T (see definition below).
Corollary 4.14 involves the whole sos (14) and shows that this whole flag sos can also be retrieved through the Gatermann-Parrilo method restricted to partitions lexicographically greater or equal to (n − t * , 1 t * ) where t * is the maximum size among all intersection types present. A key feature is that the number of such partitions is independent of n.
Throughout this section, we assume that V = R[x] ≤d is such that d is at least as big as the maximum number of edges in the flags considered in the sos (14).
4.1. Invariance of density polynomials. A partition of n is a way of writing n as a sum of positive integers; each summand is called a part. We denote a partition λ by a vector containing the parts λ i in non-decreasing order, i.e., (λ 1 , . . . , λ k ) such that λ 1 ≥ . . . ≥ λ k > 0 and λ 1 + . . . + λ k = n. A key partition for us is the hook partition for which all the parts but one are 1; we denote the hook partition with t + 1 parts as (n − t, 1 t ). There is a lexicographic order on the partitions of n; for λ = (λ 1 , . . . , λ k ) and µ = (µ 1 , . . . , µ l ), we write λ ≥ lex µ if the vector (λ 1 , . . . , λ k ) is lexicographically greater than or equal to the vector (µ 1 , . . . , µ l ). A partition λ has a shape (Young diagram) with rows of size λ 1 ≥ λ 2 ≥ · · · λ k . A tableau of shape λ, denoted as τ λ , is a filling of the boxes in the diagram of λ by the numbers 1, . . . , n. The tableau is standard if the numbering increases along each row and column. The row group of a tableau τ λ is the subgroup of S n defined as Note that this group is isomorphic to S λ := S λ1 × · · · × S λ k .
We will show that the polynomials d Θ F from (9) are invariant under a particular row group for all flags F ∈ F f T . Recall that these polynomials were defined from the choice of a T -flag F of size f , and an injective map Θ ∈ Inj ([t], [n] ). In particular, no partitions, tableaux or row groups were involved. We first present an example.
Example 4.1. Consider n = 5 and the hook partition λ = (2, 1, 1, 1) . The row group of the tableau
is R τ λ = {1, (4, 5)}.
Suppose we choose the intersection type T = Similarly, from (9) we get that
Note that d 
is also an injective map preserving Θ. Indeed, for any h ∈ Inj Θ (V (F ), [n]), the composition gives a map from
)| -to-one surjective. This is because there are n − f elements of [n] outside the range of h and h = s • h for any s ∈ R τ λ that fixes the range of h. Since there are 4.2. R τ λ -invariant polynomials and the isotypic decomposition. Our next goal is to show that a R τ λ -invariant polynomial f lies in the span of certain specific isotypics in the isotypic decomposition (16) of V = R[x] ≤d . We will use this in the next subsection to prove that Razborov's sos can be obtained by restricting the Gatermann-Parrilo SDP to the subblocks indexed by these isotypics/partitions.
Recall that the induced S n -action we have decomposes V into a direct sum as in (17). Therefore, our polynomial f ∈ V decomposes as
where f µ,i ∈ V i µ . Since f is R τ λ -invariant, we may assume without loss of generality that each f µ,i in (30) is also R τ λ -invariant. Indeed,
In the case when f is some r k in the sos (28), we are interested in knowing when a f µ,i is non-zero, or equivalently, in determining which parts of V contain f. For this, we rely on the theory of restricted representations [FH91, Chapter 4].
The restricted representation of the subgroup R τ λ on V is the representation of R τ λ on V obtained by restricting the S n representation ϑ : S n → GL(V ) to the elements of R τ λ . This has the effect of refining the direct sum decomposition in (17) since an irreducible V i µ , while being R τ λ -invariant, may not be irreducible with respect to R τ λ and hence will decompose into irreducible representations of R τ λ . The R τ λ -invariant polynomials in a V , λ 2 , . . . , λ k ) be a partition and N λ be the sequence containing λ i copies of the number i for i = 1, . . . , k. A semistandard tableau of shape µ and type λ is a tableau of µ with numbers coming from N λ such that the numbers are non-decreasing along rows and increasing along columns.
will require different tableaux, all will be of shape (n − t, 1 t ). Thus all r Θ,k lie in µ> lex (n−t,1 t ) V µ by (4.10). Therefore, by (4.12), the sos (29) can be obtained from the Gatermann-Parrilo SDP restricted to the partitions µ ≥ lex λ.
Finally, we tackle the general Razborov sos (14) for Turán density proofs involving several Θ, T, f .
Corollary 4.14. Consider a sos of the type (14) and let t * be the maximum size of an intersection type in it. Then this sos can be obtained through the GatermannParrilo program restricted to partitions lexicographically greater or equal to the hook partition (n − t * , 1 t * ).
Proof. In Theorem 4.13, we proved that the sos (28) can be obtained by restricting the Gatermann-Parrilo SDP to partitions µ for µ ≥ lex (n − |T |, 1 |T | ). Thus every sos in (14) for each Θ, T, f can be obtained from partitions µ for µ ≥ lex (n − t * , 1 t * ) where t * is the maximum size of all intersection types considered. Since the final sos (14) is a linear combination of these smaller sos, it can also be obtained by restricting the Gatermann-Parrilo SDP to those same partitions.
We have established the relationship between the Gatermann-Parrilo framework and the flag algebra sos for Turán problems. We conclude with a few remarks that will be helpful in implementing the Gatermann-Parrilo framework.
Remark 4.15. Note that flag algebra Turán sos uses fixed t and f (independent of n) and thus the number of partitions indexing blocks in the restricted SDP is also independent of n. Indeed, the number of partitions lexicographically greater than or equal to (n − t, 1 t ) is at most twice the number of partitions of t. Moreover, each small subblock in a block corresponding to a λ has size m λ × m λ , which depends on d but not n. Finally, even though the number of subblocks per block (i.e. the number of standard tableaux) increases as n increases, by (26), we only need one subblock. Thus, the size of the restricted SDP does not depend on n.
Remark 4.16. In Theorem 4.3, we showed that a r k in the sos (28) is invariant under R τ λ for some tableau τ λ where λ is a hook partition. One can obtain further savings in the size of the corresponding SDP by using symmetries of the T -flags which allows us to replace the hook partition with partitions that are lexicographically larger than it. For example, in Example 4.1, d Θ F is also invariant under the row group of τ λ = 4 5 2 3 1 , i.e., R τ λ = {1, (2, 3), (4, 5), (2, 3)(4, 5)}.
We also note that we have stated our results based on the isotypic decomposition of V = R[x] ≤d and not of the quotient vector space R[x] ≤d /I A n . This is again for simplicity and will not change the the flavor the results. The ideal is used implicitly in some places such as in the derivation of the sos (14).
The Symmetry-Adapted SDP for Mantel's Theorem
Recall the proof of Mantel's theorem from Section 2.2 using flag algebra calculus. Since the flags F 0 and F 1 needed in the sos expression (15) have an intersection type of size t = 1, Theorem 4.13 implies that we can retrieve this sos expression by restricting the Gatermann-Parrilo SDP to partitions (n) and (n − 1, 1). Moreover,
