Abstract-An important mode of human-robot interaction is teleoperation, in which a human operator directly controls a robot via hardware such as a joystick or mouse. Such control is not always easy, however, as the viewpoint of the human, the alignment of the input device, and the local coordinate frame of the robot are rarely all aligned. These discrepancies force the user to reconcile the involved coordinate frames during teleoperation. Therefore, the choice of coordinate frames is critical since an unintuitive coordinate frame mapping will likely lead to higher mental workload and reduced efficiency. We discuss this concern, describe the various difficulties involved with natural remote teleoperation of a robot, and report experiments that demonstrate the effects of using different frames of reference on task performance and user mental workload.
I. INTRODUCTION
Teleoperation has traditionally been an important mode of robotic control. Teleoperation here refers to direct robotic control using a variety of interaction modalities, including dialogue, joysticks, and graphical interfaces. Under this paradigm, the human controls all robotic movements and the robot simply follows the low-level instructions. A recent trend in robotics also uses teleoperation in combination with autonomy, allowing robots to exercise some autonomy while still involving the human in execution-time decisions and commands [1] , [2] . For example, the system may run autonomously while both asking for assistance and accepting interventions from the human operator as necessary. In both of these paradigms, teleoperation is a powerful technique for robot control. In order for teleoperation to be successful, however, it must allow for meaningful and natural interactions between robot and human. Because teleoperation necessarily involves providing input in some predefined frame of reference, one possible approach to improving these interactions is to explicitly consider the coordinate frame used during the teleoperation interaction.
The concept of coordinate frames in teleoperation is not new. There is a growing body of research on frames of reference used in dialogue, both in human-human interaction and in human-robot interaction [3] . When humans speak amongst themselves, they frequently switch between different frames of reference. Possible reference frames include the speaker ("move to my right"), the listener ("move to your left"), a third-party object ("go behind the table"), and global references ("go north"). For human-human interaction, such references are second nature and are usually easily understood. For human-robot verbal interaction, however, this is not as trivial a matter. Although some of these frames of reference are more common than others in typical conversation, it is important to distinguish between the different cases in order to ensure that such verbal instructions result in the desired robot behavior.
These concepts, fundamental in verbal communication, transfer to situations where manual teleoperation is the mode of interaction. The difference is that instead of saying "move forward" or "turn right," the operator pushes an input device forward or twists it right. The ability to use a natural coordinate mapping, however, is not as straightforward in manual teleoperation as it is in speech, as the robot generally has no way to determine the operator's intended coordinate frame. Further, instead of being able to flexibly switch back and forth between whatever predefined coordinate frame seems natural and intuitive, or even dynamically defining them as the interaction progresses, a fixed frame of reference is usually attached to the hardware device or interface used to teleoperate. For example, when pushing forward on the input device, the teleoperator cannot clarify what 'forward' means, as they could in dialogue; they can only use the mapping built into the system, whether they find it intuitive or not.
It is thus imperative to ensure that when an operator manipulates an input device, the robot moves in the direction and the manner that the operator expects. In addition, the coordinate frame of the input device ideally should be related to the coordinate frame of the robot or robot workspace in such a way that the human operator expends little thought on mental spatial transformations to reconcile their movement commands with the input device's coordinate mapping. As we will show, small changes in this relationship between device input and robotic motion result in corresponding changes of individual operator mental workload, satisfaction, and efficiency during teleoperation.
Our initial hypothesis was that using a task-oriented coordinate frame while teleoperating, such as a coordinate mapping aligned with the object being manipulated, would lead to less operator workload and more successful and efficient humanrobot interactions. In order to test this claim, we conducted an experiment in which users were asked to complete a simple teleoperation task using three different mappings between the input device's coordinate frame and the direction of movement of the robot. They viewed the workspace using several displays, including a stationary camera and a workspace visualization tool. The first mapping relied upon the camera's position in the workspace: moving the input device forward and backward moved the robot directly toward and away from the camera. The second mapping used the robot's own coordinate frame. Finally, the third mapping was task-oriented, and used the coordinate frame of the object being manipulated.
The results from these experiments, while not conclusive, indicate that although all mappings had similar user mental workloads, the task-oriented mapping enabled the task to be completed in less time. This suggests that although a taskoriented mapping may require just as many, if not more, spatial transformations as other mappings, it is ultimately a more effective frame of reference for teleoperation due to its intuitive relation to the task's goals.
In the following section, we discuss work related to our investigation. In Section 3, we discuss an overview of different theoretical mappings that could exist between a teleoperation device and the resulting robotic movement, and hypothesize about the benefits and drawbacks of each. Section 4 introduces our experimental domain and possible mappings we can use in our system. We then continue to describe our experimental method, discuss our results, and talk about future work in this area.
II. RELATED WORK
Two of the main goals of teleoperation research are to reduce operator workload and to make the entire experience as efficient as possible for both the human teleoperator and the human-robot team. One large body of research addresses this question by focusing on the operator's viewpoint of the workspace. Commonly, an operator will have two views of the world. The first is an egocentric, or first-person, view -the operator views the world as if they were in the workspace. The second is an exocentric, or third-person, view -the operator views the world from a vantage point outside of the workspace. Reconciling these dual displays, however, can often lead to extra effort on the part of the operator. Wang and Milgram [4] address this problem with a new type of 'tether' view, where the user has just one display that is neither completely local nor completely global. Instead, it simulates a camera flying behind the robot like a kite tied to the robot body. Other similar work has used virtual reality to teleoperate robotic arms in space, which allows operators to see simulations of parts of the environment that may otherwise not be visible [5] .
Another area of research focuses on improving the teleoperator's overall interface, especially the arrangement and choice of components, in order to maximize the efficiency of the operator's interactions with the robot. For example, Kaber and Chow [6] investigated how to best define and develop teleoperator interface design principles. Some of the measures they consider while designing an interface are the current operator goals, operator situational awareness, and operator workload.
DeJong, et al. [7] investigated optimizing the teleoperator's interface in order to reduce the mental workload by minimizing the number of mental rotations and translations that the teleoperator must do in order to gain situational awareness. They showed that by organizing the interface and displays in an effective way, the transformations required to convert the robot's desired motion -as seen in the operator's view of the world -into a command to the input device can be minimized, reducing training and task times and increasing task performance.
While all of the above projects have the same overall goal as the work presented here, they focus more on efficiently gaining situational awareness and reducing mental workload while interpreting and understanding output from the robot and its workspace. This contrasts with our own goals of determining how to best provide commands back into the workspace. A project that does look at how to best command a robot is described by Diftler, et al [8] . In this system, a teleoperator wears body trackers at the arms, neck and waist, and gloves on both hands. They can then control Robonaut, an anthropomorphic robot, simply by moving their own body, hands and fingers. Although this approach is highly appropriate for an anthropomorphic robot, translating the operator's movements into teleoperation commands becomes quite difficult if the robot lacks the necessary degrees of freedom. Instead, we focus on optimizing simple hardware devices by intelligently designing the software that integrates them into our system.
III. TELEOPERATION WITH DIFFERENT COORDINATE FRAMES
In order to teleoperate a robot, a human needs an input device to translate their intentions into a form that the robot can understand. As previously mentioned, one question that naturally arises is how exactly the user's input should map to movement by the robot in the real world.
There are many ways in which one can think of what exactly they are controlling while moving a joystick during teleoperation. In remote teleoperation, teleoperators typically use an external camera to view the workspace. Thus, one possible mental model of the relationship between the joystick and the world is that the operator is commanding the robot from their own vantage point -i.e., from the position of the camera in the robot workspace. Here, pushing forward on the joystick moves the robot away from the camera, and pulling back on the joystick moves the robot towards it. A potential advantage of this coordinate frame is that it would take very little time to adjust to it: no mental transformations or rotations are required of the operator to predict the results of their input. Instead, the robot moves in the exact same way as the joystick from the teleoperator's point of view. A disadvantage is that it may not always feel intuitive during task-oriented teleoperation, such as when the operator has to manipulate some object into a certain position. Here, it may be more difficult to complete the task, since more mental transformations are required to determine how the robot or end effector needs to move in order to complete the task at hand.
A second mental model is that the teleoperator imagines sitting on top of the robot, controlling it using the frame of the robot itself: pushing forward moves the robot (and in a sense the teleoperator) forward, and back moves it back. This coordinate frame has the advantage of being easy to define, especially for robots with obvious fronts and backs, such as rovers and humanoids. A disadvantage is that not all robots have obvious directionality. For example, a symmetric robot's directionality is both completely arbitrary and often hard for the operator to remember later on. A second disadvantage is that unless a teleoperator has the ability to view the world from this vantage point, they would have to manipulate their mental model of the world to figure out how the workspace would look from that position.
A third possibility is modeling the workspace in a taskoriented manner. While this is very task-specific, it usually means adopting the coordinate frame of the object being manipulated, whether that is the end effector of the robot, an object it is grasping, or some other relevant item in the environment. Thus, instead of being perched on the robot, using this model the teleoperator would think of themselves as directly facing the object they are trying to manipulate and controlling it from that viewpoint. For example, if the task were to use a square end effector to pick up an object, the coordinate frame would be aligned with the end effector's flat sides, with the user 'facing' the end effector while standing near the target object. A disadvantage of this choice of coordinate frames is that if the camera providing the video feed is not aligned with the task's coordinate frame, extra spatial transformations are required in order to map the desired movement according to the camera view to movement of the input device. Also, as a given task changes and evolves, its associated task mapping may change with it, which may jar the user.
These three possible mappings loosely correspond to the three main kinds of reference frames developed in the psychological community [9] . The first, based on the teleoperator's view of the workspace, corresponds to the deictic, or viewercentered, reference frame, since it is with respect to the operator's virtual position in the environment. This is similar to the concept of "to my right" or "in front of me." The second, based on the robot's position, corresponds (albeit weakly) to the extrinsic, or environment-centered, reference frame, since it relates to an extrinsic object in the environment that is sometimes arbitrarily defined and is not the focus of the current task. "North" and "south" are two examples of concepts in the extrinsic reference frame. Finally, the task-oriented mapping corresponds to the intrinsic, or objectcentered, reference frame, since it focuses on the object in the environment the teleoperator is trying to control. Language illustrating this reference frame is "in front of the receptacle," or "to the right of it."
IV. ROBOTIC ASSEMBLY The previous section described 3 different frames of reference and their associated strengths and weaknesses. In order to determine quantitatively how the strengths and weaknesses compare, we ran an experiment in the domain of robotic assembly. This domain is part of the larger Trestle project [10] and involves the assembly of a square structure that is built using four beams and four planarly compliant nodes ( Figure  1 ). In order to weakly simulate conditions in space, the nodes are mounted on casters that roll easily along the floor when pushed. Thus, during beam insertion a node must be braced to keep it from rolling away. This assembly task has three different roles that must be filled: sensing the environment, bracing the node for insertion, and inserting the beam into the node. In our work, each of these roles is filled by a different robot. The Roving Eye (Figure 2 ) is a synchro-drive robot built on a RWI B24 base and equipped with a stereo camera pair, which is mounted on a pan-tilt unit. It provides a color video feed to the user, as well as relative 3D object position information to the other robots during visual servoing and to the user via a visualizer (described below). The Mobile Manipulator (Figure 2 ) is an RWI ATRV-2 skid-steered base with a Metrica/TRACLabs 5-DOF anthropomorphic arm mounted on the front, which it uses to insert the beams into the nodes. Finally, the Crane ( Figure  3 ) is the NIST-built RoboCrane [11] , which consists of a 6-DOF inverted Stewart platform with mounted receptacles that allow it to brace the nodes during beam insertion.
Part of this assembly process includes allowing a human operator to assist the system in its construction during times when the system is unable to complete the task itself, or when the human is believed to be more efficient. In order to do so, the human operator has the ability to teleoperate each of the three robots. This teleoperation is done via a six degree of freedom "SpaceMouse" input device [12] (Figure 4) . The SpaceMouse is similar to a joystick, but with an additional vertical translational dimension, as well as roll, pitch and yaw.
The question of mapping input from the SpaceMouse to robot movement during teleoperation is especially pertinent for the RoboCrane. There are two main phases to bracing a node using the Crane: moving the Crane's receptacle to the vicinity of the node, and then using finer movements to align the Crane appropriately and lower it onto the node. The Crane, however, does not have an obvious front ( Figure 3 ): instead, it has four symmetric receptacles, which are needed due to its limited workspace. Because of this, without knowledge of the robot's defined coordinate frame, the 'front' of the Crane appears to be whichever side of the Crane the human is currently observing.
In the context of teleoperating the RoboCrane, we define three coordinate frames that correspond to the three theoretical mappings presented in Section 3 ( Figure 5 ). The first is ViewPoint-oriented (VP), which uses the workspace's camera as the basis for its coordinate frame. The camera is mounted on the Roving Eye, which is positioned outside the Crane's workspace, facing it. Thus, pushing forward on the SpaceMouse moves the Crane away from the camera, pulling backward on the SpaceMouse moves the Crane toward the camera, left moves it left, etc. The second, Robot-Centered (RC), is with respect to the Crane's body, using its predefined front and back. In our setup, the front of the Crane roughly faces away from the task and the workspace camera. The third is Task-Centered (TC). Since the task is to grab on to the node with one of the Crane's receptacles, this uses the coordinate frame of the side of receptacle facing the node: moving the mouse forward moves the Crane towards its receptacle, roughly towards the node.
Our initial hypothesis was that the RC mapping would be the most difficult to use and the TC would be the easiest. Since the RC mapping requires users to remember an arbitrary frame of reference potentially misaligned with the task or information at hand, intuition told us that users would have to concentrate more on their teleoperation in this condition. The TC mapping, however, would theoretically result in a lower mental workload, since no reconciliation would be required in order to merge their mental model of the task workspace and the corresponding control space of the Crane. This would then allow teleoperators to complete their required tasks more efficiently. We also hypothesized that the VP mapping, while initially easy to understand, would ultimately be more difficult to use than the TC mapping, since it also did not align with the coordinate frame of the task.
V. EXPERIMENTATION
To test our hypothesis, we conducted an experiment in which novice human users were asked to teleoperate the RoboCrane to complete a bracing task using the three different Crane coordinate mappings described in the previous section. Although the results obtained were not statistically significant, they confirm our hypothesis that subjects are in fact fastest while using the TC mapping, even though as a whole they believe the VP mapping is easier to use.
A. Method
Subjects interacted with the Crane using a teleoperation workstation. The workspace layout is shown in Figure 5 . They were not allowed to view the robot workspace directly. Instead, they received two visual representations of the workspace. The first was a live video feed from a camera in the workspace ( Figure 6) ; this provided the basis for the viewpoint-oriented coordinate frame. Since there was only output from one camera displayed in the video feed, this view lacked depth perception and rotational accuracy. It was more useful for the initial gross movements than the later fine motions. The second visual representation was virtual, showing the relative translational and rotational offset between the receptacle and the node (Figure 7) . The translational offsets were represented by synthesizing views of the node from the front, side and top. Thus, if the Crane receptacle were too high, the front view would show the bottom of the receptacle above the node; if it were too far in front, the side view would show it to the left of the node. The rotational offsets were shown by simulating a top-down view of the Crane overlaid on top of the node. In Figure 7 , the Crane receptacle (represented by the top-most outline) is docked onto the node (represented by the solid box with the pentagon on top), and the Crane is rotated just slightly clockwise with respect to the node.
The visualization was generated by using the relative pose information calculated by the Roving Eye's fiducial recognition software. Due to its the detail, the visualization tool was very useful for fine-grained movements at the conclusion of the bracing procedure; however, due to field of view limitations, if the Crane was not close to the node the visualizer provided no information, rendering it useless for the initial gross movements toward the node.
Each subject was asked to use the SpaceMouse, GUI and video feed to brace one of the nodes with the Crane three times, using each of the three different coordinate frame mappings introduced in Section 4 ( Figure 5 ). There was no lag time introduced between their input and the movement of the Crane.
The viewpoint coordinate frame (VP) depended on the camera providing the live video feed to the subject's display. This camera was mounted on the Roving Eye, which remained stationary during the experiment. In this condition, input from the SpaceMouse translated directly to movement of the Crane as seen by the Roving Eye's cameras -no mental spatial transformations were required while viewing the video feed. Rotation was centered at the center of the Crane.
The coordinate frame associated with the Crane's body (RC) roughly faced away from the camera and node. According to the Crane's predefined frame, pushing forward or pulling backward on the mouse caused the Crane to move laterally, along its edges. Rotation in this condition was also centered in the middle of the Crane.
Finally, the task-centered coordinate frame (TC) used the orientation of the Crane's receptacle used to complete the task. The front was defined as the side of the receptacle closest to the node. Since this viewpoint simulated the teleoperator facing the receptacle, the left and right were the user's left and right, not the receptacle's. This made this condition the only left-handed coordinate frame 1 . Rotation was centered at the receptacle.
At the beginning of each condition, subjects were told which coordinate mapping that condition used. They were then asked to complete a practice task until they felt familiar with the frame of reference. The practice task consisted of translating the robot in a certain direction and then rotating it (for example, moving the Crane forward and then rotating it counter-clockwise). Once subjects indicated they were satisfied with their completion of the practice task, the Crane was reset to its starting position and they were told to begin the bracing task. On average, subjects took less than a minute to complete the practice task.
Each of the 18 subjects performed the three conditions in different orders, with each of the six different possible orders being performed by three subjects. This was done to account for both learning and ordering effects. Since none of the subjects had worked with our system before, their teleoperation skills in general improved as the experiment progressed. The ordering also prevented biasing of the data by the order in which conditions were administered.
Subjects were also given a distractor task in order to increase their mental workload while completing these experiments: we did not believe the bracing task alone was hard enough impose sufficient workload on the subjects to see measurable differences in workload between conditions. The task was to watch a TV show segment while performing the bracing task and to summarize the segment at the end of each bracing. After finishing each condition, subjects were given a NASA-TLX survey [13] to determine their mental workload while performing the task. The survey reports overall workload, as well as mental load in several different categories: mental demand, temporal demand, effort, performance and frustration. Each factor, including overall workload, is rated on a scale from 0 to 100.
After filling out the TLX survey, subjects completed a written survey in which they evaluated the coordinate frame mapping of that task. They rated the overall mapping, just translation, and just rotation, using a scale from 1 (very easy/intuitive) to 5 (very hard/unintuitive). The survey also included three qualitative questions asking about what aspects of the mapping they most liked or disliked, and whether this mapping was one the subject would want to use again.
B. Results
During the experiment, the results of the TLX and written surveys were recorded, as well as the time it took each user to complete the bracing task under each of the conditions. Three subjects' results were discarded and replaced in order to eliminate outlier effects, as their mean task times were more than three standard deviations above the mean time of the group.
The subjects' timing and survey data were analyzed using a repeated measures ANOVA test. Because of very high inter-subject and intra-subject variability, the tests did not yield statistically significant results. However, in Section 6 we discuss the observed trends, as well as the qualitative feedback from the users.
The timing data that was collected showed that the VP mapping condition took the longest time, and the TC the shortest (Table I) 2 . The subjects' TLX results versus completion time are shown in Figure 8 . These data agree with our initial hypothesis that the TC mapping leads to more efficient interactions between the human operator and the robots.
The TLX survey revealed small differences in subjects' workload in each of the three conditions (Table II) . Interestingly its results do not agree with the timing results. Instead, the VP mapping had the lowest average workload, and the TC mapping had the highest.
User evaluations were in accordance with the TLX surveys (Table III) , and were also statistically insignificant. In all three categories, subjects mostly preferred the VP mapping to the other two, with the TC mapping generally least favored. Also, when asked whether they would like to use the current coordinate mapping again in the future, the majority (78%) of subjects responded that they would definitely use the VP mapping again if it were an option. This was followed by the TC mapping at 56%, with the RC mapping receiving the fewest positive responses at 50%.
VI. DISCUSSION
As mentioned, the results from these experiments did not yield statistically significant values. The main reason for this was high inter-user variability: different subjects were just good or bad at the task in general, which lessened the measured differences between conditions. Still, the results in combination with the users' qualitative survey feedback allow us to draw some conclusions about coordinate frames Use Again? 78% -50% -56% -in teleoperation. Our initial conjecture was that the viewpoint mapping required more mental spatial transformations than the other mappings in order to reconcile the different frames of reference the user makes use of during the task, and thus would be the most difficult to use. However, the results from the TLX survey show that although all three mappings yield similar workloads, the VP mapping has a slightly lower workload. One possible reason for this is that with the VP mapping users performed fewer, not more, spatial transformations compared to the other mappings. To explain this, recall that the subjects initially had two main views of the workspace: the Roving Eye's cameras and the visualizer in the GUI. Many subjects reported that they used the live video feed for the initial gross movements required to get the Crane close to the node, and then switched to the visualizer in order to fine-tune the Crane's position and line it up to brace the node. This lower workload could be a result of the correspondence between the VP mapping and the display initially used, making it easier to get comfortable with manipulating the Crane using that mapping. With the task-centered and robot-centered mappings, users might have had a higher workload due to initially having to construct a mapping between what they saw on the monitor and the direction of Crane movement, making it harder to get accustomed to controlling the robot in that way.
The user rating surveys showed significant correlation with the TLX survey results. Users reported finding the VP mapping more intuitive and easier to use than the other two mappings, again suggesting that it was easier to adjust to controlling the robot in that coordinate frame than the other two. Subjects also indicated qualitatively that this mapping was very easy to adjust to, since what they saw was what they got, resulting in less frustration during the task. The TC mapping, in contrast, received much lower user ratings. This contrast also indicates that they may have been attempting to visualize the entire workspace while trying to complete the task, instead of using the TC mapping to simply complete the task locally as we initially believed.
Before we ran the experiments we assumed that all three measures -TLX survey results, user satisfaction and timing -would agree about which coordinate mapping was 'best.' The timing data collected, however, while still statistically correlated with the other data, is correlated inversely. That is, users were fastest at the mapping that gave them the highest workload and that they least preferred. The data show that although users reported they preferred the VP coordinate mapping to the TC and RC mappings, and had a lower mental workload, they were still able to complete the task more quickly using the TC mapping than the VP or RC mappings. This suggests that although the TC mapping requires slightly more mental effort, its intuitive relationship to the task workspace and goals ultimately make it more useful and efficient than the other two mappings.
Finally, while our results are statistically insignificant, our initial conclusions are strengthened when one considers Figure  9 , which shows the least squares mean times by condition, Fig. 9 . Least squares means of each condition, reported by the order in which the condition was done. separated by the order in which each condition was done. This graph suggests that the results could be affected by a steeper learning curve than we originally anticipated. Although the practice effect is not statistically significant, the graph clearly shows that the differential between mapping methods increased as the experiment progressed, suggesting that the true significance of the data is simply hidden by a large initial variance due to large learning and practice effects.
Based on these results, we can make some recommendations about coordinate frames in teleoperation. As Figure 8 suggests and Tables 1, 2 and 3 make explicit, a user's perceived workload is inversely related with their measured performance. This relationship implies that, at least in teleoperation, there is a trade-off of user workload against performance. There are several possible causes of this. One is that in situations where the task at hand is more difficult, an operator will compensate for the difficulty by concentrating more on the task, ultimately improving their performance. A second is that although the VP mapping does feel easier, it simply takes more commands to complete the task due to the mapping's indirect spatial relationship to the task. Thus, if efficiency is a key factor in teleoperation, and a high mental workload is acceptable, then the human operator should use the TC mapping; otherwise, if the operator wants a lower workload, or wants to concentrate on multiple tasks at once, the VP mapping might be the most appropriate.
Another solution to this trade-off is to give the operator the ability to adjust the coordinate mapping based not only on which task they are performing, but which component of that task they are currently working on. As previously mentioned, users in this study often indicated that the VP mapping was very natural to use while making gross movements to get the Crane close to the node, but it was much harder to use for the fine movements required to actually align the Crane with the node and brace it. Similarly, users indicated that the TC mapping was easier to use during fine manipulation, but disliked how it felt while doing larger translational movements. If they had had the option of switching between these two mappings, they might have found both components of the task easier to do. This would be analogous to how humans smoothly switch between different frames of reference while giving directions or engaging in some other spatially oriented conversation, such as "move to the left, next to the table." This study suggests a need to have the same ability in teleoperation.
VII. FUTURE WORK
One obvious next step for this research is to conduct sufficient trials to achieve statistical significance. As mentioned in the previous section, one possible explanation for the high variance of these results is a large practice effect skewing the first two thirds of the data. Therefore, an experiment that allows users to become fully accustomed to teleoperating the Crane before actually beginning the task may yield more precise results.
Another extension is further investigation into whether the training times differ between coordinate mappings. It could be that although the VP mapping initially has a shorter training time and longer task completion time than the TC mapping, the training continues past the initial period, and that after continued use the task completion time decreases. Another viable theory is that although the TC mapping was perceived as more difficult because it was harder to learn, it would gain more favor from its users over time.
We would also like to see confirmation or refutation of our earlier conjectures about the effect of the use of the video displays on the teleoperator's preferred coordinate mapping. One approach would be to limit the GUI to only one of the two possible displays. By limiting users in this fashion, we would potentially be able to determine whether users do in fact prefer the VP mapping more because it corresponds to the video display used for the initial movements, or if some other factor is involved.
Another issue to investigate further is the idea of changing the frame of reference based on the current task. One example is to have subjects teleoperate the Crane to do two grabbing tasks in a row, using two of the four different receptacles of the Crane, and changing the SpaceMouse mapping between them from the frame of the first receptacle to the frame of the second. Although the results and feedback from the two tasks would likely be the same, it is possible that the users would not like the switch of coordinate mappings, even though it only changes in order to retain the task-oriented aspect of that mapping. This would tell us whether the user is grounding their mental frame in the world or in the task space.
VIII. CONCLUSIONS
This paper discussed various issues involved with using different coordinate frames in robotic teleoperation. It described a series of experiments comparing these frames with one another, each with its own theoretical justification. The results, although not statistically significant, showed that while users statistically preferred using a viewpoint-oriented coordinate frame, and have a lower mental workload while doing so, the time it took them to complete a teleoperation task was ultimately lowest while using a task-centered coordinate frame. It is thus apparent that user perception of performance and the performance itself are not always correlated in robotic teleoperation, suggesting that teleoperation system designers should decide which factors are more important and adjust their interfaces accordingly.
This notion of different coordinate frames during teleoperation generalizes to the other robots used in the Trestle assembly task. The Mobile Manipulator, in particular, has a number of possible coordinate mappings that could be used for teleoperation. Its base has an obvious front, which could be used as the coordinate frame of an RC mapping. Its end effector, which grasps the beams in order to dock them into the nodes, also has a coordinate frame that would correspond to an RC mapping. The coordinate frame of the end of the beam being inserted would be an appropriate choice for a TC mapping. And, of course, the position of the camera in the workspace could also be used as a basis for a VP mapping for teleoperation of the Mobile Manipulator as well. These generalizations can easily further broaden to include other assembly and teleoperation tasks, as well.
