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Abstract
We present recent advances in the modeling of beam-
electron-cloud dynamics, including surface effects such
as secondary electron emission, gas desorption, etc, and
volumetric effects such as ionization of residual gas and
charge-exchange reactions. Simulations for the HCX facil-
ity with the code WARP/POSINST will be described and
their validity demonstrated by benchmarks against mea-
surements. The code models a wide range of physical pro-
cesses and uses a number of novel techniques, including
a large-timestep electron mover that smoothly interpolates
between direct orbit calculation and guiding-center drift
equations, and a new computational technique, based on
a Lorentz transformation to a moving frame, that allows
the cost of a fully 3D simulation to be reduced to that of a
quasi-static approximation.
INTRODUCTION
The desire to increase the beam intensity in operational
and upcoming accelerators leads to continuing concerns
over the detrimental effects from electron clouds and gas
pressure rise [1]. In addition, three-dimensional (3D) ef-
fects may become significant in future machines such as
the ILC damping ring, which is dominated by wiggler mag-
nets, and for the high-intensity accelerators envisioned for
Heavy Ion Inertial Fusion (HIF) drivers and Warm-Dense
Matter (WDM) studies. In the first case, the 3D effects
arise from the intrinsically 3D field geometry of the wig-
glers, and in the second from the very long beam pulses
which simultaneously encompass many lattice elements.
To this end, we have undertaken the development of a
new generation of computer simulation code in conjunc-
tion with detailed measurements for extensive code vali-
dation at a heavily diagnosed dedicated facility at LBNL,
namely the High-Current Experiment (HCX) [2].
Our simulation tool, described in more detail below, has
a fully self-consistent simulation (FSCS) capability in 3D,
but can also be operated in simpler modes such as 2D
build-up mode (BUM) and in quasi-static mode (QSM)
(see below). By using the code in these simpler modes,
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we have carried out successful code-to-code benchmarks
against other codes, such as POSINST [3–6] and HEAD-
TAIL [7, 8] in the context of high-energy particle accelera-
tor models.
The FSCS 3D mode is, of course, the most complicated
in terms of the simulation model and the most computation-
ally costly. In part, the complexity is due to the large spread
in time and length scales involved in the model. Recently
we have developed a novel computational algorithm, appli-
cable to relativistic beams, that significantly increases the
computational speed of the 3D FSCS by a judicious choice
of a moving frame of reference [9]. Preliminary results
were presented recently [10–12].
THE WARP-POSINST PACKAGE
The simulation tool is based on a merge of the HIF code
WARP [13] and the high-energy physics electron cloud
build-up code POSINST [3–6], supplemented by additional
modules for gas generation and ionization [10], as well
as ion-induced electron emission from the Tech-X pack-
age TxPhysics [14]. The tool allows for multi-dimensional
(2D or 3D) modeling of a beam in an accelerator lattice
and its interaction with electron clouds generated from
photon-induced, ion-induced or electron-induced emission
at the vacuum chamber walls, or from ionization of back-
ground and desorbed gas. The generation and tracking of
all species (beams particles, ions, electrons, gas molecules)
is performed in a self-consistent manner (the electron, ion
and gas distributions can also be prescribed –if needed– for
special studies or convenience). The code runs in parallel
and benefits from adaptive mesh refinement (AMR) [15],
particle sub-cycling [16], and a new drift-Lorentz parti-
cle mover for tracking charged particles in magnetic fields
using large time steps [17, 18]. These advanced numeri-
cal techniques allow for significant speed-up in comput-
ing time (orders of magnitude) relative to brute-force inte-
gration techniques, allowing for self-consistent simulations
of electron-cloud effects and beam dynamics, which were
out of reach with previously available tools. Fig. 1 is a
schematic illustration of the different functional modules
in WARP-POSINST and their inter-relationships that are
ultimately needed to reach FSCS [17–20].
Self-consistent simulation of electrons and beam parti-
cles requires simulation involving a broad range of time
scales, ranging from the electron cyclotron period (10−11−
Figure 1: Sketch of the different functional modules in
WARP-POSINST. At present, most modules are opera-
tional (red). The reflected ions and the charge exchange
modules are still being developed (blue).
10−10 s) up to the beam transit time (10−7 − 10−5 s)
through a series of lattice elements. The shortest electron
cyclotron period is typically one to two orders of magnitude
smaller than the next-smallest time scale. To deal with this
large range of time scales in a unified manner, we have de-
veloped a mover for electrons that interpolates between full
electron dynamics and drift kinetics [17, 18]. This mover
allows to integrate the motion of a charged particle in a
magnetic field using time steps greater than the local cy-
clotron period, at the cost of a possible loss of information
of the phase of the cyclotron motion. This drawback can
be dealt with if necessary, but it is often inconsequential in
practice.
Impact of energetic beam particles on the vacuum cham-
ber surface can lead to desorption of neutral atoms or
molecules. At high beam energies electronic sputtering
is the dominant desorption mechanism. The model used
by WARP for the energy and angular distribution of the
desorbed neutrals is based on molecular dynamics calcula-
tions [10, 19].
The background gas, or the gas generated by wall des-
orption from beam particle impact, can be ionized (possibly
fragmented) by the beam, gas ions or the electrons. Con-
versely, the interaction between the gas and the beam can
lead to stripping, or capture of electrons by the beam parti-
cles. We track these events using a Monte Carlo scheme
similar to the one described in [21]. For simplicity, we
make the additional assumption (valid for current applica-
tions) that the gas reservoir is large enough, and the cross-
sections are small enough, that the depletion of gas due to
its ionization can be neglected [10].
Although the code WARP-POSINST is fundamentally
geared towards FSCS, and it allows to study in detail the
beam and electron clouds for many turns, the 3D self-
consistent approach, even with the mesh refinement, sub-
cycling and advanced particle pusher capabilities, must be
supplemented by simplified descriptions for convenience
and for benchmarking purposes. In BUM, the code forces
the beam to be non-dynamical, i.e., the beam is represented
Figure 2: Cartoon explaining the QSM algorithm for the
passage of a bunch through an ecloud station.
by a prescribed function of space and time, while the elec-
trons are tracked fully dynamically in either 2D or 3D, in-
cluding primary and secondary emission. This mode of
operation, is by definition, not self-consistent but it can
provide valuable results in many cases. A benchmark of
WARP in 2D BUM against POSINST for the case of an
ILC dipole shows good agreement [22].
Another simplified mode of operation is the QSM, sim-
ilar to what is used in the codes HEADTAIL [7, 8] or
QUICKPIC [23, 24]. In QSM the beam particles are
tracked in 3D while the electrons are represented as two-
dimensional slices passing through the beam at one or more
discrete points along the ring, called “ecloud stations” (see
Fig. 2). The electron density at any given station is typ-
ically assumed to be uniform and cold just before the ar-
rival of the bunch. After passing through a station, the
beam particles are tracked through the lattice to the next
station. For this, WARP allows either the use of a lattice
map, or uses leap-frog integration through the various in-
tervening lattice elements. In QSM, the beam particles and
the electrons evolve under their mutual influence during the
passage of the bunch through a station, but it is not fully
self-consistent. This mode is much faster than FSCS and
allows parametric studies of the thousands of turns that are
required for the modeling of slow emittance growth, which
is a concern for the LHC [25]. Fig. 3 shows a benchmark
of WARP against HEADTAIL [7, 8] for the case of 1 or 2
stations per turn for the propagation of a 20-GeV proton
beam with 1011 particles per bunch through a 5-km ring
with constant focusing [11] and a uniform electron cloud
of density 1012 m−3.
THE HIGH CURRENT EXPERIMENT
The HCX [2], located at the Lawrence Berkeley Na-
tional Laboratory, is a small (∼ 10 m-long) heavy-ion
linac consisting of an injector producing a singly-charged
Potassium ion beam (K+) at 1 MeV kinetic energy, fol-
lowed by a transport lattice made of a matching section, a
ten-quadrupole electrostatic section, and a four-quadrupole
magnetic section. The flat top of the beam pulse reaches
180 mA and its duration is 4 µs.
The HCX is dedicated to the study of space-charge dom-
inated beam transport and electron-cloud effects on the
beam. Copious electrons are generated by slamming the
Figure 3: Comparison of results from WARP in QSM mode
and HEADTAIL [7, 8]. Shown are the RMS emittances
vs. time for a 20-GeV bunch of 1011 protons propagating
through an electron cloud of density 1012 m−3. Top (bot-
tom): one(two) ecloud stations per turn.
beam onto the end plate. We study electron effects in
the magnetic section, which is heavily instrumented with
diagnostic devices and suppressor electrodes dedicated to
the various measurements of electron flux, electron energy
spectrum, and gas analysis [26–32]. The primary electrons
created at the end plate propagate upstream, entering only
two quadrants of the fourth (last) magnet because of the
sign of E × B. The electron current measured by one of
the clearing electrodes is compared with the simulation in
Fig. 4, in the case where the suppressor ring electrode was
left grounded to allow electrons to propagate upstream, and
the three clearing electrodes were biased to +9 kV. The
simulation and experimental results show excellent agree-
ment both on the magnitude and frequency (∼ 10 MHz)
of the observed oscillations. Simulation results reveal that
these time-dependent oscillations are related to bunching of
electrons drifting upstream in the fourth magnet. The na-
ture of these oscillations has yet to be firmly identified. Al-
though some possible explanations for this bunching have
been excluded (electron-ion two-stream instability, for ex-
ample), the topic is under active investigation.
HIGH-ENERGY ACCELERATORS
We have applied the WARP-POSINST code to the mod-
eling of a train of bunches in one Large Hadron Collider
(LHC) FODO cell in fully self-consistent mode. The mag-
netic fields in the FODO cell used in our simulation have
nominal values for 7 TeV beam energy, with geometry, di-
mensions and optics as specified in the LHC CDR [33].
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Figure 4: Electron current at clearing electrode (c). Red:
recorded on HCX experiment; black: WARP-POSINST
simulation.
However, for the purposes of these preliminary studies, we
have used the following simplifications: (1) cell magnets
other than dipoles and quadrupoles are not included (actu-
ally, replaced by drifts); and (2) magnetic edge fields are
neglected. As for the bunch train, we represent it by a suc-
cession of identical bunches with nominal intensity, emit-
tances, and spacing, but we use the following simplifica-
tions: (3) periodic boundary conditions in the longitudi-
nal dimension, both for the beam and for the electrons (so
that, effectively, the model represents a circular “storage
ring” consisting of a single FODO cell); and (4) the energy
spread is zero (all particles have nominal energy). A snap-
shot from the simulation of a train of five bunches is shown
in Fig. 5 [12].
Figure 5: Snapshot from a 3D self-consistent simulation
of five bunches propagating from left to right in one LHC
arc FODO cell (green: dipoles; blue: focusing quad; red:
defocusing quad; silver: drift). The electrons are generated
by photo-emission at the rate of 1.27×10−3 photoelectrons
per proton per meter, preferentially at the outer edge of the
chamber. Peak secondary emission yield is 2.0. Electrons
are colored according to density (low: blue; high: red).
An application of WARP in QSM mode to an SPS-like
machine model is shown in Fig. 3. An application th the
FNAL Main Injector proton ring [34] is discussed in [35].
An application to the LHC is shown in Fig. 6, which shows
the simulated fractional emittance growth in a single turn as
a function of the number of ecloud stations for a rather high
ecloud density. It is evident that convergence is reached
when the number of ecloud stations is several times the
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Figure 6: Simulated fractional emittance growth of the
LHC beam over one turn as a function of the number of
ecloud stations around the ring, assuming an electron den-
sity ne = 1014 m−3. Beam conditions were E = 450 GeV,
Nb = 1.1 × 1011. The lattice was assumed to be constant
focusing with tunes (νx, νy) = (64.28, 59.31).
LORENTZ-BOOSTED FRAME
Even with AMR, subcycling and the efficient drift-
Lorentz mover, the FSCS of a beam through an electron
cloud is a very expensive computational problem owing to
the wide spread of the space and time scales involved. Such
a problem arises in other areas of physics, e.g. the radiation
from an electron bunch in a wiggler in an FEL. Such prob-
lems are called “multiscale” problems, and usually require
massively parallel computations. Recently, one of us [9]
observed that, if the beam is relativistic, the computational
expense is substantially reduced by a judicious choice of a
moving frame of reference. The relativistic contraction of
length and dilatation of time affords a better matching of
the time and length scales in the problem. The appropriate
Lorentz factor of this boosted frame is somewhere between
γ = 1 (the Lab frame) and the γ of the beam.
A simple example offers some intuitive understanding
how this works: while the number of steps required to re-
solve, say, one cyclotron period of an electron is a Lorentz
invariant, the key point is that, in a suitable boosted frame,
the number of steps required to resolve the electron cy-
clotron period would also allow one to resolve the beam
particle motion through one betatron wavelength due to the
Lorentz contraction of the latter, while in the Lab frame one
would need many more time steps to do so. Fig. 7 shows a
comparison of the calculation of the RMS radius of a pro-
ton beam undergoing a hose instability as it traverses an
electron cloud [9]. In this case, the brute-force computa-
tion in the Lab frame took more than 2 weeks of CPU time,
while the in the boosted frame it took less than 30 min, a
speed-up factor of 103, with essentially identical results.
Figure 7: Evolution of a bunch of 1012 protons travers-
ing an electron cloud. There is no vacuum chamber in
this simulation. A magnetic field Bθ = const. × r pro-
vides focusing. The bunch traverses a total distance of
6 km, of which the electron cloud occupies the last 5
km (dotted line). The electron density reaches a peak of
1015 m−3. The bunch and the boosted frame had Lorentz
factors γ = 500 and γ = 5121/2, respectively, rela-
tive to the Lab frame. Reprinted figure with permission
from J.-L. Vay, Phys. Rev. Lett. 98, 130405 (2007).
http://link.aps.org/abstract/PRL/v98/e130405. Copyright
(2007) by the American Physical Society. Readers may
view, browse, and/or download material for temporary
copying purposes only, provided these uses are for non-
commercial personal purposes. Except as provided by law,
this material may not be further reproduced, distributed,
transmitted, modified, adapted, performed, displayed, pub-
lished, or sold in whole or part, without prior written per-
mission from the American Physical Society.
The boosted frame technique makes the computational
cost of a FSCS comparable of that of the QSM mode. It
is of no benefit in the QSM approximation, nor in build-
up simulations. The technique, however, brings up issues
that remain to be addressed, for example: the curved tra-
jectory of a beam through a bending magnet makes it not
obvious how to choose the Lorentz boost (or, one might
have to use general relativity to carry out a transformation
to a non-inertial frame). The shift in the simultaneity of
events requires a non-trivial translation of the particle co-
ordinates in the boosted frame to the Lab frame; this trans-
lation would be required for full diagnostic purposes, for
example. A pure magnetic field in the Lab frame shows up
as a combined electric-magnetic field in the boosted frame,
therefore the code must allow for particle tracking in an ar-
bitrary electromagnetic field (which WARP does). Finally,
the vacuum chamber in the boosted frame is a moving con-
ductor, which requires an unconventional specification of
the electric and magnetic boundary conditions for the field
solver. Nevertheless, the large speed-up factor exhibited
by of the Lorentz-boost technique in simple cases makes
it highly desirable to solve these issues for more practical
applications. This is an area of active research.
CONCLUSION
We have developed a three-dimensional self-consistent
code suite which includes new numerical methods, allow-
ing the modeling of accelerator configurations that were
previously out of reach. Benchmarking against the HCX
experiment has provided excellent agreement, and is being
further pursued in order to fully validate the code and the
embodied physical model. The code is also being applied
to the self-consistent modeling of electron cloud effects in
several high-energy storage rings such as the LHC, SPS,
ILC damping ring and the FNAL Main Injector. Bench-
marks of the code in QSM against HEADTAIL shows
good agreement, as does a benchmark in 2D BUM against
POSINST. A new algorithm, based on a Lorentz boost to
a moving frame of reference, shows high promise of a sig-
nificant reduction of the computational cost of a FSCS of a
relativistic beam through an electron cloud and other simi-
lar relativistic multiscale problems.
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