ABSTRACT: The present study introduces a statistical procedure for obtaining long-term local daily precipitation forecasts in a climate change scenario. It is based on a regression model that uses climate variables properly reproduced by a General Circulation Model (GCM) as predictors. The daily rainfall model used consists of a logistic regression as the occurrence model and a generalized linear model (GLM) with Gamma error distribution as the quantity model. The ability of the model to generate plausible long-term projections is analysed by studying and comparing its behaviour using observed and GCM simulated data as input. The method is applied to forecast the rainfall pattern in the area of Zaragoza (Spain) for the period 2090-2100, in an IS92a scenario. We use the data corresponding to an experiment with the CGCM1 model, the first version of the coupled GCM of the Canadian Centre for Climate Modelling and Analysis (CCCma). The results obtained show that no significant change in global rainfall frequency or in the annual accumulated amount are to be expected; however, an important modification of the seasonal cycle, with a high decrease in rainfall frequency and in the amount collected in spring, is forecasted.
INTRODUCTION
The development of complex models capable of simulating the ocean-land -atmosphere system has allowed climate scientists to obtain projections for long-term climate evolution in different scenarios. However, these models are not able to provide output at the required spatial resolution for representing the processes of interest in hydrological applications, such as the impact produced by a rainfall pattern change in the runoff regime or the erosion process in a river basin, which require daily rainfall data on a local scale. This has motivated the development of precipitation downscaling methods, which can be roughly classified into 2 groups: those using a numerical model (a regional climate model nested in a GCM) and those based on a statistical model which relates the local rainfall to the GCM output.
There are several approaches for the statistical modeling of daily precipitation. Hughes et al. (1999) , Goodess (2000) , Stehlik & Bardossy (2002) and Sumner et al. (2003) link precipitation with the atmospheric state which governs the model parameters. Palutikof et al. (2002) and Beersma & Buishand (2003) use the daily atmospheric state for selecting a subset of the historical dataset, from which the rainfall observation is obtained through a sampling schema. Others, such as Wilby et al. (1999) or Beckmann & Buishand (2001 , obtain, through regression analysis, the function linking the rainfall model parameters with the variables representing the atmospheric situation. Although the atmospheric circulation explains the rainfall behaviour to a large extent, several authors (e.g. Buishand & Klein Tank 1996 , Wilby et al. 1999 , Cavazos 2000 , Beckmann & Buishand 2002 show that rainfall is also tied to other variables not directly related with pressure, such as humidity or temperature in different atmosphere levels.
The statistical method proposed in this paper is based on a regression model and can characterise, quite satisfactorily, the daily rainfall behaviour (Abaurrea & Asín 2003 , Asín 2003 . It is applied to the series measured at the Zaragoza Airport observatory and to those obtained from CGCM1 data corresponding to the grid-cell where this observatory is located. The CGCM1 model is the first version of the coupled general circulation model (GCM) developed by the Canadian Centre for Climate Modelling and Analysis (CCCma).
Zaragoza is situated in the middle of the Ebro Valley, at 240 m above sea level. The Ebro river flows from northwest to southeast into the Mediterranean Sea, and its basin (85 362 km 2 ) borders on the Pyrenees and the Cantabrian mountains to the north, the Iberian chain to the southwest and the Coastal-Catalonian chain to the east. This orographical situation favours a NW wind predominance and a dry climate in the central part of the valley, which is affected by climate extremes and convective storms. The observatory is free from an urban effect and is the only one in the region with radiosonde data.
The time periods considered are 1990-2000 and 2090-2100; the data length is limited by the upper air measurements available in Zaragoza since August 1990. All models have been fitted using 1990-1997 data and we have set aside the 1998-2000 period for validation. Thus, the fitting is based on 2153 days for the occurrence model and on 530 days for the quantity model.
The procedure implementation consists of 4 steps: (1) A comparative analysis of GCM output and the observed climate variables is carried out to select the potential predictors. (2) The statistical model built from the selected predictors is estimated and checked. (3) The resulting model is evaluated, as a forecasting tool, by analysing its achievement in reproducing the rainfall pattern using observed and GCM simulated data as input. In this way, the possible bias introduced by the model structure can be detected and the model rebuilt. (4) Using the resulting model, the precipitation pattern in the climate change scenario is forecasted and the proposed changes are analysed.
The statistical model we used is composed of a logistic regression model for fitting the daily rainfall probability and a generalised linear model with Gamma error distribution for fitting the rainfall amount measured on wet days. This approach is close to that of Stern & Coe (1984) , the main difference being that our model fits a different rainfall probability and amount distribution every day.
In Section 2 we introduce the data used; in Section 3, the statistical rainfall model is shown and the degree of achievement in fitting the different aspects of daily rainfall is discussed; how the model can actually reproduce the observed rainfall pattern when GCM generated data are used as input is also analysed. In Section 4 we discuss the properties of the forecasted rainfall pattern. Section 5 summarises the results and states some conclusions.
DATA

Data employed
The observed data were provided by the Spanish Meteorological Institute (INM); the CCCma provided the data simulated by the CGCM1 model. The GCM data correspond to a GHG+A experiment with an IPCC IS92a forcing scenario, in which the evolution of greenhouse gases (GHG) corresponds to that observed for the period 1900 to 1990; thereafter, a 1% increase rate per year is hypothesised up to 2100; the effect of sulphate aerosols is also included. Details about the model and simulation experiments are given in Boer et al. (2000a,b) .
The daily data for the GHG+A1 experiment for the period 1961-2100 are available from the CCCma website; the data are provided by a 97 × 48 Gaussian grid (approximately 3.75 latitude × 3.75 longitude). We downloaded the information relative to the periods 1990-2000 and 2090-2100 for the cell centered at 42.68°N, 0.00°E, where the Zaragoza Airport observatory (41.66°N, 1.01°W) is located.
At the Zaragoza observatory, the surface meteorological situation is measured every day at 0, 7, 12 and 18 h and the upper air information is collected by 2 radiosondes launched at 0 and 12 h. We point out that the number of missing values increases with height because the radiosonde is launched only once if it does not reach the 500 hPa level at the first attempt.
The variables in the model are those offered by the CCCma for the GCM experiment; as response variables: the rainfall amount recorded each day (0 to 24 h) (R t ) and a derived variable (Y t ), which equals zero if R t is less than 0.1 mm m -2 and 1 otherwise; as surface predictors: the daily maximum and minimum temperatures (T MAX and T MIN ), the daily temperature average (T ), the average of the atmospheric pressure at 0 and 12 h (P), the specific humidity daily average (Q) and the daily average of U and V wind components. The information on the upper atmosphere exists for the 850 and 500 hPa levels at 0 h and includes, for each level, the height (A), temperature, specific humidity and U and V wind components. The notation for these variables consists of letters which identify the variable, followed by the level where it has been measured: e.g. Q SUP denotes the surface humidity and A 850 the 850 hPa height.
Other useful predictors are derived from previous variables: the daily temperature range (T DIF ), the temperature difference between 850 and 500 hPa levels (T 85/50 ) and the 500/850 hPa layer depth (A 85/50 ). The wind information is expressed by means of direction and velocity (d W and v W , respectively).
For each predictor, we calculated its anomaly series by substracting from each daily observation the corresponding mean value, obtained through regression using the first 4 Fourier harmonic functions as covariates. These anomaly variables are denoted by the name of the corresponding variable preceded by the letter z, e.g. z.A 850 .
Observed versus GCM generated variables
The first step in building the model is the definition of the potential predictor set. Since the GCM generates data corresponding to a wide area, reflecting an average situation, the values produced will not be equal to those measured in a particular observatory. For some variables the differences can occur in a certain period of the year, in other cases they can be related to the mean level, so an anomaly series could have a similar statistical behaviour, at least in certain periods.
The comparative analysis between the observed and the CGCM1 generated data begins with an exploratory analysis where we analyse, using a particular smoother (lowess) and monthly boxplot diagrams, the similarity in location and variability. From this we conclude that GCM variables do not properly reproduce the behaviour of those observed. In some cases the difference is important, see for example the results for precipitation in Fig. 1a ; in other variables, such as Q SUP (Fig. 1b) , the boxplots show an important difference in mean position but a great similarity in dispersion.
The properties of simulated wind data are different from those of the observed data; the differences are greater at the surface level and become smaller as height increases. In Zaragoza, the prevailing surface winds are those from the northwest and, to a small extent, those from the southeast. In the simulated data the SW and NW wind frequencies are equivalent and the SE wind does not have any special relevance (Fig. 2) . At upper levels, the influence of the underlying surface decreases, so at 500 hPa the difference between both distributions is less important.
This comparative exploratory analysis has been complemented with some statistical tests. For each variable and the corresponding anomaly we apply a t-test for testing mean equality, a Wilcoxon test on median equality, an F-test for checking variance equality, a Wilcoxon test applied to differences from the respective means and, finally, a Kolmogorov-Smirnov (KS) test to check the distribution equality. Both the observed and GCM simulated data show serial dependence; only the t-test takes into account the existing autocorrelation, other p-values have to be considered as a measure of the distance between sampling distributions. The sample size is 300, approximately, for each month. In Table 1 we show, for the different tests, the number of months with p-values less than 0.01 and 0.05. For the best reproduced variables we have analysed the similarity throughout the year; Table 2 shows, by seasons, the KS test results. They confirm that discrepancies are mainly due to location differences and to difficulties in describing the seasonal cycle; only the simulated Q 500 and T 850 data reproduce the observed characteristics (Fig. 3) .
When we compare the KS test results for the anomaly and the variable series, we find that distributions are closer for the anomalies. To sum up, although in general the CGCM1 data distributions are not similar to the observed ones in Zaragoza, we have found some GCM anomaly series which acceptably reproduce the observed characteristics and, therefore, could be considered as potential predictors for a downscaling model. 
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STATISTICAL MODEL
A logistic regression model gives the rainfall occurrence probability for each day, P(Y t = 1|X t ), in the conditions stated by the predictor set, denoted by X t , which contains the relevant information corresponding to Days t, t +1 and those prior to Day t.
The amount model, which explains the precipitation collected on a wet day, is also a generalized linear model (GLM) with a Gamma error and a logarithmic link. The Gamma distribution is characterised by a location parameter, the expected value, and a dispersion one ν, the square of the variation coefficient. When ν = 1 this distribution corresponds to the Exponential model and if ν > 1, there is not a modal value and the density function shows a strong concentration near zero. According to a recommendation by McCullagh & Nelder (1989) , we estimate the ν parameter, considered as constant in the model, by the moment method.
The occurrence and quantity sub-models describe the rainfall phenomenon completely.
Criteria applied for building the model
In order to increase the explained variability, the linear predictor includes not only information about Day t and the previous days, but also about Day t +1, since the future use of the model allows this possibility.
Our objective is to obtain simple linear predictors which allow a physical interpretation; thus, we use the original variables, or simple transformations, not applying statistical techniques to reduce the predictor matrix dimension.
The modelling process is an iterative procedure consisting of formulating and estimating different structures and analysing their proposals in contrast to data. In order to select the best model, we apply a statistical test which compares, on each occasion, the deviance of 2 nested models; the significance level used is 0.05 except for removing harmonic terms when another of a lower order is not significant, in this case a level 0.01 is used.
Due to the large number of predictors available, a 2-step procedure is applied. First, a full model is built by the addition of terms which significantly improve the fitting. More precisely:
• We introduce the Fourier harmonic functions which allow us to model complex periodic patterns using a few parameters. We denote Si t and Ci t as the values of sine and cosine variables corresponding to i th order harmonic function evaluated at Day t. • We then introduce the possible climate covariates; if one is retained, the corresponding quadratic effect is considered, and so on. If a variable enters the model, the variables concerning the previous and following days are also analysed for entering.
After reaching a full model, a simplifying procedure which uses the t-statistic absolute value as the criterion is applied to eliminate the non-significant terms. A term is not removed if a higher order one in the same variable is significant.
Fitted statistical models
A model useful for projecting the rainfall pattern must reproduce the observed pattern when the covariate values generated by the GCM for the current climate are used as input. So, the usual tools used for model checking must be complemented with an analysis of fitted values obtained using the observed and the CGCM1 generated covariates. In this way we can discriminate between problems attributable to the model from those resulting from an inadequate reproduction of the observed local climate by the GCM.
In a first attempt, we used as predictors the anomalies whose KS p-values were greater than 0.01 in at least 6 of the months. The selection was based on the KS test because it compares the global distribution and not only partial aspects of it. This criterion is not very strict, so it allowed us to use a wide number of covariates and to achieve a good fitting. No wind component anomalies of any level were used in the model. This model, not shown, provided an adequate fitting of rainfall characteristics when it was used with the observed data but strong discrepancies appeared using the GCM generated data: the rainfall frequency in the spring months and the annual total amount were underestimated by 30% and a larger bias appeared in the spring rainfall amount that was estimated to be lower than the summer amount.
A sensitivity analysis showed us that GCM values of z.T MIN , z.T DIF , z.A 500 and z.Q SUP , necessary for achieving a good fit, were causing the bias. This led us to use them only in those seasons where they showed satisfactory behaviour regarding observed data. The final rule was to employ these covariates in seasons where the KS p-values were greater than 0.05 in at least 2 months (Table 2) . Exceptionally, z.T DIF , whose autumn KS p-values were greater than 0.05 only in 1 month and greater than 0.01 in all of them, was used. The model resulting from applying this rule, denoted the Down model, is described in the next subsection.
Description of the Down Model
The linear predictors of occurrence and quantity sub-models, denoted Down−Oc and Down−Q respectively, are shown in Table 3 . Both contain harmonic terms up to the 4th order and interaction terms of climate covariates with seasons; these terms are denoted by combining the season and covariate names.
The linear predictor of Down−Oc contains 29 terms, 9 of which are main (non interaction) terms. Fig. 4 shows the signopposite effect of z.P SUP in Days t and t − 1 and also the different effect of z.T DIF in winter from the rest of the year. We point out that the z.Q SUP effect doubles in winter with respect to summer or autumn.
The Down−Q model is simpler; its main effects are related to the upper air variables z.A 850 , z.Q 500 and z.T 85/50 . No information about surface pressure or any particular term concerning the autumn season appears in this model.
Goodness of fit
The harmonic terms adequately fit the seasonal cycle of rainfall frequency (Fig. 5) and amounts (Fig. 6) ; the correlation coefficient between observed and fitted monthly mean values is 0.98 for Down−Oc and 0.93 for Down−Q (Tables 4 & 5) . Down−Oc explains, for the estimation period, 39% of response variability, a value similar to those obtained by Beckmann & Buishand (2001 for different European observatories. Our model correctly classifies 78.6% of the days, using the smoothed relative rainfall frequency as a threshold (Table 4) . For the validation data set, a similar proportion of explained variability (32.6%) is globally obtained, but this value decreases appreciably in some seasons (13 and 10% in spring and autumn, respectively). The variability explained by Down− Q is, globally, 17.4% and it decreases to 13.6% in spring, when z.Q SUP and z.T DIF are excluded from the model. The result improves on that obtained by Beckmann & Buishand (2001) for the Spanish observatories they study, where a maximum of 13.3% is attained. Our value is close to that obtained by these authors in Austrian and Swiss observatories (20%). As an additional check, we classified each observed amount into the 5 intervals defined by 10th, 25th, 75th and 90th percentiles of the distribution fitted to the corresponding day. According to this criterion the fitting is adequate: the frequency distribution is close to the expected probabilities with the exception of quantities below the first decile.
The degree of achievement of Down−Q in validation ensemble is less satisfactory. The explained variability is low in some seasons because of the great influence of certain data; when these data are eliminated, better values are obtained: in summer, 9.9% is attained if we disregard 4 days (5 June 1998, 1 July 1998, 1 and 9 June 2000) and in winter we attain 18.4% if the period 30 January 1998 to 3 February 1998 is eliminated.
Model simulation
In order to analyse the degree of achievement attained in describing some important daily rainfall proper- the 5% level for February wet runs only. For rainfall quantities, the test is statistically significant at the 1% level for January, December and spring months, and at the 5% level from September to November. The simulated distributions show greater dispersion in April and May while the opposite is true in January and March for observed data. We conclude that the Down model adequately represents many of the characteristics of observed rainfall. The occurrence model reproduces the monthly frequencies and the dry and wet run distributions. With regard to amounts, the model reproduces the monthly mean values well and the distributions are not distinguishable at the 5% level in summer months and at the 1% level in autumn months; some discrepancies are found in the other seasons.
Evaluation of the Down model using CGCM1 data
An overview of the model performance is displayed in Table 7 , which shows, for the period 1990-2000, the annual and seasonal mean number of rainfall days and the mean accumulated amount, observed and fitted, using as input (1) the observed covariates and (2) the CGCM1 generated ones for this period. The expected number of rainfall days is obtained by adding the fitted probabilities; for the expected amount we add the products of daily fitted probabilities by fitted amounts. The errors are calculated as a percentage of the observed value.
The maximum error observed in rainfall frequencies using CGCM1 data is about 8% and occurs in spring (Fig. 7) ; the discrepancy between the lowess smoother applied to the observed and the estimated frequencies is small.
Satisfactory results are also obtained when the aforementioned diagnostic checks are applied to the 20 simulated series obtained using the 1990-2000 CGCM1 generated data (Table 6) . With regard to dry and wet run persistence (results not shown), the KS test suggests that only June dry runs are significantly different at the 5% level, the simulated runs being a little longer; no difference is detected in wet run distributions. The monthly mean values of simulated amounts are close to the ones observed (Fig. 8) Table 5 . Goodness-of-fit measures for the Down−Q model rejects the equality hypothesis at the 5% level in 10 months and at the 1% level in 6 (results not shown), suggesting that the model Down−Q must be improved.
To sum up, the Down model is able to generate, using CGCM1 data as input, rainfall series which are indistinguishable from the observed data with regard to the frequency properties; for the amounts, the model produces similar monthly mean values but it is not able to reproduce the distributions. Keeping these limitations in mind, we will use the Down model for analysing changes in rainfall properties in a climate change scenario. 
PROJECTED RAINFALL PATTERN FOR THE PERIOD 2090-2100 UNDER AN IS92a SCENARIO
In this section we analyse the rainfall pattern predicted by the Down model for the period 2090-2100 in the area represented by the Zaragoza observatory; the input is the CGCM1 projected data under the IS92a scenario.
The climate projection proposed by CGCM1 indicates an increase of about 4°C in T MAX and T MIN mean values at the surface level and greater increases at higher levels: 4.5°C at 850 hPa and 6°C at 500 hPa; the standard deviation would increase 10% at the surface level for both T MAX and T MIN and also for the temperature at the 850 hPa level. According to this projection, the pressure distribution would not experience significant changes in location and variability (Fig. 9) . The specific humidity would keep its seasonal profile and increase the mean level at the 3 heights, the rise being greater at higher levels: 53.1% at 500 hPa (Fig. 10) , 26.3% at 850 hPa and 22.5% at the surface level; its variability would also increase in all the cases. This scenario has already been described: the rise of temperature would increase the evapotranspiration and, consequently, the water vapor in the atmosphere.
The annual number of rainy days for 2090-2100 forecasted by the Down model is similar to the currently observed values. However, a strong reduction is projected for spring months, a significant increase in September and other minor ones in August and October (Fig. 11) .
The analysis of 20 simulated trajectories allows us to evaluate the change in wet and dry run length distributions. The results (not shown) support the seasonal profile already discussed; the KS test asserts the significant difference, at the 5% level, of the dry run length distribution in April, May, June and September. For wet runs, the Wilcoxon test states that significant differences exist, at the 5% level, between February and May and also for September; in March, the third quartile is about 1, which means that 75% of the forecasted rainy spells will be formed by isolated days.
There are 2 periods, spring (especially April) and August, where an increase in precipitation intensity is forecasted (Fig. 12) . In other months, the simulated mean values are similar to those currently observed. The diagnostic checks shown in Table 6 do not detect any discrepancies between observed and forecasted regimes, because the most important difference is associated with the seasonal cycle.
The forecasted rainfall pattern is summarised in Table 7 . The changes in annual rainfall frequency and in total amount would be minor but the seasonal cycle would change significantly. Rainfall frequency would fall by 37% in spring, with respect to values proposed by the model for the current period; the number of wet days proposed would be similar to the number currently observed in summer. Spring is the only season where the model forecasts an amount decrease; the drop is less important than the one corresponding to the frequency because an increase in the rainfall intensity is forecasted. The model proposes an annual cycle with a wet phase in autumn and winter; in this period the rainfall frequency would be greater than the current values and the total amount would increase by 20%. In contrast, the dry period, between March and August, would show a minor frequency of wet days and a total amount similar to the current values. The comparison of the precipitation change projected by the downscaling model with that obtained directly from the GCM output (see the bottom of Table 7) shows some agreement on the summer frequency and also on the direction of the change proposed for the spring frequency and for winter and spring amounts; nevertheless, the relevant change of the seasonal cycle projected by the Down model is not forecasted by CGCM1.
We do not know of any downscaling study which has obtained precipitation projections for the middle , located 220 km south-southwest of Zaragoza. They projected a decrease in the number of wet days, especially in summer, and a relatively smaller decrease in both seasonal amounts because of the effect of the change in the geopotential height at 850 hPa, which would raise the wet day amount. Our results for the Zaragoza area agree with the frequency decrease forecasted for summer and with the increase, in both seasons, of rainfall intensity. Sumner et al. (2003) analysed the rainfall episodes which generate amounts greater than 5 mm in at least 5% of the considered stations, for the Spanish Mediterranean coastal region. Using the data generated for the period 2080-2099 by the ECHAM-OPYC3 model, they project for the Ebro delta area, 180 km southeast of Zaragoza, an increase in convective situations at the end of the summer and autumn and no changes in the annual amount, 2 characteristics which we find in the projection for the Zaragoza area.
CONCLUSIONS
The method proposed is useful for obtaining longterm projections for the daily rainfall pattern in a climate change scenario at a local scale. The current Down model is able to simulate rainfall series from which we can obtain conclusions about the seasonal characteristics and, also, about certain aspects of the daily behaviour, such as dry and wet run persistence. The inaccuracy of the quantity model does not allow us, for the moment, to be confident about conclusions on other properties such as characterisation of extreme events. Thus, we have restricted our analysis to rainfall frequency and to seasonally aggregated results for the amounts. These results could probably be improved by using another GCM with a better spatial resolution or providing a more informative output.
Our method has some advantages compared to other approaches: (1) it is able to use the GCM daily output directly; (2) it analyses the way the GCM reproduces the observed climatology at the scale where the projection is made, the daily scale; (3) the regression model provides a more flexible approach than the models based on the atmospheric state. It allows us to use any variable well described by the GCM instead of being limited to pressure-related information. The presence in the model of other variables let us take into account different aspects of climate change, which increases the method sensitivity. Moreover, our model generates probabilities and expected amounts varying in a continuous range whereas models based on the climate state provide values only for the defined situations.
The modelling process has proved the relevance of variables such as the specific humidity at the surface and 500 hPa levels, as stated by Beckmann & Buishand (2001 , and also of the temperature daily range, a variable not used in previous works. The suitability of the model for climate long-term projection has been proved by analysing the results obtained using the GCM generated variables corresponding to the present climate as input; this checking is important since the posterior application requires the minimal bias from the model.
As in all prediction methods, this procedure needs the established relationship for the current climate between rainfall and atmospheric variables to stay in the climate change scenario. In favor of the Down model we can say that the apparent inflexibility of its seasonal profile, described by harmonic terms that do not change in the period 2090-2100, has not prevented the projection of an important change in rainfall seasonality.
Statistical modelling supposes that non-explained variability follows a random behaviour. As we have seen, the models built could not include relevant information and were forced to employ anomalies as covariates because the corresponding variables were not properly described by the GCM. The solution to this problem is out of the scope of our research; the bias associated will tend to disappear when future GCM versions that properly describe a greater number of atmospheric variables are available. The projecting procedure proposed will still be useful and the reliability of the results will improve.
