The Support Vector Classification (SVC) is a powerful machine learning technique for pattern recognition purposes, whose efficiency depends significantly on its parameters selection. This paper proposes an algorithm that integrates the quadtree data structure with the grid search to select the optimal (C,) SVC parameters. The goal is to reduce computational operations and processing time from traditional grid search by using the quadtree technique. Experimental results demonstrate that the proposed method outperforms the grid search in terms of number of operations and computational time, also being able to provide the same best parameters region.
Introduction
Support vector machine (SVM) is a machine learning technique developed by Vapnik and co-workers, based on statistical learning theory [3, 15] . Due to its high performance and ability to solve classification and regression problems, SVM has been successfully used in many different areas, for example, signature verification and recognition [12] , fingerprint classification [17] , face detection [11] , cancer diagnosis [2] , financial times series forecasting [14] and stock option pricing [10] .
In spite of being a powerful technique, the SVM efficiency depends on its parameters selection. A wrong choice of parameters values may lead to poor performance in terms of generalization error and high complexity of the model, denoted by the number of support vectors. The task of searching for optimal parameters with respect to performance measures is called SVM model selection problem [7] .
According to [9] the model selection methods, it can be grouped in four categories: 1) grid search; 2) empirical formulas [6] , 3) metaheuristic algorithms, such as particle swarm optimization [5, 7] and the genetic algorithms [16] ; and 4) others, such as linear search [8] . Among these, the one most applied is the grid search as it achieves high accuracy and is the simplest way to determine the parameters values. However, since it evaluates all parameter combinations on the grid space, it requires high computational time. Consequently, its use for large data sets is infeasible.
In order to save computational time and benefit from the grid search abilities, this paper proposes an algorithm that integrates the quadtree data structure with the grid search to select the optimal support vector classification (SVC) parameters. The goal is to reduce computational operations by using the quadtree technique.
Support Vector Classification (SVC)
In this section, the basic SVC concepts for typical two-class classification problem are summarized as follows. Consider a training set of labeled samples ( , ), = 1, … , , where ∈ ℝ denotes a n-dimensional vector in space and ∈ {−1, +1} is the label associated with it.
The SVC training process finds an optimal separating hyperplane with the maximum margin by solving the formulation
where ∈ ℝ is a weight vector and ∈ ℝ is the bias term. The first term of the objective function (1) maximizes the hyperplane margin and the second one penalizes the learning error. The parameter > 0 (determined by the user) decides the trade-off between the two terms of Eq. (1). The slack variable ≥ 0 measures the classification deviation for and represents the number of samples.
The optimization problem formulated by (1) and (2) is solved by obtaining the Lagrange dual which is represented as
where are the Lagrangian multipliers. The training samples with > 0 are called support vectors and are used to define the decision boundary computed as
This SVC formulation only works for linearly separable classes, condition that is not satisfied by most of the real-world problems. For this reason, an extension to nonlinear decision surfaces is needed. Therefore, the inner products in the linear algorithm, Eq (3), are replaced by a kernel function 〈 ⋅ 〉 = Φ( ). Φ( ) , that maps the training samples from the input space into a higher-dimensional feature space. The nonlinear SVC problem is written as:
The decision hyperplane assumes the following form:
A function satisfying the Mercer condition can be accepted as a kernel, which means that its corresponding mapping function exists. The most common kernel functions used in SVC are the linear, polynomial, radial basis function (RBF) and sigmoid, respectively described by:
Sigmoid kernel
In order to improve classification accuracy and avoid the under and overfitting occurrence, the kernel and its own parameters should be properly set.
Basic concepts of grid search and quadtree structure data
It is well known that SVC generalization performance depends on a good setting of parameters. Due to its wider converge domain and broad applicability, the RBF is considered the most ideal kernel [9] .Thus, the aim of this paper is to find the optimal regularization parameter C and the RBF kernel width  using a combined grid -quadtree approach.
Grid search
For median sized problems, the grid search is an efficient way to find the best (C,). Its process runs as follows [2] :
1. Consider a grid in the 2D coordinate space( ′ = log 2 , ′ = log 2 ,). 2. For each pair (C, ) in the search space, conduct k-fold cross-validation (CV) in the training set. 3. Choose the parameter (C,) that leads to the highest overall CV classification rate. 4. Use the best parameter to create a model for training the data set.
Quadtree
Quadtree is a hierarchical data structure based on the principle of recursive decomposition of space. The quadtree is constructed by successively sub-dividing an image into four equal-size quadrants (NW, NE, SW and SE of the region represented by a node). According to [1] , each quadrant is checked in three conditions: if the image fills it completely, partially or not at all. If a quadrant is filled completely, the corresponding node is assumed BLACK. If it is filled partially, the corresponding node is assumed GRAY and if is not filled at all, it is assumed WHITE. BLACK and WHITE nodes become leaf nodes, which means no further subdivision is necessary, while the GRAY ones are subdivided into four sub quadrants. This process continues until all nodes are labeled BLACK or WHITE or an alternative stop criterion is reached. Figure 1 -An image example and its quadtree representation [13] It is desirable that the maximum level between adjacent nodes does not exceed 2. Otherwise, it may be difficult the convergence of the problem. When this condition is satisfied, the quadree is termed balanced. This criterion was considered in this study. 
Experimental protocol
The proposed grid-quadtree approach was implemented on VB.net development environment. Six data sets from the LIBSVM -a library for Support Vector Machines [4] were used to evaluate the method performance. Table 1 describes the data sets characteristics. The methodology was compared with the traditional grid search using a 33x33 grid space for the first five data sets and 17x17 for the last one (table 2) . The C and  ranges were also described in table 2. Since the Mushrooms data set has the largest numbers of samples and features, searching its parameters with a grid space bigger than 17x17 would take so much time. For both techniques, a k-fold cross-validation (CV) with k = 5 was applied.
The quadtree nodes were checked considering the number of support vectors (SV) and the CV rate. Evaluate the number of SV is an important task since a high quantity of them reflects the overfitting problem. Thus, for the experiment it was established SV ≤ 50% and CV rate ≥ 70 % limits. In brief, the process runs as follows:
1. For each vertex (C,) of the quadrant (node) conduct k-fold cross-validation (CV) in the training set. 2. If the amount of SV is less than or equal to the set limit and the VC rate is greater or equal to the established value, the vertex signal is positive. Otherwise, it is negative.
3. If all vertices have equal signal then the node is a leaf node. Else, it must be subdivided. 4. The process continues until the quadrant side is at least equal to the grid space division.
The results are reported in table 2 in terms of number of operations carried out by both methods. Table 2 also shows the percentage of operations reduction achieved by the use of quadtree, which impacts directly in time consuming. For example, for the mushrooms data set, the proposed method finds the best parameters region with 65% fewer operations. Thus, while the grid search took more than seven hours to find the best parameters region the proposed method took only one hour and a half. Figure 3 demonstrates that the grid-quadtree approach is also able to find the same best parameters region than the traditional method, but with few operations. 
Conclusion
This study proposed a grid-quadtree approach, which can find the best para-meters region for Support Vector Classification, where the optimal (C, ) values are located. A comparison of obtained results with those of traditional grid search demonstrated that the new method reduces significantly the number of operations. Consequently, it reduces the computational time and becomes feasible to be used for large data sets. Furthermore, it provides choosing parameters not only based on the cross validation rate but also on the number of support vectors, which is very important to avoid the overfitting problem.
