Abstract. We construct a class of positive linear maps on matrix algebras. We find conditions when these maps are atomic, decomposable and completely positive. We obtain a large class of atomic positive linear maps. As applications in quantum information theory, we discuss the structural physical approximation and optimality of entanglement witness associated with these maps.
Introduction
Positive linear maps on C * −algebras, particularly those of finite dimensions, have been becoming more important by their connection with quantum information theory. A linear map on a C * -algebra is called positive if it sends the cone of positive elements into itself. Little is known about the global structure of positive linear maps, even in the low dimensional matrix algebras. Let M n be the C * -algebra of all n × n matrices over the complex field, and let P k (M n ) (respectively, P k (M n )) be the convex cone of all k-positive (respectively, k-copositive) linear maps on M n . One of the basic problems about the structures of the positive cone P 1 (M n ) is whether the set P 1 (M n ) can be decomposed as the algebraic sum of some simpler classes in P 1 (M n ) [23] . When n = 2, it is well known [24] that every positive linear map can be written as a sum of a completely positive linear map and a completely copositive linear map, that is, the maps in P 1 (M 2 ) are decomposable. But this is not the case for higher dimensional matrix algebras. On M 3 , Choi gave an extremal positive linear map which is indecomposable [2] . Tanahashi and Tomiyama in [23] introduced the concept of atomic positive linear map which has a stronger indecomposability, and they showed that Choi's map is atomic. There are only a few examples of indecomposable positive linear maps in the literature, much less the atomic ones. Most known examples of indecomposable positive linear maps and atomic positive linear maps can be found in [3, 4, 25, 7, 13, 14] and references therein. In quantum information theory, indecomposable positive linear maps can be used to detect entangled states whose partial transposes are positive and atomic positive linear maps can be used to detect states with the 'weakest' entanglement [4] . Positive linear maps also play an important role in the study of operator system theory [19, 16] , etc.
In this paper, we give a generalization of linear maps defined in [7] . Let S n be the symmetric group consisting of all bijections (permutations) from the set {1, 2, . . . , n} onto itself. For positive real numbers a, c 1 , c 2 , . . . , c n and each σ ∈ S n , we define a linear map [12] . In (1.1), if we let
where I n and {E i j } n i, j=1 are the identity matrix and the canonical matrix units of M n , respectively, we can see that Θ (n,σ) [a; c 1 , c 2 , . . . , c n ] has the form in (1.1) and so it is a D-type linear map. Throughout this paper, if there is no confusion, Θ (n,σ) [a; c 1 , c 2 , . . . , c n ] and ∆ (n,σ) [a; c 1 , c 2 , . . . , c n ] will often be abbreviated to Θ (n,σ) and ∆ (n,σ) , respectively. For each k ∈ {1, 2, . . . , n}, we define τ
for i = 1, 2, . . . , n. The linear map Θ (3,τ   3 2 ) [a; c 1 , c 2 , c 3 ] was studied in [13] . In [7] , Ha defined the map Θ [n−1; 1, 1, . . . , 1] for k n. For each σ ∈ S n and c ≥ 0, the positivity of Θ (n,σ) [n − c; c, c, . . . , c] was discussed in [12] . For σ 2 = id n where id n is the identity of S n , the decomposability of Θ (n,σ) [n − 1; 1, 1, . . . , 1] was also discussed in [12] . In [8] , Ha discussed the optimality of the entanglement witness associated with The paper is organized as follows. In Section 2 we give conditions when the map Θ (n,σ) [a; c 1 , c 2 , . . . , c n ] is positive and discuss the equivalence between 2-positivity and completely positivity. In Section 3 we give conditions when Θ (n,σ) [a; c 1 , c 2 , . . . , c n ] is atomic and decomposable. We give conditions in Section 4 when the structural physical approximation of Θ (n,σ) [a; c 1 , c 2 , . . . , c n ] is separable and the entanglement witness associated with T • Θ (n,σ) [a; c 1 , c 2 , . . . , c n ] is optimal. Throughout this paper, a matrix A is positive means that A is positive semi-definite and is denoted by A ≥ 0. For every vector in C n , we consider it as an n × 1 matrix, that is, a column vector. If x is a vector or a matrix, then x t and x * denote the transpose and conjugate transpose of x, respectively. Let {e i } n i=1 and {E i j } n i, j=1 denote the canonical orthonormal basis of C n and the matrix units of M n , respectively. Let ·, · be the usual inner product on C n and (n, k) denote the greatest common divisor of n and k. For m, n ∈ N, if m divides n we write m|n, and if m does not divide n we write m ∤ n. Let T denote the transpose map on M n and id n denote the identity of S n . The authors are grateful to the referee for careful reading of the manuscript and several helpful comments.
Positivity and 2-positivity
In this section, we give conditions when Θ (n,σ) is positive and then discuss the equivalence between 2-positivity and completely positivity.
where x 1 , . . . , x n are positive real numbers, we have that
. . , n, x ≥ 0 and real number a, we have the following:
In the following, denote l(σ) be the length of a cycle σ. It is well known (for example [6] ) that each σ ∈ S n has a unique disjoint cycle decomposition σ = σ 1 σ 2 · · · σ r , where each σ i (i = 1, 2, . . . , r) is a cycle. In the following, for each σ ∈ S n with the unique disjoint cycle decomposition σ = σ 1 σ 2 · · · σ r , we denote the maximal and the minimal length of σ i (i = 1, 2, . . . , r) by l max (σ) and l min (σ) respectively, that is, l max (σ) = max{l(σ 1 ), l(σ 2 ), . . . , l(σ r )}, and l min (σ) = min{l(σ 1 ), l(σ 2 ), . . . , l(σ r )}. Suppose that k ∈ {1, 2, . . . , n}. If k|n, it is not hard to see that τ n k (defined in (1.2)) can be decomposed into k disjoint cycles and each cycle has length n k . For k ∤ n, if (n, k) = r, then r|n and each i ∈ {1, 2, . . . , n} can be written as i = u+rv, where 1 ≤ u ≤ r and 0 ≤ v ≤ n r −1. Just as in [9] , define σ ∈ S n by
It is not hard to see that τ [6] , that is, τ n k can be decomposed into r disjoint cycles and each cycle has length n r . So for each k ∈ {1, 2, . . . , n}, we have that
It is not hard to see that if k n and n 2 (when n (n ≥ 3) is even), then l min (τ Let a, c 1 , c 2 . . . , c n be positive real numbers. For each σ ∈ S n , if
we have the following inequality
for any positive real numbers α 1 , α 2 , . . . , α n . If σ is a cycle of length n, then the converse is also held.
Since a ≥ n − 1, we have that a − m ≥ 0 for m = 0, 1, . . . , n − 1 and (2.5) is obtained by
n , we have (2.7). Hence by Lemma 2.1 we get the desired inequality
Conversely, suppose that (2.4) holds for any positive real numbers α 1 , α 2 , . . . , α n and σ is a cycle of length n. It is not hard to see that {σ
where s ∈ {1, 2, . . . , n}. Note that 1 = σ n (1). So if i = σ s (1) with s ∈ {1, 2, . . . , n − 1}, then for i = 2, 3, . . . , n we have that σ(i) = σ s+1 (1). Hence we have
and
(2.8) Take λ → +∞, then we have that
where
Hence from (2.10) and (2.4) we have 
is positive. Moreover, if σ is a cycle of length n, then the converse is also held.
Proof. Θ (n,σ) is positive if and only if Θ (n,σ) (P) ≥ 0 for every one dimensional projection P, which means ∆ (n,σ) (P) ≥ P. Let ξ 0 = (x 1 , . . . , x n ) t be the unit vector associated with P, that is, P = ξ 0 ξ * 0 . Without loss of generality, we can assume that x i 0 for i = 1, . . . , n. Then the matrix ∆ (n,σ) (P) has the form
Hence A = ∆ (n,σ) (P) is invertible and positive. From Lemma 2.5 we can see that Θ (n,σ) is positive if and only if
By Lemma 2.4 and (2.11), the proof is completed. (σ) . In this case, we can see that there exists σ ∈ S n such that the positivity of
So for general σ ∈ S n , it is interesting to find a necessary and sufficient condition for the positivity of
., then φ is said to be completely positive (or completely copositive).
The Choi matrix of a linear map ψ : M n → M n is defined by
It is well known [1] that ψ is completely positive if and only if C ψ is positive. It is not hard to see that ψ is completely copositive if and only if T • ψ is completely positive.
Theorem 2.8. Let a, c 1 , c 2 , . . . , c n be positive real numbers. For σ ∈ S n , if l min (σ) ≥ 2, then the following are equivalent:
It is clear that P is a projection, and so we have Θ
(P), we have
and E ii ∈ M n . Since l min (σ) ≥ 2, we have that σ(i) i for each i ∈ {1, 2, . . . , n}, which means that σ has no fixed point. So for i = 1, 2, . . . , n, we can choose real numbers x i , y i such that each A i is invertible. For example, we can choose x i = αi and y i = α where
From the invertibility of each A i , we see that ∆ (n,σ) 2 (P) is invertible and
So we obtain
By Lemma 2.5, (2.12) and (2.14), we have
So a ≥ n, and (iii) holds. Assume that (iii) holds. Since l min (σ) ≥ 2, it is not hard to see that the eigenfunction of For σ = τ n n−1 (n ≥ 2), from Lemma 2.3 we see that τ n n−1 is a cycle of length n, and so l min (σ) = n. Hence we obtain Theorem 2.5 of [7] from Theorem 2.8 above. If σ = id n , then we have that l min (id n ) = 1. In this case, we have the following result.
Proposition 2.9. For any positive numbers a, c 1 , . . . , c n , the following conditions are equivalent:
Proof. Suppose that σ = id n and X ∈ M n . By the definition of Θ (n,σ) , we can see that
where A * X denotes the Schur product of A and X. Hence, using Theorem 3.7 in [18] , we get the equivalence of (i), (ii) and (iii).
For general σ ∈ S n with l min (σ) = 1, the situation becomes more complicated. In [20] , Qi and Hou defined a linear map ∆ (t 1 ,t 2 ,...,t n ) in some more general environment. The following result improves Proposition 2.7 in [20] . 
.,t n ) : B(H) → B(K) be defined by
∆ (t 1 ,t 2 ,...,t n ) (X) = n i=1 t i F ii XF * ii −        n i=1 F ii        X        n i=1 F ii        * (2.15)
for all X ∈ B(H). Then the following conditions are equivalent:
(i) the matrix
Proof. Since ∆ (t 1 ,t 2 ,...,t n ) is a finite rank elementary operator [20] , it is not hard to see that if we let t i = a + c i for i = 1, 2, . . . , n we can identify it with Θ (n,id n ) [a; c 1 , c 2 , . . . , c n ]. By Proposition 2.9, we obtain the equivalence of (i), (ii) and (iii).
Atomicity and decomposability
In this section we discuss when Θ (n,σ) is atomic and decomposable. Let φ : M n → M n be a linear map. In [17] , Osaka defined a real linear mapφ :
where (y i j ) = (y i j ) for y = (y i j ) ∈ M n . It is not hard to see that if φ is k-positive or kcopositive, then so isφ for k = 1, 2, . . .. The following lemma indicates that when k = 2 and l min (σ) ≥ 2 the converse is also true for Θ (n,σ) . Proof. It is clear that Θ (n,σ) (x) =Θ (n,σ) (x) for x ∈ M n (R). Suppose thatΘ (n,σ) is 2-positive. In the proof of Theorem 2.8, for i = 1, 2, . . . , n we can choose real numbers x i , y i such that each A i is invertible. Thus if we apply the proof of Theorem 2.8 toΘ (n,σ) , we can also get that a ≥ n. So Θ (n,σ) is 2-positive by Theorem 2.8. 
where ϕ is a 2-positive linear map and ψ is a 2-copositive linear map, theñ φ : M n (R) → M n (R) is a 2-positive linear map.
Proof. First, we show that ψ(E i j ) is a diagonal matrix for i j. Since ϕ is 2-positive and ψ is 2-copositive, we have
Let j ∈ {1, 2, . . . , n}\{i, σ −1 (i)} and 1 ≤ i ≤ n. By condition (i), we have
= e * j φ(E ii )e j = 0. Using the positivity of ϕ and ψ, we obtain that e * j ϕ(E ii )e j = 0 and e * j ψ(E ii )e j = 0. Hence ϕ and ψ also satisfy condition (i).
Note that if
x ȳ y z ∈ M 2 is positive and x = 0 or z = 0, then we must have y = 0;
any principal submatrix of a positive matrix must be a positive matrix. So from condition (i), we can see that the nonzero elements in the n × n matrices ϕ(E ii ) and ψ(E ii ) can only appear in these positions:
. From (3.1), for i j we can see that the nonzero elements of the n × n matrix ϕ(E i j ) can only appear in the positions: (i, j),
; the nonzero elements of the n × n matrix ψ(E i j ) can only appear in the positions: ( j, i),
where all y's and z's above are complex numbers. For i j, by condition (ii) we have
are linear independent, by comparing indices in (3.3) it can only happen that
Suppose that condition (1) holds. From (3.3) it is not hard to see that
Since l min (σ) ≥ 3, condition (3) and condition (4) cannot happen. If condition (3) holds, then σ( j) = i and σ(i) = j. Thus there exists a cycle of length 2 in the disjoint cycle decomposition of σ. So we have l min (σ) ≤ 2 which is contradict to our assumption. Similarly, we can see that condition (4) cannot happen. Thus we can see that ψ(E i j ) are diagonal matrices for all 1 ≤ i j ≤ n. Hence ψ(E i j ) t = ψ(E i j ) for all 1 ≤ i j ≤ n. Next, we show thatψ is 2-positive. Since ψ is positive, ψ(x * ) = ψ(x) * for any x ∈ M n . From discussions above, we have
For each (x i j ) ∈ M n (R), from (3.4) and (3.5) we havẽ
So we haveψ (X) =ψ(X t ), (3.6) for any X ∈ M n (R).
Now for each
where the second equality is followed from (3.6), and the last inequality is followed from the 2-copositivity ofψ. Soψ is 2-positive. Sinceφ =φ +ψ and bothφ andψ are 2-positive, we have thatφ is 2-positive.
Suppose that φ : M n → M n is a positive linear map. φ is said to be atomic if φ can not be decomposed into a sum of a 2-positive map and a 2-copositive map. If φ can be decomposed into sums of completely positive maps and completely copositive maps, then φ is said to be decomposable, otherwise, φ is said to be indecomposable. Let 1 k denote the identity map on M k and T denote the transpose map on M n , the partial transpose
It is not hard to see that φ is decomposable if and only if C φ can be decomposed as sums of positive matrices and matrices whose partial transpose are positive. 
Proof. Since l min (σ) ≥ 3 and Θ (n,σ) is positive but not completely positive, we have that a < n by Theorem 2.8.
Assume that Θ (n,σ) = ϕ + ψ, where ϕ is 2-positive and ψ is 2-copositive. For 1 ≤ i, j ≤ n, we have
Hence {Θ (n,σ) (E i j )} n i, j=1 satisfy conditions in Lemma 3.2, and soΘ (n,σ) is 2-positive. By
Lemma 3.1, we have that a ≥ n which is a contradiction. Hence Since (n, n − 1) = 1, from Lemma 2.3 we have that l min (τ n n−1 ) = n. In Theorem 3.3, if we let σ = τ n n−1 , then we obtain Theorem 3.2 in [7] . For Θ (n,σ) [n − c; c, c, . . . , c] (c ≥ 0), the condition when it is positive and completely positive was discussed in [12] . In the following corollary, we give conditions when it is atomic. 
In [20] , Qi and Hou showed that if k n 2 , then Φ (k) is indecomposable. Here we give the following result.
Proof. Suppose that k ∈ {1, 2, . . . , n − 1} (n ≥ 3) and k n 2 when n is even. By Lemma 2.3, we have that l min (τ Proof. Let
Note that P is unitarily equivalent to B ⊕ 0, where B = (b i j ) ∈ M n is a Hermitian matrix satisfying:
Since a ≥ n − 1 and c i ≥ 1 when i ∈ F , we can see that B is a diagonally dominant Hermitian matrix. From the well-known strictly diagonal dominance theorem [10] , it is not hard to see that B is positive. Therefore, P is positive.
Since σ 2 = id n , the lengths of cycles in the disjoint cycle decomposition of σ are not greater than 2. By definition we know that if i ∈ F c , then σ(i) ∈ F c , i σ(i) and (i, σ(i)) is a cycle of length 2. So the number k of elements in F c is even. Then F c consists of
pairs of elements and each pair is of the form (i, σ(i)). For i, σ(i) ∈ F c , without loss of generality we assume that i < σ(i), and denote
For i ∈ F c , since c i c σ(i) ≥ 1, it is not hard to see that the partial transpose Q
For i, j ∈ {1, 2, . . . , n}, since σ 2 = id n , by definition we have
It is not hard to see that the Choi matrix of Θ (n,σ) is
So the Choi matrix of Θ (n,σ) is the sums of positive matrices and matrices whose partial transposes are positive. From the correspondence between positive linear maps and Choi matrices discussed before, we see that Θ (n,σ) is decomposable.
Separability of structural physical approximations and optimality of entanglement witnesses
In this final section, as applications we give conditions to ensure the separability of the structural physical approximation of Θ (n,σ) and the optimality of the entanglement witness associated with T • Θ (n,σ) . Let φ be a nonzero positive linear map of M n into itself. Since T r( (14) of [5] ,
In [22] , Stormer gave a formula of structural physical approximation for unital linear maps of M n into itself. Generally, let φ be any nonzero positive linear map of M n into itself. The structural physical approximation of φ (denoted by S PA(φ)) is defined as
Recall that a positive matrix A ∈ M m ⊗ M n is said to be separable if A = Proof. For σ ∈ S n , if l min (σ) ≥ 2 and a = n − 1, it is not hard to see that C Θ (n,σ) is unitarily equivalent to G ⊕ H, where
and H ∈ M n 2 −n is a diagonal matrix whose diagonal consists of c i (i = 1, 2, . . . , n) and 0.
Since G has only one negative eigenvalue: −1, so is C Θ (n,σ) . Thus we have C
It is not hard to see that
To illustrate the separability of σ i j ∈ M n ⊗ M n , in this paragraph we let {e 
11 ⊗ E
11 + E
22 + E
22 ⊗ E
22 − E
12 ⊗ E
12 − E
Let R Γ be the partial transpose of R in M 2 ⊗ M 2 . It is not hard to see that R and R Γ are positive. From Theorem 2 of [11] we can see that a positive matrix in M 2 ⊗ M 2 is separable if and only if its partial transpose is positive, hence R is separable. Let Hence S PA(C Θ (n,σ) ) is separable.
Let φ : M n → M n be a positive linear map. If φ is not completely positive, then
is called the entanglement witness associated to φ. An entanglement witness is said to be optimal if it detects a maximal set of entanglement [15] . It was shown in [15] that if W φ has the spanning property, that is, P W φ = {ζ : W φ ζ, ζ = 0, where ζ = ξ ⊗ η ∈ C n ⊗ C n } spans the whole space C n ⊗ C n , then W φ is an optimal entanglement witness. For i, j ∈ {1, 2, . . . , n}, since Θ (n,σ) (E ii ) = (n − c − 1)E ii + cE σ −1 (i),σ −1 (i) and Θ (n,σ) (E i j ) = −E i j (i j), we have
where i } ∪ S. Thus W T•∆ n has the spanning property, and so it is optimal.
