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Space of homeomorphisms on the plane






The path components and connected components are determined for the space H(C) of
homeomorphisms on the complex plane C for the three cases that H(C) has the pointwise
topology, the compact-open topology, and the ﬁne topology. The space H(C) is also
considered with the uniform topology, but the characterization of the path components
and connected components there is left as an open question.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We are interested in determining the path components and connected components in the space H(C) of homeomor-
phisms on the complex plane C, where H(C) has some given function space topology. The topologies that we consider
here are: the pointwise topology, denoted by Hp(C); the compact-open topology, denoted by Hk(C); the uniform topology,
denoted by Hu(C); and the ﬁne topology, denoted by H f (C). One of the main goals here is to give a detailed proof that
Hk(C) has exactly two path components, the set of orientation preserving homeomorphisms and the set of orientation
reversing homeomorphisms.
For a given topology τ on H(C), paths on Hτ (C) are related to ambient isotopies on C. Although it seems to be common
knowledge from the work of Alexandrov and others that an orientation preserving homeomorphism on C is ambient isotopic
to the identity homeomorphism e, a proof of this is included as part of our investigation. As a starting point, we use
the two-dimensional Jordan–Schönﬂies theorem and some basic facts from homotopy theory. Since the Jordan–Schönﬂies
theorem has a proof using only elementary topology (see [3] or [13]), none of our arguments depends on results from
complex analysis, such as Caratheodory’s extension theorem for Riemann mappings, which gives a proof of the Schönﬂies
theorem [4].
Our deﬁnitions of orientation preserving and orientation reversing homeomorphisms on C require some work to make
them rigorous. Then with H+(C) and H−(C) denoting the set of orientation preserving and orientation reversing home-
omorphisms, respectively, one of the main results is that, as a subset of Hk(C) with the compact-open topology, H+(C)
is the path component containing e. In addition, H+(C) is both open and closed in Hk(C), so that H+(C) is also the
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Hk(C). For a contrast, H+(C) is dense (with dense complement H−(C)) in the homeomorphism space Hp(C) with the
pointwise topology; in fact, Hp(C) is itself pathwise connected.
On the other hand, the homeomorphism spaces Hu(C) with the uniform topology and H f (C) with the ﬁne topology
have inﬁnitely many path components and connected components. In particular, for the space H f (C), we characterize the
path component containing a given element h as the set of g in H(C) such that the set of all z with g(z) = h(z) is a
bounded subset of C. One can observe that every two different translations of C lie in different path components of H f (C),
so there must be uncountably many different path components of H f (C). The characterization of the path components of
Hu(C) is left as an open question.
The space Hk(C) was shown to be locally arcwise connected in [6], and was reported to have exactly two components
in [11]. We show that in fact the arc components in each of the spaces Hk(C), Hp(C), Hu(C) and H f (C) are necessarily
the same as the path components; and at least in each of the spaces Hk(C), Hp(C) and H f (C), the connected components
are also necessarily the same as the path components.
2. Homeomorphism spaces and paths
For an element z = x+ yi in C, the conjugate of z is z = x− yi, and the magnitude (or norm) of z is |z| = √zz =√x2 + y2.
The Euclidean distance (or metric) between two elements z and w in C is |z − w|. The usual topology on C is generated by
the open balls
B(z, ε) = {w ∈C: |z − w| < ε}
where z ∈ C and ε > 0. The space of real numbers R and the closed unit interval I = [0,1] are subspaces of C. Another
subspace of C of special interest is the unit circle
S= {z ∈C: |z| = 1},
which is the boundary of the closed unit disk D.
The three homeomorphism spaces Hp(C), Hk(C) and H f (C) have topologies generated by basic open sets of the form
B( f , A, ε) = {g ∈H(C): ∣∣ f (z)− g(z)∣∣< ε for all z ∈ A}
where f is in H(C), ε is in the set C+(C) of positive continuous real-valued functions on C, and, depending on the function
space topology that is being used, A comes from a family of subsets of C that covers C and is closed under ﬁnite unions.
For the pointwise topology on Hp(C), A is a ﬁnite subset of C and ε is constant; for the compact-open topology on Hk(C),
A is a compact subset of C and ε is constant; and for the ﬁne topology on H f (C), A is equal to C and ε is not necessarily
constant. We refer to a function space topology of this form as a set-ε topology. Also when ε is constant, we identify it with
a positive real number and write ε > 0.
The uniform homeomorphism space Hu(C) has a related kind of topology generated by the metric d deﬁned by
d( f , g) =min{1, sup{∣∣ f (z)− g(z)∣∣: z ∈C}}.
A basic open set in this uniform topology is an open ball
Bd( f , ε) =
{
g ∈H(C): d( f , g) < ε}
where f ∈ H(C) and ε > 0. We should point out that unlike the other function space topologies, the uniform topology
depends on the metric used in deﬁning it; that is, a different compatible metric on C might generate a different (non-
homeomorphic) uniform topology on H(C). Now Hu(C) has a strictly ﬁner topology than Hk(C) and a strictly coarser
topology than H f (C). So we include this uniform topology as a set-ε topology. Also note that Hk(C) has strictly ﬁner
topology than Hp(C).
When working with more than one function space topology at a time, we may refer to a general function space topology
τ and denote H(C) with this topology by Hτ (C). This is done in Proposition 2.1 for τ representing any set-ε topology.
The homeomorphism spaces Hk(C) and H f (C) are topological groups under the product operation of composition (see
[2,8]) while Hp(C) and Hu(C) are not topological groups. As for the topological properties of these homeomorphism spaces,
Hk(C) and Hu(C) are metrizable while Hp(C) and H f (C) are not, and Hp(C) and Hk(C) are separable while Hu(C) and
H f (C) are not (see, for example, [5,9,10] for general function space properties).
Our goal is to understand what the paths are that map into these homeomorphism spaces. So let us deﬁne what a path
is into a general Hausdorff space X , and also introduce some other related concepts. A path into X is a continuous function
from I into X , say p : I → X . The endpoints of p are p(0) and p(1), and we say that the path p is from p(0) to p(1). An
arc into X is a path α : I → X that is also one-to-one, and is therefore an embedding of I into X . A loop into X is a path
λ : I → X such that λ(0) = λ(1). We say that the loop λ is based at λ(0). Also we call loop λ a simple loop into X provided
that λ is one-to-one except for λ(0) = λ(1). In other words, a simple loop is an arc with its endpoints joined.
The standard simple loop into C is λ0 : I→C deﬁned by
λ0(s) = e2π is
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loop in X is the homeomorphic image of the unit circle S.
Now paths, arcs and loops into X are functions into X . We can also think of paths, arcs and loops as subsets of X , as
follows. A path in X is the image, p(I), of some path p into X , and the endpoints of the path are p(0) and p(1). Similarly, an
arc in X is the image, α(I), of some arc α into X , and the endpoints of the arc are α(0) and α(1). Also a loop (respectively,
simple loop) in X is the image, λ(I), of some loop (respectively, simple loop) λ into X . Typically, we will denote an arc in X
by A, and denote its endpoints by a0 and a1. Also we will denote a simple loop in X by Λ.
If A1, . . . , An are arcs in C with n > 1 such that each Ai has endpoints ai,0 and ai,1, then we say that A1, . . . , An form a
closed chain of arcs in C provided that the A1, . . . , An are pairwise disjoint except for the identiﬁcations: a1,0 = an,1 and, for
i = 1, . . . ,n− 1, ai,1 = ai−1,0. It is evident that if A1, . . . , An form a closed chain of arcs in C, then ⋃ni=1 Ai is a simple loop
in C.
If for every two points in X there exists a path in X from the ﬁrst point to the second point, then X is pathwise
connected. A similar deﬁnition using arcs deﬁnes X to be arcwise connected. The path components of X are the maximal
pathwise connected subspaces of X , and they form a partition of X . Similarly, the arc components of X are the maximal
arcwise connected subspaces of X .
The following proposition shows that in order to understand what the arc components are in our homeomorphism
spaces, it is suﬃcient to understand what the path components are in these spaces.
Proposition 2.1. Let τ be a set-ε topology on H(C). If h ∈H(C) is not equal to the identity e and if there exists a path into Hτ (C)
from h to e, then there exists an arc intoHτ (C) from h to e.
Proof. Let h ∈H(C), let z0 ∈C with h(z0) = z0, and let p be a path into Hτ (C) for h to e. Then deﬁne q : I→Hτ (C) by
q(t)(z) = p(t)(z) + t(z0 − p(t)(z0))+ (1− t)(h(z0) − p(t)(z0))




for all t ∈ I and z ∈C. Note that for each t ∈ I, q(t) is the composition of p(t) with a translation, so that q(t) ∈H(C).
To show that q is continuous, let t ∈ I and let B(q(t), S, ε) (respectively, Bd(q(t), ε)) be a basic neighborhood of q(t) in
Hτ (C). We may assume that z0 ∈ S . Since p is continuous, there exists a δ > 0 such that for every s ∈ I with |s − t| < δ,
p(s) ∈ B(p(t), S, ε/3) (respectively, p(s) ∈ Bd(p(t), ε/3)). Then for |s − t| < δ and for z ∈ S , we see that∣∣q(s)(z) − q(t)(z)∣∣= ∣∣(p(s)(z) − p(s)(z0))− (p(t)(z) − p(t)(z0))∣∣

∣∣p(s)(z) − p(t)(z)∣∣+ ∣∣p(s)(z0)− p(t)(z0)∣∣
< ε(z)/3+ ε(z)/3
= 2ε(z)/3.
Therefore, q(s) ∈ B(q(t), S, ε) (respectively, q(s) ∈ Bd(q(t), ε)), showing that q is continuous. So q is a path into Hτ (C).
Also note that for each z ∈C,
q(0)(z) = h(z)+ h(z0)− h(z0) = h(z)
and that
q(1)(z) = z + z0 − z0 = z.
Hence q is a path into Hτ (C) from h to e.





which gives us the line segment from h(z0) to z0 as t goes from 0 to 1. So when t1, t2 ∈ I with t1 = t2, we have q(t1)(z0) =
q(t2)(z0). That means q(t1) = q(t2). So the path q is a one-to-one map, showing that it is an arc into Hτ (C). 
Corollary 2.2. If τ is a set-ε topology onH(C), then the arc components ofHτ (C) are the same as the path components ofHτ (C).
3. Isotopies and paths
Let τ denote a topology on H(C), and let p : I →Hτ (C) be a function. If p is continuous, it is a path into Hτ (C). Let
pˆ :C× I→C be deﬁned by
pˆ(z, t) = p(t)(z)
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and say that p is an isotopy on C. We say that p is from p(0) to p(1), or sometimes we might just say that p is from p(0).
Note that p being a path into Hτ (C) depends on the topology τ , whereas p being an isotopy on C is independent of any
topology on H(C).
Proposition 3.1. For a topology τ onH(C), the following are true.
(1) If τ is ﬁner than or equal to the compact-open topology onH(C), then every path intoHτ (C) is an isotopy on C.
(2) If the compact-open topology onH(C) is ﬁner than or equal to τ , then every isotopy on C is a path intoHτ (C).
Proof. For statement (1), let p be a path into Hτ (C). Then p is a path into Hk(C). To show that pˆ is continuous, let









)⊆ B(p(t), K , ε/2).
Now U = B(z, δ) × B(t, σ ) is a neighborhood of 〈z, t〉 in C × I. To show that pˆ(U ) ⊆ B(pˆ(z, t), ε), let 〈w, s〉 ∈ U . Then
p(s) ∈ B(p(t), K , ε/2). Since w ∈ B(z, δ) ⊆ K ,∣∣p(s)(w) − p(t)(z)∣∣ ∣∣p(s)(w) − p(t)(w)∣∣+ ∣∣p(t)(w) − p(t)(z)∣∣
< ε/2+ ε/2= ε.
It follows that
pˆ(w, s) = p(s)(w) ∈ B(p(t)(z), ε)= B(pˆ(z, t), ε).
This ﬁnishes the argument that pˆ is continuous, and that p is an isotopy on C.
For statement (2), let p be an isotopy on C. It suﬃces to show that p maps continuously into Hk(C). Let t ∈ I, let K be
a compact subset of C, and let 








B(z, δz) × B(t, δz)
)⊆ B(pˆ(z, t), ε/2)
= B(p(t)(z), ε/2).
Since K is compact, there exist z1, . . . , zn ∈ K such that
K ⊆ B(z1, δz1) ∪ · · · ∪ B(zn, δzn ).
Let δ = min{δz1 , . . . , δzn }. To show that p(B(t, δ)) ⊆ B(p(t), K , ε), let s ∈ B(t, δ) and z ∈ K . Then z ∈ B(zi, δzi ) for some
i = 1, . . . ,n. Now s ∈ B(t, δzi ), so that∣∣p(s)(z) − p(t)(z)∣∣ ∣∣p(s)(z) − p(t)(zi)∣∣+ ∣∣p(t)(zi) − p(t)(z)∣∣
< ε/2+ ε/2= ε.
It follows that p(s) ∈ B(p(t), K , ε), and ﬁnishes the argument that p is continuous and is thus a path into Hτ (C). 
Corollary 3.2. A function p : I→Hk(C) is a path intoHk(C) if and only if it is an isotopy on C.
The following two examples show that in (1) of Proposition 3.1, the compact-open topology cannot be weakened to the
topology of pointwise convergence; and that in (2), the compact-open topology cannot be strengthened to the topology of
uniform convergence.






i if t < 1 and 0 x (1− t)/2,1− t





1− t + y
)
i if t < 1 and (1− t)/2 x 1− t,
and to be x+ yi otherwise (see Fig. 1). Clearly p is continuous at t ∈C for t < 1. To show that p is continuous at t = 1, let
F be a ﬁnite subset of C and let ε > 0. Because F is ﬁnite, there exists a δ > 0 such that for every t ∈ B(1, δ) and every




)⊆ B(p(1), F , ε),
showing that p is continuous at 1. So p is a path into Hp(C). To show that pˆ is not continuous at point 〈0,1〉 in C× I, let
W = {x+ yi ∈C: y < 1/2},
which is a neighborhood of pˆ(0,1) = p(1)(0) = 0 in C. Let U = B(0, δ1) be any basic neighborhood of 0 in C and let
V = B(1, δ2) be any basic neighborhood of 1 in I. Let t be such that max{1 − 2δ1,1 − δ2,0} < t < 1, and let z = (1 − t)/2.
Then t ∈ V and z ∈ U . But p(t)(z) = z + i /∈ W , so that
pˆ(U × V ) W .
This shows that pˆ is not continuous, and hence p is not an isotopy on C.





for all t ∈ I and re2π is ∈C, where s ∈ I. Then p is an isotopy on C from e to the 180 degree rotation about 0. To show that
p is not a path into Hu(C), we show that it is not continuous at 0. Let U = B(0, δ) be any basic neighborhood of 0 in I,
and let t be any element of U with t > 0. Let r = 1/|1− eπti|. Then |r− reπti| 1, so that |p(0)(r)− p(t)(r)| 1. This shows






Therefore, p is not a path into Hu(C).
The isotopy in Example 3.4 is from e to a rigid motion on C, that is, a rotation or translation. We need such an isotopy
that is modiﬁed to be supported on some bounded open set. To be speciﬁc, for a subset U of C, an isotopy p on C is said
to be supported on U provided that p(t)(z) = z for all t ∈ I and z ∈C \ U .
Lemma 3.5. If h is a rigid motion on C and r > 0, then there exists an isotopy p on C from e that is supported on B(0, s) for some
s > 0 and is such that p(1)(z) = h(z) for all z ∈ B(0, r).
Proof. We only give the proof for h a translation since that is the only case we need to use. Then h is deﬁned by h(z) =
z + z0 for some given z0 ∈C and for all z ∈C. Let s be a number greater than r such that h(B(0, r)) ⊆ B(0, s). Deﬁne h′ in
H(C) by
h′(z) =
{ z + z0, if |z| r;
z + (s − |z|)/(s − r)z0, if r < |z| < s;
z, if s |z|.
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p(t)(z) = th′(z) + (1− t)z
for all t ∈ I and z ∈C. 
Our next lemma shows that each orientation preserving homeomorphism on S can be moved to the identity on S by
an isotopy on C that is supported on a given open set containing S and its interior. Here the term orientation preserving
is deﬁned as follows. For convenience of notation in this deﬁnition and throughout the following, we consider the standard
simple loop into C as a continuous bijection λ0 : [0,1) → S. If f is a homeomorphism on S, then λ−10 f λ0 : [0,1) → [0,1) is
a bijection that is either continuous (when f (1) = 1) or has exactly one jump discontinuity at λ−10 f −1(1). Then such an f
is orientation preserving provided that λ−10 f λ0 is increasing on each component of its graph.
Lemma 3.6. If f is an orientation preserving homeomorphism on S and if U is an open subset of C that contains S and its interior,
then there exists an isotopy p on C from e that is supported on U and is such that p(1)|S = f .
Proof. Let r > 1 be such that B(0, r) ⊆ U , and let s0 = λ−10 f −1(1). Deﬁne γ : [0,1) → [0,2) by
γ (s) =
{
λ−10 f λ0(s), if s ∈ [0, s0);
λ−10 f λ0(s) + 1, if s ∈ [s0,1).
Now γ is a continuous and increasing function. Also note that λ0γ = f λ0.











0, if z = 0;
|z|λ0(tγ λ−10 ( z|z| )+ (1− t)λ−10 ( z|z| )), if 0< |z| 1;
|z|λ0(τγ λ−10 ( z|z| ) + (1− τ )λ−10 ( z|z| )), if 1 |z| r;
z, if r  |z|.
We see that p is supported on B(0, r), p(0) = e and, for each z ∈ S, p(1)(z) = λ0γ λ−10 (z) = f (z). 
We end this section with some useful operations on isotopies. First, if p and q are isotopies on C such that p(1) = q(0),
then p and q can be composed to obtain the composition p ◦ q which is the isotopy on C deﬁned by
p ◦ q(t) =
{
p(2t), for t ∈ [0, 12 ];
q(2t − 1), for t ∈ [ 12 ,1].
Secondly, the reverse of isotopy p on C is the isotopy p on C deﬁned by p(t) = p(1− t) for all t ∈ I. The fact that p ◦ q and
p are continuous as functions from C × I to C is straightforward to check, so they are indeed isotopies on C. Finally, for
any two isotopies p and q on C, we can deﬁne the product qp by
qp(t) = q(t)p(t)
for all t ∈ I (where, as usual, the product of homeomorphisms is their composition); and for any isotopy p on C, we can
deﬁne the inverse p−1 by
p−1(t) = p(t)−1
for all I.
Proposition 3.7. For every two isotopies p and q on C, the product qp is an isotopy on C.
Proof. We need to show that qp is a continuous function from C× I to C. Let 〈z, t〉 ∈C× I and let W be a neighborhood of
qp(t)(z) in C. Since q is continuous, there exists a neighborhood V ×N of 〈p(t)(z), t〉 in C×I such that q(V ×N) ⊆ W . Since
p is continuous, there exists a neighborhood U × M of 〈z, t〉 in C× I such that p(U × M) ⊆ V , and we can choose M ⊆ N .
Let 〈z′, t′〉 ∈ U × M . Then p(t′)(z′) ∈ V and t ∈ N , and hence 〈p(z′), t′〉 ∈ V × N . But then qp(z′)(t′) = q(t′)p(t′)(z′) ∈ W ,
which shows that qp(U × M) ⊆ W ; and therefore qp is continuous. 
The inverse of an isotopy may not be an isotopy, as a modiﬁcation of Example 3.3 shows. However, an isotopy that is
supported on some bounded set will have its inverse an isotopy.
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Proof. We need to show that p−1 is a continuous function from C × I into C. Let 〈zn, tn〉 be a sequence in C × I that
converges to 〈z0, t0〉 in C × I. It suﬃces to show two things: ﬁrst, that {p(tn)−1(zn): n ∈ N} is a bounded set in C, and
secondly, that p(t0)−1(z0) is the only cluster point of the sequence 〈p(tn)−1(zn)〉 in C.
Since 〈zn〉 converges to z0, there exists an m ∈ N such that zn ∈ B(0,m) for all n ∈ N. Suppose, by way of contradiction,
that {p(tn)−1(zn): n ∈ N} is unbounded. Then for each k ∈ N with k >m, there exists an nk ∈ N such that p(tnk )−1(znk ) /∈





)= znk = p(tnk )−1(znk ).
This contradicts the hypothesis that p is supported on some bounded set. Therefore, {p(tn)−1(zn): n ∈N} must be a bounded
set.
We now know that the sequence 〈p(tn)−1(zn)〉 has at least one cluster point. Let z1 be such a cluster point. We need
to show that z1 = p(t0)−1(z0). Now 〈p(tn)−1(zn)〉 has a subsequence that converges to z1. To simplify notation, we assume
that 〈p(tn)−1(zn)〉 is itself such a subsequence. Since p is continuous, 〈p(tn)(p(tn)−1(zn))〉 converges to p(t0)(z1) in C. That
is, 〈zn〉 converges to p(t0)(z1). This means that p(t0)(z1) = z0, and hence z1 = p(t0)−1(z0) as desired. 
4. The J–S Theorem and isotopy lemmas
Because of Proposition 3.1, we can study paths in homeomorphism spaces on C by concentrating on isotopies on C.
Our starting point for the construction of isotopies on C is the two-dimensional Jordan–Schönﬂies theorem, which we state
without proof and refer to as the J–S Theorem. A general topological proof of the following version of the J–S Theorem is
given in [3].
J–S Theorem 4.1. If Λ is a simple loop in C, then there exists an h inH(C) such that h(Λ) = S.
The J–S Theorem has two equivalent formulations given by the next proposition; a general topological proof of version
(3) is given in [13].
Proposition 4.2. The following are equivalent.
(1) The J–S Theorem.
(2) If λ is a simple loop into C, then there exists an h inH(C) such that hλ = λ0 .
(3) Every homeomorphism from one simple loop in C onto another simple loop in C can be extended to a member ofH(C).
Proof. Clearly (2) implies (1). To show that (1) implies (3), let f : Λ1 → Λ2 be a homeomorphism between simple loops
in C. Then by (1), there exist h1,h2 ∈H(C) such that h1(Λ1) = S and h2(Λ2) = S. Deﬁning g ∈H(C) by
g(z) =
{
0, if z = 0;
|z|h2 f h−11 (z/|z|), if z = 0
gives us a member h−12 gh1 of H(C) that extends f .
Finally, to show that (3) implies (2), let λ be a simple loop into C. Then by (3), the homeomorphism λλ−10 : S→ λ(I) has
an extension g in H(C). If h = g−1, then
hλ(s) = g−1λ(s) = g−1λλ−10 λ0(s) = g−1gλ0(s) = λ0(s)
for all s ∈ I. 
The J–S Theorem says that a simple loop in C cannot be “wild” in the sense that it can be “smoothed out” with a
homeomorphism on C. However, a simple loop or arc in C can look rather exotic with corners everywhere and with
possible inﬁnite spirals. It is a good idea to keep that thought in mind when thinking about arguments involving simple
loops and arcs in C.
The Jordan part of the J–S Theorem is the Jordan curve theorem (see, for example, Theorem 13.4 in [10]) that says for a
simple loop Λ in C, C \Λ has exactly two components of which Λ is the common boundary; one component is a bounded
set in C that we call the interior of Λ and the other is an unbounded set in C that we call the exterior of Λ. For such a Λ,
we will say that a point z in C is interior (respectively, exterior) to Λ provided that z is in the interior (respectively, exterior)
of Λ. If A is an arc in C with endpoints a0 and a1, then we will say that A is interior (respectively, exterior) to simple loop
Λ provided that A ∩ Λ = {a0,a1} and A \ {a0,a1} is contained in the interior (respectively, exterior) of Λ.
We use the J–S Theorem to establish four lemmas that allow one arc to be moved onto another arc by way of an isotopy
on C. For the statements of the ﬁrst two of these lemmas, we need to deﬁne what it means for two arcs into a simple
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around Λ provided that for every (equivalently, for any) homeomorphism f from Λ onto S, as s increases in I, f α(s) and
f β(s) are either both going clockwise around Λ or both going counterclockwise around Λ. If α and β do not have the same
orientation around Λ, then they have opposite orientation around Λ.
Lemma 4.3. Let Λ be a simple loop in C, let α and β be arcs into Λ that have the same orientation around Λ, and let U be an open
subset of C that contains Λ and its interior. Then there exists an isotopy p on C from e that is supported on U and is such that p(1)
maps the interior of Λ onto itself and p(1)α = β .
Proof. The J–S Theorem gives us an f in H(C) such that f (Λ) = S. We may assume that, as s increases in I, f α(s) and
f β(s) are both going counterclockwise around S. Let ρ1 be the rotation of C about 0 that takes f β(0) to 1, and let ρ2 be
the rotation of S that takes ρ1 f α(0) to 1.
Let s1 = λ−10 ρ2ρ1 f α(1) and t1 = λ−10 ρ1 f β(0). Deﬁne γ : [0,1) → [0,1) by
γ (s) =
{




2 λ0(s), if s ∈ [0, s1];
1− (1− t1)(1− s)/(1− s1), if s ∈ [s1,1).
Since λ0γ λ
−1
0 ρ2 is an orientation preserving homeomorphism on S, Lemma 3.6 gives us an isotopy q on C from e that is
supported on ρ1 f (U ) and is such that q(1) maps the interior of S onto itself and q(1)|S = λ0γ λ−10 ρ2. Note that for each
s ∈ I,
q(1)ρ1 f α(s) = λ0γ λ−10 ρ2ρ1 f α(s)
= λ0λ−10 ρ1 f βα−1 f −1ρ−11 ρ−12 λ0λ−10 ρ2ρ1 f α(s)
= ρ1 f β(s).
Now deﬁne isotopy p on C by
p(t)(z) = f −1ρ−11 q(t)ρ1 f (z)
for all t ∈ I and z ∈ C. Then p is an isotopy from e that is supported on U and is such that p(1) maps the interior of Λ
onto itself. Also for each s ∈ I,
p(1)α(s) = f −1ρ−11 q(1)ρ1 f α(s)
= f −1ρ−11 ρ1 f β(s)
= β(s),
so that p(1)α = β . 
Lemma 4.4. Let Λ be a simple loop in C, let α and β be arcs into Λ that have opposite orientation around Λ, and let U be an open
subset of C that contains Λ and its interior. Then there exists an isotopy p on C from e that is supported on U and is such that p(1)
maps the interior ofΛ onto itself and p(1)α(I) and β(I) intersect only at their endpoints with p(1)α(0) = β(0) and p(1)α(1) = β(1).
Proof. The J–S Theorem gives us an f in H(C) such that f (Λ) = S. We may assume that, as s increases in I, f α(s) is going
counterclockwise around S and f β(s) is going clockwise around S. Let ρ0 be the rotation of C about 0 that takes f β(0)
to 1. Let t1 = λ−10 ρ0 f β(1), and let δ : I → I be the piecewise linear homeomorphism such that δ(0) = 0, δ(t1) = 1/2 and
δ(1) = 1. Then let  be the radial extension of the homeomorphism λ0δλ−10 on S to a homeomorphism on C (that is, for
z = 0, (z) = |z|λ0δλ−10 (z/|z|)). Now take ρ1 = ρ0.
Let ρ2 be the rotation of S that takes ρ1 f α(0) to 1, and let s1 = λ−10 ρ2ρ1 f α(1). Deﬁne γ : [0,1) → [0,1) by
γ (s) =
{
1− λ−10 ρ1 f βα−1 f −1ρ−11 ρ−12 λ0(s), if s ∈ [0, s1];
1− (1− s)/2(1− s1), if s ∈ [s1,1).
Since λ0γ λ
−1
0 ρ2 is an orientation preserving homeomorphism on S, Lemma 3.6 gives us an isotopy q on C from e that is
supported on ρ1 f (U ) and is such that q(1) maps the interior of S onto itself and q(1)|S = λ0γ λ−10 ρ2. Note that for each
s ∈ I,
q(1)ρ1 f α(s) = λ0γ λ−10 ρ2ρ1 f α(s)
= λ0
(




1− λ−10 ρ1 f β(s)
)
= σρ1 f β(s)
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q(1)ρ1 f α(0) = 1 = ρ1 f β(0) and q(1)ρ1 f α(1) = −1 = ρ1 f β(1). Now deﬁne isotopy p on C by
p(t)(z) = f −1ρ−11 q(t)ρ1 f (z)
for all t ∈ I and z ∈ C. Then p is an isotopy from e that is supported on U and is such that p(1) maps the interior of Λ
onto itself and p(1)α(I) and β(I) intersect only at their endpoints with p(1)α(0) = β(0) and p(1)α(1) = β(1). 
Lemma 4.5. Let α, β and γ be arcs into C such that α(I) intersects β(I) and γ (I) only at their endpoints with α(0) = β(0) = γ (0)
and α(1) = β(1) = γ (1), and let U be an open subset of C such that U ∪ {α(0),α(1)} contains the simple loop α(I) ∪ β(I) and its
interior. Then there exists an isotopy p on C from e that is supported on U \α(I) and is such that p(1)γ (I) intersects α(I)∪ β(I) and
its interior only at α(0) and α(1).
Proof. Let Λ be the simple loop α(I) ∪ β(I). Then the J–S Theorem gives us an f in H(C) such that f (Λ) = S. Let ρ
be deﬁned the same as ρ1 in the proof of Lemma 4.4. Then ρ f α(0) = ρ f β(0) = 1 and ρ f α(1) = ρ f β(1) = −1. We may
assume that ρ f α(I) is the upper semicircle of S and ρ f β(I) is the lower semicircle.
Deﬁne continuous functions d1,d2 : [0,1/2] → [0,∞) by taking, for each s ∈ [0,1/2], d1(s) to be one half the distance
from λ0(s) to ρ f β(I) ∪ ρ f γ (I) and d2(s) to be the distance from λ0(1− s) to (C \ U ) ∪ {1,−1}. Then deﬁne arcs A and B
in C by
A = {λ0(s) − d1(s)i: s ∈ [0,1/2]},
B = {λ0(1− s) − d2(s)i: s ∈ [0,1/2]}.
The arc A is interior to S and the arc B lies below S. Also each vertical line in C between 1 and −1 intersects each of A,
B , ρ f α(I) and ρ f β(I) in exactly one point. So we can ﬁnd an h in H(C) that maps each vertical line in C onto itself in a
piecewise linear manner, that maps A onto ρ f β(I), and that is the identity on (C \U )∪ρ f α(I). Since all points of ρ f γ (I)
that are interior to S lie below A, it follows that hρ f γ (I) intersects ρ f α(I) ∪ ρ f β(I) and its interior only at 1 and −1.
Now deﬁne isotopy p on C by
p(t)(z) = f −1ρ−1(thρ f (z) + (1− t)ρ f (z))
for all t ∈ I and z ∈ C. Then p is an isotopy from e that is supported on U \ α(I) and is such that p(1)γ (I) intersects
α(I)∪ β(I) and its interior only at α(0) and α(1). 
Lemma 4.6. Let α and β be arcs intoC that intersect only at their endpoints with α(0) = β(0) and α(1) = β(1), and let U be an open
subset of C such that U ∪ {α(0),α(1)} contains the simple loop α(I) ∪ β(I) and its interior. Then there exists an isotopy p on C from
e that is supported on U and is such that p(1) maps the interior of α(I) ∪ β(I) into its exterior and p(1)α = β .
Proof. Let Λ be the simple loop α(I) ∪ β(I). Then the J–S Theorem gives us an f in H(C) such that f (Λ) = S. Let ρ
be deﬁned the same as ρ1 in the proof of Lemma 4.4. Then ρ f α(0) = ρ f β(0) = 1 and ρ f α(1) = ρ f β(1) = −1. We may
assume that ρ f α(I) is the upper semicircle of S and ρ f β(I) is the lower semicircle.
Deﬁne γ : [0,1) → [0,1) by
γ (s) =
{
1− λ−10 ρ f βα−1 f −1ρ−1λ0(s), if s ∈ [0,1/2];
s, if s ∈ [1/2,1).
Let g be the radial extension of the homeomorphism λ0γ λ
−1
0 on S to a homeomorphism on C. Note that for each s ∈ I,
gρ f α(s) = λ0γ λ−10 ρ f α(s)
= λ0
(




1− λ−10 ρ f β(s)
)
= σρ f β(s)
where σ is the reﬂection of C about the real axis.
Now let T = (C \ gρ f (U )) ∪ {1,−1}, and deﬁne continuous functions d1,d2 : [0,1/2] → [0,∞) by taking, for each s ∈
[0,1/2], d1(s) to be the distance from λ0(s) to T and d2(s) to be the distance from λ0(1− s) to T . Then deﬁne arcs A and
B in C by
A = {λ0(s) + d1(s)i: s ∈ [0,1/2]},
B = {λ0(1− s) − d2(s)i: s ∈ [0,1/2]}.
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each vertical line in C between 1 and −1 intersects each of these arcs in exactly one point. So we can ﬁnd an h in H(C)
that maps each vertical line in C onto itself in a piecewise linear manner, that maps ρ f α(I) onto ρ f β(I), and that is the
identity on T . Observe that for each z ∈ C , hσ(z) = z, and that h maps the interior of S into its exterior.
Deﬁne isotopy p on C by
p(t)(z) = f −1ρ−1g−1(thgρ f (z)+ (1− t)gρ f (z))
for all t ∈ I and z ∈C. Then p is an isotopy from e that is supported on U and is such that p(1) maps the interior of Λ into
its exterior. Also for each s ∈ I,
p(1)α(s) = f −1ρ−1g−1hgρ f α(s)
= f −1ρ−1g−1hσρ f β(s)
= f −1ρ−1g−1ρ f β(s)
= β(s)
since g is the identity on the image of ρ f β . 
5. Orientation preserving and reversing homeomorphisms
We use isotopies to deﬁne what it means for a homeomorphism on C to be orientation preserving. Our deﬁnition is
that a member h of H(C) is orientation preserving provided that there exists an isotopy p on C from h to some g such that
gλ0 = λ0. On the other hand, we deﬁne h to be orientation reversing provided that there exists an isotopy p on C from h to
some g such that gλ0 = σλ0, where σ is the reﬂection of C about the real axis deﬁned by σ(z) = z.
To make these deﬁnitions meaningful, we need to show two things:
(1) (uniqueness) no member of H(C) is both orientation preserving and orientation reversing; and
(2) (existence) every member of H(C) is either orientation preserving or orientation reversing.
For the uniqueness condition (1), it will be convenient to use the concept of a winding number of a loop into S based at 1
(see, for example, [10,12]).
The standard simple loop λ0 can be naturally extended to the standard covering map λ˜0 from R to S deﬁned by
λ˜0(r) = e2π ir
for all r ∈ R. If λ is a loop into S based at 1, then λ can be lifted to a path λ˜ into R satisfying λ˜0λ˜ = λ (see, for example,
Lifting Lemma 9.2.2 in [12]). Now λ˜(1)− λ˜(0) is an integer called the winding number of λ. For example, λ0 is a simple loop
into S based at 1 that clearly has winding number equal to 1. On the other hand, σλ0 is a simple loop into S based at 1
that has winding number equal to −1.
The next proposition is a consequence of a basic result about path-homotopies on S (see, for example, Path-homotopy
Invariance 9.2.1 in [12]).
Proposition 5.1. Let p be an isotopy on C such that p(0)(S) = S = p(1)(S) and p(0)(1) = 1 = p(1)(1). Then the two simple loops
p(0)λ0 and p(1)λ0 into S based at 1 have the same winding number.
We can now prove the uniqueness condition (1) as a proposition.
Proposition 5.2. No member ofH(C) is both orientation preserving and orientation reversing.
Proof. Suppose, by way of contradiction, that there is an h in H(C) that is both orientation preserving and orientation
reversing. Then there is an isotopy p1 on C from h such that p1(1)λ0 = λ0, and there is an isotopy p2 on C from h such
that p2(1)λ0 = σλ0. Then the isotopy p = p1 ◦ p2 satisﬁes the hypotheses of Proposition 5.1, so that the two simple loops
p(0)λ0 = λ0 and p(1)λ0 = σλ0 have the same winding number; which is a contradiction. 
We prove the existence condition (2) by proving a stronger statement with the required isotopy supported on a bounded
set. This could be useful when working with the topology of uniform convergence on H(C), or other topologies on H(C),
such as the ﬁne topology.
Proposition 5.3. For every member h of H(C), there exists an isotopy p on C from h to some g such that p is supported on B(0, s)
for some s > 0 and such that either gλ0 = λ0 or gλ0 = σλ0 . Consequently, every member ofH(C) is either orientation preserving or
orientation reversing.
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Proof. Let h be an element of H(C). Then there exists an r > 0 such that S∩h(S) ⊆ B(0, r). Let τ be a translation on C that
moves h(S) vertically upward so that τh(S) lies above the line z = i, and hence S ∩ τh(S) = ∅. By Lemma 3.5, there exists
an isotopy q1 on C from e that is supported on B(0, s) for some s > 0 and is such that q1(1)(z) = τ (z) for all z ∈ B(0, r).
Let p1 be the isotopy on C from h deﬁned by p1(t)(z) = q1(t)h(z) for all t ∈ I and z ∈C; so that p1(1) = τh.
Let α and β be the arcs into S deﬁned by




λ0(0), if s = 0;
λ0(1− s/2), if s ∈ (0,1].
Also let A = α(I) and B = β(I), which are the upper and lower semicircles of S. Let U be the connected open subset of C
consisting of B(0, s) intersect the open upper half plane of C minus S and its interior. The arc p1(1)(A) is contained in U ,
so that the open set V = U \ p1(1)(A) is also connected, and is hence arcwise connected. Clearly V ∪{1} is then also arcwise
connected. So there exists an arc C contained in V ∪ {1} with one endpoint c0 = 1 and the other endpoint c1 on p1(1)(B),
which we may assume without loss of generality is the only point of C on p1(1)(B).
Let C1 and C2 be the arcs that are the closures of the two components of p1(1)(B) \ {c1}. Since V \ C is connected,
we have (V \ C) ∪ {−1} is an arcwise connected set. Then for each of i = 1 and i = 2, there exists an arc D contained in
(V \ C) ∪ {−1} with one endpoint d0 = −1 and the other endpoint d1 on Ci with d1 the only point of D on p1(1)(B). We
will make the choice of which i to use in deﬁning D after we deﬁne the following two arcs that depend on that choice. See
Fig. 2 that illustrates the possibilities for arc D (keep in mind that the image p1(1)(S) may be rather wild looking rather
than the pictured circle).
Let E be the arc that is the closure of the component of p1(1)(S) \ {c1,d1} that contains p1(1)(A), and let F be the arc
that is the closure of the other component of p1(1)(S) \ {c1,d1}. Now A, C , E , D form a closed chain of arcs in C, so that
Λ = A ∪ C ∪ E ∪ D is a simple loop in C. There are two possibilities for arc F—either it is interior to Λ or it is exterior to Λ.
Choosing D with d1 on C1 gives one of those possibilities for F while choosing D with d1 on C2 gives the other possibility
for F . We need to choose D so that F is interior to Λ.
Now there are two cases to consider for arc p1(1)α—either p1(1)α and α have opposite orientation around Λ or p1(1)α
and α have the same orientation around Λ. For each case, we construct three isotopies p2, p3 and p4 (see Fig. 3 that
illustrates these two possibilities).
Case 1. Suppose p1(1)α and α have opposite orientation around Λ. By Lemma 4.4, there exists an isotopy q2 on C
from e that is supported on B(0, s) and is such that q2(1) maps the interior of Λ onto itself and q2(1)p1(1)α(I) and α(I)
intersect only at their endpoints with q2(1)p1(1)α(0) = α(0) and q2(1)p1(1)α(1) = α(1). Let p2 be the isotopy on C from
p1(1) deﬁned by p2(t)(z) = q2(t)p1(1)(z) for all t ∈ I and z ∈C.
Let G be the arc p2(1)(A). Then G and A intersect only at their endpoints 1 and −1. For each point z of G \ {1,−1}, let
d(z) be one half the distance from z to A union the complement of B(0, s); and for each point z of A \ {1,−1}, let d(z) be















: z ∈ A \ {1,−1}}.
Note that U A intersected with the exterior of Λ is contained in the interior of S.
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Since q2(1)p1(1)α(I)∪α(I) = Λ, Lemma 4.6 gives us an isotopy q3 on C from e that is supported on UG ∪U A union the
interior of Λ and is such that q3(1) maps the interior of Λ into its exterior and q3(1)p2(1)α = α. Let p3 be the isotopy on
C from p2(1) deﬁned by p3(t)(z) = q3(t)p2(1)(z) for all t ∈ I and z ∈C; so that p3(1)α = α.
Now the arc p2(1)(B) lies partly on A and partly in the interior of Λ, so the arc p3(1)(B) is interior to S with endpoints 1
and −1. That means the arcs p3(1)β(I) = p3(1)(B) and β(I) = B intersect only at their endpoints with p3(1)β(0) = 1 = β(0)
and p3(1)β(1) = −1 = β(1). Also the arc A is exterior to the simple loop p3(1)β(I)∪β(I), so by Lemma 4.6, there exists an
isotopy q4 on C from e that is supported on B(0, s) \ A and is such that q4(1)p3(1)β = β . Since A is ﬁxed by q4, we also
have q4(1)p3(1)α = α. Let p4 be the isotopy on C from p3(1) deﬁned by p4(t)(z) = q4(t)p3(1)(z) for all t ∈ I and z ∈ C.
Then p4(1)α = α and p4β = β , so that p4(1)λ0 = λ0.
Case 2. Suppose α and p1(1)α have the same orientation around Λ. In this case, we use a different simple loop for Λ;
in particular, deﬁne Λ = B ∪ C ∪ E ∪ D . Now β and p1(1)α have the same orientation around Λ. In this case, Lemma 4.3
gives us an isotopy q2 on C from e that is supported on B(0, s) and is such that q2(1) maps the interior of Λ onto itself
and q2(1)p1(1)α = β . Let p2 be the isotopy on C from p1(1) deﬁned by p2(t)(z) = q2(t)p1(1)(z) for all t ∈ I and z ∈ C.
Then we have p2(1)α = β .
Observe that the arc p2(1)β has endpoints 1 and −1, and its image p2(1)β(I) = p2(1)(B) is an arc lying in the upper
half plane of C union the interior of S. Also p2(1)β(I) intersects β(I) = B only at 1 and −1. Then by Lemma 4.5, there
exists an isotopy q3 on C from e that is supported on B(0, s) \ (B ∪ [1,∞) ∪ (−∞,−1]) and is such that q3(1)p2(1)β(I)
intersects α(I) ∪ β(I) = S and its interior only at 1 and −1. Note that q3(1)p2(1)β(I) must lie in the upper half plane of C
and that q3(1)p2(1)α = β . Let p3 be the isotopy on C from p2(1) deﬁned by p3(t)(z) = q3(t)p2(1)(z) for all t ∈ I and z ∈C.
Then p3(1)β(I) lies above S in the upper half plane of C, and p3(1)α = β .
Now by Lemma 4.6, there exists an isotopy q4 on C from e that is supported on B(0, s) \ B and is such that
q4(1)p3(1)β = α. Since B is ﬁxed by q4, we also have q4(1)p3(1)α = β . Let p4 be the isotopy on C from p3(1) deﬁned
by p4(t)(z) = q4(t)p3(1)(z) for all t ∈ I and z ∈C. Then p4(1)β = α and p4(1)α = β , so that p4(1)λ0 = σλ0.
This completes the construction of isotopies p2, p3 and p4 for both cases. Now deﬁne isotopy p to be the composition
given by
p = ((p1 ◦ p2) ◦ p3) ◦ p4.
Then p is an isotopy on C from h to g = p(1) that is supported on B(0, s) and is such that gλ0 = λ0 in the ﬁrst case and
gλ0 = σλ0 in the second case. 
Let H+(C) be the set of orientation preserving homeomorphisms in H(C), and let H−(C) be the set of orientation
reversing homeomorphisms in H(C). Clearly, the identity e is a member of H+(C), and the reﬂection σ is a member of
H−(C). Now Propositions 5.2 and 5.3 give us the following theorem.
Theorem 5.4. The setsH+(C) andH−(C) are complementary subsets ofH(C).
We can now use the Alexander isotopy [1] in the next proposition to extend Proposition 5.3 and to show that all
members of H+(C) are isotopic to e.
Proposition 5.5. For every g inH(C) with gλ0 = λ0 , there is an isotopy p on C from e to g.




tg( zt ), if |z| < t;





for all t ∈ I and z ∈C. 
Theorem 5.6. For every two members ofH+(C), there is an isotopy on C from one member to the other. The same is true forH−(C).
Proof. For the ﬁrst statement it suﬃces to show that every member of H+(C) is isotopic to e, because if p is an isotopy
on C from f to e and q is an isotopy on C from g to e, then p ∗ q is an isotopy on C from f to g . So let h be a member
of H+(C). Then there is an isotopy p on C from h to some g such that gλ0 = λ0. By Proposition 5.5, there is an isotopy q
on C from e to g . So p ∗ q is an isotopy on C from h to e. The argument for the second statement is similar. 
Theorem 5.6 says that every orientation preserving homeomorphism on C is isotopic to the identity e, and every orien-
tation reversing homeomorphism on C is isotopic to the reﬂection σ . Combining this theorem with Corollary 3.2 gives us
the following.
Proposition 5.7. The setsH+(C) andH−(C) are each pathwise connected as subspaces ofHk(C).
Now the topology on Hp(C) is coarser than that on Hk(C), so Proposition 5.7 is also true for Hp(C).
Corollary 5.8. The setsH+(C) andH−(C) are each pathwise connected as subspaces ofHp(C).
We end this section by observing that H+(C) is a subgroup of the homeomorphism group Hk(C) under composition.
Proposition 5.9. For each f and g inH(C), the following are true.
(1) If f and g are either both inH+(C) or both inH−(C), then g f is inH+(C).
(2) If one of f and g is inH+(C) and the other is inH−(C), then g f is inH−(C).
(3) If f is inH+(C), then so is f −1; and if f is inH−(C), then so is f −1 .
Proof. (1) Suppose f and g are in H+(C). Then there exist isotopies p and q on C such that p is from f to e and q is
from g to e. Now the product qp is an isotopy by Proposition 3.7. Clearly qp is from g f to ee = e. So g f is isotopic to e,
and it follows that g f is in H+(C). In a similar way, we see that if f and g are in H−(C), then g f is isotopic to σσ = e;
and hence g f is again in H+(C).
(2) If f is in H+(C) and g is in H−(C), then g f is isotopic to eσ = σ ; so that g f is in H−(C). Similarly, if f is in
H−(C) and g is in H+(C), then g f is in H−(C).
(3) Let f be in H+(C). So by Proposition 5.3 that there is an isotopy p on C from f to some g that is supported on
some bounded set and is such that gλ0 = λ0. Then inverse p−1 is an isotopy by Proposition 3.8, and it is clearly from f −1
to g−1. Since gλ0 = λ0, we have g−1λ0 = λ0. This shows that f −1 is in H+(C). If f is in H−(C), then f is isotopic to some
g such that gλ0 = σλ0. Again using the inverse, we have f −1 is isotopic to g−1. Now since gλ0 = σλ0, we have gσλ0 = λ0,
so that g−1λ0 = σλ0. If follows that f −1 is in H−(C). 
6. Homogeneity of set- topologies
Before looking at path components in speciﬁc spaces, let us look at some properties of Hτ (C) where τ is a set-

topology on H(C), which includes each of the three topologies that we are considering.
For each h ∈H(C), deﬁne the function Σh :H(C) →H(C) by
Σh( f ) = f h
for all f ∈H(C). Clearly Σh is a bijection with inverse Σh−1 .
Proposition 6.1. For every h ∈H(C), Σh is a homeomorphism onHτ (C).
Proof. This works for all set-ε topologies except the uniform topology, but can be easily modiﬁed to work for that as well.
Let f ∈Hτ (C), and let B(Σh( f ), S, ε) be a basic neighborhood of Σh( f ) in Hτ (C). Now h(S) is the same kind of subset of






))⊆ B(Σh( f ), S, ε).
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= ∣∣g(h(z))− f (h(z))∣∣
< ε.
This shows that Σh(g) ∈ B(Σh( f ), S, ε), so that Σh must be continuous. For the same reason, Σh−1 is continuous, and hence
Σh is a homeomorphism on Hτ (C). 
Corollary 6.2. The spaceHτ (C) is homogeneous.
Proof. If f , g ∈Hτ (C), then
Σ f −1g( f ) = f f −1g = g,
and thus Σ f −1g is a homeomorphism on Hτ (C) taking f to g . 
Since Hτ (C) is homogeneous, we can sometimes work with the identity e rather than working with an arbitrary element
of Hτ (C).
Corollary 6.3. The homeomorphism Σσ onHτ (C) mapsH+(C) ontoH−(C).
Proof. Let f ∈H+(C). Then there is an isotopy p on C from f to e. Let q be the isotopy on C deﬁned by
q(t) = p(t)σ
for all t ∈ I. We see that q is from f σ to σ . That implies Σσ ( f ) = f σ is in H−(C), so Σσ maps H+(C) into H−(C).
A similar argument shows that Σσ maps H−(C) into H+(C). It now follows that Σσ maps H+(C) onto H−(C). 
Since H+(C) and H−(C) are homeomorphic subspaces of Hτ (C), we can now concentrate on working in H+(C),
knowing that H−(C) has similar topological properties.
7. Path components inHk(C)
We know from Proposition 5.7 that both H+(C) and H−(C) are pathwise connected as subsets of Hk(C). We now rule
out the possibility that the entire space Hk(C) is pathwise connected.
Proposition 7.1. The setH+(C) is an open subset ofHk(C).
Proof. Because of Corollary 6.2, it suﬃces to show that the basic open set B(e,S,1/6) in Hk(C) is contained in H+(C).
So let h ∈ B(e,S,1/6). By using an isotopy on C supported on B(1,1/6) ∪ B(−1,1/6), we may assume that h(1) = 1,
h(−1) = −1, and h ∈ B(e,S,1/2). We need to show that such an h is necessarily in H+(C).
Since h(i) must lie above the lower semicircle λ0([1/2,1]) of S, there is an interval (s0, s1) ⊆ I with s0 < 1/4< s1 such
that hλ0((s0, s1)) ∩ λ0([1/2,1]) = ∅. We may assume that s0 and s1 are the smallest and largest endpoints, respectively, of
such an interval. Since h(1) = 1 and h(−1) = −1, we necessarily have 0  s0 < 1/4 < s1  1/2. Then hλ0(s0) and hλ0(s1)
are elements of λ0([1/2,1]); say hλ0(s0) = λ0(t0) and hλ0(s1) = λ0(t1) where 1/2 t1 < t0  1.
Let f be a homeomorphism on S that ﬁxes i and maps λ0(t0) to λ0(s0) and λ0(t1) to λ0(s1). Then by Lemma 3.6, there
exists an isotopy q1 on C from e such that q1(1)|S = f . Let p1 be the isotopy on C from h deﬁned by p1(t) = q1(t)h for all
t ∈ I.
Let z0 = λ0(s0) and z1 = λ0(s1), let α be the arc into S from z0 to z1 going counterclockwise along the upper semicircle
of S, and let β be the arc into S from z0 to z1 going clockwise through the lower semicircle of S. Then arcs p1(1)α(I) and
β(I) intersect only at their endpoints z0 and z1.
By arguing as in case 2 of Proposition 5.3, we can use Lemmas 4.5 and 4.6 to obtain an isotopy q2 on C from e that
is supported on C \ β(I) and is such that q2(1)p1(1)α = α. Then deﬁne isotopy p2 on C from p1(1) by p2(t) = q2(t)p1(1)
for all t ∈ I. So we have p2(1)α = q2(1)p1(1)α = α. Now arcs p2(1)β(I) and p2(1)α(I) intersect only at their endpoints z0
and z1.
By again using Lemmas 4.5 and 4.6, we obtain an isotopy q3 on C from e that is supported on C \ α(I) and is such
that q3(1)p2(1)β = β . Then deﬁne isotopy p3 on C from p2(1) by p3(t) = q3(t)p2(1) for all t ∈ I. Since q3 is ﬁxed on α(I),
p3(1)α = α. We also have p3(1)β = q3(1)p2(1)β = β . This means that p3(1) ﬁxes the points of S. So if g = p3(1), we have
gλ0 = λ0. Then since the isotopy p = p1 ◦ (p2 ◦ p3) is from h to g , it follows that h is in H+(C). 
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B(e,S,1) in Hk(C) is contained in H+(C), while simple examples show that for every 
 > 0, B(e,S,1+ 
) is not contained
in H+(C).
Because of Corollary 6.3, Proposition 7.1 has the following corollary.
Corollary 7.2. The spaceHk(C) is equal to the topological sum,H+(C) ⊕H−(C), of its subspacesH+(C) andH−(C).
We point out that since the topologies on Hu(C) and H f (C) are ﬁner than that on Hk(C), Corollary 7.2 is also true for
Hu(C) and H f (C).
Now Proposition 5.7 and Corollary 7.2 give us the path components of Hk(C), as well as the connected components.
Theorem 7.3. The path components ofHk(C) are precisely the two subsetsH+(C) andH−(C). These are also the connected compo-
nents ofHk(C).
Let H+k (C) denote H+(C) as a subspace of Hk(C). Then H+k (C) is a pathwise connected, locally pathwise connected
[6], topological subgroup of Hk(C). It is natural to ask whether H+k (C) is homeomorphic to the product, Rω , of a countably
inﬁnite number of copies of R. Evidence for this is the following theorem that comes from [7] coupled with facts from
inﬁnite-dimensional topology (see [14]). Recall that D is the closed unit disk in C. Let H∗k (D) be the space of homeomor-
phisms on D that ﬁx the points on the boundary S of D (under the compact-open topology).
Theorem 7.4. The spaceH∗k (D) is homeomorphic to Rω .
8. Connectedness ofHp(C)
For a contrast to the connectedness properties of Hk(C), we now consider the connectedness properties of Hp(C). First,
since Hp(C) has coarser topology than that of Hk(C), Proposition 5.7 can be restated for Hp(C).
Proposition 8.1. The setsH+(C) andH−(C) are each pathwise connected as subspaces ofHp(C).
Unlike H+(C) being an open subset of Hk(C), as a subset of Hp(C), H+(C) is not open.
Proposition 8.2. The setH+(C) is a dense subset ofHp(C).
Proof. Because of Corollaries 6.2 and 6.3, we need only show that
B(e, F , ε) ∩H−(C) = ∅
where F is a ﬁnite subset of C and ε > 0. Since F is ﬁnite, one can construct an isotopy p on C from e that is supported
on some bounded set and is such that p(1)(z) ∈R (the real axis of C) for each z ∈ F . Note that for each z ∈ F ,
σ p(1)(z) = p(1)(z).
Deﬁne isotopy q on C by q(t) = σ p(t) for all t ∈ I, so that q is from σ to σ p(1). Since p is supported on some bounded
set, Proposition 3.8 shows that the inverse p−1 is an isotopy on C, and clearly p−1 is from p(1)−1 to e−1 = e. Using the
reverse isotopy of p−1, p−1, and isotopy q, we form the product p−1q which is an isotopy on C by Proposition 3.7. The
isotopy p−1q is from eσ = σ to p(1)−1σ p(1), and therefore p(1)−1σ p(1) is in H−(C). Now for each z ∈ F ,
p(1)−1σ p(1)(z) = p(1)−1p(1)(z) = z,
so that
p(1)−1σ p(1) ∈ B(e, F , ε) ∩H−(C),
as needed. 
Since the closure of a connected set is connected, Propositions 8.1 and 8.2 imply the following fact.
Theorem 8.3. The spaceHp(C) is connected.
The closure of a pathwise connected set need not be pathwise connected. This leaves the question as to whether Hp(C)
is pathwise connected. The answer seems to require a rather involved argument. So we only sketch an outline of a proof
without showing details.
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Theorem 8.4. The spaceHp(C) is pathwise connected.
Proof. We need a sequence 〈pn〉 of isotopies on C with p1 from e and each pn+1 from pn(1), and which converges to σ
pointwise in the sense that for every z ∈C and 
 > 0, there exists an m ∈N such that |pn(t)(z)− pn(1)(z)| < 
 for all nm
and t ∈ I. For such a sequence, the inﬁnite composition p :C× I→C deﬁned by
p(t) =
{
p1 ◦ (p2 ◦ (p3 ◦ · · · ◦ pn) · · ·), if t ∈ [(2n−1 − 1)/2n−1, (2n − 1)/2n) for some n ∈N;
σ , if t = 1
is a path in Hp(C) from e to σ . We start with an ordered countable base B for C consisting of open balls, and we sketch
how one might construct p1, p2 and p3 in an inductive deﬁnition of such a sequence 〈pn〉.
Construct p1 in two steps. First, let p11 be an isotopy from e that ﬁxes the points of R \ (−1,1) and pushes the rest
of R out on both sides to look like Fig. 4(a). For j = 1,2, let B j(1) be the ﬁrst member of B with radius less than 1 that
lies in (−2,2) × ((−1) j2i, (−1) j i). Then let p12 be an isotopy from p11(1) that ﬁxes the points of p11(1)(R) and pushes
p11σ(B j(1)) onto B j(1) for j = 1,2. Now deﬁne p1 = p11 ◦ p12.
Construct p2 in three steps. First, let p21 be an isotopy from p1(1) that ﬁxes the points of (R \ (−1/2,1/2)) ∪ B1(1) ∪
B2(1) and pushes the rest of R further out on both sides to look like Fig. 4(b). For j = 1,2, let B j(2) be the ﬁrst member
of B different than B j(1) with radius less than 1 that lies in (−3,3)× ((−1) j3i, (−1) j i/2). Then let p22 be an isotopy from
p21(1) that ﬁxes the points of p21(1)(R)∪ B1(1)∪ B2(1) and pushes p21(1)σ (B j(2)) onto B j(2) for j = 1,2. Note that B j(2)
may intersect B j(1).
Next, for j = 1,2, let B j(1,1) be the ﬁrst member of B with radius less than 1/2 that lies in σ(B j(1)). Let p23 be an
isotopy from p22(1) that ﬁxes the points in the complement of B1(1) ∪ B2(1) and pushes p22(1)(B j(1,1)) onto σ(B j(1,1))
for j = 1,2. Now deﬁne p2 = p21 ◦ (p22 ◦ p23).
Construct p3 in four steps. First, let p31 be an isotopy from p2(1) that ﬁxes the points in (R \ (−1/4,1/4)) ∪ B1(1) ∪
B1(2)∪ B2(1)∪ B2(2) and pushes the rest of R further out on both sides to look like Fig. 4(c). For j = 1,2, let B j(3) be the
ﬁrst member of B different than B j(1) and B j(2) with radius less than 1 that lies in (−4,4)× ((−1) j4i, (−1) j i/4). Then let
p32 be an isotopy from p31(1) that ﬁxes the points in p31(1)(R)∪ B1(1)∪ B1(2)∪ B2(1)∪ B2(2) and pushes p31(1)σ (B j(3))
onto B j(3) for j = 1,2.
Next, for j = 1,2, let B j(1,2) and B j(2,2) be the ﬁrst members of B different than B j(1,1) with radius less than 1/2
that lie in σ(B j(1)) and σ(B j(2)), respectively. Let p33 be an isotopy from p32(1) that ﬁxes the points in the complement of
B1(1)∪ B1(2)∪ B2(1)∪ B2(2) and pushes p32(B j(1,2)) and p32(B j(2,2)) onto σ(B j(1,2)) and σ(B j(2,2)), respectively, for
j = 1,2. Note that B j(1,1), B j(1,2) and B j(2,2) may intersect. Finally, for j = 1,2, let B j(1,1,1) be the ﬁrst member of B
with radius less than 1/4 that lies in B j(1,1). Let p34 be an isotopy from p33(1) that ﬁxes the points in the complement of
σ(B1(1,1))∪σ(B2(1,1)) and pushes p33(1)(B j(1,1,1)) onto σ(B j(1,1,1)) for j = 1,2. Now deﬁne p4 = p1◦(p2◦(p3◦ p4)).
Continue by induction to construct each pn in n + 1 steps so that at each step more of the upper half plane is moved
into the lower half plane and vice versa, while ﬁxing more points of R, and so that more and smaller balls from B are
moved onto their reﬂected image under σ , so that the pointwise limit is σ , as required. 
9. Path components inH f (C)
Since the ﬁne topology on H f (C) is ﬁner than the compact-open topology on Hk(C), paths in Hk(C) may not be paths
in H f (C). Because the paths are so much more restricted in H(C) than in Hk(C), it turns out easier to establish the path
components of H f (C) than those of Hk(C). This is done by using the following equivalence relation ∼ on H(C), deﬁned
in [8] on more general spaces of homeomorphisms with the ﬁne topology.
For each g,h ∈H(C), deﬁne g ∼ h provided that the set of z such that g(z) = h(z) is a bounded subset of C. Then ∼ is
an equivalence relation on H(C), and we denote the equivalence class containing the element h by E(h).
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Proof. By Proposition 6.1, the map Σg−1h is a homeomorphism on C that takes g to h. To show that this homeomorphism
maps E(g) into E(h), let f ∈ E(g). Then for some n ∈N, f (z) = g(z) for all z ∈C \ B(0,n). Now h−1g(B(0,n)) is a bounded
subset of C. If z ∈C \ h−1g(B(0,n)), then g−1h(z) ∈C \ B(0,n), and hence




Therefore, Σg−1h( f ) ∈ E(h), and thus Σg−1h maps E(g) into E(h). A similar argument shows that the inverse homeomor-
phism Σh−1g of Σg−1h maps E(h) into E(g). It follows that E(g) is mapped onto E(h) by the homeomorphism Σg−1h . 
Since Proposition 9.1 implies that, as subsets of H f (C), all the equivalence classes of ∼ have the same properties, we
only need to use E(e) in our proofs.
Proposition 9.2. For each h inH(C), the equivalence class E(h) is a closed nowhere dense subspace ofH f (C).
Proof. Because of Proposition 9.1, it suﬃces to prove this for h = e. The fact that E(e) is closed in H f (C) follows from
Proposition 9.4 below. To show that E(e) is nowhere dense in H f (C), let B( f ,C, ε) be any basic open subset of H f (C).





ε(z): z ∈ B(2n,1)},
which is a positive number. Also, for each n ∈ N, let gn ∈ H(C) be such that gn(2n) = 2n and gn(z) = f (z) for all z ∈
C \ B(2n, εn). Since {B(2n, εn): n ∈N} is a discrete family in C, we can deﬁne g ∈H(C) by
g(z) =
{
gn(z), if z ∈ B(2n, εn) for some n ∈N;
f (z), otherwise.
By construction,
g ∈ B( f ,C, ε) \ E(e),
showing that E(e) is nowhere dense in H f (C). 
Proposition 9.3. For each h inH(C), the equivalence class E(h) is pathwise connected as a subspace ofH f (C).
Proof. Again, because of Proposition 9.1, it suﬃces to prove this for h = e. Let g be an element of E(e). Then there is an
n ∈ N such that g(z) = z for all z ∈ C with |z|  n. We can now avoid using our isotopy lemmas and instead use a slight
modiﬁcation of the Alexander isotopy [1]. Deﬁne isotopy p on C from e to g by
p(t)(z) =
{
tg(z/t), if |z| < nt;
z, if nt  |z|
for all t ∈ I and z ∈ C. Clearly, p(t)(z) = z for |z| n, so that each p(t) is in E(e); that is, p is a function from I into E(e)
with p(0) = e and p(1) = g . It remains to show that p is continuous when E(e) has the ﬁne topology.
Let t ∈ I and let B(p(t),C, ε) be a basic neighborhood of p(t) in H f (C). Let K be the closure of B(0,n) in C, which is
compact. Also let δ = min{ε(z): z ∈ K }, which is a positive number. By Corollary 3.2, p is continuous as a function from I
into Hk(C). So there exists a neighborhood U of t in I such that p(U ) ⊆ B(p(t), K , δ). But for each t′ ∈ U and z ∈C \ K , we
have p(t′)(z) = z. Therefore, p(U ) ⊆ B(p(t),C, ε). This shows that p is continuous as a function into H f (C), and is hence a
path in E(e) as a subspace of H f (C). 
We can now say that E(e) is a pathwise connected topological subgroup of H f (C). We point out that for an alternate
way of proving Proposition 9.3, one can use Theorem 7.4. Since Rω is pathwise connected, that fact can be used to obtain a
path from e to g as needed in the proof of Proposition 9.3.
The next proposition says that the connected component of H f (C) containing an element h is contained in E(e), and is
hence equal to it. Its proof is a modiﬁcation of the corresponding proof in Proposition 4.7 of [8], that was done in the space
H f (R) rather than H f (C).
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Proof. Yet again, by Proposition 9.1, it suﬃces to prove this for h = e. The connected component of H f (C) containing e
contains E(e) because of Proposition 9.3.
Suppose, by way of contradiction, that there exists an f ∈H f (C) \ E(e) that is in the connected component of H f (C)
containing e. Since f is not in E(e), there exists a sequence 〈zn〉 in C such that for each n ∈ N, |zn|  n and f (zn) = zn .
For each n, let δn = | f (zn) − zn|/n. Since {zn: n ∈ N} is a closed discrete subset of C, there exists an ε ∈ C+(C) such that
ε(zn) = δn for all n ∈N.
Now {B(g,C, ε): g ∈H(C)} is an open cover of the connected component of H f (C) containing e, so that it has a simple
chain connecting e to f ; say B(g1,C, ε), . . . , B(gm,C, ε) where g1 = e, gm = f , and B(g j,C, ε)∩ B(gk,C, ε) = ∅ if and only
if | j − k| 1. Let n = 2m, and for each j = 1, . . . ,m− 1, let
w j ∈ B
(
g j(zn), ε(zn)
)∩ B(g j+1(zn), ε(zn))
= B(g j(zn), δn)∩ B(g j+1(zn), δn).
Then we have
2mδn =
∣∣zn − f (zn)∣∣
= ∣∣g1(zn)− gm(zn)∣∣

∣∣g1(zn)− w1∣∣+ ∣∣w1 − g2(zn)∣∣+ ∣∣g2(zn) − w2∣∣+ ∣∣w2 − g3(zn)∣∣+ · · ·
+ ∣∣gm−1(zn) − wm1 ∣∣+ ∣∣wm−1 − gm(zn)∣∣
< 2(m− 1)ε(zn)
= 2(m− 1)δn,
which implies that m <m − 1. With this contradiction, we conclude that the connected component of H f (C) containing e
must be contained in E(e), and hence be equal to it. 
Propositions 9.1, 9.3 and 9.4 together give the following characterization of the path components of H f (C).
Theorem 9.5. The path components ofH f (C) consist precisely of the family of distinct members of {E(h): h ∈H(C)}. This family is
also the family of connected components ofH f (C), and it has the cardinality of the continuum.
Proof. Because of Propositions 9.1, 9.3 and 9.4, the only thing left to show is the cardinality statement. Since H(C) has
cardinality c, the cardinality of the continuum, we need only ﬁnd c members that are mutually not equivalent under ∼. The
set of all translations of C in one particular direction works for that. 
10. Additional properties and a question
There is another equivalence relation besides ∼ on H(C) that in some ways seems more natural for H f (C) with the ﬁne
topology. For every g,h ∈H(C), deﬁne g ≈ h provided that for every δ > 0 there exists an n ∈N such that |g(z)− h(z)| < δ
for all z ∈C \ B(0,n). Then ≈ is an equivalence relation on H(C). Let F (h) denote the equivalence class of ≈ that contains
the element h. It is evident that for each h, the equivalence class E(h) for ∼ in the previous section is a subset of F (h).
One can use a proof similar to that of Proposition 9.1 to establish the following.
Proposition 10.1. For every g,h ∈H(C), the equivalence classes F (g) and F (h) are homeomorphic as subspaces ofH f (C).
In contrast to E(h), which is nowhere dense in H f (C), F (h) is open in H f (C).
Proposition 10.2. For each h inH(C), the equivalence class F (h) is both open and closed inH f (C).
Proof. Because of Proposition 10.1, it suﬃces to prove this for h = e. To show that F (e) is open in H f (C), let f ∈ F (e).
Deﬁne ε ∈ C+(C) by
ε(z) = 1|z| + 1
for all z ∈C. We want to show that B( f ,C, ε) ⊆ F (e); so let g ∈ B( f ,C, ε). Then for every z ∈C,∣∣g(z) − f (z)∣∣< 1 .|z| + 1
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C \ B(0,n). So if z ∈C \ B(0,n), we have∣∣g(z) − z∣∣ ∣∣g(z)− f (z)∣∣+ ∣∣ f (z)− z∣∣
<
1









So g ∈ F (e), and hence B( f ,C, ε) ⊆ F (e); showing that F (e) is open in H f (C). The fact that {F (h): h ∈H(C)} partitions
Hu(C) by open sets means that each such set is also closed in Hu(C). 
By considering the translations on C, we see that there are uncountably many distinct equivalence classes for ≈. So
Proposition 10.2 has the following consequence.
Corollary 10.3. The spaceH f (C) is equal to the topological sum of the distinct members of the family {F (h): h ∈H(C)}, which has
the cardinality of the continuum.
Now let us consider Hu(C) with the uniform topology. A natural equivalence relation on this space is the following.
For every g,h ∈ H(C), deﬁne g  h provided that there exists an n ∈ N such that |g(z) − h(z)| < n for all z ∈ C. Then 
is an equivalence relation on H(C). Let G(h) denote the equivalence class of  that contains the element h. Obviously the
equivalence class F (h) for ≈ deﬁned above is a subset of G(h).
Again, using an argument similar to that for Proposition 9.1, we obtain a similar result for .
Proposition 10.4. For every g,h ∈H(C), the equivalence classes G(g) and G(h) are homeomorphic as subspaces ofHu(C).
Also using an argument similar to the proof of Proposition 10.2, we see that the equivalence class G(h) is open in Hu(C).
Proposition 10.5. For each h inH(C), the equivalence class G(h) is both open and closed inHu(C).
Corollary 10.6. The spaceHu(C) is equal to the topological sum of the distinct members of the family {G(h): h ∈H(C)}, which has
the cardinality of the continuum.
Corollary 10.6 ensures that the connected component of Hu(C) containing h is contained in the equivalence class G(h).
Also, since the equivalence classes E(h) are pathwise connected as subsets of H f (C) by Proposition 9.3, they are pathwise
connected as subsets of Hu(C) because it has a coarser topology. So the path component of Hu(C) containing h contains
E(h) and is contained in G(h).
Since the equivalence class F (h) is a closed subset of Hu(C) containing E(h) and contained in G(h), that makes it a
possible candidate for the path component of Hu(C) containing h. However, a non-identity translation τ on C is not in
F (e), while it is easy to see that there is a path in Hu(C) from τ to e. So the path component of Hu(C) containing e is
not contained in F (e).
This leaves G(h) as the most obvious candidate for the path component of Hu(C) containing h. We feel that showing
this is diﬃcult, and we leave this problem as a question.
Question 10.7. For h ∈H(C), is G(h) the path component (and hence the connected component) of Hu(C) containing h?
To answer Question 10.7, because of Proposition 10.4, it is suﬃcient to show that G(e) is the path component of Hu(C)
containing e. Also because of Proposition 5.3, it is only necessary to start with a g ∈ G(e) such that gλ0 = λ0.
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