Abstract. We discuss methodological issues related to the evaluation of unsupervised binary code construction methods for nearest neighbor search. These issues have been widely ignored in literature. These coding methods attempt to preserve either Euclidean distance or angular (cosine) distance in the binary embedding space. We explain why when comparing a method whose goal is preserving cosine similarity to one designed for preserving Euclidean distance, the original features should be normalized by mapping them to the unit hypersphere before learning the binary mapping functions. To compare a method whose goal is to preserves Euclidean distance to one that preserves cosine similarity, the original feature data must be mapped to a higher dimension by including a bias term in binary mapping functions. These conditions ensure the fair comparison between different binary code methods for the task of nearest neighbor search. Our experiments show under these conditions the very simple methods (e.g. LSH and ITQ) often outperform recent state-of-the-art methods (e.g. MDSH and OK-means).
Introduction
Binary codes are attractive representations of data for similarity based search and retrieval purposes, due to their storage and computational efficacy. For example, 250 million images can be represented by 64 bit binary codes by employing only 16 GB of memory. Hashing is a common method to convert high dimensional features to binary codes whose Hamming distances preserve the original feature space distances. Although shorter codes are more desirable due to direct representation in hash tables, longer binary descriptors of data have also been shown to be efficient for fast similarity search tasks. For example, Norouzi et al. [15] proposed a multi-index hashing method, and Rastegari et al. [18] introduced a branch and bound approach to perform exact k-nearest neighbors search in sub-linear time with long binary codes.
There are two major categories of hashing methods. One group is based on random projections of data. For example, Datar et al. [1] introduced locality sensitivity hashing (LSH) and provide theoretical guarantees on retrieval in sublinear time. Locality Sensitive Hashing refers to a wide range of techniques but we use the term LSH for the random projection based technique as is common in the vision and learning communities. Data driven approaches, on the other hand, employ a learning procedure for binary code mapping. For instance, Weiss et al. [23] introduced Spectral Hashing (SPH) and [24] Multidimensional Spectral Hashing (MDSH); they formulate the problem as an optimization that reduces to an eigenvalue problem. Furthermore, Gong and Lazebnik [5] (ITQ) and Norouzi and Fleet [16] (CK-means) proposed methods to minimize the quantization error of mapping the data to a binary hypercube via rotation. These methods are based on vector quantization. Product Quantization [7] is an instance of Cartesian Kmeans [16] that does not optimize for rotation and Orthogonal K-means is the binary version of CK-means that number of subspaces are equal to the number of bits. There is another class of binary code learning methods that are supervised [12, 14, 19] . In these methods pairs of similar samples are provided for training and metric is learned. We experimentally observed that given a good supervision, MLH [14] performs similar to ITQ. In this paper we restrict our attention to unsupervised methods -there is no specification of similar or dissimilar samples.
A common task used for evaluating performance of binary codes is a range searching task -find all samples within distance r of a query point. The performance of different methods in preserving feature space distances in the Hamming space depends on the distribution of data in the original feature space and the way that data is normalized before codes are designed. Recent papers [3, 6, 8, 10, 11, 13, 16, 22, 24] showed comparisons without taking these factors into account. In particular, some methods preserve cosine similarity [5] , while others preserve Euclidean distance [8, 24] . We should not compare the performance of these methods blindly.
Our main contribution is to show that in many published comparisons, this distinction has not be accounted for sufficiently. When the goal is preserving cosine similarity, it is necessary to normalize the orriginal features by mapping them to the unit hypersphere before learning the binary mapping functions. On the other hand, when the goal is to preserve Euclidean distance, the original feature data must be mapped to a higher dimension by including a bias term in binary mapping functions. Our experiments reveal very different results in the performance of the binary code methods when these constraints are enforced. We show that the state-of-the-art technique OK-means [16] and MDSH [24] most of the times, in first scenario, performs worse than Iterative Quantization (ITQ) [5] , which is an older method. LSH [1] most of the time performs better than every other method in the second scenario for long binary codes.
It is not obvious how to enforce the bias term for methods that preserve cosine similarity. Inspired by [19] , we propose a geometrical intuition on learning Iterative Quantization (ITQ) [5] augmented by a bias term. This binary embedding leverages correlation using the notion of predictability introduced by Rastegari et al. [19, 20] . A particular bit in a predictable binary code is (ideally) identical in all neighboring data samples. Rastegari et al. [19, 20] use predictability to represent nearest neighbor preservation via a max-margin formulation. However, they had supervision in the form of specification on similar samples which results in tractable optimization. We show that for unsupervised discovery of predictable binary codes the max-margin formulation is intractable. But, by employing a bias term in ITQ we can easily produce predictable codes. Further, we show that even more predictable binary codes can be obtained by random perturbations of the hyperplane parameters at each iteration of quantization. Our experimental evaluation on three datasets shows that augmenting ITQ with a bias term (Predictable Hashing) often outperforms LSH and state-of-the-art data-driven methods.
The principle contribution of this paper is methodological -a specification of appropriate methodology for comparing binary coding methods. When these methods are employed, the relative performance of coding algorithms is often very different from results reported in the literature. Additionally, we propose a variation of iterative quantization (ITQ), using predictability of the bits, which involves extending the ITQ algorithm with a bias term.
Experimental Settings and Notations
In order to evaluate the accuracy of binary codes we measure precision and recall for the task of r-nearest neighbor retrieval. First we partition the data into two sets; train and test. On the training partition we learn the binary codes and on the testing partition we use that model to extract the binary codes. We take the actual nearest neighbors in the original feature space as ground truth. Then we use the binary codes to find the nearest neighbors in binary space using Hamming distance. Given a query sample, we retrieve the samples around the query in the Hamming space within radius r. For each r we compute the precision and recall. Therefore by varying r we construct the precision-recall curve.
Datasets
We consider three datasets from the computer vision community for image retrieval tasks and object recognition. ImageNet20K [2] ImageNet includes 17000 categories of objects. We used the benchmark of ImageNET referred to as ISLVRC2010 which has 1000 categories; for each category we randomly selected 20 samples. In total we have 20K images. This setting is followed by [19] . We used BoW (with 1000 codewords of SIFT features), SPHoG, GIST and LBP as visual features; we concatenated them into a long feature vector and used PCA to reduce the dimensionality to 1000. 1MGist [7] This dataset contains 1M internet images and their GIST features; it has 960 dimensions. This dataset was created by Jégou et al. [7] and has been used for approximate nearest neighbor search in the vision community. SUN14K [25] This dataset has 700 categories of images. Unlike ImageNet, this dataset is for scene recognition. We used the portion of this dataset used for attribute based recognition by Patterson and Hays [17] . It has 14K images and we used the visual features extracted by Patterson and Hays [17] which have 19K dimensions. We randomly selected 1K dimensions.
Methods
We compare different state-of-the-art binary embedding methods on the image retrieval task. The methods we evaluate are: Iterative Quantization (ITQ) [5] , Orthogonal K-means(OK-means) [16] , Spectral Hashing (SPH) [23] , Multidimensional Spectral Hashing (MDSH) [24] , Locality Sensitive Hashing (LSH) [4] ; we compare with two variant of LSH -one with the bias term (LSHbias) and the other without (LSHnobias). We present ITQ augmented with a bias term as Predictable Hashing (PH). We used the online available software for ITQ, MDSH and OK-means provided by their authors.
Notation
We denote the data matrix by X ∈ R D×N where D is the dimensionality of the space and N is the number of data points. A data point is represented by x i which is the i th column of X. The output binary codes are represented by B ∈ {1, −1} K×N where K is the number of bits and b i is the i th column of B.
Preserving Cosine Similarity
Our goal here is to map points that have high cosine similarity in the original feature space to binary codes that have small Hamming distance. If we regard the binary codes as hash buckets, this is equivalent of bucketing or discretizing the orientation in the original feature space. One way to accomplish this is to use LSH, but force each random hyperplane to pass through the origin (We assume the data are mean centered, i.e. mean of the data is at the origin). In LSH, each data point is projected to a K dimensional subspace using K random projections. Each projection is a hyperplane in the original D dimensional space. We denote w k as the normal vector for the k th hyperplane. The values of the elements of w k are randomly drawn from a stable distribution. A datapoint x i in R D is binarized to 1 or −1 by a random hyperplane w k depending on which side of the hyperplane w k it lies in. This binarization is simply achieved by taking the sign of w T k x i . By using K random hyperplanes, we generate a K dimensional binary code for each data point, creating a K dimensional Hamming space.
To compare such a method to one that preserves Euclidean distance, we must make sure that the comparison is fair. This can be ensured by simply normalizing the data by mapping it to the surface of the unit hypersphere. In this case, Euclidean distance is inversely proportional to cosine similarity, �x i − x j � = 2(1 − cos(θ ij )) where θ ij is the angle between x i and x j . Therefore, all methods that preserve Euclidean distance will preserve cosine similarity as well. Unitnorm normalization is a very popular normalization method for visual features. For the intensity based features it provides some robustness to illumination and for high dimensional histogram feature it captures the pattern of the histograms which somewhat ameliorates the curse of dimensionality.
Gong and Lazebnik [5] did not explicitly show that ITQ preserves cosine similarity. It is simple to see that what ITQ is optimizing for is the best rotation of the unit(binary) hypercube so that the nodes of the hypercube have minimum distance from data points min R,B �RX − B� where R is a rotation matrix . When the data are not normalized, there is a large amount of error caused by different magnitudes of data points compared to the locations of the nodes of the hypercube. But when the data is normalized to the hypersphere the only source of error is the angular difference from data points to the nodes of the hypercube. Therefore, ITQ will achieve its best performance when the data are normalized.
In SPH and MDSH the affinity between data points A(
2 ) is more correlated with Euclidean distance but normalizing the data makes it more correlated with cosine similarity. Figure 1 shows the precision-recall curves for performing nearest neighbor retrieval on each dataset. In each experiment, we used a specific code length and in the ground truth we fixed the number of nearest neighbors. These are reported in the title of each plot. "Dball" indicates the average number of nearest neighbors and "nbits" is the number of bits(code length). Figure 2 shows the effect of the number of bits on the accuracy of retrieval. We vary the number of bits (Code length) by 32, 64, 128, 256 and 512. For each code length we measure the average precision by varying the radius size.
In Fig 1 and Fig 2 we show the results of comparing all methods when the data are appropriately normalized. ITQ consistently performs the best. This is contrary to the results presented in [16] and [24] that claimed that OK-means and MDSH outperform ITQ. In the GIST and ImageNet datasets OK-means and ITQ exhibit comparable results. We examined the distribution of eigenvalues of the data in each dataset and observed in GIST and ImageNet the eigenvalues are more uniformly distributed than the SUN dataset. This indicates that the intrinsic dimensions of feature spaces of GIST and ImageNet (which is BoW) are less correlated than the feature space of SUN (which is a combination of BoW, GIST, SSIM and color histogram).
Preserving Euclidean Distance
Here we train a model so that points with low Euclidian distance in the original feature space have small Hamming distance in the Hamming space. In this scenario the performance of LSH is significantly better than suggested by results published in conjunction with recently developed data driven approaches. When the length of binary codes are sufficiently large, LSH outperforms these data driven methods. This is mainly because these data driven methods need a mechanism avoid selecting hyperplanes that are redundant -that code the training data very similarly. They do this by enforcing that vectors of encoded bits be uncorrelated across hyperplanes. We will explain why this constraint on correlation is too strong, and limits performance of data-driven methods. Furthermore, we investigate different data distributions, and illustrate and reason about the cases in which LSH performs better. We propose a simple coding scheme based on the notion of predictability that allows ITQ to learn binary codes that model the correlation between the original features. We show that predictability allows the method to be data driven without the need to enforce orthogonality of the bits. Our solution outperforms LSH up to fairly large code lengths.
In Defense of LSH
The power of LSH has been underestimated in many recent papers [5, 14, 24] . We assume that nearest neighbors in the original Euclidean space are measured by the � 2 -norm. According to Datar et al. [1] , the chance of preserving nearest neighbors in the Hamming space by LSH will be higher when the random values of w k come from a normal distribution.
In LSH each random hyperplane can have a bias term. This bias term can shift the hyperplane away from the origin, but should not move the hyperplane out of the region that the data points lie in. The diameter of the region that contains the data points is defined by d which is the distance between the two farthest points and the radius of the region is r = 
One may think that since the original feature space for images is usually very high dimensional and the bias term just adds one more dimension, that its impact should be negligible. We show that the impact of the bias term is considerable when the length of the binary code is large. Figure 3 (a) shows a comparison on the GIST dataset, which is commonly used in image retrieval. When we increase the number of bits, the performance of LSH with the bias term (LSHbias) significantly increases. LSHbias even outperforms state-of-theart data driven methods. Two questions arise immediately: Why do data driven methods perform worse than LSHbias? and Why, with short code lengths, does LSHbias not perform as well as with larger code lengths?
To answer these questions we investigate two well known data driven methods for producing binary codes -Spectral Hashing (SPH) and Iterative Quantization (ITQ). SPH constructs binary codes with uncorrelated bits that minimize the expected Hamming distance between datapoints, i.e. pairs of points that have small distances in the original feature space, should also have small Hamming distances in the binary code space. Their optimization leads to a mapping of data into the space of eigen functions. The binary codes are produced by thresholding that mapped data using orthogonal axes in the eigen space. ITQ searches for a rotation of the data (after reducing the dimensionality by PCA) which when theresholded with respect to orthogonal axes results in small quantization error. The orthogonality of the axes leads to uncorrelated bits in the binary codes. Although these two approaches (SPH and ITQ) optimize different objectives, they share the common hard constraint that forces the bits to be uncorrelated. This hard constraint actually degrades the power of these methods. Figure 3(b) shows the precision-recall curves for 256 bit binary codes of different methods and (c-e) shows the correlation between the bits in ITQ, MDSH and LSHbias respectively in 256 bit codes. The bits in LSHbias have more correlation than We search for predictable splits by rotating the augmented plane on the unit sphere. The blue points are the original points in 2D that are mapped to a higher dimension and the green points are the projections of the original points after a proper rotation has been found MDSH and ITQ, but still LSHbias performs better. This observation is contrary to the popular belief that bits in binary codes should be uncorrelated. Suppose a bit value for a point in the feature space is created by a hyperplane w which crosses the data points in R D . In order to generate a K-bit binary code for each sample, we need K hyperplanes. We stack all the normal vectors of the hyperplanes in a D × K matrix W where the k th column of W is the normal vector for the k th hyperplane. If we want the bits to be uncorrelated then we must have B T B ≈ I. The bits are generated by B = sign(W T X) therefore:
By relaxing the binary values (ignoring the sign function), we have X T W W T X ≈ I. Let S = W W T . Now we can rewrite the equation as X T SX ≈ I. This indicates that matrix S must be high rank. But since S is generated by the outer product of W with itself, its rank cannot be more than min(D, K) (W is D × K). In most binary hashing methods we want the number of bits to be fewer than the original dimensionality of the feature space. Thus D > K. Therefore, the rank of S must be K. This means that the K hyperplanes have to be orthogonal. Furthermore, to obtain uncorrelated bits, all the hyperplanes must pass through the mean of the data points. This forces the hyperplanes to have almost equal portions of the data points on each side. Figure 4 -(a) shows a case of distribution of data in which data points (shown in blue) are highly correlated. To create a 2-bit binary code for this data we use two lines (hyperplanes in R 2 ). The red lines indicate the orthogonal directions of PCA on this data. By rotating these red lines we can produce all the possible orthogonal directions that cross the mean of the data (In this figure the data are mean centered). However, the best way of splitting these data by two lines (to produce binary codes that preserve the nearest neighbors of each point) is given by the green lines. The green lines are not orthogonal and they do not cross the mean of the data points. Moreover, the bits produced by the green lines are also highly correlated. Here it makes sense that the bits be correlated, because the data itself are highly correlated. In most real world situations there are correlations between data. Therefore, binary codes should indeed model these correlations. The translations of the hyperplanes are very important for modeling these correlations. The bias term in LSH is the key factor, because it allows the hyperplanes to move freely in space.
One way to measure linear correlation between data points is to look at the eigenvalues of the principle components of the data. If all the components have equal eigenvalues, the data are not linearly correlated. There may be nonlinear correlations between the data but capturing nonlinear correlations is not trivial, and, in fact, is an area of current research; one can use Kernel-PCA [21] . If there were no strong correlations between data, then the bias term is not needed. In such a situation, data driven methods with the constraint of uncorrelated bits would work perfectly.
We next investigate the second question; Why, with short code lengths, does LSHbias not perform as well as with large code lengths? Consider two data points binarized by LSH into K bits. If all K bits of these two instances are equal, then the probability that these two points are neighbors is 1 − 2 −K . This is simply the confidence of being neighbors given the K bit Hamming similarity of random projection binary codes. This confidence value increases exponentially with K. When K is very small, ITQ performs significantly better than other methods because it first reduces the dimensionality of data to K via PCA. We know that the first few components of PCA usually have similar eigenvalues. This means that when the dimensionality of data is drastically reduced, they will not be highly correlated in the reduced space. For example, consider a 3D space where the data points are uniformly distributed on a plane. When you project the points on the first two eigenvector , which is the plane that fits data the best, the projected points are no longer correlated in the 2D space. Therefore, it is safe to enforce the constraint of uncorrelated bits during code construction. Now the question is: how can we take correlation into account for learning the binary codes? In the next section we propose a method that uses the notion of predictability and employs a bias term in the hyperplanes for learning in ITQ. We do not claim that our method outperforms LSHbias for all large numbers of bits, but our method shows superior empirical performance using fairly large code length (256 and 512 bits).
Predictable Embedding: Enforcing bias term in ITQ
The concept of predictability in binary codes was introduced for attribute discovery [19] and dual-view hashing [20] . It is the ability to predict the bit value of an arbitrary bit in a binary code of a sample by looking at the same bit of the binary codes of the nearest neighbors of that sample. For example, if the k th bit of a predictable binary codes is 1 then the k th bit of predictable binary codes of the neighbors of that sample are also highly likely to be 1 (in other words, the bit value can be easily predicted as 1). Rastegari et al. [19, 20] proposed that a bit value produced by a hyperplane is predictable when the corresponding hyperplane has max-margin from data points. However, in both their approaches, they need labels for data to learn the max-margin hyperplanes. In [19] , their goal was to produce binary codes that preserve the classification performance compared to the original feature space, therefore they use the class labels of each sample. In [20] , their goal was to learn a shared Hamming space between two modalities (e.g. textual and visual). They use the bit values in one modality as labels for samples in the other modality. For our purpose, however, unlike the general predictable binary code setting, we do not have label information for samples to learn max-margin hyperplanes. We formulate an optimization function based on a max-margin criteria that does not require label information, as follows: min
Given that each bit in the space is generated by a hyperplane, we seek a hyperplane w that has max margin from data points X. To enforce the max-margin constraint in equation 2 we use sign(w T x i ) as the label of the i th sample. We embedded the bias term into the x i s by [x i ; 1]. Equation 2 is combinatorial due to the sign function and so it is not practical to solve this optimization directly.
Predictability involves finding a hyperplane that passes through a region of data points with large margin. ITQ similarly looks for gaps between the main axes (e.g. X and Y which are orthogonal to each other) and the data points. If we can find a mapping of data that has a gap between the mapped points and the main axes, a simple quantization algorithm (ITQ) would construct predictable hyperplanes. To achieve this, we lift all the data points into a space with one more dimension by representing them using homogeneous coordinates. This is nothing more than enforcing a bias term for hyperplanes. To learn these bias terms we simply apply ITQ to the lifted data. Next we present a geometrical interpretation.
For illustration purposes, suppose the data lies on a 2D plane; by adding one more dimension we simply lift up the plane on to Z = 1 in the X-Y -Z coordinate system. By rotating this plane with respect to the origin we obtain a configuration in which the gaps between the data points are aligned with the axes in the X-Y coordinate system. Once we achieve that, we project the data back to the X-Y plane. The translation is implicitly determined by rotation in the higher dimension. Figure 4 (b) illustrates the process of adding one more dimension, rotation and projection. As can be seen, the axes on the original planes (green axes) are centered at the mean of the data points (blue points) which is in the dense area of the points. Quantizing the data using these axes will assign different binary codes to the points around the center. By rotating the data on the plane we can never obtain a good quantization from the axes of the plane because the center point is an invariant of such rotations. Thus, the data around the center are always assigned different binary codes (i.e., not predictable) while they are highly clustered. By rotating the plane of lifted data around the origin of the unit sphere and projecting it back to the X-Y plane we obtain the green points which are well separated by the main axes (blue axes). Basically, by rotating in higher dimension we achieve an affine transformation of data in the original space (In this figure X-Y ) that can squeeze or stretch the data to align gaps between the data with the main axes.
Formally, we first reduce the dimensionality of the feature vectors to K by PCA and append 1 to X to lift the points into the space that is larger than the original one by 1 dimension. We denote the augmented and dimensionreduced vector byX = [X; 1 T ] where 1 is a vector of ones. The optimization is min B,R �B − RX� 2 F s.t. RR T = I. This optimization is identical to the one in ITQ. We can solve it with same iterative procedure as ITQ. One might think the same strategy would have a similar effect on Orthogonal K-means but it does not. In OK-means, in contrast to ITQ, the optimization for finding the best rotation is in the original feature space, not in the PCA reduced space. In OK-means the space will be divided to K partitions. After finding a global rotation, each partition will be quantized into two parts using a k-means like procedure. Therefore, the bias term will be effective on one partition at a time which is equivalent to being applied to a single bit at each iteration. We have not observed any difference in performance by enforcing a bias term in OK-means; therefore, we do not include them in our results. Figure 5 shows the precision-recall curves for performing nearest neighbor retrieval on each dataset. These results shows the LSH with bias (LSHbias) and ITQ with bias (PH) are outperforming other methods most of the times. Again, this is contrary to results published in previous papers [16, 24] on these methods. It can be observed that OK-means gives better performance only for short binary codes in the GIST and ImageNet datasets, but as we increase the number of bits it performs worse than PH and LSHbias. As explained before, the feature space of those two datasets are less correlated compared to the SUN dataset. Figure 6 shows the effect of the number of bits on the accuracy of retrieval. We vary the number of bits (Code length) by 32, 64, 128, 256 and 512. For each code length we measure the average precision by varying the radius size.
Predictability with p-stable perturbation Since the optimization in ITQ is solved by a block coordinate descent algorithm, it may get stuck in local minima. In order to escape from the local minima, we again use the notion of predictability. As mentioned earlier, the bits produced by a hyperplane are predictable when the hyperplane has max-margin from data points. Equivalently, we can say that small changes to the predictable hyperplane should not change the binary values of the bits. This is because the hyperplanes are located within the gaps of the data and small changes will not flip a point to the other side of a hyperplane.
If we apply small perturbations to the normal vector of a predictable hyperplanes, the binary codes should be unchanged. If they do change, the perturbations can allow the solution to escape from a local minima. Formally, we are looking for a set of hyperplanes W (a D × K matrix), whose columns are normal vectors of hyperplanes, that produce the same binary codes for samples even when their coordinates are perturbed. With the perturbation, we can rewrite 
where E is a K × K matrix of random values from the standard normal distribution and t is a balancing parameter for the amount of perturbation. We fix t = 0.9 in all of our experiments. One can tune this parameter to obtain better performance. This optimization is the same as ITQ but we apply small perturbations to the estimated rotation matrix at each iteration. The reason that the random perturbation values in E should be drawn from the standard normal distribution is because we need this mapping to preserve the neighbors under the � 2 -norm. As discussed in [4] , the parameters of a random projection should come from a p-stable distribution to preserve � p -norm neighbors in the original feature space. The standard normal distribution is a 2-stable distribution, therefore it preserves neighbors under the � 2 -norm.
To measure the improvement due to random perturbations we performed an experiment without perturbation and compare with our full model (see Figure 7) . 
Conclusion
We showed that the appropriate way of comparing different binary code methods depends on the metric that the binary mapping is designed to preserve. For preserving cosine similarity, the data should be mapped to the unit hypersphere. This allows for fair comparison between Euclidean distance preserving methods and cosine similarity preserving methods. We showed ITQ outperforms all other methods, in contrast to what has been reported in recent papers. On the other hand, if the goal is preserving Euclidean distance, capturing the correlation between data plays a crucial role. Applying LSH with a bias term can achieve the best performance with a large budget of bit codes. We showed that including the bias helps model the correlation between the data in original feature space. When ITQ is augmented with a bias term it achieves better performance by a large margin. We also presented a geometrical intuition for that based on predictable binary codes.
