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In a granular gas, inelastic collisions produce an instability in which the constituent particles clus-
ter heterogeneously. These clusters then interact with each other, further decreasing their kinetic
energy. We report experiments of the free collisions of dense clusters of particles in a two-dimensional
geometry. The particles are composed of solid CO2, which float nearly frictionlessly on a hot surface
due to sublimated vapor. After two dense clusters of ≈ 100 particles collide, there are two distinct
stages of evolution. First, the translational kinetic energy rapidly decreases by over 90% as a “jam-
ming front” sweeps across each cluster. Subsequently, the kinetic energy decreases more slowly as
the particles approach the container boundaries. In this regime, the measured velocity distributions
are non-Gaussian with long tails. Finally, we compare our experiments to computer simulations of
colliding, two-dimensional, granular clusters composed of circular, viscoelastic particles with friction.
PACS numbers: 44.20.+b, 42.25.Hz, 47.55.nb
I. INTRODUCTION
Collisions between inelastic particles produce a rich
spectrum of nonequilibrium, many-body physics [1–4].
Such interactions play a role in many natural phenom-
ena such as the patterning of sand dunes [5], avalanche
dynamics [6], the segregation of Saturn’s dust rings [7, 8],
and even traffic patterns [9]. One well-studied example is
the clustering instability that develops from an initially
homogeneous granular gas of particles as it evolves in
time [10–12]. For elastic particles, energy is conserved
and the component velocities in each spatial direction
have a Gaussian distribution. However, when the par-
ticles are inelastic, the gas cools in an inhomogeneous
manner so that particles cluster into dense areas where
there is a higher frequency of collisions. The subsequent
collisions between clusters become important for further
evolution of the gas.
Inelastic collisions are typically described by a coeffi-
cient of restitution, , defined as the ratio of final to initial
velocities upon normal impact. Much of the theoretical
work in the realm of free granular gases has focused on
the case of nearly elastic collisions (where 1 −   1)
and on the initial stages of cooling where spatial density
fluctuations are small and can be treated in a pertur-
bative manner [13]. In addition, three-body collisions
have been mostly ignored (i.e., the system is assumed
to be dilute), so such theories cannot be applied to the
internal dynamics of particles in a dense cluster. Alter-
natively, computer simulations of model granular gases
have been successful in elucidating the role of a velocity-
dependent coefficient of restitution [14], rotational de-
grees of freedom in the particles [15, 16], and arbitrary
particle shapes [17, 18]. Taken as a whole, recent studies
suggest that the dynamics of granular gases are sensitive
to the details of the particle interactions. Even the two
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most widely used computer algorithms have important
discrepancies for oblique collisions [19].
The evolution of free granular systems pose an exper-
imental challenge. In order to mitigate the influence of
gravity or to measure dynamics over long times, most
experiments are driven into a steady-state by vibration
of the boundaries [20–23]. A few experiments have been
performed under microgravity conditions where particles
are confined to a quasi-two-dimensional (2D) cell [24, 25]
for better visualization. However, it is known that colli-
sions with the walls have a significant effect on the dy-
namics [26]. Recently, the initial stages of granular cool-
ing have been measured using ∼ 50 diamagnetic particles
trapped in a shallow potential, although the effects of a
confining potential are poorly understood [27]. An ele-
gant solution to many of these problems is to suspend the
particles in a 2D layer so that collisions are confined to
a plane. A recent example uses an air-table to suspend
a dense gas of particles that are driven by collisions with
the boundaries [28].
In this paper, we focus on the collision of clusters of
free granular particles, a process that contributes to the
late-time evolution of a freely evolving granular gas. In
this regime, the dynamics can involve highly dissipative
collisions between particles that, depending on the parti-
cle size and surface interactions, may produce a complex
set of outcomes such as sticking and partial fragmenta-
tion [29, 30]. Even ignoring such complexities, the clus-
ter regime has been a difficult regime to study theoreti-
cally and simulationally as well as experimentally. Stan-
dard, near-equilibrium theories often lose accuracy in the
highly dissipative regime [31]. Early computer models of
granular gases used constant coefficients of restitution
for simplicity. Because of this, a numerical instability
known as “inelastic collapse” appeared for small values
of , where an infinite number of collisions occurred in
finite time [12]. A similar singularity occurs in a hydro-
dynamic description of a granular gas, even in one di-
mension [32]. However, more realistic models of granular
collisions resolved this instability by having  depend on
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FIG. 1. (a) Schematic of the experimental apparatus. An
anodized, aluminum plate with tilted boundaries is heated to
≈ 100◦C. Two clusters of solid CO2 (dry ice) particles collide
in the middle of the plate. Rectangular, silicone rubber strips
prevent the particles from escaping from the plate edges. The
dynamics are filmed from above with a high-speed camera.
(b) Sublimated gas from beneath the dry-ice particles creates
a high-pressure region which supports the particle’s weight so
that the particles float with nearly zero friction above the hot
substrate. (Figure adapted from reference [38]).
the impact velocity [33, 34]. In general, such issues un-
derscore the necessity of laboratory experiments to guide
our understanding of granular-gas dynamics.
In order to create freely-interacting granular particles
in the laboratory, we use a two-dimensional system where
levitation is achieved using the Leidenfrost effect, which
is usually associated with liquid drops. When a drop
of water is placed on a very hot pan, it will levitate on
a thin, insulating cushion of evaporated vapor [35, 36].
Our experiments use a similar, recently reported, phe-
nomenon involving the Leidenfrost levitation of solid par-
ticles [37], where solid CO2 (i.e., dry-ice) particles levi-
tate on a layer of sublimated vapor. We characterize our
particles by measuring the translational ET (t) and rota-
tional ER(t) kinetic energy of two particles before and
after an individual collision. We then investigate the col-
lisions between two clusters of particles, each composed
of ≈ 50–100 particles. By measuring the translational ki-
netic energy of the particles in the clusters, we find that
there are two distinct regimes that occur after collision.
Initially, there is a rapid decay of energy as a “jamming
front” rapidly traverses each cluster [38]. Subsequently,
the kinetic energy decays more gradually as the parti-
cles spread apart and collide with the container bound-
aries. Single component velocity distributions, P (vx) and
P (vy), (where x and y respectively label the direction
of the initial velocity before collision and the transverse
direction) measured after the initial collision are non-
Gaussian. They are sharply peaked near zero and have
long tails.
We compare our results to computer simulations of
two-dimensional, impacting granular clusters, each com-
posed of circular, viscoelastic particles with frictional in-
terparticle interactions. We directly simulate the exper-
iment by using our measured initial positions and ve-
locities as inputs to the simulations. Qualitatively, the
agreement between experiment and simulation is excel-
lent with a few quantitative differences that will be dis-
cussed. Thus the experiments provide a direct bench-
mark for the computer simulations. The experimental
and simulation methods will be described first in sections
II and III, respectively, and then results will be discussed
in section IV.
II. EXPERIMENTAL METHODS
The disk-shaped particles used in our experiments were
cut from initially long, cylindrical pieces of solid CO2
(dry ice). The pieces were obtained from Continental
Carbonic Products Inc. Each particle had a radius of ≈
0.8 cm and was ≈ 1.0 cm in height. To minimize wa-
ter vapor condensation and unwanted sublimation, the
particles were cut on-demand from fresh pieces of CO2.
However, due to the variability of the quality of dry ice
on a daily basis, experiments were performed only when
the dry ice had not sublimated significantly or condensed
frozen water vapor. Usually the surface of the dry ice was
rough so that diffuse reflection of light caused the parti-
cles to appear white in the video although occasionally it
was very uniform and almost transparent so that it was
more difficult to identify.
A cast aluminum plate (MIC 6 R©, McMaster-Carr) of
dimensions 61.0 cm × 61.0 cm × 1.25 cm, heated to
≈ 100◦C, was used to levitate the particles (Fig. 1).
Cast aluminum was necessary to maximize flatness of the
material and to minimize thermal stresses when heated.
Flatness was quoted at ≈ 380 µm over the length of the
plate by the manufacturer although this was not directly
measured. In order to heat the plate uniformly, a 61
cm × 61 cm flexible heater (maximum 1440 Watts) was
attached to the back of the plate with thermal paste.
Adhesive was not used so as to minimize stresses on the
cast aluminum during heating and cooling. Finally, the
apparatus was mounted on a larger, multipurpose alu-
minum plate (alloy 6061) with three leveling feet. Thus
the entire apparatus could be leveled so that the parti-
cles experienced a two-dimensional, essentially force-free
environment during the experiments.
In order to provide “reflecting”, elastic boundary con-
ditions for the particles at the edges of the plate, we ini-
tially tried various types of silicone rubber, which did not
produce repeatable results. Instead, we choose to use a
ramp at each edge to reflect the particles. Thus, attached
to each edge of the cast aluminum plate was a thinner
aluminum plate of dimensions 61 cm × 25 cm × 0.5 cm.
Each of these four plates were bent at a slight angle (≈
38 degrees). As the incident particles rose on the ramp,
the gravitational potential energy stored and released the
particles’ kinetic energy. We found that this procedure
best mimicked elastic boundary conditions, where parti-
cles that approached the bend in the plates were spec-
ularly reflected by gravity. Silicone rubber walls were
retained at the remaining edges of the plate to prevent
particles from escaping the apparatus.
Each experiment was filmed from above using a high-
speed digital camera (Phantom v9.0, Vision Research).
The image size was 1200 pixels × 1200 pixels, which pro-
vided a resolution of 12.5 pixels/cm. All videos were
recorded at 100 frames per second with an exposure time
of 500 ms. To maximize contrast and to avoid spuri-
ous reflections from the aluminum surface, the entire ap-
paratus was anodized black, so that the dry-ice parti-
cles appeared white on a dark background in the videos.
Most experiments consisted of the collision between two
clusters of particles, each composed of ≈ 50–100 close-
packed particles, which were deposited near the edges
of the sloped boundaries and held in place with circu-
lar, plastic retainers. Upon release (manual removal of
the retainer), the clusters gained momentum by sliding
down the sloped boundaries, and subsequently collided
near the middle of the plate. The initial speed of the
particles upon impact was ≈ 50 cm/s.
We tried several methods to measure quantities such
as the kinetic energy during the collision process. Direct
identification and tracking of each particle from frame-
to-frame had many problems. Depending on the qual-
ity of the ice, the particles could be partially transpar-
ent and non-uniform in brightness, making them diffi-
cult to identify by computer algorithm. The non-circular
shape of some particles also led to difficulties in identi-
fication when they were close packed, with adjacent flat
edges in contact. Thus, we used a robust, particle-image-
velocimetry (PIV) method, which correlates sub-sections
of the image at frame n with the image at frame n + 1.
The mass in each sub-section was measured by making
the image binary, so that particles appeared white on
a black background, and then counting the number of
white pixels. This custom software was written in Math-
ematica 9.0 (Wolfram Research). We tested this method
on images generated from a computer simulation of col-
liding granular clusters and found it to be reliable. How-
ever, our PIV software is only sensitive to translational
motion, so particle rotations were not measured for clus-
ter collisions. As we show below, rotations contribute
only an insignificant amount to the total kinetic energy
of the particles, so that neglecting rotations does not ad-
versely affect our results.
The source of levitation for the particles is sublimated
gas flow due to the heat from the aluminum plate, which
caused the particles to lose mass during the experiments.
We found that over the course of one 30 second experi-
ment, the particles loss approximately 40% of their mass.
This occurred essentially in the vertical direction, so that
the height of the particles decreased, but their shape and
size did not change when viewed from above. This is an
important feature for our analysis. We assume that all of
the particles lose mass uniformly, so that the trajectories
of the particles after a collision only depends on the ratio
of masses, not the absolute value. Thus, even though the
particles are continually losing mass, the positions and
velocities of the particles are not sensitive to this mass
loss. It should be noted that throughout the remainder of
the discussion, the kinetic energies that we measure are
from our two-dimensional images and do not take this
mass loss into account. In addition, because the propa-
gation of the jamming front, which is the first regime of
the dynamics after a cluster collision, is very rapid and
occurs in much less than 1 second, the entire issue of
mass loss is insignificant in that regime.
III. SIMULATION METHODS
Our simulations use two-dimensional, time-integrated
molecular dynamics to model granular particles [39]. All
particles are monodisperse circles with radius, σ, and are
confined to a square box with elastic boundary conditions
(i.e. specular reflection upon impact). The particles have
two translational degrees of freedom (x and y position),
as well as one rotational degree of freedom (angle θ),
which corresponds to rotation about the center of mass of
each circle. When two particles overlap, they experience
both elastic and dissipative forces. First, the particles
experience a finite-ranged, Hertzian repulsive force due
to the interaction potential [40]:
V (rij) =
{
2V0
5
(
1− rij2σ
)5/2
rij < 2σ,
0 rij > 2σ,
(1)
where V0 sets the energy scale of the interaction, rij is
the distance between the centers of the particles i and j,
and the elastic force on particle i is ~Fe = −~∇V , where
the gradient is taken with respect to the coordinates ~ri.
All lengths in our simulations are scaled by the particle
size σ, all masses by the particle mass m, and all times
by the time scale σ
√
m/V0.
Although our CO2 particles collide in two dimensions,
here we use a three-dimensional, Hertzian contact force
law (exponent = 5/2) because particle contact likely oc-
curs at a small, point-like regime near an asperity at the
particle surface. Subject to this force alone, energy would
be conserved during the collision process. Thus, the par-
ticles also experience a viscous component to the normal
force [33]:
~Fv = A
dξ
dt
d~Fe
dξ
, (2)
where the overlap ξ = 2σ − rij . The prefactor A repre-
sents the viscous relaxation time scale, and should be less
than the interaction time. Both Fe and Fv are normal to
the surface at the contact zone, thus, rotational motion
cannot be induced using these forces.
4We also include tangential friction in the simplest way
possible. At large velocities, the frictional force Ff should
be proportional to the total normal force Fn = Fe + Fv,
with a coefficient of friction µ. At lower velocities, this
force should approach zero in a smooth way, since dis-
continuities can cause numerical instabilities. The most
common way to do this is in a piecewise fashion:
~Ff = −sgn(vt)×min {βvt, µ|Fn|} tˆ, (3)
where tˆ is a unit vector pointing tangential to the surface
at the point of contact. The relative tangential velocity vt
between the particles at the point of contact will depend
on the translational velocities and angular velocities, and
the constant β sets the velocity scale for when Coulombic
sliding friction sets in (i.e., Ff = µFn).
For all simulations, time steps were chosen so that en-
ergy was conserved and the numerical scheme was sta-
ble when the collisions lacked dissipation (A = 0, µ =
0). Since we are using molecular dynamics, restitution
coefficients (normal n and tangential t) do not directly
enter as parameters. During a collision, the resulting loss
of kinetic energy will depend on the values of A, β, and
µ. For all our simulations, we use the values A = 10.0,
β = 1.0, and µ = 0.5, which were chosen to best match
the kinetic-energy loss measured in experiments. In ad-
dition, the velocity scale c =
√
V0/m characterizes the
speed of sound in our simulations. Although the speed of
sound in different ices can vary considerably depending
on the crystallinity and porosity, we use a characteristic
value of c = 300,000 cm/s when directly simulating the
experimental data.
IV. RESULTS AND DISCUSSION
A. Individual Particle Collisions
In order to characterize the collisions between dry-ice
particles, we measured the masses, moments of inertia,
and translational and rotational velocities of individual
particles for 15 independent collisions. This was done
by single particle tracking. Fig. 2a shows typical frames
from a movie of a single collision. We investigated col-
lisions that occurred with relative velocities between 30
and 80 cm/s. An important feature of our experiment is
that the particles float above the aluminum surface and
undergo free collisions. During an impact event, if the
particles touch the surface, then the momentum that we
measure will not be conserved and kinetic energy will be
lost due to friction with the plate.
To quantify this effect, we plot the final momentum
and angular momentum versus initial momentum in Figs.
2b and 2c, respectively. In general, momentum is con-
served even when particles are colliding at speeds up to
80 cm/s, although there is a slight spread in the data
points. Larger excursions from ideal momentum con-
servation (shown by the dotted lines) are likely due to
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FIG. 2. (a) Images showing the collision of two isolated CO2
particles. The collision induces changes in each particle’s ve-
locity and rotation. The time between the first and last image
is 0.85 seconds. The arrows indicate the direction and rela-
tive magnitude of the velocity. (b) Final momentum versus
initial momentum, and (c) final angular momentum versus
initial angular momentum of both particles for 15 separate
collisions. The dotted lines indicate perfect conservation of
translational and angular momentum.
a transient contact with the aluminum plate. In addi-
tion, multi-body collisions could produce larger forces
that may cause particles to buckle out-of-plane and touch
the aluminum. As discussed below, there is some evi-
dence for this in our analysis of the collisions of particle
clusters.
For ordinary (H2O) ice particles, more kinetic energy
is lost at higher impact speeds [7]. In reference [38], we
showed that, for our dry-ice particles, the ratio of the
total final kinetic energy to total initial kinetic energy
varies considerably from one collision event to another
and typically falls in the range of Efinal/Einitial = 0.1–
0.6. The energy loss will depend strongly on the impact
parameter of the collisions, which is the most likely rea-
son for the large spread in this value. For normal, head-
on collisions with negligible rotation energy, the energy
loss can be related to the normal coefficient of restitu-
tion: Efinal/Einitial ≈ 2n. This is an upper bound on
the measured value of n. Even the most “elastic” colli-
sions between dry-ice particles result in a loss of ≈ 40%
of the kinetic energy, corresponding to n ≈ 0.78.
B. Cluster Collisions
Next, we examine the impact of two clusters, each
composed of ≈ 50–100 CO2 particles. Fig. 3a shows
four frames from a typical video. Although the clusters
are initially released in a semi-circular shape, they are
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FIG. 3. (a) Images from a typical movie showing the colli-
sion in the x-direction of two clusters after sliding down the
sloped edges of the apparatus. The particles spread out in
the y-direction, and eventually come to rest in clusters near
opposite edges of the plate. (b) Simulation of the same ex-
periment using viscoelastic particles with friction. The color
corresponds to the magnitude of angular velocity ω in the
clockwise (red) and counterclockwise (blue) direction, where
white indicates ω = 0. Clustering also occurs near the bound-
aries in the simulation.
elongated because particles near the rear travel farther
down the sloped edges, and thus gain more energy. Af-
ter impact, the resulting single cluster elongates in the
y-direction, with particles impacting the top and bottom
boundaries of the container. Many collisions occur near
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FIG. 4. (a) Translational kinetic energy ET (t) for four dif-
ferent experiments. The first particles collide at t = 0. Each
data set is normalized by the initial kinetic energy prior to
collision, E(t = 0). The initial drop in kinetic energy (regime
I) is discussed in section IV D, and the late-time decay (regime
II) is discussed in section IV E. (b) ET (t) (solid) and ER(t)
(dashed) from the direct simulations of the experiments, both
normalized by E(t = 0). Colors refer to the corresponding ex-
perimental data set in (a).
the boundaries, so the particles tend to cluster in these
regions, where they remain until the end of the exper-
iment. Although the aluminum plate is quite flat and
the apparatus is leveled before the experiment, the par-
ticles tended to move towards opposite corners over long
times. Without friction from the plate, even the smallest
gravitational bias can be observed.
Fig. 3b shows a simulation of the experiment. Initial
particle positions and velocities were measured as inputs
to the simulation. The colors represent the angular veloc-
ity of the particles. Initially, the particles have zero ro-
tation, but upon impact, particles begin to rotate. Near
the end of the simulation, particles have clustered mostly
60
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FIG. 5. Images of the particles from an experiment during the initial moments of the collision. The color indicates the
magnitude of the velocity, as denoted by the scale on the left (v0 = 52 cm/s). The front of reduced velocity (jammed particles)
travels faster than the initial speed of the particles and eventually encompasses all of the particles. The cluster then proceeds
to elongate in the y-direction until it touches the boundary of the system, inducing further collisions among the particles.
near the boundaries, just as in the experiment.
C. Kinetic Energy
A more quantitative comparison between the experi-
ment and simulation comes from the time evolution of
the kinetic energy. Fig. 4a shows the translational ki-
netic energy ET (t) from four independent experiments,
normalized by E(t = 0). There are two main regimes
shown in the data. After the impact of the clusters at t
= 0 s, there is an initial, sharp drop in the translational
energy. Subsequently, there is a second regime where
the energy slowly decays as the large jammed cluster ex-
pands. We will separately examine these two regimes in
more detail.
We quantitatively compare the data to direct computer
simulations of the four experiments. In Fig. 4b, we plot
ET (t) from the simulations, which show the same quali-
tative features as in the experiment. In addition, we also
plot the rotational component, ER(t), for each simula-
tion. These simulations show that ER(t) constitutes only
a very small fraction of the total energy until late times
when most of the particles have clustered in the corners.
The few particles remaining near the center have resid-
ual rotational energy which does not decay since in that
region there are no further collisions.
During the initial impact, the experiment shows a
larger drop in ET than does the simulation. We found
that even if the particles in the simulation were perfectly
inelastic, this initial drop could not be matched in magni-
tude. We suspect that some particles in the experiment,
upon initial impact, buckle out-of-plane and touch the
aluminum plate. This would contribute a source of en-
ergy loss not considered in the simulations.
D. Region I: Propagation of a Jamming Front
In order to explore the initial regime of the cluster col-
lisions in more detail, we look at the spatial distribution
of particle velocities. Fig. 5 shows images from one of the
experiments in which each particle has been colored ac-
cording to its velocity magnitude obtained from the PIV
analysis. The top row of images lie in the first regime
(0 < t < tjam), where a “jamming front” sweeps across
each cluster and rapidly dissipates kinetic energy. The
time tjam denotes when the jamming front has encom-
passed all of the particles. The bottom row of images lie
in the late-time regime (t > tjam).
This jamming front has previously been reported [38].
At t = 0, a region of reduced velocity appears as the col-
liding particles suddenly lose their forward momentum.
As more particles collide from the rear of each cluster,
the jammed region grows. This jamming front is simi-
lar to dynamic jamming fronts in suspensions [41, 42].
The front speed depends on the area fraction, φ0, of
the particles. For high densities, close to the theoreti-
cal maximum for two-dimensional, monodisperse pack-
ings (φJ = pi/
√
12 ≈ 0.907), the front would travel close
to the speed of sound in a single particle [43]. As the
density is reduced, it takes longer for the particles near
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FIG. 6. (a) Σ versus time averaged over 4 different exper-
iments from Fig. 4. The error bars (experiment) represent
one standard deviation from the mean, and the solid red area
shows the maximum and minimum values from the simula-
tions. At early times the data is flat because only two particles
have collided. Both the data and simulations are consistent
with Σ ∝ t3/2. (b) Σ versus time from simulations of elliptical-
cluster collisions with 5000 particles per cluster. The cluster
shapes are shown on the right with the corresponding colors.
The dashed lines are predictions from eqn. 4 with parameters
φJ = 0.907, φ0 = 0.71, v0 = 1.6 × 10−4, and a = {52.7, 83.7,
131.8} (blue, red, green).
the rear of the cluster to impact their neighbors, so that
the kinetic energy will also decay more slowly.
We compare the decay in kinetic energy of the sim-
ulations with that found in the experiments. In Fig.
6a, we plot the normalized energy loss, Σ(t) ≡ (E(t =
0)−ET (t))/E(t = 0), versus τ ≡ t/tjam on a log-log plot.
The experimental data (black points) are limited by the
time resolution of the video (100 frames per second). In
this range, the simulations (red lines) agree well with the
data. At times close to t = 0, the simulation data is
flat because only two particles have collided. Eventually
they collide with their neighbors and the jamming front
spreads causing a further reduction in kinetic energy.
We also simulate the collision of two elliptical clusters,
each composed of 5000 particles. Fig. 6b shows Σ versus
time for the initial moments after impact. The blue line
represents ellipses with an aspect ratio of 5/2 [38], the
red line represents perfect circular clusters, and the green
line represents an aspect ratio of 2/5. The area fraction of
particles inside the clusters for all three simulations is φ0
= 0.71. Although the prefactor is affected by the initial
cluster geometry, all three show power-law behavior with
an exponent consistent with 3/2.
This power-law behavior can be explained by the ge-
ometry and density of the clusters. If all of the particles
in the jammed region have lost their kinetic energy, then
Σ is predicted to be [38]:
Σ(t) =
4
√
2
3pi
(
φJ
φJ − φ0
)(
v0t
a
)3/2
. (4)
The constant a is the length of the axis of the ellipse in
the direction of motion. This prediction is shown by the
dashed lines in Fig. 6b for each different cluster geome-
try. Although here we have varied the geometry of the
clusters, our results from reference [38] shows that the
energy decay is virturally independent of the particles’
normal and tangential restiution, in agreement with the
model. This is because particles lose nearly all of their ki-
netic energy as the jamming front propagates, which can
occur through a few highly inelastic collisions, or many
weak inelastic collisions.
E. Regime II: Late-time decay
After the jamming front has propagated through
the system, the cluster continues to expand in the y-
direction. In this regime, we find slower decay of the
translational energy. We show the data for ET (t) versus
t−tjam in Fig. 7. In many dynamical regimes of granular
gases, the kinetic energy decays in a power law fashion
(E ∝ tγ). Taking the experiment and simulation data
as a whole, our results suggest that the energy decays
in time with an exponent γ = 1.8 ± 0.2. This range en-
compasses the expected value for a gas of particles with
constant  in the homogeneous cooling regime (density is
approximately uniform), where γ = 2 (Haff’s law), as well
as the expected value for a gas of viscoelastic particles,
where γ = 5/3 [44]. However, for highly dissipative par-
ticles such as ours, others have obtained exponents closer
to γ = 1.2 for homogeneous cooling [18]. Our measure-
ments in this late-time, “slow decay”, regime best repre-
sent a system cooling by particles collecting into clusters
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FIG. 7. (a) Translational kinetic energy ET (t) for four dif-
ferent experiments. Each data set is normalized by the ini-
tial kinetic energy prior to collision, E(t = 0). Just before
t ≈ 1.0 s, the particles hit the boundaries of the plate and
begin a slow decay of the kinetic energy due to multiple col-
lisions. The error bars (experiment) represent one standard
deviation from the mean, and the solid red area shows the
maximum and minimum values from the simulations. At late
times, both experiments and simulations are consistent with
ET (t)/E(t = 0) ∝ (t− tjam)1.8±0.2.
at the boundaries. In a completely free system or one
with periodic boundary conditions, this regime may be
transient as the clusters may fragment, expand, or collide
with other clusters.
During the collision of two clusters, an important fea-
ture which will determine further evolution of the gran-
ular particles is the probability distribution of transla-
tional velocities. We can also compare our experiment
and simulation data by measuring the single component
velocity distributions, P (vx) and P (vy). Fig. 8a shows
the probability density for both the x and y direction,
averaged over four experiments, at three different times.
All velocities are normalized by the average initial ve-
locity of the clusters in the x direction (v0). Before the
collision, there are two peaks in P (vx) located near 1 and
-1, which correspond to each cluster moving towards each
other in opposite directions. Ideally, if every particle had
the same speed, these peaks would resemble Dirac-delta
functions. In addition, there is some residual velocity in
the y direction, as shown by P (vy), which is centered
around zero.
At t = 0.5 s, just after the initial collision, both distri-
butions become broad with a sharp peak in the center.
The particles in the middle of the cluster remain fairly
stagnant with little or no velocity while particles near
the edges of the newly-formed cluster move towards the
boundaries. At t = 9.0 s, most of the particles have
drifted towards the boundaries and have little motion,
and both P (vx) and P (vy) look similar. The tails of
the distributions are dominated by a few particles near
the center of the plate which are still moving. Fig. 8b
shows the data for the four simulations that correspond
to these experiments. For the most part, the velocity
distributions from the simulation compare well with the
experiment. However, there is slightly more clustering
at the boundaries in the experiment due to the gravita-
tional bias. This acts to equilibrate the x and y velocities
through more collisions.
In Fig. 8c-d, we plot the velocity distributions at t =
0.5 s on a log-linear plot for both the experiment (c)
and the simulation (d). Data below a probability density
≈ 6 × 10−2 is not reliable because this corresponds to a
single particle. This limit can be seen in the simulation as
a horizontal line of points, and as an increase in noise in
the experiment. There is a sharp peak near zero velocity
in both the experiment and simulation, and broad tails
at higher velocities. This is somewhat more clearly seen
in the experimental data. Although the data are quite
noisy, the shapes of the distributions are consistent with
an exponential form, i.e., a straight line on a log-linear
plot. Exponential velocity distributions have also been
measured for a freely cooling, dense gas of glass beads
on a plastic substrate [22], as well as in hydrodynamic
calculations [45].
V. CONCLUSIONS
Our experiments and complementary simulations pro-
vide a detailed picture of the time evolution of the parti-
cle dynamics after the impact between two dense, granu-
lar clusters. Such clusters are a generic feature in freely-
evolving granular systems. We find that a large fraction
of the system’s kinetic energy is lost over a short time
scale as a jamming front traverses the particles in each
cluster. The energy decays as a power law in time. This
result relies on the particles in a jammed region losing
much of its kinetic energy. This would occur when, as
in our experiments with CO2 particles, the coefficient of
restitution is small. We speculate that this result may
also be valid for larger coefficients of restitution if the
number of particles are also increased. Since most gran-
ular particles are rather inelastic except at very small
velocities, we expect our results to be applicable to wide
variety of situations including astrophysical phenomena
whenever particle clusters collide.
Our simulations were matched to our experiments so
that they started with the same the initial positions and
velocities of the particles in the experiment as well as
with similar restitution coefficients. Thus, they gener-
ally provide an excellent benchmark for granular simula-
tions. We can conclude that typical molecular dynamics
simulation methods using circular particles agree rather
well with the experimental data. This is encouraging,
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FIG. 8. Single component velocity probability distributions (P (vx) and P (vy)) for both the experiment (a) and corresponding
simulation (b). The distributions are averaged over four experiments. The clusters impact at t = 0 s. All velocities are
normalized by v0. (c-d) Log-linear plot of P (vx) and P (vy) at t = 0.5 s after the initial impact. Data in the light gray region
(below density = 6 × 10−2) is not reliable, and represents the velocity of a single particle in one bin size. Since particles are
not directly tracked in the experiment, this limit shows up as an increase in noise.
since the particle number in some of the simulations was
rather small (< 200), so that the system behavior can-
not be obtained from statistical averaging. In addition,
although we did not track the rotation of our particles,
the simulations suggest that during most of the evolution
of the collision process, the rotational kinetic energy is
negligible.
After the initial head-on collision between granular
clusters, the kinetic energy is reduced to ≈ 5–20% of its
initial value. This seems to be independent of the number
of particles, as we see it in experiments and simulations
with ≈ 100 particles per cluster, and simulations with
5000 particles per cluster. This number is also indepen-
dent of the inelasticity of the particles, so long as they
are sufficiently inelastic. We also observe that single-
component velocity distributions obtained from the ex-
periments suggest an exponential form, which is consis-
tent with previous freely-evolving experiments and calcu-
lations of dense granular systems in the literature, albeit
with different geometries and initial conditions.
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