Abstract-Modern implementations of discrete-time phaselocked loops (DT-PLLs) often contain delayed feedback. The delays are usually a side effect to pipelining, filtering, or other inner-loop mechanisms. Each delay increases the order of the system by introducing an additional pole to the closed-loop transfer function and, in many cases, makes the traditional type-2 loop equations obsolete. This brief describes how the second-order notions of damping and natural frequency can be applied to type-2 DT-PLLs in the presence of any number of delays. It provides equations for loop parameters that will provide a desired transient behavior based on damping and natural frequency, along with a test to ensure the accuracy of the results. The novelty of this brief is that loop parameters can be found in closed form and ensured to be accurate, without the need for human interaction, simulations, or numerical root-finding algorithms.
W
ITH the advent of the software radio and other modern digital devices, discrete-time phase-locked loops (DT-PLLs) are being implemented more than ever before. These modern implementations often contain delayed feedback, which is usually a side effect to pipelining, filtering, or other inner-loop mechanisms. Each sample delay introduces a pole into the closed-loop transfer function, resulting in a high-order system. The delays limit the loop's stability regions, change its transient behavior, and, in many cases, render the traditional second-order analysis obsolete. It is not uncommon today to encounter loops with delays on the order of tens to hundreds.
The effects of such delays on the stability and phase margin for DT-PLLs with delays have previously been investigated [1] - [3] . The effect of delays on stability, root locus, and frequency response, and investigation of some specific scenarios with a low number of delays is covered in [4] .
Other works have used optimization approaches to address the presence of delays. A Weiner approach to optimizing the loop filter in the steady state in the presence of delays is found in [5] . A previous work also showed that the type-II DT-PLL has the same structure as a Kalman filter, and a modified version has been proposed to compensate for a loop delay [6] . Manuscript A PLL designer is often concerned with finding loop parameters K p and K i (as shown in Fig. 1 ) to achieve a particular transient behavior. The transient behavior is often described by the second-order notions of the damping factor ζ and the natural frequency ω n . References [1] and [2] and other references on DT-PLLs use the following second-order definitions, regardless of the number of delays:
where T is the sample time interval. Equivalently
The derivation of (1) can be found in [4] . Ignoring the delays often results in inaccurate prediction of the transient behavior, particularly at high ω n T values [7] . For example, using (2) to achieve a damping factor ζ = 0.707 and ω n T = 0.05 in the presence of ten sample delays will yield loop parameters K p and K i that do not provide a response with the expected characteristics (see Fig. 2 ).
Modern communication systems are designed to adapt their modulation, data rates, and other configurations under various conditions. With this flexibility comes the challenge of ensuring that loop parameters are accurate for proper tracking and signal acquisition. This is further complicated when delayed feedback is introduced, since stability regions are severely reduced. Even 1549-7747/$26.00 © 2009 IEEE slight changes in loop parameters may become problematic in high-delay cases.
While it is true that numerical software can easily find the roots of high-order systems and plot transient responses for DT-PLLs with delays, this approach is limited for two reasons.
1) In most cases, plotting and interpreting transient responses for a given set of loop parameters requires a human's judgment. This prevents automation, since the parameters are calculated by a human on a device other than the system of interest. 2) By taking an empirical approach to choosing loop gains, designers must guess-and-check parameters, iterating until satisfactory values are found. This can require a significant amount of time, particularly when the stability regions of a loop are very small. Since it is common for communication systems to have many sets of parameters, the problem of time consumption is further amplified. It is therefore desirable to form analytic solutions relating the desired loop characteristics to loop parameters, without the need for human interaction. This brief derives equations for accurately determining loop parameters K p and K i in the presence of delays, based on the desired damping factor ζ and the natural frequency ω n . A numerical test is provided in Section V that can be used to ensure that the results are accurate, without the need for human interaction, simulations, or numerical root-finding algorithms.
The reduction of a DT-PLL with delays to a secondorder system is possible through the use of dominant poles, which is a common tool used to reduce higher-order systems [8] - [10] . Past literature on this subject is mostly concerned with the selection of dominant poles in a higher-order system. This brief, however, assumes that the dominant poles are known, and the system is derived around this assumption. Using tools from complex analysis, as shown in Section V, the accuracy of the dominant-pole assumption is tested and verified in the z-domain. Fig. 1 is the phase-domain model of a type-2 DT-PLL with a total of D delays [4] . This particular model includes the most common loop filter architecture, which is known as the proportional-plus-integral (PPI) filter. The phase-domain model is not used to implement a PLL, but it is derived as a linear model used for analysis. The delays have been grouped into one z −(D−1) term at the end of the feedback path. One additional delay occurs in the phase integration element, resulting in a total of D feedback delays. The closed-loop transfer function for the circuit shown in Fig. 1 is
II. PHASE-DOMAIN MODEL
Since the first three terms of the denominator do not involve the terms K p and K i , they are grouped into one function, which is defined as
The stability and transient behavior of the loop are determined by the roots of the characteristic polynomial which is the denominator of the closed-loop transfer function (3) . The order of the system is D + 1, and when D = 1, the system reduces to second order. D can never be less than 1, as any realizable digital loop must contain at least one delay.
III. DOMINANT POLES
Dominant poles are commonly used to reduce a high-order system to that of a second-order approximation [8] - [10] . This is useful because the damping ratio and natural frequency, which describe the transient behavior, are defined as secondorder characteristics. A common criterion for dominance in the s-domain is that any pole A times farther from the jω-axis than the closest (dominant) poles can be ignored. The value of A can arbitrarily be increased to make the approximation stronger, but good results were found in this brief with A = 3. This is comparable and in accordance with a previous work on the study of PLL stability limits [7] .
There is a one-to-one mapping of natural frequency and damping to the location of the poles of a continuous-time second-order system. This mapping is defined in control literature [4] , [10] as
where ζ is the damping factor, and ω n is the natural frequency. Using the roots of the denominator and the transformation z = e sT yields the z-domain pole locations
In the z-domain, any pole with magnitude less than the magnitude of the dominant poles raised to the Ath power may be ignored (see Fig. 3 for an example).
With the correct choice of K p and K i , it is possible to set two roots of the high-order characteristic polynomial (5) such that they match the second-order z-domain poles. This is a key concept in the dominant-pole approximation of a DT-PLL with delays. The following section derives equations for proper selection of K p and K i .
IV. DETERMINING LOOP PARAMETERS K p AND K i
In this section, it is assumed that the dominant pole criterion is satisfied and that the loop is stable (the validity of this assumption will be addressed in Section V). Loop parameters K p and K i can be derived to ensure that two of the D + 1 poles are placed in the correct locations for the desired dominant damping and dominant natural frequency. Three different derivations are used for the cases of an underdamped, a critically damped, or an overdamped system.
A. Underdamped (ζ < 1)
When a system is underdamped, two poles exist as complex conjugates. Following (7), they are defined as
Plugging z 0 into the characteristic polynomial (5) and equating to zero results in
Substituting z 0 = z r + jz i and setting the real and imaginary parts equal to zero results in the linear system
where
Since z i , z r , and C(z 0 ) are known, the loop parameters are determined by
B. Overdamped (ζ > 1)
When a system is overdamped, two distinct poles exist on the real axis, i.e.,
Using these two values in the characteristic polynomial (5) and equating to zero, the following equation results:
for i = 0, 1, which can be expressed as
Solving for K p and K i yields
C. Critically Damped (ζ = 1)
When a system is critically damped, a pole of multiplicity 2 exists on the real axis, i.e.,
Both the characteristic polynomial (5) and its derivative at this value must be equal to zero. This leads to
(25) The system can be expressed as
V. TESTING FOR DOMINANCE AND STABILITY
Out of a total D + 1 poles, z 0 and z 1 are specified (as shown in Section IV) through the choice of ζ and ω n . For dominantpole approximations to be accurate, the remaining D − 1 poles must exist within a radius of r 0 = min{|z 0 |, |z 1 
|}
A from the origin, where A is the dominance criterion, as explained in Section III. This section derives a test that can be used to ensure this accuracy.
Jensen's formula [11] relates an integral of a function f (z) to its N roots {α n } located inside a disk of radius r, i.e.,
For DT-PLLs with delays, Jensen's formula can be applied using the characteristic polynomial P (z), as defined in (5) Incorporating this result with the right-hand side of Jensen's inequality results in
For a choice of z 0 and z 1 , or, equivalently, ζ and ω n T , (32) holds when all D − 1 nondominant poles are contained within a disk of radius r 0 = min{|z 0 |, |z 1 
A . If this is the case, the system is well approximated and stable. If one or more of the nondominant poles are located outside the disk, the righthand side of (32) is changed, and the equality is violated. The dominant-pole approximation is considered to be inaccurate, and no guarantee on the stability or transient behavior is made.
Note that the dominance test (32) is only valid for cases when D > 1. When D = 1, the system is always considered to be dominant since only two poles exist. Fig. 4 shows the regions from which ζ and ω n T can be selected for a specified level of dominance. The curves show the points at which (32) is at the verge of nondominance. Any point below the curve satisfies (32) and, thus, is well approximated using dominant poles.
The effect of the delays is illustrated in Fig. 4 . When the system is underdamped, a higher natural frequency is possible. When the system is overdamped, the natural frequency must be low for the system to remain dominant. In other words, maintaining a dominant system is related to the product of natural frequency and damping. As delays increase, the acceptable region is made smaller, and either natural frequency or damping must be reduced to maintain dominance and stability.
Two details of Fig. 4 should be explained. First, discontinuities can be seen in Fig. 4(b) as the damping factor approaches 1. This is due to the locus of the two dominant poles as they join on the real axis in transit from the underdamped case to the overdamped case. Second, Fig. 4(a) shows that the system is always dominant when D = 1 due to the reasons explained in Section V.
VI. RESULTS
This section illustrates the accuracy of the dominant-pole method in obtaining transient properties closer to those of Step response with parameters derived from traditional (ignoring delays), dominant-pole definitions, and true second-order (without delays) methods. D = 10, ωnT = 0.05, and ζ = 0.707. In this case, the dominantpole approximation is much more accurate than the traditional equations. Note that the true second-order step response has initially been shifted by D = 10 samples for easier comparison of transient characteristics.
second-order DT-PLLs. Fig. 5 shows an example step response for a true second-order DT-PLL with ω n T = 0.05 and ζ = 0.707. The other two responses are for loops with D = 10 delays, one with parameters derived using the dominant-pole approximation, and the other from the traditional equations in (2) . This example shows that the dominant-pole approximation provides a step response that better matches a second-order response, as the amount of oscillation and settling time match the desired curve.
It is possible for a DT-PLL to be stable but not well approximated using the dominant-pole method. However, the phase margin for these cases is usually low and should be avoided if possible. An example of this is shown in Fig. 6(b) . In these cases, the natural frequency can be lowered until all nondominant poles are located in the appropriate region.
A key penalty for the delayed feedback is increased overshoot. Additional overshoot is caused by a change in the zero of the transfer function (3), as the values of K p and K i are necessarily different for the second-order and delayed cases. The amount of overshoot is dependent on the desired dominant natural frequency, damping factor, and number of Step responses with parameters derived from traditional (ignoring delays), dominant-pole, and true second-order (without delays) methods. Note that the true second-order step response has initially been delayed by D = 10 samples for easier comparison of transient characteristics. (a) In this case, both the traditional and dominant-pole approximations are very close to the true second-order system. (b) In this case, the traditional equations produce unstable results, and the system is not well approximated by the dominant-pole approach. This is evident from the noticeable difference in the settling time and transient shape. delays. Fig. 7 illustrates the percent overshoot versus natural frequency for D = 10 and ζ = 0.707, and the results are similar for other cases of damping and delays. As the natural frequency is reduced, the percent overshoot is also reduced, and the dominant-pole and traditional methods approach the transient characteristics of a true second-order DT-PLL. In other words, if the natural frequency of the loop is sufficiently low, the effect of the delays is negligible, and the traditional equations can provide a simpler solution [see Fig. 6(a) ].
VII. CONCLUSION Dominant poles can be used to reduce high-order DT-PLLs with delays to second-order approximations. It has been shown that loop gain parameters for a type-2 DT-PLL with delays can directly be calculated to provide a particular dominant damping ratio and a dominant natural frequency. These values are useful in setting a desired transient behavior of a loop. Furthermore, a numerical integration test has been derived that can be used to ensure stability and accuracy of the dominantpole approximations.
The novelty of this brief is that loop parameters (in the presence of delays) can be calculated without the need for human interaction, simulations, root-finding algorithms, or guess-andcheck methods. The simplicity of the solution saves human design time and allows loop parameters to be automatically calculated under circumstances that were previously impractical. For example, a DT-PLL with any number of delays could automatically change its bandwidth or damping based on realtime measurements, without the risk of instability. A loop's bandwidth could be decreased to clean up a signal in high-noise situations or increased for faster tracking in mobile scenarios.
