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Abstract Computational genomics is a subfield of computa-
tional biology that deals with the analysis of entire genome
sequences. Transcending the boundaries of classical sequence
analysis, computational genomics exploits the inherent properties
of entire genomes by modelling them as systems. We review
recent developments in the field, discuss in some detail a number
of novel approaches that take into account the genomic context
and argue that progress will be made by novel knowledge
representation and simulation technologies. ß 2000 Federation
of European Biochemical Societies. Published by Elsevier Sci-
ence B.V. All rights reserved.
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1. Introduction
Computational biology and bioinformatics have grown
from a peripheral discipline to a central ¢eld in modern bio-
logical science. In the general computational biology arena,
genes are identi¢ed, translated and compared against the da-
tabases, protein functions are tentatively obtained, sequences
are clustered into families of related proteins and associated
with functional roles within the cell. A number of reviews
have appeared over the last years, summarising some of the
above activities [1^4].
Computational genomics can be de¢ned as a discipline of
computational biology which deals with the analysis of entire
genome sequences. But today, computational genomics is
much more than mere sequence analysis. Although its roots
lie in more traditional bioinformatics methods, there have
been signi¢cant steps towards a more integral analysis of ge-
nome information, including metabolic pathways [5], signal-
ling networks [6], functional classes [7], phylogenetic patterns
[8], protein fold types [9] and genome organisation [10]. This
increasingly intensi¢ed computational approach to genome
analysis has generated not only tools for experimental biolo-
gists but also interesting scienti¢c results [11].
In this review, we discuss developments in computational
genomics and show how this ¢eld is becoming a mature dis-
cipline, generating both exciting new science and supporting
technologies for experimental biology. This review is divided
into three parts. First, a brief description of the general meth-
odological approaches relevant to genome sequence analysis is
given. Second, we concentrate on some recent developments
in the ¢eld of computational genomics, which attempt to de-
tect and describe molecular function by exploiting genome
structure. Third, we discuss possible future directions in the
¢eld of computational genomics with a view to address bottle-
necks in molecular function analysis through novel ap-
proaches for data representation and integration.
2. The past: from sequences to genomes
One common and useful classi¢cation of computational ge-
nomics approaches follows the pipeline of large-scale genome
analysis employed in various settings, both academic and
commercial. These techniques arise from the ‘mainstream’ bio-
informatics activities and mainly focus on genome sequence
analysis, for example gene ¢nding, sequence diagnostics, data-
base searching, sequence clustering and functional annotation.
We outline each of the above approaches in turn, refraining
from a detailed overview of the vast range of associated prob-
lems and we provide reference to recent literature for further
reading. We do not address issues of sequencing, quality con-
trol, laboratory information management system (LIMS) in-
tegration, sequence assembly, or any other aspect of experi-
mentally obtaining genome data. Our virtual pipeline assumes
¢nished deoxyribonucleic acid (DNA) or protein sequences as
input data. The engineering aspects of database production,
maintenance and updating are only touched upon here, when
relevant to the broader discussion. For molecular biology da-
tabase pointers, the reader is referred elsewhere [12].
2.1. Gene ¢nding
The problem of gene ¢nding in the past few years has
mostly focused on gene detection in prokaryotic genomes
(bacteria and archaea) [13]. Since the publication of the bak-
er’s yeast, worm and fruit £y genomes and in anticipation of
the ¢rst draft of the human genome, emphasis on successful
methodologies for eukaryotic genomes is required. The prob-
lem is becoming increasingly thorny [14] due to the vast gaps
in terms of phylogenetically related species. The genomes of
the worm, £y and now human are isolated in the compendium
of species elucidated by genome sequencing projects.
That implies that so-called extrinsic approaches [15]
(searching protein databases with the query DNA sequence
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for the identi¢cation of protein-coding genes) are not as ef-
fective as in the case of prokaryotes. Even for prokaryotic
genomes, inconsistencies of open reading frame calling
abound [16]. The intrinsic approaches [15] of gene detection
(predicting genes from ¢rst principles such as exon/intron
boundary detection) lack the appropriate amount of learning
sets for the training of the algorithms [17]. Progress in this
area includes the development of hidden Markov model
(HMM)-based methods for gene structure that detect more
accurately exon/intron boundaries, such as GeneMark [18]
and Glimmer [19]. For an elegant, recent review, see also [20].
2.2. Sequence diagnostics
With this general term, we de¢ne all approaches that detect
sequence features on protein sequences without resorting to
searching the database. Evidently, some of the predictive ele-
ments may have been derived from databases (such as the
propensity of forming trans-membrane segments), but these
are not necessarily used directly during the analysis. This
step of sequence analysis is fundamental for the characterisa-
tion of the query sequences, especially when no similarity to
other sequences in the database is readily identi¢able. In this
category, we cite the detection of coiled-coil [21], trans-mem-
brane [22,23], cellular localisation signal [24,25] and composi-
tionally biased [26^28] regions.
2.3. Database searching
This is probably the most familiar stage of sequence anal-
ysis to most biologists, a common activity for many scientists
who have sequenced and analysed a gene of interest. The
database search stage provides indications not only of family
membership (when a set of sequences is identi¢ed as being
homologous to the query sequence) but also of the possible
function of the query sequence, when the homologues have
been experimentally characterised and appropriately anno-
tated [29].
However, the noise levels of the database annotations have
been increasing since the deposition of genome sequences
which are in turn annotated by similarity [30]. Extreme cau-
tion is necessary to detect experimentally characterised homo-
logues, usually from a vast number of entries with varying
annotation quality. The source of the annotation for a whole
family may come from a single sequence and this is not read-
ily obvious. Filters such as low-complexity masking aid in
eliminating spurious hits arising due to compositionally biased
regions [31].
The area of database searching has seen much growth re-
cently, mostly focusing on providing more sensitive searches.
Some of these methods include pro¢le vs. pro¢le methods
such as LAMA [32] and HMM-based methods such as
Hmmer [33], MAST [34] and SAM-T98 [35]. Interesting
work includes the benchmarking of algorithms for their ability
to detect weak sequence similarities [36,37].
2.4. Sequence clustering
Further processing of genome information and a stage
where quality control of the annotations can take place is
the clustering of genes and proteins into families. Clustering
of homologous genes has other various applications, but in
the context of genome analysis the cross-checking of annota-
tions may be its single most important role [38]. This step
allows associated annotations to be cross-checked within fam-
ilies of proteins so that under-predictions, over-predictions
and false positives are corrected. Resources in this ¢eld in-
clude Pfam [39], COGS [40], WIT [41], Protomap [42] and
Emotif [43]. One exciting development is the detection of
multi-domain proteins which may also provide clues to the
function of their single-domain counterparts in complete ge-
nomes [44,45] (see below).
Protein fold recognition can also be considered a form of
clustering, where target sequences are associated with known
fold types. From the genomics perspective, recent develop-
ments in this area include the use of sequence threading for
the detection of structural fold types within entire genomes
[46,47] and the use of correlated mutations for the detection
of fold recognition [48].
2.5. Functional annotations
The annotation of sequences is a central aspect of genome
analysis and entails the association of sequences with a num-
ber of qualitative traits such as enzyme commission (EC)
numbers for enzymes, domain structure for multi-domain pro-
teins, molecular roles for proteins of known function, litera-
ture pointers and relevant database records such as accession
numbers and dates of last update. With such a panoply of
analysis methods, our ability to detect function from sequence
on the basis of homology to experimentally characterised pro-
teins is continually improving.
However, there are still a number of problems which ham-
per accurate and, more importantly, consistent functional an-
notations for genome sequences. First, the transfer of function
via homology is a subject of current research [49^52] and no
clear-cut rules may immediately apply. Second, the transfer of
this information, even when all other criteria are satis¢ed,
crucially depends on the quality of transient database anno-
tations [53] which may be far from satisfactory (no published
material on the quality control of curated database annota-
tions is available). Third, the reproducibility of sequence an-
notations is poor [54^58] and the result is a conundrum of
descriptions for genome sequences without a clear consensus.
The best annotations currently available take the form of
community-curated databases centred around model organ-
isms, for example EcoCyc [59] for Escherichia coli, SGD [60]
for Saccharomyces cerevisiae and FlyBase [61] for Drosophila
melanogaster.
2.6. Association with functional roles
This ¢nal step in genome annotation is the most important
and technically the most challenging of all. This particular
aspect of genome analysis is where the whole activity tran-
scends the boundaries of ‘classical’ sequence analysis and ne-
cessitates technology that has yet to be developed. The idea is
that the appropriately structured (and potentially formal)
function descriptions of gene products can be integrated
into systems that represent a general network of cellular pro-
cesses, including metabolic pathways, transcription activation
mechanisms and intracellular control cascades [62].
This area has experienced an unprecedented growth in the
last few years. In some ways, this ‘role association’ can be
regarded as a meta-annotation of functional roles of individ-
ual genes and an integration step for a comprehensive thesau-
rus of gene function for a particular species. Unfortunately,
standard procedures are not yet in place, and there is great
variability both in terms of quantity and quality of the various
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approaches taken. Metabolic databases [63] have formed a
basis upon which other complex categorisation schemes
have been developed.
Some of the most successful attempts here include various
approaches to metabolic reconstruction, de¢ned as the predic-
tion of the metabolic complement for a species based on the
analysis of genome sequence [64^66]. Such systems include
EcoCyc [59], KEGG [67] and WIT [41]. Other integrated ap-
proaches include GAIA [68] and GO [69].
2.7. Towards computational genomics
A conclusion from the above outline of methodological
approaches, and especially the last two ones, is that genome
analysis is much more than sequence analysis and includes
elements of reaction detection and metabolic reconstruction,
which contribute towards a more consistent and reliable inte-
gration of functional information [70]. It must be said, how-
ever, that biological databases will have to re£ect biological
reality more closely (for example genome structure, functional
networks etc.) before we can ever hope that all this informa-
tion can be put into genuine use by computational methods.
3. The present: from genomes to systems
In the past few years, advances in the area of computational
genomics produced substantial scienti¢c results and estab-
lished the ¢eld as an independent discipline. This challenges
the utilitarian, ‘toolkit’ attitude towards bioinformatics
[71,72], and should result in a wider appreciation of this ¢eld
in the experimental biology community. The wealth of ap-
proaches for the analysis of genomes is very extensive and
we decided to brie£y summarise only some recent develop-
ments.
This section concentrates on results that underline the im-
pact of computation on large-scale biology. Most comparative
analyses of biological systems today rely on extensive compu-
tational approaches such as the ones outlined below. We de-
scribe genome subtraction, whole-genome alignment, func-
tional coupling and fusion analysis for the detection of
protein interactions. All these approaches have the potential
to increase our capacity to propose models of functional net-
works or associations beyond the threshold achieved by ho-
mology-based methods.
These methods depart from traditional computational
methods described in the ¢rst part, because they primarily
depend on the availability of entire genome sequences for
the detection of patterns that rely on the organisation and
¢niteness of genomes. Genome subtraction can only pick
out unique genes if the genome sequence is completely known.
Whole-genome alignment requires entire genomes, almost by
de¢nition. Finally, the precision performance of the last two
methods crucially relies on completeness [45]. Thus, all the
approaches described next can be de¢ned as computational
genomics methods according to our original de¢nition.
3.1. Genome subtraction
Entire genomes allow the detection of ‘unique’ sequences,
genes that are not present anywhere in the database or in the
close relatives of the species under investigation (Fig. 1a).
These unique sequences may be the key determinants for spe-
cies-speci¢c phenotypic properties, such as pathogenicity, sec-
ondary metabolism properties and the like [73]. These ele-
ments are sometimes components of cellular pathways that
remain to be discovered and can be interesting drug targets
in pathogenic organisms. To identify unique sequences, how-
ever, one has to detect equivalent (or ‘orthologous’) genes,
Fig. 1. Pictorial representation of four computational genomics methods. (a) Genome subtraction aims to de¢ne species-speci¢c genes. This is
achieved by subtracting genes homologous to various elements such as genes orthologous to the species under consideration or phages which
are likely to be inserted by horizontal transfer. The method thus detects species-speci¢c genes that can be linked to phenotypic features (repre-
sented by squares or circles). (b) Whole-genome alignment for two hypothetical species. Axes indicate genome positions and each point indi-
cates a match between genome sequences. Such genome alignment plots reveal organisational features such as homologous regions or duplica-
tions. (c) Functional coupling of gene clusters detects orthologous genes between species which are then used to predict functional networks.
The detection of a conserved battery of genes of known function (black arrows) implies that a gene of unknown function (white arrow) may
have a related role, on the basis of its presence in the same ‘operon’. (d) Schematic representation of fusion analysis. The approach resembles
an in silico two-hybrid system and is based on the detection of groups of non-homologous genes in one organism found fused in the corre-
sponding gene in another organism. In the case of genes of unknown function being involved, such associations may be used to infer functional
associations.
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which are not always easy to de¢ne [74]. Despite this short-
coming, this method will be most valuable for the comparison
of bacterial strains or other, closely related species. Two in-
teresting studies using this virtual subtraction method have
appeared for Haemophilus in£uenzae [73] and Helicobacter
pylori [75].
3.2. Whole-genome alignment
Another area where technical advances resulted in some
deeper understanding of the genome structure and thus func-
tion of certain species is whole-genome alignment [10]. Pre-
vious systems could not cope with hundreds of kilobases of
raw DNA sequence. This advance will facilitate detailed com-
parisons of genome organisation (revealing single nucleotide
polymorphisms, translocations or inserts, repeats and syntenic
regions in chromosomes) (Fig. 1b). Another application is
strain comparison, reminiscent of genome subtraction. This
method has been applied to the comparison of two Mycobac-
terium tuberculosis strains, Mycoplasma genitalium and Myco-
plasma pneumoniae and regions from mouse chromosome 6
against human chromosome 12 [10].
3.3. Functional coupling of gene clusters
Another method that exploits genome structure and organ-
isation is the prediction of functional association of neigh-
bouring genes. It has been observed that certain conserved
gene clusters (which may be operons) contain functionally
related genes [76^78]. Thus, even for genes of unknown func-
tion, there is a possibility to predict their cellular roles [76] or
a more speci¢c functional property [78] on the basis of their
neighbouring genes (Fig. 1c). Applications include the com-
parative analysis of two bacterial genomes [76], the compar-
ison of nine bacterial and archaeal genomes to propose phys-
ical interactions of gene products [77] and the use of gene
clusters from 31 complete genomes to infer functional cou-
pling and reconstruction of metabolic networks [78].
3.4. Fusion analysis
Finally, based on the observation that the homologues of
certain genes appear to fuse during the course of biological
evolution, this approach attempts to predict functional asso-
ciation and protein interactions on the basis of gene fusion.
The methods rely on the assumption that individual ‘compo-
nent’ proteins whose homologues are involved in a fused,
multi-domain protein must be involved with each other in a
protein complex, biochemical pathway or another cellular
process [44,45] (Fig. 1d). Detection of false positive predic-
tions by this approach is di⁄cult, mainly due to the lack of
extensive experimental information about protein interactions.
3.5. Towards a scienti¢c discipline
The explosion in computational analysis methods for com-
plete genomes brought out not only technologies but also
some key scienti¢c results. We are listing some interesting
developments that have appeared in the recent literature in
the areas of metabolic reconstruction and comparative ge-
nomics, using computation alone.
For metabolic reconstruction, examples include the recon-
struction of the metabolic networks of Methanococcus janna-
schii [79], the analysis of the tricarboxylic citric acid cycle
across a number of species [80], the characterisation of the
known metabolic complement of E. coli [81], the distribution
of functional classes across the domains of life [82] and the
prediction of functional networks in yeast [83].
For comparative genomics, examples include the detection
of an archaeal genomic signature [84], the compilation of uni-
versal protein families [85], the comparison of three entire
eukaryotic genomes [86], the detection of eukaryotic signalling
domains in archaea and bacteria [87], the distribution of in-
dividual protein families across species [88], the patterns of
protein fold usage in microbial genomes [89], the derivation
of the universal tree based on enzyme families [90] and the
derivation of species relationships based on gene content [91].
Taking a closer look at the properties of entire genome
sequences, two things become apparent: ¢rst, comparative
analysis greatly enhances our abilities to ‘predict’ and detect
molecular function using sequence information and second,
the current bottleneck in genomics appears to be the turnover
of experimentally obtained novel properties for molecular
families of unknown function (Fig. 2). Once the ‘function
universe’ is covered, it may be that computation will acquire
a truly central role in biological science.
4. The future: from systems to function
What is to be expected from computational genomics in the
near future? As illustrated in the previous sections, our bat-
tery of tools is becoming increasingly sophisticated and our
ability to detect protein function using computation is gener-
ally improving.
However, to resolve the issue of function description and
detection, we need to progress from methods mostly derived
from traditional sequence analysis that examine genome se-
quences individually to algorithms and databases that exploit
the inherent properties of entire genomes. We are in the pro-
cess of discovering the constraints that apply to entire ge-
nomes so that genomic context can be re£ected in our future
methods, enhancing the quality of function descriptions.
We argue here that all our approaches towards the elusive
goal of predicting function from sequence have to take into
account the genomic context and describe molecular function
in terms of actions and interactions within the cell. In other
Fig. 2. The ‘function bottleneck’. Information clock illustrating the
improvement of annotations identi¢ed for a given genome over the
years 1996^1999. The four levels of annotation range from homo-
logues of known structure (blue) and homologues of known func-
tion (marine) to homologues of unknown function (cyan) and
unique sequences (white). Note that although structure and homol-
ogy increased over the years, the function prediction level stalled.
Data from the GeneQuiz system, still available at: http://www.ebi.
ac.uk/research/cgg/services/.
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words, our procedures from sequence to function require the
development of models that describe cells as systems, using
their genetic blueprint, i.e. genome sequence.
4.1. Querying biological databases
It is indisputable that publicly available databanks play a
fundamental role in disseminating sequence data to the bio-
logical community. However, one of the most important
problems of biological data repositories is their archive-like
nature. Public databases are designed to store information in
an unstructured way, largely in free-text £at-¢le format with-
out de¢ned object relations. This may help end-users that
occasionally browse to retrieve individual entries, but it is
very far from making the database amenable to large-scale
computation. In this sense, these repositories are not genuine
database systems, designed for £exible querying and large-
scale data mining.
The query capability for most public databases is fairly
limited and mainly consists of keyword-based information
retrieval. Consider the following query: ‘what are the known
protein kinases in the full yeast genome that are involved in
cell division, and how many of these have homologues in
plants?’ The answer requires detailed descriptions of the enti-
ties under consideration (in this example: species, e.g. plants;
protein classes, e.g. protein kinases; other properties, e.g. ho-
mology; cellular processes, e.g. cell division). This query can-
not be issued to public databases, in the absence of a formal
and detailed classi¢cation of biological function, sometimes
referred to as an ‘ontology’.
Moreover, curation at its present labor-intensive stage has
resulted in archives lagging behind completed genome se-
quencing projects (Fig. 4). To overcome the curation hurdle,
more e⁄cient solutions must be developed. We believe that
the only way to transfer all our biological knowledge from the
amorphous ‘textome’ available as free text in journals, books
and periodicals is to build robust and customised natural lan-
guage processing systems that will be in wide use in the very
near future (for an overview of this sub¢eld, see also [92]). In
addition to browsing and querying, an important application
of this technology is its large-scale deployment for the crea-
tion and true integration of new-generation molecular biology
and genomics databases.
4.2. Classi¢cations of biological function
To accurately describe function, biologists have to agree on
a common vocabulary and classi¢cation of molecular roles for
all genes and proteins. This is an immense task, made much
more di⁄cult by its nature as a community project. The
amount of data is signi¢cant, but ¢nite. It is the complexity
of the information that makes this task daunting.
The issue of data complexity can be tackled by portable
‘ontology’ designs, exact speci¢cations of various conceptual-
isations for a given domain. Systems that allow the exchange
and development of these schemes have been imported from
other areas of science and engineering (for a web-based
knowledge server, see also [93]). This strategy is one way of
dealing with highly complex, qualitatively rich features of
speci¢c domains of discourse. Without elaborating further,
we should note that a number of systems that have addressed
this issue already exist in genomics. Such systems attempt to
classify and further process various aspects of molecular func-
tion in terms of general hierarchies for genome sequence and
biochemical pathways (e.g. EcoCyc [59]), ribosome structure
and function (e.g. RiboWeb [94]), cellular processes and func-
tion categories (e.g. GO [69], see also geneontology.org) and
generalised functional classes (e.g. GeneQuiz [29]). Although
the latter are simple, general and also automatically derived
[95], they have yet to be widely accepted. One reason may be
the clash of opinions on the de¢nition of functional classes,
and the relatively restricted utility of a high-precision but low-
coverage classi¢cation of protein functions [96].
To showcase the utility of such systems, we brie£y describe
here some of our own work. We have devised a simple ‘ontol-
ogy’ design, called GenePOOL, that stores structured infor-
mation about all computationally derived annotations for the
genome of M. jannaschii (Ouzounis et al., unpublished). It is
based on a £at-¢le exchange format called Genome AnnoTa-
tiOn System (GATOS) (developed in collaboration with Peter
Karp, AI Center, SRI International). GenePOOL allows
queries that not only improve the consistency of the data
but also allow the discovery of novel patterns. A query that
cannot be issued to public databases for M. jannaschii is :
‘what is the distribution of EC numbers across metabolic
pathways?’ (Fig. 3). This type of analysis can be applied to
automatic metabolic reconstruction based on the detection of
Fig. 4. Comparison of the growth of the Swiss-Prot database entries
(black) and the available protein sequences for complete genomes
(grey), for corresponding Swiss-Prot release dates.
Fig. 3. The distribution of EC numbers (y-axis) versus the number
of pathways they have been assigned to (x-axis) for the genome of
M. jannaschii. Data from GenePOOL (Ouzounis et al., unpub-
lished).
FEBS 23897 18-8-00 Cyaan Magenta Geel Zwart
S. Tsoka, C.A. Ouzounis/FEBS Letters 480 (2000) 42^4846
reaction information (Tsoka and Ouzounis, in preparation).
More work along this direction is needed, so that all elements
of molecular function become amenable to large-scale compu-
tation.
4.3. Structural genomics
This review would be incomplete without a note on the
structural genomics initiatives that have been proposed in
the recent literature [97,98]. The idea here is to massively solve
the structure of all proteins for a given genome. Thus, the
function of all proteins will be determined by the sheer knowl-
edge of their structure, a well-known motto in structural biol-
ogy [99]. Signi¢cant progress has already been made in terms
of assigning structural homologues to proteins of known func-
tion for a number of completely sequenced species [100] (Fig.
2). It should be noted, however, that some recent claims for
structural genomics may be slightly overstated [101,102]. The
issue of how structure can contribute to the prediction of
function is still an open question, despite the invaluable
amount of information that can be extracted from structural
analysis and comparison.
4.4. Other developments
Without further elaborating, we would like to mention a
few other developments which we believe are shaping the fu-
ture of computational genomics towards an even richer, more
complex and stimulating ¢eld than it has ever been. These
include DNA chip data analysis [103], gene expression analy-
sis [104] (see Brazma and Vilo, in this issue), genetic regula-
tion networks [105], simulation environments for whole-cell
modelling [106], detection of regulatory networks [107], mod-
elling gene regulation dynamics [108], complex modelling of
metabolic networks [109,110] and tissue-speci¢c data-driven
resources, e.g. the human brain [111].
4.5. Towards biological simulation
We have argued here that truly integrated functional anno-
tations for gene products should re£ect the corresponding
biological properties of the molecules under consideration.
Computational genomics faces a formidable task; all biolog-
ical knowledge has to be properly mapped, assembled, classi-
¢ed, encoded, represented, modelled, updated and maintained
with all the components and dimensions of molecular function
accessible for computation. Only then true function descrip-
tion will have been achieved. In the future, we should be able
not only to obtain all possible molecular functions and rela-
tions instantly and reliably, but also to simulate the full net-
work of molecular interactions for a cell, tissue, organ, organ-
ism or population, all the way down to the molecular level.
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