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ABSTRACT
This work presents a new multiple objective evolutionary algorithm to solve three
well known network reliability allocation problems considering different conflicting
objectives to be optimized simultaneously. The new algorithm is applied in the design of
a telecommunication network that is formed for several stations or nodes interconnected
by telecommunication links or paths. The problem presented in this work involves
finding which links to activate in order to obtain connectivity in the nodes. The number of
nodes that need to be connected depends of the case that is being evaluated. The three
network reliability problems considered are: all-terminal, k-terminal, and two-terminal.
Network reliability evaluation represents an NP-hard problem. In literature two
approaches have been presented: exact reliability calculation and reliability estimation.
Because of the impracticality of exact calculation in networks of moderate to large size
Monte Carlo simulation is used to estimate network reliability. The new algorithm
presented in this work is based on evolutionary computation and the objective functions
considered are the maximization of system reliability, the minimization of system cost
and, the minimization of system weight. The solution to this multiple objective problem is
a set of Pareto solutions.
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CHAPTER 1: Introduction
Network theory is used to model different types of problems in many fields and solve
a variety of problems such as the telecommunication network design problem. In the
information era, being connected to the world, in order to share information, increase
productivity, and make business around the world,

is a very important issue that

requires to develop a strategy that help to design a robust network. The objective of this
thesis is to develop a flexible and efficient multiple objective evolutionary algorithm to
design a reliable and cost efficient telecommunication network.

1.1 Telecommunication networks:
A telecommunication network is a type of network that is used to transmit voice or
data to one part of the network to another. Nodes represent terminals in the network
such as computers, servers, routers, switches, etc. Communication paths or links are
represented by wires, radio frequencies, wireless signals, etc. Some examples of
telecommunication networks are computer networks and the Internet network. The first
electrical communications network was the telegraph. Here the network consisted of
telegraph operators who transmitted the message efficiently using Morse code and
routed the message so that it took the shortest possible path to its destination while
taking into account internal network failures. Modern telecommunication networks
normally involve the use of computational systems as an infrastructure of the network.
However, no matter what kind of telecommunication network is implemented or how
new is the technology implemented, the main idea behind the design of a
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telecommunication network remains the same. Build a network as reliable as possible at
the minimum cost and in some cases considering additional objective functions.
As mentioned before, there are several examples and types of telecommunication
networks. However, this thesis focuses in wireless telecommunication networks
although the algorithm developed can be applied to a wired network. Wireless
telecommunication systems have been becoming popular recently. They allow people to
communicate everywhere in the world. Wada & Fukushima [47] presented a research
that combined the features of Internet, the largest world-wide communication platform,
and digital wireless systems considering on mobile terminals with not only has global
wireless connectivity but also IP reachability. Wada & Fukushima’s work focuses more
in the computational technical part of a wireless network than in the topology of the
network. A similar approach is presented by Hayashi & Abe [48] where they proposed a
reliability model for representing telecommunication networks that does not focus on
topological information, but rather on traffic path information.
The reliability network allocation problem has been addressed in literature using
different approaches. However, one aspect remains the same cost is always present
along to reliability where a telecommunication network is designed The problems that
are being presented in this research pertain to the cases in which (i) all the network
nodes have to be connected, (ii) only some of the nodes have to be connected, and (iii)
only two nodes need to be connected for the system to function.
In several previous approaches, the network reliability problem has been solved
considering only one single objective function to be optimized subject to constraints. For
instance, Ramirez-Marquez et al. [33] solved the problem using a probabilistic approach
2

to maximize the reliability subject to a cost constraint. Dengiz et al. [34] proposed a
Genetic Algorithm (GA) and later a neural network [30] to solve the all-terminal reliability
problem, in both cases as a single objective problem. Dengiz [50] developed a hybrid
ant colony approach to design a telecommunication network to obtain the optimal
network configuration with the least cost achieving certain level of reliability.
Considering the problem as a multiple objective optimization model, Azaron et al.
[51] presented a GA to solve the time-cost trade-off problem in PERT networks and Ho
et al. [52] proposed a method using an integrated multiple criteria decision making
approach to solve a distribution network design. However there is not too many studies
that consider the telecommunication network design as a multiple objective optimization
problem.
1.2 Multiple objective optimization.
The existence of multiple criteria objective problems is very common in engineering.
Almost all the optimization problems in real life involve more than one objective to be
optimized, and normally those objectives are in conflict to each other. This situation is
very easy to observe in real life. For instance, a very high performance product is also a
high cost product, and a customer always seeks a product with high performance, but at
the lowest cost. This dilemma is also found in engineering problems. Hence, the
development of a method to find a solution to multiple objective optimization problems
has been the topic of many research papers and books.
There are several approaches to deal with multiple objective optimization problems
such as goal programming, the lexicographic method, the weighted sum method and
utility functions. The mentioned methods are mathematical approaches that have been
3

proposed to deal with multi- criteria decision making problems. These methods are easy
to implement. However, they not always really optimize all the objectives
simultaneously. The other general approach is to use metaheuristic methods. These
methods mimic several natural behaviors such as human brain, evolution, animal
behavior, memory, etc. Meta-heuristics methods approximate solutions to the true
Pareto front. However, they cannot guarantee to obtain a global optimal, but it has been
proven that they get good solutions in very complex problems. Some of the most well
known heuristic methods are: Tabu-search, neural networks, particle swarm, ant colony,
genetic algorithms, evolutionary algorithms, etc
Generally, there are two primary approaches for the solution of

multi-objective

problems. The first approach involves the aggregation of the attributes into some kind of
overall composite objective function; while the second approach involves populating a
number of feasible solutions along the Pareto frontier, and the final solution is a set of
non-dominated solutions. The solution to multiple objective problems using evolutionary
algorithms is a set of Pareto optimal solutions based in the Pareto dominance concept.
Then, a solution is said to be Pareto-optimal if it is not dominated by any other solution
in the solution space. Thus, the Pareto-optimal solutions to a multi-objective
optimization problem form the Pareto front or Pareto-optimal set [54].
Among all the meta-heuristic methods, evolutionary algorithms have been applied to
solve many variety of prblems. Evolutionaty algortihms and genetic algorithms are
based in Dawin’s evolutionary theory. Basically, an evolutionary algorithm is a
population based seach method in which a population of solutions to an optimization
problem evolve toward better solutions. The evolution usually starts from a population of
randomly generated individuals or posible solutions. At each generation, the fitness of
4

every solution in the population is evaluated, multiple individuals are stochastically
selected from the current population (based on their fitness), and modified (recombined
and possibly randomly mutated) to form a new population. There are a specia kind of
evolutionary algorithms that are applied to multple objective problems and are called
muultiple objective evlolutionary algorithms( MOEAs) .
Some of the recent developed multi-objective evolutionary algorithms are: SPEA
(strength Pareto evolutionary algorithm) [53]; PAES (Pareto-Archived Evolutionary
Strategy) [55] and NSGA-II [56], among others. Unfortunately, these MOEAs cannot be
directly applied to solve the network reliability design problem. Moreover, being general
algorithms, imply that they do not have the strength of a problem-oriented technique.
Thus, as part of this research a new MOEA was develeoped in order to solve the
telecommunication design problem.
1.3 Thesis objective.
It is important to explain the problem that is being solved in this thesis. A
telecommunication network is formed by nodes interconnected by telecommunication
paths. Three different cases are considered: all-terminal, k-terminal, and two-terminal. A
solution for the problem is a network configuration or network vector that consists in a
list of the links that have to be active in order to maximize the reliability of the network
and minimize cost and weight. A method to solve this problem is to evaluate all the
posible solutions that the problem has and selet the ones that are nondominated.
However, due to the large amount of possible solutions and the nature of the problem
doing this in a large network is totally imparactical and infeasible. In order to solve the
telecomunication network design problem a new MOEA was developed.
5

Therefore, the objective of the present work is to develop a new multiple objective
evolutionary algortithm to solve the all-terminal, k-terminal, and two-terminal network
reliability problem considering the following objectives to be optimized simultaneosly
•

Maximize reliability

•

Minimize total network cost

•

Minimize weight

The present thesis is divided in 6 sections. Section 2 presents a literature review
about the most common methods used to solve multiple objective optimization
problems. In this section, also some basic concepts about single and multiple
optimization are discussed.
Section 3 presents the different kinds of networks that can be used in engineering to
model different problems. Section 3 also introduces the telecommunication network
design problem. There are many type of telecommunication networks and chapter 3
also give a brief description of the most used in the field. Reliability is always an
objective when working with network optimization problems, and in this chapter, the
most common methods to evaluate network reliability are clearly described.
Chapter 4 presents the new multiple objective evolutionary algorithm developed to
solve the telecommunication network design problem for the three cases mentioned
before, considering three objectives to be optimized simultaneously. These objectives
are: maximize network reliability, minimize network cost, and minimize weight. The
algorithm can roughly divide in four main stages: initialization, evaluation, selection, and
reproduction. Each part of the algorithm is explained in detail in section 4.

6

Section 5 presents two different numerical examples for the three network reliability
cases where the developed algorithm was applied. Each example is explained in detail
and the results obtained are presented and discussed in chapter 5.
Finally chapter 6 presents some conclusions and discusses some important points that
can be considering as part of future research.

7

CHAPTER 2: Multi objective Optimization
Real world problems inevitably involve multiple objective optimization. Multiple
objective optimization requires the simultaneous optimization of all objective functions.
However, many of the objectives are usually conflicting with each other. Selection of
one solution over others may be a complicated decision. Empirically, those decisions
are made on the basis of intuition, common scene, experience, and a combination of all
of these. However, in several areas as engineering, implementation of a methodology
for multiple objective optimization is needed. These kinds of problems that involve
several objectives or goals to be optimized simultaneously are known as multi-objective
optimization problems or multi-criteria decision making problems (MCDM) [1].
In literature, several methodologies have been developed to address optimization
problems that involve multiple conflictive objectives. These methods can be divided in
two big groups: Mathematical methods and meta-heuristic methods. Mathematical
methods basically transform the problem in to a single objective problem and in the
majority of the cases linear programming is implemented to solve the problem. When
using metaheuristic methods an optimal solution is not guarantee, however they have
proved to obtain very good approximation to a global optimal in very complex problems
when mathematical methods cannot be implemented.
The main characteristic when using metaheuristic methods for multiple objective
optimization is that not unique solution exists. Instead, a set of mathematically equal
good solutions is obtained. These selected solutions are known as nondominated
solutions or Pareto optimal solutions based on the concept of Pareto optimality. Pareto
optimality is a term for describing solutions for multiple objectives, when no part of a
8

Pareto optimal solution can be improved without making some other part worse. For
instance Figure 1 shows an example of Pareto optimality and shows that more than one
solution can be obtained.

A
B

A
C

C

B

b. Pareto optimal

a. Not Pareto optimal: C can
increase without reducing A or B

A
B

A

C

B

c. Pareto optimal

C

d. Pareto optimal

Figure 1: Pareto Optimality

The mathematical model for a multi-objective optimization problem is presented in
Equation 1.
 ,    ,

 , . . ,

 

    
   

   0 !"# 

%  & 0 !"# 
Where:
n ≥ 2,

number of objectives

D, feasible region of solutions
X, decision variable space
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, represent the objectives functions that need to be optimized. These

objectives are often in conflict with each other.
As mentioned before the general approaches to solve multiple objective optimization
problems (MOOP) can be divided as follows:
•

•

Mathematical methods


Goal programming



Weighted sum method



Lexicographic method



Utility functions

Meta-heuristic methods
•

Tabu-search

•

Simulated annealing

•

Evolutionary algorithms

•

Ant colony

•

Swarm intelligence

2.1 Mathematical methods
2.1.1 Goal Programming
Goal programming (GP) was first used by Charnes, Cooper and Ferguson in 1955. It
is based in linear programming optimization and it is one of the first methods developed
specifically to solve MOOP. At first, it was thought to solve multi-objective linear
problems (MOLP). In GP, aspiration levels or also called contribution coefficients are
assigned for each objective that is to be optimized, and then the deviations from these
aspiration levels are minimized. In other words, in the GP model the objective function is
the summation of all the contribution coefficients and the objectives are constrains of
10

the problem. The mathematical formulation for a general GP problem is presented in
Equation 2.

. .

(  ∑+ * *



, * * -  ,
*+

* - 0,

(2)

   1, … , /
   1, … , 

Where x1, x2,…, xn are the decision variables, and c1, c2,…, cn are the contribution
coefficients that represent the contribution to Z for each objective function. In GP a
MOOP is converted in to a single objective problem seeking to minimize the Z function.
In the constrains, ai,j are coefficients that represents the per unit usage by xi of the righthand side coefficient of bj.
For this linear programming (LP) model some assumptions are considered:
•

Each unit for each decision variable xi contributes ci units to the objective function
and aij in the constraint.

•

The contribution to the objective function and the coefficient in the constraints are
independent of the values of xi

•

All parameters aij, bj, and ci must to be known

Summarizing, what the GP method do, is that it basically transforms a MOOP in to a
single objective problem minimizing the deviations from each objective function to its
optimal value (aspiration levels) and penalizing this distance. This deviation or distance
can be positive or negative considering that the GP model is defined by Equation 3
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Where:
12 = Positive deviation variable
13 = Negative deviation variable
This method represents one of the most used methods to solve MOOP due to its
simplicity of implementation. However, it does not optimize all the objectives at the
same time and in some complex problems a feasible solution cannot be obtained.
2.1.2. Weighted sum method
This method is based in the previous one with the significant difference that each
objective function has a different weight or importance for the decision maker (DM). The
general model for the weighted sum method is presented in Equation 4
(  ∑+ 6* 7* * 8

(4)

. .
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   1, … , /
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Where wi represents the weight assigned for each objective.
In this method each objective of the optimization problem is more important than
others. Therefore, the decision maker assigns weight or importance for each objective
12

of the problem. These weights are added in the objective function to be optimized (Z).
For instance, consider a problem with 3 objectives to optimize and the weights for these
objectives are 0.80, 0.10, and 0.10, respectively. Equation 5 shows the general model
for this problem.
/0 (  .801 2 ' 1 3 '. 101 3 '. 101:3
. .

(5)

 '  5 1 2 ' 1 3  




' 13

' 1:3

 ,  , 12 , 13

&

& :
-0

As it can be inferred by equation 5, the model is almost the same for the normal GP
model the differences are presented in the objective function. This methodology is very
easy to implement for any problem that can be modeled as a GP model and have the
plus that some weight of importance can be added for each objective. Due to weights
exits in many real world optimization problems (some objectives are more important
than others), this method has been used in several areas of optimization. However, the
weighted sum method has the same disadvantages that GP has.
2.1.3 Lexicographic method.
This method, as the weighted sum method, assigns importance to the objectives to
optimize. However, in the lexicographic ordering (Fishburn,1974) the more important
objective is infinitely more important than the less important objective.
At first, the DM assigns importance to the objectives

 ,

 , … ,



 .The most

important objective is optimized without considering the other objectives (6)
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(6)

. .  > 
Then the second objective function is optimized subject to the original constraints
and to a new one that guarantees the optimality of the first objective function. The
procedure continues until the last objective function is optimized.
This method is very easy to implement, but choosing the order or importance of the
objectives can be a difficult task. Other disadvantage is that the method is very rough
and often the process stops before less important objective functions are optimized.
In order to make the method more versatile or more suitable to practical problems some
modifications have been proposed to the lexicographic method. δ-lexicographic method
tries to overcome some of the drawbacks of the lexicographic method allowing small
increments of the first objective to be traded off with the decrement of the second
objective. Even though the lexicographic method has several disadvantages and do not
optimize all the adjectives simultaneously, any lexicographic solution is efficient and can
be proven to be Pareto optimal.
2.1.4 Utility theory.
Utility function, also called value function is a mathematical expression that
assigns a value to all possible choices. The utility function is a very good method to
solve multi criteria problems when an explicit mathematical formulation for the value
function is known. The problem can be defined by Equation 7

//0 ?7  8
   > 
14

(7)

Since the value function provides a complete ordering in the search space, a best
Pareto optimal solution is found with this method. Unfortunately, the real problem is to
obtain this value function. Getting this value function can be very difficult, if not
impossible, in several multi-objective optimization problems such as network reliability
optimization problems. And even if the function is known, it can be very difficult to
optimize because of its complicated nature.
However, if the value function can be defined, this method becomes very effective
and useful and can be applied to any kind of multiple criteria optimization problems [5].
All the methods mentioned before are mathematical methods that can be applied to
multiple objective optimization problems. However, they present important drawbacks
that make them impractical to be applied in complex problems such as in network
optimization problems. The second general approach involves the use of metaheuristic
methods. Instead of obtaining a global optimal solution such as with the use
mathematical methods, meta-heuristic methods obtain an estimated solution. These
methods have proved to perform well in a variety of complex combinatorial problems
getting good approximations to the true Pareto front with relatively low computational
effort. These methods are explained in next section.
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2.2 Meta-heuristic methods
2.2.1 Tabu-search (TS)
Tabu Search is a meta-heuristic search method presented first by Glover in 1986. It
searches for the optimal solution using memory systems which exploits its past history
and leads to good solutions [4].
Tabu search (TS) permits the incorporation of procedures to search the solution
space economically and effectively. Its memory system is one of the most important
aspects of the TS method and the main difference with other meta-heuristic methods
that are memory less such as genetic and annealing approaches. While other
exploration methods keep in memory the objective value f(x) of the best solution visited
so far, TS also keeps the information on the itinerary through the last solution visited.
This information will be used to move from one solution to another. Memory can be
used to identify elements that are common to good solutions or to paths that lead to
such solutions. The flexibility of these memory structures allows the search to perform
well in a multi-objective environment [10].
Tabu search begins in the same way as an ordinary local or neighborhood search
procedure, proceeding iteratively from one solution to another until a chosen termination
criterion is satisfied. For instance consider a simple optimization problem presented in
Equation 8

//0 , //0 
   > 
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(8)

Figure 2 presents a pseudo-code with the more important steps for the TS method

Figure 2: TS structure

TS has been implemented in many optimization problems in different fields and has
proved to be a good meta-heuristic algorithm. Some of the more important features of
TS are: easy implementation for almost any optimization problem and that can be easily
modified to enhance the algorithm performance.
2.2.2 Simulated annealing
This algorithm was proposed by Metropolis et al.(1987) as an algorithm that
simulates the evolution of a solid to thermal equilibrium [6]. The name come from
annealing in metallurgy, a technique involving heating and controlled cooling of a
material to increase the size of its crystals and reduce their defects. By analogy with this
physical process, each step of the simulated annealing (SA) algorithm replaces the
current solution by a random "nearby" solution.
Given a neighborhood structure, simulated annealing continuously attempts to
transform the current configuration into one of its neighbors. The acceptance of this
neighbor is given by a probability presented in Equation 9
@  @  5A  / C
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(9)

Where δ represents the increase in f (x), and T is an important control parameter
in simulated annealing which by analogy represents temperature. The structure of the

algorithm is presented in Figure 3

Figure 3: Simulated Annealing flow chart

Some of the advantages of the method are presented below:

•

Performs well with nonlinear models, chaotic and noisy data and many

constraints.
•

Flexibility and ability to approach global optimal solution and escape for a local

optimal.
•

Easy implementation

SA is not a perfect optimization method some of its disadvant
disadvantages
ages are stated next:

•

Since SA is a meta-heuristic, a lot of choices are required to turn it into an actual
algorithm and an optimal global is not guarantee.

•

There is a clear tradeoff between the quality of the solutions and the time

required to compute them due to the seed is basically random.
•

The tailoring work required to account for different classes of constraints and to

fine-tune the parameters of the algorithm can be rather delicate.
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2.2.3 Ant colony optimization
Ant colony optimization (ACO) is a meta-heuristic search method based in swarm
intelligence that takes inspiration from the behavior of some ant species. When ants are
looking for food, these ants deposit pheromone on the ground in order to mark some
favorable path that should be followed by other members of the colony. ACO mimic the
ants’ behavior to solve optimization problems
In ACO, a number of artificial ants build solutions to the considered optimization
problem. The original ant colony optimization algorithm is known as Ant System and
was proposed in Dorigo, et, al [9]. The main underlying idea, loosely inspired by the
behavior of real ants, is that of a parallel search over several constructive computational
threads based on local problem data and on a dynamic memory structure containing
information on the quality of a previously obtained result. The collective behavior
emerging from the interaction of the different search threads has proved effective in
solving optimization problems.
The behavior of artificial ants is inspired from real ants: they lay pheromone on
components (edges and/or vertices) of the graph and they choose their path with
respect to probabilities that depend on pheromone trails that have been previously laid
by the colony. These pheromone trails progressively decrease by evaporation.
Intuitively, this indirect communication gives information about the quality of path
components in order to attract ants, in the following iterations, towards the
corresponding areas of the search space.
Artificial ants also have some extra-features that do not have real ants. They
have memory of their previous actions, and they can use that data to improve the
19

quality of computed paths. In many cases, pheromone is updated only after having
constructed a complete path and the amount of ph
pheromone
eromone deposited is usually a
function of the quality of the complete path.

Figure 4 shows how ants choose the better path considering the pheromone trail
that is the main concept for ACO.

Figure 4: Ant colony concept

The process showed in figure 9 is descried next.
1.

The first ant finds the food source (F), then returns to the nest (N), leaving behind

a trail pheromone (b)
2.

Ants indiscriminately follow four possible ways, but the strengthening of the

runway makes it more attractive as the shortest route.
3.

Ants take the shortest path, long portions of other ways lose their trail

pheromones.
ACO was first applied to the traveling salesman problem searching the shortest
path. Recently the method has been applied to a variet
variety
y of engineering problems. And
also some methods have been applied to solve MOOP.
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2.2.4 Evolutionary algorithms
Evolutionary algorithms (EA) are based in evolutionary computation. The principle of

these methods is to mimic how biological evolution works. It was first presented by J. H.
Holland. EAs are population-based meta-heuristic optimization algorithms and there are
several kinds of these methods implemented for specific situation but all of them follow
the structure presented in Figure 5

Figure 5: EA Structure

As previously mentioned, EAs are based in evolution to find

Pareto optimal

solutions for a MOOP. In the first stage, a first population of possible solutions is
generated normally randomly. The next step is selection
selection.. In this stage, the strongest
individuals are chosen to be parents of the next generation. The chosen parents
undergo reproduction and a new population is generated. The algorithm continues until
a stopping criterion is met. It can be observes in figure 3 that an EA is divided in four
main stages: initialization, evaluation, selection, and reproduction. The success of an

EA, searching for good solutions, depends in how these stages are performed in the
algorithm
EAs have proved to perform well in several kkind
ind of MOOP. One of the most
important advantages is the flexibility that EAs have to escape from a local optimal to a
global optimal exploring more efficient the search space. There are plenty of EAs
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proposed in several fields to solve different kinds of problems and not only for MOOP. In

this work, the EAs used in optimization areas will be considered.
As mentioned before, all the EAs share some similarities. For example all of them
have selection and reproduction. What makes an EA different to another type of

algorithm is the strategies to use for each stage of the algorithm. The next section
explain these evolutionary strategies used in initialization, selection and crossover.

2.2.4.1 Evolutionary strategies or operators
2.2.4.1.1 Encoded strategies.
The first step in an EA is the initialization or generation of the first population. The
first population is formed for several proposed solutions. These solutions are called
individuals or chromosomes. A chromosome can be defined as a string of components

that have a meaning or correlation to a real problem. Each component of the
chromosome is called a gene and contains important information of the generated
solution. Some of the most common encoded strategies in EAs are presented below:

•

Binary encoding: it is one of the most used due to its simplicity of implementation. In
binary encoding, a gene can take the values of 0 or 1. These values usually
represent that a component is active or disconnected. An example of this this type of
encoding is presented in Figure 6

Figure 6: Binary Encoding

•

Permutation encoding: this encoding strategy allows integer numbers in the
chromosome. These values usually represent a position in a sequence or a number
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of components in certain position. This type of encoding normally does not allow
repeated values in the string or chromosome. This encoding strategy is presented in

Figure 7

Figure 7: Integer Encoding

•

Value encoding: this type of encoding is more difficult to implement in a EA. Value
coding allows any type of numbers: integers and real numbers and also letters. An

example is in Figure 8

Figure 8: Value Encoding

2.2.4.1.2 Selection strategies.
Selection is usually done on the basis of a fitnes
fitness
s function value. The strongest
solutions are this with the highest fitness value. A discussion of how a fitness function is

obtained is presented further on as a part of this work. Some of the well-known
selection strategies used in EAs are:
•

Roulette wheel selection: this method works as a roulette does. All the solutions are
grouped corresponding to its fitness value. A solution that has a better fitness value
has more probability to be selected.

•

Tournament selection: two solutions are chosen randomly and the solution with the

higher fitness is selected.
•

Rank selection: all the solutions are ranked from higher to lower fitness and the
solutions that are better ranked are selected.
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Selection is a very important step in EAs. However how recombination or offspring
are generated is equally important. Some strategies used are presented in the next

section
2.2.4.1.3 Crossover strategies.
Crossover represents how children will be generated from the selected parents.

•

Single point crossover: this is the most common crossover operator. Its behavior is

presented in Figure 9. The point that states where the parent is divided is chosen
randomly

Figure 9: Single Point Crossover

•

Double point crossover: this strategy works in similar way than the previous one, but

instead of selecting one point, two points are selected randomly. Figure 10 presents
this strategy

Figure 10: Double Point Crossover

These strategies are the most common used in EAs but it doesn’t mean that are the
more efficient or the only ones.
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The main purpose of a crossover is to generate better individuals getting the best
part of each parent. To achieve that, several crossover operators have been proposed
recently. Some of these researches can be seen in [7, 8]. The main concept behind the
improvement of a crossover operator is trying to distinguish between bad genes and
good genes. Gao et, al [8] used hill-climbing search to find good blocks in a
chromosome. Other similar approach is presented in [7] using the rough set theory to
identify good genes in a specific individual. Another important aspect of a crossover
operator is the ability to create diversity of children in order to explore efficiently the
search space. Therefore, it is important to select a crossover operator that can create
good offspring and a good diversity for the network reliability problem
At this point some of the most important operator in EAs have been mentioned and
explained. To solve multi-objective optimization several EAs have been proposed in
literature. These algorithms are called multi-objective optimization evolutionary
algorithms (MOEAs) and are explained in the next section
2.2.3.2. MOEAs
Over time several MOEAs have been proposed in the literature to solve different
kind of problems. Some of the more common MOEAs reviewed in literature are:
•

Strength Pareto Evolutionary Algorithm (SPEA).

•

Strength Pareto Evolutionary Algorithm (SPEA 2).

•

Pareto Archived Evolution Strategy (PAES).

•

Non-dominated Sorting Genetic Algorithm (NSGA).

•

Non-dominated Sorting Genetic Algorithm (NSGA II).

•

Adaptive Pareto Algorithm (APA).
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All of the previous mentioned algorithms are MOEAs and all of them use evaluation,
selection, and reproduction to obtain a new generation. The differences are how they
perform fitness evaluation and reproduction. Some of them used mutation as a
reproduction procedure, others combine elitism and crossover to generate a new
population, and others use tournament selection to select the best children for the new
population. All of those algorithms have advantages and disadvantages. A brief
description of those algorithms is presented in the next section.
•

Strength Pareto Evolutionary Algorithm (SPEA): It was developed by Zitzler and
Thiele. The algorithm maintains an external population at every generation storing all
nondominated solutions obtained so far. At each generation, both populations,
current and external are mixed. All no dominated solutions in the mixed population
are assigned fitness based on the number of solutions they dominate. Giving better
scores to solutions that dominate more solutions. At the end a deterministic
clustering method is used to ensure diversity among nondominated solutions.

•

Strength Pareto Evolutionary Algorithm (SPEA 2): Zitzler, Laumanns and Thiele
proposed a variant of SPEA. In SPEA2 after fitness evaluation, all nondominated
solutions from current population and from external population are passed to the
next population. If the number of these solutions is less than the population size,
then the next population is filled with dominated individuals from both populations.
The main difference between SPEA and SPEA2 is how fitness functions are
calculated. SPEA2 uses a fine-grained fitness assignment that incorporates density
information that identifies individuals that have the same fitness value.

•

Pareto Archived Evolution Strategy (PAES): It was developed by Knowles and
Corne. In this algorithm the crossover is operator is different. A parent generates
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one offspring by mutation. If the offspring dominates the parent, the offspring is
accepted as the next parent and the iteration continues. If the parent dominates the
offspring, the offspring is discarded and the new offspring is generated. If the
offspring and the parent do not dominate each other, a comparison set of previously
nondominated individuals is used. For maintaining diversity along Pareto front, an
archive of nondominated solutions is archived. A new offspring is compared with the
archive to verify if it dominates any member of the archive. If yes, then the offspring
enters the archive and is accepted as a new parent. The dominated solutions are
eliminated from the archive. If the offspring does not dominate any member of the
archive, both parent and offspring are checked for their nearness with the solution of
the archive. If the offspring resides in the least crowded region in the parameter
space among the members of the archive, it is accepted as a parent and a copy is
added to the archive.
•

Non-dominated Sorting Genetic Algorithm (NSGA): It was developed by K. Deb and
his students. Initially a random population, which is sorted based on the no
domination concept, is created. Each solution is assigned fitness equal to its no
domination level. Binary tournament selection, recombination and mutation are used
to create a children population. A combined population is formed from the parent
and offspring population using elitism criteria. The population is sorted according to
the nondomination relation. The new parent population is formed by adding the
solutions from the first front and the followings until exceeding the population size.
Crowding comparison procedure is used during the population reduction phase and
in the tournament selection for deciding the winner.
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•

Adaptive Pareto Algorithm (APA): This algorithm uses a new technique called
Adaptive Representation Evolutionary Algorithm. The main idea of this technique is
to allow each solution be encoded over a different alphabet. Moreover, the
representation of a particular solution is not fixed. Representation is adaptive and
may be changed during the search process as effect of the mutation operator. The
algorithm uses a single population of individuals. The initial population is randomly
generated. Each individual is selected for mutation, which is the unique variation
operator. The offspring and parent are compared. Dominance relation guides the
survival.
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CHAPTER 3: Network optimization
3.1 Networks and graph theory
In the previous chapter a review about multiple objective optimization and the most
common methods to solve multi-criteria problems was covered. However, networks that
are the main subject of this study have not been covered so far. The objective of this
chapter is to give a detailed description about what networks are, how they can be used
to model engineering problems, and how they can be implemented to solve the
reliability network optimization problem applied in telecommunication networks.
Graph theory was introduced as early as 1736 when Euler published a paper about
the seven bridges of Konigsberg. The problem was to find a path to cross all the seven
bridges of the city of Konigsberg without having to cross any bridge more than once.
Euler proved using graph theory that such journey was impossible. He developed a
model that can be applied not only for Konigsberg bridges, but to any network of bridges
from anywhere. Network theory is a part of graph theory that study networks as a
representation of symmetric relations or asymmetric relation between discrete objects
covering a large range of fields. Some examples of these networks are: gene regulatory
networks, metabolic networks, social networks, Transportation networks, distribution
networks, World Wide Web to mention a few [11].
A network can be defined as a series of points or nodes interconnected by
communication paths. In Figure 11 several network examples are presented. Nodes are
represented by circles and the arcs or lines represent the links of the network. Links in
the network can be bidirectional or unidirectional, and each link normally has associated
values, functions, related to specific parameters of the network.
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Figure 11: Network Examples

Mathematically a network can be defined as a graph G= (N, L). Where N= # of

nodes and L= # of links and N ≠ 0 [12]. If the set L is empty and the network consists
only of nodes the network is called null network. On the other hand a network that has
all the possible links connected without redundancies is called full connected network.

These two configurations are presented in Figure 12.

Figure 12: Fully Connected & Null Network

In Figure 11 several network examples are presented. It can be observed from that
picture that links can have one direction or can be bidirectional an also that can be more
the one link to connect two nodes. This redundancy is not common in network notation
and it is normally avoided. A network that its links has direction is called directed

network or dinetwork. In Figure 12 a network with bidirectional links is presented.
Finding a path through a network under different conditions is the fundamental objective
to use networks to model practical problems. These problems can be applied in many
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areas such as transportation, electric distribution, communication networks, etc. The
following examples can help to understand how networks can be applied to several
fields.
Mechanical networks: The nodes in these networks are joints between arcs
representing linear mechanical elements such as rods, beams, and springs. These
networks normally generalize the concept of particle systems and extend their
application
Electrical Networks: In electrical systems, electrical junctions are represented by the
nodes of the network, whereas the arcs represent wires, resistors, batteries,
generations, and other electrical components.
Transportation networks: The elements of N represent certain places (cities,
warehouses, factories, etc. Elements of L are transportation links (roads shipping
routes, etc). In this case parallel arcs or links are allowed since there may be more than
one means of transportation between two locations. The links are commonly bidirectional, unless there is only one direction of transport of interest. Another important
characteristic in a transportation network is that each link has a quantity of material
passing through one node to another. Such quantities may be subject to various
constraints and costs.
Telecommunication networks: In this, case the nodes are places (transmission
facilities, satellites, etc) and links are cables, microwaves, etc, the material being
transported consists of call, messages, data, etc. links are commonly bi-directional and
redundancies between nodes are not commonly allowed. Telecommunication networks
are used to analyze several aspects for the network. For instance, estimate how much
capacity can be expected to be available between two locations. Another problem is to
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analyze the reliability of the network or its vulnerability to disaster. This work focuses in
determining how to evaluate the reliability of a telecommunication network.
3.2 Networks representation
The examples presented before represent a network as a picture or figure. This
notation is useful to understand connections and to observe how the network is built.
However, in order to be able to work with networks using a computational system
another representation is needed. There are several forms to represent a network or
graph [13]:
•

Incidence list

•

Adjacency list

•

Incidence matrix

•

Adjacency matrix
Incidence list: This representation uses an array, also known as a vector or list, each

element in the array corresponds with a single link. Each link is formed of two elements;
the first is a list number or the number of a link and the second element is the end point
of the link. Therefore, an incidence list for a graph G is given by:
(a) The number of nodes or vertices n
(b) n list L1,…, Ln, where Li contain the links beginning in node i. Here a link l= ij is
recorded by listing its name and its end point j, that is (l,j). For instance a network
presented in Figure 13 can be represented as follows:
(a) n=4
(b) L1:(1,2),(6,3) ; L2:(2,4),(5,3); L3:(4,4); L4:(3,1)
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l1

2
l5

1
l6

4

l2
l3

3

l4

Figure 13: Digraph Example

Adjacency list: this representation is very similar to the incidence list, but in this case
each link is formed by one element that represents the end point of a specific link. In
this representation, each node Ni has a list of which nodes it is adjacent to. This
representation makes easier to find all the nodes which are connected to a single node,
since these are explicitly listed. Therefore, an adjacency list for a graph is given by:
(a) The number of nodes or vertices n
(b) n list L1,…, Ln, where Li contains the nodes j or end points for each link l (i,j). For
instance a network presented in Figure 13 can be represented using adjacency list as
follows:
(c) n=4
(d) L1:2,3 ; L2:3,4; L3:4; L4:1
As can be observed both representations have advantages and disadvantages.
Incidence list are used when information about links is more desirable than the
information about the nodes.
Incidence Matrix: This representation uses a matrix (NxM) of M links by N nodes. If
the node is an endpoint to the link, a value of 1 is assigned to their crossing, otherwise,
a value of 0 is assigned. The Incidence matrix that represents the network from Figure
13 is presented in table 1. This representation represents a terrible waste of space in
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memory as every column or row represented by the link can only have two values of 1
while the rest are labeled 0. This situation becomes worse if the network is larger and
has just few links inside.
Table 1: Incidence Matrix
L1

L2

L3

L4

L5

L6

Node 1

0

0

1

0

0

0

Node 2

1

1

0

0

0

0

Node 3

0

0

0

0

1

1

Node 4

0

1

0

1

0

0

Adjacency matrix: This representation uses a matrix N x N, where N is the total
number of vertices in the graph. If there is a link from some node x to some node y, then
the element would be 1, otherwise it would be 0. The adjacency matrix that represents
the network from Figure 13 is presented in Table 2.

Table 2: Adjacency Matrix
Node 1

Node 2

Node 3

Node 4

Node 1

0

1

1

1

Node 2

0

0

1

0

Node 3

0

0

0

1

Node 4

1

0

0

0

In this case, the graph represented is a directed graph, where the direction is given
from node from row i to node from column j. if the graph from Figure 12 is considered as
a bidirectional graph that means that each link is bidirectional the adjacency matrix is
given by Table 3. For adjacency an adjacency matrix is easy to observe that the
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diagonal of the matrix is always 0 and that for a bidirectional network the matrix is
always symmetric. The space needed in memory is n2 places that represent a lot of
memory for a larger network. This representation should be only used to represent a
digraph that has many links.
Table 3: Adjacency matrix for a bidirectional graph
Node 1

Node 2

Node 3

Node 4

Node 1

0

1

1

1

Node 2

1

0

1

1

Node 3

1

1

0

1

Node 4

1

1

1

0

Due to the amount of memory needed to store a network using a matrix representation,
list representation is preferred. However, some algorithms used in networks to evaluate
the shortest path or the max network flow uses the matrix representation.
3.3 Networks and trees
Networks or graphs that are encountered in most of the applications are connected
graphs that mean that each node is connected to at least other node in the network and
all nodes work. Among connected graphs trees have the simplest structure and are
perhaps the most important ones [14]. The word tree suggests branching out from a
root and never completing a cycle. Trees as graphs have many applications in network
models, especially in data storage and communication such as telecommunication
networks [15].
A tree is a connected, acyclic (if it has no circuits), undirected (links have no
direction) graph G. If an undirected graph is acyclic but possibly disconnected, it is
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called a forest. Many algorithms use in graph theory that work for trees also work for
forests. Figure 13 shows three examples: Figure 14(a) shows a tree that satisfies all the
conditions to be a tree, and Figure 14(b) shows a forest. The forest in Figure 14(b) is
not a tree because it is not connected graph. The example in Figure 14(c) is neither a
tree nor a forest, because it contains a cycle in it [15].

(a)

(b)

(c)

Figure 14: (a) A Tree (b) A Forest (c) A Graph That Contains a Cycle

Summarizing, a graph is a tree if it satisfies the following conditions [13]:
•

G does not contain any cycles, but adding any further link yields a cycle

•

Any two nodes of G are connected by a unique path

•

G is connected and l=n-1

•

Any link of G is a bridge

3.3.1 Spanning trees and cut sets
A spanning tree T of a connected, undirected graph G is a tree composed of all the
nodes or vertices and some (or perhaps all) of the links of G. Informally, a spanning tree
of G is a selection of links of G that form a tree spanning every node. That is, every
node lies in the tree, but no loops are formed. On the other hand, every bridge of G
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must belong to T. In this section, some interesting results which relate cut sets and
circuits to spanning trees and co-spanning trees are discussed. It is obvious that
removal of a cut set S from a connected graph G destroys all the spanning trees of G. A
little thought will suggest that a cut set is a set of edges whose removal from G destroys
all spanning trees of G.
3.3.2 Breadth-First Search and Depth-First search
Many graph algorithms require a systematic method of visiting the vertices of a
graph. There are two methods that can be used to produce efficient algorithms. The
breadth-first search and the depth-first are such methods. To discuss these two
algorithms, it is important to introduce two basic data structures: stacks and queues. A
stack is a list in which insertions and deletions are always made at one end, called the
top. The top item in the list is the most recently inserted. Stacks are sometimes referred
to as LIFO lists (Last in, first out). A queue is a list in which all insertions are made at
one end, called the tail, and deletions are made at the head. Queues are referred to as
FIFO lists (first in, first out) [17].
Breadth-First Search (BFS): BFS is a search method that aims to expand and
examine all nodes of a graph or combination of sequences by systematically searching
through every solution. In other words, it exhaustively searches the entire graph or
sequence without considering the goal until it finds it. From the standpoint of the
algorithm, all child nodes obtained by expanding a node are added to a FIFO queue.
The pseudo code is presented next.
Input: An unweighted graph or digraph and a start node u
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Idea: Maintain a set R of nodes that have been reached but not searched and a
set S of nodes that have been searched. The set R is maintained as a FIFO list
(queue) so that the first vertices found are the first vertices explored.
Initialization: R={u}, S= 0, d(u,v)=0.
Iteration: as long as R ≠0, we search the head node v of R. The neighbors of v
not in R or S are added to the tail of R and assigned distance d(u,v) + 1, and then
v is removed from the head of R and placed in S. Figure 15 shows the behavior
of the BFS method.

Figure 15: BFS

Space Complexity: Since all of the nodes of a level must be saved until their child
nodes in the next level have been generated, the space complexity is proportional to the
number of nodes at the deepest level. Given a branching factor b and graph depth d,
the asymptotic space complexity is the number of nodes at the deepest level, O(bd).
When the number of nodes and links in the graph are known ahead of time, the space
complexity can also be expressed as O ( | L | + | N | ) where | L | is the cardinality of the
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set of links (the number of links), and | N | is the cardinality of the set of nodes. In the
worst case, the graph has a depth of 1 and all nodes must be stored
Time complexity: In the worst case, breadth-first search has to consider all paths to
all possible nodes the time complexity of breadth-first search asymptotically approaches
O(bd). The time complexity can also be expressed as O( | L | + | N | ) since every node
and every link will be explored in the worst case.
Depth-First search (DFS): It is a search that progresses by expanding the first child
node of the search tree that appears and thus going deeper and deeper until a goal
node is found, or until it hits a node that has no children. Then the search backtracks,
returning to the most recent node it hasn't finished exploring. In a non-recursive
implementation, all freshly expanded nodes are added to a stack for exploration [16].
The pseudo code of DFS is presented next[ 17].
Input: An unweighted graph or digraph and a start node u
Idea: Maintain a set R of nodes that have been reached but not searched and a
set S of nodes the have been searched. The set R is maintained as a LIFO list
(stack) so that the first nodes found are the last vertices explored.
Initialization: R={u}, S= 0.
Iteration: as long as R ≠ 0, we remove the top element v of R and search v. The
neighbors of v not in R or S are added to the top of R.
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Figure 16 shows how BFS Works

Figure 16: DFS

The time and space analysis of DFS differs according to its application area. In
theoretical computer science, DFS is typically used to traverse an entire graph, and
takes time O(|N| + |L|), linear in the size of the graph. In these applications it also uses
space O(|N| + |L|) in the worst case to store the stack of vertices on the current search
path as well as the set of already-visited vertices. Thus, in this setting, the time and
space bounds are the same as for breadth first search and the choice of which of these
two algorithms to use depends less on their complexity and more on the different
properties of the nodes orderings the two algorithms produce.
3.4 Telecommunication & computer networks.
This chapter has covered so far network and graph theory in a general way.
However, this thesis work focuses in the reliability optimization of a telecommunication
network. At the beginning of this chapter, a brief definition about telecommunication
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networks was given. However, more detailed information is needed to understand the
problem that this work wants to address.
A telecommunications network is a network with links and nodes arranged so that
messages may be passed from one part of the network to another over multiple links
and through various nodes. The information passed over the network can be either
voice or data. Examples of telecommunications networks are:
•

Computer network

•

Internet Network

•

Public switched telephone network

•

Global Telex network

•

Aeronautical ACARS network

All telecommunication networks are made up of five basic components that are
present in each network environment regardless of type or use. These components
include terminals, processors, telecommunications channels, computers, and software.
Terminals are the nodes that represent the starting and stopping points in any
telecommunication network environment. Telecommunications processors are support
data transmission and reception between terminals and computers by providing a
variety of control and support functions. Telecommunications channels are the way by
which data is transmitted and received. Telecommunication channels are created
through a variety of media of which the most popular include copper wires and coaxial
cables. Telecommunications control software is present on all networked computers
and is responsible for controlling network activities and functionality [18-19].
Most networks can be classified into several different types. These include wide area
networks (WAN), local area networks, (LAN), virtual private networks (VPN),
client/server networks, network computing, and peer-to-peer networks [20-21].
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Wide Area Network (WAN): Any network that encompasses a large geographic area
is referred to as a WAN or Wide Area Network. Many large businesses and government
agencies use WANs to keep their employees and citizens connected as well as provide
a quick and effective way to send and receive information.
Local Area Network (LAN): Similar in many ways to WANs; Local Area Networks or
LANs are responsible for connecting computers in a much smaller limited physical area.
A good example of a LAN would be a hotel's wireless Internet offering which is selfcontained within their own facility. There are multiple standards for Local Area
Networks. Examples include IEEE 802.3 (Ethernet), IEEE 802.11 (Wi-Fi) or ITU-T G.hn
Personal Area Network (PAN): A Personal Area Network (PAN) is a network that is
restricted to the area of a person's body. It is much smaller than a Local Area Network.
It typically incorporates ad hoc connections to other PANs or directly to Bluetooth
devices.
Virtual Private Network (VPN): Virtual Private Networks or VPNs are a type of network
that builds off of the concept of a WAN, however relies upon the internet and an
encrypted connection mechanism to establish a secure environment for internal or
external employees or customers.
Client/Server Network: The Client-Server network architecture continues to be the
main architectural choice for most enterprise network computing. In a client/server
environment the client (i.e. PC) relies on a LAN to connect with a back office network
server that is responsible for the connection, retrieval, and storage of data and other
critical company or personal information.
Network Computing: Network computing is a network architecture that has grown
with the Internet and resulting connection speeds. In a network computing architecture a
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computer uses its web browser to connect to another network computer that actually is
running the application. A good example of this architecture in use is Google Docs, or
Microsoft Office online. Both services allow users the ability to login to Google or
Microsoft servers respectively and work similarly to how it would be performed on their
own computing environment.
Peer-to-Peer Network: Peer to peer networks are now beginning to be realized for
the positive benefits they provide and not as only used for the sharing files. Peer-to-peer
networks can be separated into two major types: Central Server and Pure. In a central
server environment one host server maintains all active connections and shared
information. When information is requested, the central server informs the user where
they can receive the file and allows the connection directly to the other PC to download.
A pure peer-to-peer network has no central server to maintain active users. It relies
instead on the individual computers to seek out all other computers offering the same
information being requested [19].
3.5 Network Reliability
In a Telecommunication network, regarding the type of network, the communication
over the network assumes the availability of a reliable network. At this level, data are
expected to traverse the network and to arrive intact at their destination. The physical
systems that compose a network, on the other hand, are subject to a wide range of
problems, ranging from signal distortion to component failures [22].
The concept of all- terminal network reliability, proposed by Kel’mans, is defined as
follows: Let G be a graph that represents the topology of a network. Assume that the
nodes are perfectly reliable, but the links operate independently with a probability p. The
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network is operational if the underlying probabilistic graph is connected. In the reliability
network problem there are three main cases or scenarios:
All- terminal: The all-terminal reliability can be defined as the probability that each
node in a network can communicate with every other node [23]. It means that the
network has to form at least one spanning tree. In order to find out if there is a spanning
tree several algorithms have been proposed by previous researches. The efficiency and
computational time of some algorithms are discussed in Bazlamacci [24]. In the present
research, the method selected to investigate if there is a spanning tree is the BreadthFirst Search method, and to evaluate the network reliability, a Monte Carlo simulation is
implemented.
k-terminal: The k-terminal reliability can be defined as the probability that
considering k specified nodes of a network there exits paths between each pairs of the k
nodes [23]. Hardy et al. [25] proposed a binary decision procedure to calculate the exact
network reliability. A similar approach is also used in Ghasemzadeh et al. [26]. In the
present research, the Breadth-First Search method used to evaluate the all-terminal
reliability was modified to be implemented in the k-terminal case.
Two-terminal: The two-terminal case represents a sub case of the k-terminal case.
Therefore, the methodology used to evaluate this case is the same as the one used in
the previous case but the only difference is that the number of nodes required to be
connected are always two. Jane et al. [27] solved the two-terminal network reliability
problem using a practical bounding algorithm. Cook et al. [28] analyzed the two-terminal
problem in a mobile ad-hoc wireless network.
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A solution for the network reliability problem is a network configuration that consists
of a list of the links that have to be active in order to maximize the reliability. Due to the
large amount of possible solutions and the combinatorial nature of the problem, the
network reliability optimization problem is considered as an NP-Hard allocation problem.
In literature researchers had addressed the network reliability design problem either
considering the maximization of the system reliability for all cases (all-terminal, twoterminal, k-terminal) or the minimization of total system cost subject to diverse
constraints [29]. Just a few approaches have considered the problem as a multiple
objective optimization problem.
The exact calculation of network reliability is an NP-hard problem by itself, with
computational time and effort increasing exponentially as more nodes and links are
added to the network [30]. Due to the complexity in the reliability calculation of these
types of networks, minimal cut sets have been previously used in [31]. Also, a similar
approach is presented in [32] using a Tree Cut and Merges algorithms. Although this
method has proved to be effective, it becomes impractical to use it in relatively large
networks. For those kinds of networks meta-heuristic methods have proven to obtain a
very good approximation for this metric. For instance Smith et al.[30] developed a
methodology using an artificial neural network (ANN). Ramirez Marquez et al [33] and
Smith et al. [34] used Monte Carlo (MC) simulation to estimate the network reliability. In
[35] a combination between ANN and MC simulation is implemented to estimate the allterminal reliability of a network. Other interesting approaches to evaluate network
reliability have been presented in literature. For instance, in [36] a binary-decisiondiagram and sensitivity analysis was implemented for the two-terminal case. Whereas,
in [32] the tree cut and Merge algorithm that is a Hybrid modification for a MC was used
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reducing the high computational cost of MC simulation that is one of the most important
disadvantages of this method. In this paper, a MC simulation was the chosen method
for reliability estimation. Since MC simulation is a meta-heuristic method to iteratively
evaluate a deterministic model using sets of random numbers as inputs, MC simulation
is suitable to be used when the model is complex, nonlinear, or involve several
parameters. Even though there are many different methods to evaluate the reliability of
the network, MC simulation is the method used in this work.
3.5 Monte Carlo Simulation
A Monte Carlo (MC) method is a technique that involves using random numbers
and probability to solve problems. The term Monte Carlo Method was coined by S. Ulam
and Nicholas Metropolis in reference to games of chance, a popular attraction in Monte
Carlo, Monaco.
There is no single Monte Carlo method; instead, the term describes a large and
widely-used class of approaches. However, these approaches tend to follow a particular
pattern:
•

Define a domain of possible inputs.

•

Generate inputs randomly from the domain using a certain specified probability
distribution.

•

Perform a deterministic computation using the inputs.

•

Aggregate the results of the individual computations into the final result.

In the next chapter, a more detailed explanation of how MC simulation was used to
evaluate the network reliability will be presented.
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CHAPTER 4: The proposed algorithm
In previous chapters, several important concepts were epxlained. In chapter one, the
network reliability problem was introduced as a multiple oblective optimization problem.
In the second chapter, the notion of multiple criteria optimization was introduced and
several methods used in optimimization problems that involve more than one objectives
were presented. Chapter 3 introduced network and graph theory. In that section the
concept of

telecomunication network was presented and the different type of

telecomunications were briefly expained.. In Chapter 3 the complexity of obatining the
relibility of a network and some methodologies and aproaches were presented. In the
present chapter, the problem and the methodoly proposed to solve the reliability
network optimization problem as a multiple objective optimization are presented.
The telecomunication network design problem cosists of dermining the optimal
collection of links that have to be active in order to optimize several important objectives
such as reliability, cost, weight among others. A solution for the problem is a network
configuration or network topology that consists in a list of the links that simultaneously
optimize the desired objectives. Due to the large amount of possible solutions and the
nature of the problem this problem is considered as an NP-Hard combinatorial
allocation problem. A simple method to solve these type of problems is to evaluate all
the considered objectives for all the possible solutions and choose the one which has
the better objective values. Usually, because of the nature of the problem a unique
solution does not exist and the selection of one solution over others is also a problem
that has been fully studied in literature. However, the evaluation of all the possible
solutions become impractical in real life problems such as in the network reliability
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problem where the number of solutions increases exponentially as the number of nodes

is added to the network.
Due to the importance of designing reliable networks, it is important to develop a

method that can solve this type of problems fast and efficiently. It is easy to observe that
the reliability of the network can be improved increasing the number of spanning trees
or redundancies in the network, but each link in the network is associated with a specific
cost. Even though reliability is important, the system cost is very important as well.
Reliability and cost of a network are two conflictive objectives that have to be optimized

simultaneously. Figure 17 shows a wireless network with 10 nodes and two possible
configurations. It can be inferred that with more links better reliability and higher cost,
and with less links the opposite scenario is obtained. In Figure 17, the circles or nodes
represent terminals (routers switches computers) and lines represent an established
link. The present work adds an additional objective to the equatio
equation
n that is called weight

and it is to be minimized. The combinatorial allocation problem presented consists in
selecting which links have to be activate in order to obtain the highe
highest
st reliability, the
lowest cost, and the lowest weight.

Figure 17:(a) Fully Connected Network: Higher Reliability, Higher Cost

48

4.1 Notation & Assumptions
In previous section the telecommunication design problem has presented. In order to
model the problem as a multiple objective optimization problem some assumptions are
considered:
•

Nodes are perfectly reliable.

•

Link costs, weight and reliability are fixed and known.

•

Each link is bi-directional and there are no redundant links in the network

•

Links are either operational or failed

•

The failures of links are independent.

•

No repair is considered
The notation implemented to model the problem and used in the algorithm is as

follows:
G

Probabilistic graph

x

Network design vector x= (x12, .., x1n, x23, .., x2n, .., xij, .., xnn-1) i<j

N

Set of nodes

L

Set of links

R(x)

All terminal reliability of x

p

Reliability vector of (i,j)

y

Subsystem state design vector

C(x)

Cost of network of vector x

c

Cost vector of link (i,j)

W(x) Weight of network x
w

Weight vector of link (i,j)

f1(x)

Fitness metric 1: dominance count-based

f2(x)

Fitness metric 2: distance-based

F(x)

Aggregated fitness

n

population size

g

number of generation
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E

Elitism parameter

Cross Crossover parameter
The mathematical model to be optimized in this work is presented in Equation 10.
The objectives are to minimize the cost and weight while maximizing the reliability of the
network configuration. It is assumed that the number of nodes, cost, weight, and
reliability vectors are known.
Max R(x), Min C(x), Min W(x)

(10)

s.t.
xij ∈ Bin(0,1)

Where:
x

= Network design vector x= (x12, .., x1n, x23, .., x2n, .., xij, .., xnn-1) i<j

R(x) =Network reliability of x
C(x) =Total network cost
W(x) =Total weight cost
Vector x represents our decision variable. In other words, x represents a network
configuration or a possible solution for our optimization problem. R(x), C(x), W(x) are
the three objectives to be optimized. In order to model our decision variable x, consider
a network G= (N, L) in which N represents the number of nodes and L represents the
set of bidirectional links. |L|=l. For a fully connected network l = (n(n-1))/2. The network
state vector x=(x12,..,x1n,x23,..,x2n,..,xij,..,xnn-1) represents the state of all the links of the
network (network configuration). The value xij=0 denotes that the link is broken and xij=1
denotes that the link between nodes i and j are established. Each link in the network
has

a

specific

reliability.

This

reliability
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is

represented

using

a

vector

p=(p12,..,p1n,p23,..,p2n,..,pij,..,pnn-1). Costs and weight for each link are represented by
vectors c and w [33]. For illustration purposes, consider Figure 18 with a small network
showing that links between nodes {1-2}, {2-3}, and {1-4} are active.

2
[x12 x13 x14 x23 x24 x34]
4

1

[1 0 1 1 0 0 ]

3

Figure 18: Example of a Network Configuration
The problem presented is a combinatorial optimization problem that considers three
objectives to be optimized simultaneously. In Chapter 2 the most common methods to
solve multi-criteria decision making problems were explained. An option is to choose a
mathematical method such as goal programming and lexicographic method. However
these methods do not really optimize all the objectives simultaneously. Utility theory is
another mathematical method used to solve multiple objective optimization problems
even though this method obtains a very good solution its implementation is very difficult
and sometimes impossible.
Meta-heuristic methods are another alternative to solve this type of problems. Metaheuristic methods normally mimic a natural behavior for a specific phenomena such as
evolution, how animal find their food, how the human brain works among other. The
behaviors are adapted into an algorithm to solve a variety of problems. These methods
have proved to obtain very good solutions in very complex problems. However one
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important drawback is that the solutions obtained are just approximations and they
cannot guarantee to obtain a global optimal solution.
Among meta-heuristic methods, evolutionary algorithms are commonly used to
solve optimization problems due to the flexibility of the approach and because it is
relatively easy to implement. There are several multiple objective evolutionary
algorithms that have been proposed in literature (see chapter 2). However, they
represent general algorithms that need to be adapted to a specific problem. This work
proposes a new MOEA applied to solve the three cases of network reliability problems
considering the three objectives to be optimized simultaneously.
A mentioned in previous chapters, a MOEA is an evolutionary algorithm. Its
behavior is based in Darwin’s evolutionary theory. The main idea behind this concept is
that the best individuals in a population will survive and generate a better individual. If
we consider individuals as a solution and we consider that better solutions have better
objectives, then it is logical to think that those solutions can generate also good
solutions.
The proposed MOEA is basically divided in four stages: initialization, evaluation,
selection, and reproduction. A general flow chart is presented in Figure 19, each step
will be explained in detail in further sections.
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Initialize First Generation

Initialization

•Evaluation of objective functions
•Get a Pareto Set

Evaluate
Fitness 1

Evaluate
Fitness 2

Evaluate
Ag. Fitness

Elitism, crossover & mutation

Evaluation

Selection

Reproduction

New
Population

Figure 19: Algorithm’s Flow Chart
4.2 Algorithm’s steps.
4.2.1 Initialization.
The first step of the algorithm is to generate the initial generation of possible
solutions. This step is vital because all the next generations will be created from the first
one.
The way the many proposed evolutionary algorithms deal with this issue is
generating the first generation randomly in order to obtain diversity of solutions in the
first generation. How that random generation does affects the performance in terms of
the number of iterations to find the approximate solution of the algorithm has been the
topic of many previous works. For instance Maaranen [37] presented an study of how
Quasi-random initial population affects GAs. On the other hand Karci [38] proposed a
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method of generating the initial population by using upper and lower bounds of variables
instead of of pseudo-random sequence. Park et, al [39] presented that generating a
good initial population is very important and they used G&T algorithm to generate the
initial population for a scheduling problem.
In the presented method, n number of possible network design configurations (x
vectors) are randomly generated. Each generated solution has to represent a possible
solution for example a null network or network with no links is considered as no feasible
solution. Depending of the case that is considered (all-terminal, k-terminal, and twoterminal) each gerated solution is checked for feasibility. Figure 20 shows an example
of an initial population of 8 chromosomes for a network with 4 nodes. Each vector
represents a possible solution for the problem. How to evaluate each objective
(R(x),C(x), and W(x)) for each solution is explained in the next section

x12

x13

x14

x23

x24

x34

R(x)

C(x)
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0
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0
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1

0

1

0.95
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Figure 20: Initial Population
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4.2.2 Evaluation.
In this stage, the three objectives considered will be evaluated for each generated
network. The evaluation of the cost and weight does not represent any problem and can
be calculated straight forward. However, reliability evaluation is more complicated.
The all-terminal network reliability evaluation is an NP-hard problem (Chapter 3).
There are two main approaches to obtain the all-terminal reliability. One option is to
obtain an exact calculation using analytical methods [40] and, another one is using
estimation by Monte Carlo simulation [41]. In order to evaluate the all terminal network
reliability, several approaches have been proposed. Rocco [23] proposed a method
using a cellular automata and Monte Carlo simulation. Other approaches using MC
simulation are presented in [34]. Due to the flexibility an accuracy of the method, MC
simulation was used to obtain the all-terminal network reliability in the present work
4.2.2.1 Reliability evaluation.
MC simulation is a probabilistic simulation method that can be used to solve different
types of problems. The reliability of the network is evaluated generating randomly many
possible networks configurations and determining how many of the networks generated
are connected. The connectivity is evaluated for all-terminal, k-terminal, and twoterminal. The method works as follows: Given a proposed network design (vector x) and
a given vector p, set Q=0 (# of successes). Then, generate a subsystem state vector y
(dependent on vector x). To obtain vector y, a random number between 0 and 1 is
generated for each link in the network and compared to vector p. Then, evaluate if the
new network design defined by vector y has connectivity depending of the case
evaluated (all-terminal, k-terminal, and two-terminal.) and update the counter of
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connected systems (Q=Q+1). The procedure is repeated for a specific number of runs
(10,000, or more). The reliability of the x vector or chromosome is obtained dividing the
# of successes by the # of runs. The described method can be observed in the pseudo
code presented in Figure 21.

Figure 21: Pseudo Code for Network Reliability Evaluation

The pseudo code presented in figure 21 is explained in more detail in figure 22.

Vector x: A possible solution
Vector p of reliability of each link

1
2

x12

x13

x14

x23

x24

x34

1

1

0

1

0

1

.90

.87

.78

.95

.91

1

1

0

0

0

1

Vector q of random values between 0 and
one for each connected link of vector x
.85

3

.87

.89

NA

.82

NA

.90

Prove if the new network configuration y satisfy the
connectivity of the network depending of the case
that is considered (all-terminal, k- terminal, twoterminal)

2
1

4
3

Repeat for 10, 000 times

4
Figure 22: MC Simulation Method
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If yes count it as a
success

4.2.2.2 Cost & Weight Evaluation:
Cost and weight evaluation is easier than the evaluation of reliability. Detailed
explanation of the procedure used is not necessary. Figure 23 shows in an easy way
how cost is obtained.
Vector x: A possible solution
Vector c of cost values of each link

1
2

x12

x13

x14

x23

x24

x34

1

1

0

1

0

1

.87

.90

.87

.78

.95

.91

Vector c of cost values n 0 and one of each
connected link of vector x
20

89

NA

62

NA

72

20

+

89

+

62

+

72

Figure 23:Cost Evaluation

Once the three objectives are evaluated for each possible solution or chromosome
in the population the next step is selection. Better solutions are needed to generate new
solutions. Based in the Pareto dominance concept, just nondominated solutions are
considered for selection. Therefore, the previous step before selection is to eliminate all
the dominated solutions from the population. Some works have proposed that combing
good solutions with bad solutions generate better solutions than solutions generated
just for good solutions. This work bases its behavior in the Pareto dominance concept
working just with nondominated solutions.
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Figure 24: Eliminate dominated solutions

4.2.4 Selection.
This stage of the algorithm has special importance because in this step the solutions
that will be part of the new solution for next generation are selected. In order to select
the best solutions among the set of no dominated solutions, two fitness functions are
considered [42]. The main idea for a fitness function in evolutionary algorithms is to
measure the quality of the represented solution. This topic has been considered in
many previous works because selection is a vital step in any evolutionary algorithm. For
instance, Sano & Kita [43] proposed a GA for optimization of continuous fitness
functions with observation noise utilizing history of search so as to reduce number of
fitness evaluation. Kuncheva [44] proposed an editing technique for the k-nearest
neighbor (k-NN). Other approach treats the problem using a Vectorizing Fitness
function. These works take in to consideration the two fitness functions presented in [42]
The first fitness metric, f1(x), is a dominance count-based metric. It aims to select
individuals which are more dominating (intended to achieve proximity). While the
second fitness metric, f2(x), is distance-based. This metric is intended to maintain
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population diversity. Solutions that are farther away respect to other solutions (Euclidian
distance) have better fitness values.
4.2.3.1 Fitness metric 1.
This fitness metric intends to obtain solutions that are close to the true Pareto front
of solutions. By true Pareto Front, it is understood the set of nondominated solutions
that is obtained when all the possible solutions in the problem were obtained. In other
words the true Pareto is the set of global optimal solutions. However, the true Pareto
front is never known. Hence, selecting solutions that are close to the true Pareto front is
not straight forward.
This fitness metric is dominance count based. The main idea behind this metric is
that solutions that are close to the true Pareto front tend to dominate more solutions
than solutions that are farther away from the true Pareto front. This idea is presented in
Figure 25. Closer solutions to the true Pareto front dominate more solutions than other
solutions.

Figure 25: Dominance Count Based Fitness Concept

This metric basically gives a better fitness value to solutions that dominates more
solutions and a lower value to solutions that dominate fewer solutions. Consider the
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population presented in Figure 24. Figure 26 shows the dominance count for each
solution and the given fitness value for each solution.

solutions

Complete population
R(x)
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Figure 26: Fitness 1 Calculation

The fitness values are given as follows: Let’s consider the example in Figure 25, the
maximum dominance count is 3, then we consider 5 intervals and divide the maximum
dominance count by the number of intervals, then we give a fitness value depending in
the interval that each solution belongs. This procedure is presented in Table 4. The
number of intervals can be defined by the designer.
Table 4: Fitness Values for Intervals

Fitness
value

Intervals

solutions

1

0 ≤ Dominance count < 0.6

6

2

0.6 ≤ Dominance count <1 .2

7

3

1.2 ≤ Dominance count < 1.8

0

4

1.8 ≤ Dominance count < 2.4

3

5

2.4 ≤ Dominance count ≤ 3.0

1,2
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4.2.3.2 Fitness metric 2
This fitness metric intends to achieve diversity of solutions. In other words, it
intends to cover all the search space. Sometimes, generated solutions cover just one
part of the search space and these solutions normally generate solutions near to them.
This situation is not desired because there is a risk to stay in a local optimal and not find
a global optimal solution. In order to prevent this situation fitness 2 (distance-based
metric) give a better value to solutions that are far away from other solutions. By doing
this, it is assumed to obtain a better spread of the solutions. Figure 27 shows a scenario
where some clusters are generated. And the objective is to select solutions that farther
away from others and not only solutions from the same cluster.

Min
f2(x)

improve

Min
f1(x)

improve

Figure 27: Solutions in Clusters

Fitness metric 2 is distance-based and is evaluated as follows: Consider again the
nondominated solutions from Figure 23. The first step is to normalize all the objectives
in order to have all the objectives in the same terms. Table 5 shows the objectives
normalized. Since reliability is wanted to be maximized and the other two objectives
minimized, negative reliability is considered to have all objectives in minimization terms.
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This will make calculation easier. However, this will not impact the reliability evaluation
at all.
Table 5: Normalized objectives
Non
dominated
Solution

Negative
Reliability

Cost

Weight

1

0.071429

0.337748

0.929825

2

0.142857

0.42053

0.877193

3

0.642857

0.006623

0

6

0

1

0.77193

7

1

0

1

The next step is to compute the Euclidean distance from each solution to the
others. Next, the sum of the distances from each solution to the rest of the solutions is
obtained, and the maximum and minimum value of all the sums is calculated. Table 6
shows these values.
Table 6: Euclidean Distance
Individual

1

2

3

6

7

1

0

0.121346

1.140504

0.684551

0.990577

2

0.121346

0

1.091232

0.606032

0.962611

3

1.140504

1.091232

0

1.412777

1.061883

6

0.684551

0.606032

1.412777

0

1.432486

7

0.990577

0.962611

1.061883

1.432486

0

Sum

2.936978

2.781221

4.706395

4.135846

4.447557

Min

2.781221

Max

4.706395
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The ranges of values are considered in the same manner for the fitness metric 1.
The values for each solution for 5 ranges are presented in table 7.
Table 7: Intervals for Fitness Metric 2

Fitness
value

Intervals

solutions

1

2.781221 ≤ Dominance count < 3.166256

1,2

2

3.166256 ≤ Dominance count <3.551291

0

3

3.551291≤ Dominance count < 3.936326

0

4

3.936326≤ Dominance count < 4.321361

6

5

4.321361≤ Dominance count ≤ 4.706395

3,7

Now fitness metric 2 is evaluated. Figure 28 shows the nondominated solutions with
their respective fitness values

solutions

Complete population
R(x)

C(x)

W(x)

Sum of distance

Fitness # 2
values

1

0

1

0

0

0

1

0.98

300

0.78

2.9369

1

2

1

1

0

0

1

1

0.97

325

0.75

2.78122

1

3

1

0

0

1

1

1

0.90

200

0.25
1

4.7063

5

4

1

1

0

0

0

0

0.85

500

0.97

dominated solution

dominated solution

5

0

1

0

0

0

1

0.78

450

0.88

dominated solution

dominated solution

6

0

1

1

0

0

1

0.99

500

0.69

4.1358

4

7

1

1

1

0

0

1

0.85

198

0.82

4.4475

5

8

0

1

1

1

0

1

0.95

330

0.79

dominated solution

dominated solution

Figure 28: Fitness 2 Calculation
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4.2.3.3 Aggregated fitness metric
Finally, the third fitness metric used is the aggregated fitness metric, fa(x). The
aggregated fitness metric is the result of the sum of fitness metric 1 plus fitness metric
2; fa(x)= f1(x) + f2(x). It aims to weigh both metrics equally. Then, the nondominated
solutions are ranked based on this aggregated fitness metric. At this point it is assumed
that solutions with better aggregated fitness value are solutions that are closest to the
true Pareto front and also farther away from other solutions. Figure 29 shows
nondominated solutions ranked from their respective aggregated fitness values

solutions

Fitness 1

Ranked solutions

Fitness 2

Ag. Fitness

3

1

0

0

1

1

1

4

5

9

7

1

1

1

0

0

1

2

5

7

1

0

1

0

0

0

1

5

1

6

2

1

1

0

0

1

1

5

1

6

6

0

1

1

0

0

1

1

4

5

Figure 29: Aggregated Fitness Metric

4.2.4 Reproduction:
In this section the current ranked solutions for the previous step will generate the
new individuals that will be part of the next generation. Three parameters considered for
reproduction are: elitism, crossover, and mutation.
4.2.4.1 Elitism
Elitism is used to prevent losing the best solutions from each generation. At this
step, a percentage of the nondominated solutions with the best aggregated fitness are
selected to be part of the next generation. This percentage can be defined by the
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experimenter, in this work is considered the 25% of elitism. Figure 30 shows the set of
nondominated solutions and the part selected by elitism and crossover.

Crossover
75%

Ag. Fitness

Ranked solutions

solutions

3

1

0

0

1

1

1

9

7

1

1

1

0

0

1

7

1

0

1

0

0

0

1

6

2

1

1

0

0

1

1

6

6

0

1

1

0

0

1

5

Elitism 25%

Figure 30: Solutions Selected for Elitism and Crossover

4.2.4.2 Crossover
This operator represents one of the most important parts of any evolutionary
algorithm. Some of the most common operators used in EAs such as one-point or
multiple points are likely to destroy the information obtained previously because of their
random choices of crossover points [7-8]. Another important aspect of a crossover
operator is the ability to create diversity of children in order to explore efficiently the
search space. Therefore is important to select a crossover operator that can create
good offspring and a good diversity for the network reliability problem. The crossover
method used in this study due to the characteristics of the problem is the subsystem
rotation crossover (SURC) presented in [42]. This method produces a larger number of
children in the mating pool, providing a large number of diverse solutions to choose
from.
What subsystem rotation crossover does is divide the chromosome in several
subsystems. Then rotate the first subsystem in order to generate new solutions and
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repeat the procedure until return to the initial accommodation and continue to the next
subsystem and so on. Figure 31 shows the procedure.
Subsystem 1

Sub 2
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Figure 31: Subsystem Rotation Crossover

4.2.4.3 Mutation
The mutation selected for this algorithm is a two point mutation. The mutation
probability selected was pmut= 0.01. For each child, a random number is generated
between 0 and 1, if this number is smaller than 0.01 then the child is selected to
undergo mutation. Once the child is selected for mutation two random point in the
chromosome are generated and the values are switched this can be observed in Figure
32.

1

1

0

0

1

1

1

0

0

1

1

1

Figure 32: Two point mutation
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4.2.4.4 New Population
The new generation is formed by elite parents and new children. 25% of the new
population is form by the elite parents and 75% of children are selected randomly from
the mating pool. Once the next generation is completed, the algorithm returns to the
evaluation stage and repeat the procedure until the specified number of generations is
reached. Figure 33 presents how the new generation is formed.
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0
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1
1

0
0
0
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1
1
0
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1
1
1

1
1
1
0
1
0

Figure 33: New population

After the specified number of generation is reached the algorithm stops and the
nondominated solutions for the last generations represents the solution of the problem.
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CHAPTER 5: Numerical Example
In the previous chapter the behaivor of the developed algorithm was exaplined. In
the present chapter the algorithm was tested in an fiticius network in order to show the
performance of the algorithm.
It is important at this point to recall what is the objective of this new multiple objective
evolutionary algorithm . The reseach objective is finding the best network configuration
or in other words detrmine which links need to be connected in the network in orther to
optimize the following objectives:
•

Maximize reliability R(x)

•

Minimize total network cost C(x)

•

Minimize weight W(x)

The algorithm was fully coded using MATLAB 2007b. The algorthm solved the
network reliability problem for the three well known cases mentioned before (allterminal, k-terminal, and two terminal) . The result for each case was a set of
nondomitaed solutions.
The example consits in a network with 10 nodes. Those are all the parameters
used in the algorithm
•

Network with 10 nodes

•

25% elitism

•

75% crossover

•

1% mutation

•

100 of population size

•

100 generations

•

Computer
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•

Core 2 duo E6550

•

2GB RAM
Table 8 presents da data for each link in the network
Table 8: Links Information

x

x1,2

x1,3

x 1,4

x1,5

x1,6

x1,7

x1,8

x1,9

x1,10

x2,3

x2,4

x2,5

R(x)

0.90

0.85

0.95

0.80

0.99

0.79

0.80

0.92

0.83

0.87

0.99

0.97

C(x)

18

17

17

16

29

5

13

19

17

9

21

19

W(x)

0.30

0.43

0.20

0.39

0.10

0.60

0.70

0.60

0.40

0.53

0.30

0.40

x

x2,6

x2,7

x 2,8

x2,9

x2,10

x3,4

x3,5

x3,6

x 3,7

x3,8

x 3, 9

x 3,10

R(x)

0.94

0.99

0.97

0.85

0.89

0.87

0.82

0.79

0.78

0.77

.95

0.82

C(x)

18

23

17

15

17

18

15

10

9

8

20

17

W(x)

0.52

0.30

0.60

0.10

0.45

0.39

0.42

0.51

0.53

0.60

0.27

0.52

x

x4,5

x4,6

x 4,7

x4,8

x4,9

x 4,10

x5,6

x5,7

x 5,8

x5,9

x5,10

x6,7

R(x)

0.83

0.97

0.92

0.83

0.84

0.75

0.91

0.83

0.87

0.84

0.88

0.89

C(x)

13

25

22

14

13

11

21

17

13

14

19

17

W(x)

0.31

0.1

0.40

0.30

0.41

0.31

0.20

0.38

0.42

0.40

0.20

0.25

x

x 6, 8

x6,9

x6,10

x7,8

x7,9

x 7,10

x8,9

x8,10

x9,10

R(x)

0.93

0.97

0.74

0.99

0.97

0.91

0.80

0.81

0.87

C(x)

20

25

13

29

25

20

17

12

13

W(x)

0.19

0.30

0.30

.11

30

0.38

0.41

0.60

0.50

The maximun number of links that this network can have is 45. Figure 34 shows
a picture with a network with 10 nodes and all the links connected
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9

3

8

4

5

7
6

Figure 34: Fully Connected Network
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5. 1 Two-Terminal network reliability
The two-terminal reliability is represented by the probability that two specific nodes
in the network have connectivity or communication. In this specific case the nodes
considered were node 1 and 2. After running the algorithm for 100 generation a set of
no dominated solution was obtained. Figure 35 shows the results for the two-terminal
case.

Figure 35: Two-Terminal Results
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5.2 k-Terminal network reliability
The k-terminal reliability is represented by the probability of a specific set of nodes in
the network have connectivity or communication. In this specific case the nodes
considered were node 1, 3, 5, 7, and 9. After running the algorithm for 100 generation a
set of no dominated solution for the k-terminal case was obtained. Figure 36 shows the
results of this case.

Figure 36: k-Terminal Results
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5.3 All-Terminal network reliability
The all-terminal reliability is represented by the probability that each node in the
network is connected to any other node in the network. In other words at least one
spanning tree is formed. After running the algorithm for 100 generation a set of no
dominated solution for the all-terminal case was obtained. Figure 37 shows the results
of this case.

Figure 37:All-Terminal Results
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The next step after obtain the Pareto set of nondominated solutions is to select
one solution among the set obtained. This methodology is called post Pareto optimality
analysis. There are many approaches proposed in literature. However, post Pareto
optimality is not a part of the present work.
In order to select one solution let consider the all terminal case and select the
solution that is closest to the ideal point. The ideal point in this case is [1,0,0] that
represents 1 of reliability 0 of cost and 0 of weight. In order to select the solution closest
to this point all the objectives were normalized and the Euclidian distance was used to
select the closest solution to [1,0,0] Considering the all terminal case, table 9 shows the
selected network configuration and figure 38 shows the representation of the same
configuration. The objectives values for the selected solution are:
o R(x)=.849
o C(x)=228
o W(x)=.283
Table 9: Selected Network Configuration

x1,2

x1,3

x1,4

x 1,5

x1,6

x1,7

x1,8

x1,9

x1,10

x 2,3

x2,4

x2,5

x2,6

0

0

0

0

1

0

0

0

0

1

1

0

0

x2,7

x2,8

x2,9

x2,10

x3,4

x3,5

x3,6

x3,7

x3,8

x 3,9

x3,10

x4,5

x4,6

0

0

1

0

0

0

0

0

1

1

0

1

0

x4,7

x4,8

x4,9

x4,10

x5,6

x5,7

x5,8

x5,9

x5,10

x 6,7

x 6, 8

x6,9

x 6,10

0

1

0

0

1

1

0

0

1

1

1

1

1

x7,8

x7,9

x7,10

x 8,9

x8,10
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1

0

1

0

0

0
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Figure 38: Network Representation of Selected Solution
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CHAPTER 6: Conclusions & Future Research
After presented the problem to be solved in Chapter 1, reviewing multiple objective
optimization and network theory in Chapter 2 and 3. A new method was proposed to
solve the network reliability problem in chapter 4. In order to show how the algorithm
works an example was presented for the three cases of the network reliability problem
in chapter 5. Now is time to present some conclusions and comments about the work
presented.
This work introduced a new multiple objective evolutionary algorithm to solve the
network reliability problem considering the maximization of the network reliability,
minimization of the network cost, and the minimization of the weight as objectives to be
optimized simulateusly. Optimizing is understood as to be as good as possible.
However, the presented multiple objective optimization problem involves several
conflictive objectives that make optimizing them simultaneously hard and complicated.
The developed algorithm is based in evolutionary computation that mimics how
biological evolution selects the better adapted individuals to generate new individuals to
be part of future generation. Then the algorithm continues to generate new populations
of solutions until the stopping criteria is reached that can be a specific number of
generation or until the algorithm converges.
The new MOEA developed is flexible enough to be applied to the three cases of the
network reliability problem obtaining good solutions of each case. As any heuristic
search method it is impossible to guarantee a global optimal solution. Instead heuristic
methods obtain very good approximation. The proximity of the solutions obtained to the
true Pareto front can be evaluated obtaining all the possible solution and obtaining the
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true Pareto front of solutions. This method is impractical because evaluate all the
possible solutions of the problem is very complex and almost impossible. Other
alternative is running the proposed algorithm many times and obtain a pseudo Pareto
front of solutions.
The presented algorithm obtain as a solution a set of non dominated solutions, all
the solutions of the set are considered optimal. Then the decision maker has to select
one solution among those solutions. However, the Pareto-optimal set is often large and
cumbersome, making the post-Pareto analysis phase complex. This problem has been
studied in literature and several approaches have been proposed. Taboada [57]
propose two different methods to intelligently filter or reduce the size of the Paretooptimal set. One is pruning using non-numerical objective function ranking preferences.
The second method involves pruning by using data clustering. Zhang [58] also work in
this problem he proposed a min–max method with adaptive weightings. He based his
work in methods based in linear programming and weighted sum methods proposed by
Koski and Lin. Das & Dennis proposed an approach to problem in the same way that
Zhang introducing the normal-boundary intersection method. Other approaches have
been presented by Grierson [60] and Utyuzhnikov [61]. Post Pareto Optimality
represents a very important part of any multiple objective optimization problem because
is in this part where the real solution is obtained. However, Post Paero optimally
analysis is not a part of this thesis and due to the importance of this analysis will be
considered as a future research.
The presented work considers several assumptions in order to simplify the problem.
One of these assumptions considers that the links of the network are operational or
failed. This situation does not happen in reality. In real life link has a level of
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degradation. This issue increases the complexity of network reliability evaluation. YiKuei Lin [62-63] proposed a method using minimal paths to evaluate the reliability of the
network considering multistate links and nodes, focusing in the two-terminal case.
Summarizing, A new multiple objective evolutionary algorithm was developed to
solve the telecommunication design network problem considering three different
objectives to be optimized simultaneously. The results obtained for: the all terminal, kterminal, and two-terminal cases shows the algorithm performs well in the three cases.
In order to expand this work multi state links and post Pareto analysis will considered as
a future research.
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