In this paper a new and original framework for handwriting to speech devices is investigated. This framework is based on a pen-shaped optical mouse connected to a human-machine interaction. The selected approach is divided in four steps: characters acquisition, characters digitalization, characters recognition and speech generation. Characters acquisition uses a penshaped optical mouse connected to a USB port. Characters digitalization is based on the extraction of the coordinates of the pen positions during the drawing of the characters, which are then sent to the character recognition module. This module is based on a artificial neural network algorithm. The identified letters are then put together to build words and possible typesetting errors are corrected. These words are sent one after the other to the speech generator to be pronounced which allow disabled people to communicate easily. Compared to others approaches, the key points and advantage of the proposed framework are the robustness of the algorithm, the real-time interaction, the size and weight of the device (and the price).
INTRODUCTION
Nowadays, oral communication is of major importance both for eyes-to-eyes communication and phone calls. People unable to speak in a normal and easy way (about 3% of the world population) [13] usually suffer from discrimination. However, this kind of handicap is less looked after compare with other kinds of handicap and has very few solutions. It is true that it is still possible for these people to learn a sign language, but this solution suffers from many drawbacks. Indeed, even if most of the signs are used to represent words or ideas, a sign language is far from being universal, and many variations exist. Moreover, apart from disabled people themselves, only very few people know this kind of languages (less than 1% of the world population), and consequently, it cannot really be used to communicate in everyday life. Finally, it takes time to learn this kind of languages, and therefore, this solution is not suited for people who are temporally disabled. A typical example is when people are being treated in hospital for trachea or vocal cords surgery and are unable to speak for a couple of months. Nevertheless, very few solutions exist to help disabled people unable to speak in a normal way. Furthermore, none of them is currently commercialized to a large scale.
In this paper a new and original method and device allowing handwriting to speech devices are proposed. The plan of this paper is the following. Section 2 describes a brief state of the arts of the existing products available. The leblatphone and the FLY TM Pentop Computer are successively presented and their advantages and drawbacks are detailed. In Section 3 a first approach of handwriting recognition using Microsoft ® Office tools is here proposed. Due to the limitation of this approach, an alternative is proposed in Section 4. Section 4.1 describes the preprocessing part i.e. the character acquisition and two new and original algorithms are presented. In Section 4.2 the processing part i.e. the character recognition is presented in details. This part is based on the construction of an artificial neural network. Section 4.3 deals with the postprocessing, i.e. on how to identify the associated word from a succession of characters.This is done by matching the highest probability of the matching word according to the probability of the letters. In Section 5 the word is pronounced in an automatic way through a speech generator. Finally, Section 6 presents the conclusions and perspectives.
STATE OF THE ART
The ultimate goal of this paper is to create a device allowing temporary and permanently disabled people, who are unable to speak easily, to communicate in a normal way, by using new and original algorithms. Even if several products have already been developed, none of them are currently commercialized on a large scale. Among the existing devices it is interesting to mention the leblatphone and the FLY TM Pentop Computer.
The leblatphone [4] , introduced in February 2006 by Fabrice Leblat, won the Concours Lépine held in Paris (France) in May 2006. The leblatphone is based on an innovative keyboard divided into two different parts. Each part consists in a set of phonemes. The combination of two phonemes, one from each part, plays a pre-registered sound stored in the memory of the leblatphone (buttons can also be used to obtain slightly different sounds. ) One major drawback of the leblatphone is that both hands are needed to operate it. As a consequence, using the leblatphone during a long time generates stress in the shoulders and hands' muscle contraction. The design of the keyboard itself also causes problems, since extension to foreign languages implies the change of the keys of the keyboard, in addition to the pre-registered sounds, to fit the language pronunciation. As regards the generated voice, the users cannot choose the nature of the voice (female/male) and the intrinsic limitation of pre-registered sounds may results in low quality output.
An educational toy called FLY TM Pentop Computer [9, 10] has recently been commercialized. This pen is working without any additional device, except a special paper. This toy, dedicated to children and teenagers, consists in an "intelligent" pen, able to read what is written on a special paper and to interpret it. The calculator included in the pen can then be used for various application, and the FLY TM Pentop Computer is able to communicate with the user through a built-in speaker. For example: a child can draw a calculator keyboard on a sheet of special paper and then use it interactively: the pen will compute the result and tell him the answer directly.
The major drawback of the FLY TM Pentop Computer is that it can not work on a casual surface and need a special paper to work.
In this article a new and original framework for handwriting to speech devices is investigated. This framework is based on a pen-shaped optical mouse connected to a human-machine interaction. The selected approach is divided in four steps: characters acquisition, characters digitalization, characters recognition and speech generation. Characters acquisition uses a pen-shaped optical mouse connected to a USB port. The characters digitalization is based on the extraction of the coordinates of the pen positions during the drawing of the characters. The sequence of these coordinates is then sent to the character recognition module. This module is based on artificial neural network and allows to determine the probability for the drawing to match a letter stored in the database. The identified letters are then put together to build words. Finally, these words are sent the one after the other to the speech generator to be pronounced. The key points to keep in mind during the framework proposed in this paper are the following constraints: real-time interaction, weight, size and price.
A FIRST APPROACH OF HANDWRITING RECOGNITION USING MICROSOFT ® OFFICE TOOLS
The English version of Microsoft ® Office proposes an additional module allowing handwriting character recognition. It helps the users to write, with any pointing devices like a mouse, anywhere on the screen. Each time something is written it is converted to text and displayed at the cursor position of the active windows, as if typed on a keyboard. This software has shown robustness
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Artificial neural network based method for handwriting recognition to speech generation and reliability. The major drawback is that no other language version of the module is currently available. In addition a licence should be obtained to run Microsoft ® Office. For this reason, an open-source character recognition alternative is here proposed. This framework is based on the construction of an artificial neural network, devoted to the recognition of letters, and the use of a dictionary, devoted to the automatic correction of possible recognition errors.
AN ORIGINAL APPROACH FOR CHARACTER RECOGNITION 4.1. Preprocessing -Character Acquisition
In this subsection the preprocessing steps of the artificial neural network are detailed. Among the possible approaches to determine which data should be sent to the artificial neural network, two algorithms have been mainly investigated. In the first algorithm: the letter's drawings are regularly discretized, every t 1 seconds, to obtain an array of points. This array is then sent as an input to the artificial neural network. Many variations of this algorithm have been considered, including computing the tangential derivatives of the letters' curves from the points coordinates, and sending them to the artificial neural network instead of the array of points. The second algorithm discretizes the letter's drawing with a fixed number n 1 of points, that is to say that every letter is represented by an array of n 1 points, regardless of their length or the user's writing speed. Consequently, these n 1 points are selected according to a frequency depending on the drawing's duration. The former algorithms are though for single letter acquisition only. Other algorithms have been considered for whole word recognition, but the letter by letter approach has finally been chosen. The first algorithm is now presented.
Algorithm 1 (Character acquisition).
( The second algorithm proposed in this paper is now presented. 
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Artificial neural network based method for handwriting recognition to speech generation Figure 6 . Example of the discretization of a Japanese hiragana with Algorithm 2. From the left to the right, original drawing, discretization every t 3 seconds, re-sampling of the discretization points, points stored in the array sent to the artificial neural network. Figure 5 . Example of the discretization of a European letter with Algorithm 2. From the left to the right, original drawing, discretization every t 3 seconds, re-sampling of the discretization points, points stored in the array sent to the artificial neural network.
Processing -Character Recognition
Neural networks are commonly used in function approximation, classification, pattern recognition and data processing. In the following sections, construction, classification, and learning procedure of the artificial neural network proposed for the character recognition process, are described.
Construction of the artificial neural network
A neural network is a computing solution that is modeled after the cortical structures of the human brain. It consists of interconnected processing elements (the neurons), that work together to produce an output function. The interconnections are called synapses, each synapse is affected with one coeffcient. Figure 7 illustrates a simplified view of an artificial neural network with two inputs and one output. At a basic level, each neuron sums all its inputs pondered by these coefficients. Then using this sum as an input of a non-linear function, gives the output. This result will be one of the inputs of the next neurons. The coeffcients by which the inputs are pondered in each neuron are so called the parameters of the neural network. In order to define these parameters, learning algorithms are applied on hundreds of examples. The learning algorithms available in Neuro One [3] are used in this paper.
Classificator
A classificator [11, 12] is an artificial neural network able to set the probability for an object to belong to a class or to another. For example, in the Romance languages, the purpose of the classificator is to dispatch the shape drawn by the user into one of the twenty-six letters of the Roman alphabet. This classificator is built with the assembly of several small classificators each of them able to classify only between two possibilities. Three approaches could have been implemented and could be summarized as the following:
• one letter versus not itself i.e.
• one letter versus all other letters i.e.
• one letter versus another letter i.e. 
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The first approach is not accurate since the classificator doesn't know what the other letters are. So it is difficult for the classificator to determine the level of dissemblance of the drawn letter compared to the learned letter it should tolerate. For instance, for the "a vs anything else" classificator, it will be difficult to classify a d since "d" looks like a "a" and the classificator doesn't know that "d" exists. So, in order to give a reference to the classificator, it is better to use the second approach.
The advantage of the second one is the small number of classificators needed, only 26 compare to 325 for the third approach. This difference is significant during the learning stage. One drawback of the second approach is that it is not extensible and less accurate. Opposite, the third approach allows to add classes in an easy way. One of its major advantage is to allow to adapt the complexity of each neural network. For instance, the classificator 'a/b' could be modified such as less input are selected compared to 'a/c' since the shape of the letters are less close. 
Selection of the input for Neuro One
Within the range of data available in the array, only few of them are of interest for the classificator. Three different algorithms could be used to determine the level of pertinence of each input data.
At the end of each algorithm, a histogram of the input versus their pertinence level is obtained. A threshold could then be determined for example 60% of pertinence, and only the most pertinent input will be considered. This selection procedure allows to reduce both the computing time of the learning/use of the artificial neural network, and more important avoids any over-learning. In the current implementation of the algorithm, only height values are selected.
Neural Network Learning
In order to build a classificator, preliminary learning of the global neural network should be performed. The goal of this learning is to determine the weight that should be associated to each synapse of the neural network.
For this purpose, several dozen of examples of each letter are used. These letters have already been drawn and stored in a database. As already explained, it is fundamental that all the letters which stand as an example for a given class, are drawn following the same methodology. The important point is not the final shape of the letters but the way to draw them. In the example presented in the Figure 9 all the letters belong to the same class.
The learning procedure starts with a randomized allocation of each weight associated to each synapse of the neural network. Then successive iterations are used to optimize this set of weights. The number of iterations is either limited by an arbitrary fixed maximal number of iterations or by a convergence criterium. These two steps are repeated several times in order to obtain several sets of weights among which one set is selected on the basis of some statistical criteria.
At this stage, one classificator is built, for example 'a/b'. In order to obtain the global neural network, what is left is to create all the classificators, for example 'a/c' .. '/'. Finally, these classificators are merged together to obtain the global neural network.
Once built, the global artificial neural network is able for a given set of input to give the probabilities for this input to match each class.
Postprocessing
For each drawn letter, the classificator output consists in a set of probabilities for this drawing to represent a given letter. For instance, left drawing shown in Figure 3 could have a 98% probability to be a a, 0,3% probability to be a b, 1,2% probability to be a c, 35% probability to be a d . . . . Then, with a simple threshold, its possible to keep only a few high probability possibilities among the 26 letters.
To end words, a special symbol "has been introduced in addition to the 26 original letters. When this symbol is recognize by the classificator, that is to say, when the probability to be a" is the highest among the 27 probabilities, the program stops stacking the letters and try to figure out which word have been written by the user.
At this state, the program has, for each letter of the word, a set of couples letter/probability, and can then compute for each possible combination of letters the probability to be the word written by the user. Then, another threshold can be applied to keep only the most probable letter combination.
For instance, if the user tried to write 'cow', the classificator and the first threshold might have given these sets: for the first letter: ((c, 88%), (e, 45%), (o, 32%)), for the second letter: ((o, 90%), (a, 36%), (c, 33%)) and for the third letter: ((w, 98%) ). The possible letters combinations after the second threshold (at 30%) are then: ((cow, 77%), (eow, 40%), (caw, 31%)).
Once the possible letters combinations have been found this way, the program has still to determine which one has the more chance to be what the user wanted to write. In order to do so, each letters combination spelling is checked, beginning with the most probable letters combination. This operation uses a dictionary for the considered language, including thousands of words which can be compared to the letters combinations to be tested. The first orthographically correct letter combination encountered is chosen as the word to be said. If no orthographically correct letter combination is found, the most probable letters combination is chosen as the word to be said, even if its spelling is known as incorrect (it allows the use of unknown names).
All these operations can be performed while another word is being written by the user, in order to obtain a flow of words as quick and fluid as possible. Artificial neural network based method for handwriting recognition to speech generation source ones and the professional ones. Unfortunately, unlike a lot of informatics products, there is a big quality gap between these two classes of programs, in favor of professional programs sounding astoundingly better than their free counterparts. Furthermore, the professional programs license prices are so high they aren't even listed on their companies' websites. In the proposed framework, few open-source programs, have been tested among which:
SPEECH GENERATION
• Sayzme [1, 2] : This small text-to-speech application uses Microsoft ® Windows ® Libraries and voices to run, so strictly speaking it isn't exactly free, but it works without any further expense on a PC running Microsoft ® Windows ® . The quality of generated voices is pretty bad, but the program run smoothly and is user-friendly. It also has a functionality that allows the program to read and pronounce the content of the clipboard, which made it very simple to interface with other programs.
• eLite [6]: This free program has decent voice restitution, but suffers from a major drawbacks: its response time is pretty slow, which makes it unadapted to a real time application.
• The Mbrola engine [7] : This vast open-source project looks like really interesting. The voices themselves are of good quality, but the program suffers of some drawbacks, as for instance, the existence of an echo which occurs when long sentences are pronounced.
After several experiments, within building or in open space area, the Mbrola engine and the eLite programs have not been selected for the current framework. It was decided to use the Sayzme program for its simplicity, reliability and real time potential compared to the Mbrola engine and to the eLite program.
CONCLUSIONS
In this paper, a new and original framework for handwriting to speech devices is presented. The proposed framework allows the user to write any text with an optical pen, and generate speech for the input text aloud, accordingly to the specifications. The proposed algorithm uses a character acquisition and character recognition based on the construction of an artificial neural network. Efficiency of the proposed algorithm ensures real-time interaction and simplicity of use of the prototype (a USB port) makes this framework interesting for disabled people unable to speak easily.
