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DECT reconstruction approximates the energy-dependent attenuation in each voxel using a linear combination of photoelectric absorption and Compton scattering for most materials 8 . In practice, it is more convenient to parameterize the energy-dependent attenuation as a linear combination of linear attenuation coefficients of two basis materials 9 . Existing approaches for DECT can be divided into three types 10 : direct reconstruction, projection domain based, and image domain based methods. Direct reconstruction approaches reconstruct basis images directly from data collected at two x-ray energy spectra 11, 12 . This type of methods can depict the data model of DECT and incorporate regularization constrains, leading a great degree of flexibility for accommodating different CT scanners. However, this approach requires high computational complexity, and the decomposition results are sensitive to parameters selection in different applications 13 . Projection domain based methods first convert the measured projections into independent sinograms of basis materials using, e.g., polynomial fitting 8 , and then reconstruct the DECT images using standard reconstruction algorithms 14 . This type of methods can appropriately compensate for non-linear effect in material decomposition of projection domain, and correct for the beam-hardening artifacts in the decomposition process 15 . Projection domain method highly depends on spatial geometric consistency of measured projections, which is a challenge for the imaging systems such as the dual-source and fast voltage-switching DECT scanners 16 . Unlike the projection domain methods, image domain-based decomposition first reconstructs dual-energy images individually or jointly from two measured datasets, subsequently forming the basis image by a linear combination of the reconstructed images 17 . It is more convenient to directly apply on the DECT images acquired from commercial CT scanner compared with the other two methods 18, 19 . One generic problem of current DECT is that the noise magnification of the decomposed material images due to the noise correlation in the high-and low-energy CT images, resulting in the sensitive of decomposition to the noise. 20, 21 . Standard digital image processing techniques (e.g., low-pass filtering) are first used as an auxiliary step to suppress noises but have limited efficacy 22, 23 . Advanced algorithms utilize redundant structural or statistical information of the CT or decomposed images for noise suppression, with improvements on noise reduction in DECT 24, 25 . For example, ref. [26] achieved superior performance for noise suppression by developing an iterative image-domain decomposition method using the full variance-covariance matrix of the decomposed images. However, these existing algorithms do not fully depict the mapping relationship between DECT images and basis material images. In this paper, we develop a novel approach based on convolutional neural network (CNN) to improve the quality of material decomposition due to its strong approximation ability to mapping functions.
Deep learning techniques receive considerable attention in the field of x-ray imaging.
Review paper [27] first summarized the relationship between machine learning and medical 6 imaging. It pointed out that the inverse function for various tomographic modalities are representable using neural network. The initial applications of machine learning in image reconstruction mainly focus on the noise suppression of low-dose CT [28] [29] [30] . Researchers mapped low-dose CT images towards its corresponding normal-dose counterparts in spatial 31 or transformation domain 32, 33 via CNN, which showed a substantial improvement over conventional noise suppression approaches. However, CNN was mainly used for post-processing on the CT images in these methods and the procedure of image reconstruction was not investigated to improve the network design for specific CT problems. Recently, researchers start to investigate the link between conventional algorithms and deep learning networks [34] [35] [36] . They provided a new perspective on the design of effective networks by applying CNN as an operator in the conventional approaches. Ref. [37] recently further bridged the gap between deep neural network design and numerical differential equations.
Many effective networks can be interpreted as different numerical discretization of differential equations. These investigations indicate an intrinsic connection between conventional approaches and neural network. The connection is crucial for the interpretation of capability of the networks in realizing the alternative functionality for conventional approaches and guidance in developing specific networks for practical imaging problems.
Most of aforementioned works for x-ray imaging merely consider CNN as a tool to realize some functions without design philosophy under a guideline scheme. They may depart from CT data model which is the mathematical and physical basis of CT imaging. Designing a network based on data model or embedding a tight connection into data model is significant to fully optimize the performance of networks. In this work, we investigate the relationship validated using the results of material decomposition on clinical DECT data. The novel network can learn comprehensive and abstract knowledge of basis material from big training data. This design enables the network to learn and recognize different basis material from DECT images, and exhibit promising performance in material decomposition.
II. METHOD II. A. Image Domain Material Decomposition
In DECT, the linear attenuation coefficient of each pixel in the CT image is approximated by the linear combination of the pixel values in the images of basis materials based on the theory of image domain decomposition 39 . In this paper, the model of the material composition can be written as: (2) where I is an identity matrix with the dimension NN  . We can then obtain basis material images from dual-energy images via matrix inversion. Such direct material decomposition is written as follows: 
with the components
The procedure of material decomposition is formulated as an ill-posed problem of matrix inversion. Regularization-based models including 01 -, -, - constrained minimization are introduced to solve this problem using iterative approaches. These optimization problems can be solved using deep neural network with improvements, in both accuracy and complexity, over conventional algorithms [40] [41] [42] .
We substitute the inverse matrix 
To solve this problem, in this paper, CNN are used to approximate the mapping function   D  for material decomposition because of its promising performance in the modeling of data coupling.
II. B. Network Design Based on Decomposition Model
Material decomposition is achieved by exploring the difference in attenuation coefficients of DECT images. The decomposition of different basis material based on Eq. (5) can be rewritten as following: 
OutA OutB 
Convolution
The transfer functions of Eq. (7) are non-linear since most convolutions in the network are followed by ReLU, which is an activation function of non-linear filtration. Under the assumption that the transfer function of the network is the combination of convolutions, Eq. (7) can be rewritten as following:
where ij h represents the cascade of transfer functions. In this way, we can find that the representation of the proposed network in terms of mathematical formula is consistent with the image domain decomposition model of Eq. (6). The network can be considered as the complete expression of the data model under the assumption that the transfer functions exclude ReLUs.
III. EVALUATION III. A. Network Parameters
We set the parameters of the proposed network according to ref. [44] , which gives the detailed comparison of different parameter settings. In the first stage, we apply 64 convolutional kernels with a 7×7 kernel size on the input dual-energy images. In the second stage, all convolutions are 64×3×3×64 in size. At the end of this stage, the feature data from different material generation pathways is merged into the integrated 64 channels of feature map. In the final stage, the size of two output convolutions is set as 64×5×5×1. The standard stochastic gradient descent with momentum is applied in the optimization. The initial learning rate, the momentum, and the weight decay are set as 10 -6 , 0.95, and 0.0005, respectively. Two evaluations are performed in this paper. One is the visualization evaluation to show the process of basis material decomposition using the network. The other one is the decomposition study to validate the performance of our method using clinical data.
III. B. Training and Testing Data
Simulation phantom and patient data are used to perform the network visualization. We firstly construct a digital phantom filled with bone and tissue material. As shown in Figure 4(a) , the phantom has three discrete grey levels including the background value of 0. We perform visualization study in the bone and tissue region to evaluate the influence of different material information to the network. Dual-energy projections at a tube voltage of 80 and 140 KVp can be obtained using the Sidden's ray-tracing algorithm. The set of parameter for the simulation are consistent with that of the training datasets. Noise is added to the dual-energy projections, which are generated using a Poisson model as following:
where 0 N is the number of incident x-ray photons and p denotes the measured number of photons in the projection. 0 N was set as 5 × 10 5 according to ref. [45] . The DECT images are reconstructed using FBP algorithm and they are shown in Figure 4 (b) and (c). 
III. C. Network Components and Visualization
Sensitivity analysis is applied to evaluate the activation level of neurons in the network.
An efficient tool for sensitivity analysis is the heatmap method 46 , which measures the small changes in the pixel value with respect to the network output. The heatmap expresses the sensitivity of neurons to the input data 47 . In this paper, we identify the part of the neurons in the network which is sensitive to bone and tissue basis materials. Hence, heatmap is properly adopted for the testing of the sensitivity of network to different basis materials.
To compare the heatmaps of different network components, the Butterfly-Net is assembled into four network components ( 
IV. RESULTS

IV. A. Digital phantom study
DECT images of the digital phantom are loaded into the trained Butterfly-Net to perform the visualization study. In Figure 7 , the top and bottom rows represent the heatmaps in bone 
IV. B. Head patient study
IV. B. 1 Visualization Results
Visualization evaluation is also performed on clinical head data. Heatmaps of different network components are shown in Figure 8 
IV. B.2 Comparison of Material Decomposition
Material Table 1 . The values of the decomposed images are unitless, because they denote the normalized densities of the basis materials. Our method reaches a higher SNR and reduces the noise SD compared with the other two methods. Compared with the direct matrix inversion, the proposed method reduces the noise SD of decomposed images by 93.3%, 93.1%, and 91.3% in the three groups of head data. Compared with the conventional iterative method, the that our network can decompose material with increased quality for DECT. 
V. CONCLUSION AND DISCUSSION
DECT plays an important role in advanced CT applications due to its potential for In this work, the decomposition model is transformed into the Butterfly-Net by exploring the corresponding relationship between mapping functions of DECT and network components.
This new network establishes crossover architecture between two material generation pathways and it actually plays a key role in the network. Neurons of crossover architecture
show different sensitivities to different basis materials, enabling the integrated network to learn and recognize different material information from high-and low-energy images.
Without the crossover architecture, information exchange cannot be performed between two material generation pathways, and material decomposition is also impossible. Regardless of the network designed for material decomposition, information exchange between high-and low-energy images is unavoidable and is determined by the physical mechanism of data model. We may continually design some networks with single input and single output without containing crossover architecture. When we further analyze the working mechanism of network, some assembly neurons aiming to exchange information between high-and low-energy images will be presented during the decomposition process. In this case, we can also consider these hidden-state neurons as a crossover architecture, which may not be intuitive as the architecture of our network. Therefore, we can conclude that the hidden/intuition crossover network is necessary for DECT regardless whether the network is single-entry single-output or multi-entry multi-output.
The proposed network is actually not a strict expression of the image domain decomposition model. Instead, the data model is the basis of the new network and the mechanism of data model provides a guideline for the network design. The generalization and containments of neural network enable the Butterfly-Net superior performance in image domain material decomposition for DECT. Our network is the first step of applying CNN to image domain material decomposition for DECT. The tube voltages are fixed at 80 and 140
KVp in this paper and we need to establish other datasets and retrain the network if we prefer to perform material decomposition at different energies. Fortunately, for a specific DECT system, fixed tube voltages and datasets are desirable because its energy spectra and scanning parameters will not change frequently. The network structure presented in this paper is also flexible and its performance can be further improved by exploring additional hidden stages of the network. However, a key problem that must be considered is that a deep network requires large memory and long time for training. In addition, we may find that the decomposition results of our network are not completely consistent with the compared method for the image pixels in the adjacent area of bone and tissue. This is because the datasets established in this paper is not extensive enough for network training. We can continually expand training datasets to million samples or introduce regularization-based approach into the network to raise the ability of the network.
