Abstract-This paper shows that the logarithm of the ε-error capacity (average error probability) for n uses of a discrete memoryless channel with positive conditional information variance at every capacity-achieving input distribution is upper bounded by the normal approximation plus a term that does not exceed 1 2 log n + O(1).
I. INTRODUCTION
The primary information-theoretic task in channel coding is the characterization of the maximum rate of communication over n independent uses of a noisy channel W . We are concerned in this paper with discrete memoryless channels (DMCs), i.e., W : X → Y and X and Y are finite. Let M * (W n , ε) denote the maximum size of a length-n block code for W having average error probability no larger than ε ∈ (0, 1). Shannon's noisy-channel coding theorem [1] and the strong converse [2] state that for every ε ∈ (0, 1), lim n→∞ 1 n log M * (W n , ε) = C bits/channel use, where C = max P I(P, W ) is the channel capacity. Since the mid-1960s, there has been interest in determining finer asymptotic characterizations of the coding theorem. This is useful because such an analysis provides key insights into the amount of backoff from channel capacity for block codes of finite length n. In particular, Strassen in 1964 [3] showed using normal approximations that, under mild regularity conditions, the asymptotic expansion of log M * (W n , ε) satisfies
where ρ n = O(log n), V ε is known as the ε-channel dispersion [4] , [5] and Φ is the Gaussian distribution function. There have been recent extensions of Strassen's normal approximation, most prominently by Hayashi [6] and Polyanskiy-Poor-Verdú (PPV) [4] . Strassen's normal approximation has been shown to hold for many other classes of channels such as the additive white Gaussian noise channel [4] - [6] . Despite these impressive advances in channel coding, the third-order term ρ n in (1) is not well understood. Indeed, Hayashi in the conclusion of his paper [6] [7] that, under some regularity assumptions, constant-composition codes satisfy ρ n = 1 2 log n + O (1) . It is also claimed that the same holds for a more general class of DMCs in [8] .
This paper strengthens the upper (converse) bound on the third-order term ρ n . To state our upper bound succinctly, define Π := {P ∈ P(X ) | I(P, W ) = C} to be the set of capacity-achieving input distributions (CAIDs). Let V (P, W ) be the conditional information variance [4, Eqs. (242)-(244)]. If V (P, W ) evaluated at every CAID is positive (i.e., V min := min P ∈Π V (P, W ) > 0), our main result states that
for every ε ∈ (0, 1). Hence, for this rather general class of DMCs, ρ n ≤ 1 2 log n + O (1) . We may thus dispense with the assumption that W is weakly input-symmetric [5, Def. 9] .
The usual way [3] - [6] to prove an upper bound (converse) on M * (W n , ε) is to first prove an upper bound on the maximum number of codewords in a constant-composition code [7] under the maximum error probability formulation M Subsequently, using expurgation (see [5, Eq. (3. 260)]), we can conclude that the same upper bound holds for M * (W n , ε). We adopt a different approach for the proof of our main result in (2) . In a nutshell, we generalize the converse technique in Wang-Colbeck-Renner [10] and Wang-Renner [11] , exploit the link [12, Lem. 12] between the ε-hypothesis testing relative entropy [13] and the relative entropy information spectrum [14, Ch. 4] and carefully weigh the contributions of each input type for a general (non-constant-composition) code by constructing an appropriate -net for the output probability simplex. The last step, which replaces the use of the type-counting lemma, allows us to bound the effect of different input types with the O(1) term in (2).
II. NOTATION AND PRELIMINARIES

A. Discrete Memoryless Channels
As mentioned in the Introduction, we consider discrete memoryless channels (DMCs), which are characterized by two finite sets, the input alphabet X and the output alphabet Y, and a stochastic matrix W , where W (y|x) denotes the probability that the output y ∈ Y occurs given input x ∈ X. The set of probability distributions on X is denoted P(X ). For any probability distribution P ∈ P(X ), we denote by P × W : (x, y) → P (x)W (y|x) the joint distribution of inputs and outputs of the channel, and by P W :
Given two probability distributions P, Q ∈ P(X ), the random variable log
where X has distribution P the loglikelihood ratio of P and Q. Its mean is the relative entropy
The mutual information is I(P, W ) :
I(P, W ), and
are the capacity and the set of capacity achieving input distributions (CAIDs), respectively. 1 The set of CAIDs is convex and compact in P(X ). The variance of the log-likelihood ratio of P and Q is the divergence variance
We also define the conditional divergence variance
Note that 1 We often drop the dependence on W if it is clear from context. 
We employ the cumulative distribution function of the standard normal distribution
and define its inverse as Φ −1 (ε) := sup{a ∈ R | Φ(a) ≤ ε}, which evaluates to the usual inverse for 0 < ε < 1 and continuously extended to take values ±∞ outside that range.
For a sequence x = (x 1 , x 2 , . . . , x n ) ∈ X ×n , we denote by P x ∈ P(X ) the probability distribution given by the relative frequencies of x, i.e. P x (x) = 1 n n i=1 1 {xi=x} . This probability distribution P x is also known as the empirical distribution or the type [9] of x. The set of all such distributions is denoted as P n (X ) = x P x and satisfies |P n (X )| ≤ (n + 1)
|X |−1 .
B. Codes and ε-Error Capacity
A code C for a channel is defined by the triple {M, e, d}, where M is a set of messages, e : M → X an encoder and d : Y → M a decoder. We write |C| = |M| for the cardinality of the message set. We define the average error probability of a code C for the channel W as
where P M is assumed to be uniform on M,
forms a Markov chain, and M thus denotes output of the decoder. The one-shot ε-error capacity of W is defined as
We are also interested in the ε-error capacity for n ≥ 1 uses of a memoryless channel. For this purpose, we consider the channel W n , defined by the stochastic matrix
, where x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) are strings of length n of symbols x i ∈ X and y i ∈ Y, respectively. Then, the blocklength n ε-error capacity of the channel W is denoted as M * (W n , ε).
III. MAIN RESULT AND PROOF SKETCH
Theorem 1. For every DMC W for which V min > 0, the blocklength n ε-error capacity satisfies
In light of the existing results on ρ n (in the Introduction and [5, Sec. 3.4.5]), the third order term is the best possible unless we impose further assumptions on W . In fact, the assumption that V min > 0 can be dispensed with. See [16] for details.
The proof consists of five parts, each detailed in one of the following subsections. In the first subsection, we introduce 2013 IEEE International Symposium on Information Theory two entropic quantities, the hypothesis testing divergence [10] , [11] , [13] and a quantity related to the information (or divergence) spectrum [14, Ch. 4] . We state some useful properties we need later. In the second subsection, we present a converse bound, valid for general channels, that involves a minimization over output distributions and maximization over input symbols. In the third subsection, we choose an appropriate output distribution for use in the general converse bound. In the fourth subsection, we state some continuity properties of information measures around the CAIDs and the unique CAOD. Finally, the fifth subsection contains a proof sketch of our main result. For the complete details of the proof and illustrations, please see the full version of this paper on the arXiv repository [16] .
A. Hypothesis Testing and the Information Spectrum
We use the following divergence [10]- [13] , which is closely related to binary hypothesis testing. Let ε ∈ (0, 1) and let P, Q ∈ P(Z), where Z is finite. We consider binary (probabilistic) hypothesis tests ξ : Z → [0, 1] and define the ε-hypothesis testing divergence 
The following quantity, which characterizes the distribution of the log-likelihood ratio and is known as the relative entropy information spectrum or the divergence spectrum [14, Ch. 4] , is sometimes easier to manipulate and evaluate.
It is intimately related to the ε-hypothesis testing divergence, as the following lemma shows.
Lemma 2. For any δ ∈ (0, 1 − ε), we have
This relation follows from standard arguments relating binary hypothesis testing and the log-likelihood test to the relative entropy information spectrum. In [12, Lem. 12] , an analogue of the above lemma is shown for the non-commutative case. We can give an upper bound on D ε s (P Q) if Q is a convex combination of distributions.
Lemma 3. Let P ∈ P(Z) and Q = i∈I q(i)Q
i with Q i ∈ P(Z) and q ∈ P(I) and I is some countable index set. Then,
The following property bounds the log-likelihood ratio of the input-output behavior of two channels in terms of the loglikelihood ratio evaluated for a single input symbol.
Lemma 4. Let P ∈ P(X ) and let
The distribution of the log-likelihood ratio has the following asymptotic expansion.
, and
In any case, we have
B. A Converse Bound for General Channels
Here, we give a new converse bound on the size of arbitrary codes for general channels, for average probability of error. Proposition 6. Let ε ∈ (0, 1) and let W be any channel. Then, for any δ ∈ (0, 1 − ε), we have
The first part of the proof of Prop. 6 is equivalent to the meta-converse in [4, Th. 27 ] (see also [10] and [11] ). Via relaxation to the divergence spectrum (Lemma 2), we then replace the maximization over input distributions with a maximization over input symbols (Lemma 4), which yields a result in the spirit of [4, Th. 28 and Th. 31] but our result applies to average error probability. The maximization over symbols allows us to apply our converse bound on nonconstant composition codes directly. See [16] .
C. A Suitable Choice of Output Distribution Q
For n-fold repetitions of a DMC, the bound in Proposition 6 evaluates to
≤ min
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and it thus important to find a suitable choice of Q (n) ∈ P(Y ×n ) to further upper bound the above. Symmetry considerations allow us to restrict the search to distributions that are invariant under permutations of the n channel uses. Let ζ := |Y|(|Y| − 1) and let γ > 0 be a constant which is to be chosen later. Consider the following convex combination of product distributions: (8) where y := (y 1 , y 2 , . . . , y n ) and
In (8), F is a normalization constant that ensures y Q (n) (y) = 1. What we have done in our choice of Q k is to uniformly quantize the simplex P(Y) along axis-parallel directions. The constraint that each k ∈ K ensures that each Q k is a valid probability mass function. We find that
is a finite constant. Furthermore, by construction, the representation points {Q k } k form an -net with = n 
D. Continuity around the CAIDs and the unique CAOD
We will often be concerned with probability distributions close to the set of CAIDs Π in Euclidean distance, i.e., those distributions belonging to
for some small μ > 0. The image of this set under W is denoted as Π μ W . We also consider a larger, "η-blown-up" version, of Π μ W , namely
Note that Γ 
E. Asymptotics for DMCs
We are now ready to prove our main result. Proof of Theorem 1: Firstly, we employ Proposition 6 to provide a bound on log M * (W n , ε). We choose δ = n − 1 2 , which satisfies 0 < δ < 1−ε for sufficiently large n. Substitute the output distribution
It remains to show that each term cv(x) in the maximization is upper bounded by nC + √ nV ε Φ −1 (ε) + G for a suitable constant G for all sufficiently large n.
We apply Lemma 7 that supplies us with constants μ, η, q min , α and β and distinguish between two cases for the following; either a) x satisfies P x / ∈ Π μ or b) x satisfies P x ∈ Π μ . This strategy in which we partition input types into two classes was proposed by Strassen [3, Sec. 4] . See also PPV [4, Appendix I] .
Case a): P x / ∈ Π μ : The mutual information outside Π μ is bounded away from the capacity, i.e., I(P x , W ) ≤ C < C for all P x / ∈ Π μ . We first apply Lemma 3 and then Lemma Since C < C, the linear term dominates the term growing with the square root of n and the term growing logarithmically in n asymptotically. Hence, it is evident that cv(x) ≤ nC + √ nV ε Φ −1 (ε) for sufficiently large n. Case b): P x ∈ Π μ : Before we commence, define the third absolute moment of the log-likelihood ratio between P and Q to be T (P Q) := E P log P Q − D(P Q) 3 . Also define where T (W Q|P ) := x P (x)T (W (·|x)||Q). Note that 0 < V + < ∞ and T + < ∞ by Lemma 7.
For each x, we denote by Q k(x) the element of the -net (constructed in Section III-C) closest to P x W . We note that since Q k(x) − P x W 2 ≤ = n − 1 2 , we have Q k(x) ∈ Γ η μ for sufficiently large n, which enables us to apply the properties described in Lemma 7 extensively below.
