Abstract Harmony search (HS) is a derivative-free real parameter optimization algorithm. It draws inspiration from the musical improvisation process of searching for a perfect state of harmony. The proposed opposition-based HS (OHS) of the present work employs opposition-based learning for harmony memory initialization and also for generation jumping. The concept of opposite number is utilized in OHS to improve the convergence rate of the HS algorithm. The potential of the proposed algorithm is assessed by means of an extensive comparative study of the numerical results on sixteen benchmark test functions. Additionally, the effectiveness of the proposed algorithm is tested for reactive power compensation of an autonomous power system. For real-time reactive power compensation of the studied model, Takagi Sugeno fuzzy logic (TSFL) is employed. Time-domain simulation reveals that the proposed OHS-TSFL yields on-line, off-nominal model parameters, resulting in real-time incremental change in terminal voltage response profile.
Introduction
The researchers, over the globe, are being inspired by the nature-inspired meta-heuristics [1] on a regular basis to meet the demands of the real-world optimization problems. The computational costs of the algorithms are being, dramatically, reduced in the recent past.
Being inspired by this tradition, Geem et al. [2] proposed harmony search (HS) in 2001. It is a new variant of derivative-free meta-heuristic algorithm inspired by the natural musical performance process that occurs when a musician searches for a better state of harmony. In the HS algorithm, the solution vector is analogous to the harmony in music and the local and global search schemes are analogous to the musician's improvisations.
In comparison with other meta-heuristics reported in the literature, the HS algorithm imposes fewer mathematical requirements and may be easily adopted for solving various kinds of engineering optimization problems. Furthermore, numerical comparisons demonstrated that the evolution in HS algorithm is faster than genetic algorithms [3] . Therefore, the HS algorithm has captured much attention and has been, successfully, applied to solve a wide range of practical optimization problems, such as structural optimization [4] , parameter estimation of the nonlinear Muskingum model [5] , pipe network design [6] , vehicle routing [7] , design of water distribution networks [8] , and scheduling of a multiple dam system [9] .
The HS algorithm is good at identifying the high performance regions of solution space within a reasonable time. A few modified variants of HS were proposed in the literature for enhancing the solution accuracy and the convergence rate. Mahdavi et al. [3] presented an improved HS (IHS) algorithm, by introducing a strategy to dynamically tune the key parameters. Omran and Mahdavi [10] proposed a global best HS (GHS) algorithm, by borrowing the concept from the swarm intelligence. Pan et al. in [11] proposed a self-adaptive global best HS (SGHS) algorithm for solving continuous optimization problems.
Tizhoosh introduced the concept of opposition-based learning (OBL) in [12] . This notion has been applied to accelerate the reinforcement learning [13, 14] and the back propagation learning [15] in neural networks. The main idea behind OBL is the simultaneous consideration of an estimate and its corresponding opposite estimate (i.e., guess and opposite guess) in order to achieve a better approximation for the current candidate solution. In the recent literature, the concept of opposite numbers has been utilized to speed up the convergence rate of an optimization algorithm, e.g., opposition-based differential evolution (ODE) [16] . This idea of opposite number may be incorporated during the harmony memory (HM) initialization and also for generating the new harmony vectors during the process of HS. In this paper, OBL has been utilized to accelerate the convergence rate of the HS algorithm. Hence, the proposed approach of this paper has been called as opposition-based HS (OHS). OHS uses opposite numbers during HM initialization and also for generating the new HM during the evolutionary process of HS.
The goals of this paper are fourfold.
(a) First, a general presentation of the proposed OHS is given. This has been accomplished by studying the basic HS algorithm including its variants reported in the recent literature. (b) Second, the proposed OHS algorithm has been tested on a suite of 16 benchmark test functions and the obtained optimal results are compared to other variants of HS reported in the literature like basic HS [2] , IHS [3] , GHS [10] , and SGHS [11] . The comparative convergence profiles of the fitness function values for a few selected benchmark test functions are also presented. (c) Third, the efficacy of the proposed OHS algorithm has been applied on a real-world power system optimization problem like reactive power compensation of an autonomous hybrid power system model to track its incremental change in terminal voltage real-time under any sort of input perturbation. (d) And, finally, a statistical analysis is carried out to conclude about the robustness of the comparative algorithms for this power system optimization application.
The rest of the paper is organized as follows. A brief description of HS algorithm is presented in Section 2. A concept of opposition-based learning is presented in Section 3. OHS algorithm is described in Section 4. Pertaining to functional landscape, optimization results of a few benchmark test functions are presented in Section 5. Pertaining to engineering optimization task, reactive power compensation of an autonomous hybrid power system model is focused in Section 6. Finally, Section 7 concludes the present work.
A brief description of HS algorithm

Basic HS algorithm
In the basic HS algorithm, each solution is called a harmony. It is represented by an n-dimension real vector. An initial randomly generated population of harmony vectors is stored in an HM. Then, a new candidate harmony is generated from all of the solutions in the HM by adopting a memory consideration rule, a pitch adjustment rule and a random re-initialization. Finally, the HM is updated by comparing the new candidate harmony vector and the worst harmony vector in the HM. The worst harmony vector is replaced by the new candidate vector if it is better than the worst harmony vector in the HM. The above process is repeated until a certain termination criterion is met. Thus, the basic HS algorithm consists of three basic phases. These are initialization, improvisation of a harmony vector, and updating the HM. Sequentially, these phases are described below.
Initialization of the problem and the parameters of the HS algorithm
In general, a global optimization problem can be enumerated as follows: min f(x) s.t. x j 2 para
. . . ; n where f(x) is the objective function, X ¼ ½x 1 ; x 2 ; . . . ; x n is the set of design variables; n is the number of design variables. Here, para min j , and para max j are the lower and upper bounds for the design variable x j , respectively. The parameters of the HS algorithm are the harmony memory size (HMS) (the number of solution vectors in HM), the harmony memory consideration rate (HMCR), the pitch adjusting rate (PAR), the distance bandwidth (BW), and the number of improvisations (NI). The NI is the same as the total number of fitness function evaluations (NFFEs). It may be set as a stopping criterion also.
Initialization of the HM
The HM consists of HMS harmony vectors. Let X j ¼ ½x ]. Then, the HM matrix is filled with the HMS harmony vectors as in (1) . will undergo a pitch adjustment with a probability of PAR if it is updated by the memory consideration. The pitch adjustment rule is given by (2)
where r 3 is a uniform random number between 0 and 1.
Updating of HM
After a new harmony vector X new j is generated, the HM will be updated by the survival of the fitter vector between X new and the worst harmony vector X worst in the HM. That is, X new will replace X worst and become a new member of the HM if the fitness value of X new is better than the fitness value of X worst .
Process of computation
The computational procedure of the basic HS algorithm may be summarized as follows [2] :
HS Algorithm 
IHS, GHS, and SGHS algorithms
The basic HS algorithm uses fixed values for PAR and BW parameters. The IHS algorithm, proposed by Mahdavi et al. [3] , applies the same memory consideration, pitch adjustment and random selection as the basic HS algorithm but, dynamically, updates the values of PAR and BW as in (3) and (4), respectively.
In (3), PAR(gn) is the pitch adjustment rate in the current generation (gn) and PAR min and PAR max are the minimum and the maximum adjustment rate, respectively. In (4), BW(gn) is the distance bandwidth at generation (gn) and BW min and BW max are the minimum and the maximum bandwidths, respectively. The details about GHS and SGHS may be found in [10, 11] .
Opposition-based learning: a concept
Evolutionary optimization methods start with some initial solutions (initial population) and try to improve them toward some optimal solution(s). The process of searching terminates when some predefined criteria are satisfied. In the absence of a priori information about the solution, we, usually, start with random guesses. The computation time, among others, is related to the distance of these initial guesses from the optimal solution. We may improve our chance of starting with a closer (fitter) solution by simultaneously checking the opposite solution [12] . By doing this, the fitter one (guess or opposite guess) can be chosen as an initial solution. In fact, according to the theory of probability, 50% of the time a guess is further from the solution than its opposite guess [13] . Therefore, starting with the closer of the two guesses (as judged by its fitness) has the potential to accelerate convergence. The same approach may be applied not only to initial solutions but also continuously to each solution in the current population [13] .
Definition of opposite number
Let x 2 ½lb; ub be a real number. The opposite number is defined as in (5) .
Similarly, this definition can be extended to higher dimensions [12] as stated in the next sub-section.
Definition of opposite point
Let X ¼ ðx 1 ; x 2 ; . . . . . . ; x n Þ be a point in n-dimensional space, where ðx 1 ; x 2 ; . . . . . . ; x n Þ 2 R and x i 2 ½ub i ; lb i 8 i 2 f1; 2; . . . . . . ; ng. The opposite point x ¼ ðx 1 ; x 2 . . . . . . ; x n Þ is completely defined by its components as in (6).
Now, by employing the opposite point definition, the opposition-based optimization is defined in the following subsection.
Opposition-based optimization
Let X ¼ ðx 1 ; x 2 ; . . . . . . ; x n Þ be a point in n-dimensional space (i.e., a candidate solution). Assume f ¼ ðÁÞ is a fitness function which is used to measure the candidate's fitness. According to the definition of the opposite point, x ¼ ðx 1 ; x 2 ; . . . . . . ; x n Þ is the opposite of X ¼ ðx 1 ; x 2 ; . . . . . . ; x n Þ. Now, if fðxÞ 6 fðXÞ, then point X can be replaced with x; otherwise, we continue with X. Hence, the point and its opposite point are evaluated simultaneously in order to continue with the fitter one.
OHS algorithm
Similar to all population-based optimization algorithms, two main steps are distinguishable for HS algorithm. These are HM initialization and producing new HM by adopting the principle of HS. In the present work, the strategy of OBL [12] is incorporated in two steps. The original HS is chosen as the parent algorithm and opposition-based ideas are embedded in it with an intention to exhibit accelerated convergence profile. Corresponding pseudo code for the proposed OHS approach may be summarized as follows: end for end for end if Select HMS fittest HM from the set of fX i; j ; OX i;j g as current HM.
// End of opposition-based generation jumping. 7. If NI is completed, return the best harmony vector X best in the HM; otherwise go back to Step 4.
Optimization of benchmark test function (pertaining to functional landscape)
Benchmark test function
A suite of sixteen global optimization problems are used to test the performance of the proposed OHS algorithm. A detail of each benchmark test function is presented in Appendix Section (Table A. 
Parameter setting
The best chosen variables for the proposed OHS are J r = 0.8, HMCR = 0.9, PAR min = 0.45, PAR max = 0.98, BW min = 1.00e -06, BW max = 1/20(para max À para min ).
Discussion on benchmark function optimization
Each benchmark test function is run for 25 independent times. The average and standard deviations over these 25 runs for 30 and 100 dimensions (except for the two-dimensional six-hump Camel-back function) are presented in Tables 1 and 2 , respectively. The statistical significant best solutions have been shown in bold face. It may be observed that the OHS algorithm generates nine best results out of sixteen functions, and for five test functions, OHS and SGHS yield the same results (for dimension size of 30). For two functions like Shifted Rosenbrock function and Shifted rotated Griewank's function, SGHS yields better results than OHS. It may also be noted from Table 2 that with the increase in dimensionality of the benchmark test functions, OHS offers significantly better results than the compared algorithms. Thus, as the dimension, thereby, the complexity of the benchmark test functions increases, OHS offers superior results.
The convergence profiles of the fitness function value (n = 30) for (a) Sphere function and (b) Schwefel's problem 2.22 against the NFFEs are presented in Fig. 1a and b, respectively. The HS-, IHS-, GHS-, SGHS-, and OHS-based comparative convergence profiles of the fitness function values (n = 100) for 30D Shifted Rastrigin function against NFFEs are presented in Fig. 2 . It may be observed from these figures that the convergence profiles of the proposed OHS-based optimum value for these selected test function descend much faster than the other compared algorithms. It points out the fact that the proposed OHS-based results for these benchmark test functions are superior to the other compared methods. 6. Reactive power compensation of an autonomous hybrid power system model (pertaining to engineering optimization application)
General
The main advantages of using renewable energy sources are that these are clean in nature, sustainable, and eco-friendly. In modern power system, there has been a continuous enhancement of power generation from renewable energy sources like solar energy, wind energy etc. Wind energy is intermittent and fluctuating in nature. Thus, power generation from wind is variable. To reduce the fluctuation of wind generation, wind power generations are, generally, designed to operate in parallel with diesel generators [17] . This combination of diesel and wind energy system is known as wind-diesel hybrid power system. Thus, in general, there may be more than one type of electrical generators in any hybrid energy system [18] . In such circumstances, it is normal although not essential for diesel engine-based generator(s), usually, to be synchronous generator (SG) and wind-turbine-based generator(s) to be asynchronous such as induction generator (IG). An IG offers many advantages over the conventional SG as a source of isolated power supply. Reduction in unit cost, ruggedness, absence of brushes (in squirrel cage construction), absence of separate DC source for excitation, easy maintenance, self protection against severe overloads and short circuits, etc. are the main advantages of an IG [19] but it requires reactive power support for its operation. Due to this mismatch between generation and consumption of reactive powers, more voltage fluctuations occur at generator terminal in an isolated system which reduces the stability and quality of supply. The problem becomes more complicated in hybrid system having both IGs and SGs. In the present investigated hybrid power system model, SG and IG are chosen with diesel generator and wind turbine, respectively.
Various flexible AC transmission system (FACTS) devices are available which may supply fast and continuous reactive power support [20] . For standalone applications, effective capacitive VAR controller has become central to the success of IG system. Switched capacitors, static VAR compensator (SVC), and static synchronous compensator may provide the requisite amount of reactive power support. 
Studied hybrid power system model
The studied hybrid wind-diesel power system comprises of the SG coupled with a diesel engine, IG coupled with a wind turbine, electrical loads and reactive power compensating device such as SVC [20, 21] and a control mechanism. Fig. 3 depicts the single line diagram of the studied hybrid power system model. It is to be noted here that both the SG and the IG fulfill the active power demanded by the load, while the reactive power requirement for the operation of the IG and that of the load is provided by the SG and the SVC. The real and reactive power demand equations for the studied power system model, in s-domain, may be modeled as in the following equation:
DP ig ðsÞ þ DP sg ðsÞ À DP load ðsÞ ¼ 0 ð7Þ
Any sort of disturbance in the reactive power demanded by the load (DQ load ) may lead to the system voltage change which, in turn, results in incremental change in reactive power demand of the other components. The left hand side of (8) represents the net incremental reactive power surplus and this surplus in reactive power demand will have its immediate effect Figure 4 Transfer-function block diagram for reactive power control of the studied wind-diesel hybrid power system. on the change in system voltage. But as per the recommendation of the grid, the voltage change should be within its permissible limit. This necessitates that the terminal voltage profile should be maintained properly. Fig. 4 depicts the transfer-function block diagram for the reactive power control of the studied wind-diesel hybrid power system model. From this figure, the governing transfer function equation for the incremental change in load voltage (DV) may be written, in s-domain, as in the following equation: The incremental change in reactive power of the SG may be given by the following equation:
where
It is to be noted here that DE q ðsÞ is proportional to the change in the direct axis field flux under steady state condition and is given below for the small perturbation by solving the equation of flux linkages as stated in (13)
where where In wind-diesel hybrid power system, IG draws reactive power. Apart from that, the most of the loads are inductive in nature and the inductive loads also draw reactive power from the line. So, there is always a chance of deficit of reactive power in the studied model. In the present work, SVC is used to control the generator terminal voltage of the wind-diesel hybrid power system model by compensating the mismatch between reactive power generation and demand [20, 21] . The block diagram of SVC, as adopted in the present work, is shown in Block A of Fig. 4 .
Mathematical problem formulation 6.3.1. Measure of performance
Two performance indices like integral absolute error (IAE), and integral square error (ISE) are considered in the present work and the definitions of these two are as follows in (23) and (24), respectively.
Design of figure of demerit
The objective of the present work is to achieve the minimal incremental change in terminal voltage (DV t (p.u.)) response profile following any sort of power system disturbances. This may be achieved when minimized overshoot (M p ), minimized settling time (t s ), lesser rising time (t r ), and lesser steady state error (E ss ) of the transient response profile are achieved. Thus, a time-domain performance index, called as figure of demerit (FOD), is designed as in (25) [22] .
In the present work, the value of c is set as 1.0 [22] .
Constraints of the problem
The constrained optimization problem for the tuning of the parameters of the studied isolated hybrid power system model is subject to the limits of the different tunable parameters as presented in Table 3 . 
Formulation of mathematical optimization problem
The optimization task of the present work is taken as minimization of a performance index, integral square time error (ISTE) [22] as stated as in the following equation:
The optimal values of the tunable parameters of the studied isolated hybrid power system model are obtained by minimizing the value of P index given in (26) with the help of any of the optimizing techniques with due regard to the constraints of the model. And, subsequently, the values of IAE, ISE, and FOD are obtained with the help of (23)-(25), in sequence, by utilizing the optimal controller parameters as yielded by any of the adopted optimization algorithm.
Review of Takagi Sugeno fuzzy logic (TSFL) for on-line tuning of controller gains
The whole process of TSFL [23] 
where i corresponds to input logical sets being satisfied among 9 input logical sets and K i is corresponding nominal SVC parameter. K crisp is crisp SVC parameter. l ðiÞ min is the minimum membership value corresponding to ith input logical set being satisfied.
Simulation results and discussions
The values for the different constants of the studied hybrid power system model are presented in Appendix Section.
Test cases considered
The state differential equations in standard from may be written as in the following equation:
where DX, DU and DP are the state, control and disturbance vectors, respectively, while A, B and C are the system, control and disturbance matrices, respectively. Based on Fig. 4 , the following two test cases are considered in the present work.
Case I: Only model (i.e., SVC block is absent in Fig. 4 ).
The different vector components of the standard state differential equations for this test case as expressed in (27) are given by the following equation:
There are no as such tunable parameters for this test case.
Case II: Model + SVC (i.e., the SVC block is present in Fig. 4 ).
The different vector components of the standard state differential equations for this test case as expressed in (27) are given by the following equation: Figure 5 Fuzzification of input operating conditions (V and X eq ).
The tunable parameters for this test case are K svc , K ssvc , T wsvc , T 1svc , T 2svc , T 3svc , T 4svc , and T ssvc . 
Discussion on results
The simulation is carried out based on varying load voltage (V, in p.u.) and equivalent reactance (X eq , in p.u. NFFEs. The results of interest bold faced in the respective tables. The major observations of the present work are presented below.
(a) Performance analysis based on P index : Table 4 Table 4 , it may be observed that the value of P index is less for test Case II as compared to test Case I. It is due to the reactive power compensation yielded by the SVC block and, thus, minimized incremental change in terminal voltage is noted. From this table, it may also be noted that the proposed OHS-based optimization technique offers lesser value of P index as compared to either HS-, or IHS-, or BGA-based technique for test Case II. It is observed that the value of P index is the least one for the proposed OHS-based approach, establishing the optimization performance of OHS-based approach to be the best one among the others for this power system application. (b) Performance analysis based on FOD: The performance of the incremental changes in terminal voltages (in terms of M p , E ss , t s , t r , etc.) of the studied hybrid power system model for the adopted approaches are also calculated and presented in Table 5 . The value of FOD for test case I is recorded as 0.9942. The value of FOD is less for test Case II (for any of the adopted approaches) as compared to test Case I which indicates improvement in voltage profile has occurred. From this table, it may also be noted that the value of the FOD is the minimum for the OHS-based approach which indicates that the best optimal voltage response profile is achieved for this Table 5 Comparative performance analysis of the comparative algorithms for Case II (Model + SVC).
Input operating condition V, X eq (both are in p. approach. Thus, the OHS-based optimization technique yields optimal voltage response profile and, thus, its optimization performance is found to be better than either IHS-, or HS-, or BGA-based counterparts. (c) Performance analysis based on performance indices: As a measure of performances of the comparative algorithms and the adopted test cases, the values of IAE and ISE as defined in (23) and (24) sets of parameters, TSFL model is utilized to get the on-line, optimal controller parameters and these controller parameters also yield the on-line incremental change in terminal voltage response profile (Fig. 8) . Table 6 illustrates the Sugeno fuzzy-based off-nominal, on-line optimal parameters and values of FOD, IAE, ISE, and ISTE (using BGA-/HS-/OHS-based optimal parameters of Table 4 ) for on-line, off-nominal input sets of parameters. During real-time operation, the values of V and X eq are determined from the system. For these sets of V and X eq values, the optimal system parameters may be computed by using the fuzzy rulebased table and the Takagi-Sugeno inference system. Thus, the suitability of the proposed TSFL controller during real-time operation of the studied hybrid power system model is demonstrated. (f) Comparison of the optimizing algorithms: Fig. 9 figure, it is clear that the OHS-based optimization yields true optimal reactive power compensation for the test Case II, i.e., model + SVC. Thus, the adopted hybrid power system model is truly compensated by the reactive power support for the proposed OHS-based approach. (g) Convergence profile: Based on the same NFFEs, Fig. 10 portrays the comparative convergence profiles of the minimum P index values yielded by the different comparative algorithms for a test Case II. From this figure, it Figure 10 Comparative BGA-, HS-, IHS-, and OHS-based convergence profiles of minimum P index values for Case II (Model + SVC) for nominal input condition of V = 1.0 p.u., X eq = 0.93 p.u. 
Step function 
Griewank function f 9 ðxÞ ¼ 1 4000 
the shifted global optimum may be noted that the proposed OHS-based meta-heuristic offers faster convergence profile and also lesser final value of ISTE as compared to either BGA-or HS-based approach for this adopted test case. BGA yields suboptimal higher values of P index . (h) Performance evaluation with sinusoidal load pattern: The performance evaluation of the studied isolated hybrid power system model with sinusoidal load pattern and OHS-based optimization technique for on-line, off-nominal input sets of parameters is also carried out. The expression for the sinusoidal load change containing low sub-harmonic terms [24] is assumed as in (35) and its variation with time (for 100 s) is plotted in Fig. 11a . Under the on-line, off-nominal input sets of parameters with sinusoidal load pattern, the TSFL extrapolates the nominal optimal parameters intelligently and linearly in order to determine the off-nominal optimal SVC controller parameters. These controller parameters yield the optimal incremental change in terminal voltage response profile as presented in Fig. 11b . From this figure, it may be noted that with the application of a continuously fluctuating load demand, smooth output voltage response profile is obtained with the assistance of a truly compensated reactive power support from the SVC loop.
(i) Statistical analysis: The t-values between the OHS and the other optimization methods are presented in Table 7 .
The t-value of all approaches is larger than 2.15 (degree of freedom = 49), meaning that there is a significant difference between the OHS and other methods with a 98% confidence level. BGA-based results yield suboptimal results. Thus, from statistical analysis, it is clear that the OHS-based optimization technique offers robust and promising results.
Conclusion
In this paper, the concept of opposition-based learning has been employed to accelerate the HS algorithm. The notion of opposition-based learning has been utilized to introduce opposition-based HM initialization and opposition-based generation jumping. By embedding these two steps within the HS, an opposition-based HS algorithm is proposed in this paper. The proposed algorithm is tested on sixteen benchmark test functions. The simulation results demonstrate the effectiveness and robustness of the proposed algorithm to solve the benchmark test functions. Moreover, the results of the proposed algorithm have been compared to those surfaced in the recent state-of-the-art literature. As an engineering optimization application, reactive power control of an isolated hybrid power system model is carried out with the help of the proposed OHS algorithm. From the simulation study, it is revealed that the proper tuning of the SVC yields the true optimal voltage response profile for the studied hybrid power system model. TSFL is applied to obtain the on-line output terminal voltage response. The comparison of the numerical results and the convergence profiles of the optimum objective function values confirm the effectiveness and the superiority of the proposed approach of the current article.
Appendix A
A.1. Description of benchmark test functions
Description of benchmark test functions is presented in Table A .1.
A.2. Power system data
The values of the different constants used for the simulation ( The other data of the studied hybrid isolated power system model are presented in Table A .2. 
