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ABSTRACT
In this article we describe and evaluate a novel, low interac-
tion cost approach to supporting the spontaneous discovery
of geo-tagged information while on the move. Our mobile
haptic prototype helps users to explore their environment by
providing directional vibrotactile feedback based on the p-
resence of location data. We conducted a study to investigate
whether users can nd these targets while walking, compar-
ing their performance when using only haptic feedback to
that when using an equivalent visual system. The results are
encouraging, and here we present our ndings, discussing
their signicance and issues relevant to the design of future
systems that combine haptics with location awareness.
Categories and Subject Descriptors
H.5.2 [User Interfaces]: Haptic I/O, Interaction Styles
General Terms
Design, Experimentation, Human Factors
Keywords
Mobile computing, location-aware, haptics
1. INTRODUCTION
Geo-tagged views of the places we visit have become in-
creasingly common in recent years with the proliferation of
online mapping and low-cost location-based systems. Google
Maps shows the user aerial views of a location, whilst over-
laid Panoramio photos and Wikipedia articles provide a sense
of context and history about landmarks, interesting informa-
tion snippets or even just quirky views of nearby objects.
These services work well on the large screens of convention-
al computers, but lack elements of usability in mobile sce-
narios, where it is tempting to simply shrink the display and
provide the same interaction on a smaller screen. While they
are, of course, functional, systems like these require the user
to transfer attention from their physical surroundings to an
alternative, digital representation of the location, and con-
centrate on interpreting the links between the two.
Our work is motivated by a desire to remove this need to
grapple with the digital world; instead, we aim to provide
immersive, ‘heads up’ ways for users to discover content as-
sociated with the places they visit. In this article we present
and explore one such approach to mobile information dis-
covery, using our prototype haptic system. This novel in-
teraction prototype allows the user to interact with digital
information in their nearby environment without the need to
concentrate on a screen to discover geo-located data. Instead,
interesting places are discovered by pointing and scanning,
and ‘felt’ using haptic feedback that is directly related to the
real-world size and position of the target.
We begin in Section 2 by reviewing previous research into
pointing-based location interaction, mobile device feedback
techniques and device usage while moving, situating our ap-
proach amongst these developments. Section 3 describes the
haptic prototype in more detail, highlighting important as-
pects of its implementation and its novel contributions. In
Sections 4-6 we describe a study conducted to evaluate our
prototype, assessing its performance against an equivalent
visual-based system, presenting our method, results and dis-
cussion of their signicance. Finally, in Section 7we conclude
the article and present several pointers to future work.
2. BACKGROUND
Our prototype employs physical pointing to enable loca-
tion interaction, combinedwith haptic feedback to help users
discover information while on the move. In this section we
rst review previous mobile pointing-based systems, contin-
uing to examine non-visual feedback for location-based sys-
tems. Finally, we review previous literature discussing user
attention and interaction while moving, looking at the poten-
tial pitfalls of using a mobile device when on the move.
2.1 Pointing-based interaction
Researchers have only relatively recently begun to investi-
gate the potential offered by mobile pointing-based interac-
tion, creating many imaginative devices as the sensor tech-
nologies required to enable this interaction have reduced in
size and cost. In an early contribution to this area, Egenhofer
[2] discussed the possibilities for several Spatial Information
Appliances before the necessary technologies were integrated
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into mobile devices. These included a Smart Compass, pro-
viding turn-based GPS guidance toward a location, and Geo-
Wands, that help users to identify physical geographic targets
by pointing toward them.
Fröhlich et al. [3] assessed the viability of ‘point-to-select’
against alternative methods of interaction via a ‘Wizard-of-
Oz’ style study. The results showed that the relation of loca-
tion services to physical objects was helpful and important,
and suggested that pointing gestures were ‘highly attractive
and efcient’ forms of location selection. In a related project,
building upon this work, Simon et al. [15] investigated the s-
patially aware mobile phone, a conceptual device to connect
the physical and digital worlds. Using a three-dimensional
model of a location in conjunction with knowledge of the us-
er’s position, their framework was able to create a line-of-
sight visualisation from the user’s location.
Approaches such as these demonstrate useful, usablemeth-
ods for enabling pointing-based interaction, but they rely on
a visual display as the basis of the interaction process: point-
ing achieves location selection, but discovery of the available
information falls back to visual menu navigation. Our design
uses the pointing phase of this process for discovery of both
the location and quantity of the information available, help-
ing the user to interact more closely with the location they
are exploring, and only resorting to a visual display to show
the resulting location information.
2.2 Non-visual location-based feedback
Moving away from visual feedback, Strachan et al. [17]
used location and heading data in conjunction with real-time
trajectory prediction to guide a user along a path to a desired
target location. By pointing and tilting a device around their
environment, the user can browse the route features around
them, with both audio and haptic feedback directing them
toward their destination. When the user is heading toward
the target the audio signal is clear and there is no haptic feed-
back, but if they move off track the audio is distorted and
vibrotactile feedback increases. In a related paper, Strachan
and Murray-Smith [16] studied mobile interaction with vir-
tual targets, with both vibrotactile and audio feedback. Their
research addressed specically the problems that can arise
due to uncertainty in the user’s location and heading data,
and offered a probabilistic approach to this problem. An ex-
periment using their system showed that targets could be s-
elected effectively, even when fairly tightly spaced.
Holland et al. created AudioGPS [5], which used audio
to provide representations of the direction and distance of
waypoints. Their informal study found the system adequate
for navigation tasks to within eight degrees of a target, but
there were some issues with latency under eld conditions.
In a similar system, Jones et al. [7] used ambient spatial audio
to help guide users around a virtual environment, providing
cues as to the direction and distance of a specied target by
adjusting the fade and balance of an audio track.
Shin and Lim [14] used a vibrotactile jacket in conjunction
with an ultrasound sensor array to provide obstacle detec-
tion and feedback for visually impaired users, and suggest-
ed that the use of haptic feedback for this task could help
users to navigate around obstacles reasonably accurately and
without losing track of their path. Similarly, Van Erp et al.
[18] used eight tactors placed around the user’s waist to help
indicate to them the direction of waypoints. Each tactor vi-
brated to indicate movement in a certain direction, and dis-
tance was also encoded into the vibrational feedback. Luk
et al. [8] describe a prototype for mobile haptic interaction
where piezoelectric actuators are used to provide several tac-
tile sensations ranging from simple buzzes to complex mov-
ing patterns. Particularly interesting is the application of this
technique to a navigation task, where the device ‘strokes’ the
user’s thumb to prompt them to move forward.
These systems demonstrate the use of audio and haptic
feedback for navigation tasks, often guiding the user to a
specic pre-set location. Our approach, however, uses haptic
feedback for the discovery of all available information target-
s in the area around the user, providing them with cues as to
the location of possible points of interest rather than pointers
toward their journey destination.
2.3 Using while moving
Several researchers have shown that using a device while
moving can have a detrimental effect on user performance
and mobility. Mustonen et al. [9] studied users reading text
on a device screen while walking, nding that participants’
performance decreased while moving. Similarly, Barnard et
al. [1] compared user performance when sitting and while
walking, nding that moving signicantly increased the time
taken forword search and reading comprehension tasks. Pas-
coe et al. [11] looked at usage of a mobile device for eld-
workers, and suggested that the introduction of minimum
attention user interfaces and the addition of context aware-
ness could help to improve the effectiveness of mobile inter-
action in this environment. Oulasvirta et al. [10] investigated
attention to the screen of a mobile device in several differen-
t environments, ranging from a laboratory to a busy street,
nding large differences in user mobility between these situ-
ations.
As demonstrated in the papers here, managing attention
to a device while moving can be a complex undertaking. In
the next section we describe our prototype system, which at-
tempts to provide an alternate interface to the discovery of
geo-tagged data, allowing a more uid, simplied interac-
tion ow.
3. HAPTIC SYSTEM DESIGN
The haptic system allows the user to discover geo-tagged
information in the environment around them bymaking point-
ing and sweeping movements with a mobile device, as illus-
trated in Fig. 1. In the following sections we describe in more
detail its usage, implementation and the useful, novel inter-
active features it provides.
3.1 Haptic browsing
Wedesigned a framework to allowhaptic discovery of geo-
located data, helping users to discover the location of inter-
esting information in the area around them. When using our
prototype, as the user moves around their environment their
position (latitude, longitude) is used to refresh a selection of
available points of interest near their location. The system
is designed for one handed interaction with minimum atten-
tion required, and allows the user to search for geo-tagged
information – for example: text, images, videos, audio con-
tent – without the need to look at a screen until they have
discovered a target that interests them. Holding the device
in their hand, the user can point and scan around the points
of interest nearby, feeling gentle vibrotactile feedback when
they move their focus around each target.
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Figure 1: The haptic system in use: the SHAKE device
(shown inset) vibrates when the user points toward a lo-
cation with geo-tagged content available. Pressing the
SHAKE’s navigation button (shown at A) selects the target.
The feedback provided to the user helps them to discov-
er both the direction of and quantity of information avail-
able about a point (see Fig. 2). Quantity is indicated by the
spread of the vibration: popular targets with lots of data ap-
pear larger and take upmore of the user’s scanning range. To
help the user determine the direction of the actual target, the
vibrational feedback increases in intensity toward its centre.
3.2 Implementation
Our prototype system consists of a Sony VAIOUltra-Mobile
PC (UMPC), connected over Bluetooth to a Sensing Hard-
ware for Kinesthetic Expression (SHAKE) SK6 sensor pack.
The SHAKE (described in [19]) is a small integrated sensor
device that contains a variety of compact sensing hardware.
For our application we use its tri-axis accelerometers, gyro-
scopes and magnetometers for orientation, its internal mo-
tor to provide vibrotactile feedback, and the navigation but-
ton on its side to allow users to select targets. The SHAKE
device is attached rmly to the back of the UMPC so that
any movements the user makes whilst holding it are directly
recorded. All data received from the SHAKE, in addition to
timings, button presses made by the user and logs of when
vibrotactile feedback pulses were sent and their intensities
are recorded by the UMPC at all times.
Providing vibrotactile feedback on a device that is also used
to gather sensor data introduces problems with sensor in-
terference. In order to address this, we rst low-pass lter
the accelerometer, magnetometer and gyroscope data, then
combine these to obtain a stabilised orientation matrix which
provides a heading value that uctuates less than using the
magnetometer data alone would allow. This technique does,
of course, introduce a small lag, but we feel this is accept-
able to counter the more signicant usability problems that
would arise if we left the data unltered.
When the ltered compass heading intersects a nearby point
of interest, the device generates vibrational feedback based
on the tangential distance from the centre of the target, and
increases in intensity as the distance decreases. When pro-
viding feedback, closer targets occlude those further away –
Figure 2: Haptic feedback: the spread of the haptic area
helps the user, at pointA, to determine the size of the target,
and the increase in vibration frequency toward the middle
of the target guides them to its centre point.
we assume the user has an interest in the points of informa-
tion in their immediate vicinity.
3.3 Proposed benefits of the system
The novel interactionmethodwe present in our haptic pro-
totype provides a simple way for users to seek out digital re-
sources whilst moving through their environment, without
having to pause to look at a device’s screen during the dis-
covery process. We envisage people using the device whilst
stationary, but believe it offers users the most benets while
walking and moving around their surroundings: the user
can view, experience and interact with the physical features
of their environment while simultaneously exploring the dig-
ital accompaniments to the world around them. This type of
interaction with the system is the area we are most interested
in, and in the next section we describe a user study undertak-
en to investigate usage in a similar scenario, evaluating the
prototype’s performance against an alternative, visual-based
system.
4. EXPERIMENT
We performed a lab-based user study to study the system’s
usability when the user is walking. In this sectionwe rst de-
scribe an equivalent visual-based device that was construct-
ed to allow comparisons between our prototype and a viable
alternative system, then detail the method used to evaluate
and compare these systems.
4.1 Visual comparison system
To enable a fair comparison between the haptic system and
a viable alternative we constructed a second prototype that
is a visual analog of the haptic system, to the extent that it
was possible. Where the haptic system provides vibrotactile
feedback, this device shows icons as a visual representation
of the information targets that are available for discovery in
the area around the user (see Fig. 3). Users hold the same
hardware as in the haptic system, but on the screen they see
a radar-like display that rotates as they turn, updating to en-
sure that the display shows the targets that are currently in
the user’s eld of view. Feedback for target interaction is
achieved by changing the colour of the target icons when the
user points directly toward them, and the centre of each tar-
get is indicated by a cross (see points B and C, Fig. 3). In
addition, the quantity of information available is indicated
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Figure 3: The visual system in use for the study, showing
inset the display the user sees. The user is represented
on the screen by the icon at A and a highlighted target is
shown at point B. The icon used for unselected targets is
shown at C.
by the size of the icon: larger icons indicate more geo-tagged
information is present.
4.2 Study design
Our main interest was in evaluating whether using haptic
feedback could help improve the user experience whilst on
the move, comparing their performance against an equiva-
lent visual system. We measured user performance over sev-
eral factors, specically: whether users could nd targets, the
affect on their normal walking speed, the time taken to select
targets, any false positives generated, and their perceptions
of the systems.
4.2.1 Participants
Twenty participants aged between 18 and 55 were recruit-
ed for a 15-minute lab study. Thirteen participants were un-
dergraduate students, two were postgraduates and ve were
members of university staff in areas unrelated to HCI. Ten
participants were male and ten female. Six participants had
previous experience of sensor-based interaction from using
the Nintendo Wii games console.
4.2.2 Conditions
Prior to the study, participants were allocated between two
conditions: the haptic system and the visual comparison sys-
tem. When allocating participants, those with prior sensor-
based interaction experience were randomly divided so that
both systems had an equal number, then the remainder of the
9m
10.2m avg.
Figure 4: Study layout: grey circles indicate positions of
cones; arcs T1 and T2 are target zones. User walks from
point A to end and repeats from B.
participants were allocated randomly to give ten participants
per system.
4.2.3 Measures
To quantify systemperformancewe used the Percentage of
Preferred Walking Speed (PPWS) measure [12] as an indica-
tion of the system’s affect on a user’s normal behaviour, but
used a different method for recording this to mitigate con-
cerns about its inaccuracy. PPWS is measured by recording a
participant’s average preferred walking speed before the ex-
periment, then expressing walking speeds recorded during
the study as a percentage of this value. During an initial pi-
lot study between our systems, however, we found the com-
monly used pedometer-based measurement of PPWS to be
unreliable for shorter distances. When using the system in
our pilot study, participants took more steps than they had
when their pace was measured beforehand. When using this
data to calculate percentage of normal walking speed this
would show a speed improvement, when in actual fact this
is not the case.
To solve this accuracy problem, we opted to place a tape
measure at the side of the walking circuit, and referred to
this to measure the distance walked by participants, instead
of using a pedometer. Measurements were taken from the
front of the participant’s foot to the nearest 10cm. In addi-
tion, to correct for the curved walking course, at the end of
the study all recorded distances were scaled up in line with
a previously-calculated average maximum circuit length of
10.2m, obtained prior to the study by measuring by three
participants’ average distance walked around the circuit.
In addition to the PPWS measure we were interested in
the time taken to select targets, which could indicate whether
certain target positions took longer to select than others. We
also recorded the number of false positives, dened as when
the participant pressed the selection button when not actual-
ly pointing toward a target, allowing us to highlight interac-
tion issues or cases of feedback confusion.
Finally, we used a questionnaire based on the NASA TLX
instrument [4], rating six aspects of participants’ perceived
performance – mental demand, physical demand, time pres-
sure, performance, effort and frustration – from 1 (low de-
mand) to 7 (high demand). We also recorded any comments
given by participants, and noted interesting participant be-
haviours.
4.2.4 Tasks
We based our experiment on procedures developed by [12]
and rened by [13], aiming to simulate a realistic environ-
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ment, but maintain control over the variance that can oc-
cur in studies such as these. During the study, participants
walked around a circuit in a university corridor (see Fig. 4),
negotiating obstacles and using the system at the same time
to select targets. Participants completed three primary tasks
during the study:
• Walk three 9m lengths of the corridor to measure their
average preferred walking speed.
• Find and select each of 30 targets at opposite ends of
the circuit:
– Stand at point A, touch the device screen and start
walking toward point B. While walking, attempt
to select a target in zone T1.
– Repeat frompoint B toA, selecting a target in zone
T2.
– Continue to repeat these steps until all 30 targets
have been selected.
• Complete a TLX questionnaire to rate their perceptions
of the system.
The targets used were identical in size, and appeared 12°
wide on each system. Targetswere equally spread over zones
T1 and T2 at the same positions in each zone, but participants
could only see one target at once. The order of the targetswas
random, but the order was the same for each participant and
system.
4.2.5 Procedure
At the start of each study session, participants weremet in-
dividually and introduced to the system they would be using
and its purpose via a verbal walkthrough of a typical usage
scenario. Participants were then given a demonstration of
the system to select example targets in the lab, and asked to
use the system themselves to select three sample points as a
form of device training.
Each participant was then taken to the corridor used for
the experiment and, before starting the study tasks, was asked
to walk three 9m lengths of the corridor while the researcher
timed them, allowing us to calculate their average preferred
walking speed. Participants then used the systemwhilewalk-
ing along the corridor circuit, attempting to select targets at
the same time.
Participants started at point A and were asked to simul-
taneously start walking and touch the device screen to be-
gin target selection. Once walking, participants followed the
line of the course, weaving around the cones while trying
to select the current target. When the participant success-
fully selected the target, they stopped walking immediate-
ly so the researcher could note down the distance they had
walked. Participants were told they should not stop walk-
ing until they had either selected the target or reached the far
side of the course. If the participant reached the end of the
course without selecting the target, they stopped and select-
ed the target from the end of the circuit, but the researcher
noted this event. After the participant successfully selected a
target, they walked to the opposite end of the corridor (point
B) and repeated the procedure, continuing to repeat this until
all targets had been selected, walking 30 lengths of the corri-
dor in total.
Measurement (units) Haptic Visual
Distance walked per target (m) 3.5 (2.5) 4.3 (2.8)
Time to select each target (secs) 6.7 (4.8) 7.2 (4.5)
No. false positives per target 0.5 (1.2) 1.2 (1.7)
Original walking speed (m/sec) 1.5 (0.1) 1.4 (0.2)
PPWS (% of original speed) 37.7 (19.6) 43.6 (18.1)
Table 1: Means and standard deviations (in brackets) of
each of the measures recorded.
After selecting all targets, participants completed a TLX
questionnaire and offered any verbal feedback resulting from
their usage of the system. Finally, at the end of the study all
participants were rewarded with a bookstore gift voucher as
a token of our appreciation.
5. FINDINGS
All participants found and selected each of the 30 targets
placed around the study area. Each participant also com-
pleted the TLX questionnaire and, in the majority of cases,
offered verbal feedback about the system they had used. In
the following sections we present our results, comparing da-
ta from the haptic system against the visual alternative.
5.1 Outlying results
During the study, two participants (one haptic, one visu-
al, both female students in the 18-25 age group, and with no
prior accelerometer experience) were confused about under-
taking the tasks they were set, and struggled to make sense
of and complete the experiment. When initially analysing
recorded data, the PPWS measurements from these partici-
pants were found to be signicantly set apart from the rest
(over two standard deviations from the mean). Consequent-
ly, we discarded all the data from these participants before
continuing with analysis. In addition, 20 cases (3.7% of the
remaining 540 selected targets) where participants reached
the end of the circuit without successfully selecting the tar-
get were removed from the data set as any PPWS measure-
ments taken from these results would falsely show a speed
decrease, and other measurements would be inaccurate as
participants were not moving when they eventually selected
the target.
No further outlying results were found, and we conducted
detailed analysis on the data from the remaining nine partic-
ipants and 260 targets selected per system (520 targets total).
5.2 Participant performance
Table 1 shows the mean and standard deviation of each
measurement for each system over all targets. Participants
using the haptic system have achieved nearly 38% of their
normal walking speed, while participants using the visual
system were able to walk slightly faster, at around 44% of
their preferred speed.
Statistical analysis usingANOVA shows a signicantly low-
er PPWS is attained when using the haptic system than when
using the visual system (F = 10.25, p = 0.001), but the haptic
system has generated signicantly fewer false positives than
the visual (F = 29.5, p < 0.001). No signicant difference was
found between the two systems in the time taken to select
targets (F = 0.93, p= 0.335).
It is possible to combine the targets for the two routes a-
long the circuit and analyse them together, due to the fact
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Figure 6: Spread of false positives, showing the number of false positives recorded in the area around each target.
that the targets are mirrored at each end of the course. After
pooling the data from these targets, we are also able to seg-
ment target positions into separate regions in order to high-
light any interesting results that may have arisen due to the
target locations. We have chosen to split the targets into left,
centre and right of the user’s position, and these results are
detailed in the next section.
5.2.1 Regionally-separated targets
Fig. 5 illustrates the mean PPWS per target and per region.
Targets in zone T2 are shown in line with those in zone T1
to allow visualisation of differences in performance at each
target location. Each circular icon shows the order in which
participants visited the targets, outer bars show the mean P-
PWS per target and inner bars combine these to give a mean
value per region.
Interestingly, when segmented into these sections, targets
to the left and right of the participant appear to have pro-
duced similar PPWS results between systems. ANOVA anal-
ysis supports this, with targets to the left and right show-
Behaviour Haptic % Visual %
Directly to target 33 49
Probing around target 34 24
Expanding sweep 18 14
Sweeping several areas 6 12
Touching target edges 4 1
Other / unclassied 5 0
Table 2: Percentage spread of participants’ target searching
behaviours.
ing no signicant difference between systems (F = 2.82, p =
0.095 and F = 1.45, p = 0.23 respectively), while targets in
the centre affect the participant’s PPWS signicantly more
(F = 5.52, p= 0.02): participants using the visual systemwere
able to maintain a higher PPWS for targets in the centre of
their eld of view.
This pattern is not shown when considering the false pos-
itives generated per region (left: F = 10.05, p = 0.002; centre:
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F = 7.05, p= 0.009; right: F = 13.49, p< 0.001): the haptic sys-
tem generates signicantly fewer false positives regardless
of the target region. Delving deeper into this interesting re-
sult, we can compare the direction the participant was point-
ing when they triggered the false positive with the area dis-
played on the visual system’s screen at the time. This anal-
ysis shows that 75% of false positives recorded on the visual
system were found to have been recorded when the target
was visible on the screen but not selectable (i.e. not directly
in front of the participant). Fig. 6 illustrates the spread of
false positives for each system, shown in relation to the tar-
get position, highlighting the denser concentration of false
positives recorded on the visual system in the area where the
target was visible.
No signicant differences were found when considering
the time taken to select each target for the left and centre re-
gions (F = 0.11, p = 0.746 and F = 0.11, p = 0.741 respective-
ly), but a signicant differencewas found for the right region
(F = 4.21, p= 0.042): the haptic system took signicantly less
time to select targets located to the right of each participant.
5.3 Target searching behaviours
Although heading data was recorded for each target, it is
difcult to automatically analyse the participants’ scanning
and searching behaviours due to the variance between par-
ticipants and the range of target locations. Instead, we have
opted to categorise these behaviours into six different types
of searching behaviour. Table 2 gives the percentages of be-
haviours of each type, and Fig. 7 illustrates examples of each
type of behaviour.
5.4 Participant subjective ratings
Fig. 8 shows the spread of each of the TLX ratings giv-
en by participants. ANOVA on participants’ TLX responses
shows a signicant difference between those of participants
using the haptic and those using the visual system for their
perception of the time pressure (F = 6.12, p = 0.027): partici-
pants felt the haptic system put them under less pressure to
complete the task quickly. No further signicant differences
were found when considering any of the remaining TLX rat-
ings (p > 0.05).
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Figure 8: Spread of TLX responses for each system.
5.5 Observed behaviours and verbal feedback
All participants initially used their right hand to hold the
device, and used their left hand to tap the screen to begin
the task. After nding a small number of targets, ve par-
ticipants using the visual system began to use both hands to
hold and steady the device, while all haptic participants con-
tinued to use only one hand to sweep and select.
The majority of participants using the haptic system tend-
ed to look almost straight ahead, appearing quite focused on
the vibrational feedback they were searching for. Most visual
participants appeared from observation to struggle to weave
between the cones while looking at the screen, though only
three mentioned this in post-study comments.
One participant using the haptic system commented: “if
you stop looking down at it it’s much easier. I’d like to be
able to use this in real life – it would be very helpful,” while
a second stated that “if you’re not looking at it you’re con-
centrating much more on the feeling rather than the screen,”
and “once you get the hang of it it’s really easy.” Another
participant stated that they “didn’t need to concentrate [very
much],” but also that it was “easy to go past too far.” and
have to backtrack to nd the target.
Participants using the visual systemoffered commentsmore
alignedwith tourist applications: “[this] would be really help-
ful for my travelling instead of going to tourist information,”
though several criticisms of the system were also raised: “[I
have to] catch them as they go past,” and “the delay [lag]
makes it much harder.”
6. DISCUSSION
Analysis of the study results shows, encouragingly, that
hap-tic feedback can help users to nd and select targetswhile
still able to maintain walking at around 38% of their nor-
mal speed on average. Participants using the visual system
achieved a slightly higher percentage of their normal walk-
ing speed – around 44% on average. When looking more
closely at the results, we can see that for targets to the left
and right of the user there is no signicant difference in the
speed achieved, and only for targets in the centre does the
visual system enable a signicantly faster walking speed.
Participants have slowed down their walking in all cases,
as might be expected. However, there is no great gain in vi-
sual performance that could be predicted, and participants
found all the targets using the haptic system. Although a
comparison of targets overall shows that the visual system
allows a signicantly faster walking speed, it is important to
consider this result in light of user interface familiarity. Users
have very little (if any) experience with vibrotactile feedback
for interaction, but most will have extensive experience with
visual, GUI-based systems. Furthermore, the similarity be-
tween haptic and visual results when targets are separated
into regions should be seen as a positive point: with very
little training, when interacting with targets to either side of
their location, there is no evidence that the familiar, visual-
based system provided the users with any additional bene-
t. In addition, while the visual system requires concentra-
tion on a screen, the haptic allows the user to focus on their
surroundings, as observed during the study.
For targets directly in front of the user, the visual system
has allowed participants to walk signicantly faster than the
haptic. This could be due to the ease of this task when target-
s are directly ahead – participants started the task and were
able to see and select the target almost immediately, whereas
participants using the haptic system may have automatical-
ly gone straight into the sweeping motion, after which more
searching is needed to get back to the initial starting posi-
tion. For areas to the left and right of the user, the haptic
interface shows promise, but the design evidently needs im-
provements for targets in the area directly in front of the user.
Unexpectedly, the visual system has generated more false
positives than the haptic. Referring to the visual data – see
Fig. 6 – and the 75% of false positive locations that occurred
when the target was visible, this appears to be due to partic-
ipants predicting target positions before they are selectable.
When using the haptic system, fewer false positives are gen-
erated, at the expense of time to select targets in some cases.
This result highlights the difference in feedback resolution
between the two systems, and the trade-offs that result from
the differing response levels. The visual display allows user-
s to see a target’s location before they are able to select it,
but this can result in unnecessary button presses. The haptic
system only noties the user of a target’s presence when it
is selectable, resulting in fewer false positives, but a slower,
more exploratory discovery process.
When rating the systems the participants using the hap-
tic prototype rated their perception of time pressure signi-
cantly better than those using the visual system, with no sig-
nicant differences for any other ratings. Verbal feedback,
too, seems to have indicated user appreciation of the hap-
tic system, with several positive comments about its ease of
use. Participants using the visual system offered several sim-
ilar comments, but some found the interface difcult to use.
Interestingly, only one of the haptic participants comment-
ed that they had difculty using the system, despite the fact
that the systems are essentially the same in their interaction
method, and only the feedback differs. One explanation for
this result is that participants using the visual system were
able to see their errors, such as occasions where they missed
targets and had to backtrack, or when they came close to se-
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lecting but pressed the selection button at the wrong time.
Participants using the haptic system, however, could only
detect these events on occasions where they skipped over the
target and had to revisit it – pointing near to the edge of the
target would not provide feedback.
7. CONCLUSIONS AND FUTURE WORK
In this paper we have explored and discussed the viabili-
ty of using haptic feedback to help provide awareness of in-
formation targets in a user’s surroundings. The results are
promising, and illustrate the potential success of future hap-
tic location-based systems.
Haptic feedback has allowed users to nd and select virtu-
al targets in their physical environment while they are mov-
ing. Encouragingly, in two thirds of cases performance using
haptic feedback has not been signicantly different from that
using an equivalent visual system. Crucially, in the visual
case, exploration of the information space requires a ‘heads-
down’ interaction style which appeared to be distracting to
the users. Haptic feedback allowed both interaction with the
environment and discovery of information in a ‘heads-up’
manner.
The study undertaken investigated usage of the system in
a realistic but controlled environment and, as such, it is im-
portant to consider some of the limitations of these ndings.
We attempted to simulate users’ interaction with their phys-
ical surroundings by asking users to walk around a simple
obstacle circuit while completing the study tasks. In reality,
however, obstacle avoidance is not the only element of inter-
action with the physical world – interaction and communi-
cation with other people, crossing roads or simply observing
the scenery are just a few of the many things people do while
moving around their environment. However, we believe that
these additional tasks support the need for non-visual inter-
active devices that allow usage in parallel with users’ every-
day tasks.
Clear extensions of this work are present in the discovery
of information for visually impaired users. While research
has already been published in this area (see Section 2.2), we
believe our interface offers improvements over several sys-
tems developed previously. For our prototype, users hold a
mobile device which provides feedback for multiple target
points; previous systems required a waist belt or jacket, and
provided only navigational information for one destination.
Further work could investigate alternative scenarios, such
as the discovery of information for later perusal. Previous
work (e.g. [6]) has investigated this area, but mainstream ap-
plications of this ‘delayed interaction’ are lacking. An adap-
tion of the haptic system to delayed information browsing
could allow users to explore areas using only a small screen,
or indeed no screen at all, requiring only the SHAKE and a
small GPS device, rather than the current hardware.
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