Abstract. A basic theory of fuzzy probability is presented. It is shown that many of the concepts of standard (crisp) probability theory carry over to the fuzzy context. Borrowing some terminology from quantum mechanics, we call a fuzzy event an effect and a fuzzy random variable an observable. Pattern recognition instruments are discussed and are used to motivate the theory. The probability that an effect occurs and the distribution of an observable are defined. The basic connectives for effects are presented and their elementary properties are given. Joint observables are studied. Conditional probabilities, conditional expectations and independence of effects and observables are discussed. The Borel-Cantelli lemma and laws of large numbers are proved and it is noted that the central limit theorem holds in thiá context.
Introduction
Although standard probability theory has been very successful in studying random phenomena, it is based on the concepts of crisp events and crisp random variables. In various applications it is necessary to compute the probabilities that certain fuzzy events occur and to determine distributions of fuzzy random variables. One such application, which comes from the study of pattern recognition instruments, is discussed in Section 2 where we consider a simple example. Borrowing some terminology from quantum mechanics, we call a fuzzy event an effect and a fuzzy random variable an observable.
After motivating our methods in Section 2, the basics of fuzzy probability theory are discussed in Section 3. The set of effects the probabilities of their occurrence as well as observables and their distributions are defined. For two effects f,g G the basic connectives / © g (orthogonal sum), fC\g (and) and / U g (or) are presented. Although other definitions for / Π g and / U g have been given in the literature [6] [7] [8] [9] [10] 12] , we believe that ours is appropriate. Conditional probabilities are discussed and a version of Bayes' rules in the fuzzy context is demonstrated. Even though a set of observables can be described by a corresponding set of random variables on a larger probability space, it is argued that such a procedure is inefficient and that a more direct method for treating systems of observables is available. This last statement is justified in Section 4 where it is shown that a finite set of observables admits a joint observable and hence a joint distribution. It follows that functions of several observables can be defined and it is shown that this definition reduces to the usual notion in the case of random variables (crisp observables).
Section 5 discusses the conditional expectation of an observable and Section 6 defines independence for effects and observables. Fuzzy versions of the Borei-Cantelli lemma and laws of large numbers are proved. It is also noted that the central limit theorem holds in this context.
Alternative frameworks for fuzzy probability theory have been proposed [5] [6] [7] [8] [9] [10] 12] . The framework that is closest to the one presented here can be found in [1] [2] [3] [4] . However, most of our methods and results are quite different.
Motivation
This section motivates the theory that follows with a simple pattern recognition example. Let M be a pattern recognition apparatus that recognizes the symbols u>i,... ,ω η . Suppose that in a specific situation, the symbols occur with probabilities -P(w¿). When w¿ occurs, a perfectly accurate (crisp) apparatus registers a number A¿ G M, where A¿, i = 1,..., η, are assumed to be distinct. However, no apparatus is perfectly accurate so we consider a fuzzy apparatus. In this case , when occurs, M will usually register A,·, but on occasion might register Aj, j φ i. A calibration experiment using M gives the probabilities Pm(Aj I that M registers A j when Ui occurs, i,j = 1,.. .,rc. This is accomplished by inputting the symbol into M a large number of times and counting the number of times that M registers A j. Since M must register one of its values with each input of u;¿, we have η I ω,·) = 1, ¿ = l,...,n. j=ι If M were crisp, then Pm{^í \ = δji> but in general this is not the case. We call the functions /m,í(<^¿) = Pm{^í \ ω ί), the confidence functions for M. This is because /m,j(^¿) gives the confidence on a scale between 0 and 1 that M will register A j when u t occurs. Usually, /mj ) ~ 1 and /mj(wí) ~ 0 for i Φ j.
Letting Ω = {ωχ ,...,ω η } be a sample space sd -2 Ω the power set of Ω, we have a probability space (il,£/,P). We can then consider the functions / M j, j = 1,..., n, as random variables on Ω. These random variables have two special properties, namely, /mj: Ω -> [0,1] and /mj = 1· Given the probabilities P(ui),PM(Xj | ω,·), i,j = 1,.. .,n, it is important to find the accuracy probabilities Pm(^ì I Aj). Specifically, if M registers the value Aj, then Pm(^ì I Aj) is the probability that the input symbol actually was ω,·. It may also be of interest to find the probability Pm(A¿) that M registers the value λi,i -1,..., n, and other statistical quantities concerning M. This can be accomplished using Bayes' rules. We then have
Other statistical quantities that may be of interest are the expectation of M given by
and the variance of M given by η η 
i=l i=l
In order to conduct a systematic study of the apparatus M, it may be useful to represent M by a random variable on a probability space. We can do this by introducing the sample space Ω = {(u>¿, Aj): i,j= Ι,.,.,η} with probability function P(ui,XJ)
Notice that Ρ is given in terms of our known probabilities. Define the random
Thus, the distribution of X is given by the probabilities Pjvf(Aj) that we calculated previously. The accuracy probability Pm{^í I Aj) is given by
where P(Ai \ Χ = Λj) is the usual conditional probability of the event
given that X = Xj. Moreover, the expectation of X is E(X) = E(M) and the variance of X is Var (X) = Var (M).
There are several disadvantages of the approach taken in the previous paragraph. One is that the sample space Ω and the probability function Ρ depend on the apparatus M. This would make it difficult and cumbersome to introduce another pattern recognition apparatus for comparison purposes or to study them simultaneously. The situation would be even worse for a sequence of apparata. Another disadvantage computationally, is that the sample space Ω is unnecessarily large and unnatural. It would be more natural to use the sample Ω consisting of the possible outcomes ωχ,... ,ωη and to represent M by a random variable X on this sample space. Of course, this is impossible because X would then have more than one value for each u>i. We shall now overcome these problems by introducing the concept of a fuzzy random variable.
As before, (Ü,s¿/,P) is a probability space with Ω = {ω\,..., ωη} and the confidence functions = fM,j• Then the probability of the effect fM¡ i is defined to be its expectation
and the distribution of X is defined by
Thus, both of these concepts provide the probability PM{Xj) that we previously calculated. Denoting the indicator function of a set A by I a, the conditional probability P({u;¿} | X = Aj) is defined as
Again, this is the accuracy probability calculated before. It is instructional to notice that
which was determined by our initial calibration experiment. Finally, the expectation of X is given by
and the variance of X is given by
We conclude that the observable (or fuzzy random variable) X provides all the statistical quantities for M and moreover gives a economical description of M.
The basic theory
This section presents a general theory that is motivated by Section 2. We begin with an arbitrary probability space (Ω, £/, Ρ). A random variable /: Ω ->· [0,1] is called an effect or fuzzy event and the set of effects is denoted by <f = <f(fì, ¿/). For f,g G , if / + g G (equivalently, if f + g < 1), then we write / _L g and define / ® g = / + g. If / G we define the probability of / by P(f) = E(f). Notice that Ρ is a probability measure on S in the following sense. We have
is an increasing sequence, then by the monotone convergence theorem P(lim /¿) = lim Ρ (fi) so Ρ is countably additive. Finally, P(IA) = P(A) so Ρ reduces to the usual probability for indicator functions. where ' indicates that the summation is over strictly increasing index sets.
We then obtain the usual inclusion-exclusion formulas
An observable or fuzzy random variable is a mapping X from the Borei sets into S such that X(R) = 1 and if G &(R) are mutually disjoint, then X (|J = Σ X(A¡) where the convergence of the summation is pointwise. We call / G £ crisp if / = I a for some A e We identify an ordinary event A G sé with the crisp effect I a and if Α Π Β = 0, we write A U Β = A ® Β which is consistent with I AU Β = ΙΑ θ IB-Notice also that I'A = i^c, IA Π IB = ΙΑΠΒ and ΙΑ U IB = IAUB SO our notation is completely consistent. Moreover, any random variable Χ:
Notice that for such an observable X(B) is crisp for every Β G &t(R). When X(B) is crisp for every Β G ^(R) we also say that X is crisp.
(
ii) If A Ç B, then X{B s A) = X(B) -X(A). (iii) If A C B, then X(A) < X(B). (iv) X(Al>B) -X(A)+X(B)-X(AnB).
Proof, (i) This follows from 1 = X(R) = X(B U B c ) = X(B) + X(B C ).
(ii) If A Ç Β, then
X(B) = X [A U (Β \ A)] = X(A) + X(B \ A). (iii) This follows from (ii). (iv) By (ii) we have
X(A UB) = X[(A\AnB)U(B\AnB)U(AnB)] = X(A S An B) + X(B Ν Α Η Β) + Χ (Α Η Β) = X(A) + X(B)-X(Af]B).
(ν) Let α; G Ω and define μ(Α) = Χ(Α)(ω) for every A G &(R).
Then μ is a probability measure on ^(R). Hence,
(vi) By (i) and (ν), we have
The proof of the next lemma is straightforward. 
ii) There exists a random variable Χ: Ω -> R such that X(B) -X _1 (B) for all B G á?(R). (iii) Χ (Α η Β) = Χ (Α) η Χ (Β) for all Α, Β £ SÇR). (iv) X(A U B) = X(A) U X(B) for ail A,B G &(R).
Ρ roof. If (i) holds, then X is a σ-homomorphism from á?(R) into si. It is well known [11, 13] that there exists a random variable Χ:
so (iii) holds. If (iii) holds, then by Lemma 3.1(iv) we have
so (iv) holds. If (iv) holds, then for every Β G á?(R), applying Lemma 3.1(i) gives
Applying Lemma 3.2(iii), we conclude that X(B) is crisp for every Β G á?(R). Hence, (i) holds.
• If fi 9 6 and P(g) φ 0, we define the conditional probability
We then have Ρ(/Π #) = P(g)P(f | #) and the following Bayes' fuzzy rules.
To prove (ii), we have
If X: -»· S is an observable, the distribution of X is the probability measure μ χ on <^(R) given by μχ (Β) =
P((X(B)).
Notice that μχ is indeed a probability measure because μχ(Κ) = 1 and if B¡ G á?(R), i G Ν, are mutually disjoint, then by the monotone convergence theorem we have
We also have for / G Β G #(R) with P(f),P(X(B)) φ 0 that
The expectation of an observable X is defined as E(X) = \ λμχ(άλ). 
Proof. Let Ω = Ω χ R n and ^ -si χ @(R n ). By the Hahn extension theorem, there exists a probability measure Ρ on (Ω, si) such that Now Xi has the same distribution as X¿, i = Ι,.,.,η, because for every Β e á?(R) we have
Finally, for every Β e A e sí with Ρ (Xi(B)), P(A) φ 0, we have and the last formula follows from Bayes' fuzzy rule.
• Theorem 3.5 can be extended to any collection Xa of observables and this theorem shows that we can always represent observables by random variables on a larger probability space. Although Theorem 3.5 is of theoretical interest, as mentioned in Section 2, the probability space (Q,,si,P) is inconveniently large and depends on the observables Xi, i = Ι,.,.,η. We shall see in Section 4 that there is a simpler and direct way to treat systems of observables.
Joint observables
We have defined an observable on a measurable space (Ω, si) to be a mapping from á?(R) to ¿?(íi,sí) that satisfies two conditions. But we can just as easily define more general kinds of observables. If {£l\,si\) is a measurable space, an ^-observable on (Ω,^ίβ a mapping X: si\ -> £ (Ω, sí) such that Χ(Ωι) = 1 and if Ai 6 sí\ are mutually disjoint, then X ((J Ai) = Σ X{Ai) where the convergence of the summation is pointwise. In particular, we call a á?(R n )-observable an τι-dimensional observable
and will continue to refer to the 1-dimensional case as simply an observable. If X is an observable on (Ω,,β/), (Si 2 ,¿/ 2 ) is another measurable space and u: Ωχ -• Ω2 a measurable function, we define the ^-observable îi(X) on (Ω, £f) by = X for a11 A € M· In particular, if ¿/ 2 = ^(R), then u(X) is an observable. THEOREM 
.., are mutually disjoint. Then Ζ (U Bi) = ¿ Ζ (Β i) so that \jBi e S. Finally, for a product set Β λ X • • · X B n G 38(R n ) we have
so that i?i X · · · X B n G 38. It follows that Z(B) is measurable for every Β G ^(R 71 ). We have also shown that Ζ is an n-dimensional observable. That Ζ is unique follows from the fact that Ζ is specified on product sets. • If Χι,...,X n are observables on (Ω,^), we call the unique n-dimensional observable Ζ specified in Theorem 4.1, the joint observable for X\,..., X n . If (Ω, β/, Ρ) is a probability space, then the probability measure μχι,...,χ Λ on 38(R n ) given by
.,χ η (Β) = μζ(Β) = Ρ(Ζ(Β))
is the joint distribution of X\,.. .,X n . Notice that μχ 1 ,.,.,χ η is the unique probability measure on 38(R") such that
μχ,,.,.,χΛΒι x---xB n ) = P(X 1 (B 1 )X 2 (B 2 )---X n (B n ))
for every product set B\ χ · · · X B n G 3 §{R"). Moreover, the marginal distributions satisfy
where Β is in the ¿th position. If Ζ is the joint observable for X\,.. .,X n and u: R n ->· R is a Borei function, we define the observable u(Xi,..., X n ) by u(Xi,... ,X n ) = u(Z). It is not hard to show that E(u(Z)) = \u(Αχ,..., Χ η )μζ(άλι • -·άΧ η ).
As an example, let Χ, Y be observables on (Ω, srf) and let Ζ be their joint observable. If u: R 2 -• R is the measurable function ΐί(λχ,λ2) = λι + Λ2, then X + Y is the observable on (Ω, s/) given by (X+ Y)(B) = u(Z)(B). To show that X + Y really gives the sum of X and Y, let Ρ be any probability measure on (Ω, srf) such that E (u{Z)) exists. Then by Fubini's theorem we have We have previously defined functions u(X 1,.. .,X n ) of several observables
We now show that this definition is consistent with the usual definition of functions of several random variables. If / is a random variable on a measurable space (Ω, £/), we use the notation f: ¿^(R) -»· srf for the corresponding observable defined by f{B) = f~1(B). It follows from Theorem 4.2 that these reduce to the usual definitions for random variables. These convergence definitions will be useful when we consider limit theorems in Section 6. At that point we shall clarify the definition of lim sup in our present setting.
Conditional expectation
If X is an observable on (Ω, we denote the smallest σ-subalgebra of srf with respect to which the random variables, X(B),B € <^(R), are measurable by Σ(Χ). If Σ is a σ-subalgebra of we say that X is measurable with respect to Σ if Σ(Χ) Ç Σ. If R is a family of observables on (Ω, i?/), we denote the smallest σ-subalgebra of si that contains |J {Σ(Χ): X 6 R} by Σ(Ε). Now let X be an observable on (Ω, Ρ) and let Σ be a σ-subalgebra of sé. The conditional expectation E(X \ Σ) of X given Σ is an observable that is measurable with respect to Σ and satisfies Ρ [fE(X | Σ)(ί?)] = Ρ (fX(B)) for every / e <Τ(Ω,Σ) and every Β e ^(E). The conditional expectation is frequently only defined a.s. [P] , that is the two conditions for an observable only hold a.s. [P]. THEOREM for every / G Σ). Since
If X is an observable on (Ω, s/, Ρ) and Σ is a σ-subalgebra of s/, then E(X \ Σ) exists and is unique a.s. [P].

P(IaY(R)) = P(Ia) = P(A)
it follows that y(R) = 1 a.s.
[P]. Since we are only concerned with existence a.s.
[P], we can assume that Y(R) = 1. (We shall also make such an identification in the next argument.) If P¿ G ^(R) are mutually disjoint, then for any A G Σ an application of the bounded convergence theorem gives oo
Hence, F(IJ5¿) = Σ,Υ(Βί) so Y i s an observable that satisfies the conditions of the definition of a conditional expectation. It is clear that Y is unique a.s. [P] .
• If X and Y are observables on (Ü,s/,P), we define the conditional
[P] we say that λ is a value of X. For g G S we define the observable
It is easy to check that Xg is indeed an observable and if g φ 0, la.s.
[Ρ], then Xg has the two values 0,1. We define the conditional probability of
is an observable with the two values 0,1 and for any / G <?(Ω, Σ) we have
The next result shows that the definition of conditional probability given Σ generalizes our previous definition of conditional probability. (ii) If g e ¿?(ü,sé) and
Proof, (i) Defining Y:
is clear that Y is an observable that is measurable with respect to Σ. For j -1,.. . ,n, we have
P(IA,Y(B)) = P(Aj)P (X(B) I AJ) = Ρ (LA,X(B)).
Since any / G <^(Ω,Σ) has the form / = ^λ,·/^, € [0,1], we conclude that P(fY(B)) = P(fX(B)). It follows from Theorem 5.1 that y = E(X I Σ).
(ii) If g G <f (Ω, sé), it follows from (i) that for any Β G á?(R) we have
Hence, for ω e Ai, we have If /> 9 6 ¿>(£t,sé,P) are independent and P(g) φ 0 we clearly have
P(fng) = P(fg) = P(f)P(g) and it follows from this that P(f \ g) = P(f).
Let Χ, Y be independent observables on (Ω, sé, Ρ), let Ζ be their joint observable and u: R 2 R a Borei function. Then for every B\, B2 G we have
so μχ,γ is the product measure μ χ χ μγ. Moreover, we have
In particular, if ω(λ1,Λ2) = λιλ2, we use the notation XY = u(X,Y) and we have Proof. We first show by induction on η that
The result holds for η = 1. Suppose the result holds for n. Then 71+1 η η η
Hence, by the induction hypothesis 71+1 η n+1
It follows that for every η G Ν, we have Proof. This is essentially the usual proof which proceeds as follows
• By choosing different functions for u in Chebyshev's inequality, we obtain some useful special cases. If we choose u(Λ) = Λ 2 and replace X by \X -E(X)I, we get
(1)
Other cases of importance are:
The next result is a simple version of the weak law of large numbers. Stronger versions in which the finite second moment condition is relaxed can be proved with more work. Of course, the n-moment of an observable X is E(X n ).
THEOREM 6.5. Let Χι be a sequence of independent, identically distributed observables and let Sn = (Xi + · · · + Xn)/n. If the X{ have finite second moments, then Sn converges to E(X\) in probability.
Proof. It follows from the finite second moment condition that Ε (|Xi|) < oo so E(Xi)
exists. Letting V = Var (X¡), by linearity of the expectation, we have Var(Sn) = V/n. Applying (1) with X = Sn and λ > 0, we have P(|Sn-25(Xi)|> λ) Hence, limPdá'n -£(Xi)| > λ) = 0 for every λ > 0, so Sn converges to E(Xi) in probability.
•
The next theorem is a simple version of the strong law of large numbers. Again, with more work, the finite fourth moment condition can be relaxed. Thus, S n converges to m almost surely. • LEMMA 6.7. If X n is a sequence of independent observables, c G M, and X n converges to c almost surely, then X n converges to c in probability.
Proof. Letting u: M -> R be the Borei function ΐί(Λ) = λ -c, we have X n -c = u(X n ). Hence, X n -c is a sequence of independent observables. Suppose that X n does not converge to c in probability. Then there exists a λ > 0 such that lim Ρ (\X n -c\ >\)¿Q. Thus, X n does not converge to c almost surely and the result follows.
We conclude from Lemma 6.7 that if X n are independent and the strong law of large numbers holds for X n , then the weak law of large numbers holds.
The central limit theorem is essentially a result concerning probability measures on ¿$(R). A sequence μ η of such measures converges weakly to a probability measure μ on ^(R) if lim \ g άμ η = \g άμ for every bounded continuous real-valued function g on R. The normal distribution (with mean 0 and variance σ 2 ) is the probability measure μ σ on ^*(R) given by μ σ (Β) = -4= \ exp(-A 2 /2σ 2 )ά\.
σν27Γ ¿ The proof of the central limit theorem for observables is essentially the classical proof. 
