Employing highly efficient algorithms for simulating invasion percolation ͑IP͒ with trapping, we obtain precise estimates for the fractal dimensions of the sample-spanning cluster, the backbone, and the minimal path in a variety of two-dimensional lattices. The results indicate that these quantities are nonuniversal and vary with the coordination number Z of the lattices. In particular, while the fractal dimension D f of the samplespanning cluster in lattices with low Z has the generally accepted value of about 1.82, it crosses over to the value of random percolation, D f Ӎ1.896, if Z is large enough. Since optimal paths in strongly disordered media and minimum spanning trees on random graphs are related to IP, the implication is that these problems do not also possess universal scaling properties. Multiphase flow phenomena in porous media are relevant to many problems of great scientific and industrial importance, including extraction of oil, gas, and geothermal energy from underground reservoirs, food and soil sciences, powder technology, and materials science ͓1͔. Invasion percolation ͑IP͒, a model introduced ͓2͔ for describing the evolution of the interface between an invading and a defending fluid in a porous medium, has provided deep insight into such phenomena. In addition, IP is relevant to a host of other problems, including characterization of optimal paths and domain walls in strongly disordered media ͓3,4͔, minimum spanning trees ͓5͔, and even simulation of the Ising model at the critical temperature ͓6͔. Moreover, IP is one of the simplest parameter-free models which exhibits self-organized criticality ͓7͔, another subject of current interest.
Multiphase flow phenomena in porous media are relevant to many problems of great scientific and industrial importance, including extraction of oil, gas, and geothermal energy from underground reservoirs, food and soil sciences, powder technology, and materials science ͓1͔. Invasion percolation ͑IP͒, a model introduced ͓2͔ for describing the evolution of the interface between an invading and a defending fluid in a porous medium, has provided deep insight into such phenomena. In addition, IP is relevant to a host of other problems, including characterization of optimal paths and domain walls in strongly disordered media ͓3,4͔, minimum spanning trees ͓5͔, and even simulation of the Ising model at the critical temperature ͓6͔. Moreover, IP is one of the simplest parameter-free models which exhibits self-organized criticality ͓7͔, another subject of current interest.
Two main variants of IP have been studied so far. In nontrapping IP ͑NTIP͒ the defending fluid is compressible and the invading fluid can potentially enter any region on the interface which is occupied by the defending fluid. In the second and more common case, the trapping IP ͑TIP͒ which is the subject of this paper, the defending fluid is incompressible and is trapped if a portion of it is surrounded by the invading fluid. In addition to the compressibility, one must also take into account the ability of the fluids to wet the internal surface of the medium ͓1͔. In imbibition a wetting fluid is drawn spontaneously into a porous medium, while during drainage a nonwetting fluid is pushed into the pore space. We model the porous medium as a network of pores or sites connected by throats or bonds which have smaller radii than the pores. In IP, the potential displacement events are ranked according to the capillary pressure threshold that must be exceeded before that event takes place. During imbibition, the invading fluid is drawn first into the smallest constrictions, for which the capillary pressure is large and negative, and it goes last into the widest pores. Displacement events are therefore ranked in terms of the largest opening that the invading fluid must travel through, since it is from these larger capillaries or bonds that it is most difficult to displace the defender. Imbibition is therefore a site IP, whereas drainage in which the invader has most difficulty with the smallest constrictions is a bond IP.
Important differences arise ͓4,8 -11͔ in the structure of the invading fluid paths, depending on whether one considers NTIP or TIP. The scaling properties of NTIP are believed to be consistent with those of random percolation ͑RP͒. On the other hand, up until now it has been assumed that the scaling properties of TIP in two dimensions ͑2D͒ are universal and independent of the lattice type, and distinct from those of RP. The purpose of this paper is to report the results of extensive simulation of TIP in 2D in a variety of lattices which indicate that, contrary to the common belief, the scaling properties of this model are all nonuniversal and lattice dependent. Since the scaling properties of IP are related to those of optimal paths in random media and the geometry of minimum spanning trees on random graphs, the universality of the scaling properties of these phenomena, which has been claimed in the past ͓3-5͔, is also questioned.
Since the differences between values of various scaling exponents of TIP and RP appear to be small, it is critical to be able to simulate very large lattices in order to establish the universality classes of TIP models. We have recently developed ͓11͔ a highly efficient algorithm for simulating TIP in which the simulation time grows as O͓N ln(N)͔, where N is the number of sites in the lattice, which enables us to simulate very large lattices for measuring the scaling properties of TIP models with very high accuracy. Briefly, in this algorithm one looks for the trapped regions by searching the neighbors of each newly invaded site. If trapping is possible, then several simultaneous breadth first ''forest-fire'' searches are used to update the cluster labeling as necessary ͓8͔, which restricts the changes to the most local region possible. Since during an invasion each site can be invaded or trapped at most once, this part of the algorithm scales as O(N). The search is done for cluster volumes rather than perimeters and incorporates local checking to minimize cluster searching, and is thus equally effective in 3D.
We also store the sites ͑bonds͒ on the fluid-fluid interface in a list, sorted according to the capillary pressure threshold needed to invade them. This list is implemented via a balanced binary search tree, so that insertion and deletion operations on the list can be performed in log(n) time, where n is the list size. Sites ͑bonds͒ that are designated trapped using the above described procedures are removed from the invasion list. Each site is added and removed from the interface list at most once, limiting the cost of this part of the algorithm to O͓N log(n)͔. Thus the execution time for N sites ͑bonds͒ is dominated ͑for large N͒ by list manipulation and scales at most as O͓N ln(N)͔.
We have also used a different optimized algorithm ͓11͔ to identify the minimal path length, the sites comprising both the elastic backbone ͓12͔, i.e., the set of the sites that lie on the union of all the shortest paths between two widely separated points, and the usual transport backbone, so that the backbone search and computations do not affect the overall execution time of the algorithm. Although numerous algorithms have been proposed in the past ͓12,13͔, as we have discussed elsewhere ͓11͔, our algorithm appears to be more efficient than the previous methods. Briefly, the algorithm consists of four steps. ͑i͒ Using a breadth-first search algorithm, we label each site in the cluster with its ''cluster distance'' from the inlet face, and then use this information to burn backwards from the outlet face and identify the elastic backbone. We also construct the ''branch points list''-a list of all the cluster sites that are adjacent to the elastic backbone but are not part of it. The branch points list should be ordered with the sites closest to the inlet face listed first. ͑ii͒ The search stops if the branch points list is empty. Otherwise, a depth-first search from the last site in the branch points list is performed, flagging all the sites that are visited. During the search, unexplored branch points are added to the branch points list, while another list tracks the sites that have been flagged as visited. We then carry out an optimization during the depth-first search: If there are multiple branches from a single site, the site labeled as the closest to the inlet face is always the first to be explored. ͑iii͒ The depth-first search terminates when one of two conditions are satisfied: ͑1͒ The search contacts the backbone again at a different site from where it started, in which case the sites in the visited-sites list are flagged as backbone sites, or ͑2͒ it retreats back to its starting site, at which point there will be no sites left in the visited-sites list. ͑iv͒ The algorithm continues at step ͑ii͒.
We carried out extensive simulations using the hexagonal, square, triangular, and star lattices, thus spanning a range of coordination numbers Z ranging from Zϭ3 for the hexagonal lattice to Zϭ8 for the star lattice, which is constructed by adding diagonal bonds to the square lattice. We simulated both site and bond TIP using LϫL lattices with reflecting boundary conditions on the edges. In the case of the triangular and star lattices, we also used Lϫ2L lattices and measured the cluster properties within the central LϫL region ͑see below͒. Lattice sizes ranging from Lϭ16 to Lϭ8192 were used. The number of realizations varied between 5 ϫ10 6 for Lϭ16 to 3000 for Lϭ8192, representing the most extensive TIP simulations that we are aware of.
Consider, for example, the fractal dimension D f of the sample-spanning cluster. If we define a local fractal dimen- 
where c 1 and c 2 are two constants. We thus fit the data to Eq. ͑1͒ to estimate both D f and ␣ simultaneously. Equations similar to Eq. ͑1͒ are also used for estimating D bb and D min ͑and the corresponding ␣s͒, the fractal dimensions of the backbone and the minimal paths, respectively. Table I presents the results for both site and bond TIP in the four lattices that we used. The estimated values of D f in the hexagonal and square lattices in both site and bond TIP are completely consistent with each other and with the generally accepted value ͓11͔, D f Ӎ1.825Ϯ0.004, obtained in the square lattice. For bond TIP the estimated D f in the triangular lattice is also consistent with this value. However, for site TIP, the value of D f in the triangular lattice jumps to about 1.890Ϯ0.002, just outside D f ϭ91/48Ӎ1.8958 for RP. To obtain a more accurate estimate, we used Lϫ2L triangular lattices and collected statistics in the middle LϫL part in order to eliminate boundary effects. We obtained D f Ӎ1.892Ϯ0.002, which is again slightly outside the value for RP. Although this estimate is extremely accurate, we cannot completely rule out the possibility that with even larger lattices one would obtain a value of D f which is completely consistent with that of RP. However, in the case of the star lattice, both site and bond TIP have a value of D f that is completely consistent with RP.
The same trends are seen in the value of the backbone fractal dimension D bb , namely, in the low-coordinated lattices D bb takes on the value that we recently reported ͓11͔ for the square lattice, but as the coordination number of the lattice increases, so also does D bb . The estimate for the star lattice is completely consistent with that of RP ͑Ref. ͓11͔ and Grassberger ͓13͔͒, D bb Ӎ1.6432Ϯ0.0008. However, our results for the triangular lattice consistently exhibit small but systematic and significant deviations from that of RP; see Table I . To show the quality of the data, we present them in Fig. 1 , where we used D bb Ӎ1.617, and the confidence ellipses ͓14͔ for the estimated exponents. Clearly, M /L 1.617 is converging to a constant value, while the confidence ellipses provide error estimates that are so small that rule out any significantly larger D bb . The behavior of D bb , which is consistent with that of D f , might be indicative of one of the two scenarios. ͑1͒ There is in fact a distinct intermediate case between the low-and high-coordinated lattices represented by the triangular lattice. The distinct value of D bb in the triangular lattice, as well as its estimated D min discussed below, strongly support this scenario. ͑2͒ Alternatively, there may be only two distinct sets of fractal dimensions, one each for the low-and high-coordinated lattices, which are separated by a critical coordination number 6рZ c Ͻ8. If so, the convergence of the results for the triangular lattice to those of RP should be very slow; one must use much larger lattices in order to obtain the true asymptotic values. Although our results do not provide any significant support for this scenario, we cannot completely rule out this possibility.
Finally, the results for D min for site TIP are completely consistent with the other two sets of results, namely, in lowcoordinated lattices, the value of D min are consistent with the previous estimate ͓11͔ reported for the square lattice, at the highest coordination number, it crosses over to that of RP ͑Grassberger ͓13͔͒, D min Ӎ1.1307Ϯ0.0004, with the value for the triangular lattice being in between the two cases. However, with bond TIP, all the estimates of D min are consistent with the previous value for the square lattice ͓11͔.
Note that bond TIP has been claimed ͓3,4͔ to be in the universality of optimal paths in the limit of strong disorder ͓3͔, and as such it is expected to be different from site TIP. All the results together leave very little, if any, doubt that the scaling properties of TIP in 2D are lattice dependent, and hence nonuniversal. They also indicate that, contrary to common belief, site and bond TIP have quite different scaling properties.
Trapping IP is a dynamical process. It is already known ͓15͔ that diffusion-limited aggregation, another dynamical process, is also characterized by a lattice dependent fractal dimension. One may then ask whether such nonuniversality is a generic feature of some dynamical processes, and if so, what distinguishes those with universal properties from the ones with nonuniversal properties. In addition, since the scaling properties of IP are related to those of optimal paths in strongly disordered media ͓3,4͔ and minimum spanning trees on random graphs ͓5͔, contrary to the common belief, these problems must also have nonuniversal properties. It is possible that all of these phenomena have universal scaling 
