Quantum cellular automata are important tools in understanding quantum dynamics, thanks to their simple and effective list of rules. Here we consider a class of noisy, one-dimensional quantum cellular automata that allow one to shift from unitary dynamics to completely positive maps, investigating the evolution of coherence as well as the notion of reversibility in such a setting. To this aim, we associate an approximate reverse automaton to each noisy automaton, and assess its effect, and we define an irreversibility time based on the distance from the maximally mixed state, which is shown to be the only attractor of the automaton map in the presence of dephasing. Our analysis illustrates the interplay between unitary and noisy dynamics.
I. INTRODUCTION
Time is what is measured by a clock, which is anything performing a periodic motion. The periodicity is fundamental to quantify the passage of time, but time itself is revealed already as soon as anything moves at all. However, a clock does not give any preferred direction to the dynamic so, in principle, the notions of past and future might be regarded as those of left and right. Surprisingly, they are when dealing with isolated microscopic systems.
On the other hand, in our daily observation of nature, this symmetry is quite exceptional. Imagine, in fact, being able to observe the universe as time flows backwards. You would immediately notice that something is wrong and unnatural. Most of natural processes occur spontaneously, giving a precise direction to the stream of time [1] [2] [3] . The first attempt to face the problem of the emergence of an arrow of time in a macroscopic system was made by Boltzmann in his unification of mechanics and thermodynamics [4] . In his picture, a macroscopic system spends most of its time in its most probable configuration, which has the highest entropy value. Through the still debated generic mechanisms of equilibration and thermalization [5] , physical spontaneous evolutions drive the system towards this configuration. If the initial state is already at the equilibrium, then on average the system has no dynamics, and time "stops."
For a many-body system, if the constituent parts start the dynamics in an initial uncorrelated state, they will begin to develop correlations through their interaction, producing an average increase in entropy and setting a precise direction to the arrow of time. This has been confirmed in various experiments in both classical [6] and quantum mechanics [7, 8] , establishing a way to manipulate and control the flow of time operating on the system's initial conditions. However, understanding in general how these complex systems evolve can be a demanding task, due to the large number of parameters involved. Introducing test models is an effective way to gain insight on complexity by introducing minimal complications, while still maintaining a nontrivial phenomenology.
Cellular automata (CA) have been introduced in this context in the early days of computer science in order to investigate self-replicating systems, as well as other peculiar discrete dynamical occurrences [9] . Classical cellular automata are built as arrays of elementary cells, being in either an active or a passive state: at each time step the state of all the cells is updated depending on the state of the surrounding ones. Cellular automata then provide one with a test system the evolution of which can be studied by invoking a minimal set of rules, thus considerably reducing technical requirements on their simulation. Despite their simplicity, complex unpredictable behaviors can be observed, as in the celebrated example of Conway's game of life [10] , or as illustrated in the extensive work of Wolfram (see [11, 12] ). Nowadays, cellular automata have found connections to random number generation [13] , cryptography [14] , and universal computing [15] , and there even exist proposals for a unifying string theory based on this model [16] .
Quantum features can be introduced as a way to gain insight on a larger class of fundamental effects. Indeed, the problem of reversibility is of striking importance in the foundations of the theory itself. While the evolution of a closed quantum system, expressed by a unitary transformation, is deterministic and invertible, the coupling with an unknown environment injects an uncontrolled element into the dynamics. The interaction with a thermal bath, in fact, establishes correlations with a system the state of which is unknown, which inevitably leads to the leak of information about the system under control, the purity of which typically decreases as it is driven to a mixed state. Quantum cellular automata (QCA) can then be defined by allowing for superposition states of their elementary cells [17] [18] [19] . Like their classical counterparts, QCA have been studied for their implications for quantum computing [20] [21] [22] [23] [24] , but they have also found application to fundamental studies on quantum fields [25] [26] [27] [28] , to the simulation of quantum gases and quantum walks [29] , and to the analysis of biological processes such as photosynthesis and eye vision [30] .
Reversible cellular automata form a natural model of reversible computing. Also, quantum cellular automata require reversibility in order to simulate properly the Schrödinger equation, or any model in general that requires the conservation of physical quantities. In the literature there has been a considerable effort in proofs and simulations that account for reversibility in both CA and QCA. So far, however, tests on QCA coupled with a noisy environment are still missing. This is actually the most realistic and interesting case since any actual physical process will be affected by noise in some form, compromising its unitary evolution and hence its reversibility. For practical purposes, it is thus necessary to comprehend and control the role of quantum noise on the reversibility of the system.
Quantum walks [31] [32] [33] [34] [35] [36] [37] [38] are closely related to QCA [29, 39] , since both architectures can explore the propagation of excitations and quantum information through networks; in this respect, it should be possible to have a unifying picture of classical and quantum evolutions by introducing tuneable noise. This has been accomplished in Ref. [40] , where a suitable generalization of unitaries to generic maps is illustrated. It has been shown that excitation transfer in the QCA array can be continuously driven from the quantum to the classical stochastic regime. The presence of quantum coherence, in general, ensures a higher transfer efficiency in shorter times, sometimes with the assistance of noise [40] . Related studies have also examined quantum information processing via noisy QCA [41, 42] . It should be noted that nonunitary quantum automata had already been introduced in Ref. [43] .
These studies are part of an effort towards understanding how quantum properties may affect and possibly enhance transport in networks, with possible implications for biophysics [44] . On the other hand, such an interest in quantum coherence, compounded with the general framework of resource theories proper to quantum information science, has led to the introduction of suitable quantifiers for quantum coherence as a genuine resource [45] [46] [47] [48] [49] .
In this paper, we illustrate the transition from reversible to irreversible dynamics, and from classical to quantum dynamics in the evolution of a linear-array QCA. In particular, we adopt the measures of quantum coherence introduced in Ref. [45] to introduce characteristic times for the loss of coherence, and find suitable quantifiers for a similar treatment of reversibility. These times are connected to the parameters describing the noise present in the evolution, as well as to the size of the automaton. Our studies found that in the noiseless case coherence oscillates in time with a spectrum of frequencies which depends on the size. In the presence of relevant classes of noise, namely, dephasing and amplitude damping, we witness a buildup of coherence at early times, followed by an exponential decay for long times. Remarkably, the decay of coherence is slower for increasing size. Furthermore, we comment on the effects of excitation localization in the reversibility that become manifest only in the presence of noise.
The paper is organized as follows. In Sec. II we introduce the model of noisy QCA investigated. In Sec. III we consider how the coherence evolves in time by tuning the dissipative effects. In Sec. IV we introduce a notion of reversibility for the noisy QCA and we see how noise affects the probability of restoring the initial state. Finally, in Sec. V, we state final considerations and draw conclusions.
II. THE MODEL FOR NOISY QCA
Despite the multitude of definitions used in literature to implement QCA, the model has four main features dating back to the early proposal of von Neumann [9] .
(1) Discreteness. The automaton consists in a quantum lattice, in which every site is an independent physical system with a finite set of states of a Hilbert space. The state of each site evolves in discrete time steps through the application of a specific rule, which is usually taken to be unitary, but can be generalized to accommodate the presence of noise.
(2) Homogeneity. The rule is applied to every site at each time step and must be independent of lattice and time translations.
(3) Locality. Information must travel with finite speed through the lattice, hence the rule is applied only to a wellspecified neighborhood of each cell and its evolution at each step is independent from the rest of the lattice.
(4) Causality. The evolution is deterministic, in the sense that by knowing the configuration of the lattice at some time step it is possible to predict completely the configuration in the next step. In order for the update rule to be local and causal, it is essential to provide a convenient partitioning scheme, in which the lattice is divided in partitions of noninteracting neighboring blocks and the rule is applied to every block of a partition before considering the subsequent partition [50] .
Our model of QCA is a one-dimensional array of N twolevel nodes, being in either an excited or a ground state; these represent the elementary cells of the automaton. We consider here the case when a single excitation is present at the initial time t = 0. This restricts our attention to the single-excitation sector: the possible classical states of the network, the ones in which the excitation is present at the nth site, are labeled as |n . For the dynamics to capture the essential features of the automata, it needs to satisfy the above-mentioned requirements of discreteness in time and space, homogeneity, locality, and causality: these are met if we partition the system in pairs of neighboring nodes, 1 and 2, 3 and 4, and so on (Fig. 1) , and update the state of the QCA via unitary operations in the form
acting on the two-dimensional (qubit) subspace spanned by |n and |n+1 for all the pairings above, which amounts to transferring the excitation with probability sin 2 θ to the adjacent node, and leaving on the original node with probability cos 2 θ . This action is different from a simple stochastic transfer since phases are established between these two possibilities. An alternative parametrization can be obtained as
One-dimensional quantum cellular automata. Each node is a two-level system, and excitations can be transferred between adjacent nodes by the action of the quantum map , that can be tuned from unitary to classical stochastic by the amount of noise present. A single time step of the full QCA evolution consists in replicating the action of on the red pairings first (dotted boxed), and then on the green pairings (dashed boxes).
where 0 p,q 1 can be interpreted as the probabilities of moving the excitation to the site to the left or to the right, respectively. The time step is completed by shifting the partitioning by one cell to the right ( Fig. 1 ) and applying U on the pairs of nodes 2 and 3, 4 and 5, etc., in such a way that the whole network is involved. Since excitations are neither created nor destroyed at any time, the state of the QCA always belongs to the single-excitation sector.
This purely unitary dynamics can be generalized to a dissipative one by introducing dephasing and amplitude damping to the qubit evolution; these have been shown to be sufficient to reproduce stochastic excitation transfer in the chain [40] . Dephasing is described by the map ξ , characterized by a parameter ξ describing the strength of the dephasing; the associated Kraus operators are
where σ j for j = x,y,z stand for the Pauli matrices. Along with dephasing, we will also consider amplitude damping η , with strength η, and associated operators
While normally 0 η 1, we can extend this to negative values (−1 η < 0) as a shorthand notation for the inverted channel, i.e., the one with elements σ x L 0,|η| σ x , and σ x L 1,|η| σ x . Overall, the action of the complete map on a generic qubit state ρ is written as
so that the evolution of the full network is the composition ξ,η of these maps applied to node pairs, as described above ( Fig. 1) :
where ρ(t) is the state of the full network at time t. The map ω ξ,η can also be expressed in terms of the probabilities p and q, by observing that η = p − q, and cos(2θ ) = (1 − p − q)/ (1 − |η|).
III. COHERENCE
The quantum coherence of the state ρ in a certain basis can be quantified by means of the relative entropy with respect to the state ρ D , which has the same populations as ρ (i.e., the same diagonal entries in the selected basis), but all the off-diagonal terms set to zero [45] :
This implies that we have determined a privileged basis for decomposing the matrix ρ on physical motivations; in our system this is naturally given by the |n vectors. The measure C S (ρ) is then interpreted as the amount of information that is needed to learn ρ if one has knowledge of its diagonal terms. Alternatively, one can build a measure based on the ł 1 distance between ρ and ρ D [45] :
which is simply the magnitude of the off-diagonal terms. The notion of coherence can then be extended to quantum operations, by defining as incoherent those maps that cannot generate coherent states from incoherent states [51] [52] [53] [54] . Both measures satisfy the requirements of vanishing for incoherent states, not increasing under incoherent operations, and representing a proper distance between ρ and the closest incoherent state [45] . We start our analysis with the evolution in the absence of any decoherence effect, thus setting η = 0, and ξ = 0. The array is initialized in the state |1 , i.e., the excitation is present only on the first node; at each time step, the full chain is therefore in a pure state |ψ = n c n |n . The evolution of the coherence as a function of the time steps is illustrated in Fig. 2 : the coherence reaches a limit value, in the presence of fast oscillations. As one might expect, the two measures (7) and (8) display similar behaviors, both of them increasing with the number of nodes N , the former with ln N and the latter with N . This is due to the fact that the dimension of the single-excitation subspace to which the evolution is constrained is N , while the maxima taken by the two measures over such a space are, respectively, ln(N ) and N − 1. Notice that this applies to the case θ = π/4 which, corresponding to a balanced superposition at the single-qubit level, spreads out the coherence maximally over the chain and thus attains maximum coherence on the shortest time scale. The oscillations in the coherence are connected to the average position x = n |c n | 2 n of the excitation in the chain, with the minima of C S (|ψ ψ|) and C 1 (|ψ ψ|) occurring in correspondence of the extrema of x . This is due to the fact that, when most of the population nears the chain's boundaries, the available direct-sum Hilbert space in the first excitation sector shrinks (simply because it does not extend beyond the end of the chain). Furthermore, we may observe that x increases linearly until the excitation approaches the boundary for the first time; afterwards, one has a different dynamics where the mean position adopts a quasiperiodic behavior (a characteristic of finite quantum systems evolving under discrete time).
Since the two coherence measures give similar qualitative information, in the following we can focus on C S (ρ). It has been observed that for given coupling strengths in the unitary U in Eq. (2), i.e., for a given θ , the QCA present different behaviors depending on the sum of the phases φ 1 + φ 2 : if the latter is zero, localization of the excitation might occur due to interference effects [40] . This is reflected in the coherence, as shown in Fig. 3 : localization restricts the evolution of the system to a subset of its accessible states, thus limiting the maximal value of C S (|ψ ψ|), and C 1 (|ψ ψ|). In both cases, similar short-time oscillations occur.
We now turn our attention to how noise affects these behaviors; we will start by reporting the effect of the dephasing strength ξ , with no amplitude damping η = 0. The QCA is initialized in the same pure state |1 as before, but now dephasing occurs during its evolution. At any time, the system will be in a mixture ρ(t). When inspecting the coherence C S (ρ(t)), a competition between two effects is observed, as shown in Fig. 4 : while at short times coherence is built by the action of the unitary U , for longer times this starts being reduced by the presence of the noise. The average position of the excitation reflects this interplay: its oscillations are damped as coherence vanishes. The QCA are then driven to a long-term completely incoherent state, representing the thermal death of level of noise results in a slower loss of coherence as the size of the QCA increases. This can be understood by considering the action of the dephasing Kraus operators on the direct sum Hilbert space that forms the single-excitation sector: on a single application of the map, only the off-diagonal elements pertaining to pairs of nearest-neighbor sites are damped, while the coherence between farther removed sites is not affected at all. Hence, coherence is damped only via the dephasing of the elements immediately above (and below) the main diagonal. Longer chains are therefore comparatively less affected by such a noise for the same strength. Notice that this still damps the overall coherence, since the off-diagonal elements farther away from the main diagonal must still build up from the damped ones through repeated applications of the unitary part of the local automaton.
Insight can be gained by inspecting the Fourier transform of C S (ρ(t)), thus considering the pseudofrequency domain with respect to the evolution time (Fig. 6 ). In the noiseless case, the spectrum presents distinct peaks only for short array lengths. As the number of nodes increases, the spectrum starts presenting a large tail with rapid modulations. This reflects how correlations are established between nodes of any distance: for growing N this results in multiple time scales being introduced in the problem. When adding the action of dephasing, the spectrum is smoothed, and low-frequency components are strongly suppressed.
Similar considerations can also be derived when inspecting the behavior under amplitude damping (we fix ξ = 0): Fig. 7 illustrates that the automata present a very similar trend in their coherence as under dephasing, with the same peculiar distinction between constructive and destructive interference effects that lead, in the latter case, to localization, which is not disrupted by the presence of damping. We observe that the loss of coherence occurs rapidly even for modest levels of noise: in Figs. 4 and 7 it is evident how values of the noise parameters as low as 0.1 are sufficient to confine a coherent behavior to the first few tens of time steps. Therefore, as one should expect, coherent dynamics itself seems to be only relevant for "fast" processes.
FIG. 6. Fast-Fourier transform of the coherence C − S(ρ(t))
in the noiseless (upper) and noisy (lower panel) case. Notice how increasing the size N in the absence of noise leads to a complex structure of the spectrum, due to building of coherence terms at different time scales. In the presence of noise, long-term oscillations are inhibited by the presence of noise, and, in general, the shape of the spectrum is simplified.
IV. REVERSIBILITY
Quantum mechanics simplifies the problem of reversibility in cellular automata. In the classical case the inverse of a cellular automaton is again a cellular automaton, provided that the rule is locally invertible, but it is a highly nontrivial matter to determine the neighborhood scheme of the inverse, which can be much larger than the neighborhood of the automaton itself. A general theorem on QCA, proved by Schumacher, ensures that any quantum cellular automaton is structurally reversible and the inverse of a nearest-neighbor quantum cellular automaton exists and is a nearest-neighbor quantum cellular automaton (see [17] ). The theorem is based on the Margolus neighborhood scheme, which gives a privileged role to partitioned QCA [55] . In order to invert time in block partitioned QCA it is simply necessary to apply the inverse rule from the last block of the last partition to the first block of the first partition.
The evolution operator ξ,η respects the partitioning in noninteracting neighborhoods [40] , and contains both unitary and dissipative contributions. The latter cannot be inverted; thus we will introduce, as the "Schumacher inverse," the operation˜ ξ,η , defined as the one with the unitary 0,0 inverted following Schumacher's construction, followed by phase damping and amplitude damping with the same strengths ξ and η as in the original automaton. In order to quantify the degree of reversibility, we let the system evolve for T /2 time steps by ξ,η , then invert the dynamics by applying ξ,η for the same number of steps; finally we consider the probability that the system ends in its initial state: Figure 8 summarizes the behavior of reversibility in the presence of dephasing, that rapidly drives the system towards irreversibility, leading it to the completely mixed state in the single-excitation sector. This can be easily verified by first noticing that the identity matrix I/N is a fixed point of the evolution since ξ,0 (I/N) = I/N. Further, this is the only fixed point, as implied by Banach's fixed-point theorem: considering the trace distance D(ρ 1 ,ρ 2 ) between two arbitrary states in the single-excitation sector, it can be proved that the evolution map is contractive [56] :
where 0 < 1. Consequently, there exists a single fixed point, represented by the completely mixed state. Once the system reaches this maximum entropic state, we witness its thermal death, thus the quantum cellular automaton is not able to perform any computation nor to transmit information anymore: its arrow of time does not have a direction, since it is completely still. This condition is rapidly obtained, even in the presence of small levels of noise.
After a characteristic time, the probability of ending in the original state ρ 0 equals 1/N , i.e., the one obtained for a completely mixed state (Fig. 8) . We can introduce an operative measure for an inversion time T irr as the one for which P 1 (T irr ) 1/N, to within a numerical threshold δ depending on the accuracy of the simulation; in our case, we choose δ = 10 −4 ; the corresponding results are shown in Fig. 9 . The time at which reversibility is completely lost depends loosely on the size of the chain: small-size effects ensure more robustness, even though for long chains the system behaves very similarly. Remarkably, the phases in the unitary U in Eq. (2) set different limits to the reversibility, although in the pure limit ξ = 0 perfect reversibility is clearly always achieved. Under the condition φ 1 + φ 2 = π , that leads to no localization of the excitation, a faster loss of reversibility is observed compared with the condition in the presence of localizations, which are, in fact, partly protected against the noise and retain the capability of walking back on their steps for longer times.
Decoherence under amplitude damping presents quantitative and qualitative difference with respect to the previous case of dephasing. However, as illustrated in Fig. 10 , the presence of localization is always relevant to reversibility. In its absence, the loss reversibility occurs with a largely size-independent characteristic time. However, the final state of the evolution does not correspond to the completely mixed state, due to the population transfer operated by the noise: the probability P 1 (T ) is always larger than the one for I/N. For long times, there is an equilibrium between noisy and unitary transfer mechanisms. Small-size effects are manifested as small oscillations, which are rapidly damped if the size is increased. Localization changes this behavior: the probability P 1 (T ) is now considerably above the mixed-state limit, even for long chains. This is due to the fact that it is easier for the noise to pump population into the first site starting from a localized state than it is from a delocalized situation. Qualitatively, the increase in the long-time value of P 1 (T ) can be understood by noticing that amplitude damping in part freezes the evolution of the system by forcing it to remain in the initial state: the system retains some of its reversibility since it has not actually undergone any evolution.
V. CONCLUSIONS
In conclusion, we have studied the evolution of coherence as well as introduced a notion of reversibility for noisy quantum cellular automata. We have used the latter to inspect how noisy processes affect the probability of restoring the initial state following inversion of the evolution. We have used it to define a characteristic time for the system to achieve a steady state, and we have illustrated how different classes of noise process introduce qualitative difference in the reversibility of such steady states. Furthermore, we considered the effects of excitation localizations on reversibility that become manifest only in the presence of noise.
We remark how these two aspects evolve differently under the same noise levels, with coherence being more resilient. This is due, in part, to the fact that our definition for reversibility demands a second evolution via the Schumacher inverse. Although coherence is built in the forward process, it is consumed when inverting, and is unable to drive the system back on its path. This is also reflected in the different behaviors of coherence and reversibility in terms of the chain length N : smaller chains maintain coherence for less time than longer ones, but, also due to their small size, their evolution is easier to invert, as a comparison between Figs. 5 and 9 reveals.
