As multicore and many-core architectures evolve, their memory systems are becoming increasingly more complex. To bridge the latency and bandwidth gap between the processor and memory, they often use a mix of multilevel private/shared caches that are either blocking or nonblocking and are connected by high-speed network-on-chip. Moreover, they also incorporate hardware and software prefetching and simultaneous multithreading (SMT) to hide memory latency. On such multi-and many-core systems, to incorporate various memory optimization schemes using compiler optimizations and performance tuning techniques, it is crucial to have microarchitectural details of the target memory system. Unfortunately, such details are often unavailable from vendors, especially for newly released processors.
INTRODUCTION
Modern memory systems are becoming more and more complex. With the advent of multicore and many-core processors, the latency and bandwidth gap between the processor and memory continues to grow. To bridge this gap, many microarchitectural features have been developed and added that make the memory systems even more complex. Those features often include multilevel private/shared caches that are either blocking or nonblocking, fast interconnect-on-chip, hardware/software data prefetching, and simultaneous multithreading (SMT), to name just a few. For example, the newly released Intel R Xeon Phi TM processor (codename Knights Corner) [Chrysos 2012 ] has up to 61 in-order cores on a single chip and incorporates many of those features.
It is crucial to know the microarchitectural details of such memory systems because compiler optimizations and performance tuning strategies depend heavily on how to exploit those microarchitectural features. For example, in addition to taking the latency at each level of cache hierarchy and the memory bandwidth into account, it is also useful for a compiler to know how many outstanding memory requests can be supported so that it will not generate too many prefetching instructions at a time, which can cause severe resource contention. It is also useful to know the behavior of the hardware prefetchers and how they are triggered, as well as the effect of SMT on data prefetching, so that programmers and compilers can take advantage of those microarchitectural supports. Unfortunately, many of such microarchitectural details are unavailable in the published data sheets, especially for newly released processors.
Prior studies [Fang et al. 2013; Molka et al. 2009; Babka and Tuma 2009; Juckeland et al. 2004; McCalpin 2014; LMbench 2014] mainly focused on measuring memory latency and bandwidth. Most have not considered other aspects of the memory microarchitecture such as data prefetching; however, data prefetching has become one of the crucial memory latency hiding techniques and is gaining more attention [Srinath et al. 2007; Ebrahimi et al. 2009; Son et al. 2009; Kamruzzaman et al. 2011; Jiménez et al. 2012; Lee et al. 2012] . Moreover, most prior work measured memory details using long elapsed-time events (LETEs). Such LETE-based approaches run a memory event (e.g., a cache miss) a large number of times, taking more than tens of thousands of cycles to tolerate timing variations. They then take the average and attribute it to that memory event (e.g., cache miss penalty). Those techniques are not appropriate for short elapsed-time events (SETEs), which can only be observed in tens or hundreds of clock cycles and thus cannot tolerate large variations. For example, they cannot observe a latency spike that is tens or hundreds of cycles after all miss status holding registers (MSHR) entries are filled, 1 or whether it is a cache hit or miss for a specific cache access.
In this article, we propose a novel SETE-based microbenchmarking methodology to measure memory microarchitectural details on multicore and many-core processors that exploit either in-order or out-of-order cores. We aim to provide guidance for the microarchitecture measurements and make the methodology viable to a wider audience, including those outside the microarchitecture community. Our goals are to measure (1) cache/memory access latency at a cache hierarchy, latency at on-chip interconnect, and miss penalty of a translation lookaside buffer (TLB), as well as (2) effective off-chip bandwidth. Moreover, we aim at measuring many prefetching-related parameters not attempted in prior studies, which include (1) software prefetching parameters such as triggering conditions, maximum number of outstanding software prefetches allowed (i.e., the size of MSHRs), and shared and exclusive (for stores) prefetching behavior, and (2) hardware prefetching parameters such as triggering conditions, prefetching distances and prefetching degrees, maximum number of outstanding prefetching streams, and prefetching behavior with different page sizes. In all of those measurements, we also take the impact of SMT into consideration.
Considering that our SETE-based microbenchmarks run only a very short period of time (i.e., tens or hundreds of cycles), they require fine-grained timing measurements with very little tolerance in variation. In this work, we use the high-precision and low-overhead user-level rdtsc and rdtscp [Intel64IA32Manual 2014; RDTSC 2014] instructions to measure the elapsed time. More importantly, we have to eliminate most of the unintended perturbations, such as a level-1 TLB miss, which may be tolerable in the LETE-based microbenchmarks. We classify those potential interfering factors into three categories: (1) interference caused by hardware resource constraints such as cache pollution, unintended warmed-up cache effects, unintended TLB misses, and triggering of unintended hardware prefetching and unfinished nonblocking cache requests, (2) interference caused by operating system effects such as page allocation, context switching, and multithread interleaving and scheduling, and (3) interference caused by unintended compiler optimizations. By identifying all of those interfering factors, we further propose guidelines to control them precisely and minimize all possible perturbations.
To demonstrate how we can measure various memory microarchitectural features using our SETE-based microbenchmarks, we use the newly released Xeon Phi manycore processor (with in-order cores) as an example, where most data are undocumented and thus provides additional benefit to the community. To demonstrate the portability and validate the correctness of such a methodology, we also apply the methodology to the well-documented Intel Sandy Bridge multicore processor (with out-of-order cores), where most data are available and can be validated. Moreover, we open source our microbenchmarks for further validation by the community. To further illustrate the usefulness of our measured data, we present a case study on Xeon Phi and Sandy Bridge, where data are prefetched to the cache memory hierarchy in stages based on the measured resource availability (e.g., number of MSHRs and the hardware prefetching support). We find that our proposed multistage coordinated prefetching algorithm can achieve 1.3X and 1.08X performance speedup on Xeon Phi and Sandy Bridge, respectively, compared to the state-of-the-art Intel ICC [ICC 2014] compiler. We believe that these measurements also provide useful insights into memory optimization, analysis, and modeling of such multicore and many-core architectures.
In summary, this work makes the following contributions:
(1) A SETE-based microbenchmarking methodology is proposed to study the microarchitectural details of memory systems (cache memory in particular) on recent multiand many-core processors. It uses high-precision low-overhead timing instructions such as rdtsc and rdtscp on the Intel x86. More importantly, it gives a comprehensive analysis of interfering factors that could affect the intended microbenchmark behavior. A set of design guidelines is provided to precisely control and mitigate those interfering factors. (2) A set of open source SETE-based microbenchmarks is developed. 2 It can be used to study a comprehensive list of memory microarchitectural details on both outof-order and in-order multi-/many-core processors. Those details include not only traditional cache/memory access latency and off-chip bandwidth but also many software and hardware prefetching related parameters not attempted in the past studies.
(3) A case study is conducted to show that some of the insights on effective software and hardware prefetching uncovered in our measurements can achieve significant performance improvement.
The rest of the article is organized as follows. In Section 2, we discuss related works and their limitations, which motivate our work. Section 3 presents a comprehensive analysis on the interfering factors in our SETE-based microbenchmarking. A list of general guidelines is then proposed to control those interfering factors in the design of our microbenchmarks. Section 4 briefly describes the Intel Xeon Phi many-core architecture and its software programming environment, which we use as a platform to prototype our methodology. In Section 5, we present specific issues related to microbenchmark design and our measured results on Xeon Phi. It also provides several useful insights from the measured results. In Section 6, we apply our microbenchmarks on Sandy Bridge to demonstrate their portability and validate their correctness. Section 7 presents a case study of multistage coordinated prefetching using our measured data to demonstrate their usefulness. Finally, Section 8 concludes the article.
RELATED WORK AND MOTIVATION
Using microbenchmarks is a common technique to uncover microarchitectural details of a target processor. In this section, we introduce some related works and identify their limitations, which motivate our SETE-based micro-benchmarking methodology. We also compare our work against performance analysis techniques using hardware performance counters in Section 2.1.
Traditional microbenchmarks, such as BenchIT [Juckeland et al. 2004 ], LMbench [LMbench 2014] , and STREAM [McCalpin 2014 ], use a LETE-based methodology to measure the cache/memory latency and bandwidth. They use a system call to a timer to measure the time, which usually requires thousands of cycles overhead. Hence, those techniques do not control and mitigate interfering factors at a precision level required in our methodology. Their measurements are often not stable and can have variations in hundreds or thousands of cycles. To tolerate such variations, they run a single event a large number of times, which can take tens of thousands of cycles, and then take their average since the latency of each event is the same. A recent study on the Intel Xeon Phi many-core processor [Fang et al. 2013 ] used such LETE-based methodology to measure cache/memory latency and bandwidth parameters. In [Peng et al. 2008] , it used a similar methodology to compare the memory performance of dual-core processors. It used a ping-pong scheme to measure the latency of cache-to-cache transfers. LETE-based microbenchmarks [Juckeland et al. 2004; LMbench 2014] are also used to measure the cache sizes, cache set associativity, TLB sizes, and access latencies.
To reduce the timing variation, in [Molka et al. 2009] , it used the high-precision low-overhead rdtsc instruction to measure cache/memory latency and bandwidth on Intel Nehalem processors. It takes only a few cycles to read the timer. Similarly, in [Babka and Tuma 2009] , it also used the rdtsc instruction to investigate TLB and cache associativity on Intel Core and AMD Opteron processors. In [Paoloni 2014 ], it further used the similar instruction rdtscp to reduce the timing variation in Intel outof-order processors, which has just around 56 cycles overhead and 4-cycle variation.
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They can reduce timing variation of the measured events due to the low-overhead timer accesses. However, they still needed a LETE-based methodology because they needed to aggregate the measured events to offset the effect of out-of-order execution and, more importantly, the variation caused by other interfering factors listed in Section 3. 4 There are two challenges in the SETE-based microbenchmarking methodology. First, most SETEs cannot be aggregated and then averaged when measuring prefetchingrelated parameters because the latency of the events will change. For example, to identify the triggering conditions of hardware prefetching in cache memories, we need to know precisely whether each specific memory access is an L1/L2 cache hit or miss. LETE-based microbenchmarks can only tell the average latency from aggregated measurements. They cannot be used to measure the exact latency of each specific access. As another example, when we measure the size of MSHRs, we expect to see a latency spike when all MSHR entries are filled. It occurs after only tens or hundreds of cycles, as most MSHRs are quite small. Aggregating such measurements will obscure such small latency spikes. Second, many interfering factors that may be tolerable in LETE-based microbenchmarks can no longer be tolerated in SETE-based microbenchmarks because of their short elapsed time in tens or hundreds of cycles. For example, a TLB miss will significantly perturb the latency of a single cache access. To address those challenges, we propose a SETE-based methodology in Section 3 to measure the microarchitectural details of the memory system in multi-and many-core processors.
Similar SETE-based methodologies have been used to measure GPU performance in [Wong et al. 2010] and [Volkov and Demmel 2008] , including the cache size, set associativity, instruction latency, and control flow behavior. However, it was not intended to study the data prefetching aspect of the cache memory, which is very important in most memory latency hiding strategies.
Using Hardware Performance Counters
To enable efficient low-level performance analysis and tuning, commodity processors usually provide a set of hardware performance counters for users to get some statistical performance data such as cycle breakdown, cache miss rate, and bandwidth.
There are mainly two types of hardware performance counter working mechanisms: event-based sampling 5 (EBS, widely used in Intel machines) [Levinthal 2014 ] and instruction-based sampling (IBS, widely used in AMD machines) [Drongowski 2014 ]. In EBS, it configures a hardware performance counter to monitor an event (e.g., L2 cache miss) and interrupts every Nth time the event happens. When the interrupt occurs, the program counter (PC) is reported. However, in out-of-order execution, the reported PC may be quite far (tens of instructions) from the actual instruction that triggers the interrupt. To tackle this problem, precise event-based sampling (PEBS) is further introduced (for only a small subset of events) to guarantee that the reported PC is within one instruction of the actual instruction and report the entire architectural state. On the other hand, IBS is designed to associate with an instruction instead of an event. In IBS, every N cycles, it tags a random instruction and records useful events caused by the instruction as it proceeds through the pipeline.
As a result, hardware performance counters can report how frequent an event (e.g., L2 cache miss) happens, identify instructions that most frequently cause a specific event (EBS/PEBS), or identify the most frequent events that an instruction causes (IBS). Based on this information, researchers can further compute other useful statistical profiles of a running program. For example, in [Levinthal 2014 ], Intel demonstrated how to estimate cycle breakdown using hardware performance counters. In [Eyerman et al. 2006 [Eyerman et al. , 2011 , researchers used hardware performance counters to estimate the cycle per instruction (CPI) breakdown (in different miss events such as cache and TLB miss) of a program and proposed an interval analysis model to further reduce event overlap effects in out-of-order processors. In [Fields et al. 2003 [Fields et al. , 2004 , they collected miss event information within hotspots using specialized hardware performance counters and modeled the interaction cost between multiple instructions to enable bottleneck analysis. In [Ferdman et al. 2012] , it used hardware performance counters to characterize various performance metrics such as CPI, cache miss rate, and bandwidth consumption for large-scale workloads.
However, both EBS/PEBS and IBS have their limitations. They use sampling-based mechanisms to reduce the high overhead of using hardware performance counters, and the sampling rate is usually thousands or tens of thousands of instructions. This works fine with statistical measurement but makes it inaccurate to measure the behavior of a single specific event. In [Demme and Sethumadhavan 2011] , it proposed a precise and lightweight technique to use on-chip performance counters. However, it is different from our work and is more like an extension to rdtsc and rdtscp instructions. It makes reading other on-chip performance counters more lightweight yet precise. But it does not consider applying it to measure the memory microarchitectural details or analyze interfering factors to the microbenchmarks.
METHODOLOGY FOR MEASURING MEMORY MICROARCHITECTURE
In this section, we present our microbenchmarking methodology using SETE. We first describe how we measure the time using high-precision, low-overhead, user-level rdtsc and rdtscp instructions with our precision enhancement on in-order and out-of-order processors. We then analyze the crucial factors that could interfere with the intended microbenchmark behavior such as hardware resource constraints, operating system effects, and compiler optimizations. We follow it by proposing some general design guidelines to mitigate those effects. We also uncover some interfering factors unique to SETE-based microbenchmarks and propose techniques to deal with them. For example, we need to ensure that an out-of-order instruction or a nonblocking cache request has been completed before a measurement. Each thread also has to execute its concurrent code region at least 0.1ms (mainly to mitigate thread creating overhead) to ensure that all thread execution is indeed overlapped in a multithreaded environment. Those specific design issues to each measurement are discussed in Section 5.
Measuring Short Elapsed-Time Events
Many-core architectures such as Xeon Phi use in-order cores to simplify core design and to save power. They usually provide a very stable rdtsc instruction, which costs only a few cycles of overhead (six cycles on Xeon Phi). On these in-order cores, we can get the elapsed time by comparing the end and the beginning time of an event, and then subtract the rdtsc overhead.
Other multicore processors such as Sandy Bridge use out-of-order cores to boost their performance. Measuring event elapsed time on out-of-order processors is much more challenging. Due to the nature of out-of-order execution, the leading rdtsc instruction might be executed ahead of some irrelevant instructions before it; similarly, the trailing rdtsc instruction might also be executed ahead of some target instructions. This could lead to a variation of up to hundreds of cycles. To ensure that irrelevant instructions before the leading rdtsc are not included, and that all target instructions before the trailing rdtsc are included, we need to insert a serializing instruction such as cpuid [Intel64IA32Manual 2014; RDTSC 2014] right before each rdtsc. Unfortunately, such a serializing instruction could incur an overhead of hundreds of cycles and makes the measurement unstable.
To overcome this problem, we use the rdtscp instruction to read the end time instead. The rdtscp instruction does the serialization first to ensure that all instructions before rdtscp have been completed and then reads the timestamp counter. However, it does not guarantee that instructions after rdtscp are not executed before the time is read. To guarantee this, we use a cpuid instruction right after rdtscp to block the instructions after it from being executed before the end time is read. Compared to rdtsc, rdtscp has a much higher overhead of around 56 cycles with a 4-cycle variation on processors such as Sandy Bridge [Paoloni 2014 ].
Although [Paoloni 2014 ] has already greatly reduced the rdtscp overhead and variation, there is still one problem. Some target instructions might overlap their execution with the serializing part (around 50 cycles) of rdtscp-that is, the time for those overlapped target instructions cannot be measured. To overcome this problem, we fill some data-dependent instructions after the target event to mitigate this effect-in other words, we use those filled data-dependent instructions to overlap with the serializing part of rdtscp so that we can more accurately measure the time of the entire target event.
In summary, to measure the time on out-of-order cores, we use rdtsc to read the beginning time and put a serializing instruction cpuid right before it. Similarly, we use rdtscp to read the end time and put a serializing instruction cpuid right after it. Moreover, we fill some data-dependent instructions after the target event to overlap the serialization latency of rdtscp. Finally, we calculate the elapsed time by comparing the end and the beginning time of the event, then subtract the overhead of rdtsc and rdtscp. We find that this technique mostly eliminates the interference caused by out-of-order execution and can produce quite stable timing results for SETEs.
The hardware timestamp counter on multicore and many-core processors is per-core based. It cannot measure the global time for all on-chip cores (i.e., the system-wide time). Fortunately, the only measurement that needs a global timer is for off-chip bandwidth, which can be measured using a traditional LETE-based approach.
Interfering Factors and General Design Guidelines
There are many other factors that can interfere with the measurements, which makes it quite challenging. In this section, we present the first comprehensive analysis of those interfering factors and classify them into three categories: (1) hardware resource constraints, (2) operating system effects, and (3) compiler optimizations. We also propose techniques to control or mitigate them.
3.2.1. Hardware Resource Constraints. All hardware resources have limited capacities. They include caches, TLBs, and off-chip bandwidth. They could affect the intended microbenchmark behavior if left unchecked. There are other constraints as well. For example, when measuring software prefetching parameters, hardware prefetchers could interfere with their measurements because hardware prefetchers on machines such as Xeon Phi are always on (Intel does not disclose how to turn them off on the Xeon Phi). We use the following techniques to control and avoid those unintended effects.
(1) Warm up instruction cache and TLB. In SETE-based measurements, instruction cache misses and TLB misses can cause the measurements to vary significantly in different runs. To reduce such effects and get more stable time, we repeat the measured code regions five times in each run and use the last measured time of the five as our measurement time, as suggested in [RDTSC 2014] . This allows the instruction cache and TLB to be fully warmed up before the intended measurement is taken. In addition, we take the average of three such runs to further reduce possible time variations. We also check their standard deviations (all within 1%) to ensure that the measurement of each run is stable enough to be useful. (2) Flush unintended warmed-up data cache lines. As we repeat the same measurements five times in each run, the cache lines could have been unintentionally warmed up. For example, when we try to measure L1 cache miss penalty, the intended cache line may have already been brought into the L1 cache by earlier execution. To avoid using warmed-up cache lines, we need to explicitly flush the cache each time before taking the measurement. (3) Avoid data cache pollution. Cache pollution could replace the cache lines of interests during a measurement and cause unintended cache misses. To avoid cache pollution, we need to use different cache lines in different sets during a measurement. (4) Avoid data TLB misses. Data TLB misses will incur additional latency and affect the measured time. To avoid unintended TLB misses, we use as few pages as possible to allow their page table entries to be held in the level-1 TLB. We also include a warm-up phase in each run to touch all required pages to ensure that no page fault occurred during the run and that the TLB is also sufficiently warmed up. (5) Avoid approaching bandwidth limit. The memory latency will increase significantly when approaching the bandwidth limit. In all cases except bandwidth measurements, we only use a small number of memory operations. This is guaranteed to keep them way below the bandwidth limit. (6) Avoid triggering hardware prefetchers during software prefetching measurements.
To distinguish software and hardware prefetching effects, we need to avoid triggering hardware prefetchers when measuring software prefetching parameters. On Sandy Bridge, we can turn off all hardware prefetchers in the BIOS. However, the Intel data sheets do not disclose how to turn them off on Xeon Phi. To avoid triggering hardware prefetchers, we access random cache lines in all software prefetching measurements, which can prevent hardware prefetchers from detecting any streaming access pattern to trigger them. Interestingly, it was found later that software prefetching will not trigger hardware prefetchers on Xeon Phi-that is, hardware prefetchers will not affect software prefetching. (7) Ensure that a nonblocking cache request is completed. On out-of-order processors such as Sandy Bridge, all cache requests are nonblocking. Even on in-order processors such as Xeon Phi, software and hardware prefetching, as well as cache flushing instructions, are nonblocking. To ensure that those nonblocking cache requests are completed before a measurement, we use the serializing instruction cpuid to ensure that all of the instructions in the pipeline have been completed before the target instructions, as described earlier.
3.2.2. Operating System Effects. Another type of interferences comes from the operating system. Paging, context switching, multithread interleaving, and scheduling could affect the intended microbenchmark behavior.
(1) Ensure physical page allocation. Considering that data caches use physical addresses, it is important that physical pages are allocated when they are accessed. The operating system often uses copy-on-write mechanism to optimize the physical page management, so we need to initialize (i.e., write) the pages before we access them to guarantee that physical pages have been allocated before we run the measurements. (2) No context switching. When measuring SETEs, context switching is usually not an issue because of the short elapsed time. (3) Avoid thread migration. The operating system might migrate a thread to a different core with a cold cache and produce unexpected behavior. To avoid such thread migration during a run, we pin each thread to a specific core. We also pin each thread to a specified hardware thread context when we measure the SMT effects. (4) Avoid thread synchronization. Thread synchronization could incur significant overhead for SETE-based measurements. In our microbenchmarks, we avoid any thread synchronization in the measured code regions. (5) Ensure concurrent multithreaded execution. In multithreaded microbenchmarks, we have to guarantee that when we take the measurements, all threads are actually running concurrently. For example, Figure 1 shows the maximum variation of the start time of each thread when a multithreaded microbenchmark is being run on Xeon Phi. Each thread is bound to a different core (except for the 2-smt case, where threads are bound to two hardware threads on the same core). Figure 1 shows that each thread has to execute at least 0.1ms in the concurrent code regions to guarantee that all threads are actively executing concurrently. This variation is mainly due to the thread creating overhead and is system specific. This variation can make SETE-based multithreaded microbenchmarking quite challenging when we want to guarantee that two threads actually overlap in their execution. Fortunately, memory bandwidth measurement is the only case that requires concurrent multithreaded execution, and we measure the bandwidth using LETEs. In all other multithreaded measurements, we only care about the time of each individual thread during the measurements. We keep the first thread running indefinitely, then start the second thread to ensure that these two threads are overlapped. We then take the SETE-based measurements in the second thread.
Compiler
Optimizations. Finally, we should avoid unintended compiler optimizations. The compiler may optimize the code in an unexpected way. To avoid compiler optimizations on the microbenchmarks, we use assembly code to implement the measured code regions. We generate other parts of the program by compiling the C code to assembly code and check the assembly codes to make sure that they are what we need.
AN OVERVIEW OF INTEL XEON PHI MANY-CORE ARCHITECTURE
In this section, we give a brief overview of the architecture and software programming environment of the newly released Intel Xeon Phi (codename Knights Corner) manycore processor, which we use as an example to demonstrate how to determine various (many undocumented) memory microarchitectural features. 
Intel Xeon Phi Architecture
Figure 2 shows an overview of Intel Xeon Phi architecture [Chrysos 2012 ]. It is connected to the host processor (e.g., Intel Xeon processor) through a PCI Express (PCIe) bus. To support high parallelism, the Intel Xeon Phi processor provides up to 61 in-order cores on a single chip. The core used in this study has a clock rate of 1GHz, and Turbo Boost technology [XeonPhiManual 2014 ] is not supported. Each core has a private L1 cache (32KB) and a private L2 cache (512KB). They are inclusive-that is, all data in L1 also have a copy in L2. Each L2 cache has a streaming hardware prefetcher. Each core also has a two-level data TLB that supports two page sizes: 4KB and 2MB. There is an on-chip bidirectional ring that connects the L2 caches, memory controllers (MCs), and distributed tag directories (TDs). The distributed TDs maintain global coherence states for each cache line. Table I shows the basic architectural parameters available in Intel data sheets [XeonPhiManual 2014] for our preproduction engineering sample of the Xeon Phi processor donated by Intel.
Software Programming Environment
Being an x86-64 many-core processor running Linux, Xeon Phi offers full capability of using the same software tools, programming languages, and programming models as in other general-purpose Intel Xeon processors [XeonPhiManual 2014 ]. There are two major modes to run an application on Xeon Phi: (1) offload mode, in which an application runs on the host and offloads selected parts of the application to Xeon Phi, and (2) native mode, in which an application runs on Xeon Phi natively and independently. It can communicate with the host processor or other coprocessors. In this work, we run all microbenchmarks on Xeon Phi in native mode. We use Linux pthreads to implement our multithreaded microbenchmarks. Xeon Phi's Linux running kernel is version 2.6.38.8. The Linux kernel uses 4KB page size as default, and we use 4KB page size throughout this article unless otherwise specified. To allocate physical pages in 2MB size, we use an mmap system call to map a local file onto 2MB pages. To avoid unintended compiler optimizations, Intel ICC 13.0.1 compiler [ICC 2014 ] with the -O0 option is used to compile the microbenchmarks.
MICROBENCHMARK IMPLEMENTATION AND EXPERIMENTAL RESULTS ON XEON PHI
In this section, we show how we design microbenchmark programs to measure key memory microarchitectural details using Xeon Phi as an example, since many of the parameters on Xeon Phi are undocumented in Intel data sheets. They include not only traditional cache latencies and off-chip bandwidth but also microarchitectural details related to software and hardware prefetching. We also present some insights into software and hardware prefetching using our measured data. Considering that bandwidth measurements use LETEs, we will present them last in Section 5.4. Finally, we summarize all of our measurements on Xeon Phi in Table V .
Latency Measurements
We measure the latency at different levels of cache hierarchy, on-chip ring interconnect, and TLBs. Moreover, we discuss the effect of blocking and nonblocking caches.
5.1.1. Latency at Different Levels of Cache Hierarchy. We stage an L1 (or L2) cache hit by first prefetching the cache line into the L1 (or L2) cache, then measure the latency of reading the same cache line. For DRAM memory access latency, we directly measure the latency of reading a line from memory (i.e., an L2 cache miss).
We first measure the hit latency of a single thread. The L1 cache hit latency is 1 or 2 cycles. The variation of 1 cycle is caused by the fact that 2 instructions can be issued every other cycle for each hardware thread on a Xeon Phi core. Memory access latency varies in different runs and usually falls between 318 and 346 cycles. These measurements agree with those provided in the Intel data sheets [XeonPhiManual 2014 ]. Our measured L2 cache hit latency is 22 or 23 cycles, which is different from the 11 cycles listed in the Intel data sheets. Another technical report showed independently that L2 cache hit latency was around 22 cycles in their measurements [Fang et al. 2013] . Moreover, we verify the results using both scalar and vector loads, and the hit latency remains the same.
We then measure the hit latency when SMT is turned on. We find that the hit latency increases about 10 cycles due to the thread interleaving in SMT. Hence, in the rest of article, we will not measure latency using SMT unless we need to study whether hardware threads will cause contention at some shared resources.
Latency at On-Chip Ring
Interconnect. According to Intel data sheets, Xeon Phi uses an on-chip ring interconnect to maintain its MESI-like cache coherence protocol. We measure the latency on the ring interconnect by first prefetching a cache line to core i's L2 cache, then measure the latency of reading the same cache line from core 0. Figure 3 shows the latency of reading core i's L2 cache on core 0. Although the latency varies when reading from different cores, the latency does not increase linearly with the increase of the distance between two cores on the ring. This is due to the "evenly" distributed tag directory design and the ring-based cache coherence protocol. The average latency is about 243 cycles, and the standard deviation is 32 cycles.
A useful insight here is that as the average access latency from a remote L2 is less than the off-chip memory latency (about 25% faster), we could use other idle cores to perform data prefetching for hiding more memory latency if its own L2 data prefetchers are fully subscribed.
5.1.3. TLB Miss Penalty. In this section, we measure the penalty of level-1 TLB miss, level-2 TLB miss, and page fault in both 4KB and 2MB page sizes. To instigate a level-1 or level-2 TLB miss, we use twice the number of pages that a level-1 or level-2 TLB can hold. We touch all of those pages so that later accesses to earlier pages will cause a level-1 or level-2 TLB miss. To trigger a page fault, we simply do not initialize the page before accessing it. Since page fault penalty is much larger than a cache or TLB miss, the results are quite stable.
As Table II shows, the latency of a level-1 TLB miss in accessing a 2MB page (10 cycles) is much smaller than that in accessing a 4KB page (29 cycles). This is mainly because for 4KB pages, a level-2 TLB caches only enough page directory information that requires another level of table lookup, whereas in a 2MB page, a level-2 TLB caches the entire physical address. The level-2 TLB miss latency in accessing a 2MB page is also slightly better. The page fault incurs a significant penalty, which is around 2,300 cycles if the page is cached in the main memory (in the case of a 4KB A useful insight here is that one can use the 2MB page size to reduce the penalty of TLB misses if data accesses are concentrated in certain large memory regions.
Blocking and Nonblocking Cache.
We also study the effects of a blocking and a nonblocking cache on regular loads and stores, and on software prefetching instructions. We investigate whether they can overlap their latency with the following independent loads, stores, software prefetching instructions, and long-latency computing instructions such as floating-point multiplications.
The results confirm that a load or store miss could block the entire pipeline in an inorder instruction pipeline during a single-thread execution, whereas they can overlap with instructions from another thread if SMT is turned on. For software prefetching instructions, they are nonblocking and can overlap with other independent instructions. The prefetched data returning to the cache can be out of order-in other words, they are not necessary in the order in which prefetching instructions are issued. 
Software Prefetching
In this section, we look at the triggering conditions of software prefetching, the number of outstanding prefetches supported with and without SMT turned on, and the behavior of prefetching in the exclusive mode (i.e., data prefetching for later store instructions).
Software Prefetching Triggering Conditions.
We first check whether software prefetching will be dropped if (1) it will trigger a level-1/level-2 TLB miss, (2) it will trigger a page fault, or (3) it will cross a page boundary. To verify these cases, we first prefetch a cache line under each of those scenarios. We then measure the latency of reading the same cache line immediately after the prefetching instruction is completed. If it is a cache hit, then clearly software prefetching has been triggered.
Table III summarizes our observations. Except for the page fault, software prefetching will be triggered in all other cases. In Section 5.3, we will notice that hardware prefetching has very different triggering conditions-that is, it will not prefetch across a page boundary.
Number of Outstanding Software Prefetches.
We also measure the maximum number of outstanding software prefetches supported at L1 and L2 caches-that is, the number of MSHRs available at L1 and L2 caches. We increase the number of issued software prefetches and measure the prefetch latencies. We expect to see a large latency increase when all MSHR entries are filled (so the next prefetch has to wait until one of the previous prefetches is completed and an MSHR entry is freed up). When measuring the number of MSHRs at the L1 cache, we ensure that all prefetched cache lines are already in the L2 cache. and this pattern repeats after every eight L1 cache prefetches. This indicates that the number of L1 MSHRs is eight (i.e., eight outstanding L1 prefetches are supported). We also measure this number when SMT is on and find that all hardware threads on the same core share the same eight L1 MSHRs. By eliminating all interfering factors for this SETE as described earlier, the measured results as shown in Figure 4 (a) are quite stable-in other words, there is always a jump in latency from eight to nine outstanding software prefetches.
Figure 4(b) shows the results of measuring L2 MSHRs in a single thread. The number of L2 MSHRs is between 56 and 60. Unlike those in L1 cache, this pattern does not repeat because memory latency fluctuates due to the ring interconnect and DRAM latencies. L2 prefetches are completed totally out of order (i.e., prefetched data return in an order different from when they are issued). We also measure it when SMT is on and find that hardware threads on the same core also share the same L2 MSHRs.
A useful insight here is that the number of MSHRs are shared among hardware threads and are quite limited, especially for L1 MSHRs. Prefetching directly from memory to the L1 cache will require much longer prefetch distance and hence more outstanding prefetches that likely will exceed the number of L1 MSHRs. Therefore, it is better to use a multistage coordinated software prefetching-that is, first prefetch data from off-chip memory to the L2 cache, then from the L2 cache to the L1 cache with a different prefetch distance. We find that this strategy can significantly improve the cache performance, as demonstrated in Section 7.
Exclusive Prefetching
Behavior. Xeon Phi allows a cache line to be prefetched into L1/L2 caches with a shared or an exclusive coherence state for a later store operation. The behavior is quite different when other L1/L2 caches also have a copy of the same cache line due to the invalidation-based coherence protocol. To measure the differences in access latency, we first prefetch the target cache line into a controlled number of remote L2 caches. (We omit the case of prefetching to other cores' L1 caches because it is quite similar to the case of prefetching to other cores' L2 caches.) We then measure the latency of a store operation immediately after prefetching the target cache line with a shared and an exclusive state in its L2 cache, respectively.
As shown in Figure 5 , the store latency after an exclusive prefetching is the same as that of a cache hit because the invalidation of the copies in other L2 caches has already been done by the exclusive prefetching, whereas after a shared prefetching, a store operation will incur a large invalidation overhead. However, the invalidation overhead does not increase linearly with the increased number of L2 caches holding the same cache line due to the coherence protocol on the ring interconnect and the distributed tag directories that it uses. 
Hardware Prefetching
Xeon Phi has a hardware prefetcher on the L2 cache but not on the L1 cache. Each L2 hardware prefetcher is a streaming prefetcher [Srinath et al. 2007 ] that can prefetch 16 different data streams. We look at how a hardware prefetcher is triggered, the number of cache lines a single stream is allowed to prefetch, whether a hardware prefetcher can distinguish memory access streams from different hardware SMT threads, and the hardware prefetcher's behavior in huge (i.e., 2MB) page size.
Hardware Prefetching Triggering Conditions.
In this section, we study when and how loads, stores, and software prefetching can trigger hardware prefetching. We also look at the number of misses needed to trigger hardware prefetching, and whether a hardware prefetcher can prefetch across page boundary or not. To do this, we measure the latency of a load operation to a target cache line immediately after those conditions have been met, then check to see whether it is an L2 cache hit or not. Table IV summarizes the observed triggering conditions for hardware prefetching. First, both loads and stores can trigger hardware prefetching. In general, 3 consecutive cache misses to 3 different cache lines on the same page are needed to trigger hardware prefetching. Moreover, the starting addresses of those 3 cache lines must be in an increasing order (positive distance), or a decreasing order (negative distance), to trigger a prefetching in a forward or backward direction, respectively. There are some corner cases that do not need 3 misses: (1) if the first cache miss occurs in the 0th (or 63rd because a page contains 64 cache lines) cache line of a page, then this single miss will trigger the hardware prefetcher in a forward (or backward) direction, as there is only one possible direction for the hardware prefetching stream, and (2) if the first cache miss occurs in the 1st (or 62nd) cache line of a page, then two misses are needed to trigger the hardware prefetcher in a forward (or backward) direction, as these two misses will determine the direction of the hardware prefetching stream. We also find that software prefetching instructions will not trigger hardware prefetchers. Instead, it will disable the hardware prefetcher if it also tries to prefetch the same cache blocks on Xeon Phi. Moreover, we verify that hardware prefetchers will not prefetch across page boundary, because pages that are contiguous in the virtual address space are not necessarily contiguous in the physical address space. Figure 6 presents an overview of a single-stream hardware prefetching behavior, according to the description in Srinath et al. [2007] . After three triggering misses, the hardware prefetcher will prefetch a batch of cache lines (called prefetch degree). After the batch is prefetched, whenever there is an access to any of those prefetched cache lines (called prefetched region), it will continue to prefetch another batch (of the same degree) of cache lines following the end of the last prefetched region (called prefetch start), assuming that the distance between the prefetch start and the current access (called prefetch distance) is within a certain threshold (called maximum prefetch distance).
Single-Stream Hardware Prefetching Behavior.
In this section, we study how hardware prefetching works in a single data stream including its prefetch degree, maximum prefetch distance, and how to trigger the hardware prefetcher to prefetch an entire page. We used a technique similar to that in Section 5.3.1 that measures the latency of a load to the target cache line and see whether it is an L2 cache hit or miss. Figure 7 shows the behavior of a hardware streaming prefetcher that continuously accesses the next cache line in a single page. The x-axis shows the cache line number that the target load triggers the hardware prefetcher to start prefetching or to continue prefetching cache lines. It starts from the 0th cache line in a page and ends at the 47th line, at which time all 64 cache lines on the page have either been loaded or being prefetched. Beyond the 47th cache line, the hardware prefetcher will not be triggered, as it has reached the page boundary. The line with round dots shows the prefetch degree at the time a cache line (whose line number is shown the on x-axis) is accessed. The miss on the 0th cache line triggers the hardware prefetcher to prefetch two lines, whereas the hit on the 1st cache line triggers three additional lines to be prefetched. After that, each cache access to the prefetched region triggers the hardware prefetcher to prefetch four additional lines (the prefetch degree on Xeon Phi is 4). The access of the 47th cache line triggers two additional lines to be prefetched (instead of four) because there are only two lines left on the page before it crosses the page boundary.
The line with square dots shows the prefetch distance at each cache line access, as demonstrated in Figure 6 . At first, the prefetch distance continues to increase as the hardware prefetching stream continues to prefetch additional lines. When the prefetch distance goes beyond 16 lines, it stops triggering further prefetching as indicated by the missing numbers in the x-axis of Figure 7 (i.e., 6, 8, 9, 10 . . .), until the prefetch distance is back within 16 lines again.
In summary, the results show that the prefetch degree of the hardware prefetcher is 4 lines, whereas the maximum prefetch distance is 16 lines on Xeon Phi. Moreover, as the access sequence shown in Figure 7 , one cache miss to the 0th line and 16 cache line hits to the cache lines with the numbers shown on the x-axis of Figure 7 would trigger the hardware prefetcher to prefetch the entire page of 64 cache lines.
We verify that the hardware prefetcher can support up to 16 such data streams as specified in the Intel data sheets. However, we also find that each data stream has to be in a different page. They cannot be on the same page-in other words, the hardware prefetcher can prefetch cache lines from up to 16 different streams, each on a different page. Each stream will independently track the three consecutive line misses on a page. Those data accesses can be interleaved with misses in other data streams on different pages. Hardware prefetchers can still track them regardless of how they are interleaved.
Hardware Prefetching in SMT.
Each core on Xeon Phi can support up to four hardware SMT threads. When SMT is on, we would like to know whether a hardware prefetcher can be triggered by three cache line misses from different hardware threads or not. To do this, we distribute the three triggering load misses among two to four hardware threads on the same core. We synchronize those load misses to make sure they are issued in their specific order that meets the triggering conditions described in Section 5.3.1. We then issue a load to the anticipated prefetched cache line to see if the cache line has been prefetched by the hardware prefetcher or not. Figure 8 shows the results when those three triggering load misses are distributed among two, three, and four hardware threads, marked as "2t-interleave," "3t-interleave," and "4t-interleave." In the "4t-interleave" case, each of the first three hardware threads issues a triggering load miss, and the fourth hardware thread issues the test load operation. The "2t-another" is the case in which all three triggering load misses are in the same hardware thread, and the test load operation is issued from another hardware thread. From the latency of the test load (shown in the y-axis), we can see that the hardware prefetcher can be triggered by three load misses regardless of which hardware threads they come from. The slight increase in the hit latency of the test load (around 12 cycles) when three or four hardware threads are used is due to the nondeterministic interleaving of hardware threads between the two hardware pipelines on the same core that causes the triggering loads to be issued at a later time. It is certainly not as large as 320 cycles for a typical L2 cache miss.
The insight here is that hardware threads (on the same core) accessing the same page could hinder the hardware prefetcher because the nondeterministic interleaving among hardware threads can make data access patterns very random for the hardware prefetcher to detect them. It could be more effective if hardware threads could access different pages so that the hardware prefetcher can detect different data streams on different pages. This may require the intervention of a compiler or a programmer.
5.3.4. Hardware Prefetching in Huge (2MB) Pages. So far, we have presented hardware prefetching results only for the 4KB page size. We also have taken the same measurements using the 2MB page size. We find that the hardware prefetcher treats 2MB pages as if they were 4KB pages. For example, it still cannot prefetch across a 4KB boundary even if it has 2MB in each page. All results that we measured are the same as those in 4KB page size. Notice that software prefetching is ignorant of the page sizes. Hence, it has no effect on software prefetching.
Off-Chip Memory Bandwidth
As off-chip bandwidth is shared among all cores, we have to consider potential contention among cores and use traditional LETE-based approaches. We have to use the global timer provided on Xeon Phi instead of the local timer on each core. The microbenchmarks are written in C code instead of assembly code. To minimize the branch overhead, we unroll the loop to access two pages in each iteration. We calculate the effective bandwidth by dividing the total amount of data accessed from off-chip memory by the measured elapsed time. The peak bandwidth provided in Intel data sheets is 153.6GB/s. It is not possible to accurately measure the peak bandwidth, because the access time will increase nonlinearly when it approaches the peak bandwidth.
Due to space constraints, we only present effective off-chip bandwidth results using software prefetching, which can achieve the highest effective bandwidth, as prefetching is nonblocking on Xeon Phi. 7 As Figure 9 shows, when there is one hardware thread per core and each thread is issuing software prefetching (in the shared cache coherence state) continuously, the combined bandwidth used by software prefetching increases with the number of cores up to 48 cores. Using more hardware threads per core results in a slight decrease in effective bandwidth, because the scheduling of hardware threads and their contention for MSHRs will increase the total elapsed time. The highest bandwidth achieved with aggregated software prefetching is about 91GB/s, or 59% of the peak bandwidth, which is in line with the Intel data sheets [XeonPhiManual 2014].
Summary of Results from Xeon Phi
We summarize all of the data we have measured on Xeon Phi in Table V . All undocumented data are in an italic font. 
PORTABILITY OF THE SETE-BASED MICROBENCHMARKING METHODOLOGY
Our proposed microbenchmarks can be ported to other Intel or non-Intel processors with in-order or out-of-order cores because similar high-precision, low-overhead rdtsc and rdtscp instructions are available on most modern microprocessors. Furthermore, our proposed design guidelines to avoid interference caused by hardware limitations (e.g., cache pollution, TLB misses), OS operations (e.g., thread scheduling, paging), and compiler optimizations are also applicable to most modern microprocessors. To demonstrate the portability of our SETE-based microbenchmarking methodology, we try it on an eight-core Intel Sandy Bridge processor (Xeon R E5-2650) [SandyBridge 2014 ] that has out-of-order cores.
In contrast to Xeon Phi, many of the memory microarchitectural details on Sandy Bridge have already been released in Intel's data sheets [Intel64IA32Manual 2014] . Table VI summarizes the major memory microarchitectural parameters that we measured on Sandy Bridge. We validate that all of the available parameters in the data sheets [Intel64IA32Manual 2014] are the same as those we measured.
Due to space constraints, we mainly present prefetching-related parameters on Sandy Bridge in this section, which can only be measured using our SETE-based microbenchmarks. The methodology is similar to that on Xeon Phi. As well, we need to use rdtsc and rdtscp instructions patched with data-dependent instructions to measure the time on Sandy Bridge as explained in Section 3.1.
We first measure the software prefetching related parameters. On Sandy Bridge, only prefetching instructions that prefetch data in shared coherence state are supported. They can prefetch data to an L2 cache or to an L1 cache. Prefetching to an L3 cache is not supported. First, we verify that the triggering conditions of software prefetching on Sandy Bridge are the same as those on Xeon Phi. Second, we verify that the number of L1 MSHRs is 10, as specified in the data sheets [Intel64IA32Manual 2014] . Moreover, we find that the number of L2 MSHRs is also 10, which is unavailable in the data sheets. This important parameter indicates that the very effective two-stage coordinated software prefetching strategy on Xeon Phi will not work on Sandy Bridge.
We then measure the hardware prefetching related parameters. On Sandy Bridge, there are two hardware prefetchers on each L1 cache: the data cache unit (DCU) streamer prefetcher and the instruction pointer (IP)-based stride prefetcher. There are also two hardware prefetchers on each L2 cache: the spatial prefetcher (also known as the adjacent cache line prefetcher) and the streamer prefetcher. There is no hardware prefetcher on the L3 cache. All hardware prefecthers cannot prefetch across page boundaries.
(1) L1 streamer prefetcher. The L1 streamer prefetcher on Sandy Bridge is quite different from the streamer prefetcher on Xeon Phi. We verify that it is triggered by three accesses (only loads) to the same cache line, and it only prefetches the next cache line when triggered. Moreover, we find that it can support at most eight such streams, which is unavailable in the data sheets. (2) L1 IP-based stride prefetcher. The L1 IP-based stride prefetcher keeps track of an individual load instruction to detect regular stride (in bytes). If a regular stride is detected, a prefetch is sent to the address calculated by adding the stride to the current address. The stride can be up to 2KB and can be both forward and backward. We verify all patterns of the L1 IP-based stride prefetchers. Moreover, we find that it can support up to eight such stride prefetching streams at mostthat is, it can keep track of eight such load instructions, which is unavailable in the data sheets. (3) L2 spatial prefetcher. The L2 spatial prefetcher is also known as the adjacent cache line prefetcher. It combines two adjacent cache lines (these two lines form a 128-byte aligned chunk) together into a pair. Whenever one cache line in the pair triggers a cache miss, it prefetches the other line in the pair. We have verified this behavior. (4) L2 streamer prefetcher. The L2 streamer prefetcher on Sandy Bridge is similar to the streamer prefetcher on Xeon Phi. However, specific parameters of the prefetcher are different. We first verify the following behavior: (1) the prefetch degree is 2 cache lines, and maximum prefetch distance is 20 lines; (2) it can support 32 streams at most, and each page can support 1 forward and 1 backward stream; and (3) it can be triggered by all misses from loads, stores, software prefetching, and L1 hardware prefetchers. Moreover, we find that to trigger the L2 streamer prefetcher, it needs five misses from loads, stores, or software prefetching. This avoids aggressive prefetching for short streams, and the incurred overhead is negligible due to out-of-order execution and nonblocking caches on Sandy Bridge. However, if the misses come from the L1 hardware prefetchers, only one miss is needed because it already knows that it is not a short stream. These triggering conditions are also unavailable in the data sheets.
These measured hardware prefetcher parameters provide a few important insights. First, the L1 hardware prefetchers are quite conservative-that is, they can only be triggered by loads and can support at most eight streams. If an application has more than eight streams, we need L1 software prefetching to help prefetching more data. Second, the L2 hardware prefetchers (combined with out-of-order execution and nonblocking caches) are very effective most of the time. However, they also have some limitations: (1) they cannot prefetch across a page boundary, and (2) they cannot prefetch beyond 20 cache lines. Thus, we can use software prefetching to trigger the L2 hardware prefetchers if the needed prefetch distance is beyond 20 lines.
CASE STUDY: MULTISTAGE COORDINATED DATA PREFETCHING
In Section 5 and Section 6, we presented many useful insights into hardware and software prefetching based on our measured data. In this section, we do a case study of multistage coordinated data prefetching on both Xeon Phi and Sandy Bridge to demonstrate the usefulness of our measured data, which we published in [Mehta et al. 2014] . Due to space constraints, we briefly explain our proposed strategies and quote the results from [Mehta et al. 2014] .
Multistage coordinated software prefetching on Xeon Phi: L1 software prefetching + L2 software prefetching. On Xeon Phi, hardware prefetchers will be disabled if software prefetching is accessing the same cache blocks as described in Section 5.3.1. Moreover, the number of MSHRs at the L1 cache is only 8, which limits its number of outstanding L1 software prefetches. However, the number of MSHRs at the L2 cache is around 56 to 60, which allows more L2 software prefetches. Therefore, we propose two-stage coordinated software prefetching for Xeon Phi. Data are first brought from memory to the L2 cache with a much larger prefetch distance that requires more outstanding L2 software prefetches (prefetch distance is calculated by dividing the prefetch latency by loop iteration time, as proposed in Mowry et al. [1992] ). Data are then brought from the L2 cache to the L1 cache with a much smaller prefetch distance-that is, with fewer outstanding L1 software prefetches. As a result, the resource contention on MSHRs is greatly reduced, and the performance is significantly improved.
Multistage coordinated hardware and software prefetching on Sandy Bridge: L1 software prefetching + L2 hardware prefetching. In contrast, on Sandy Bridge, there are only 10 MSHRs at both the L1 and L2 cache as described in Section 6, and twostage coordinated software prefetching will not work well. Hence, we have to rely more on hardware prefetchers. According to our measurements in Section 6, L1 hardware prefetchers on Sandy Bridge are quite conservative: they can only prefetch for loads and can support at most eight streams. On the other hand, the L2 hardware prefetchers are quite effective. Based on such observations, one strategy is to use only L2 hardware prefetchers and disable L1 hardware prefetchers. To achieve a better performance, we can use a two-stage coordinated hardware and software prefetching for Sandy Bridge (as opposed to only software prefetching on Xeon Phi). Data are first brought from memory to the L2 cache using the effective L2 hardware prefetchers. Then, to hide the L1 miss latency that cannot be hidden by out-of-order execution and nonblocking caches [Lee et al. 2012] , data are further brought from the L2 cache to the L1 cache using L1 software prefetching. Moreover, to overcome the limitation of L2 hardware prefetchers (i.e., it cannot prefetch beyond 20 cache lines and cannot prefetch across a page boundary), we use L1 software prefetching to train L2 hardware prefetchers with a much larger prefetch distance when necessary. As presented in [Mehta et al. 2014 ], we make a prefetch distance as large as possible. To avoid pollution in the L1 cache, we calculate the L1 software prefetch distance as "1/4 of L1 cache size" divided by "data access size per loop iteration." As a result, the L2 hardware prefetchers can be trained to prefetch beyond 20 cache lines and page boundaries with a better performance.
Experimental Environment and Results
We have implemented our multistage coordinated data prefetching algorithm based on ROSE [Quinlan et al. 2001] , an open source source-to-source compiler. After generating the transformed source code that contains prefetching instructions, we use the Intel ICC compiler (v13) [Krishnaiyer et al. 2013; ICC 2014] with the O3 option to generate the executable. In our experiments, we choose a diverse set of memory-intensive benchmarks from the SEPC CPU2006 [SPECCPU2006 2014 ] and OMP2012 [SPECOMP2012 2014 ] benchmark suites with the reference inputs that have high cache miss rates. We also choose two frequently used kernels: dense matrix-matrix multiplication (matmul) and sparse matrix-vector multiplication (spmv). Figure 10 compares the performance of different prefetching strategies for the chosen benchmarks running with a single thread on Xeon Phi and Sandy Bridge, respectively. In the baseline configuration, we turn off all hardware and software prefetching. Note that on Xeon Phi, the hardware prefetcher cannot be turned off. Except for our proposed two-stage coordinated software prefetching (2-stage-SW) and two-stage coordinated hardware and software prefetching (2-stage-HW-SW), we also evaluate the prefetching performance speedup for (1) L1-SW, using L1 software prefetching only; (2) L2-SW, using L2 software prefetching only; (3) ICC [Krishnaiyer et al. 2013; ICC 2014] , using ICC with the -opt-prefetch option enabled; and (4) HW/ICC, with all hardware prefetchers enabled on Sandy Bridge, together with ICC software prefetching.
Figure 10(a) shows the prefetching performance speedup on Xeon Phi. First, our two-stage coordinated software prefetching performs the best. Compared to the hardware prefetcher, it achieves 1.55X speedup on average, whereas compared to ICC, it achieves 1.3X speedup on average because ICC does not coordinate the prefetching between multilevel caches in an effective way. Second, two-stage hardware and software prefetching performs worst because hardware prefetcher and software prefetching cannot coordinate effectively on Xeon Phi. Third, L1 software prefetching alone usually cannot improve the performance due to severe contention on the eight MSHRs. Fourth, L2 software prefetching alone performs better than the L2 hardware prefetcher alone. Finally, for cactus, all software prefetching strategies achieve significant speedup compared to the hardware prefetching because it has around 80 streams, whereas the hardware prefetcher only supports 16 streams.
Figure 10(b) shows the prefetching performance speedup on Sandy Bridge. The results are quite different from those on Xeon Phi. Actually, the best prefetching strategy on Xeon Phi becomes the worst on Sandy Bridge and vice versa. First, two-stage coordinated hardware and software prefetching performs the best. Compared to the baseline, it achieves 2.36X speedup on average, whereas compared to HW/ICC, it achieves 1.08X speedup on average due to the coordination. The speedup compared to HW/ICC mainly comes from three categories of benchmarks: (1) benchmarks with significant L1 miss latency that cannot be tolerated by out-of-order execution and nonblocking caches, such as swim; (2) benchmarks that needs large prefetch distance that cannot be prefetched by the L2 hardware prefetcher, such as matmul and bwaves; and (3) benchmarks with both property (1) and property (2), such as libquantum. For other benchmarks, two-stage coordinated hardware and software prefetching achieve comparable performance with hardware prefetchers (HW/ICC) since the software prefetching instruction overhead incurred is negligible. Second, two-stage software prefetching performs worst. Since both the L1 and L2 cache have only 10 MSHRs, two-stage software prefetching does not have any advantage over using L1 or L2 software prefetching alone. Furthermore, two-stage software prefetching incurs more instruction overhead than L1 software prefetching alone. Third, hardware prefetching performs better than pure software prefetching because it does not incur additional instruction overhead and is not limited by MHSR resources. Finally, for cactus, all prefetching strategies achieve modest speedup because out-of-order execution and nonblocking caches on Sandy Bridge can tolerate a large portion of the stalls caused by cache misses.
In summary, our multistage coordinated data prefetching case study has demonstrated that using our measured data, we can achieve significant performance improvement.
CONCLUSION
In this article, we proposed a microbenchmarking methodology that allows software developers to measure various memory microarchitectural features based on SETEs. We presented a comprehensive analysis of potential interfering factors from hardware resource constraints, operating system effects, and compiler optimizations, which can affect the intended behavior of such microbenchmarks. We further proposed mechanisms to control and mitigate those potential interferences. Using the proposed methodology, we can measure not only those microarchitectural features that can use traditional LETEs, such as cache/memory latency and off-chip bandwidth parameters, but also those that require SETEs, such as software and hardware prefetching related details, which have not been explored before.
Moreover, we demonstrated the effectiveness of our approach by developing a set of open source microbenchmarks for multi-and many-core processors that have either in-order or out-of-order cores. We measured many memory microarchitectural details on Xeon Phi (many of them are unavailable in published data sheets), which are summarized in Table V . We further demonstrated the portability of our approach on the Intel Sandy Bridge multicore processor and measured some undocumented but important memory microarchitectural parameters, which are summarized in Table VI . We also provided some useful insights for effective software and hardware prefetching based on the measured data. A case study that applies those insights on Xeon Phi and Sandy Bridge shows that multistage coordinated data prefetching strategies can significantly improve the application performance.
