Abstract: This paper integrates all concerned levels of supply chain with their conflicting objectives and identifies the best solution for its design. More precisely two objectives viz. maximisation of overall quality and overall cost have been targeted. Considering both objectives, a multi-objective model has been formulated to integrate both tangible and intangible factors in the resource assignment problem of a product driven supply chain. Quality corresponding to each entity has been determined by applying a fuzzy-analytical hierarchical process approach. Minimisation of cost has been mathematically formulated with due consideration of various cost types. Proposed interactive adaptive multi-objective algorithm incorporates the decision maker's preference model to improve the accuracy of PSO in deciding the weight corresponding to each objective considered. Extensive experiments are performed on the underlying example, and computational results are reported and compared with the traditional particle swarm optimisation (PSO) algorithm and genetic algorithm to support the efficacy of the proposed algorithm.
and Korpela et al. (2002) utilised an analytical hierarchy process (AHP) for the evaluation process. Talluri et al. (1999) have analysed the performance measures of product driven supply chain by utilising Data Envelopment Analysis models. However, their model lacks in the proper integration of all supply chain entities in the overall supply chain design model. In order to overcome their limitations, Wang et al. (2004) have combined the pre-emptive goal programming and AHP approach to select the potential supplier from the available set of suppliers in their product driven supply chain model. Further, Chan et al. (2008) proposed a fuzzy-AHP based approach for global supplier selection based on numerous tangible criterion and sub-criterion. Tyagi (2016) used the improved fuzzy AHP to select the best of mode for knowledge creation in the concept design phase.
Pertinent information obtained from the literature survey that can be useful for the today's researchers in analysing the supply chain related issues is given as;
• There arises a great urge to develop some efficient solution approaches that can efficiently resolve the prevailing complexity of the supply chain design problem.
• In addition to intangible factors, tangible factors like 'quality', 'reliability' etc. of the product can be very useful in assessing the performance of supply chain to be designed.
With due consideration of afore-mentioned key points, the objective is to mathematically formulated the design related issue of product driven supply chain. A multi-objective mathematical model has been formulated and to solve the same a particle swarm optimisation (PSO) based multi-objective optimisation technique has been utilised. Apart from the inherent adaptiveness of PSO due to less number of parameters involved, it often fails in determining the appropriate weight points of the objective in case of multi-objective optimisation. Hence, to recover from such inefficiency in traditional PSO, a modified PSO has been proposed that incorporates the decision maker's preference model to improve the decision making ability of PSO in case of multi-objective optimisation. In this paper an interactive adaptive particle swarm optimisation (IAPSO) meta-heuristic is proposed for multi-objective optimisation. In IAPSO, a new primitive component is combined with the cognitive and social components to guide the velocity of the particles. To evaluate the efficacy of the suggested approach, it has been implemented on various simulated instances in varying complexity. In order to establish its robustness, a comparative analysis has been made with the traditional particle swarm optimisation and genetic algorithm. The contribution of proposed paper is two-fold. Firstly, from the afore-mentioned analyses, it can be concluded that, although the design aspect of supply chain has been well studied, however, consideration of both tangible and intangible factors is still not well researched. Conceiving the afore-said criticalities, authors have proposed a multiobjective mathematical model that includes both tangible and intangible factors. Based on the quality assignment of the resources, a multi-objective problem related to minimisation of supply chain cost and maximisation of overall quality has been mathematically formulated. Keeping in mind the vagueness involved in intangible factors, the present paper utilises the notion of fuzzy-analytical hierarchy process (F-AHP) that evaluates different criteria associated with resources and assigns operational quality of each resource. The concerned criteria for evaluation of the intangible factor are incorporated from supply chain council (SCOR) model (Supply Chain Council, 2003) . Secondly, the afore-mentioned objectives considered in the supply chain design problem have been optimised using IAPSO to enhance the properties of traditional particle swarm so that effective exploration and exploitation of the search space can be achieved. Modification in the PSO algorithm has been done with an aim to improve its effectiveness in exploration and exploitation of the search space.
Organisation of the paper is as follows: Description and mathematical formulation of the problem are provided in Section 2. It is followed by the description of both traditional and modified PSO. Section 4, demonstrates the problem generation scheme which also includes a sample supply chain design problem. Section 5, outlines the various empirical investigations that are performed herewith to determine the concerned performance measures of the problem. Finally, Section 6 concludes the paper along with some lines for the future concerns.
Problem environment
Resource assignment at the strategic level is the key determinant for assessing the performance of any supply chain. In general, there can be various combinations to be found with the design of whole supply chain. In the present paper, a four level of supply chain viz. suppliers, manufacturers, customer and the shipment medium for the transportation of raw materials as well as finished products has been considered that are interlinked with each other to transfer the flow of material and information from one tier to other. Shipment medium of raw-materials can be termed as haulers of suppliers, whereas, the shipment medium of finished products can be considered as haulers of manufacturers. More specifically, our SC model includes different types of suppliers, manufacturers, customers, and the corresponding transportation medium with which the final product is to be delivered. A basic framework describing the all supply chain entities considered herein is shown in Figure 1 . In our strategic level design problem, minimisation of overall cost incurred and maximisation of product quality are considered as the objectives to be optimised. Thus, in line with the afore-mentioned points, the aim is to design n supply chain for the processing and shipment of various grade products. It is important to mention that, in our proposed approach firms are having the freedom to choose appropriate supply chain as per the anticipated demand and the product characteristics. The problem scenario considered herein can be understood as 1-to-1 business process chain where each customer desires a specific product which is produced and delivered by the selected manufacturer. Each manufacturer in turn order parts from one suppliers and each supplier and manufacturer can select a specific transportation medium to ship the raw material and finished products.
Quality assignment to the resources
In this section, description of operational quality of the resources, followed by the incorporation of quality factor in the proposed product driven supply chain model is detailed. The key step in proposed RAP is to measure the quality of the resources and further to consider the same as one of the objective measure whose value is to be optimised. Quality of each resource viz. suppliers, manufacturers and the shipment medium has been determined with the involvement of fuzzy decision making approach. Further, based upon the obtained quality, an AHP scheme has been used to determine the relative preferences and rank of the resources when compared with each other. Customer satisfaction, customer response rate, order fill rate, delivery rate etc. are considered as the input variables in determining the quality of concerned resources. More precisely, fuzzy-AHP approach is employed to rate the suppliers, manufacturers and transportation medium (Muhammad et al., 2015; Shukla and Kiridena, 2016) . Here, a fuzzy based multi-criteria decision making approach has been exploited to determine the preferential weight to be assigned by the customer (Jeng-Fung et al., 2015) . On the basis of implementation steps (given in Figure 2 ), quality related with concerned suppliers, manufacturers and transportation mediums can be determined. Further, the aggregate quality corresponding to the afore-mentioned entities is calculated by averaging the quality of all the members involved.
Proposed mathematical formulation
In this sub-section, details of the model proposed herein is described
Notation
Given below the list of notations used herein to describe our proposed model; C mc : The overall capacity of the manufacturer m and its related shipment medium to ship the finished products in order to meet the demand raised by customer c.
C sc : The overall capacity of supplier s (own capacity of raw materials and the medium through which it will be transported) to meet the demand raised by customer c.
Related to carrier type:
/ : r f t
TC
Per unit cost involved in transferring the raw material/finished product by using transportation medium t.
TR
Transportation rate of the medium t used.
/ :
r f t LC Load capacity of the transportation medium t.
Decision variables
The following set of decision variables has been used in our model. 1, if supplier ' ' of type ' ' is selected in supply chain of customer ' ', 0, otherwise. In order to calculate the overall quality, quality corresponding to each entity is determined using a fuzzy analytical hierarchy process (F-AHP).
Step-wise procedure of proposed fuzzy-AHP technique to determine the quality attributes of each entity is provided in Figure 2 .
Objective 2: Minimisation of the overall cost
Minimise .
In equation (2), the original cost of the raw materials i.e., smc Sζ that are to be supplied by the selected set of the suppliers can be calculated as;
In equation (3), r is the index of raw material and R is total types of raw-materials ordered by manufacturer m to process them into finished products. The total transportation cost incurred in shipment of raw-materials from supplier's location to the manufactures firm.
( )
The cost of manufacturing the raw-material into finished products, ordered by customer c.
In equation (5), p is the index of finished products, where P denotes the total set of finished product ordered by the customer c ( )
In equation (6), 'i' is the index of inventory location and 'I' is the total number of inventory considered in the whole chain. Symbol ΓF i denotes the time till the finished product was placed in the inventory i and ihc i is the inventory holding cost at inventory i.
Constraints:
Before describing the constraints associated with the objective function, it is worth important to mention that we have considered a one to one product driven supply chain (i.e., only one supplier, manufacturer and transportation medium is selected from the available resources). Description of constraints associated with the proposed supply chain design model is given as; air . wt < 2000
This constraint is associated with the upper weight limit (i.e., 2000 kg) of transporting the finished product via air route.
The maximum delivery time of the product ordered by the customers should be less than their observation time.
This constraint insures that the sufficient capacity is available with the suppliers to meet the product demand raised by the customers. The capacity of the product associated with the suppliers includes the quantity and weight of the raw materials.
This constraint insures that the sufficient capacity is available with the manufacturers to meet the product demand raised by the customers. The capacity of the product associated with the suppliers includes the quantity and weight of the finished products. Constraints shown in equations (11)- (14) shows that at maximum one supplier, one transportation medium, one manufacturer and one route type respectively is used in a business process chain. 
The total cost of the product ordered by customer c should always be less than the overall cost incurred in manufacturing of finished product. The process of manufacturing of the finished products includes the procurement of raw materials, shipment of raw materials, conversion of raw materials into finished products and finally the shipment. Therefore, a SC design problem is NP-hard (Amiri, 2006) and there is a need for the development of an efficient solution methodology that can identify the near-optimal solution in minimum computational time.
Multi-objective problem
Before describing the objectives considered herein our multi-objective supply chain model. It is imperative to define the multi-objective problem, which is given as;
Definition: A multi-objective problem is defined as a function that maps the tuple of 'm' design parameters into tuple of 'n' objectives, i.e.,
Z can be maximised or minimised, depending upon the nature of corresponding objective. The afore-mentioned objective is subjected to;
In equations (17) and (18), y is the design vector and z corresponds to the objective vector, Y being the parameters search space and Z is the objective search space. For more clear illustration, a sample flow-chart is given in Figure 3 . For each objective considered in multi-objective optimisation, there always exists an upper objective value and lower objective value. Upper objective value is denoted as (Z + ), whereas, lower objective value is denoted as (Z -). Since, the value and range of the objective functions varies from one objective to another, therefore, in general to reduce the calculation pertaining to the assignment of the weights, a normalised value is preferred. A multi-objective optimisation model for RAP can be formulated as; • norm.
• norm. . (19), Θ is the overall objective that has to be maximised, w 1c is the weight associated with the first objective (i.e., minimisation of cost) and w 2c is the weight associated with the second objective (i.e., maximisation of quality). c is the index of customers. In equation (19), j is the index for objective values. Z + is the upper objective value, Z -being the lower limit of the objective value and Z j is the actual objective value. The normalised value corresponding to each objective can be calculated as; 
Traditional particle swarm optimisation (PSO) approach
PSO belongs to the broad category of the swarm intelligence that resembles with the cognitive and social behaviour of humans (Tyagi et al., 2007; Verma et al., 2014) . Over the past few years, PSO algorithm has gained its attention in solving the problem that are computationally complex in nature (Tyagi et al., 2011) . PSO was firstly introduced by Kennedy and Eberhart (1995) with an aim to determine the effect of collaboration of a species on their goal-achieving tendency. PSO differs from other traditional AI approaches, as previous approach of AI was mainly focussed towards the problem variables and search space to evolve towards the optimal/near-optimal solution. None of them have considered solving the problem in a social network. Thus, PSO can be considered as a system where multiple solutions co-exist and collaborate simultaneously. In PSO algorithm, each candidate solution resembles a 'particle' that flies in a problem search space to find the optimal/near-optimal solution to land (Bachlaus et al., 2006) . Particles resembling the candidate solution in PSO have the ability to exploit the solution search space with the help of local and global search strategy. Local search strategy is equivalent to the particle's individual learning mechanism, while learning of particles from its neighbourhood is equivalent to the global search procedure. Each particle in the PSO possesses the following characteristics;
• each particle has a position and a velocity
• each particle possesses the information related to its position and the objective function under consideration
• each particle remembers its previous best position.
In PSO, factors related to position and velocity of the particles is the basic determinant of their tendency to find the best solution. These two factors of PSO are generally represented in the form of vectors, commonly known as position vector and velocity vector. Position and velocity vector in n-dimensional search space is denoted as;
, , ,
Let at any time instant, the position of the particles corresponding to the best fitness value obtained by that particle at time 't' Thus, the new position and velocity of the particle for next evaluation can be determined as;
rand rand 
In equation (21), δx c and δx c are self-best positional adjustment of the particle and neighbourhood best positional adjustment of the particle respectively, can be calculated as; 
Where, ϖ 1 and ϖ 2 are the positive constant parameters, responsible for controlling the mutation step-size and ( ) rand i is the random number generated in the range (0-1). The equation shown in equation (21) is the basic building block of PSO, where, the first part shown in equation is the previous velocity, responsible for providing the necessary momentum for the particles. Second factor (see equation (21)) is the cognitive component that resembles the personal thinking of the particles, which motivates the particles to move towards their best position found so far. Last factor of equation (21) 
Proposed interactive adaptive PSO (IAPSO) algorithm
Descriptions of several modifications in the traditional algorithm are detailed below;
Decision maker's preference model
Traditionally, multi-objective optimisation problem is solved by optimising an aggregate function i.e., weighted average of the several original objective functions. In general, an optimiser (most preferably the manufacturer in supply chain, who usually is not the decision maker) does not know what weights to use for the original multiple objective functions. Therefore, in the modified version of PSO algorithm, we have incorporated a decision making technique, where, decision maker weights each objective using his preferences on different solutions. During the interaction phase, different solutions are evaluated and further selected by decision maker, depending on their quality. The preference model searches for the solution that exactly or closely matches with the decision maker's choice. The process is interactive and metaheuristic in nature and retrieves information from the decision maker. For preference elicitation, seed solutions are evaluated by the decision maker with his/her knowledge and expertise. Further, utilities of the solutions are evaluated that assist the algorithm in exploiting the optimal/near optimal solution.
Seed solutions generation
Although interaction with the decision maker efficiently guides the search process, simultaneously he is put under a cognitive load. Despite of the fact that, decision maker's interaction with the algorithm continuously enhances its search capability, each time he or she interact with the algorithm his/her cognitive load increases. Thus, in order to alleviate the cognitive load of the decision maker, various choices of the preferable solutions are provided. These preferable solutions of the decision maker are termed as seed solution.
If the decision maker provides his/her choice solely in the form of a different set of weights, solutions are evaluated before the interaction takes place. In the absence of the decision maker's preference, different sets of weighting factors are generated. The purpose of generating the various weights is to capture the range of quality of the solutions in the solution search space. The aggregation weights are selected based on an even sampling of the weight space constrained by 1 2 ,
where subscripts 1 and 2 denote different objectives (1: Maximisation of Quality and 2: Minimisation of cost) and 2 1 1.
The constraint demonstrates the relative ranking of the weight space of the either objectives based upon the importance perceived by the decision maker. The decision maker performs pair-wise comparisons of the solutions, assuming each weight vector yields a distinct solution. Based on the obtained preference value, decision maker sorts the solutions and selects the best one, called as the decision maker preferred solution. This solution acts as the incumbent for the next phase of the preference model.
Utility function and solution estimation by decision maker
The weight and utility of the particles are estimated on the basis of information available with the decision makers and thus by comparing the utility of each seed solution.
Comparison of utility function facilitates the decision maker in assigning the approximate estimation of weights. Let us assume that decision maker prefers solution 'a' over 'b', i.e.,
Based upon the inequality shown in equation (24), a linear problem can be developed.
( )
Max φ (25) s.t.,
.
In the afore-mentioned set of equations, w i is the weight associated with objective i and I is the total number of objectives considered herein. f i (a) and f i (b) are the solution options available with the decision maker. Whereas, , and
are the functions representing the ideal, maximum and minimum solution values respectively. Owing to the tendency of afore-mentioned objective to generate infeasible value due to violation of some constraints, a penalty approach has been advised in the literature. Recently, Bachlaus et al. (2006) have used a self-adaptive penalty function in optimising the system's reliability. In the present paper, authors have employed a near feasibility threshold concept that makes the penalty function adaptive, given as;
In equation (29), φ p and φ represents the penalised and non-penalised objective function respectively. φ f is the feasible solution value found so far and φ
) is the best-obtained value. Difference between feasible and best objective solution value imparts adaptability is the penalty function. NFT i is a constant representing the near feasible threshold value for objective function i and ∆ i is the distance matrix for constraint i, and m is the user defined value generally taken as 1 or 2. The value for near feasibility threshold changes w.r.t. constraint 'i' as per the following equation (30).
In equation (30) 
Utility of any objective function represents the quality of solution evaluated by decision maker based on their weight estimates. Further, based upon the utility estimates, the particles are sorted and if the challenger particle is found to be more efficient than the incumbent particle. Incumbent particle
Modification in velocity and position vector
As described earlier, the model of PSO proposed by Kennedy and Eberhart (1995) contains the two components in velocity vector, termed as 'cognitive component' and 'social component' respectively. Cognitive component represents the self-inspired behaviour of the particle, due to which it moves towards its best position, whereas, social component represents the behaviour of a particle to interact with its neighbourhood particles that leads the particles towards the global best position. In the proposed algorithm, another factor viz. primitive component has been included in the velocity vector that represents the past performance of a particle. The main idea behind the consideration of 'primitive component' in the velocity vector is to enhance the tendency of a particle to continuously improve its solution in overall runs. A time varying acceleration coefficient has been utilised for the better convergence of the algorithm, whereas, time varying inertia weight factor is used to prevent the particles falling into local optimum solution. The modified velocity vector with the incorporation of 'primitive component' in it can be mathematically given as; (see equation (21) for basic velocity vector)
rand rand rand
, ,
s.t., and and .
Implementation of proposed IAPSO to solve supply chain design problem:
In this section, description of proposed IAPSO for the underlying supply chain design problem is provided.
Encoding schema: In PSO, each particle acts as a population containing the business entities of the supply chain. The final solution string (that contains exactly one element from each stage) is generated from initial string after considering the first element from each stages of the chain that comes in overall base string. Initial string includes all possible set and number of entities considered herein our model. For more clear illustration of encoding schema, a sample figure showing the extraction of final string from initial string has been provided (see Figure 5 ). Parameter initialisation: In this step, the related parameters of the proposed IAPSO algorithm viz. population size, inertial weights etc. were initialised (see Figure 6 ). The approach presented in this paper depends upon the generated seed solution and the NLP formulation. The decision maker's preference model and the modifications is velocity and position vector are the main contribution of proposed IAPSO algorithm. Here, the working of proposed algorithm is divided into two parts viz. pre-exploration phase and post-exploration phase. Exploration phase yields a good preferred solution for exploration depending upon the decision maker's preferences and exploitation phase enforces the search procedure based upon the preferred solutions. A flow-chart showing the role of decision makers in the solution methodology is provided in Figure 7 . Depending upon the problem complexity, there can be various stopping criteria for the algorithm viz. desired number of iterations, accuracy level etc. In the proposed algorithm, decision maker evaluates the challenger solution. Further, reduced interaction with the decision maker reduces the time involved in evaluating the final solution, and also helps in reducing the cognitive load of the decision maker. Since the solution put forth by the decision maker acts as the global best value at the start of the exploitation phase (phase 2), it speeds up convergence rate to the near optimal solution. 
Experimental evaluation
This section investigates the efficiency and robustness of proposed algorithm, when applied to solve supply chain design problem. In general, performance of any algorithm depends upon the selection of critical control parameters values. Thus, first the effect of parameters has been studied. The main parameters that determine the performance of the proposed IAPSO algorithm are: population size, inertial weight, acceleration coefficient. After performing several trial procedures, the obtained range/value of the control parameters is given as;
• Population size: 25
• Inertial weight: 0.5-0.9
• Acceleration coefficient: 2.0,2.0
• Number of fitness evaluations: 25,000.
Overall, eight problem instances have been simulated that directly corresponds to the various situations that any manufacturing organisation is likely to face. More precisely, these problem instances have been generated in such a way that they can be solved within the considered resource requirements. A total two different types of resources have been considered that characterises all business process chain into resource A and resource B. High level of quality, low manufacturing time and high manufacturing cost are the characteristics of business entities lying under resource A and low quality level, low manufacturing cost and high manufacturing time are the determinant of resource B.
Presently, a total of three product driven supply chain viz. cost driven supply chain (CD) i.e., equivalent to the minimisation of overall cost, quality driven supply chain (QD) i.e., equivalent to maximisation of overall quality and combination of both (H) has been analysed. The weights associated with the objectives viz. minimisation of overall cost and maximisation of overall quality considered herein are taken as: (0.65, 0.35); (0.70, 0.30); (0.25, 0.75). It is imperative to mention that in the present analysis manufacturers has the freedom to design the supply chain as per their requirement (see Table 1 ). 
Comparison of results
For the comparative analysis of proposed IAPSO algorithm, a basic PSO algorithm has been considered over all the problem instances. The comparison has been made to show the relative effectiveness of IAPSO when decision maker's inference model based improved decision making approach has been incorporated in traditional PSO algorithm in order to determine the weights associated with the objectives considered (see Table 2 ). 
Sensitivity analyses
In order to validate the robustness of proposed algorithm on varying dataset a sensitivity analysis has been performed. For the analyses, a medium level problem (i.e., problem no.
3) has been considered. The analysis part of the problem has been divided into various scenarios each having different aims and objectives. In the first scenario, weight corresponding to the first objective (viz. minimisation of overall cost) has been kept constant, while the weight associated with second objective (i.e., maximisation of quality) is continuously varied. For aforesaid scenario, the convergence trend for problem instance 3 is shown in Figure 8 after running the three algorithms. These results shown in this figure confirm the efficacy of the IAPSO. GA performs comparatively poorly, while PSO is competing with IAPSO in the beginning but fails to converge at the same rate in the latter stage of the search. For the small size problems, the mean and standard deviation values are quite small as compared with large size problems. The design process carried out by IAPSO algorithm outperforms the rest of the algorithms in almost all scenarios, establishing the superiority of IAPSO in enhancing the solution quality and facilitating faster convergence. In second stage, weight associated with first objective is continuously varied, while, the weight corresponding to the second objective is kept constant. A graphical representation of the afore-said analysis is provided in Figure 9 . From the analysis it has been found that IAPSO algorithm outperforms the rest of the algorithms. Again, GA performs poorly, while T-PSO competes with IAPSO in the beginning but fails to match in back end of the search. The design process carried out by establishing the superiority of IAPSO in enhancing the solution quality and facilitating faster convergence in this case also.
Figure 9
Convergence trend of three algorithms for problem instance 3 while quality factor is kept constant (see online version for colours)
Conclusion and future scope
This paper conceptualises a mathematical model to determine the performance measures of resource allocation problem in product driven supply chain with an aim to integrate both tangible and intangible factors in the overall supply chain design. Here, we have analysed the performance of supply chain by considering bi-criteria objective viz. minimisation of overall cost and maximisation of overall quality. An effective variant of traditional particle swarm optimisation named as IAPSO has been proposed to evaluate the objective measures. The proposed algorithm involves decision making approach to determine the weight associated with each objective. Simulation results indicate that the results produced by the proposed approach are better than those obtained by PSO and GA alone, and the solutions also had a superior final value and good convergence characteristics. GA performs poorly, while PSO competes with IAPSO in the beginning but fails to match in back end of the search. The proposed research work was mainly targeted to achieve an optimal design of the supply chain. The proposed model is generic and has the potential to be extended to handle more complex real world scenarios. We have included several assumptions that simplified the model and limited its applicability to real problems. In order to bring this model in line with realistic scenarios, incorporation of more complexities is clearly a matter of future research.
