Abstract-This study proposes an architecture based on a weighted fuzzy Dempster-Shafer framework (WFDSF), which can adjust weights associated with inconsistent evidence obtained by different classification approaches, to realize a fusion system for integrating multimodal information. The Dempster-Shafer theory (D-S theory) of evidence enables us to integrate heterogeneous information from multiple sources to obtain collaborative inferences for a given problem. To conquer various uncertainties associated with the collected information, our system assigns beliefs and plausibilities to possible hypotheses of each decision maker and uses a combination rule to fuse multimodal information. For information fusion, an important step in D-S aggregation is to find an appropriate basic probability assignment scheme for allocating support to each possible hypothesis/class, which remains an arduous and unsolved problem. Here, we propose a mathematical structure to aggregate weighted evidence extracted from two different types of approaches: fuzzy Naïve Bayes and nearest mean classification rule. Further, an intuitionistic belief assignment is employed to address uncertainties between hypotheses/classes. Finally, 12 benchmark problems from the UCI machine learning repository for classification are employed to validate the proposed WFDSF-based scheme. In addition, an application of WFDSF to a practical brain-computer interface problem involving multimodal data fusion is demonstrated in this study. The experimental results show that the WFDSF is superior to several existing methods.
I. INTRODUCTION
I N A SYSTEMATIC design, a considerable amount of multimodal information (e.g., sound, images, and videos) is often simultaneously recorded and used. This variety of information helps systems to boost their performance in several practical applications such as robotic control [1] , pattern recognition [2] - [4] , and medical imaging [5] , [6] . In each of these applications, distinct information sources provide different useful information and assist the system in making/taking a unified decision/action. For a given real-world system, different sources of information may not necessarily provide evidence in favor of only one particular decision. This may occur because of different types of uncertainty. For example, in a BCI application, some electroencephalography (EEG) channels may suggest a drowsy state of a driver, whereas some other channels, due to noise/uncertainty, may suggest an alert state. In other words, in this case, the two sources apparently provide inconsistent evidence for the same task. Developing an effective approach for integrating the multimodal information turns out to be an important issue in designing decision-making systems. Data fusion is a technique that exploits heterogeneous data from multiple sources to obtain collaborative inferences, i.e., inferences achieved via the collaboration of multiple sources of information or collaboration by multiple decision makers such as multiple classifiers. Usually, inferences obtained via collaboration are better than those by individual decision makers/sources. The objective of data fusion is to ameliorate the quality of the final decision by aggregating pieces of evidence from multiple information sources while decreasing the uncertainty in the decision. More importantly, such a technique should efficiently exploit redundancy and complementariness between sources, thereby taking a global view to facilitate achieving optimal system performance. Dempster-Shafer rule of combination [7] , [8] should be used when the sources of information are independent. However, in real-life applications, often evidences are dependent. Su et al. [9] proposed a systematic method for dealing with dependence in an evidential framework.
Khaleghi et al. [10] conducted a generic and comprehensive review on state-of-the-art techniques of data fusion and explored concepts, benefits, and challenges of each methodology. One of the distinguished approaches to modeling uncertainty/evidence is Dempster-Shafer theory [7] , [8] . This theory provides an effective method for addressing uncertainty and the integration of information from multiple sources. The sources could be different experts' opinions, multimodal sources of data, or even individual features characterizing an object. The D-S theory introduces the concept of assigning beliefs and plausibilities to possible hypotheses of each decision maker and provides a combination rule to fuse multimodal information. This theory allows each source to incorporate information with different levels of evidence. This property provides a significant benefit in that it assigns a possibility mass to a subset or interval; hence, the D-S theory-based fusion system can efficiently address both probabilistic (or objective) uncertainty and epistemic (or subjective) uncertainty. The D-S theory provides a mechanism for representing and processing uncertain, imprecise, and incomplete information from different sources. Finally, the optimal decision can be made using Dempster's rule [7] of combination to integrate information/evidence from different sources. In this context, it is worth mentioning the concept of the ignorance function, which is defined to measure the degree of uncertainty of an expert when assigning a numerical value as the membership degree of an object to a given class [11] .
Although the D-S theory has been successfully applied in many practical fusion systems [12] - [19] , an effective approach to assign evidence for each information source remains a crucial issue. As already mentioned, an important step in applying the D-S theory for data fusion is to find an appropriate basic probability assignment (BPA) for allocating evidence to each possible state/hypothesis/class. The BPA should be robust in the sense that a small perturbation in the data and/or parameters defining the BPA should not alter the assigned mass significantly. Intuitively, for each of the possible states, the BPA represents a type of "degree" of belief that supports the claim that the actual system belongs to that state.
BPA functions are usually designed heuristically according to the characteristics of data collected from multiple sources. Depending on the problem and available information, however, more objective and sound methods have also been developed for the construction of belief, for example, the predictive belief function of Denoeux [20] . Different authors have addressed this issue using different approaches in past studies. Two major approaches to BPA determination are 1) generative approaches [3] , [21] - [23] based on density estimation, in which posterior probability estimates are computed from conditional densities and prior probabilities from distributions of different categories using Bayes' theorem [24] , and 2) discriminative approaches [5] , [25] - [27] based on distance functions, in which posterior class probabilities are directly estimated.
For generative approaches, a mass/BPA is usually referred to as a probability, which is often associated with a probability distribution/fuzzy membership/possibility function. In [22] , Zhu developed a method of automatically determining the mass function in the D-S structure for image segmentation, in which basic probabilities assigned to a pixel are derived from membership degrees of gray levels. To effectively resolve the image segmentation problem, Boudraa et al. [28] estimated BPAs using fuzzy membership degrees derived from gray-level image histograms. Additionally, an intuitionistic view of the D-S model utilizing the concept of intuitionistic fuzzy sets is described by Yager [21] . In fuzzy sets theory, imprecise membership can be represented in two different ways: using interval-valued fuzzy sets and using intuitionistic fuzzy sets. Unlike ordinary fuzzy sets, in an intuitionistic fuzzy set, uncertainty is represented by a membership and a nonmembership, where the sum of the membership and the nonmembership is less than or equal to one. Similar to an interval-valued fuzzy set, under the D-S framework, the imprecise probability associated with a set can be represented by an interval defined by the belief and plausibility measures. Inspired by the analogy between the imprecise interval-valued membership of fuzzy sets and the imprecise probability of a belief structure, Yager obtained an intuitionistic representation of the imprecise probability associated with a set. Xu et al. [3] adopted a normal distribution model for each attribute of data to construct a nested BPA structure, which can avoid high conflict between pieces of evidence. In [23] , Masson and Denoeux proposed an evidential c-means algorithm that computes a credal partition from object data.
For discriminative approaches, BPAs are built based on the concept of similarity of a pattern to be classified with training patterns, which is often referred to as distance, specificity, and consistency. Denoeux [27] proposed a novel classification approach by combining the k-nearest neighbors (k-NN) rule and D-S theory of evidence to establish the k-NN DST rule. Further, Pal and Ghosh [26] combined the underlying philosophy of the rank nearest neighbor rule with the D-S theory for determining the mass function of BPAs. In addition, D-S theory-based neural networks were presented in [5] and [25] , and the determination of the BPA for each input pattern is implemented using relationships with reference patterns as the evidence to each possible hypothesis. Recently, Boudaren and Pieczynski [29] proposed an interesting generalized evidential Markov model that provides a wider modeling capability along with handling of uncertain information and fusion of information from multiple sources. It allows Dempster-Shafer fusion without sacrificing the Markovianity.
These approaches have their own pros and cons; therefore, several authors have attempted to combine these approaches to inherit benefits. Smets and Kennes [30] established the transferable belief model (TBM) to quantify uncertainty using a belief function that is not related to any underlying probability model. Using this framework, in [31] , Denoeux and Smets proposed two approaches to pattern classification: a TBM model-based classifier that depends on the Bayes theorem and a TBM case-based classifier that utilizes the concept of similarity of a test pattern with the training patterns. A novel approach to determine the BPA was proposed in [32] , which employs core samples extracted from the training dataset to calculate a relevance ratio based on incoming data and the core samples. Then, the BPAs are assigned based on the relevance between the test data and the selected core samples.
In this study, we present a novel architecture based on a weighted fuzzy D-S framework (WFDSF) for a classification task, which considers both of the aforementioned approaches. The proposed method utilizes a mathematical structure to aggregate the weighted evidence extracted from both the generativetype approach and the discriminative-type approach. The belief function used in the WFDSF is established based on simple models, which can aggregate multimodal evidence from various sources for a recognition task. The tunable weighting mechanism in this structure enables us to use a training procedure to find the optimal parameters that should be used for different types of approaches, and it assists the D-S framework in adaptively addressing different problems. The novel aspect of this paper is that the fuzzy Naïve Bayes method [33] , [34] and the nearest mean classification rule [26] , [27] , [35] are employed simultaneously for calculating the basic probability of each hypothesis, and thereby, it integrates both of the previously mentioned approaches. The basic probabilities are assigned by a "compound-type" (generative and discriminative) approach [3] , [5] , [21] , [22] , [25] - [27] , [36] . In the proposed method, the basic probability of an incoming datum to each class is assigned by calculating the fuzzy membership degree to each cluster, and using the distance between the given data point and the cluster centroid representing a category. Further, an intuitionistic belief assignment is employed to address uncertainties between hypotheses/classes. To obtain a comprehensive decision from the data for the recognition task, the evidence for an incoming pattern is generated from each attribute/feature, and then, combined using Dempster's rule of combination [7] to obtain the final evidence. We evaluated the proposed scheme extensively using several real-world datasets obtained from the UCI machine learning repository [37] , and the experimental results show that the performance of our system is superior to that of its rivals considered in this study.
The remainder of this paper is organized as follows. Section II briefly introduces the D-S theory of evidence as well as its related concepts. Section III introduces how the proposed weighted fuzzy D-S structure determines the BPAs. Section IV presents the experimental results obtained from the proposed system on a recognition task. Section V demonstrates how the proposed system can effectively integrate multimodal physiological signals for a practical brain-computer interface (BCI) experiment. Finally, Section VI offers concluding remarks.
II. BACKGROUND ON D-S THEORY OF EVIDENCE
The D-S theory of evidence, initiated by Dempster [8] , and then, mathematically formalized by Shafer [7] , is a general framework for modeling and reasoning with epistemic uncertainty. This framework allows us to combine evidence from multiple sources to arrive at a combined degree of belief on different hypotheses. Compared with the Bayesian model, the D-S theory is a comprehensive approach to addressing uncertainty and imprecision with a theoretically attractive evidential reasoning framework. The D-S theory consists of three main concepts: 1) assigning appropriate beliefs and plausibilities to possible hypotheses; 2) employing the D-S rule of combination for fusing independent items of evidence; and 3) making the final decision on the choice of optimal hypothesis in a flexible and rational manner.
A. Frame of Discernment
The D-S theory of evidence is a mathematical framework for reasoning under uncertainty based on the modeling of evidence [7] . Let Θ be the set of all possible states, {θ i ; i = 1, 2, . . . , N}, of a system, which is named the frame of discernment in the D-S framework.
The set Θ consists of N exhaustive and exclusive hypotheses. Information sources can distribute mass values on the power set of the frame of discernment, denoted by 2 Θ .
where ∅ denotes the empty set. Any subset of Θ may represent a proposition/hypothesis about the actual state of the system. The N subsets, each containing only one element, are called singletons.
B. Mass Functions, Focal Elements, and BPA
When the frame of discernment is determined, uncertain evidence for each possible proposition in 2 Θ is represented by a (normalized) mass function m in the interval [0, 1]. The function m has two properties
The mass function is also called the BPA function. For a particular element A in 2 Θ , m(A) characterizes the degree of relevant evidence that supports the proposition that an unknown datum belongs to the set A alone but not to any subset of A in particular. Any subset A in 2 Θ with m(A|A ∈ 2 Θ ) > 0 is called a focal element. Focal elements are members of 2 Θ on which the available evidence focuses.
C. Belief and Plausibility Measure Functions
Since m(A) measures the belief that one commits to the set A exactly and not to any proper subset of A, to obtain the total belief committed to A, one must add to m(A) the quantities m(B) for all proper subsets B of A. Given a mass function m, a belief measure and a plausibility measure can be uniquely determined to obtain the total BPA committed to a particular proposition. The belief function Bel is defined as
where B ⊆ A; A ∈ 2 Θ . Bel(A) indicates the total evidence or belief that the element belongs to the set A (x ∈ A) as well as to the various subsets of A. On the other hand, the plausibility function Pl is defined as
Pl(A) represents the total evidence or belief that the element belongs to the set A (x ∈ A) as well as to the various special subsets of A plus the additional evidence or belief associated with sets that overlap with A. We can interpret the relationships between Bel(A) and Pl(A) as follows:
Pl (∅) = 0.
The belief function Bel(A) signifies the total probability distributed among the elements of A, which gives a lower limit on the probability of A. In contrast, the plausibility function Pl(A) describes the total belief degree related to A, which establishes an upper limit on the probability of A. The D-S theory presents an explicit measure of belief about a particular proposition A and its complementĀ as a length of the interval [Bel(A), P l(A)], called the belief interval. The basic probability can also be viewed as determining a set of probability distributions P over 2 Θ satisfying
This imprecision in the determination of the probabilities reflects the incompleteness of the available information. The aforementioned inequalities reduce to equalities in the case of a Bayesian belief function, which focuses only on singletons.
D. Dempster's Rule of Belief Combination
To deal with uncertain, imprecise and incomplete data from multiple sources, the D-S theory allows each source to contribute information supporting different degrees of evidence and provides a mathematical architecture to aggregate relevant information from disparate sources. Specifically, we can obtain a joint decision based on the evidence or belief determined by several experts independently.
Let m 1 and m 2 be two mass functions induced by two independent sources of evidence. Dempster's rule of combination [7] , [8] , which is denoted as m = m 1 ⊕ m 2 within the framework of the evidence theory, integrates the two BPAs, m 1 and m 2 , to yield a combined BPA as
where all A, B, and
κ is the degree of conflict, called the conflict coefficient, between m 1 and m 2 . It is calculated as the sum of products m 1 (B)m 2 (C) for all focal elements B in m 1 and C in m 2 , where B ∩ C is null. The larger the value of κ is, the more conflicting are the two sources. When κ = 1, these two pieces of evidence are in complete logical contradiction. κ is also a normalization constant applied to let the joint BPA satisfy the property A ∈2 Θ m (A) = 1 in the D-S theory. Dempster's rule of combination is associative and commutative; hence, the combined BPA does not depend on the order in which different BPAs are aggregated. The total mass function resulting from the combination of j information sources is defined as
where m total represents the aggregated mass function after the D-S fusion process.
E. Pignistic Probability Transformation
After combination, a decision can be uniquely determined by a belief measure Bel, a plausibility measure Pl, or a pignistic probability transform P pig . Since Bel and Pl represent the belief interval Bel(A) ≤ P (A) ≤ Pl(A) for a particular proposition in the hypotheses, P pig offers an appropriate and fair inference with a probability measure for a decision. The pignistic probability transform of the final mass values was defined in the TBM proposed by Smets and Kennes [28] and Smets [36] . It is worth noting that the term "pignistic" originates from the word pignus, meaning "bet" in Latin. The pignistic probability employs the principle of insufficient reason to transform the mass function into a probability measure for decision making. The estimate of the pignistic probability is defined as
where m(∅) = 0, and the aforementioned equation can be simplified as
where |B| is the number of singleton elements in set B. Based on (14) , the pignistic probabilities for singletons can be written as
III. WFDSF As mentioned earlier, there are two major types of approaches to determining BPA functions: 1) generative approaches based on density estimation and 2) discriminative approaches based on distance functions. Generative types of methods usually employ estimation of posteriori probabilities to represent a belief mass function for each category. On the other hand, discriminativetype approaches use relative information, e.g., distance, specificity and similarity to define mass function. In this section, we discuss the fuzzy Naïve Bayes method [33] and the nearest mean classification rule [26] , [27] , [35] and employ them simultaneously for obtaining the BPA, thereby integrating both of the aforementioned types of approaches. Furthermore, we present a weighted regulatory architecture based on a fuzzy D-S mechanism for pattern classification, in which compound approaches are considered. The weighted regulatory mechanism for BPA determination provides a compatible framework to gather evidence either on individual states or on compound states.
A. Generative-Type Approach-Fuzzy Naïve Bayes
Generative-type approaches are often associated with probability distributions, fuzzy membership, and possibility functions to address recognition problems. Traditional nonfuzzy approaches, e.g., Naïve Bayes [39] , typically employ probabilistic methods to handle uncertainty for system identification problems. Naïve Bayes is an inductive technique that is frequently adopted for recognition tasks. The inductive learning mechanism obtains a probability distribution from the training data and estimates a posterior probability for each incoming/unknown piece of data. Let X i , i = 1 . . . p, be p independent variables (features), and each object, X, is represented by a pdimensional feature vector. Let Y ∈ C = {C 1 , C 2 , . . . , C N } be the class label associated with X. Then, the posterior probability
. . , C N } can be defined by the Bayes rule as follows:
In contrast to the canonical Bayesian probability theory, the fuzzy set theory (FST) [40] provides an alternative framework for handling uncertainty, imprecision, and complexity in realworld applications. FST provides a flexible framework of modeling uncertainty, whereby each unknown sample may not belong to a sharply defined class or cluster. This characteristic of comprehensiveness helps to deal with real-world datasets, which often possess ambiguities caused by various factors, e.g., measurement bias and noise contamination that sometimes cannot be adequately modeled by the probability theory. This property of the FST suggests that the combination of DST and FST would be an effective approach for establishing a comprehensive structure for processing uncertain information. Therefore, we employ the fuzzy Naïve Bayes [34] approach to determine the BPAs in this study. In the Fuzzy Naïve Bayes approach, each variable takes linguistic values defined by a fuzzy partition of the domain of each variable. Consequently, Naïve Bayes is a special case of the fuzzy Naïve Bayes that uses crisp rather than fuzzy variables. In the proposed method, the basic probabilities of an incoming datum to each class are assigned using the fuzzy membership degree to each category.
To utilize the fuzzy Naïve Bayes approach for determining BPAs, we first partition the domain of each variable into fuzzy sets (linguistic values). Consequently, the training of the fuzzy Naïve Bayes approach proceeds in two phases as follows: 1) applying exploratory data analysis to obtain an appropriate fuzzy partition of the domain of each variable and 2) estimating the conditional probability for each sample under consideration according to the fuzzy membership function. In the exploratory data analysis step, the fuzzy c-means clustering algorithm is used to find a set of c clusters. Then, using the cluster centroids, c, linguistic values are determined. Finally, the conditional probability to class C i , decided by the fuzzy Naïve Bayes approach, is assigned as the basic probability used in the DST architecture.
We emphasize here that, although we are calling the assignment at (17) a BPA, this may not result in a valid BPA because the sum of assignments may not be equal to one. Later, we shall use a normalization scheme to define a valid BPA.
B. Discriminative-Type Approach-Nearest Mean Classification Rule
Discriminative approaches are built on the concept of similarity of a pattern (to be classified) with the training patterns, which are often referred to as distances, specificity, and consistency. The nearest mean classification (NMC) [35] rule is a useful discriminative approach that is both simple and robust. In this study, we utilize the distance of a test data point from the nearest class mean to obtain the posterior probability for defining the BPA. The objective of the NMC rule is to assign an incoming sample to a class that has the nearest centroid with respect to the sample. Let X = {x 1 , x 2 , . . . , x M } be a collection of M training samples that have corresponding labels {y 1 , y 2 , . . . , y M }, where x i is a feature vector in a p-dimensional metric space. Each x i is assumed to possess a class label y i ∈ C, where C = {C 1 , C 2 , . . . , C N } is a set of N classes, indicating that x i belongs to one of the classes in C. Further, the centroid vector of each class can be denoted by {v {c 1 
Consequently, we assign the predicted label f (x) for an unknown sample x as follows:
Although f (x) is the system output of the NMC for a classification task, we shall not use it in the proposed system. Rather, we only need the distance function d(x, v i ). We shall use the distance of the test point from the class means to define BPAs.
Finally, in accordance with the D-S formalism, the mass function m(x) can be defined using an exponential function of the Euclidean distance as (20) where C = {C 1 , C 2 , . . . , C N } is the set of N hypotheses (classes) used in the DST.
C. Procedure of the WFDSF
A system flowchart of the proposed WFDSF is shown in Fig. 1 . The decision is obtained through a four-step process, and the complete procedure is detailed as follows.
1)
Step 1-Attribute Division: For a given multivariate dataset, each individual attribute/feature is considered an independent source of information. An attribute can also be multivariate if these multiple features are obtained from the same source. To obtain a comprehensive decision from the datum for the recognition task, the WFDSF gathers BPAs from each attribute separately. Following the process of attribute decomposition, a test data point with P attributes is divided and transformed into P independent modules and each is used to define BPAs.
2)
Step 2-Compound BPA Generation: To present the procedure for determining BPAs, we take C as the frame of 
Further, the focal elements of the power set of the frame of discernment, 2 Θ , are denoted by
where a compound element {C i , C j }, i = j, is an uncertain hypothesis in the D-S formalism; in this study, we do not consider focal elements with a cardinality of greater than two. Unlike previous studies [25] - [27] using the complementary concept to determine BPAs for compound hypotheses, this study employs an intuitionistic belief assignment to model the region of uncertainty (ROU) between hypotheses/classes. Fig. 2 represents the density of class i (green) and class j (blue) based on the kth attribute, where each class is modeled by a Gaussian distribution. The overlapped region is depicted in red, and we call this region the ROU. It is clear that samples falling in the ROU will be difficult to discriminate because they possess properties of two different classes simultaneously. Specifically, samples falling in the ROU are likely to result in classification errors in the recognition task. Thus, it is natural to represent the ROU by the compound hypothesis {C i , C j }. For each attribute, N Gaussian distribution functions and C N 2 ROU functions can be obtained as models of different single and compound hypotheses, respectively.
We use the fuzzy Naïve Bayes method [33] , [34] and the nearest mean classification rule [26] , [27] , [35] to calculate the basic probability of each focal element. For each attribute, Given an incoming sample, for feature x, the calculated membership value is
where m i and σ 2 i are the mean and variance of the Gaussian membership function, respectively, of the C i class.
Since, for a compound hypothesis, {C i , C j }, the object can belong to either class C i or class C j (the object shares properties of both classes), a fuzzy AND operator is used to assign the mass associated with the hypothesis consisting of both classes, {C i , C j }. Thus, the generative basic probability of each hypothesis calculated by the fuzzy Naïve Bayes approach is defined as
We note here again that (24) may not lead to a valid BPA without proper normalization. In (24) , for ∧, we can use any t-norm [41] . In this study, we use the minimum as the t-norm. Now, the Euclidean distance between the incoming sample and the centroid vector {v {c 1 } , v {c 2 } , . . . v {c N } } of each class is utilized to determine the discriminative basic probability according to the NMC rule. Consequently, we use the ROU as the support for the compound hypothesis and define the crossover point for a feature v {c i ,c j } as the centroid to compute the mass for the compound hypothesis. In particular, the crossover point v {c i ,c j } is defined as the point with the maximum AND value calculated by the distributions of two different hypotheses/classes.
where Fig. 2 . One possible way to define the discriminative BPAs is to use an exponential function of distances from the NMC as follows:
Furthermore, we propose a weighted regulatory architecture to gather different types of evidence and integrate them. The generative-type BPAs, m g x ({·}), generated by the fuzzy Naïve Bayes approach and the discriminative-type BPAs, m d x ({·}), calculated by the NMC rule are integrated by
where 0 ≤ α, β ≤ 1 are regulatory parameters that adaptively determine the importance of the two types of evidence. The weighted regulatory mechanism enables us to use the training data to search for appropriate weights for different sources of evidence. The optimal values of the regulatory parameters are found using a grid search by minimizing the training error. We note here that m g x and m d x are not BPAs per se because the sum of basic assignments may not be equal to one. However, in the combined BPA mentioned later, we enforce this condition.
The global BPA for feature x, m x ({·}), is defined as
where L is a normalizing factor used to make (28) a valid BPA.
Note that for each attribute, we shall have a different set of optimal (α, β).
3)
Step 3-Combination of BPAs: The BPAs generated from different attributes/features are then combined to obtain the overall BPA using Dempster's rule of combination [7] . According to (10)- (12), we can obtain an overall BPA from each independent source of information.
4) Step 4-Pignistic Probability Transformation:
After combining all BPAs, based on (15), the overall BPA is transformed into a pignistic probability focusing on singletons for decision making.
5)
Step 5-Final Decision: Finally, a decision is made using the pignistic transformation. The hypothesis (the class) with the maximum pignistic probability is chosen as the predicted class of the sample in the test data.
The proposed method quantifies the evidence from each information source and assigns basic probabilities on single hypotheses as well as on compound hypotheses. In our approach, we use the ROU to define a compound hypothesis. In addition, to exploit the characteristics of different sources, we employ a weighted regulatory architecture to assign mass values on single and compound hypotheses. We use a training mechanism to find the appropriate weights, i.e., α and β, that should be used for different types of evidence. To further enhance the WFDSF, we can use different classification approaches to determine the BPAs. However, the appropriate selection of classification approaches is not the main focus of this study.
IV. EXPERIMENTS-BENCHMARK DATA
The proposed WFDSF in this paper has been successfully validated on 12 real-world datasets from the UCI machine learning repository [37] . Before presenting the experimental results, we will step through the BPA assignment portion of the WFDSF method. To do so, we provide a simple numerical example of the calculation of BPAs using the Iris dataset [42] . After completing this numerical example, the proposed method is compared with eight state-of-the-art classifiers and three fusion approaches based on the D-S theory to demonstrate the improvement realized by the proposed method.
A. Computation of Basic Probabilities
In this section, we utilize the Iris dataset to demonstrate the WFDSF procedure for the computation of BPAs. The Iris dataset involves three different types of Iris flowers: 1) Setosa; 2) Versicolour; and 3) Virginica. It consists of 50 samples with four attributes, sepal length (SL) in cm, sepal width (SW) in cm, petal length (PL) in cm, and petal width (PW) in cm, for each of the three classes. The four attributes are considered four independent sources to provide different information in the experiment. In this example, 25 samples from each class are randomly selected as the training data; the remaining half is used as the test data.
The WFDSF procedure is divided into five steps, as shown in Fig. 1 . The mechanics of applying this procedure to the Iris dataset is outlined in the five steps shown in Fig. 3. 1) Centroids of different classes used in the fuzzy Naïve Bayes and the NMC classification rule are generated and selected for each attribute in the training set.
2) The corresponding ROU between two classes is defined as explained above and used for mass assignment to the compound hypothesis. Samples in the test set are then assigned BPAs by the same procedure. To optimize the WFDSF structure, the weights of the regulatory architecture are optimized with a grid search during the training phase.
3) The BPAs generated from each individual attribute are combined. 4) The overall final BPA is then transformed into a pignistic probability for each singleton set. 5) The hypothesis with the maximum pignistic probability is chosen as the predicted class for decision making. These five steps are described in more detail for the Iris example in the following.
1) Step 1-Training Models in Each Module:
In the training phase, four attributes in the training set are divided into four independent modules. The densities of the SL attribute, assuming a normal distribution in the three classes, are illustrated in Fig. 4 , and the complete centroid information used in both the fuzzy Naïve Bayes and the NMC classification rule is shown in Table I .
Step 2A-Defining Uncertain Region: We utilize (25) to compute the centroids of ROUs for the associated compound hypothesis in each module (attribute). In this example, for the SL attribute, the centroid of the ROU between Setosa and Versicolour is 5.4046, the centroid of the ROU between Setosa and Virginica is 5.5409, and the centroid of the ROU between Versicolour and Virginica is 6.2226. The detailed centroid information of the single and compound hypotheses in each attribute is reported in Table I . Note that the weights of the regulatory architecture have already been obtained with a grid search using the training data. During the training, for each module (feature), we choose the pair of parameters that minimizes the error on the training data. If sufficient training data are available, one can use a part of the data as the validation data and obtain better choices for the regulatory parameters.
3)
Step 2B-Calculation of BPAs: For each sample in the test data, four sets of BPAs are calculated, one from each individual module. An incoming sample from the Versicolour class, whose attributes are SL = 6.4 cm, SW = 3.2, PL = 4.5 cm, and PW = 1.5 cm, is selected as the test example. Tables II  and III show the BPAs of each attribute module extracted using fuzzy Naïve Bayes and the NMC classification rule, respectively. After assigning appropriate regulatory parameters, the compound BPAs obtained are as depicted in Table IV .
4) Step 3-Combination of BPAs:
The BPAs generated from each individual module are integrated to obtain the overall BPA using Dempster's rule of combination [7] , and we obtain the overall BPA as shown in columns one and two of Table V .
5) Step 4-Pignstic Probability Transformation:
The overall BPA is then transformed into a pignistic probability distribution for decision making. In this case, we obtain the pignistic probabilities as shown in columns three and four of Table V.
6)
Step 5-Final Decision: From Table V , we find that the hypothesis/class Versicolour possesses the maximum pignistic probability (0.6163); hence, we assign the Versicolour class to the incoming data as its predicted class after the fusion process, which in this case, coincides with its actual class. According to the result shown in Table IV , only the PL and the PW provide significant evidence that the incoming datum belongs to the correct class. In contrast, the evidence collected from the remaining attributes mainly contributes to other single or uncertain hypotheses. After combining all evidences collected from the four sources using the WFDSF, we obtain a collaborative decision that suggests the correct hypothesis. However, this final decision would be different if we were to utilize the traditional voting strategy to process evidence from individual sources. Specifically, the WFDSF structure enhances the fusion system in two ways: 1) explicitly handling the uncertainty between different classes and 2) efficiently integrating evidence from different sources. Thus, the WFDSF-based fusion system can provide a reliable decision for the classification task.
B. Evaluation Methods
The performance of the proposed WFDSF-based fusion system is compared with eight state-of-the-art classifiers and three D-S theory-based fusion methods, including Naïve Bayes (NB) [39] , nearest mean classifier (NMC) [35] , k-nearest neighbor (k-NN) [43] , Decision Tree (REPTree) [44] , support vector machine (SVM) [45] , SVM with radial basis function (SVM-RBF) [45] , multilayer perceptron (MLP) [46] , RBF network (RBFN) [47] , k-nearest neighbor D-S theory (kNN-DST) [27] , normal distribution-based classifier (NDBC) [3] , and evidential calibration (Evi-Calib) [48] .
The proposed WFDSF model has been evaluated extensively using the following 12 real-world datasets from the UCI machine learning repository [37] : Iris, Heart, Wine, Australian, Climate, Hepatitis, Waveform, Parkinsons, Forest, Ionosphere, Spambase, and Sonar. Three datasets (Australian, Hepatitis, and Spambase) contain missing values for some attributes. One of the major advantages of the WFDSF is that these missing values can be handled as ignorance for the actual state of the corresponding variables in the framework of the evidence theory. Specifically, if x i is a missing value for the attribute i of the P attributes in total, we only collect the evidence (BPAs) from the remaining P − 1 attributes, which means that we regard this attribute as ignorance: m (C) = 1. Thus, there is no requirement for any external management of the missing values. The general information of these UCI datasets is described in Table VI. For each comparative model, a fivefold cross validation is applied, i.e., 80% of the data (four folds) are randomly selected to build the training data set, while the remaining one fold serves as test data. This process is repeated five times, and the average of the five runs is then used for comparison.
C. Summarization of Results
The average classification accuracy (%) on the 12 UCI datasets for the proposed scheme is 88.18±5.68, which is higher than any of the other state-of-the-art approaches (see Table VII ). In Table VII , the best performance is shown in bold face. For all but one dataset, the WFDSF outperforms other methods. The result demonstrates that the WFDSF-based fusion system yields the highest accuracy on real-world datasets compared to 11 other models. To better demonstrate the improvement obtained with the proposed WFDSF, for each data set, we also calculate the difference between each classifier's accuracy and the accuracy of the best performing algorithm (see Table VIII ). Consequently, we can accumulate those differences over the 12 datasets to quantify the relative performance of each classifier over the 12 datasets (see Fig. 5 ). For the WFDSF-based fusion system, the total accumulated difference (%) across 12 datasets is only 2.79 since the WFDSF achieves the best performance in 11 of the 12 cases and is only slightly worse than the top performing classifier on the last dataset (Sonar). Compared to eight state-of-the-art classifiers and three D-S theory-based fusion methods, the total difference from the best performance for the WFDSF is approximately 17.5 times smaller than the next best model, Evi-Calib.
To determine whether the improvement resulting from employing the WFDSF is statistically significant, experimental results were subjected to analysis of variance (one-way ANOVA) followed by the Tukey-Kramer multiple comparison test [49] to calculate a p-value for each comparative model on the 12 UCI datasets. Using a one-way ANOVA for each dataset independently, the result of the ANOVA analysis on each dataset shows significant differences for all compared models (all p < 0.05). The Tukey-Kramer multiple comparison test is then conducted (post hoc analysis) to reveal that the performance of the proposed WFDSF is significantly better than that of many of the compared algorithms. The results of a post hoc Tukey-Kramer test are shown in Table IX . Models indicated with a "+" showed significant differences from the performance achieved by the WFDSF. Although the average accuracy of the WFDSF is worse than that of k-NN and kNN-DST on sonar data, the statistical analysis does not show a significant difference in comparison with these two models. Thus, the Tukey-Kramer multiple comparison test indicates that our WFDSF is either the top performing classifier or not significantly different from the top performing classifier for all 12 datasets.
V. EXPERIMENT-REAL A PHYSIOLOGICAL DATASET
In this section, we consider a practical BCI experiment involving fusion of multimodal information arising from various physiological signals, such as EEG and eye movement, for the assessment of a driver's cognitive state during a driving task. In every instant of our busy lives, a myriad of data can be acquired through many different sensors, and different sensors have their own limitations and associated uncertainties. Therefore, the fusion of information from such sources is expected to yield better decisions with a reduction in overall uncertainty. In this study, EEG and eye movement data are simultaneously exploited for a recognition task to demonstrate the performance and effectiveness of the proposed WFDSF approach. Since different levels of uncertainty are embedded within disparate EEG and eye movement data, we expect that the WFDSF would be able to deal with these uncertainties to obtain superior decisions.
A. Virtual-Reality-Based Highway Driving Paradigm
The cognitive states of drivers significantly affect driving safety; in particular, fatigue driving, or drowsy driving, endangers both the driver and the public. In this study, to investigate the changes in the drivers' cognitive states, a dynamic motion simulator with virtual-reality technologies [50] , [51] was used. This driving simulator included a real car mounted on a dynamic six-axis motion platform, and 360º highway-driving scenes were rendered by seven LCD projectors. All scenes in this study simulated driving on a four-lane divided highway at a constant speed of 100 km/h at night. During the task, lane perturbation events were randomly introduced to cause the virtual vehicle to drift from the center of the cruising lane. The participants, who had been trained prior to the experiment, were required to drive the vehicle back to the center of the cruising lane as soon as possible after becoming aware of the deviation. The response time (RT) represents the time period between the onset of the deviation and the onset of the response and is used as an objective measure of the drowsiness level during each lane-departure event. Specifically, RT would be longer for a drowsy driver compared to that of an alert driver. Two cognitive states, alert and drowsy, are classified via the RT performance of each participant in this study.
Continuous EEG data are recorded from 23 healthy participants (20-28 years of age; mean age: 23.5 years; females and males). Each participant is asked to read and sign an informed consent form before participating in the EEG experi- ments. The EEG signals were captured from 62 Ag/AgCl scalp electrodes with a unipolar reference at the right earlobe (Compumedics Ltd., VIC, Australia). Subsequently, the raw EEG data were subjected to a 1-Hz high-pass and a 50-Hz low-pass infinite impulse response filter, and then, downsampled to 250 Hz from the sample recording rate of 1000 Hz used during the hardware phase. Artificial contaminations, e.g., muscle artifacts, oversized eye movement, and electrical interference from the equipment, were further removed from the EEG signals using independent component analysis. Finally, for each channel of interest of the cerebral cortex, the mean delta-(1-3 Hz), theta-(4-7 Hz), alpha-(8-12 Hz), and beta-(13-20 Hz) band powers were used for power spectra analysis and feature extraction.
In the literature, the efficacy of EEG-based BCIs in recognition tasks has been limited by low resolutions [52] . The integration of coincident data streams from multiple physiological (e.g., EEG, eye movements, and cardiac activity) sources is seen as having the potential to dramatically enhance the interpretation and use of brain-based recordings. Compared with previous studies that utilized only EEG signals for recognition tasks [51] , this study further exploited eye tracking to analyze visual information. Participants' eye movements were recorded using the eye tracker (SMI iView X, Senso Motoric Instruments). The eye trackers measured the position of the pupils with respect to the corneal reflex. The position of the participants' eyes was recorded at a rate of 500 Hz. In this study, the average times of the participants' saccade and fixation intervals were selected as features of interest to assess the driver's cognitive states.
B. Summarization of Results
In this study, the efficacy of the proposed WFDSF in multimodal information fusion is demonstrated in a typical BCI application, which recognizes the cognitive states of participants as alert or drowsy during a realistic lane-departure driving task. To establish multiview estimation, each of the simultaneously recorded EEG signal and eye movement signal is used to build an ensemble of Bayesian classifiers and SVMs. The structure of the multimodal information fusion system is shown in Fig. 6 . This structure exploits a two-stage hierarchical mechanism for information integration, including classifier fusion and information fusion. For each modality (EEG or eye-movement data), two classifiers are designed, and then, the WFDSF is used to aggregate the evidence coming from these classifiers. Table X depicts the classification results of different comparative models obtained by fivefold cross validation. In Table X , the best performance is shown in bold face. The average accuracies of the Bayesian classifier and the SVM using EEG signals alone are 61.29 ± 1.99% and 67.44 ± 1.58%, respectively. On the other hand, the classification performance of these two classifiers using eye movement signals alone is 60.97 ± 0.97% and 65.91 ± 2.55%, respectively. The average classification accuracy (%) obtained using the WFDSF-based fusion system is 74.22 ± 0.64, which is the highest accuracy compared with the other classifiers before the fusion stage (see Table X ). These results suggest that the use of multimodal information using the proposed WFDSF approach can effectively enhance the performance of the BCI.
VI. CONCLUSION
With the increasing prevalence of sensors (e.g., smartphones, traffic/security cameras, and social media) in the environment and in our everyday life, classification problems have emerged in a wide range of domains. Developing novel techniques to combine multimodal information to produce highly accurate classification is vital. The D-S theory is a useful and popular approach in the discipline of data fusion. However, the BPA functions in the D-S theory architecture are usually designed heuristically based on some characteristics of the collected dataset.
In this paper, we propose a novel fusion system called the WFDSF to increase the accuracy in classification problems. Our WFDSF-based fusion system uses a novel compound model for determining BPA that combines generative-type and discriminative-type approaches. Unlike most other methods, the proposed method applies a plausible mathematical structure to determine the weights of evidence. In addition, an intuitionistic belief assignment is employed to capture uncertainties between classes. The proposed WFDSF was evaluated extensively using 12 real-world datasets from the UCI machine learning repository, and its performance was compared with 11 different methods. The performance of the WFDSF is found to be statistically superior compared to the performances of the 11 methods. In addition, the WFDSF model was also evaluated to integrate multimodal physiological signals for assessing the cognitive states of a driver during a driving task. The experimental results show that the proposed fusion model can produce a reliable and robust decision compared with that produced by single models before the fusion stage. These experimental results suggest that our weighted regulatory mechanism for aggregating evidence from different types of approaches for BPA calculation can bring about a significant improvement in performance. The major benefit gained from the WFDSF is that the system can exploit favorably certain characteristics of the data that cannot be achieved directly by any individual sensor operating independently. The performance of the proposed fusion system indicates that the WFDSF model for multimodal information integration is reasonable and effective.
The proposed WFDSF is expected to be particularly useful in data fusion applications where centralized decisions based on data from disparate sensor sources need to be aggregated to make better decisions. Our future plans include 1) developing an effective learning mechanism to dynamically determine the weights used in the weighted regulatory architecture to enable online adaptation; 2) creating an appropriate framework to allocate confidence for different sensory sources; and 3) establishing a comprehensive approach to handle different types of uncertainty.
