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Preface 
This paper is concerned with the optimal transmission of a non-Gaussian signal ( a  non-Ga.11ssia.n 
message) through a channel with Gaussian white noise by a cording which is linear in the signal. 
Under the assumptions of square integrability on the signal and the independence between the 
signal and the noise, it will be shown that  the optimal cording which maximizes the ~ n u t u a l  
information between the signal (the non-Gaussian message) and the observation process (the 
channel output)  is to  generate the estimation error process multiplied by a determinist,ic co- 
efficient so that  the mean power of the encorded signal takes the maximum admissible value. 
The result shows that  the optimal transmission is such that  the channel output becomes the 
innovations process. 
Alexander B. I\'u~.zlianski 
C l ~ a i ~ . m a ~ l  
System and Decision Sciences Pl.of;r,;l~lr 
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1. Introduction 
I n  r a l a t i o n  w i t h  t h e  l i n e a r  and n o n l i n e a r  f i l t e r i n g  problems, t h e r e  a r e  
a number of r e s e a r c h e s  on t h e  problem of t h e  op t imal  t r a n s m i s s i o n  of s tochas -  
t i c  p r o c e s s e s  through a Gaussian channel  w i t h  feedback - [81 . Most of 
them a r e  concerned w i t h  Gaussian s i g n a l s  ( i . e . ,  Gaussian messages) .  I h a r a  [7 1 
cons idered  t h e  op t imal  c o r d i n g  of a Gaussian p r o c e s s  f o r  t r a n s m i s s i o n  through 
a channel w i t h  Gaussian w h i t e  n o i s e .  H e  showed t h a t  t h e  op t imal  cord ing  which 
maximizes t h e  mutual i n f o r m a t i o n  between t h e  s i g n a l  ( t h e  Gaussian message) and 
t h e  o b s e r v a t i o n  p r o c e s s  ( t h e  channel  o u t p u t )  under a c o n s t r a i n t  on t h e  mean 
power of t h e  encorded s i g n a l  is  given  by a f u n c t i o n a l  which i s  l i n e a r  i n  t h e  
s i g n a l .  H i s  r e s u l t  a l s o  shows t h a t  t h e  op t imal  cord ing  is composed of t h e  
two s t e p s  : 
(1) minimizat ion of t h e  mean power of t h e  encorded s i g n a l  over  t h e  
c o r d i n g s  w i t h  t h e  same mutual i n f o r m a t i o n  which i s  achieved by g e n e r a t i n g  
t h e  e s t i m a t i o n  e r r o r  p r o c e s s ,  i .e . ,  t h e  d i f f e r e n c e  between t h e  o r i g i n a l  
s i g n a l  and i t s  op t imal  e s t i m a t e .  
( 2 )  maximization of t h e  mutual in fo rmat ion  by a m u l t i p l i c a t i o n  by a 
d e t e r m i n i s t i c  c o e f f i c i e n t  which i n c r e a s e s  e x p o n e n t i a l l y  i n  t ime and is 
determined i n  such a way t h a t  t h e  mean power of t h e  encorded s i g n a l  t a k e s  
t h e  maximum a d m i s s i b l e  v a l u e .  
For t h e  c a s e  of t h e  Gaussian message genera ted  by a l i n e a r  s t o c h a s t i c  d i f f e r -  
e n t i a l  equa t ion ,  a n  e x p l i c i t  formula f o r  t h e  op t imal  t r a n s m i s s i o n  was 
[8 I o b t a i n e d  by L i p t s e r  and Shiryayev i n  r e l a t i o n  w i t h  c o n d i t i o n a l l y  Gaussian 
n o n l i n e a r  f i l t e r i n g  problem. 
I n  t h i s  paper ,  we a r e  concerned w i t h  t h e  op t imal  t r a n s m i s s i o n  of a 
non-Guassian s i g n a l  ( a  non-Gaussian message)  through a channel  w i t h  Gaussian 
w h i t e  n o i s e  by a cord ing  which i s  l i n e a r  i n  t h e  s i g n a l .  Under t h e  assumptions  
o f  t h e  s q u a r e  i n t e g r a b i l i t y  on t h e  s i g n a l  and t h e  independence between t h e  
s i g n a l  and t h e  n o i s e ,  i t  w i l l  b e  shown t h a t  t h e  o p t i m a l  t r a n s m i s s i o n  is  
d e s c r i b e d  by a fo rmula  s i m i l a r  t o  t h e  one  i n  t h e  Gass i an  c a s e .  I t  w i l l  a l s o  
b e  s e e n  t h a t  t h e  o p t i m a l  t r a n s m i s s i o n  is s u c h  t h a t  t h e  c h a n n e l  o u t p u t  is  
t h e  i n n o v a t i o n s  p r o c e s s .  
I n  t h i s  p a p e r ,  m a t h e m a t i c a l  symbols a r e  used  i n  t h e  f o l l o w i n g  way. The 
pr ime d e n o t e s  t h e  t r a n s p o s e  o f  a v e c t o r  o r  a  m a t r i x .  The E u c l i d e a n  norm is 1 1 .  
I f  A is  a  n o n s i n g u l a r  s q u a r e  m a t r i x ,  A-I d e n o t e s  t h e  i n v e r s e  m a t r i x  o f  A .  The 
t r i p l e t  ( R , 3 ,  P) i s  a  comple t e  p r o b a b i l i t y  s p a c e  where R  is a  sample  s p a c e  w i t h  
e l e m e n t a r y  e v e n t s  w, 3 i s  a  a - a l g e b r a  o f  s u b s e t s  o f  R ,  and P  is a p r o b a b i l i t y  
measure .  E { - )  d e n o t e s  t h e  e x p e c t a t i o n  and E{ I g ) ,  %CF t h e  c o n d i t i o n a l  expec-  
t a t i o n ,  g i v e n g ,  w i t h  r e s p e c t  t o  P.  a { * )  is t h e  minimal sub-a-a lgebra  o f  3 w i t h  
r e s p e c t  t o  which t h e  f a m i l y  o f  9 -measu rab le  s e t s  o r  random v a r i a b l e s  { * )  is  
measurab le .  I f  and 3 a r e  sub -a -a lgeb ras  of  7, t h e n  y1Vy2 d e n o t e s  t h e  
minimal  a - a l g e b r a  which c o n t a i n s  b o t h  v?l and T2. Also ,  f o r  5 ~ 3  and A C ~ ,  9 f l  A 
d e n o t e s  t h e  f a m i l y  { B  f l  A, BE$! 1 .  Let  F E {Yt; 0  5 t 5 T) be  a  non-dec reas ing  fami1.y 
o f  a - a l g e b r a s .  A s t o c h a s t i c  p r o c e s s  x Z  { x t ; O  < t < ~ )  is  s a i d  t o  b e  adapted t o  F 
o r  F-adapted i f  x t  (a) is  3 t -measu rab le  f o r  a l l  t € [O,T] . I t  is assumed t h a t  a l l  
random v a r i a b l e s  and s t o c h a s t i c  p r o c e s s e s  a r e  ?-measurable.  Un les s  o t h e r w i s e  
s t a t e d ,  s t o c h a s t i c  p r o p e r t i e s  a r e  t h a t  w i t h  r e s p e c t  t o  P .  
2. The Optimal Transmission Problem 
Let f f {ft (w) ; 0 < t < T) be an m-dimensional stochastic process which 
denotes the signal of our interest and satisfies 
If f itself is sent through a channel with additive Gaussian noise, then 
the observation process to be received is represented by 
rlt = ft(w) +Gt, t 6 [O,Tl, 
or equivalently, 
o t  
yt = j0 fS(w)ds +wt, t E [O,Tl, 
where w E {wt; 0 5 t I T) is an m-dimensional standard Brownian motion process 
independent of f, and hence, 6: {;t;O<t<~) is a white Gaussian noise 
independent of f. For the observation (2) and/or (3), the mutual information 
0 between f and y is given by [61,[31 
where 
1: 9 ~ { f ~  (w) /%:I, t G [O,Tl, 
and 
0 A 3, = o i y i ;  0 5 s 5 t), t E [O,Tl. 
Also, the mean power of the signal is given by 
2 
P: i+~{j~-~f~(w) 1 dsl, t E [O,T] . 
Now, let us consider the problem of improving the efficiency of the 
transmission by using noiseless feedback [71'[81. Let y5{yt; O S ~ S T }  be 
the observation by the transmission with noiseless feedback described by 
yt = jiEs(f ,y)ds +wt, t €  [O,Tl, (8) 
where Et(f,y), O S t l T  is a nonanticipative functional of f and y for which 
there exists a unique strong solution of (8). As it is well-known[8 I, for 
any solution y of (81, the mutual information between f and y is given by 
1 t  2 
It(f,y) E{ lbS(f,y) - gs) Ids, 
where 
^Bth E{Bt(f,y) I&I. 
2nd 
"?, cr{ys; 0 l t 5 TI. 
Then, we want to select a functional B in such a way that the mutual infor- 
mation given by (9) is maximized under the power constraint: 
In this paper, we are concerned with the special case of this problem in 
which f3 is selected over a sub-class of functionals with the form: 
where H E  {~(t); O l t s ~ }  is a deterministic time function and $(t,y) is a 
nonanticipative functional of y. As it is well-known, in the case where 
T 2 f is a Gaussian process with E{/ / ft (w) I dt) < m which is independent of v, 0 
* 
the optimal functional B over the linear class given by (13) is also 
optimal over the class of all nonanticipative functionals for which (8) has 
a unique strong solution. The result [ ' shows that the solution is given 
by the following mini-max scheme. 
[MIflI-MAX SCHEME] Let den0 te the process given by (8) with (13) for 
the case 4-0, i.e., 
t 7, = jo ~(s)f~(u)ds +wt, t E [O,Tl. (14) 
Also, let 
- 
ft b ~{f~(u) 1'2;t), (15) 
where 
( S t e p  1) For any El - { ~ ( t )  ; 0 5 t S T} s a t i s f y i n g  
Pt i s  minimized by a  f u n c t i o n a l  @ f o r  which t h e r e  e x i s t s  a  unique  s t r o n g  
s o l u t i o n ,  denoted  by y*, of  (8)  w i t h  ( 1 3 ) ,  and @ and y* s a t i s f y  
$ ( t , y * )  =H(t)?:, P-a.s . ,  t E [O,T], (18) 
where 1: 4 E{ft(w) and b ~{y:; 0  < s 6 t } .  
( S t e p  2) For any 4 o b t a i n e d  by S t e p  1, we have 
Then, I t ( f , y * )  i s  m d m i z e d  by choosing H s o  a s  t o  s a t i s f y  
For t h e  Gauss ian  c a s e ,  t h e  above mini-max scheme i s  v a l i d  because  
( i )  t h e  f u n c t i o n a l  w i t h  p r o p e r t y  (18) is  l i n e a r  and hence ,  t h e r e  
e x i s t s  a  un ique  s t r o n g  s o l u t i o n  o f  (8) w i t h  ( 1 3 ) .  
(ii) we have I t ( £  ,y*) = I t ( f  ,?), 0 5 t 5 T because  t h e  c o n d i t i o n a l  d i s t r i -  
b u t i o n  of £ g i v e n  i s  c o n d i t i o n a l l y  Gauss ian  and i s  e q u a l  t o  t h e  
one g i v e n  et [ 8 1  
Thus, a c c o r d i n g  t o  t h e  above mini-max scheme, w e  can  c a l l  $ and E 
r e s p e c t i v e l y  "power c o e f f i c i e n t "  and " in fo rmat ion  c o e f f i c i e n t "  because  @ i s  
chosen t o  minimize  t h e  power and does  n o t  change t h e  mutual  i n f o r m a t i o n  
whereas E is chosen t o  maximize t h e  mutual  i n f o r m a t i o n  and which i m p l i e s  
t h a t  t h e  power does  n o t  change b u t  t a k e s  t h e  p r e a s s i g n e d  v a l u e .  
EmmpZe I (Case o f  Gaussian signa,?s given by l inear stochastic 
dif ferentia,? equations) [ I .  L e t  u s  c o n s i d e r  t h e  o p t i m a l  t r a n s m i s s i o n  
problem f o r  t h e  c a s e  f z x  where x!  {xt;  O l t < ~ }  is  a n  m-dimensional Gaussi-  
a n  p r o c e s s  determined by 
2 
and where xg is an m-dimensional random variable with E{(xg( ) < and GE 
{wt; O _ < t l  T) is a d-dimensional Brownian motion process. We will assume 
that xg, ii and w are mutually independent. Let a t )  denote the maximum 
signal intensity per component given by 
at) e m. 
Then, the optimal coefficients 4 and H of (13) are given by 
and 
~ ( t )  = ~(t)~-'(t), 
where ;* and Q(t) are given by 
t 
Q(t) = @(t,O)QObl(t,O) +~i@(t,s)~(s)~'(s)@'(t,s)ds, 
Qo=E{[~o-~6)[~O-~~]1), t€[O,TI, (26) 
and @(t,s) is the solution of linear matrix differential equation: 
@(s,s) = 1, O l s s  tlT. 
Consequently, the optimal transmission is described by 
= 1; ~ ( s )  Q-'(s) {xs - ;:Ids +wt, 
with (25) - (27) and (22). 0 
It should be noted that in Example 1, the functional 4 given by (23) 
h 
is admissible because, as we can see from (25), x* is a linear functional 
of y* and therefore, (28) has a unique strong solution. 
In this paper, we will show that the above mini-max scheme remains 
valid for a class of non-Gaussian signals. 
3 .  Main R e s u l t s  
L e t  us  assume t h a t  t h e  fo l lowing  c o n d i t i o n s  a r e  s a t i s f i e d .  
(C- 1) ~ { / i l f ~ ( w )  12dt1 <m. 
(C-  2 )  f and w a r e  mutua l ly  independent .  
(C- 3) For g i v e n  by ( 1 4 ) ,  t h e r e  e x i s t s  a  f u n c t i o n  H which s a t i s f i e s  
I P O ,  t E [ O , T I ,  2 t (29 )  
and 
Then, t h e  mini-max scheme g i v e n  i n  t h e  p rev ious  s e c t i o n  remains v a l i d ,  i . e . ,  
Theorem 1. For a  non-Gaussian s i g n a l  denoted by f and t h e  o b s e r v a t i o n  
d e s c r i b e d  by (8) and ( 1 3 ) ,  assume (C- 1 ) -  ( C - 3 ) .  Then, f o r  any H s a t i s f y i n g  
(17) and ( 3 0 ) ,  (18) de te rmines  a  unique f u n c t i o n a l  @ which i s  a d m i s s i b l e  and 
o p t i m a l  i n  t h e  s e n s e :  
( i )  There e x i s t s  a  unique s t r o n g  s o l u t i o n ,  y*, of  (8) w i t h  (13) .  
(ii) The mutual  i n f o r m a t i o n  i s  unchanged by u s i n g  @, i . e . ,  
I t ( f , y * ) = I t ( f , y ) ,  t E [ O , T l ,  (31) 
where y i s  g i v e n  by ( 1 4 ) ,  namely, t h e  p r o c e s s  g iven  by (8) w i t h  
(13) and @ E 0. 
(iii) Pt,  0 5  t g i v e n  by (12) i s  minimized. a 
L e t  v:{vt; 0 5 t l ~ )  d e n o t e s  t h e  i, ... a v a t i o n s  p r o c e s s  f o r  y d e f i n e d  by 
Then, a  more p r a c t i c a l  d e s c r i p t i o n  of Theorem 1 i s  
meorem 2. Under t h e  assumptions of Theorem 1, t h e  op t imal  f u n c t i o n a l  
@, f o r  any H s a t i s f y i n g  (17) and ( 3 0 ) ,  i s  given  by 
and consequent ly ,  w e  have 
Y* = v, P-a.s . ,  t e[O,T] ,  (34) 
i . e . ,  t h e  op t imal  t r a n s m i s s i o n  i s  r e a l i z e d  by sending t h e  i n n o v a t i o n s  p rocess .  0 
Proof. See Remark 3  below. 0 
Remark I .  A s  we c a n  s e e  from (17) ,  t h e  c o n d i t i o n  g iven  by (30) i s  
impl ied  by 
Remark 2. The c o n d i t i o n  g iven  by (31) i s  e q u i v a l e n t  t o  
~ ( t ) ? :  = H ( t ) i t ,  P-a .s . ,  t E [O,T]. (35) 
This  i s  e a s i l y  s e e n  a s  fo l lows .  S i n c e  
t t t 
Y * =  t , f O H ( s ) f S ( ~ ) d s -  , f o @ ( s , y * ) d s + w t = ~ t  - , fO@(s.y*)ds,  
we have 
t y t  =Y:+ ,I'O@(s,~*)ds, (36) 
and which i m p l i e s  qtc%:, 0  5 t 5 T. Hence, from (17) , we have 
1 t  2 1 t  2 
~ ~ ( f , f )  = ? &  E{/H(s)  [ f s (u )  - ?:I 1 E{ 12:- tsl 1 I d s  
1 t  2 
= I , ( f , y * )  +l& E { I H ( S ) ~ : - H ( S ) ~ ~ I  I d s .  (37 
Thus, we s e e  t h a t  t h e  c o n d i t i o n s  g iven  by (31) and (35) a r e  e q u i v a l e n t .  [I 
Remark 3. Without p rov ing  Theorem 1, w e  can  s e e  t h a t  t h e  f u n c t i o n a l  C#I 
w i t h  t h e  p r o p e r t i e s  (18) and (n) of Theorem 1  is unique and i s  g iven  by (33) .  
T h i s  i s  e a s i l y  s e e n  by n o t i n g  t h a t ,  because  of (18) and (351, w e  have 
t 
Y; = y t  - C @ ( S , Y * ) ~ S  = y t  - H(S)?:~S = y t  - ,f: H ( S ) ~ ~ C I S  = v t ,  
and hence,  
@ ( t , v )  = @ ( t , y * )  = ~ ( t ) ? :  = ~ ( t ) i ~ ,  P-a. s . 
The e x i s t e n c e  of  t h e  f u n c t i o n a l  which s a t i s f i e s  (33) i s  guran teed  by t h e  
[ g l  A i n n o v a t i o n s  i n f o r m a t i o n a l  equ iva lence  , i. e .  , et =Zit, 0  < t 5 T, where 2: = 
aiv,; 0  5 s 5 t )  . However, i n  o r d e r  t h a t  $, given  by (33) , becomes a n  admiss i -  
b l e  f u n c t i o n a l ,  we have t o  show ( i ) .  For,  t h e r e  might e x i s t  a n o t h e r  s o l u t i o n  
of  (8) which does n o t  s a t i s f y  (18) a n d / o r  ( 5 ) .  0 
4.  Proof of Theorem 1 
For any H s a t i s f y i n g  (17) and ( 3 0 ) ,  l e t ,  f o r  s i m p l i c i t y ,  
h t ( u )  L H ( t ) f , ( u ) ,  t E [O,:tl . 
Then, we can  w r i t e  
and 
where 
Now, l e t  u s  s t a r t  w i t h  f i n d i n g  a  c l a s s  of  f u n c t i o n a l s  @ w i t h  p r o p e r t y  
(18) , which is e q u i v a l e n t  t o  
A $ ( t , y * ) = h ; ,  P-a.s . ,  t E [ O , T ] ,  (44) 
where 
c t  E{ht(u) I&:). (45) 
On t h e  p r o b a b i l i t y  s p a c e  ( R , 3 , P ) ,  l e t  u s  c o n s i d e r  t h e  e q u a t i o n :  
1 t  2 
pt (w) = $ h t ( 3 )  expi/: [hs(ii) - ps(u) I 'dvS(u) -1/0 1 hg(G) - pS(u) I ds)dp(i i)  , 
t E [O,Tl,  (46) 
- A  
where R = R and 3 E 5.  We w i l l  d e f i n e  t h e  s o l u t i o n  of  (46) as i n  t h e  same 
way as u s u a l  s t o c h a s t i c  d i f f e r e n t i a l  e q u a t i o n s  [ l o ] ,  [11 I 
Definition 1 (Weak soZutwnsl. L e t  ? E  {$kt; O <  t S T )  deno te  any non- 
d e c r e a s i n g  fami ly  of  sub-u-algebras of  5 and E {Gt; 0 5 t 5 T) b e  any m-dimen- 
- 
s i o n a l  s t a n d a r d  Brownian motion p r o c e s s .  The t r i p l e t  (P,G,%) E { ( p t  (w) ,at ,Yt) ; 
0 5  t 5  T) ,  where p  E {pt(w);  0  s t 5  T) i s  an m-dimensional s t o c h a s t i c  p r o c e s s ,  i s  
c a l l e d  a (ueak) solution of  (46) i f  t h e  f o l l o w i n g  c o n d i t i o n s  a r e  s a t i s f i e d .  
- 
( i )  ii is  a n  F-Brownian motion p rocess .  
(ii) p i s  adap ted  t o  g. 
T 2 (ia) ~ { w ;  I. I pt(w) 1 d t  < wf = 1. 
(h) For a l l  t E [O,T] , 
t 1 t  2 
pt(w) = I-ht(3)exp{lo [hs(;) - p s ( w ) l ' d ~ s ( o )  Ihs(G) - p s ( w ) ]  d s I d p ( 6 ) .  R 
P-a.s. ( 4 7 )  0 
Definition 2 (Strong soZutions). An m-dimensional s t o c h a s t i c  p r o c e s s  
p~ {pt(w);  0 i t l  T) is  c a l l e d  a strong solution of  (46) i f  (p,v,V) E 
{(p t (o ) ,v t ,Zr t ) ;  0 ~ t l T )  is a  weak s o l u t i o n  of  (46) ,  i . e . ,  i f  
( i )  p  is  adap ted  t o  V; 
T 2 (n) ~ { w ;  lo (p t (w)  I d t  < w) = 1; 
and 
(iii) For a l l  t E [O,T] , (46) h o l d s  P-a.s. 1 
Remark 4.  Under ( C -  1 )  and (C- 3 ) ,  t h e  c o n d i t i o n :  
i m p l i e s  
Th i s  is  e a s i l y  s e e n  by 
and 
T 2 2 T 2 I. Iht(w) 1 d t 5  { sup  J w t )  I ){lo l f t (w)  I d t )  < w ,  P-a.s. (51) 0 
O5t5T 
Lemma I .  Assume (C - 1) - (C - 3) .  Then, < E {it; 0  5 t 2 T) given  by (43) 
i s  a  s t r o n g  s o l u t i o n  of (46) .  0 
Now, f o r  any H  s a t i s f y i n g  (17) and (30) ,  l e t  S(H) deno te  a  set of non- 
a n t i c i p a t i v e  f u n c t i o n a l ~  d e f i n e d  by 
S(H) f! {$; $ ( t , v ) ,  0  5 t 5 T  i s  a  s t r o n g  s o l u t i o n  of (46) 1 .  
By L e m a  1, t h e  proof o f  which i s  given  below, we s e e  t h a t  S(H) i s  nonempty. 
Lemma 2. Assume ( C  - 1) - (C - 3 ) .  For any s o l u t i o n  y* of (8) wi th  ( 1 3 ) ,  
we have (44) and /or  (18) i f  and only  i f  $ E $ ( H ) ,  i . e . ,  $ ( t , v ) ,  O l t l T  i s  a  
h 
s t r o n g  s o l u t i o n  o f  (46) .  Furthermore,  i f  $ €S(H),  t h e n  h* 36:; 0  5 t < TI 
s a t i s f i e s  
1 t  2  *(u) Ihg(G) - 6 : ( ~ )  I ds)dp(G) 6; = jfiht(G)exP{ J: [hs(G) -G:(u) 1 'd~S 
P-a.s .  (52) O 
Now, l e t  us  prove Lemma 1 and Lemma 2. For t h e  proof of Lemma 1, we 
need t h e  fo l lowing  lemma. 
Lema 3. Assume ( C - 1 )  - ( C - 3 ) .  For any n o n a n t i c i p a t i v e  f u n c t i o n a l  @ 
f o r  which (8)  h a s  a  (weak) s o l u t i o n ,  denoted by y ,  l e t  
and 
t h e n  we have 
Proof. See Refs .  [I21 and [131. 0 
Proof of Lema 1. L e t  u s  app ly  Lermna 3  f o r  t h e  c a s e  where y = f  and 
B=h. Then, i t  i s  c l e a r  by (51) t h a t  (54) and (55) ho ld .  Hence, we have 
By a p p l y i n g  Its's s t o c h a s t i c  d i f f e r e n t i a l  formula t o  X(t ,f (2) , f ( u ) )  , i t  can 
b e  s e e n  t h a t  
- 
h ( t , P ( u ) )  ! $ X ( t , f ( ~ )  , f ( u ) ) d ~ ( G )  
= $ { I  +I; A(s , f (2)  , f(u))h;(3)dFs(u)IdP(G) 
= 1 + 1; ~ ( s ,  ~ ( W ) ) L ~ ( W ) ~ ~ ~ ( W ) ,  (58) 
where t h e  t h i r d  e q u a l i t y  f o l l o w s  from (57) .  H e n c e ,  we have 
- 1 r 
~ ( t , g )  = exp{Ji  K;dys /is 12ds).  (59) 
Then, i t  can b e  s e e n  t h a t  
1 t  2  
= exp{$ [hs(2) - i S ( u )  ]  'dv, (w) - I[o Ihs(G) - Ls(u) I ds). 
(60) 
Hence, i t  f o l l o w s  from (57) and (60) t h a t  
t I t  2  i t=  I-h ( G ) e ~ ~ { j ' ~  [hs(G) - ~ s ( u ) ] ' d v s ( u )  lhs(G) - h S ( u )  I d s I d ~ ( 2 ) .  R t 
(61 
which i m p l i e s  t h a t  ( G , r , f ) ,  where f 4 {Gt; 0 j t j TI ,  is  a  weak s o l u t i o n  of  (46) . 
Furthermore ,  we can  s e e  t h a t  6 { K t ;  0 < t j TI i s  adap ted  t o  V = {?,kt; 0  S t < TI  
because  under  ( C -  1)  - ( C -  3 ) ,  t h e  i n n o v a t i o n s  i n f o r m a t i o n a l  e q u i v a l e n c e  h o l d s  
( [ 9  ; Theorem 111, i . e . ,  
&=%,  t G [O,Tl. 
Th i s  completes  t h e  p roof .  [1 
For t h e  proof of L e m a  2 ,  l e t  u s  p r e p a r e  t h e  fo l lowing  lemmas. 
Lema 4. Assume (C - 1) - (C - 3 ) .  For any H s a t i s f y i n g  (17) and (301, 
l e t  @ € $ ( H )  and y* d e n o t e  any s o l u t i o n  of  (8) w i t h  (13) .  L e t  TN - T N ( ~ )  be  
t h e  s t o p p i n g  t ime  d e f i n e d  by 
2 t 2 i n f i t ;  lkIhs(w)  - @(s,y*)  I ds  > N  o r  h - 1 d s ? N  1 
TN A { 
T, i f  t h e  above set { t ;  - * )  is empty. (63) 




1 t  
--I 2 o Ihs(G) - $(s ,y*(w))  12ds). (67) 
N -  N 
u 
Proof. L e t  u s  d e f i n e  y = {y t ;  0 5 t 5 T) by 
N t"N 
y t  b JO {hs(u) - $ ( s , Y * ) } ~ s  + w t Y  t c [ o , T ] .  (68) 
L e t  Cm d e n o t e  t h e  s e t  o f  con t inuous  f u n c t i o n s  on [O,T] w i t h  v a l u e s  i n  lRm, 
m 
and *Bt t h e  a -a lgebra  g e n e r a t e d  by a l l  t - c y l i n d e r  s e t s  [''I i n  c . ~ l s o ,  
l e t  u and y, b e  t h e  d i s t r i b u t i o n s  of  yN and v on (Cm,&). Then, i t  can 
Y 
be  s e e n  from (68) and (63) t h a t  u N Q ~ ,  i . e . ,  1-1 N and ~ f i  a r e  mutua l ly  
Y Y 
a b s o l u t e l y  con t inuous r101 .  S i n c e  $ ( t . r )  is a s t r o n g  s o l u t i o n  of (46) and 
% N Q  b y  we have 
1 t  2 $ ( t , g )  = 1-h (G)exp{11[hs(3) - $ ( s , S ) l  ' d ~ ,  - I &  lhs(3) - ~ ( s . 6 )  I ds ldP(3)  52 t 
5 4 Cm7 k- and u 8-a.s. (69) 
Y 
Hence, we have 
N N $ ( t , y  ) = 4 h t ( G ) e x p { ~ i [ h s ( ~ )  - $ ( s , y N ( w ) ) ]  'dyS(w) 
1 t  N 2 
--1 lhs(G) - $ ( s , y  ( w ) )  I ds)dP(;). 2 0 (70) 
Since  y! = y: f o r  t < TN and 4 i s  n o n a n t i c i p a t i v e ,  we have 
N 
Y ) = t * ,  f o r  t l T N .  (71) 
Hence, (70) i m p l i e s  t h a t  
4( t .y*)  = / n h t ( " ' ( t , ~ , G ) d ~ ( i i ) ,  f o r  t 5 TN. (72) 
where ' ( t ,o,G) i s  given  by (67) .  Now, l e t  u s  app ly  Lemma 3 f o r  t h e  c a s e  
N y = y  and, hence,  
h t ( ~ ) - ~ c t . Y N ) = h t ( ~ ) - ~ ( t , ~ * ) ,  f o r  ~ S T N  
f o r  t > . r N .  (73) 
Then, by (72) and ( 6 6 ) ,  we have 
I t  can b e  s e e n  from I t 6 ' s  s t o c h a s t i c  d i f f e r e n t i a l  formula t h a t  f o r  t l ' rN,  
A  
c ( t , ~ )  = $ c ( t , ~ , i u ) d ~ ( G )  
= ${I + 1; ~ ( s , u , G )  [hS(a)  - $(s,Y*(w)) I ldy:(w) I ~ P ( G )  
= 1 +/;[I - ~~(S,W)~~'(S,Y*(W))~Y~(W), (75) 
where t h e  l a s t  e q u a l i t y  f o l l o w s  from (72) .  C l e a r l y ,  (75) i m p l i e s  (65) .  
Also,  from (74) and ( 6 5 ) ,  we have (64) .  This  completes t h e  p roof .  0 
Lema 5. L e t  T N ~ T N ( o )  be  t h e  s topp ing  t i m e  def ined  by 
t A *  2  t 2 i n f { t ;  lo Ihs(w) - h s J  d s  2 N o r  lo w - s 1 d s  t N )  
T, i f  t h e  above s e t  I t ;  * * *  ) is  empty. (76) 
Then, under t h e  assumptions  of Lemma 4,  we have 
Proof. Note t h a t  (77) is  impl ied  by 
A 2 
P - 1  ~ S < W I  = 1  
and 
T 2 
P{lo lhs(w) - $(s,w) I d s  < a )  = 1. 
I t  can  be  e a s i l y  s e e n  from (C- 1)  and (51) t h a t  
^* 2  T 2 E{J,T lhS(u) - hs 1 d s I <  E { J ~  lhs(w) I d s )  < m, 
which i m p l i e s  (78) .  Also ,  s i n c e  h and v a r e  independen t ,  w e  have 
2  2  
p{/;(hS(w) - $ ( s , v )  1 d s  < - I  = pxp{(w,ij); j;lhs(3) - @ ( s , v ( w ) )  1 d s  < - I  
= I ,  (81) 
where t h e  l a s t  e q u a l i t y  f o l l o w s  from $ E  %(E) and (49) i n  Remark 4. T h i s  
completes  t h e  p r o o f .  0 
Now, l e t  us  prove Lenuna 2. 
Proof of Lerruna 2. F i r s t ,  l e t  $ € S ( H ) .  Then, by Lemma 4,  we have ( 6 4 ) .  
Hence, i t  can  b e  s e e n  from (63) and (76) t h a t  
- 
' T N = T N ,  P-a.s . ,  f o r  a l l N < - .  
By (82) and (77) ,  w e  have  
l i m  - l i m ?  = T ,  p-aes.  N - K ~ ~ N - N -  N 
Thus, w e  have t h e  e q u a l i t i e s  g i v e n  by (44) and (52) f o r  O I  t < T .  Also ,  f o r  
t = T, (44) and (52) h o l d  because  
E { ~ ( T , u )  = j J'- ~ ( ~ , ~ , i j ) d ~ ( i j ) d ~ ( w )  = 1. R R (84) 
(Note  t h a t  by (65) and ( 8 3 ) ,  w e  have t ( t , w )  = 1, P-a.s.,  f o r  t < T ,  and ^S(t,w) 
is l e f  t - con t inuous  a t  t = T by (66) . )  
Next, l e t  u s  assume t h a t  (44) h o l d s .  Then, i t  can  b e  s e e n  from (41) 
t h a t  y* is a Brownian mot ion p r o c e s s .  F i r s t ,  l e t  u s  show t h a t  
2 
p l ~ ; l h ~ ( w )  - $(s ,y*)  I d s  ( - 1  = 1 (85) 
and 
By (44) and ( 8 0 ) ,  (85) f o l l o w s .  Note t h a t  s i n c e  y* i s  a Brownian mot ion 
p r o c e s s ,  w e  have  
2  "* 2  
E{ I$(t,w) I 1 = E { l $ ( t , ~ * )  12) = E{lhtl r E { J ~ ~ ( u )  l2 .  (87) 
Hence, i t  f o l l o w s  t h a t  
2  2  2  
E{~; lh~(w)  - $(s ,w)  I d s )  5 2[E{/;1hs(w) ] d s )  +E{J;~$(S,W) I d s ) l  
2  
1 4  ~{/:(h, ( a )  I d s )  < -, (88) 
which i m p l i e s  (86) .  Now, l e t  us  a p p l y  Lemma 3 f o r  t h e  c a s e  Y = ~ * .  Then, 
we have 
] -h t (3 )c ( t ,w ,3 )dp(3)  
"*- @ ( t , y * )  = h t  - A 9 (89) 
c ( t ,w)  
where c( t ,w,G)  and t ( t , w )  a r e  g i v e n  by (67) and ( 6 6 ) .  By a p p l y i n g  ltG1s 
s t o c h a s t i c  d i f f e r e n t i a l  fo rmula ,  i t  can b e  s e e n  t h a t  
h 
c ( t , w )  = $ c ( t , w , G ) d ~ ( 3 )  
= $11 + ~ ~ C ( S , U , G )  [hs(3) - @(s,Y*(w))I  ( d y : ( ~ ) } d ~ ( B )  
= 1 + j i [ { $ h S ( ~ ) c ( s , w , 3 ) d ~ ( 3 ) }  - $(S,Y*(O))~$~(S.W,~)~P(~)~~~Y~(~) 
= 1, (90) 
where t h e  l a s t  e q u a l i t y  f o l l o w s  from (89) .  From (89) and ( g o ) ,  we have 
m ( t , ~ * )  = $ h t ( 3 )  e x p { ~ i  [hs(3) - ~ ( s , T * )  I 'dy; 
1 t  
- - I  2 0 Ihs(3) - @(s ,y*)  ( 2 d s } d ~ ( ~ ) .  (91 
Because y*  is a  Brownian mot ion p r o c e s s ,  (91) i m p l i e s  t h a t  $( t , v )  , 0 5 t l T 
is  a  s t r o n g  s o l u t i o n  of ( 4 6 ) ,  i . e . ,  @ E S ( H ) .  This  comple tes  t h e  p r o o f .  
Now, t h e  proof  o f  Theorem 1 i s  completed by p r o v i n g  t h e  f o l l o w i n g  
lemma. 
L e m  6. Assume (C - 1) - ( C  - 3 ) .  Then, f o r  any  H s a t i s f y i n g  (17) and 
( 3 0 ) ,  h and v, g i v e n  by (43) and ( 4 2 ) ,  a r e  r e s p e c t i v e l y  t h e  unique  s t r o n g  
s o l u t i o n s  of  ( 4 6 ) ,  and ( 8 )  w i t h  (13) and ( 4 4 ) .  Tha t  i s ,  f o r  any @ E $(B) and 
any s o l u t i o n  y* of (8 )  w i t h  ( 1 3 ) ,  we have 
$ ( t , y * )  = 6; = L t ,  P-a.s . ,  t tZ [O,T] (92) 
and 
y* = V, P-a.s .  
I n  o r d e r  t o  p rove  L e m a  6 ,  l e t  u s  f i r s t  show t h a t  
L e m  7. Under t h e  a s sumpt ions  of  Lemma 6 ,  f o r  any $ E  S(H) and any 
s o l u t i o n  y* o f  ( 8 )  w i t h  ( 1 3 ) ,  we have 
h 
h t =  $ ( t ) h t ,  P-a.s.,  t E [O,T], 
where 
1 t -  ^ * 2  $ ( t )  l $ ( t , w )  exp{l;[~, - i:] ' dyg- -1  Ih s -h s /  d s ) .  2 0 (95) 0 
Proof. By (52) and (611, i t  s u f f i c e s  t o  show 
where 
Note t h a t  
[hS(;) - 6:(w) 1 dy:(w) = J: [h, (G) - Ls (w) I ' dyg (w) + [Ks(w) - fi:(w) I ' dy: (w) 
- It  [h, ( a )  - Es (w) 1 'dvS (w) + J: [hS (GI - is (w) 1 ' [LS (w) 
0 - ~ ~ ( w ) ] d s  
+ lot [Ls(w) - 6:(w) I 'dyg(w), (98) 
where t h e  second e q u a l i t y  fo l lows  from t h e  f a c t  
t ^* y:=yt - hsds = v t  + l i [ G s - 6 ~ 1 d s .  (99) 
Also,  i t  can  be s een  t h a t  
1 t  2 1 t  2 
--I ) - d s = - - I  1 [hs(G) -gs(w)l  + [LS(w) -s:(w):l 1 d s  2 0 2 0 
1 t  2 t 
=-- I  2 0 lhs(3) -ES(w)I d s - lO[hs ( i ) )  - h S ( ~ ) l ' [ r ; S ( ~ )  -h^:(w)lds 
1 t -  2 
--I 2 0 h )  - 6  1 ds.  (100) 
Then, (98) and (100) imp l i e s  (96) .  Th is  completes t h e  proof .  0 
Proof of Lemma 6. Note t h a t  s u b s t i t u t i o n  of (94) i n t o  (95) y i e l d s  
1 t  2 -  2 $ ( t )  = e x p { l i [ l  - $ ( s )  l K ~ d y $ - ~ &  [ l  - $ ( s ) l  Ihsl d s ) .  (101) 
Let  us  d e f i n e  $(t), 0 5  t _ < T  by 
- A -1 $ ( t > = $  ( t l - 1 .  (1 02) 
S ince  
1 t  2 -  2 
~ ; ' ( t )  = exp{-~:[l - $ ( ~ ) l L ~ d y ~ + ~ 6  [ l  - $ ( s ) ]  IhSI d s ) ,  (103) 
i t  fo l lows  from ItG's s t o c h a s t i c  d i f f e r e n t i a l  formula t h a t  
d$ ( t )  = d { $ - l ( t ) l  
2 -  2  
= v l ( t ) { -  [1  -$(t)]<;dy:+ [ l -  $ ( t ) l  I h t (  d t )  
= - J;' ( t )  [1 - $(t ) ]c ;dvt  
= - $ ( t ) ~ ~ d v r ,  (104) 
where t h e  t h i r d  e q u a l i t y  fo l lows  from t h e  f a c t  t h a t  
y ; = v t + l ~ [ ~ , - ~ : ] d s = v t + ~ ~ [ l  - $ ( S ) ] < ~ ~ S .  (105) 
Thus, $ ( t )  is  t h e  s o l u t i o n  of t h e  l i n e a r  s t o c h a s t i c  d i f f e r e n t i a l  equat ion:  
d$( t )  = - $(t)<;dvt,  t C[O,T], $(0)  = 0.  (106) 
Hence, we have 
o r  e q u i v a l e n t l y ,  
From (108) and (94) ,  we have (92) .  Then, i t  fo l lows  t h a t  
Y;= J:[~,(W) - ~ ( s , J * ) ~ ~ s + w ~  
t 
= lo [hs (w) - G:] d s  + wt 
= $[hS(u) - LS]ds+wt 
t -  
= y t -  h  d s = v t ,  0  s P-a.s. 
Th is  completes t h e  proof .  u 
5. Concluding Remarks 
I n  t h i s  paper ,  we were n o t  concerned w i t h  t h e  problem of  computing 
t h e  op t imal  c o e f f i c i e n t  H. Although i t  seems n o t  s o  e a s y  a s  i n  t h e  c a s e  
of Gaussian messages t o  g e t  t h e  op t imal  c o e f f i c i e n t  H, we c a n  e a s i l y  f i n d  
a  f u n c t i o n  H w h i c h s a t i s f i e s t h e  c o n s t r a i n t  on t h e  mean power o f  t h e  encorded 
s i g n a l .  I f  we c a n  c o n s t r u c t  a  monotone sequence of such c o e f f i c i e n t s ,  we 
have an  approximat ion o f  t h e  op t imal  c o e f f i c i e n t .  
A s  we can  s e e  by t h e  proof of Theorem 1,  f o r  t h e  e x i s t e n c e ,  uniqueness  
and t h e  o p t i m a l i t y  of f u n c t i o n a l  t$ with  p r o p e r t y  (18) ,  i t  i s  e s s e n t i a l  t h a t  
t h e  innova t ions  i n f o r m a t i o n a l  equ iva lence  h o l d s ,  i. e . ,  Gt =Vt , t 6 [O,T] . 
Because t h e  i n n o v a t i o n s  i n f o r m a t i o n a l  equ iva lence  a l s o  h o l d s  f o r  t h e  c a s e  
of t h e  t r a n s m i s s i o n  i n  which t h e  a d d i t i v e  n o i s e  i s  a non-Gaussian square  
i n t e g r a b l e  m a r t i n g a l e  r151-r171 , i t  seems t h a t  t h e  r e s u l t  i n  t h i s  paper  can 
b e  r a t h e r  e a s i l y  g e n e r a l i z e d  t o  t h i s  case .  The r e s u l t s  w i l l  be  r e p o r t e d  i n  
t h e  near  f u t u r e .  
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