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The recent proliferation of the worldwide web and the low
cost of storage have contributed to an explosively growing
volume of information. Traditionally, in order to be usable,
information needs to be in some form of structured for-
mat, such as records in relational databases, XML tagged data
types, and so forth. The field of structured-informationman-
agement deals with techniques to create, store, query, and
mine these data types. A fundamental characteristic of ac-
cessing such a database is that a data query returns an abso-
lute list of matches in the database.
However, the vast majority of data created and stored to-
day does not exist in structured format. For instance, a recent
analytic study reports that only about 20 percent of all cor-
porate content exists in structured formats such as transac-
tional data or product specifications. The rest of the data ex-
ists in unstructured, machine-generated formats such as data
from medical sensors, security cameras, audio recordings of
meetings, broadcasts, traﬃc video, and so forth. There is of-
ten very valuable information buried in such unstructured
data (e.g., call-center data may contain information about
customer trends); however, the information is not directly
accessible, because of its unstructured nature. Although it is
possible to convert such data sources to structured forms by
manual processing, the high cost associated with this enables
only a very small portion of the data to be processed in this
fashion. Consequently, there is a great deal of research and
commercial value in developing methods both to manage
this data and to automatically analyze and extract semantics
present in it.
The ease of managing such unstructured data depends on
its complexity. One way to characterize complexity is to ex-
amine its multimedia properties such as visual, spatial, and
temporal components, the ease of data entry, and the exis-
tence of well-defined semantic units by which the data can be
indexed and searched. Measuring the complexity of unstruc-
tured data types along these properties leads to an increasing
order of complexity from text and image to audio and video.
For text data types, the basic approach used in informa-
tion management is to first “extract a sequence of features”
from the data; subsequently, the data is “indexed” by the fea-
tures or the features are compared to templates stored in a li-
brary, and the data is “indexed” by a list of templates. A data
query of this processed unstructured data would then com-
pute the “similarity” between the query and the indexed data,
and return a “ranked list of potential matches” (as opposed
to an absolute list of matches as in the case of a query on
structured data). Such methods have evolved to some level
of maturity in the case of text data types, and in order to cap-
italize on this, most current methods of dealing with multi-
media data first attempt to convert the data into text format
and then use text-based techniques to manage it.
We could hence think of an unstructured-information
management system as having three phases. In the initial
phase of converting multimedia sources into text, research
in speech recognition (conversion of speech to text) plays a
pivotal role in the processing of unstructured speech data,
and research in video processing and content analysis play a
pivotal role in the processing of image and video data. As sig-
nal processing plays a fundamental role in speech and video
processing, we could think of the problem of extracting in-
formation from unstructured multimedia sources as an ex-
tended application of signal processing. In the second phase
of information management, research in feature extraction,
indexing, similarity matching, and ranking plays a pivotal
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role. The third and final phase relates to integrating querying,
browsing, and the search paradigm of the complete system.
The development of eﬃcient multimedia navigation, sum-
marization, and browsing tools is an important part of this
last phase.
This special issue focuses on unstructured-information
management across several diﬀerent unstructured data types.
The first paper deals with unstructured text data. In the
remaining papers, we transit into other unstructured data
types beginning with audio, move on to image, and conclude
with video. Each section starts with an overview paper, which
attempts to give a high-level picture of the various building
blocks used in the solution. This is followed with papers that
provide further details about specific building blocks. The
section is then concluded with a paper that describes an ex-
ample of a complete solution or a real application.
The first paper is about a novel feature selection method
with applications in managing text data. The next four pa-
pers deal with audio as the raw data format (e.g., broadcast
news, call-center conversations). The section starts with an
overview paper by James Allan that gives a high-level view
of the components of a system that starts with audio data
as a source and extracts information from it. Subsequently,
the papers by Wolfang Macherey et al. and Chiori Hori et al.
delve into the theoretical aspects of the system. Finally, the
paper by Jean-Luc Gauvain and Lori Lamel describe a system
that employs all these methods to successfully process radio-
broadcast news. Switching gear from temporal data (audio)
to temporal-spatial data (image), the paper by Jing Huang
et al. presents a scheme for hierarchical classification of im-
ages via supervised learning. The last five papers deal with
images and video as the raw data format. The section starts
with a paper by Yihong Gong on audio-video summarization
that generates a video summary by alignment of the visual
summary with the audio summary. The next paper by W.
H. Adams et al. that explores semantic indexing of multime-
dia content building upon well-known techniques for audio,
video, and text retrieval and focuses on the use of Bayesian
networks for the fusion of diﬀerent classifiers. The next pa-
per by Thijs Westerveld et al. investigates the eﬀect of lan-
guage models both in text retrieval and for visual features
such as shots and scenes. This is followed by a video classi-
fication and retrieval paper that takes advantage of motion
patterns. The last paper in this section, by Arnon Amir et
al., discusses the practical aspects of a multimedia retrieval
system and emphasizes the role of browsing in multimedia
retrieval systems.
It is hoped that these papers would give the readers an
introduction to the vast field of unstructured-information
management and its potential benefits and applications, and
also acquaint them with the state-of-the-art in extracting in-
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