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Abstract
In this article, we consider the properties of hitting times for G-
martingale and the stopped processes. We prove that the stopped
processes for G-martingales are still G-martingales and that the hit-
ting times for a class of G-martingales including G-Brownian motion
are quasi-continuous. As an application, we improve the G-martingale
representation theorems in [Song10].
1 Introduction
Recently, [P06], [P08] introduced the notion of sublinear expectation space,
which is a generalization of probability space. One of the most important
sublinear expectation space is G-expectation space. As the counterpart
of Wiener space in the linear case, the notions of G-Brownian motion, G-
martingale, and Itoˆ integral w.r.t G-Brownian motion were also introduced.
These notions have very rich and interesting new structures which nontriv-
ially generalize the classical ones.
As is well known, stopping times play a great role in classical stochastic
analysis. However, it is difficult to apply stopping time technique in subliner
expectation space since the stopped process maynot belong to the class of
processes which are meaningful in the present situation. For example, let
{Mt}t∈[0,T ] be a G-martingale and τ be an F-stopping time, we don’t know
whether M τt has a quasi-continuous version for t ∈ [0, T ].
In this article we consider the properties of hitting times for G-martingale
and the stopped processes. We prove that the stopped processes for G-
martingales are still G-martingales and that the hitting times for symmet-
ric G-martingales with strictly increasing quadratic variation processes are
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quasi-continuous. As an application, we prove that any symmetric random
variable can be approximated by bounded random variables that are also
symmetric. Besides, we improve the results in [Song10] for G-martingale
representation by a stopping time technique.
This article is organized as follows: In section 2, we recall some basic no-
tions and results of G-expectation and the related space of random variables.
In section 3, we give several preliminary lemmas. In section 4, we prove that
the stopped processes for G-martingales are still G-martingales and that the
hitting times for a class of G-martingales including G-Brownian motion are
quasi-continuous. In section 5, we give some applications by a stopping time
technique.
2 Preliminary
We recall some basic notions and results of G-expectation and the related
space of random variables. More details of this section can be found in [P07].
2.1 G-expectation
Definition 2.1 Let Ω be a given set and letH be a linear space of real valued
functions defined on Ω with c ∈ H for all constants c. H is considered as the
space of random variables. A sublinear expectation Eˆ on H is a functional
Eˆ : H → R satisfying the following properties: for all X, Y ∈ H, we have
(a) Monotonicity: If X ≥ Y then Eˆ(X) ≥ Eˆ(Y ).
(b) Constant preserving: Eˆ(c) = c.
(c) Sub-additivity: Eˆ(X)− Eˆ(Y ) ≤ Eˆ(X − Y ).
(d) Positive homogeneity: Eˆ(λX) = λEˆ(X), λ ≥ 0.
(Ω,H, Eˆ) is called a sublinear expectation space.
Definition 2.2 Let X1 and X2 be two n-dimensional random vectors defined
respectively in sublinear expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2).
They are called identically distributed, denoted by X1 ∼ X2, if Eˆ1[ϕ(X1)] =
Eˆ2[ϕ(X2)], ∀ϕ ∈ Cl,Lip(Rn), where Cl,Lip(Rn) is the space of real continuous
functions defined on Rn such that
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|k + |y|k)|x− y|, ∀x, y ∈ Rn,
where k depends only on ϕ.
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Definition 2.3 In a sublinear expectation space (Ω,H, Eˆ) a random vector
Y = (Y1, · · ·, Yn), Yi ∈ H is said to be independent to another random
vector X = (X1, · · ·, Xm), Xi ∈ H under Eˆ(·) if for each test function
ϕ ∈ Cl,Lip(Rm × Rn) we have Eˆ[ϕ(X, Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Definition 2.4 (G-normal distribution) A d-dimensional random vectorX =
(X1, · · ·, Xd) in a sublinear expectation space (Ω,H, Eˆ) is called G-normal
distributed if for each a, b ∈ R we have
aX + bXˆ ∼
√
a2 + b2X,
where Xˆ is an independent copy of X . Here the letter G denotes the function
G(A) :=
1
2
Eˆ[(AX,X)] : Sd → R,
where Sd denotes the collection of d× d symmetric matrices.
The function G(·) : Sd → R is a monotonic, sublinear mapping on Sd and
G(A) = 1
2
Eˆ[(AX,X)] ≤ 1
2
|A|Eˆ[|X|2] =: 1
2
|A|σ¯2 implies that there exists a
bounded, convex and closed subset Γ ⊂ S+d such that
G(A) =
1
2
sup
γ∈Γ
Tr(γA).
If there exists some β > 0 such that G(A) − G(B) ≥ βTr(A − B) for any
A ≥ B, we call the G-normal distribution is non-degenerate, which is the
case we consider throughout this article.
Definition 2.5 i) Let ΩT = C0([0, T ];R
d) with the supremum norm, H0T :=
{ϕ(Bt1 , ..., Btn)|∀n ≥ 1, t1, ..., tn ∈ [0, T ], ∀ϕ ∈ Cl,Lip(Rd×n)}, G-expectation
is a sublinear expectation defined by
Eˆ[ϕ(Bt1 − Bt0 , Bt2 − Bt1 , · · ·, Btm − Btm−1)]
= E˜[ϕ(
√
t1 − t0ξ1, · · ·,
√
tm − tm−1ξm)],
for all X = ϕ(Bt1 − Bt0 , Bt2 − Bt1 , · · ·, Btm − Btm−1), where ξ1, · · ·, ξn are
identically distributed d-dimensional G-normal distributed random vectors
in a sublinear expectation space (Ω˜, H˜, E˜) such that ξi+1 is independent to
(ξ1, · · ·, ξi) for each i = 1, · · ·, m. (ΩT ,H0T , Eˆ) is called a G-expectation space.
ii) For t ∈ [0, T ] and ξ = ϕ(Bt1 , ..., Btn) ∈ H0T , the conditional expectation
defined by(there is no loss of generality, we assume t = ti)
Eˆti [ϕ(Bt1 − Bt0 , Bt2 − Bt1 , · · ·, Btm − Btm−1)]
3
= ϕ˜(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Bti −Bti−1),
where
ϕ˜(x1, · · ·, xi) = Eˆ[ϕ(x1, · · ·, xi, Bti+1 −Bti , · · ·, Btm −Btm−1)].
Let ‖ξ‖p,G = [Eˆ(|ξ|p)]1/p for ξ ∈ H0T and p ≥ 1, then ∀t ∈ [0, T ], Eˆt(·) is a
continuous mapping on H0T with norm ‖ · ‖1,G and therefore can be extended
continuously to the completion L1G(ΩT ) of H0T under norm ‖ · ‖1,G.
Theorem 2.6([DHP08]) There exists a tight subset P ⊂M1(ΩT ) such that
Eˆ(ξ) = max
P∈P
EP (ξ) for all ξ ∈ H0T .
P is called a set that represents Eˆ.
Remark 2.7 i) Let A denotes the sets that represent Eˆ. P∗ = {P ∈
M1(ΩT )|EP (ξ) ≤ Eˆ(ξ), ∀ ξ ∈ H0T} is obviously the maximal one, which is
convex and weak compact. All capacities induced by weak compact sets of
probabilities in A are the same, i.e. cP := supP∈P P = supP∈P ′ P =: cP ′ for
any weak compact set P,P ′ ∈ A.
ii) Let (Ω0, {F0t },F , P 0) be a filtered probability space, and {Wt} be a
d-dimensional Brownian motion under P 0. [DHP08] proved that
P ′M := {P0 ◦X−1|Xt =
∫ t
0
hsdWs, h ∈ L2F([0, T ]; Γ1/2)} ∈ A,
where Γ1/2 := {γ1/2|γ ∈ Γ} and Γ is the set in the representation of G(·).
iii) Let PM be the weak closure of P ′M . Then under each P ∈ PM , the
canonical process Bt(ω) = ωt for ω ∈ ΩT is a martingale.
Definition 2.8 i) Let c be the capacity induced by Eˆ. A map X on ΩT with
values in a topological space is said to be quasi-continuous w.r.t c if
∀ε > 0, there exists an open set O with c(O) < ε such that X|Oc is continuous.
ii) We say that X : ΩT → R has a quasi-continuous version if there exists
a quasi-continuous function Y : ΩT → R with X = Y , c-q.s.. 
Let ‖ϕ‖p,G = [Eˆ(|ϕ|p)]1/p for ϕ ∈ Cb(ΩT ), the completions of Cb(ΩT ), H0T
and Lip(ΩT ) under ‖ · ‖p,G are the same and denoted by LpG(ΩT ), where
Lip(ΩT ) := {ϕ(Bt1 , ..., Btn)|∀n ≥ 1, t1, ..., tn ∈ [0, T ], ∀ϕ ∈ Cb,Lip(Rd×n)}
and Cb,Lip(R
d×n) denotes the set of bounded Lipschitz functions on Rd×n.
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Theorem 2.9[DHP08] For p ≥ 1 the completion LpG(ΩT ) of Cb(ΩT ) is
LpG(ΩT ) = {X ∈ L0 : X has a q.c. version, limn→∞ Eˆ[|X|
p1{|X|>n}] = 0},
where L0 denotes the space of all R-valued measurable functions on ΩT .
2.2 Basic notions on stochastic calculus in sublinear
expectation space
For convenience of description, we only give the definition of Itoˆ integral
with respect to 1-dimensional G-Brownian motion. However, all results in
the following sections of this article hold for the d-dimensional case.
Let H0G(0, T ) be the collection of processes in the following form: for a
given partition {t0, · · ·, tN} = piT of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)1[tj ,tj+1)(t),
where ξi ∈ Lip(Ωti), i = 0, 1, 2, · · ·, N−1. For each η ∈ H0G(0, T ), let ‖η‖HpG =
{Eˆ(∫ T
0
|ηs|2ds)p/2}1/p and denote HpG(0, T ) the completion of H0G(0, T ) under
norm ‖ · ‖Hp
G
.
Definition 2.10 For each η ∈ H0G(0, T ) with the form
ηt(ω) =
N−1∑
j=0
ξj(ω)1[tj ,tj+1)(t),
we define
I(η) =
∫ T
0
η(s)dBs :=
N−1∑
j=0
ξj(Btj+1 −Btj ).
By B-D-G inequality, the mapping I : H0G(0, T )→ LpG(ΩT ) is continuous
under ‖ · ‖Hp
G
and thus can be continuously extended to HpG(0, T ).
Definition 2.11 A process {Mt} with values in L1G(ΩT ) is called a G-
martingale if Eˆs(Mt) = Ms for any s ≤ t. If {Mt} and {−Mt} are both
G-martingale, we call {Mt} symmetric G-martingale.
Definition 2.12 For two process {Xt}, {Yt} with values in L1G(ΩT ), we say
{Xt} is a version of {Yt} if
Xt = Yt, q.s. ∀t ∈ [0, T ].
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3 Some lemmas
Definition 3.1 We say that a process {Mt} with values in L1G(ΩT ) is quasi-
continuous if
∀ε > 0, there exists open set G with c(G) < ε such thatM·(·) is continuous
on Gc × [0, T ].
Lemma 3.2(Song10) Any G-martingale {Mt} has a quasi-continuous ver-
sion. 
So we shall only consider quasi-continuous G-martingale in the rest of the
article. The following lemma is the counterpart of Doob’s uniform integra-
bility lemma, and the proof is adapted from [Yan98].
Let Bt = σ{Bs|s ≤ t}, Ft = ∩r>tBr and F = {Ft}t∈[0,T ]. τ : ΩT → [0, T ]
is called a F stopping time if [τ ≤ t] ∈ Ft, ∀t ∈ [0, T ].
Lemma 3.3 Let {Mt} be a symmetric or negative G-martingale with MT ∈
LpG(ΩT ) for p ≥ 1, then {|Mσi |p}i∈I are uniformly integrable under Eˆ in the
following sense:
sup
i∈I
Eˆ[|Mσi |p1[|Mσi |>n]]→ 0,
where {σi| i ∈ I} is a family of stopping times w.r.t F.
Proof. Fix P ∈ PM and i ∈ I.
EP [|Mσi|p1[|Mσi |>n]]
≤ EP [|MT |p1[|Mσi |>n]]
≤ δpP (|Mσi| > n) + EP [|MT |p1[|MT |>δ]]
≤ δpn−pEP (|Mσi |p) + EP [|MT |p1[|MT |>δ]]
≤ δpn−pEP (|MT |p) + EP [|MT |p1[|MT |>δ]].
So supi∈I Eˆ[|Mσi |p1[|Mσi |>n]] ≤ δpn−pEˆ(|MT |p) + Eˆ[|MT |p1[|MT |>δ]]. First
let n→∞, then let δ go to infinity, we get the result.
Lemma 3.4 Let E be a metric space and a mapping E × [0, T ] ∋ (ω, t) →
Mt(ω) ∈ R be continuous on E × [0, T ].
Define τa = inf{t ≥ 0| Mt ≥ a} ∧ T and τa = inf{t ≥ 0| Mt > a} ∧ T .
Then
i) Mt∧τa is continuous at any ω ∈ E with Mt∧τa(ω) < a and Mt∧τa is
continuous at any ω ∈ E with Mt∧τa(ω) = a. Moreover, −Mt∧τa , Mt∧τa are
both lower semi-continuous.
ii)−τ a and τ a are both lower semi-continuous.
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Proof. i) For ω with Mt∧τa(ω) = a, Mt∧τa(·) is obviously continuous at
ω. Also, we claim that for ω with Mt∧τa(ω) < a, Mt∧τa(·) is continuous at ω.
Otherwise, there exists a sequence {ωn} ⊂ ΩT and a sequence {tn} ⊂ [0, t]
such that ωn → ω and Mtn(ωn) ≥ a. Assume tn → t′ ∈ [0, t], then
|Mtn(ωn)−Mt′(ω)| → 0.
So Mt′(ω) ≥ a and Mt∧τa(ω) ≥ a, which contradicts the assumption.
For any b ∈ R, we claim that [Mt∧τa < b] and [Mt∧τa > b] are both
open. If b > a, [Mt∧τa < b] is obvious open. Assume b ≤ a. For any
ω ∈ [Mt∧τa < b], there exists an open set O such that ω ∈ O ⊂ [Mt∧τa < b]
since Mt∧τa is continuous at ω. So [Mt∧τa < b] is open. Also, [Mt∧τa > b]
is obvious open for b ≥ a. Assume b < a. If Mt∧τa(ω) = a, there exists an
open set O such that ω ∈ O ⊂ [Mt∧τa > b] since Mt∧τa is continuous at ω.
For b < Mt∧τa(ω) < a, we have b < Mt(ω). Then there exists an open set O
such that ω ∈ O ⊂ [Mt > b] ⊂ [Mt∧τa > b] since Mt is continuous at ω. So
[Mt∧τa > b] is open.
ii) For any t ∈ [0, T ], [τ a < t] is obviously open. For any t ∈ [0, T ),
[τa > t] = [Mt∧τa < a] is open by i). 
Lemma 3.5 For any closed set F , we have
c(F ) = inf{c(O)| F ⊂ O},
where c is the capacity induced by Eˆ.
Proof. It suffices to prove that for any closed set F ⊂ ΩT , c(F ) ≥
inf{c(O)| F ⊂ O}. In fact, for any closed set F ⊂ ΩT , there exists {ϕn} ∈
Cb(ΩT ) such that 1 ≥ ϕn ↓ 1F . By Theorem 28 in [DHP08], we have c(F ) =
limn→∞ Eˆ(ϕn). Let On = [ϕn > 1 − 1/n]. Then On ⊃ F and c(On) ≤
n
n−1
Eˆ(ϕn)→ c(F ). So c(F ) ≥ infn c(On) ≥ inf{c(O)| F ⊂ O}. 
4 Hitting times for G-martingale
4.1 Hitting times for symmetric G-martingale
In this section, we try to define stopped processes for symmetric G-martingale.
Let
QT = {(r, s)| T ≥ r > s ≥ 0, r, s are rational}
and
Sa(M) = {ω ∈ ΩT | ∃(r, s) ∈ QT such that Mt(ω) = a ∀t ∈ [s, r]}.
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Theorem 4.1 Let {Mt}t∈[0,T ] be a symmetric G-martingale. Then for all
a > M0 and τ a, τ a defined above,
i)∀t ∈ [0, T ], Mt∧τa and Mt∧τa are both quasi-continuous. Consequently,
{Mt∧τa} and {Mt∧τa} are both symmetric G-martingale.
ii) If in addition c(Sa(M)) = 0, then τ a, τa are both quasi-continuous.
Proof. i) Since {Mt}t∈[0,T ] be a symmetric G-martingale, it is a martin-
gale under each P ∈ PM . Therefore, EP (Mt∧τa) =M0 = EP (Mt∧τa) for each
P ∈ PM . Consequently Eˆ(Mt∧τa −Mt∧τa) = 0. Noting that Mt∧τa ≥ Mt∧τa ,
we get Mt∧τa = Mt∧τa , q.s. Since {Mt} is quasi-continuous, for any ε > 0
there there exists open set G with c(G) < ε/2 such that M·(·) is continuous
on Gc × [0, T ]. Let Q = {(r, s)| r > s, r, s are rational}. Noting that
[Mt∧τa > Mt∧τa ] = ∪(r,s)∈Q[Mt∧τa ≥ r, s ≥Mt∧τa ],
we have
[Mt∧τa > Mt∧τa ] ⊂ G
⋃
∪(r,s)∈Q([Mt∧τa ≥ r, s ≥Mt∧τa ] ∩Gc).
By Lemma 3.4, [Mt∧τa ≥ r, s ≥ Mt∧τa ]∩Gc is closed for any (r, s) ∈ Q. Since
c([Mt∧τa ≥ r, s ≥ Mt∧τa ] ∩ Gc) = 0, by Lemma 3.5 there exists open set O
with c(O) < ε/2 such that
∪(r,s)∈Q([Mt∧τa ≥ r, s ≥Mt∧τa ] ∩Gc) ⊂ O.
By Lemma 3.3, Mt∧τa and Mt∧τa are both continuous on O
c ∩Gc.
ii) By the quasi-continuity of {Mt}, for any ε > 0 there exists open set G
such that c(G) < ε/2 and Mt(ω) is continuous on G
c × [0, T ]. So
Gc ∩ [τ a > τa] ⊂ Sa(M)
⋃
∪r∈Q∩[0,T ][Mr∧τa < Mr∧τa ],
where Q denotes the totality of rational numbers. Then c(Gc∩[τ a > τ a]) = 0.
Since
Gc ∩ [τ a > τ a] =
⋃
(r,s)∈Q
([τa ≥ r, s ≥ τ a] ∩Gc)
and [τ a ≥ r, s ≥ τ a] ∩ Gc is closed by Lemma 3.4, there exists open set O
such that c(O) < ε/2 and Gc ∩ [τ a > τ a] ⊂ O. So on Oc ∩ Gc, τa = τa are
both continuous. 
Remark 4.2 If the quadratic variation process of {Mt} is strictly increasing
except on a polar set, then c(Sa(M)) = 0 for any a ∈ R.
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Example 4.3 Let {Bt}t∈[0,T ] be a 1-dimensional G-Brownian motion. For
a > 0, let τ a = inf{t ≥ 0| Bt ≥ a} ∧ T and τa = inf{t ≥ 0| Bt > a} ∧ T .
Then we have
i) For any t ∈ [0, T ], −Bt∧τa , Bt∧τa , −τ a and τ a are all lower semi-
continuous.
ii) For any t ∈ [0, T ], Bt∧τa , Bt∧τa, τ a and τ a are all quasi-continuous.
iii) {Bt∧τa} and {Bt∧τa} are both symmetric G-martingale.
4.2 Hitting times for G-martingale(non-symmetric)
For each P ∈ PM and t ∈ [0, T ], let At,P := {Q ∈ PM | Q = P |Ft}. Theorem
2.3 in [STZ09] implies the following result: For t ∈ [0, T ] and ξ ∈ L1G(ΩT ),
η ∈ L1G(Ωt), η = Eˆt(ξ) if and only if for each P ∈ PM
η = ess supPQ∈At,PEQ(ξ|Ft), P − a.s.
Theorem 4.4 Let {Mt}t∈[0,T ] be a quasi-continuous G-martingale. For all
a > |M0|, Mt∧σa and Mt∧σa are both G-martingale, where σa = inf{t ≥
0| Mt ≤ −a} ∧ T and σa = inf{t ≥ 0| Mt < −a} ∧ T .
Proof. For each P ∈ PM , {Mt}t∈[0,T ] is a supermartingale, so for each
t ∈ [0, T ]
EP (Mt∧σa |Ft∧σa) ≤Mt∧σa
by Doob optimal stopping theorem and noting that σa ≤ σa. This implies
EP (Mt∧σa −Mt∧σa) ≥ 0. On the other hand, it’s obvious to see that Mt∧σa ≤
Mt∧σa . SoMt∧σa =Mt∧σa q.s. By the same arguments as in Theorem 4.1, for
any ε > 0, there exists an open set O such that c(O) < ε and Mt∧σa =Mt∧σa
are continuous on Oc. So Mt∧σa and Mt∧σa are both quasi continuous.
Let σ = σa or σa.
For 0 ≤ s < t ≤ T and P ∈ PM ,
Eˆs(Mt∧σ)
= ess supPQ∈As,PEQ(Mt∧σ|Fs)
≤ Ms∧σ P − a.s.
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On the other hand,
EQ(Mt∧σ|Fs)
= −a1[σ≤s] + EQ(Mt∧σ|Fs)1[σ>s]
≥ −a1[σ≤s] + EQ[EQ(Mt|Ft∧σ)|Fs]1[σ>s]
= −a1[σ≤s] + EQ(Mt|Fs∧σ)1[σ>s]
= −a1[σ≤s] + EQ(Mt|Fs)1[σ>s].
So
Eˆs(Mt∧σ)
= ess supPQ∈As,PEQ(Mt∧σ|Fs)
≥ −a1[σ≤s] + ess supPQ∈As,PEQ(Mt|Fs)1[σ>s]
= −a1[σ≤s] +Ms1[σ>s]
= Mσ∧s P − a.s.
Eˆs(M
σ
t ) = M
σ
s q.s. 
5 Applications
Theorem 5.1 Let ξ ∈ Lβ(ΩT ) for some β ≥ 1 be symmetric, then there
exist a sequence {ξn} ⊂ L1(ΩT ) which are bounded and symmetric such that
Eˆ[|ξ − ξn|β]→ 0.
Proof. Let Mt = Eˆt(ξ) for t ∈ [0, T ] be the quasi-continuous version.
For each n ∈ N , let σn = inf{t ≥ 0| |Mt| > n}∧T , and τn = inf{t ≥ 0| Mt >
n}∧T . By Theorem 4.1, {M τnt }t∈[0,T ] is a symmetric G-martingale. Let {Nt}
be the quasi-continuous version of M τn and ςn = inf{t ≥ 0| −Nt > n} ∧ T .
By the same arguments, {N ςnt } is a bounded symmetric G-martingale. Since
the paths of {M τnt } and {N ςnt } are continuous except on a polar set,
{ω ∈ ΩT |∃ some t ∈ [0, T ], s.t. Nt(ω) 6= M τnt (ω)}
is a polar set. So N ςnt =M
τn∧ςn
t =M
σn
t , q.s..
|Mσn −MT |β
≤ 2β−1(|Mσn − (MT ∧ n) ∨ (−n)|β + |(MT ∧ n) ∨ (−n)−MT |β)
≤ 22β−1|Mσn |β1[|Mσn |≥n] + 2β−1|MT |β1[|MT |>n].
Hence, by Lemma 3.3,
Eˆ(|Mσn−MT |β) ≤ 22β−1 sup
i
Eˆ[|Mσi |β1[|Mσi |≥n]]+2β−1Eˆ[|MT |β1[|MT |>n]]→ 0.
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The following Corollary improved Theorem 4.6 in [Song10].
Corollary 5.2 Let ξ ∈ LβG(ΩT ) for some β > 1 with Eˆ(ξ)+ Eˆ(−ξ) = 0, then
there exists {Zt}t∈[0,T ] ∈ HβG(0, T ) such that
ξ = Eˆ(ξ) +
∫ T
0
ZsdBs.
Proof. By Theorem 5.1, there exist a sequence {ξn} ⊂ L1(ΩT ) which
are bounded and symmetric such that Eˆ[|ξ − ξn|β]→ 0. By Theorem 4.6 in
[Song10], there exists {Znt }t∈[0,T ] ∈ HβG(0, T ) such that
ξn = Eˆ(ξn) +
∫ T
0
Zns dBs.
By B-D-G and Doob’s maximal inequality, {Znt }t∈[0,T ] is a Cauchy sequence
in HβG(0, T ). So there exists {Zt} ∈ HβG(0, T ) such that ‖Zn − Z‖Hβ
G
→ 0.
Then
ξ = lim
Lβ
G
,n→∞
ξn = lim
Lβ
G
,n→∞
[Eˆ(ξn) +
∫ T
0
Zns dBs] = Eˆ(ξ) +
∫ T
0
ZsdBs.

Theorem 5.3 Let ξ ∈ L2G(ΩT ) be bounded above, thenMt = Eˆt(ξ), t ∈ [0, T ]
has the following representation:
Mt =M0 +
∫ t
0
ZsdBs −Kt, (5.0.1)
where {Zt} ∈ M2G(ΩT ), {Kt} is a quasi-continuous increasing process with
K0 = 0 and {−Kt}t∈[0,T ] a G-martingale.
Proof. There is no loss of generality, we only consider the ξ ≤ 0 case.
Let {Mt} be the quasi-continuous version. For n ∈ N , let σn = σn defined
in Theorem 4.4. Then Mσn is bounded. By Theorem 4.4 and Theorem 4.5
in [Song10], we have the following representation
Mσnt = Eˆ(MT ) +
∫ t
0
Zns dBs −Knt =: Nnt −Knt , q.s.
where {Znt }t∈[0,T ] ∈ H2G(0, T ) and {Knt }t∈[0,T ] is a continuous increasing pro-
cess with Kn0 = 0 and {−Knt }t∈[0,T ] a G-martingale. For m > n, by unique-
ness of decomposition of semimartingale, Nnt = (N
m)σnt and K
n
t = (K
m)σnt .
So
M̂t := M
σm
t −Mσnt = (Nmt −Nnt )− (Kmt −Knt ) =: N̂t − K̂t
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with {K̂t} a continuous increasing process.
By Itoˆ formula, we have
Eˆ(N̂2T ) ≤ Eˆ(M̂2T ) + 2Eˆ(
∫ T
0
M̂+s dK̂s).
Noting that M̂+s ≤ n, we have
Eˆ(N̂2T ) ≤ Eˆ(M̂2T ) + 2nEˆ(K̂T ).
Eˆ(M̂2T ) ≤ 2{Eˆ[(MT −Mσn)2] + Eˆ[(MT −Mσm)2]},
2nEˆ(K̂T )
= 2n[Eˆ(Mσn −Mσm) + Eˆ(Mσm −Mσn)]
≤ 4n[Eˆ(|Mσn −MT |) + Eˆ(|Mσm −MT |)].
By the same arguments as in Theorem 5.1, Eˆ(M̂2T )→ 0 as m,n→∞.
|Mσn −MT |
≤ |Mσn −MT ∨ (−n)| + |MT ∨ (−n)−MT |
≤ 2Mσn1[|Mσn |≥n] +MT1[|MT |>n].
So
2nEˆ(K̂T )
≤ 8nEˆ(Mσn1[|Mσn |≥n]) + 4nEˆ(MT1[|MT |>n]) +
8mEˆ(Mσm1[|Mσm |≥m]) + 4mEˆ(MT1[|MT |>m])
≤ 8Eˆ(M2σn1[|Mσn |≥n]) + 4Eˆ(M2T1[|MT |>n]) +
8Eˆ(M2σm1[|Mσm |≥m]) + 4Eˆ(M
2
T1[|MT |>m]).
So 2nEˆ(K̂T ) → 0 as m,n → ∞ by Lemma 3.3. Consequently, we conclude
that Eˆ(N̂2T )→ 0 and Eˆ(K̂2T )→ 0 as m,n→∞.
So {Znt } and {Knt } be Cauchy sequences in H2G(0, T ) and L2G(ΩT ) respec-
tively. Let {Zt}t∈[0,T ], {Kt} be the corresponding limits of {Znt }t∈[0,T ], {Knt }.
Then
Mt = lim
L2
G
,n→∞
Mnt = lim
L2
G
,n→∞
∫ t
0
Zns dBs − lim
L2
G
,n→∞
Knt =
∫ t
0
ZsdBs −Kt.

In this theorem, for ξ ∈ L2G(ΩT ) and bounded above, we have KT ∈
L2G(ΩT ). In this sense, this result improved Theorem 4.5 in [Song10].
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