The order in which stimuli are presented in an experiment has long been recognized to influence behavior. Previous accounts have often attributed the effect of stimulus order to the mechanisms with which people process information. We propose that stimulus order influences cognition because it is an important cue for learning the underlying structure of a task environment. In particular, stimulus order can be used to infer a "stimulus bundle"-a sequence of consecutive stimuli that share the same underlying latent cluster.
The order in which stimuli are presented in an experiment has long been recognized to influence behavior. Previous accounts have often attributed the effect of stimulus order to the mechanisms with which people process information. We propose that stimulus order influences cognition because it is an important cue for learning the underlying structure of a task environment. In particular, stimulus order can be used to infer a "stimulus bundle"-a sequence of consecutive stimuli that share the same underlying latent cluster.
We describe a clustering model that successfully explains the perception of streak shooting in basketball games, along with two other cognitive phenomena, as the outcome of finding the statistically optimal bundle representation. We argue that the perspective of viewing stimulus order as a cue may hold the key to explaining behaviors that seemingly deviate from normative theories of cognition and that in task domains where the assumption of stimulus bundles is intuitively appropriate, it can improve the explanatory power of existing models.
H uman cognition typically takes place in an environment where information becomes available over time. The sequential nature of information availability implies that stimulus order-the order in which a sequence of stimuli is presentedmay strongly influence the interpretation of a task environment. Consider the weather patterns in Fig. 1 as an example. If we were to record the dominant weather phenomenon in each month of a year, order 1, as shown in Fig. 1 , would likely represent a typical city in upstate New York, such as Rochester. Given this sequence of stimuli, it is relatively easy for an observer to infer the existence of "seasons" underlying the weather pattern-that is, winter seems to be in effect from November to April, followed by spring/summer, and then by fall. However, if we reorder this set of stimuli from order 1 to order 2 as shown in Fig. 1 , the inference of seasons becomes much less apparent. Even when the exact same set of stimuli is presented in both sequences, the difference in stimulus order has led to a dramatically different interpretation about its underlying structure. Why does stimulus order affect human cognition in this interesting way?
The effect of stimulus order on cognition has often been viewed as a consequence of the way that the human mind processes information (1) (2) (3) (4) (5) (6) (7) (8) . For example, Elliott and Anderson (5) accounted for the effect of stimulus order on category learning by incorporating the mechanisms of memory decay into a categorization model. Memory decay intuitively captures the assumption that the human mind tends to be influenced by nearby stimuli more than by distant ones. It has also been hypothesized that when a sequence of stimuli is ordered in such a way that the similarity between successive stimuli is maximized, it offers a processing benefit because the stimuli being kept in working memory will be similar to each other and thus allow for easier abstraction of concepts (4) . In addition, the effects of stimulus order can emerge simply due to the incremental processing of stimuli, because the process of updating one's knowledge sequentially may lead to learning outcomes that reflect the stimulus order (8) . In summary, these ideas can generally be understood as attributing the effects of stimulus order to the processing mechanisms of the human mind.
Although this processing-based perspective often provides an adequate explanation in many scenarios, the weather example in Fig. 1 represents a unique situation where it does not. In this example, all of the stimuli in both sequences are presented simultaneously, and therefore the inference of seasons, or lack thereof, cannot be due to memory decay, a boost in working memory due to similarity, or sequential updating of knowledge. This particular effect of stimulus order, where human judgments about the same set of simultaneously presented stimuli vary as a function of stimulus order, has in fact been previously reported in the literature. A famous example is the judgment of "streak shooting" in basketball: When people are presented with shooting records consisting of the same number of hits and misses, a frequently alternating pattern (e.g., XOOXOX, where X = hit and O = miss) is more likely to be perceived as chance shooting than a pattern with longer runs (e.g., XXXOOO) (2) . Unlike previous accounts of streak shooting (2, 9) , here we advocate for a novel perspective that views stimulus order as a cue to the underlying structure of a task environment. The variability in human judgments under different orders of the same stimuli can be explained as a rational inference that aims to explain why a particular stimulus order is observed (cf. ref. 10). As we will see, our account provides a unifying perspective to three seemingly unrelated phenomena in cognition.
The Intuition of Stimulus Order as a Cue
Our account begins with the commonly accepted premise that people are inclined to categorize stimuli into meaningful clusters, such as everyday categories (e.g., ref. 11), linguistic form classes (e.g., refs. 12 and 13), and experimental contexts (e.g., ref. 14) . These latent clusters serve as a summary of the properties that distinguish different types of stimuli in a task environment and
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The effects of stimulus order on human cognition have been previously reported in various cognitive tasks, and the prevalent explanations have been that sensitivity to stimulus order is due to either constraints on cognitive resources (e.g., working memory) or misconceptions about probability axioms. Our work suggests a fundamentally different interpretation: Humans are sensitive to order because it serves as an important cue. This interpretation is philosophically consistent with the burgeoning literature on rational cognition, where human behavior has been shown to (at least approximately) match the statistically optimal solution of a task. We propose that redefining the role of stimulus order as a cue may provide a more general perspective for understanding human cognition. thereby make it possible to predict the properties of future observations. A statistically optimal cluster-learning model, which has been increasingly popular in cognitive science, is the Chinese restaurant process (CRP) mixture model (15) . The intuition behind the CRP mixture model is that discovering latent clusters underlying stimuli bears similarity to the task of seating customers at a restaurant. Assuming that each table serves only one dish (i.e., each table corresponds to only one cluster) and has unlimited seats, the optimal strategy of seating a customer under the CRP mixture model is to choose a table that balances the current popularity of the corresponding dish with how well that dish agrees with the customer. The popularity of a dish reflects how likely a stimulus will be categorized into a cluster a priori, regardless of its properties. The match between the dish and the customer, on the other hand, reflects how well the statistical tendencies captured by a cluster match the properties of a stimulus. The converging outcome of this strategy is a trade-off between a parsimonious representation and fitness to data, where the majority of stimuli are succinctly summarized by a few large clusters and the rest by a number of small clusters that better reflect the unique statistical tendencies of those stimuli.
However, the CRP mixture model cannot explain why cognition could be influenced by stimulus order. Under a CRP mixture model, the properties of stimuli extracted for the purpose of cluster learning are usually defined with respect to each individual stimulus (cf. ref. 16 ). This independence of cues between stimuli satisfies a crucial assumption of the CRP mixture model known as exchangeability-all permutations of the same set of stimuli are identical to the model (17) . Contrary to the effect of stimulus order that we wish to capture, the exchangeability assumption implies that the order of stimuli should not have influenced the outcome of an inference, since it precludes the possibility that stimulus order can serve as a cue to a task environment. One particular scenario where using stimulus order as a cue will improve cluster learning is when successive stimuli tend to originate from the same latent cluster, forming a stimulus bundle. Within the same bundle, all stimuli share the same latent cluster (see SI Text and Tables S1 and S2 for a detailed discussion on the relation between bundles and latent clusters). Seasons in the weather example and a streak of baskets are both examples of stimulus bundles. If one assumes exchangeability and ignores stimulus order, the inference of these bundles becomes nearly impossible. However, with stimulus order as an extra "cue," a learner may try to infer whether bundles exist in the input and, if so, learn the correspondence between different bundles and their predominant statistical patterns.
A restaurant metaphor is also readily available to summarize an environment consisting of stimulus bundles: People who arrive at a restaurant in succession tend to be friends, and friends will always sit at the same table (i.e., stimuli within the same bundle have the same cluster). More than one group of friends, however, may also share a table if the dish being served at the table is preferred by all groups. This seating arrangement resembles the dining experience at a restaurant where friends sit around an Hibachi grill. We propose a computational model that implements these intuitions and refer to our account as the Hibachi grill process (HGP) mixture model. Under the HGP mixture model, the optimal strategy of cluster learning now consists of two steps: First, the learner (restaurant owner) estimates the typical length of a stimulus bundle (a group of friends) in the input, where each bundle always belongs to the same (but not yet known) latent cluster (table). Second, the learner attempts to infer the latent cluster underlying each bundle of stimuli, constrained by the same trade-off between the parsimony of representation and fitness to the data as in the CRP mixture model. As a result, our model uses stimulus order as a cue, as it not only tries to figure out which stimuli belong to the same latent cluster, but also infers which consecutive stimuli should be grouped together to form stimulus bundles. As a first step, our current account does not consider higher-order statistics that may exist among bundles, such as transitional probabilities between the bundles and the order of stimuli within a bundle. Although there are certainly many other ways to use stimulus order as a cue in the inference of latent clusters, our goal here is to show that the inference of stimulus bundles is a powerful generalization for capturing a variety of phenomena in cognition.
Inferring Stimulus Bundles in the Input Formally, given the task of inferring the latent clusters of a sequence of stimuli (y 1 . . . y n ), we here consider a special case of the HGP mixture model, where the notion of stimulus bundles is captured by extending the CRP mixture model with a coin-flipping process: With probability 1 − p, a stimulus y i is in the same bundle as the preceding stimulus y i−1 , and thus the latent cluster of y i−1 directly carries over to y i ; with probability p, the current stimulus y i starts a new bundle, and its latent cluster will be estimated according to the CRP mixture model. This setup of a coin-flipping process can be interpreted to mean that the length of a stimulus bundle is expected to follow a geometric distribution with the average length being 1=p (cf. ref. 18) . Whereas other forms of prior expectations can be implemented with the HPG mixture model, a geometric prior allows us to greatly simplify the posterior inference process (more details in SI Text). The resulting posterior distribution for inferring the latent cluster c i of a data point y i is then:
The likelihood component pð y i jc i ; θ ci Þ in Eq. 1 imposes the requirement of fitness on the inference process by evaluating the probability that y i is a sample from cluster c i . The prior (right of bracket) in Eq. 1 constrains the inference of c i to be both parsimonious and order sensitive. Everything else being equal, the latent cluster of y i is more likely to be the same as that of y i−1 (i.e., the c i = c i−1 condition), because it could happen due to either continuing a bundle (with probability 1 − p) or starting a new bundle and resampling the same value [with probability p · n ci =ðN c−i + αÞ]. At the same time, c i can still take on a different latent cluster from c i−1 , especially when the fitness to y i is great enough to justify the inference. The HGP mixture model as described in Eq. 1 is an infinite mixture model, which does not require a modeler to specify the number of latent clusters to be learned but adapts it to the input data. The inference of stimulus bundles is a much more general notion, though, and need not be restricted to the case of infinite mixture models. In learning problems where specifying the number of latent clusters is more appropriate (i.e., finite mixture models), the inference of stimulus bundles can still be implemented using methods similar to that of Eq. 1 by removing the CRP component. Of the three applications of HGP mixture modeling presented here, the first one demonstrates the inference of stimulus bundles in a finite mixture modeling setting and the other two that of stimulus bundles in infinite mixture model settings.
The HGP mixture model builds upon many previous ideas in both cognitive science and computer science (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) . Detailed Fig. 1 . Despite the fact that both orders feature the exact same set of stimuli, it is much easier to infer seasons underlying the sequence of weather patterns in order 1 than in order 2, illustrating the influence of stimulus order on interpreting a task environment. discussions of our work in relation to these previous efforts are presented in SI Text.
Results
In the application of our model to three diverse datasets below, we implemented a batch Gibbs sampler (31) to approximate the full Bayesian posterior of the latent cluster of each stimulus and, through the estimation of the parameter p, the presence of stimulus bundles. A batch sampler assumes that inferences take place after the entire sequence of stimuli in the input is observed. Compared with incremental methods that continuously update model parameters after observing each stimulus, a batch sampler avoids a potential confounding issue: Incremental methods have been argued to approximate the underlying psychological processes of rational inferences (32) . However, our goal here is to examine whether the effect of stimulus order can be attributed to the inherent value of treating stimulus order as a cue, rather than to the processing mechanisms. Therefore, a batch sampler better serves the purpose of revealing why the same set of stimuli will change the interpretation of the task environment when they are presented in different orders.
Perception of Streak Shooting. Streak shooting refers to a period when the performance of a basketball player is believed to be dramatically altered so that one tends to make consecutive baskets or suffer consecutive misses. Gilovich et al. (2) asked 100 basketball fans to classify six different sequences of hits and misses as "chance shooting," streak shooting, or "alternate shooting." All six sequences contained 11 hits (denoted by "X"s) and 10 misses (denoted by "O"s), and therefore the average hit rates were the same. However, the probability of alternation-the probability that an outcome is different from its previous outcome in the sequence-was different in each sequence, ranging from 0.4 to 0.9. They found that the perception of streak shooting became increasingly more likely when the probability of alternation decreased. Gilovich et al. argued that the variability in the perception of these six sequences reflects a "fundamental misconception" that originates from the erroneous belief in the law of small numbers (2, 9) . That is, regardless of the fact that the underlying rate of hits is the same across the sequences, people perceive streak shooting because even a small run of consecutive hits is representative enough of a "hot hand" state. However, this view, together with a variety of other explanations (see ref. 33 for a review) proposed since the publication of ref. 2, is implicitly based on the premise that the stimulus order of a shooting record should not matter to the interpretation of a shooting record. Instead, we propose that the variability in the perception of streak shooting is a natural consequence when one views stimulus order as a cue to the latent clusters underlying a shooting record and that the perception of streak shooting in records with a small probability of alternation can be explained by a statistically optimal inference over stimulus bundles in the input.
To test this conjecture, we recruited 100 subjects via Amazon Mechanical Turk to judge nine sequences of basketball shots with the purpose of replicating the original findings of ref. 2 (details in Materials and Methods). The solid curve in Fig. 2 plots the proportion of participants who judged a record to be streak shooting as a function of the probability of alternation. As expected, a majority of participants (over 90%) perceived streak shooting when the probability of alternation was small, and this percentage monotonically decreased as the probability of alternation increased. This pattern is highly consistent with the results of ref. 2, represented by the dotted line in Fig. 2 . Furthermore, it is conceivable that had the original study included shooting records with probabilities of alternation ranging from 0.1 to 0.3, the streakshooting responses at 0.4 would be less extreme because there would be more representative cases of streak shooting available.
To explain why our subjects, like those of ref. 2, were less likely to perceive streak shooting as the probability of alternation increased, we fitted a finite HGP mixture model to the 9 representative shooting records used in our experiment. Each matrix in Fig. 3 illustrates the average posterior probability over the latent clusters (represented by rows of a matrix) inferred by our model with respect to a specific record. Clearly, when the probability of alternation is extremely low (i.e., the first row of matrices in Fig. 3) , the posterior density is highly concentrated on the extreme latent states (the top and bottom rows of a matrix), indicating a strong belief in either streak shooting or missing. For probabilities of alternation that were actually tested in ref. 2, our model produces a qualitatively similar result. When the probability of alternation is 0.4, the majority of the posterior density is still on the extreme hand states, just as most human subjects still perceived streak shooting in Gilovich et al.'s study. As the probability of alternation further increases, the model becomes less confident in streak shooting, as illustrated by the increasing amount of uncertainty in either the hot or the cold states. Importantly, when the probability of alternation is sufficiently large (such as 0.8 or 0.9), the posterior density is highly concentrated on the center row of a matrix, indicating that the model infers the presence of chance shooting. This inference of chance shooting is unique to the HGP mixture model because the model has discovered that these 21 outcomes form a single stimulus bundle given the alternating pattern. The change from perceiving streak shooting to chance shooting matches the human behavior reported in Fig. 2 remarkably well. Furthermore, to ensure that these results are not simply due to the particular choice of stimuli used in our experiment, 80 unique shooting records were randomly generated for each of the 9 levels of probability of alternation. We then obtained the model's inferences on all 720 shooting records and plotted them in Fig. S1 . The result shows that the match between the predictions of our model and human behavior is not restricted to cases of representative stimuli, but a general result that reflects the converging properties of our model.
Overall, our results strongly suggest that although the perception of streak shooting seemingly deviates from the normative behavior expected from a basic understanding of simple probability axioms, it actually indicates the use of a learning strategy that incorporates stimulus order as a cue to understand the task environment. One may even argue that it is rational to exhibit the variability in the perception of streak shooting. Such variability can be understood as an attempt of the human mind to balance the complexity of the inferred stimulus bundles and their fitness to data: When the probability of alternation is small, perceiving streak shooting would greatly increase the fitness to the data, while still keeping the representation of bundles relatively simplistic (e.g., the matrices up to p alt = 0.5 in Fig. 3 ). When the probability of alternation is large, a representation of frequently alternating short streaks is much more complex, because it will create many individual stimulus bundles of short length. Therefore, perceiving a single stimulus bundle is the rational choice because it represents the simplest hypothesis given the data (34) .
It is important to note that our results should not be taken to indicate that it is "correct" to perceive streak shooting in basketball games. Whether streak shooting truly exists is still a debatable question (33) . Our argument is that "irrationality" arises only from a misplaced assumption in the traditional view of streak shooting-i.e., that stimulus order plays no role in the judgment of basketball shots.
Topics in Individual Conversations. Extracting stimulus bundles from sequential information not only is a useful model of how people interpret activities on the basketball court, but also can characterize how people extract information from the natural environment. In fact, it has been suggested that both humans and animals should expect bundled information because resources in the natural environment tend to clump together (24) . In this second example, we analyze the linguistic environment to investigate whether a model that learns stimulus bundles would provide a more precise description of the topic structures in conversations. How language users extract latent semantic information from natural language text has been investigated as a problem of statistical inference (35) . The topic model (36, 37) has successfully demonstrated that the latent "topics" extracted by the model bear a reasonable resemblance to human knowledge. Probability measures based on the extracted topics can serve as a predictor of human behavior in some language understanding tasks (35) . Training a topic model typically involves making one key assumption that treats the corpus as a bag of words, meaning that the sequential order of words in a sample of text is ignored for the purpose of simplifying the construction of a model. Intuitively, this assumption is highly unrealistic: In normal conversations the transition of topics does not happen on a word-by-word scale, and there is typically discourse continuity throughout a conversation (cf. ref. 38) . Therefore, it is intuitive to suspect that words in close proximity to each other are likely to belong to the same topic.
Several recent studies have proposed novel models to capture this intuition of topic continuity (23, 25) . Our HGP mixture model provides a simple conceptualization of the problem as welltopics are latent stimulus bundles. We demonstrate the advantage of our model in a slightly atypical task of topic modeling: discovering the topics of a single conversation. Our goal here is not to propose any state-of-the-art model in the domain of topic modeling, which typically seeks to discover a set of topics that best describe the semantic structure underlying a set of documents. Instead, our work here aims to illustrate the usefulness of incorporating stimulus order as a cue in tasks where order presumably conveys a great amount of information. Topic models assuming a bag of words will perform poorly in such single-conversation modeling tasks, as the statistics in a single conversation, under the bag-of-words assumption, are extremely sparse. This sparsity issue is overcome in our HGP mixture model, where stimulus order essentially provides an additional statistical cue that signals which words should be classified into the same topic.
We implemented an infinite HGP mixture model and compared it to a bag-of-words topic model for single documents (essentially a CRP mixture model, adapted from ref. 22 ) on the first 12 conversations in the Switchboard corpus (39) . Following the tradition in this field, a topic is modeled as a categorical distribution over words in both models, and an individual conversation is assumed to be formed by a collection of topics (topics are not shared across conversations). To reduce computational complexity, the corpus is preprocessed to include only nouns that occur at least 3 times in a conversation.
A visual comparison of the difference between these two models is presented in Figs. S2 and S3 . Here, we evaluate these two models quantitatively by comparing how well both models fit the data, using the log-likelihood of all words in a conversation as a metric [that is, log p(wordsjmodel parameters)]. Log-likelihood as a measure reflects how well a model fits the data without considering the complexity of a model. The log-likelihoods are then compared with a baseline single-topic model that simply assumes all words belong to the same topic. The increase of loglikelihood (meaning a better fit), relative to this baseline model, is plotted in Fig. 4 , Left. In the first 12 conversations of the Switchboard corpus, the HGP mixture model achieved higher loglikelihood in 9 of them, demonstrating a clear advantage of our model due to its ability to infer stimulus bundles. Even more compellingly, when we balance this log-likelihood metric with the number of inferred topics, which results in a measure that penalizes the complexity of a topic representation [i.e., we compute the joint log-probability log p(words, topicsjother model parameters)], the CRP mixture model performed significantly worse than our HGP mixture model in all 12 conversations. [See SI Text for an explanation for this measure of model complexity compared with more commonly used ones such as the Bayesian information criterion (BIC).] This poorer performance is partly due to the CRP mixture model inferring too many topics.
These results suggest that in natural conversations, nearby words can in fact be expected to come from the same topic (23) . Had each word been completely independent of all other words, our HGP mixture model would not have provided a better fit to natural language data. In addition, as shown in Fig. S2 , the HGP mixture model can be viewed as a segmentation algorithm with "memory," which divides a conversation into bundles of potentially recurring topics. In the next application, we explore the XOXOXOXOXOXOXXOXOOXOX Palt=0.9, Px=11/21 Fig. 3 . Given basketball shooting records with the same average hit rate (denoted as p x ), a parametric version of the HGP mixture model infers streak shooting when the probability of alternation (denoted as p alt ) is small and chance shooting when p alt is large. X indicates a hit and O indicates a miss.
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CRP Mixture (insensitive to order) HGP Mixture (sensitive to order) ability of our model to detect the recurrence of latent clusters in the context of learning in a nonstationary environment.
Conversations in the Switchboard

Recognizing Recurring Patterns in a Nonstationary Environment.
There has been considerable recent interest in understanding the learning behavior of humans and animals in a so-called nonstationary environment (40) (41) (42) . Nonstationarity is often characterized by changes in the distribution of observed stimuli or their associated reward. Crucially, due to the probabilistic nature of a typical learning situation, naive learners in a nonstationary environment must infer this change based on the observed stimulus sequence. The HGP mixture model provides a convenient way to conceptualize the task of learning in a nonstationary environment: If the environment is stationary, then all stimuli can be safely inferred to form a single stimulus bundle and share the same latent cluster (such as when the probability of alternation is 0.9 in the streak-shooting example). However, if the input supports an interpretation of multiple stimulus bundles, each with a different underlying latent cluster, nonstationarity is detected (such as when the probability of alternation is extremely small in the streakshooting example). In other words, the HGP mixture model can flexibly learn the degree of nonstationarity in the data via the inference of stimulus bundles.
Prior work has proposed a volatility-based change detection model (40, 43) [or its variants (41, 44) ] to account for the learning behavior of humans and animals in a nonstationary environment. The fundamental construct of a change detection model is a volatility parameter v: With a probability of v, the next observation in the sequence will come from a different latent cluster, and with a probability of 1 − v, the next observation in the sequence will still be generated by the current latent cluster already in effect. Therefore, the change detection model is also sensitive to stimulus order, just like our HGP mixture model. However, a crucial difference is that the change detection model always assumes a novel latent cluster whenever a change occurs. In fact, the change detection model with no memory of past clusters represents a special case of our model, where the α parameter in Eq. 1 approaches infinity. Fig. 5 shows that sensitivity to order alone, however, is insufficient for learning a robust representation in a nonstationary environment. We simulated a recurring pattern of two latent clusters where each cluster is represented by a categorical distribution (details in Materials and Methods). From the perspective of a learner, the recurrence of latent clusters is unknown but can be inferred from the observed stimuli. Each row of the matrices in Fig.  5 represents an inferred latent cluster (only the first six are shown). As expected, a conventional CRP mixture model cannot learn the latent clusters correctly because it does not view stimulus order as a cue (Fig. 5C ). With memory for past clusters as well as the ability to make inferences from stimulus order, our HGP mixture model discovers both the latent clusters and their recurrences in the input reasonably well (Fig. 5A) . Interestingly, Fig. 5B shows that although a change detection model unsurprisingly fails to detect the recurrence of a past cluster, it also suffers from extremely high uncertainty in most of the inferred latent clusters. The lack of memory for past clusters not only results in incorrect labels for latent clusters, but also prevents the change detection model from integrating the statistical information from multiple occurrences of a single latent cluster. As a result, the change detection model is generally more uncertain of the latent clusters in the input than the HGP mixture model.
Discussion
The three applications of our model presented in this articlethe perception of streak shooting in basketball, the discovery of semantic topics in a conversation, and the learning of latent clusters in a nonstationary environment-have been canonically investigated without any strong linkages to each another. Our efforts here are meant to provide a unifying perspective: In many tasks, human behavior can be seen as the result of an attempt to use stimulus order as a cue. (Because our analysis remains on the computational level of human cognition [i.e., analyzing the abstract problem that needs to be solved (45) ], it does not aim to describe the cognitive or neural mechanisms underlying order sensitivity.) This ability to use order as a cue is implemented via the inference of stimulus bundles-a rudimentary form of temporal dependency among latent clusters. This form of temporal dependency proves to be extremely powerful, as it not only explains why the seemingly puzzling behavior of perceiving streak shooting is in fact compatible with a rational interpretation, but also improves upon existing models in task domains where the assumption of order sensitivity is intuitively appropriate.
Individually, the learning of latent clusters and sensitivity to stimulus order are well-recognized characteristics of the human mind. Numerous studies have investigated the computational principles that underlie the ability to perform clustering and categorization (11, (46) (47) (48) (49) , and the value of stimulus order has also been observed in many experimental contexts (1, 4, 6, 8, 19, 29, 30, 43, 50) . However, a systematic investigation of how stimulus order interacts with the learning of latent clusters is only beginning to emerge in the field. Interestingly, the paucity of studies on this research topic is, from a history of science perspective, a rather natural outcome resulting from the standardization of experimental methods in psychology and, in particular, the adoption of the goal of eliminating effects of stimulus order in a variety of tasks. For instance, in studies that do not explicitly examine the dynamics of behavior, the widely adopted practice known as "counterbalancing" mitigates order effects by creating multiple pseudorandomized stimulus sequences and distributing them evenly among test subjects. Then, any potential order effect associated with a particular stimulus order is likely canceled out when the results are averaged over subjects. However, on the level of an individual subject, the effect of stimulus order might still emerge and potentially lead to behavioral patterns that are typically considered to interfere with the main objective of research. Given the results reported in this article, such a sentiment may need a revision: These undesirable behavioral patterns may actually reveal how people use stimulus order as a psychologically relevant source of information in a task.
It is important to note that learning stimulus bundles in environments where explicit trial-by-trial feedback or reward is available, such as in many reinforcement learning and decisionmaking paradigms (e.g., refs. 40 and 41), can be a quite different task. In these environments, participants could either adjust their behavior in the direction that maximized positive feedback or actually try to infer the underlying stimulus bundles. Therefore, it is unclear whether the learning of stimulus bundles can be a useful perspective to understand the observed order-sensitive behavior in those experiments. Implicit learning paradigms are less affected by this concern, because the outcome of learning can only be attributed to the statistics of the input (51, 52) . We hope that our results here will provide a new perspective on alternative designs that tease apart the effect of learning stimulus bundles from that of reward in such tasks. 
Materials and Methods
Perception of Streak Shooting. We created nine "representative" shooting records with hit rates ranging from 0.1 to 0.9, each of which has the same length of 21 shots as in ref. 2. Six of them had the same probabilities of alternations as used in ref. 2, whereas the other three represented more extreme cases of streak shooting by using even smaller probabilities of alternation (see Fig. 3 for stimuli). These shooting records are designed to be representative of the "streakiness" of a sequence with a 11/21 hit rate and a particular probability of alternation. We conducted an experiment via Amazon Mechanical Turk, using these nine representative sequences with the purpose of replicating the original findings of ref. 2. A total of 100 subjects were recruited and asked to judge each of the nine shooting records. Compared with the original three-alternative forced-choice design in ref, 2, we simplified the experimental design by presenting only two choices: streak shooting and "nonstreak shooting." The third response category-alternate shooting-used in the original study is potentially ambiguous, because it is unclear whether subjects will select this response because hits and misses appear to alternate or because streaks of "hot" and "cold" hands appear to alternate. The latter interpretation is counterintuitive because the very definition of a streak requires consecutive hits or misses. The first interpretation is no more than a special case of chance shooting, where the probability of a hit is close to 0.5. Thus, we include the original results of both categories under nonstreak shooting for comparison purposes.
In the parametric finite version of our HGP model used to fit the data, a total of nine latent clusters were predefined (rather than inferred from data, as in the other two applications), and each was described by a Bernoulli distribution with its parameter corresponding to a particular probability of making a basket. For example, the 0.6, 0.7, 0.8, and 0.9 clusters all correspond to various degrees of streak shooting (or hot hand states); the 0.5 cluster corresponds to chance shooting; and the 0.1, 0.2, 0.3, and 0.4 clusters correspond to cold hand states. In other words, we are specifically asking what "hand states" should be inferred given a sequence of hits and misses.
Simulated Input in the Nonstationary Learning Task. A sequence of stimuli was created by concatenating four stimulus bundles that follow the pattern of XYXY. The X bundles were generated from a categorical distribution of events "a," "b," and "c," with probabilities 1/12, 4/12, and 7/12. The Y bundles were generated from a categorical distribution of the same events a, b, and c, but with probabilities 7/12, 4/12, and 1/12. Each bundle consisted of 24 trials, leading to a total of 96 stimuli in the input sequence.
