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Фрактальное сжатие изображений – алгоритм
сжатия с потерями, основанный на представлении
изображения в более компактной форме с помощью
коэффициентов систем итерируемых кусочно"опре"
делённых функций (PIFS – Partitioned Iterated Fun"
ction Systems), как правило, являющихся аффинны"
ми преобразованиями частей изображения [1]. Сте"
пень сжатия изображений может достигать 100:1 [2].
Фрактальная компрессия стала практически реали"
зуемой после введения Арно Жаквином (Arnaud
Jacquin) [3] понятия итерируемых кусочно"определён"
ных функций, в которых, каждое из набора отображе"
ний покрывает изображение частично, а не целиком.
На текущий момент основными недостатками
алгоритма являются большие временные затраты
сжатия и невозможность гарантировать ту или
иную степень потерь (качество декодированного
изображения зависит от самоподобия сжимаемо"
го). Достоинства включают степень сжатия
на уровне JPEG при сравнительно одинаковом ка"
честве, быстрый процесс декодирования, незави"
симость восстанавливаемого изображения от раз"
решения (хранится структура изображения,
а не данные о пикселях), потери проявляются в ви"
де размытия изображения, а не в виде высокоча"
стотных шумов в области контрастных переходов,
свойственный алгоритму JPEG.
Характеристики современных ЭВМ позволяют
преодолеть проблему скорости сжатия, сохраняя
перечисленные достоинства. Последние могут
найти широкое применение в области сжатия ви"
деоинформации, например, в технологии Intel Wi"
reless Display [4].
Целью работы является исследование имею"
щихся модификаций алгоритма и их объединение
для увеличения быстродействия базового.
В общих чертах, фрактальное сжатие можно
разделить на два этапа:
1) разбиение изображения на множество ранго"
вых блоков и на множество доменных блоков
(которые могут перекрывать друг друга);
2) применение преобразований для каждой пары
доменный–ранговый блок: геометрическое,
отображающее доменный блок в ранговый,
и аффинное, изменяющее значения яркости
доменного блока до максимального соответ"
ствия значениям яркости рангового блока.
От схемы разбиения, используемой на первом
этапе, зависит качество сжатия. Чем больше до"
менных блоков, тем больше шанс найти наиболее
подобный ранговому блок.
На втором этапе необходимо так преобразовать
доменный блок, чтобы он был максимально подо"
бен ранговому. Общая формула преобразования
значений пикселей доменного блока выглядит сле"
дующим образом:
(1)
где Di* и Di – преобразованный и исходный i"й домен"
ный блок соответственно; s – коэффициент измене"
ния контраста; o – коэффициент сдвига по яркости.
Помимо непосредственного преобразования
значений пикселей по формуле (1), доменный блок
также может быть подвергнут общему масштабиро"
ванию (уменьшение размеров до размеров ранго"
вого блока, например, интерполяцией или про"
стым прореживанием), повороту и другим аффин"
ным преобразованиям.
Преобразованный доменный блок должен соот"
ветствовать ранговому блоку как можно сильнее,
поскольку именно так ранговый блок будет восста"
новлен при декодировании. Для оценивания рас"
хождения (расстояния) между преобразованным
доменным и данным ранговым блоками, необхо"
димо ввести соответствующую метрику. Обычно
используется функция среднеквадратического от"
клонения (СКО) [1, 2, 5]:
(2)
где Ri – i"й ранговый блок, Di* и Di – преобразован"
ный и исходный i"й доменный блок соответствен"
но, N – количество пикселей в ранговом блоке.
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Очевидно, чем меньше расстояние (2) между
блоками, тем больше они подобны.
Коэффициенты s и o можно найти из формулы
(2), взяв частные производные по этим перемен"
ным.
Раскроем квадрат в выражении (2):
(3)
Имеем следующее условие:
(4)
Выразим сдвиг по яркости:
(5)
Подставим (5) в уравнение частной производ"
ной по s (4) и получим следующие формулы для
нахождения коэффициентов:
(6)
Преобразовав формулу (3), получим выражение
для нахождения расстояния:
(7)
Формулы (6, 7) позволяют упростить вычисли"
тельную нагрузку, так как суммы
можно вычислить еще до начала перебора,
когда уже сформированы множества ранговых
и доменных блоков. Тогда на этапе сопоставления 
потребуется вычислить лишь сумму и най"
ти коэффициенты.
Порядок проведения исследований
Исследуемые модификации алгоритма реализу"
ются программно на языке C++ для получения
практически обоснованных характеристик (время
сжатия, качество сжатия по метрикам SSIM
и PSNR, размер сжатого файла, скорость декоди"
рования).
Для правильного сравнения результатов испы"
тания проводились с помощью одних и тех же ап"
паратных и программных средств.
Для оценки качества восстановленного изобра"
жения используется программа IMQ Ver. 110113[6].
Характеристики ПЭВМ: процессор Intel Core
i3 530 2,93 ГГц, ОЗУ 2 Гб DDR3, ОС Windows 7.
Индекс производительности Windows 5,5. Для те"
стов используются изображения в оттенках серого
(8 бит/пиксель) группы фрактального кодирова"
ния и анализа (fractal coding and analysis group) [7].
Используемые далее характеристики включают
в себя полное время работы алгоритма сжатия, ал"
горитма декодирования, размер сжатого файла, ка"
чество по метрикам SSIM и PSNR.
Выбор метода разбиения
Метод разбиения изображения на множество
доменных и ранговых блоков накладывает ограни"
чения на их размер и форму, и непосредственно
влияет на качество и коэффициент сжатия. Из"
вестно достаточно большое количество различных
схем построения системы ранговых блоков, среди
них разбиение на множество блоков фиксирован"
ного размера, разбиение методом квадродерева,
разбиение при помощи триангуляции.
В таблице 1 приведены результаты исследова"
ния перечисленных схем разбиения.
Таблица 1. Результаты испытаний методов разбиения на изо$
бражении lena с разной глубиной разбиения 
Наиболее успешным оказалось разбиение мето"
дом квадродерева. К достоинствам метода можно
отнести адаптивность: изображение разбивается
на большее количество блоков на тех участках, где
имеется больше деталей для кодирования.
Однако такое разбиение обладает и рядом недо"
статков. Фактически непосредственный процесс
перебора блоков имеет смысл выполнять лишь
на уровнях квадродерева с размерами ранговых
блоков 1616, 88, 44, 22 пикселя. То есть рекур"
сивно разбивать изображение, начиная с исходных
размеров, нет необходимости: рекурсивное выпол"
нение функции разбиения до достижения необхо"
димого уровня является неэффективным и имеет
ряд недостатков:
• замедляет процесс сжатия;
• усложняет распараллеливание алгоритма;
Алгоритм 
разбиения
Время
сжатия,
с
Время де$
кодиро$
вания, с
Размер
файла,
кб
SSIM PSNR
Базовый
6,94 0,08 61,5 0,946 35,451
0,81 0,08 14,4 0,849 29,795
Квадродеревом
7,05 0,10 50,8 0,936 33,356
1,12 0,09 12,9 0,832 28,611
Триангуляционный
16,77 0,27 25,3 0,842 28,836
89,45 0,35 40,7 0,893 31,746
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• ограничивает размер изображения: в качестве
начального уровня выбирается наибольший
квадрат, вписываемый в размеры изображения;
оставшаяся часть, при ее наличии, либо игно"
рируется, либо обрабатывается отдельно.
Абсолютное большинство программных реали"
заций [8–13] использует данную схему разбиения,
считая вершиной квадродерева наибольший ква"
драт, вписываемый в исходное изображение.
Рис. 1. Уровни разбиения изображения методом псевдоква$
дродерева
От перечисленных выше недостатков можно
избавиться, немного модифицировав подход, ори"
ентируясь на эффективность программной реали"
зации и сохраняя преимущества разбиения мето"
дом квадродерева. Далее в работе метод будет име"
новаться разбиением методом псевдоквадродерева,
рис. 1.
Изображение можно сразу разбивать на множе"
ство блоков целевого размера, например, 1616
пикселей (рис. 1, верхняя плоскость). И далее, если
понадобится, дополнительно разбивать эти блоки
(рис. 1, средняя и нижняя плоскости). Такой под"
ход позволит освободиться от лишних операций
рекурсивного разбиения изображения, хранения
стека вызова функций, а также позволит кодиро"
вать изображение размером, кратным максималь"
ному размеру доменного блока, аналогично другим
алгоритмам сжатия изображения, например,
JPEG, работающему с изображениями размерами,
кратными 16 пикселям (до кодирования недостаю"
щие пиксели добавляются к области кодирования).
Переупорядочивание блоков изображения в памяти
Дополнительно ускорить работу алгоритма
можно за счет подготовки памяти к процессу пере"
бора блоков. Легче всего ускорить работу с памя"
тью при кодировании для изображения, разбитого
на блоки фиксированного размера.
Перед началом кодирования (доменно"ранго"
вые сопоставления) пиксели изображения можно
переупорядочить так, чтобы с точки зрения орга"
низации ОЗУ доступ к ним происходил максималь"
но быстро.
На рис. 2, а, приведена схема обычного способа
хранения изображения в оперативной памяти ком"
пьютера. Строки идут друг за другом, т. е. пиксели
лежат последовательно в виде цепочки. Группы
пикселей, принадлежащие одному блоку, выделе"
ны тоном. Поскольку при кодировании обращение
происходит не к пикселям всего изображения, а к
пикселям его блоков, то, переупорядочив данные
в памяти, можно добиться последовательного об"
ращения к ней же. Например, на рис. 2, а, изобра"
жение состоит из четырех блоков: 1–4; 5–8;
9–2 и 13–16. Пиксели одного блока выделены то"
ном. Поскольку информация в ОЗУ читается по"
следовательно, то при чтении пикселей 1, 2, 3,
4 также будут считаны пиксели 5 и 6. Если пе"
реупорядочить изображение в памяти так, как по"
казано на рис. 2, б, то процесс чтения оптимизиру"
ется и, как следствие, будет происходить быстрее.
Рис. 2. Вид хранения пикселей изображения в памяти ком$
пьютера: а) обычный; б) переупорядоченный
Таким образом, создав два буфера переупорядо"
ченного хранения ранговых и доменных блоков
и потратив немного времени на копирование,
можно существенно ускорить процесс сжатия,
табл. 2.
Таблица 2. Результат переупорядочивания пикселей блоков
в памяти
Подобное ускорение можно также применить
для кодирования изображения, разбитого на блоки
построением квадродерева. По заранее известным
(вычисленным) данным о размере доменных бло"
ков и шагу их выбора, можно подготовить домен"
ный пул для каждого уровня квадродерева. В слу"
чае разбиения предлагаемым методом псевдоква"
дродерева, количество уровней существенно уме"
ньшается за счет отбрасывания ненужных началь"
ных.
Допустим, имеем три уровня разбиения: 1616,
88 и 44 пикселей. Размеры доменных блоков бу"
дут соответственно 3232, 1616 и 88 пикселей.
Если шаг выбора доменных областей совпадает
с их размером, то понадобится в четыре раза боль"
ше памяти, чем при обычном подходе, когда хра"
нится лишь непосредственно само изображение.
Так, 256256 пикселей изображения в оттенках се"
Изображение
Время сжатия, с
SSIM PSNRБез переупоря$
дочивания
С переупоря$
дочиванием
Lena (512) 2,92 1,48 0,834 28,850
Frymire (1024) 58,31 39,35 0,543 13,587
? ?
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рого занимают 64 кбайт. Для хранения трех уров"
ней доменного пула используется 256 кбайт, что
для текущих характеристик ПЭВМ проблемой
не является, а результат, как показано в табл. 2, за"
метный: ускорение почти в два раза без использо"
вания схем классификации и другого рода алгорит"
мической оптимизации.
Классификация блоков
Классификация доменных и ранговых блоков
предназначена для уменьшения перебора блоков,
и, как следствие, ускорения алгоритма сжатия.
Каждый доменный блок классифицируется до на"
чала кодирования. Во время подбора потенциаль"
ный ранговый блок также классифицируется
и сравнивается только с доменами соответствую"
щего класса (либо нескольких близких классов).
Наиболее эффективными признаются класси"
фикации [14]:
• Фишера (Y. Fisher) [2];
• на основе нахождения «центра масс» [15];
• Хёртджена (B. Hurtgen) [16];
• Саупе (D. Saupe) [17];
• Саупе–Фишера [2].
Результаты сравнительных испытаний, прове"
денных в идентичных условиях, приведены в табл. 3.
Таблица 3. Результаты испытаний методов классификаций
блоков 
Классификация Саупе–Фишера показала очень
хороший результат на обоих тестовых изображе"
ниях, используемых в практических испытаниях.
Исследования на изображении большего разреше"
ния (frymire, 10241024) позволяет говорить о суще"
ственном сокращении времени кодирования
по сравнению со всеми остальными схемами клас"
сификации. Декодированное изображение при этом
довольно близко к оригиналу, метод незначительно
ухудшает визуальное сходство, оцениваемое по ме"
трикам SSIM и PSNR. Визуально различия почти
незаметны. Вторым по успешности методом клас"
сификации можно по праву считать схему Фишера.
Распараллеливание
В [18] показана возможность распараллелива"
ния процесса фрактального сжатия изображений,
а также линейная зависимость такого ускорения
от числа процессорных ядер. Так, на двух ядрах
имеет место двукратное ускорение. На одноядер"
ных процессорах Intel с поддержкой технологии
HyperThreading достигается 1,4 кратное ускорение.
Предлагаемая схема фрактального сжатия 
изображений
На основе проведенных исследований и полу"
ченных результатов, наиболее эффективной с точ"
ки зрения соотношения времени сжатия, времени
декодирования, качества восстановленного изо"
бражения по метрикам SSIM и PSNR и размеру
файла сжатого изображения будет схема фракталь"
ного сжатия изображений с разбиением методом
псевдоквадродерева и классификацией блоков
по схеме Саупе–Фишера с распараллеливанием
и переупорядочиванием блоков. Блок"схемы сжа"
тия и декодирования приведены на рис. 3, резуль"
таты испытаний – в табл. 4.
Итоговое тестирование быстродействующей
схемы показало, что на фотореалистических изо"
бражениях, где характер потерь при сжатии алго"
ритмом JPEG проявляется менее заметно, фрак"
тальное сжатие слегка отстает. На растровых изо"
бражениях геометрических фигур (изображения
crosses, circles) фрактальное сжатие заметно вы"
игрывает у JPEG, что обусловлено более высокой
степенью самоподобия указанных изображений.
Алгоритм JPEG хорошо справляется с прямоуголь"
никами и линиями, расположенными вертикально
либо горизонтально (изображения squares, hori"
zon). На сжатии текстовых изображений алгоритм
работает плохо (изображение text).
Выводы
Предложен быстродействующий алгоритм
фрактального сжатия изображений, объединяю"
щий в себе наиболее эффективные модификации
базовой схемы. Классификация блоков, суще"
ственно снижающая количество переборов, пе"
реупорядочивание пикселей блоков а также распа"
раллеливание процесса сжатия приводят к его
ускорению. На начальном уровне модификация
разбиения методом псевдоквадродерева сразу ра"
ботает с блоками целевого размера (1616 вместо
размера сжимаемого изображения, например,
Метод клас$
сификации
СКО
Время
сжатия, с
Размер
файла, кб
SSIM PSNR
Изображение lena 512512
Полный пе$
ребор
8 1138,86 14,71 0,881 33,893
2 3168,26 50,44 0,961 37,712
Фишера
8 0,61 16,51 0,874 33,257
2 1,27 52,39 0,948 35,917
Центр масс
8 1,02 15,92 0,876 33,489
2 2,23 51,94 0,951 36,440
Хёртджена
8 1,15 16,10 0,875 33,397
2 2,55 52,25 0,949 36,258
Саупе
8 3,55 14,81 0,880 33,851
2 12,49 50,84 0,961 37,642
Саупе–Фи$
шера
8 0,91 15,22 0,879 33,742
2 2,28 51,46 0,959 37,387
Изображение frymire 10241024
Полный пе$
ребор
8 25386,59 163 0,932 20,857
2 31031,18 168 0,943 20,986
Фишера
8 53,19 161 0,921 20,293
2 60,03 168 0,925 20,316
Центр масс
8 152,06 159 0,925 20,462
2 184,01 167 0,929 20,479
Хёртджена
8 150,13 160 0,929 20,687
2 163,30 167 0,933 20,717
Саупе
8 130,76 159 0,919 20,278
2 149,39 167 0,922 20,296
Саупе–Фи$
шера
8 21,69 161 0,882 18,819
2 23,62 168 0,885 18,831
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512512), упрощая разбиение изображений неква"
дратного размера, в отличие от разбиения методом
квадродерева. Алгоритм позволяет достичь ускоре"
ния сжатия до 1000 раз по сравнению с полным пе"
ребором, при несущественных потерях качества
изображения и том же размере.
Работа выполнена при финансовой поддержке гранта
УМНИК.
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Рис. 3. Блок схема комплексного алгоритма фрактального сжатия и декодирования изображений: а) сжатия; б) декодирования
Таблица 5. Результаты испытания предлагаемого алгоритма
Изображе$
ние
Время сжа$
тия, с
Полный пе$
ребор, с
Время деко$
дера, с
Размер фай$
ла, кб
SSIM PSNR
Размер фай$
ла jpg, кб
JPEG SSIM JPEG PSNR
Lena 0,511 1138,86 0,040 15,200 0,8773 33,7358 15,480 0,897 34,398
Frymire 12,298 25386,59 0,164 160,200 0,8804 18,8180 157,000 0,831 20,568
Barb 0,825 1842,20 0,040 27,700 0,8813 29,5024 28,348 0,923 32,545
Mandrill 1,675 2841,59 0,040 45,541 0,8491 26,8805 76,100 0,943 32,626
Crosses 0,599 66,62 0,017 2,687 0,9286 21,9279 2,687 0,899 23,463
Circles 0,523 47,17 0,016 1,565 0,9956 31,5830 1,579 0,941 25,342
Squares 0,377 24,08 0,016 0,382 0,9999 62,6710 0,468 1,000 158,131
Text 1,946 384,83 0,050 21,500 0,9401 21,4640 28,800 0,998 31,860
Horizon 0,518 51,69 0,014 1,800 0,9524 27,8890 1,799 0,978 34,697
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Фильтры Габора принадлежат к семейству поло"
совых фильтров [1]. Такие фильтры способны вы"
явить диапазон частот сигнала в определенном
промежутке и направлении [2], их широко исполь"
зуют для определения краев на изображениях.
Разработка инструментов для проектирования
фильтров Габора является неотъемлемой частью
многих задач обработки изображений. В данной
работе использовано программное обеспечение,
разработанное нами в среде Matlab для проектиро"
вания фильтров Габора, а также для учебных целей.
Нам удалось найти оптимальное соотношение
между частотой и шириной фильтра Габора и осу"
ществить удаление постоянной или средней соста"
вляющей фильтра Габора – DC (Direct Current) ком"
поненты.
Поскольку фильтры предназначены для обра"
ботки изображений, мы сосредоточились на 2"мер"
ных фильтрах. Во всех экспериментах использова"
ны фильтры 1111 пикселей.
Фильтр Габора
Импульсная переходная характеристика филь"
тра Габора определяется в виде произведения гаус"
совской функции на гармоническую [3]:
где
f0 и  – частота и фаза. Вращение фильтра на  гра"
дусов описывается как [4]:
Изменяя угол вращения , можно изменять на"
правление, в котором необходимо обнаружить
края. На рис. 1 представлены синусоидальная
и гауссовская компоненты фильтра, а также сам
фильтр.
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Разработано программное обеспечение для проектирования фильтров Габора с целью обнаружения краев объектов на изобра$
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