Noisy data are often tted using a smoothing parameter, controling the importance of two objectives that are opposite to a certain extent. One of these two is smoothness and the other is closeness to the input data.
Introduction
During the last decade wavelets have become a popular tool in signal and image processing 2]. Wavelet theory supports the idea of multiresolution 14] in a natural way. A multiresolution analysis of a signal allows to look at the signal at di erent scales. From the behaviour of a signal at successive scales, it is possible to derive its characteristics 13] and to detect singularities 12]. Unlike the classic Fourier analysis, a wavelet transform also maintains space or time information. A discontinuity in a function at a certain place only has in uence on those coe cients that correspond to basis functions at that place. Since sine and cosine functions have an in nite support, a Fourier analysis is not able to localise edges. Wavelet basis functions are thus local in time and frequency. This permits to represent a regular signal with a small number of coe cients. Moreover, a wavelet transform is fast.
One of the applications of this theory is the problem of noise reduction. Many algorithms use some of the properties of a wavelet decomposition, to distinguish the regular part of a signal from a random perturbation. One, important class of algorithms de nes a criterion to divide the wavelet coefcients into two groups. The rst group contains the coe cients dominated by noise, while the other coe cients are su ciently clean. The most simple procedures 5, 4, 3] are based on the observation that a limited number of coe cients are su cient to reconstruct a regular signal. These algorithms eliminate all wavelet coe cients below a certain threshold because those coe cients are dominated by noise. Donoho and Johnstone 6] showed that this method has statistical optimality properties. The approach of Xu, Weaver and collaborators 19] classi es the coe cients by their correlation between the successive scales. Mallat and his collaborators 12] use the wavelet coe cients to compute local regularity parameters of the signal. Practically, their method only examines the regularity in the extrema of the wavelet coe cients. All these methods are based on an individual, binary classi cation of wavelet coe cients. To incorporate spatial coherence between clean coe cients, Bayesian procedures 11, 10] introduce an a priori model for con gurations of important coe cients.
This paper concentrates on the simple threshold algorithm. In this procedure, the threshold value is a parameter that the user can choose. The optimal threshold makes the result as close as possible to the noise-free signal. However, since this original signal is unknown, we cannot compute the error of the result and hence not minimize it. Donoho and Johnstone 4] propose a threshold proportional to the noise level.
But in many practical cases the actual amount of noise is not known. Instead of estimating the noise level, we try to nd a good threshold directly, only using the input data. Weyrich Cross Validation is a function of the threshold value only based on the input data. Its minimum is a good approximation for the optimal threshold. Wahba 17] uses the same idea to nd an optimal smoothing parameter for a spline tting procedure. Unfortunately, computations are expensive in this case.
In this text we prove that the minimum of the \Generalized Cross Validation" is an asymptotically optimal threshold. In this way we justify the method of Weyrich and Warhola 18] and explain its success. Unlike the spline tting case, removing small wavelet coe cients is a non-linear operation. The main problems in our proof arise from this non-linear character. Beside this theoretical evidence, we also illustrate the method with an example in image denoising. We emphasize that computations are faster than for spline smoothing.
This paper is organised as follows. In the second section we introduce some notation and formulate the problem. This leads to the de nition of an error function which has to be minimized. In Section 3 we examine this error function. The following section tries to nd out what we can do if we compare the input and output data for a given threshold. Section 5 introduces the idea of Cross Validation in an informal way. In Section 6 we prove that the method is the asymptotically optimal. In Section 7 we illustrate that computations are fast. The minimisation procedure is no bottleneck in the noise reduction algorithm. In Section 8 we indicate how we can apply this method to images and suggest a way to speed up the calculations for such large data sets.
Notations and problem
We consider the following model of a discrete noisy signal: This transform localizes the most important spatial and frequential characteristics of a regular signal in a limited number of wavelet coe cients. On the other hand, it is easy to prove that an orthogonal transform of stationary, white noise results in stationary white noise. This means that the expected noise energy is the same in all coe cients. If this energy is not too large, noise has a relatively small in uence on the important large signal coe cients. These observations suggest to replace the small coe cients by zero, because they are dominated by noise and carry only a small amount of information. We will use Donoho's \soft-thresholding" or \shrinking" function, shown in Figure 1 : a wavelet coe cient w between ? and is set to zero, while the others are shrunk in absolute value.
The shrinking (soft-thresholding) operations can be represented as
where (6) We call A the in uence matrix. Through D , it depends on the threshold value but also on the input signal y.
A natural question arising from this procedure is how to choose the threshold . This choice should be optimal in a certain way. If y is the result of applying the threshold procedure to the wavelet coe cients of a signal y, and " = y ? f is the noise of this result, then an often used criterion to measure the quality of this result is its signal-to-noise ratio (SNR( )):
SNR( ) = 10 log 10
An optimal choice of should maximize SNR( ). This is equivalent to minimizing the mean square error R:
where we used the classical Euclidian vector norm based on the inner product hp; qi = P i p i q i . Because of the orthogonality of W, we can also compute R from the wavelet coe cients as:
where ! = w ? v = W " is the noise after the operation in the wavelet domain.
However, because f is unknown the function R( ) is not computable and hence it cannot be used to nd an optimal . The optimal threshold has to be estimated. Donoho and Johnstone 4] propose to use the \universal threshold" estimation: = q 2 log(N) :
(9) This formula and other, more complicated estimators require knowledge of the noise variance 2 , which may not be readily available in practical applications. Weyrich and Warhola 18] therefore suggest to adapt Wahba's Generalized Cross Validation (GCV ) 17, 1] for automatic spline smoothing. Applied to our wavelet procedure, this GCV should be a function of the threshold value, using only known data and having approximately the same minimum as the residual function R. 3 The mean-square error function R( ) Since we are looking for an approximation of R( ), it is useful to examine this function rst. In the wavelet domain we have:
The expectation of this function can then be written as:
Because exact coe cients are also transformed by the thresholding operations, the value of ! contains a bias. This is re ected in the rst term of equation (11). Therefore we also de ne: We can conclude that the mean square error is approximately a sum of two terms. The rst is a bias, and the second is due to the noise. We now return to equation (11) and we consider the sum of the rst and last term of the right-hand side. For the purpose of our proof, we need this sum to be positive. This holds true if for each index i: (v 
We investigate the third term in detail because this leads to some essential equations. Therefore we de ne:
4.2 Another expression for 1 We now prove :
Lemma 1 If the density h(! i ) is Gaussian, then This lemma is in fact a special case of more general results by Hudson 8] and Stein 16] .
We may conclude:
The derivative in uence matrix
We now introduce a new matrix: With these notations, and since for a Bernoulli variable
we can rewrite 1 as: 
Ordinary Cross Validation
This section introduces the idea of Cross Validation in an informal way. Our aim is to minimize the error function based on an unknown exact signal. We therefore try to nd a good compromise between goodness of t and smoothness. We assume that the original signal is regular to some extent, which means that the value f i can be approximated by an linear combination of its neighbours. So, by consideringỹ i , a combination of y j , not depending on y i itself, we can eliminate the noise in this particular component. Since we replace it by a weighted average of its neighbours, noise in these components is smoothed, and so we end up with a relatively clean, noise-independent value. This value can be used in the computation of an approximation for R( ). 
If the wavelet transform is orthogonal, the same formula can be used, mutatis mutandis, in the wavelet domain.
Asymptotic behaviour
In this paragraph we shall prove that if = arg min R( ) and~ = arg min GCV ( ), then for N ! 1, both minimizers yield a result of the same quality:
The rst di culty is due to the fact that, unlike in the spline case, GCV ( ) is a quotient of two variables both depending on the input signal. Next, we compare the result obtained by the minimal GCV-threshold~ with the result for the optimal threshold . We give an upper bound for the ratio R(~ ) R( ) : Finally we show that this upper bound tends to one. 6 .2.1 A quotient of two random variables GCV ( ) is a quotient of two random, mutually dependent, variables. We therefore use asymptotic arguments to obtain that for N ! 1 (recall (25) We can write:
If we suppose that opt p 2 log(N) , and we use the asymptotic expression 
We have:
To nd this maximum, we distinguish three cases: 
It is easy to check (numerically) that this maximum is reached for b = 2 . We call
Using (19) we have:
Now (36) becomes:
A long but trivial calculation shows that
If opt p 2 log(N) , we have 
Computational aspects
The procedure to be executed can be described as follows:
1. Compute w = W y, using the fast wavelet transform algorithm.
2. Choose a starting threshold value. 3 . Minimise GCV ( ). Because GCV ( ) is an approximation itself, it is not useful to compute its minimum very precisely. Moreover, in most cases this is not necessary either, due to the smooth curve of R( ) in the neighbourhood of its minimum. For a fast wavelet transform we need 2F 2N ops, where F is the number of lter coe cients. For F = 4, we have 16N ops. To reconstruct the signal after the operation with optimal , we need an inverse transform too. This makes the minimisation procedure not too expensive, as compared with the wavelet transform. 
Application to images
An image can be seen as a function of two independent variables, say x and y. If we have a two-dimensional wavelet transform, GCV theory can easily be adapted to the coe cients computed by this formula.
A trivial way to construct a 2D-wavelet transform, starting from its 1D version, is to use tensor products. The resulting \square wavelet transform" is described in 9]. Obviously, this is not optimal, since the axes are mostly arbitrarily chosen lines which do not have any meaning for the image. This method thus introduces artifacts and more sophisticated methods therefore produce better results. However, since this text illustrates the possibilities of GCV theory for image denoising, this simple choice is su cient here.
Though computation of GCV ( ) is quick, for large images time may become crucial. To deal with this problem, one can base the computation of GCV ( ) not on all pixels, but on a well selected, representative part of it. Of course GCV ( ) cannot be computed exactly in this way. For a 256 256 pixel image we used a very simple equidistant sampler of 1000 pixels and obtained the results given in gure 5. This gure shows a detail of the GCV ( ) curve, together with its approximation and also the corresponding curves for the real square error function.
In this case the minimum of the approximate GCV is accidentally a Figure 6 : Result of the threshold operation with the minimizer of GCV ( ), based on 1000 pixels. On the left hand we have the original image, in the middle the noisy image (SNR = 10:0dB), on the right the result (SNR = 15:5dB).
better approximation for the optimal threshold than the minimum of the true GCV . Figure 6 shows the eventual result.
Discussion
We introduced Generalized Cross Validation for wavelet shrinking, based on the absolute value of the wavelet coe cients. This combination has been proved to be successful. Without knowledge of the noise level, one can nd a nearly optimal threshold. However wavelet thresholding is a very simple, straightforward denoising algorithm. It would be interesting to know whether a similar combination is also possible with more so sticated denoising procedures. In Section 4, we explicitly used the shrinking formula to compute E ! i i ]. At this point our arguments do not hold for other algorithms.
A possible modi cation is to compute a separate threshold for each resolution level. Although this is more adaptive, problems might occur from the fact that at low levels the Generalized Cross Validation function is based on too little coe cients (recall that this procedure is only asymptotically optimal). One can therefore group some levels together.
