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Resumen. De acuerdo con la Meca´nica Cla´sica, en el plano euclidiano
no es posible obtener traslacio´n de un cuerpo a partir del reposo sin la pre-
sencia de fuerzas externas. En una superficie riemanniana cualquiera, esto
s´ı puede suceder. En este trabajo de grado, que es puramente matema´tico,
demostraremos –bajo ciertas suposiciones simplificadoras– co´mo es que este
feno´meno ocurre. Tambie´n probaremos que la magnitud de la traslacio´n, en
tales circunstancias, es proporcional a la curvatura gaussiana de la superfi-
cie. Para tal fin, estudiamos el movimiento de ciertos sistemas cuasir´ıgidos de
part´ıculas en una vecindad pequen˜a de superficie riemanniana arbitraria. En
ellos ocurre el efecto natacio´n: cierto movimiento c´ıclico produce traslacio´n
efectiva en ausencia de fuerzas externas.
Abstract. According to classical mechanics, in the Euclidean plane it is
impossible to get a nonzero amount of translation from rest for a body wit-
hout external forces. On an arbitrary Riemannian surface, this may happen.
In this undergraduate thesis, which is purely mathematical, we will prove
–under simplifying assumptions– how this phenomenon takes place. Under
the same hypotheses, we will also prove that the amount of translation is
proportional to the Gaussian curvature. To this end, we study the motion of
certain quasi-rigid particle systems in a small neighborhood of an arbitrary
Riemannian surface. A swimming effect occurs: certain cyclical movement
produces effective translation in the absence of external forces.
The amount of translation depends on the intrinsic curvature of the manifold.
Jack Wisdom en
Swimming in Spacetime: Motion by Cyclic Changes in Body Shape (2003)
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Introduccio´n
La cita anterior de Wisdom (2003) plantea el problema de aclarar la
dependencia entre la magnitud de la traslacio´n y la curvatura gaussiana de
una superficie cuando se realiza un movimiento c´ıclico de cierto sistema,
en ausencia de fuerzas externas. Algunas pistas se tienen ya. En el trabajo
de Cuellar (2015) se intento´, pero no se pudo demostrar en general que se
trata de una proporcionalidad directa (all´ı so´lo se consideraron la esfera y las
superficies de revolucio´n). Y, en verdad, la intuicio´n sugiere que habra´ ma´s
traslacio´n cuando haya ma´s curvatura. En este trabajo de grado proponemos
una simplificacio´n del problema que produce la deseada dependencia lineal
de la curvatura.
En el primer cap´ıtulo estudiamos un par de ejemplos de sistemas cua-
sir´ıgidos con el propo´sito de establecer los conceptos que se deben definir
matema´ticamente para estudiar la dina´mica que nos ocupa. Tales conceptos
comprenden el espacio de configuracio´n, el espacio de forma, la convencio´n
gauge, el potencial gauge, entre otros. El segundo cap´ıtulo esta´ dedicado a las
especificaciones de espacio de configuracio´n, espacio de forma y velocidades
de las masas puntuales para un primer sistema, al que llamamos rana. El
tercer cap´ıtulo estudia la dina´mica de este sistema con ayuda del formalismo
lagrangiano y el Teorema de Noether. Se obtiene una expresio´n general para
la rana que puede explicar la magnitud de traslacio´n en el caso simple de
la esfera. Como esta aproximacio´n al problema no es u´til para todos los ca-
sos, en el cap´ıtulo cuarto proponemos otro sistema, que llamamos lagartija.
A e´l damos el mismo tratamiento dina´mico y obtenemos un sistema de dos
9ecuaciones diferenciales ordinarias que involucra las coordenadas de forma
y las coordenadas de configuracio´n. En este momento fundamental, ante la
dificultad de separar las variables, optamos por una aproximacio´n nume´rica
al problema. Esto nos lleva a una linealizacio´n simplificante del sistema ori-
ginal. Con ella, en el quinto y u´ltimo cap´ıtulo, logramos demostrar, en toda
generalidad, la existencia de una magnitud efectiva de la traslacio´n junto
con la dependencia directa de dicha traslacio´n con respecto a la curvatura
gaussiana.
El principal me´rito de este trabajo ha consistido en dar un tratamiento
novedoso al problema estudiado. No se conoce una fuente bibliogra´fica que
contenga el mismo resultado, con el mismo nivel de generalidad. Por cierto,
las herramientas usadas son las ma´s sencillas posibles, a saber: los resultados
ma´s ba´sicos de la Geometr´ıa Diferencial de las superficies riemannianas.
CAPI´TULO 1
Pro´logo: cuerpos deformables
El propo´sito de este cap´ıtulo es mostrar un par de ejemplos en los que
se evidencia la manera co´mo la Geometr´ıa Diferencial es u´til al momento
de escoger una configuracio´n adecuada para describir el movimiento de un
cuerpo deformable o flexible. En efecto, el problema f´ısico exige inicialmente
encontrar un sistema de coordenadas conveniente para la descripcio´n de dicho
movimiento. Tal adecuacio´n tiene que ver con la simplicidad de la descripcio´n
y con el descubrimiento de ciertos invariantes del movimiento. Los ejemplos
que siguen han sido tomados de Littlejohn & Reinsch (1997). Los seguimos
muy de cerca, aunque con una notacio´n y una presentacio´n ma´s matema´ticas.
1.1. Primer sistema
Consideremos un cuerpo formado por dos varillas r´ıgidas sin masa sig-
nificativa que esta´n conectadas en uno de sus extremos o juntura, como se
muestra en la Figura 1.1. Las dos varillas tienen longitud l y masas iguales
m en sus extremos libres (o sea, donde no va la juntura). La juntura esta´
anclada en el origen del espacio o sistema inercial plano usual. Los puntos
de tal espacio se describen mediante coordenadas cartesianas rectangulares
x, y. Diremos que el cuerpo resultante tiene forma de V o, simplemente, que
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Figura 1.1: Primer sistema.
es una V . Suponemos tambie´n que dicha V tiene mu´sculos –o algo similar–
que hace que ella cambie de forma abrie´ndose o cerra´ndose un a´ngulo α. Ma´s
precisamente, asumimos que dichos motores o mu´sculos no producen torques
externos, de tal suerte que el momento angular del sistema se conserva.
¿Co´mo describir el movimiento de esta V ? La respuesta no es del todo
obvia. Despue´s de meditar un poco, notamos que la configuracio´n se puede
determinar mediante dos a´ngulos α, θ. Diremos que el a´ngulo α, la apertura
de la V , es una coordenada de forma; mientras que θ, el a´ngulo entre el eje
x y una de las varillas, es una coordenada de orientacio´n. Una vez escogida
la varilla que determina θ, ya no se puede cambiar –o sea, las varillas son
distinguibles. As´ı, α ∈ [0, 2pi) y el “espacio de forma” es una circunferencia
descrita por la coordenada α. Esta coordenada es independiente de la coorde-
nada de orientacio´n. En concordancia, dos “configuraciones” de la V tienen
la misma forma si existe una rotacio´n r´ıgida del plano que transforma una
configuracio´n en la otra (es decir, si son congruentes mo´dulo SO(2)).
Pasemos al estudio del movimiento. Sean (x1, y1), (x2, y2) las coordenadas
de las posiciones de las masas en el sistema inercial. El momento angular del
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sistema solamente tiene una componente perpendicular al plano
L = m
∣∣∣∣∣ x1 y1x˙1 y˙1
∣∣∣∣∣+m
∣∣∣∣∣ x2 y2x˙2 y˙2
∣∣∣∣∣ ,
donde las barras denotan determinantes y los puntos derivadas. Luego de
multiplicar por dt, se obtiene que la forma diferencial
x1dy1 − y1dx1 + x2dy2 − y2dx2 = 0. (1.1)
El significado de esta expresio´n encierra una restriccio´n dina´mica entre las
posiciones de las masas y sus incrementos infinitesimales como consecuencia
de la anulacio´n del momento angular.
Con ayuda de las coordenadas de forma y de orientacio´n la expresio´n se
simplifica considerablemente. En efecto, al poner x1 = l cos θ, y1 = l sen θ,
x2 = l cos(θ + α), y2 = l sen(θ + α). Por lo tanto, dy1 = l cos θdθ, dx1 =
−l sen θdθ,
dy2 = l cos(θ + α)dθ + l cos(θ + α)dα
y dx2 = −l sen(θ + α)dθ − l sen(θ + α)dα. De esta forma, (1.1) se reduce a
2l2dθ + l2dα = 0 si y so´lo si dθ = −1
2
dα,
en virtud de la identidad pitago´rica. Ahora, esta expresio´n muestra como el
cambio infinitesimal dα de la forma resulta en un cambio infinitesimal dθ
de la orientacio´n, cuando el momento angular se anula. Las interpretaciones
f´ısica y geome´trica son simples: cuando L = 0, la bisectriz del a´ngulo de
apertura α de la V permanece constante mientras α crece o decrece. As´ı,
la mitad del incremento en α corresponde a una varilla (digamos en sentido
horario) y la otra mitad a la otra varilla (digamos en sentido antihorario).
Para el propo´sito de este trabajo es u´til observar que, tras integrar,
θ = −1
2
α + constante.
De esta manera, si α recorre un ciclo cerrado, lo mismo hace θ. En sistemas
ma´s complejos esto no sucede, como veremos ma´s en el segundo ejemplo.
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Tambie´n conviene notar que es posible interpretar el a´ngulo θ como un
a´ngulo de rotacio´n que aplica los ejes del espacio inercial ciertos ejes del
cuerpo fijos al cuerpo. Esto se puede entender con ayuda de la Figura 1.2.
Llamaremos a estos ejes ξ, υ y podemos hacer que el eje ξ yazca sobre la
Figura 1.2: Convencio´n y transformacio´n gauge.
primera varilla. Sin embargo, hubie´semos podido tomar ejes ξ′, υ′ de tal ma-
nera que υ′ yazca sobre la segunda varilla (ver Figura 1.2). De esta manera,
la rotacio´n que relaciona el sistema inercial con los ejes del cuerpo queda
determinada por otro a´ngulo θ′, tal que
θ′ = θ + α. (1.2)
Es decir, convenimos en fijar un sistema de ejes fijos sobre el cuerpo flexible
o deformable. Tal convencio´n se llama una “convencio´n gauge”. Las trans-
formaciones (1.2) que expresan el cambio de convencio´n se llaman “transfor-
maciones gauge”. Las convenciones no deben afectar los resultados (f´ısicos o
matema´ticos) y as´ı, tales resultados deben ser invariantes bajo las transforma-
ciones gauge. Aqu´ı, α es una cantidad invariante bajo tales transformaciones,
mientras que θ s´ı depende de ellas.
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1.2. Segundo sistema
Con el fin de estudiar una situacio´n ma´s compleja y ma´s acorde al propo´si-
to del trabajo, consideremos un sistema formado por tres varillas de longitud
l sin masa significativa, las cuales tienen masas iguales m fijas en uno de sus
extremos. El sistema esta´ anclado al origen de un sistema inercial o espacio
x, y, tal como se muestra en la Figura 1.3. Esta vez hay dos junturas: una
Figura 1.3: Segundo sistema.
entre la primera y la segunda de las varillas; la otra entre la segunda y la
tercera. En las junturas hay mu´sculos, pero el momento angular se conserva,
tal como antes.
La configuracio´n es parecida. La coordenada de orientacio´n θ sigue siendo
el a´ngulo entre el eje x y la primera varilla. Esta vez, sin embargo, hay dos
coordenadas de forma, α y β: los a´ngulos en las junturas. El espacio de
forma se puede as´ı entender como el cuadrado plano 0 ≤ α, β < 2pi o, ma´s
elegantemente, como un toro (cuando se identifican los lados opuestos del
cuadrado, v. Figura 1.4). De esta forma, dos coordenadas α (respectivamente,
β) se consideran iguales si son congruentes mo´dulo 2pi.
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El momento angular total de este sistema es
L = m
∣∣∣∣∣ x1 y1x˙1 y˙1
∣∣∣∣∣+m
∣∣∣∣∣ x2 y2x˙2 y˙2
∣∣∣∣∣+m
∣∣∣∣∣ x3 y3x˙3 y˙3
∣∣∣∣∣ ,
en el cual los sub´ındices indican respectivamente las coordenadas espaciales
de las tres masas. En consecuencia,
x1dy1 − y1dx1 + x2dy2 − y2dx2 + x3dy3 − y3dx3 = 0. (1.3)
Esta relacio´n expresa una restriccio´n para las coordenadas espaciales y sus
diferenciales.
La relacio´n entre estas coordenadas cartesianas y aquellas de forma y
orientacio´n es x1 = l cos θ, y1 = l sen θ, x2 = l cos(θ + α), y2 = l sen(θ + α),
x3 = l cos(θ + α) + l cos(θ + α + β), y3 = l sen(θ + α) + l sen(θ + α + β).
As´ı, dy1 = l cos θdθ, dx1 = −l sen θdθ, dy2 = l cos(θ + α)dθ + l cos(θ + α)dα,
dx2 = −l sen(θ + α)dθ − l sen(θ + α)dα,
dy3 = dy2 + l cos(θ + α + β)dθ + l cos(θ + α + β)dα + l cos(θ + α + β)dβ,
y dx3 = dx2 − l sen(θ + α + β)dθ − l sen(θ + α + β)dα− l sen(θ + α + β)dβ.
Sustituyendo en (1.3), luego de ciertas operaciones elementales,
(4 + cos β)dθ + (3 + 2 cos β)dα + (1 + cos β)dβ = 0 ssi dθ = −Adα−Bdβ,
donde
A =
3 + 2 cos β
4 + cos β
, B =
1 + cos β
4 + cos β
.
De este modo, (A,B) se puede ver como un campo vectorial en el espacio
de forma. Tal campo es un “campo gauge”. E´l especifica una aplicacio´n lineal
de (dα, dβ) en dθ. As´ı, es una aproximacio´n de primer orden o derivada de
cierta aplicacio´n θ(α, β) que resulta de la conservacio´n del momento angular.
En este caso, A,B dependen solamente de β pero, en casos ma´s complejos,
se debe esperar que dependa tambie´n de α.
Con la relacio´n obtenida se pueden calcular cambios finitos en la orien-
tacio´n que resultan de cambios finitos en la forma. Basta integrar la relacio´n
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anterior a lo largo de cierta curva (historia) C que une cierto punto inicial
E0 = (α0, β0) en el espacio de forma con otro punto E1 = (α1, β1) en el
mismo espacio. Es decir,
∆θ = −
∫
C
(A,B) · (dα, dβ),
donde el punto denota el producto escalar usual. La integral es independiente
de la parametrizacio´n particular (α(t), β(t)) de C en funcio´n del tiempo. Por
ello, se dice que ∆θ es una cantidad geome´trica.
En el caso en que C es una curva de Jordan suficientemente suave –como
en la Figura 1.4–, es posible describirla como la frontera C = ∂Ω de una
regio´n plana simplemente conexa Ω. Entonces, se puede aplicar el Teorema
de Green para escribir
∆θ = −
∮
∂Ω
(A,B) · (dα, dβ) = −
∫∫
Ω
rot(A,B)dαdβ,
donde rot(A,B) indica la rotacional del campo gauge (A,B). Es fa´cil ver que
rot(A,B) =
∂B
∂α
− ∂A
∂β
=
sen β
2(2 + cos β)2
.
Esta rotacional se deja interpretar como un campo vectorial normal al plano
de forma o, alternativamente, como una 2-forma diferencial (del tipo de la
forma de curvatura) de dicho espacio.
Los ejes del sistema ortonormal que describe este sistema se pueden aco-
modar de distintas maneras. Por ejemplo, el eje x se puede fijar sobre la
primera varilla, entre otras posibilidades. En general, una convencio´n gauge
cualquiera se puede escribir como
θ′ = θ + ψ(α, β),
donde ψ(α, β) es cierta funcio´n suave (suficientemente diferenciable) de las
coordenadas de forma. Esta u´ltima ecuacio´n define las transformaciones gau-
ge para el caso que estamos considerando. Con ellas obtenemos
dθ′ = dθ + dψ = −Adα−Bdβ + ∂ψ
∂α
dα +
∂ψ
∂β
dβ = −A′dα−B′dβ,
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Figura 1.4: Espacio de forma con curva de Jordan C = ∂Ω.
con A′ = A − ∂ψ
∂α
, B′ = B − ∂ψ
∂β
. De este modo, repitiendo el procedimiento
anterior e integrando a lo largo de una curva de Jordan, se obtiene la integral
doble negativa de
rot(A′, B′) = rot(A,B)− rot∇ψ = rot(A,B).
En el u´ltimo paso hemos usado un hecho conocido del Ca´lculo Vectorial: la
rotacional del gradiente ∇ψ = (∂ψ
∂α
, ∂ψ
∂β
) es nula.
Se concluye que ∆θ es invariante bajo las transformaciones de gauge o,
en breve, es un “invariante gauge” a lo largo de cada curva de Jordan en el
espacio de forma. Si la curva no es cerrada, no podemos concluir la invarianza.
Ciertamente, al integrar una curva no cerrada C de E0 = (α0, β0) a E1 =
(α1, β1), se obtiene, por el Teorema Fundamental del Ca´lculo para integrales
de l´ınea que
∆θ′ = ∆θ +
∫
C
dψ = ∆θ + ψ(α1, β1)− ψ(α0, β0).
Es decir, en general ∆θ′ 6= ∆θ. No tiene sentido preguntar por una rotacio´n
de la orientacio´n –como resultado de una historia en el espacio de forma–
sino cuando la trayectoria C es cerrada.
CAPI´TULO 2
Cinema´tica gauge
En este cap´ıtulo comenzamos a formalizar matema´ticamente algunos con-
ceptos que apenas fueron sugeridos en el cap´ıtulo anterior. Desde cierto punto
de vista, se trata de una traduccio´n de conceptos f´ısicos en conceptos ma-
tema´ticos que nos va ayudar a precisar nuestros objetos de trabajo, de una
vez por todas. Concretamente, en lo que sigue iniciamos la construccio´n de
un modelo matema´tico general para las situaciones f´ısicas que nos ocuparon
en el Cap´ıtulo I y para las que iremos encontrando de ahora en adelante. Por
ahora, solamente trataremos los aspectos cinema´ticos.
2.1. Espacio de configuracio´n
Informalmente, un espacio de configuracio´n es una manera de visualizar el
“estado” de todo un sistema mediante un punto en cierto espacio coordenado
conveniente. Los f´ısicos hablan de “coordenadas generalizadas” para significar
que el mentado punto no yace necesariamente en un espacio euclidiano, sino
–en general– en una variedad diferencial conveniente. As´ı pues, formalmente,
un espacio de configuracio´n es una variedad diferencial.
Para nosotros, de ahora en adelante, el “estado” va a estar formado por
las posiciones de tres masas puntuales que forman un sistema sobre una
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superficie. En nuestro lenguaje, la variedad de configuracio´n es una superficie
riemannaniana, es decir, una variedad diferencial bidimensional sobre los
reales provista de un tensor me´trico o “primera forma fundamental”. Dicho
tensor permite hacer mediciones de longitudes, a´ngulos y a´reas, de ah´ı el
calificativo de “me´trico”. Asumimos que el lector esta´ familiarizado con la
teor´ıa elemental de estas superficies, tal como se presenta en Do Carmo (1976)
o en Solanilla (2008).
El sistema de part´ıculas al que nos referimos sistema se va a ir definiendo
con precisio´n a lo largo del cap´ıtulo.
Para los propo´sitos pra´cticos que aqu´ı interesan, nos ubicamos en una
vecindad normal V de un punto P en una superficie riemanniana S. Es
bien sabido que los puntos de V se pueden describir mediante coordenadas
locales ortogonales (u, v). Es decir, podemos identificar a V (mediante difeo-
morfismo) con un subconjunto abierto del plano de coordenadas cartesianas
ortogonales. De este modo, la primera forma fundamental se expresa como
g = Edu2 +Gdv2,
para ciertas funciones diferenciables E = E(u, v) y G = G(u, v) de las coor-
denadas (u, v). Adema´s, la curvatura esta´ dada por
K = − 1
2
√
EG
((
Ev√
EG
)
v
+
(
Gu√
EG
)
u
)
,
en virtud del Teorema Egregio de Gauss. Los sub´ındices indican derivacio´n
parcial. Por ejemplo, Ev =
∂E
∂v
. Asimismo, como alternativa simplificadora,
se pueden usar coordenadas isote´rmicas en V . En ellas, E = G = λ(u, v) y
la curvatura toma la forma
K = − 1
2λ
∆ log λ,
donde ∆ denota al operador laplaciano
∂2
∂u2
+
∂2
∂v2
.
2.2. Sistema (rana) y espacio de forma 20
Figura 2.1: Dos maneras de entender la vecindad normal V .
A conveniencia, para los movimientos que vamos a considerar aqu´ı, la
coordenada u permanecera´ fija. Con esto, se “amarra” o fija el cuerpo a la
superficie de una manera similar al cap´ıtulo anterior, cuando se fijaba una
juntura del cuerpo al sistema inercial. Esto simplifica nuestra tarea pues-
to que evita la eliminacio´n de algunos grados de libertad asociados a las
traslaciones, cf. Littlejohn & Reinsch (1997). Con el fin de evitar modos de
hablar ambiguos –en relacio´n con las rotaciones y traslaciones– no usaremos
el concepto de espacio de orientacio´n y nos referiremos simplemente a las
coordenadas locales (u, v) del espacio de configuracio´n. La Figura 2.1 ilustra
dicho espacio. Este proceder tiene la ventaja adicional de evitar la conside-
racio´n del centro de masa del cuerpo, un concepto que presenta dificultades
para definirse de manera natural sobre un espacio curvo, cf. Avron y Kenneth
(2006, p. 3).
2.2. Sistema (rana) y espacio de forma
A continuacio´n describimos el sistema deformable que tratamos en este
trabajo. El cuerpo consta de tres extremidades deformables sin masa sig-
nificativa unidas en un punto P ∈ V ⊂ S. Ellas forman una figura que
evoca la letra T, o un tr´ıpode, de tal manera que dos de ellas –o piernas de
igual longitud– se encuentran en la u´nica juntura, de donde sale la tercera
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–o tronco–, que puede tener longitud diferente a e´stas. Las dos primeras se
extienden a partir de P sobre una curva geode´sica en V ⊂ S y la tercera sale
de P ortogonalmente a dicha geode´sica, sobre otra geode´sica de la vecindad
normal. En la punta libre de cada extremidad hay una masa de valor m. No
sobra insistir en que todo el sistema esta´ contenido en V . Llamaremos “rana”
al cuerpo formado de esta manera. La situacio´n se resume en la Figura 2.2.
Figura 2.2: Cuerpo deformable o rana.
El a´ngulo recto formado por el tronco en su pie P es indeformable. La lon-
gitud de las piernas puede cambiar sime´tricamente con respecto a la juntura,
es decir, la longitud de las dos piernas sera´ siempre igual. La longitud del
tronco tambie´n es variable e independiente de la longitud de las piernas. Las
piernas y el tronco siempre yacen completamente siempre sobre geode´sicas
en la vecindad V del punto P . De nuevo, la rana es pequen˜a con relacio´n a
toda la superficie (small swimmer, en ingle´s).
Desde las matema´ticas, un espacio de forma es una parametrizacio´n al-
ternativa del espacio de configuracio´n. Es decir, las coordenadas de forma
constituyen un cambio l´ıcito de coordenadas de las coordenadas de configu-
racio´n (Laugwitz, 1960; pp. 22 y 23). Por ello, el espacio de forma es, de
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nuevo una variedad diferencial. El verdadero significado pra´ctico se revela en
la F´ısica, en donde el espacio de forma representa una manera alterna y sim-
plificadora de describir el sistema bajo estudio. En general, elegir un espacio
de forma sencillo y pertinente no es cosa fa´cil. La eleccio´n depende a menudo
de la experiencia del matema´tico o del f´ısico. En los casos contemplados en
este trabajo, tales elecciones no son muy complicadas.
Para el caso que nos ocupa (rana), las coordenadas del espacio de forma
sera´n
α : longitud del tronco,
β : longitud de una pierna.
α y β yacen en un recta´ngulo acotado que garantiza que ninguna parte del
cuerpo se sale de la vecindad normal V de la superficie. El espacio de for-
ma α, β es un espacio euclidiano usual provisto de coordenadas cartesianas
ortogonales y de la me´trica usual. La situacio´n se esboza en la Figura 2.3.
Figura 2.3: Espacio de forma para la rana.
Dada la forma del sistema, conviene ubicar el tronco y las piernas res-
pectivamente sobre los ejes coordenados v y u con la juntura en el punto
(0, v(t)), tomando el valor fijo u = 0. Las coordenadas de las masas como
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funciones del tiempo t, esta´n dadas entonces por
(u1(t), v1(t)) = (β(t), v(t)) ,
(u2(t), v2(t)) = (−β(t), v(t)) ,
(u3(t), v3(t)) = (0, v(t) + α(t)) .
Los sub´ındices 1 y 2 sen˜alan las piernas; el sub´ındice 3, el tronco. V. Figura
2.2.
En consecuencia, las normas al cuadrado de las velocidades de estas tres
masas son
‖w1‖2 = 〈w1, w1〉g = β˙2E(β, v) + v˙2G(β, v),
‖w2‖2 = 〈w2, w2〉g = β˙2E(−β, v) + v˙2G(−β, v),
‖w3‖2 = 〈w3, w3〉g = (v˙ + α˙)2G(0, v + α).
Se entiende que todas las variables que aparecen aqu´ı dependen de t. La deri-
vada con respecto a t se denota con un punto sobre la letra correspondiente.
El sub´ındice g quiere decir que el producto interno 〈·, ·〉 es el determinado
por el tensor me´trico, evaluado en el punto donde se situ´a la masa.
En coordenadas isote´rmicas, E = G = λ y estas expresiones se simplifican
as´ı:
‖w1‖2 = (β˙2 + v˙2)λ(β, v),
‖w2‖2 = (β˙2 + v˙2)λ(−β, v),
‖w3‖2 = (v˙ + α˙)2λ(0, v + α).
CAPI´TULO 3
Dina´mica gauge
Considerados los aspectos cinema´ticos, debemos pasar a los dina´micos.
Para este fin, usaremos lo que los f´ısicos llaman formalismo lagrangiano para
la Meca´nica Cla´sica. Desde el punto de vista matema´tico, se trata de una
problema particular del Calculo de Variaciones. Asumimos que el lector es-
ta familiarizado con estos resultados, tal como se explican, por ejemplo en
Gelfand & Fomin (1963).
3.1. Lagrangiano y accio´n mı´nima
El lagrangiano para el sistema que hemos llamado rana esta´ dado por
L = T − U = 1
2
m‖w1‖2 + 1
2
m‖w2‖2 + 1
2
m‖w3‖2 − U,
donde T es la energ´ıa cine´tica del sistema y U es su energ´ıa potencial. De
manera ana´loga al Cap´ıtulo 1 suponemos que sobre el sistema no actu´an
fuerzas externas y que todas las fuerzas internas se deben a los mu´sculos
–o algo parecido– en la rana. No hay torques externos tampoco. La rana se
deforma estirando las piernas y el tronco, en un movimiento c´ıclico, de tal
manera que su forma sigue la frontera del recta´ntulo en la Figura 2.3. La
forma inicial y final son iguales.
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As´ı pues, con lo obtenido en el cap´ıtulo anterior,
L =
1
2
m
(
β˙2E(β, v) + v˙2G(β, v) + β˙2E(−β, v) + v˙2G(−β, v)
+(v˙ + α˙)2G(0, v + α)
)
,
dado que U = 0. Tambie´n, en coordenadas isote´rmicas,
L =
1
2
m
(
(β˙2 + v˙2)λ(β, v)) + (β˙2 + v˙2)λ(−β, v) + (v˙ + α˙)2λ(0, v + α)
)
.
Una importante y conocida aplicacio´n del Ca´lculo de Variaciones a la
Meca´nica Cla´sica, e. g. Gelfand & Fomin (1963, p. 84), permite encontrar
una condicio´n sobre la solucio´n al problema del movimiento del sistema:
Teorema 3.1 (Principio de la accio´n mı´nima). El movimiento de la ra-
na durante un intervalo finito de tiempo esta´ descrito por las funciones
(u1(t), v1(t)), (u2(t), v2(t)), (u3(t), v3(t)) para las cuales la integral∫
L dt,
llamada accio´n, alcanza un mı´nimo.
La determinacio´n del mı´nimo depende, en general, de la solucio´n del siste-
ma de ecuaciones diferenciales de Euler-Lagrange asociado a este problema.
Este camino, un poco complicado en nuestro caso, se puede obviar recurrien-
do a una especie de simetr´ıa de la vecindad normal V , que contiene a la
rana.
3.2. Teorema de Noether
Sea M = V × J el producto cartesiano de la vecindad V con un intervalo
abierto J del eje real, entendido como eje temporal. Sea TM su fibrado
tangente. Con esto, el lagrangiano se deja entender como una funcio´n suave
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L : TM → R de TM en los nu´meros reales. Sea h : M →M un difeomorfismo
cualquiera. Decimos que el par (M,L) es invariante bajo h si
L(h(x), dh(wx)) = L(x,wx), (3.1)
para todo (x,wx) ∈ TM . La aplicacio´n dh : TM → TM es la derivada de h.
La idea principal de lo que sigue es considerar una familia de difeomorfis-
mos h : M →M que reporte alguna nocio´n de simetr´ıa para M . En primera
instancia, se podr´ıa exigir que dicha familia sea un grupo de difeomorfismos.
Esto, sin embargo, no se puede garantizar siempre para nuestro problema.
Por este motivo, se debe usar aqu´ı una herramienta ma´s fina.
Sea I un intervalo abierto de la recta real que contiene al cero. Una familia
indexada {h}∈I , de difeomorfimos de M , se llama uniparame´trica si
a) la expresio´n h es diferenciable con respecto a 
b) h0(P ) = P , para todo P ∈ V .
Afortunadamente, el Teorema de Noether del Ca´lculo de Variaciones se veri-
fica para familias uniparame´tricas de difeomorfismos. Para lo que sigue, nos
valdremos de la siguiente versio´n de este ce´lebre resultado.
Teorema 3.2 (de Noether). Supongamos que (V,L) es invariante bajo una
familia uniparame´trica {h}∈I de difeomorfismos. Entonces, el sistema de
ecuaciones diferenciales cuya solucio´n garantiza que la accio´n∫
L dt
alcanza un mı´nimo posee una integral primera, o sea, una funcio´n que per-
manece constante a lo largo del mentado mı´nimo. En concreto, si la familia
de difeomorfismos se deja escribir convenientemente, mediante aplicaciones
diferenciables Φ,Ψ,Υ, en la forma
h(t, u, v) = (t
∗, u∗, v∗) = (Φ(t, u, v; ),Ψ(t, u, v; ),Υ(t, u, v; )),
la integral primera (cantidad constante o conservada) vendra´ dada por
∂L
∂u˙
∂Ψ
∂
(0) +
∂L
∂v˙
∂Υ
∂
(0) +
(
L− u˙∂L
∂u˙
− v˙ ∂L
∂v˙
)
∂Φ
∂
(0).
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La demostracio´n de estos hechos se puede consultar en el texto de Gelfand
& Fomin (1963, p. 81 y siguientes) o en el art´ıculo de De Souza e Rodrigues
(1986). Resaltamos que no se necesita la invarianza bajo todo un grupo de
simetr´ıas, sino solamente bajo una familia uniparame´trica de difeomorfismos.
Ahora bien, tal familia se puede construir siempre en la vecindad V de
la superficie de configuracio´n. Se trata de un hecho conocido de la teor´ıa
general de las variedades diferenciales cuya demostracio´n se puede consultar,
por ejemplo, en Malliavin (1972; II, 2). En efecto, por integracio´n de un
campo vectorial sobre V a lo largo de la geode´sica relativa a v, se obtiene la
familia uniparame´trica de difeomorfismos h(t, u, v) = (Φ,Ψ,Υ) tal que
∂Φ
∂
(0) =
∂Ψ
∂
(0) = 0 y
∂Υ
∂
(0) = 1.
En consecuencia, el momentum o cantidad de movimiento
Pv :=
∂L
∂v˙
se conserva. Si suponemos que la rana esta´ inicialmente en reposo, Pv ≡ 0 a
lo largo del movimiento. Los ca´lculos correspondientes arrojan que
Pv = m
(
v˙G(β, v) + v˙G(−β, v) + (v˙ + α˙)G(0, v + α)).
En coordenadas isote´rmicas,
Pv = m
(
v˙λ(β, v) + v˙λ(−β, v) + (v˙ + α˙)λ(0, v + α)).
Suponiendo que la rana esta´ inicialmente en reposo, Pv = 0 y, en consecuen-
cia,
v˙ = − α˙ ·G(0, v + α)
G(β, v) +G(−β, v) +G(0, v + α) .
Respectivamente,
v˙ = − α˙ · λ(0, v + α)
λ(β, v) + λ(−β, v) + λ(0, v + α) .
Como un caso particular de estas expresiones, podemos citar el movimiento
estudiado por Cuellar (2015) en la esfera.
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Ejemplo 3.3. Se toma como superficie a la esfera de radio R parametrizada
por coordenadas geogra´ficas u (latitud) y v (longitud). Como es bien sabido,
los coeficientes de la primera forma fundamental esta´n dados usualmente por
E(u, v) = R2, F (u, v) = 0, G(u, v) = R2 cos2 u.
De la expresio´n anterior, en cuanto forma diferencial,
dv = − R
2 dα
2R2 cos2 β +R2
= − dα
2 cos2 β + 1
=
(
− 1
2 + cos 2β
)
· dα + 0 · dβ.
Luego de integrar y aplicar el Teorema de Green al lado derecho,
δv =
∫∫

2 · sen 2β
(2 + cos 2β)2
dα dβ,
donde  indica el (interior del) recta´ngulo (en el espacio de forma) mos-
trado en la Figura 2.3. Escogiendo a conveniencia los valores de β en dicho
recta´ngulo, obtenemos un cambio finito δv. De esta manera, se prueba que
la natacio´n de la rana produce una salida del reposo en ausencia de fuerzas
externas.
Este resultado es independiente de la eleccio´n particular del sistema de
coordenadas locales. Por ejemplo, si la coordenada de las masas puntuales se
cambian a
(u1(t), v1(t)) = (u(t) + β(t), v(t)) ,
(u2(t), v2(t)) = (u(t)− β(t), v(t)) ,
(u3(t), v3(t)) = (u(t), v(t) + α(t)) .
entonces se obtienen el mismo resultado mencionado anteriormente.
El ejemplo anterior se puede generalizar en el caso en que el coeficiente
G(u, v) = G(u). Es decir, G depende solamente de u. Para resolver el caso
general, debemos emplear una aproximacio´n distinta al problema, que tenga
en cuenta las hipo´tesis o supuestos que todav´ıa no se han explicitado.
CAPI´TULO 4
Convencio´n gauge
De un lado, caemos en cuenta de que no tenemos ninguna nocio´n de con-
vencio´n gauge. De otro lado, el trabajo de Cuellar (2015) revela que, para
obtener resultados interesantes, es preciso aproximar linealmente a conve-
niencia, con criterios so´lidos. En este cap´ıtulo resolvemos este par de tareas
pendientes.
4.1. Nuevo sistema (lagartija)
Con el fin de introducir ciertas simetr´ıas simplificadoras, consideramos de
ahora en adelante un cuerpo de cuatro extremidades deformables (sin masa
significativa) unidas en un punto determinado P , de coordenadas (u0, v0),
en una vecindad normal V de una superficie S. La figura se asemeja a un
signo +, o a una cruz. Dos extremidades o piernas se extienden en direcciones
opuestas a partir de P sobre una curva geode´sica en V ⊂ S. Las otras dos
se extienden tambie´n en direcciones opuestas desde P , ortogonalmente a la
primera geode´sica. Se pueden llamar tronco y cola. En la punta libre de cada
extremidad hay una masa de valor m. Todo el sistema esta´ contenido en V
(small swimmer). Llamaremos “lagartija” al cuerpo formado de esta manera.
La situacio´n se resume en la Figura 4.1.
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Figura 4.1: Lagartija.
El a´ngulo recto formado por la geode´sica de las piernas y la geode´sica del
tronco-cola en P es indeformable. La longitud de las piernas puede cambiar
sime´tricamente con respecto a la juntura, es decir, la longitud de las dos
piernas sera´ siempre igual. La longitud del tronco y la cola tambie´n es variable
e independiente de la longitud de las piernas. En cada momento el tronco y
la cola miden lo mismo.
Como coordenadas del espacio de forma tomamos
α : longitud comu´n a las piernas,
β : longitud comu´n al tronco y la cola.
α y β yacen en un recta´ngulo acotado que garantiza que ninguna parte del
cuerpo se sale de la vecindad normal V de la superficie. El espacio de forma
α, β es, por ahora, similar al anterior para la rana, aunque pronto haremos
algunas precisiones al respecto. La situacio´n se sugiere en la Figura 4.2. Los
valores inciales de α, β son α0, β0, respectivamente. La lagartiga realiza el
movimiento c´ıclico de estirar y recoger sus piernas y su tronco-cola siguiendo
un recta´ngulo en el espacio de forma, tal como se sugiere en la Figura 4.2.
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Todas las fuerzas son internas, debidas a musculos o motores, por ejemplo.
No hay fuerzas externas ni torques externos. Despue´s de un ciclo, la lagartija
regresa a su posicio´n incial.
Figura 4.2: Espacio de forma para la lagartija.
El lagrangiano correspondiente es, en coordenadas ortogonales,
L =
m
2
(
E(u− α, v)(u˙− α˙)2 +G(u− α, v)v˙2
+ E(u+ α, v)(u˙+ α˙)2 +G(u+ α, v)v˙2
+ E(u, v − β)u˙2 +G(u, v − β)(v˙ − β˙)2
+ E(u, v + β)u˙2 +G(u, v + β)(v˙ + β˙)2
)
.
Por el Teorema de Noether, consideradas familias adecuadas de difeomorfis-
mos, las derivadas parciales
Lu˙ = m
(
E(u− α, v)(u˙− α˙) + E(u+ α, v)(u˙+ α˙)
+ E(u, v − β)u˙+ E(u, v + β)u˙) = 0,
Lv˙ = m
(
G(u, v − β)(v˙ − β˙) +G(u, v + β)(v˙ + β˙)
+ G(u− α, v)v˙ +G(u+ α, v)v˙) = 0.
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se conservan porque se parte del reposo. En consecuencia,(
E(u− α, v) + E(u+ α, v) + E(u, v − β) + E(u, v + β))u˙
=
(
E(u− α, v)− E(u+ α, v))α˙,(
G(u, v − β) +G(u, v + β) +G(u− α, v) +G(u+ α, v))v˙
=
(
G(u, v − β)−G(u, v + β))β˙.
En otros te´rminos,
u˙ =
E(u− α, v)− E(u+ α, v)
E(u− α, v) + E(u+ α, v) + E(u, v − β) + E(u, v + β) α˙,
v˙ =
G(u, v − β)−G(u, v + β)
G(u, v − β) +G(u, v + β) +G(u− α, v) +G(u+ α, v) β˙.
Obtenemos, de nuevo, un sistema diferencial en las variables u, v, α, β y
no se ve vislumbra una manera de separar u, v de α, β, como quisie´ramos.
Ante esta dificultad, recurrimos al Ana´lisis Nume´rico. En primera instan-
cia, podr´ıamos buscar soluciones nume´ricas aproximadas integrando nuestro
sistema de ecuaciones diferenciales con ayuda de algu´n programa en una
computadora digital. Sin embargo, por la naturaleza de este trabajo de gra-
do, optamos ma´s bien por una salida ma´s heur´ıstica, ma´s discursiva, si se
quiere.
4.2. Linealizacio´n
En concordancia, a continuacio´n emprendemos la tarea de modificar las
ecuaciones diferenciales anteriores con el fin de obtener, al final, una “buena”
aproximacio´n a ellas. Esperamos, por cierto, que dicha aproximacio´n nos
ayude a comprender mejor el problema de la natacio´n de la lagartija. En
otras palabras, aspiramos que no se pierda “mucha informacio´n importante”
al hacer las modificaciones.
La modificacio´n consta de cuatro pasos. Cada paso va acompan˜ado de
una justificacio´n para cambiar algo. Estos pasos son
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1. Fijemos un punto (u0, v0) en la vecindad normal V , por ejemplo la
posicio´n inicial del punto P en la lagartija. Puesto que todos los puntos
(u, v) de V son cercanos, cambiamos el sistema original por
u˙ ≈ E(u0 − α, v0)− E(u0 + α, v0)
E(u0 − α, v0) + E(u0 + α, v0) + E(u0, v0 − β) + E(u0, v0 + β) α˙,
v˙ ≈ G(u0, v0 − β)−G(u0, v0 + β)
G(u0, v0 − β) +G(u0, v0 + β) +G(u0 − α, v0) +G(u0 + α, v0) β˙.
De paso, se han separado las variables u, v de α, β (u0, v0 son constan-
tes). El signo ≈ indica que se trata de una aproximacio´n.
2. Con esto, podemos dar una estructura de superficie riemanniana al
espacio de forma. Ponemos simplemente (v. Figura 4.2)
E(α+α0, β+β0) := E(u0+α, v0+β) y G(α+α0, β+β0) := G(u0+α, v0+β).
Las ecuaciones se convierten en
u˙ ≈ E(−α+ α0, β0)− E(α+ α0, β0)
E(−α+ α0, β0) + E(α+ α0, β0) + E(α0,−β + β0) + E(α0, β + β0) α˙,
v˙ ≈ G(α0,−β + β0)−G(α0, β + β0)
G(−α+ α0, β0) +G(α+ α0, β0) +G(α0,−β + β0) +G(α0, β + β0) β˙.
Ahora el sistema diferencial luce mucho mejor.
3. Los coeficientes de la primera forma en el espacio de forma se pueden
aproximar por un polinomio de Taylor de primer grado (aproximacio´n
lineal) en torno al punto (α0, β0):
E(∓α+ α0, β0) ≈ E(α0, β0)∓ αEα(α0, β0),
G(∓α+ α0, β0) ≈ G(α0, β0)∓ αGα(α0, β0),
E(α0,∓β + β0) ≈ E(α0, β0)∓ βEβ(α0, β0),
G(α0,∓β + β0) ≈ G(α0, β0)∓ βGβ(α0, β0).
Los sub´ındices α, β denotan derivacio´n parcial. Luego de remplazar en
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las ecuaciones diferenciales,
u˙ ≈ −α · Eα(α0, β0)
2E(α0, β0)
α˙,
v˙ ≈ −β · Gβ(α0, β0)
2G(α0, β0)
β˙.
4. Por u´ltimo, se fija el valor de las variables α, β en un punto y se dejan
variar las constantes α0, β0:
u˙ ≈ −α0 · Eα(α, β)
2E(α, β)
α˙ = −α0 · Eα
2E
α˙,
v˙ ≈ −β0 · Gβ(α, β)
2G(α, β)
β˙ = −β0 · Gβ
2G
β˙.
Los pasos 1 y 3 son bastante evidentes por s´ı mismos. El paso 2 demanda
una reflexio´n adicional. En efecto, estamos suponiendo la existencia de una
funcio´n biyectiva (u, v) 7→ (α, β), de (un subconjunto abierto de) V sobre
cierto abierto de la superficie α, β. O sea, esta funcio´n aplica biyectivamente
coordenadas de configuracio´n sobre coordenadas de forma. Por lo tanto, se
trata de una convencio´n gauge para el problema que nos ocupa. El paso 4
puede entenderse como un deshacer o desandar el paso 1, como un regreso
de los valores fijos a los valores variables.
CAPI´TULO 5
Ep´ılogo: curvatura gaussiana
Las ecuaciones diferenciales aproximadas al final del cap´ıtulo anterior per-
miten llevar a buen te´rmino este trabajo. Por un lado, se demuestra la salida
del reposo para el sistema de part´ıculas que llamamos lagartija; por otro lado,
se prueba que la magnitud de traslacio´n producida por el movimiento c´ıclico
de la forma es –aproximadamente– directamente proporcional a la curvatura
gaussiana en el punto donde se situ´a la lagartija. Veamos.
5.1. Salida del reposo
Cada una de las cuatro aproximaciones sucesivas del cap´ıtulo anterior,
permite escribir la suma de formas diferenciales du y dv en la forma
du+ dv ≈ dγ := Adα +Bdβ.
Las funciones A,B conforman las componentes de un campo vectorial en el
espacio de forma al que los f´ısicos suelen llamar potencial gauge. A continua-
cio´n se enumeran las cuatro alternativas mencionadas para dicho potencial
gauge.
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1. En primera aproximacio´n,
A =
E(u0 − α, v0)− E(u0 + α, v0)
E(u0 − α, v0) + E(u0 + α, v0) + E(u0, v0 − β) + E(u0, v0 + β) ,
B =
G(u0, v0 − β)−G(u0, v0 + β)
G(u0, v0 − β) +G(u0, v0 + β) +G(u0 − α, v0) +G(u0 + α, v0) .
2. En segunda aproximacio´n,
A =
E(−α+ α0, β0)− E(α+ α0, β0)
E(−α+ α0, β0) + E(α+ α0, β0) + E(α0,−β + β0) + E(α0, β + β0) ,
B =
G(α0,−β + β0)−G(α0, β + β0)
G(−α+ α0, β0) +G(α+ α0, β0) +G(α0,−β + β0) +G(α0, β + β0) .
3. En tercera aproximacio´n,
A = −α · Eα(α0, β0)
2E(α0, β0)
,
B = −β · Gβ(α0, β0)
2G(α0, β0)
.
4. Y, en cuarta aproximacio´n,
A = −α0 · Eα
2E
,
B = −β0 · Gβ
2G
.
En cualquiera de estas instancias, dado que el espacio de forma esta´ do-
tado de un tensor me´trico y se puede orientar localmente, se puede operar
con la estrella de Hodge para obtener la 1-forma diferencial
?dγ = −Bdα + Adβ.
La integracio´n a lo largo de la frontera del recta´ngulo en el espacio de forma
se puede realizar con el Teorema de Green:∮
∂
−Bdα + Adβ =
∫∫

(Aα +Bβ) dαdβ.
Los sub´ındices sen˜alan derivacio´n parcial. Cuando el recta´ngulo  del espacio
α, β se elige convenientemente, la integral de la derecha es distinta de cero. As´ı
se prueba la salida del reposo del sistema o lagartija para las aproximaciones
de ma´s arriba.
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5.2. Curvatura geode´sica
En la cuarta aproximacio´n podemos suponer, sin pe´rdida de generalidad,
que α0 = β0. A este valor constante lo denotaremos como θ0. De esta manera,
?(du+ dv) ≈ ?dγ = θ0 ·
(
−Gβ
2G
dα +
Eα
2E
dβ
)
.
Para mayor simplicidad, podemos introducir ahora coordenadas isote´rmicas,
para las cuales E = G = λ. Con esto,
?dγ =
θ0
2
·
(
−λβ
λ
dα +
λα
λ
dβ
)
,
en donde reconocemos a la forma diferencial de la curvatura geode´sica de la
superficie (expresio´n entre pare´ntesis, a la derecha). Con esto alcanzamos el
objetivo general de este trabajo. En efecto, basta derivar externamente para
obtener
d(?dγ) = −θ0
2
·
(
∂
∂α
λα
λ
+
∂
∂β
λβ
λ
)
dα ∧ dβ
= −θ0
2
·
(
∂2
∂α2
log λ+
∂2
∂β2
log λ
)
dα ∧ dβ
= −θ0
2
·∆ log λ dα ∧ dβ.
Normalizando ahora entre el coeficiente me´trico,
d(?dγ)
λ
= − θ0
2λ
·∆ log λ dαdβ = θ0 ·K dα ∧ dβ,
donde K es la curvatura gaussiana de la superficie de forma. Por el Teorema
Egregio de Gauss, esta curvatura es una cantidad de la geometr´ıa intr´ınseca-
me´trica de esta superficie y es igual, bajo la isometr´ıa de nuestra convencio´n
gauge, a la curvatura gaussiana de la superficie de configuracio´n.
Integrando esta u´ltima expresio´n llegamos a nuestro resultado.
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Teorema 5.1. Bajo las aproximaciones de la Seccio´n 4.2, la magnitud de
traslacio´n resultante del movimiento c´ıclico de las piernas y el tronco-cola de
la lagartija en una superficie riemanniana se puede aproximar por
θ0
∫∫

K dα ∧ dβ.
Corolario 5.2. Existe un punto (αˆ, βˆ) ∈  tal que esta aproximacio´n es
igual a
θ0 ·K(αˆ, βˆ) · c2,
donde c2 denota el a´rea de .
Demostracio´n. Basta aplicar el Teorema del Valor Medio a la integral doble.
A manera de conclusio´n
El resultado principal del trabajo ha sido la demostracio´n de que, bajo
ciertas hipo´tesis simplificadoras, la traslacio´n neta de la lagartija es direc-
tamente proporcional a la curvatura gaussiana de la superficie. Las aproxi-
maciones o simplificaciones son necesarias como consecuencia de dos hechos
irreconciliables:
En el sistema o lagartija las masas esta´n concentradas en un numero
finito de puntos, es decir, el sistema es discreto.
La curvatura de Gauss, de otro lado, es un concepto continuo,o sea, no
discreto.
Esta dificultad insalvable se podr´ıa corregir, en principio, considerando
un sistema cuya masa este´ distribuida de manera continua. Valdr´ıa la pena
explorar esta posibilidad en el futuro.
En relacio´n con lo anterior, la convencio´n gauge usada en el trabajo no
tiene sentido sino para la aproximacio´n. Dicha convencio´n es correcta puesto
que el desplazamiento total del sistema es un “invariante gauge”: cualquier
otra transformacio´n que cumpla con los requisitos estipulados produce el
desplazamiento mencionado.
Para obtener la proporcionalidad directa entre la traslacio´n y la curvatura
fue necesario suponer una simetr´ıa entre la deformacio´n de las piernas y la
deformacio´n del tronco-cola. Queda tambie´n pendiente la tarea de estudiar
el caso en que tal simetr´ıa no se verifique.
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Por u´ltimo, la aplicacio´n del Teorema de Noether contiene una sutileza.
En verdad, la existencia de las familias uniparame´tricas de difeomorfismos
encierra la ausencia de fuerzas externas.
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