Knowledge of words is essential to success in early education, and it provides an important foundation for learning throughout adulthood (NRP, 2000; Stahl & Fairbanks, 1986) . For example, Feingold (1983) found that vocabulary scores in high school predict 35%-40% of the variance in college GPA, which suggests that the breadth of a person's vocabulary is critical to academic success. Vocabulary also plays an important role in the mastery of particular subjects: From astronomy to zoology, practically every domain requires a thorough understanding of words and their meanings.
comprehension skills-affect word learning in different contexts?
To help address these questions, we have designed the MESA method for assessing knowledge of individual words. This method uses a statistical model of word relations to score the accuracy of word definitions, where "accuracy" is defined as the estimated distance between participant-generated and target meanings (CollinsThompson & Callan, 2007) . The resulting estimate is used to assess word knowledge along a continuous scale. This method has advantages over existing measures, because it can be used for automated and objective assessment of word learning. Furthermore, because the scores are continuous, in principle they can capture "degrees" of word knowledge, leading to fine-grained measurement of individual word representations as they change over time.
The Use of Free Response Data for Assessment of Word Knowledge
An important feature of our measurement method is that it relies on the scoring of free response data. In this respect, it can be classified as a generative-or expressive-measure of word knowledge. The method involves the use of data from tasks that require participants to actively express their knowledge. Other examples of generative tasks include filling in a missing word on a cloze (sentence completion) task, saying the name of a picture, or explaining a word's meaning or definition. Generative tests can be contrasted with receptive tests of knowledge, which require participants to select an answer from among a list of options, rather than to retrieve the answer from memory. Some researchers have proposed that generative tests of knowledge may promote "deeper" or more elaborated processing of stimuli than do receptive tests (Schmidt & Bjork, 1992) . The very act of retrieving information from memory requires more active processing, because one needs to select the response from a very large set of possible answers. In turn, active processing has been linked to enhanced learning and retention (for a review, see Roediger & Karpicke, 2006) .
In addition to promoting the learning and retention of new knowledge, generative tasks can provide a rich source of information about the "quality" or completeness of this knowledge. This is especially true when the variability in free response data is fully analyzed to reveal different dimensions and gradations of knowledge. Unfortunately, this same variability can present problems for analysis: Traditionally, free response data are coded by hand. As a result, postprocessing and analysis can be difficult, timeconsuming, and subjective. Furthermore, manual scoring can be insensitive-that is, limited in its ability to detect subtle differences in response accuracy. This is due to the inherent trade-off between the sophistication of a coding scale, on the one hand, and the ease and consistency with which human judges can use the scale, on the other. For example, a participant may have learned that a particular word has negative connotations, but little more (J. C. Brown, Frishkoff, & Eskenazi, 2005) . The usual binary or ternary (2-or 3-point) score may be too coarse grained to reveal these effects. Consequently, manual scores may be limited in their ability to reveal partial word knowledge. multiple exposures to words in context (Nagy, Anderson, & Herman, 1987; Stahl, 2003) . Learners acquire some semantic features, and strengthen existing associations, each time that they encounter a word in context. The gradual nature of word learning is a feature of learning in general: Memory representations become more robust as they are strengthened by repeated exposure to a word or other object (Reichle & Perfetti, 2003) .
The trajectory of learning is shaped not only by frequency of exposure, but also by the encoding of new information that modifies the semantic content of word representations. A complete and accurate representation of word meaning results from the selection of defining (and the pruning of irrelevant) semantic features that accompany a word in its surrounding context. Thus, a young child learns that the word dog applies to canines of various shapes and sizes, but not to cows, which share many, but not all, of the physical features of canines. Similarly, adult comprehension of an abstract word such as puerile includes an awareness of the word's valence (good or bad), as well as the specific dimensions of meaning that distinguish puerile from related words, such as young and irresponsible (Osgood, Suci, & Tannenbaum, 1957) . Because the different dimensions, or features, of word meaning can be acquired separately, at any given time, word knowledge may be partial rather than "all or none." An adequate theory of word learning should account for this fact and, ultimately, for the processes that determine the quality and robustness of word representations at each stage of meaning acquisition (Perfetti & Hart, 2001 .
In the word-learning literature, words that are partially known have been designated as frontier words (Durso & Shore, 1991) . Frontier words are familiar in form, but their semantic representation is incomplete, unstable, or both. Such words may be ripe for learning: Because their form (phonological and/or orthographic representation) is familiar, one can dedicate attentional resources to learning the word's meaning, including subtle aspects of its connotative meaning or usage that may require multiple exposures to the word across a variety of contexts. Recent work on the neurocognition of word-semantic processing has described how frontier words may engage qualitatively different processes than do words that are either well known or completely novel (Frishkoff, Perfetti, & Westbury, in press; Ince & Christman, 2002) . This work illustrates the complexity of semantic word learning: The acquisition of robust semantic knowledge may rely on multiple neurocognitive stages and processes that do more than simply strengthen existing word representations.
Although the idea of partial word knowledge is not new (Baumann, Kame'enui, & Ash, 1998; Durso & Shore, 1991; McKeown, Beck, Omanson, & Pople, 1985) , few empirical studies have examined changes in word knowledge over multiple trials to address specific questions about the trajectory of meaning acquisition. How much and what aspects of knowledge do individuals acquire at any one time? What conditions lead to optimal word learning? Do these conditions depend on the type of word to be learned (e.g., abstract vs. concrete)? How do individual differences in reading skills-including vocabulary and feature of a word relation can be independently assessed using computational measures that are based on "random walks" on the network (called "Markov chains"; see Toutanova, Manning, & Ng, 2004) . In this way, the algorithm can yield continuous and fine-grained measures of partial word knowledge by providing a similarity score that represents the relationship between the words in a target definition and the words in the participant's response.
In an evaluation study, Collins-Thompson and Callan (2007) used MESA to score free response data that had been acquired in a definition-generation task. MESA scores were compared with human judgments that used a 4-point scale, with 0 used to indicate that the response was completely wrong and 3 used to indicate a complete (and accurate) response. Three independent coders scored the data; interrater reliability was moderate to good (.64-.72) . The human judgments were adopted as the "gold standard" and were used to compare the accuracy of several automated procedures for scoring the free response data, including latent semantic analysis (LSA; Landauer, Foltz, & Laham, 1998) and the MESA procedure. Results showed a substantially better rank correlation between the MESA scores and the human judgments (r  .61) than between LSA scores and the human judgments (r  .49).
PRESENT STUDY
The goal of the present study was to use the MESA algorithm to measure changes in word knowledge across multiple contexts. By allowing measurement of incremental changes in meaning, we intended to examine the effects of context quality, spacing of practice, and skill differences on the trajectory of word learning.
Study Design: Word Learning Across Multiple Contexts
In the present study, adult participants were exposed to very low-frequency words, such as abrogate, in the context of visually presented sentences. On most learning trials, contexts were selected to be highly semantically constraining, in order to support accurate inferences about the word's meaning. For example, consider the following sentence:
This system has been weakened since 1983, and the current Liberal party government seeks to further weaken or abrogate it.
A number of words in this context ("weaken," "government," "seek") provide important clues to the meaning of the target word, abrogate. In our task, participants saw each target word in six different contexts. After they had seen each context, they were asked to type the meaning of the word (i.e., a close synonym). In general, multiple contexts provide overlapping cues that converge to strengthen the target meaning (Stahl, 2003) . Therefore, although we expected to see variability in performance across trials, we expected the change in the definition accuracy, as reflected in the MESA scores, to increase on average with additional exposures to a word in context. Despite these challenges, a few word-learning studies have used open-ended vocabulary questions, including requests for participant-generated "definitions" of words or, more generally, meaning derivation. For example, van Daalen-Kapteijns, Elshout-Mohr, and de Glopper (2001) asked 11-and 12-year-old participants to derive the meanings of unknown words. Each unfamiliar word appeared in three consecutive contexts. After each context, the participants were asked to explain the meaning of the word. The contexts provided overlapping clues to the word's meaning. Each response was scored manually on a 4-point scale for decontextualization and stability of representations over trials (cumulative testing). In addition, learners were asked to generate a dictionary-like definition after all three contexts had been presented. The accuracy of the definition was scored using a 3-point scale (0 5 inadequate, 1 5 fairly adequate, 2 5 adequate) in which adequacy was determined subjectively, on the basis of the number of semantic "elements" of the target word definition that were judged to have been present in the learner-generated definition. According to the analysis of their results, good readers outscored less skilled readers on all three measures of success (decontextualization, stability of meaning generation over time, and accuracy of dictionary definition). It is interesting to note that van Daalen-Kapteijns et al. did not describe how scores changed as learners were exposed to a word across multiple contexts; scores were aggregated across trials, and a single mean value was reported. Although averaging has the advantage of providing more robust statistics, it also obscures changes in response over time that could reveal important information about word-learning processes.
Two more recent studies have explored the use of meaning-generation tasks for the assessment of word learning. Swanborn and de Glopper (2002) used a free response, definition-generation task, and they scored the accuracy of the participant responses on a 4-point scale. Similarly, Cain, Oakhill, and Lemmon (2004) used a 3-point coding scale. Although both studies reported interesting results with relevance for individual differences in word learning (see below for discussion), a reliance on manual scoring of free response data limits the possibility of replicating and, ultimately, of explaining the experimental results.
MESA
More recently, Collins-Thompson and Callan (2007) presented an automated method, MESA, for scoring the quality of participant definitions along a continuous scale. The MESA score for a free response to a target word is derived from the logarithm of the probability that the response describes the correct word definition. The result is a normalized scale ranging from 21 (the learner's knowledge is far from the target definition) to 0 (an ideal match). This scoring method treats word relations as a conjunction of features such as synonymy, morphology, associative strength, and co-occurrence with other words. These word relations form a network, which is used to define a semantic similarity function between sets of words by analyzing the connection strength between words. Each
Hypothesis 2: Dissociation of Processes Underlying Immediate Versus Delayed Recall
Our second hypothesis was that spacing of practice would have distinct effects on immediate performance (during learning) and delayed recall (1 week later). To provide some background for this hypothesis, we give a brief overview of research on optimal spacing of practice and implications for word learning.
In the past several years, there has been growing interest in identifying the conditions that lead to robust learning (Koedinger & Aleven, 2007; Pavlik & Anderson, 2005) . A consistent finding is that conditions that promote increased attention or engagement during learning result in better long-term retention of material. Bjork and Linn (2006) have referred to these test conditions as "desirable difficulties." For example, taking a test not only yields data for assessment, but also leads to more robust learning when compared with passive study. In Roediger and Karpicke (2006) , two groups of students were exposed to prose passages and were later asked to recall ideas from each passage. Before the final test, the control group had two additional opportunities to study the passage. The experimental group had one additional opportunity to study the passage and, in lieu of the second opportunity, participants were tested on their recall of the passage content. Immediately (within 5 min) after the study session, the control group performed slightly better than the experimental group. The experimental (retrieval practice) group recalled significantly more ideas from the passage when tested 1 week later, however. In a second experiment, Roediger and Karpicke replicated Wheeler and Roediger (1992) and found a benefit of repeated testing as compared with repeated study opportunities.
Comparisons of widely spaced versus closely spaced (or "massed") practice have likewise yielded different results on immediate versus delayed tests of memory. When a knowledge representation is activated in memory, the strength of the representation decays over time. It is therefore not surprising that testing immediately after practice results in better performance than does testing after a delay. When a test is administered after a significant delay (typically 1 day or more, depending on the instructional and test conditions), however, the effect of spaced versus massed practice is reversed: Studying an item over widely spaced intervals leads to better long-term retention (Pavlik & Anderson, 2005; Schmidt & Bjork, 1992) . Spaced practice thus appears to constitute another "desirable difficulty."
The effects of repeated testing and spacing of practice have implications for word learning. In a recent study, Karpicke and Roediger (2007) combined repeated testing and spacing of practice in an associative word-learning paradigm. Participants first studied a pair of words (e.g., sobriquet-nickname). One word (sobriquet) was the target (unfamiliar, trained) word, and the second (nickname) was a familiar word that is a close synonym of the target. Participants then completed three tests of cued recall: The test word was presented, and they were asked to recall the meaning. In the massed-practice condition, the three practice trials for a given word were blocked. In the spaced-practice condition, practice was interspersed We estimated the overall improvement in definition accuracy for a given word by calculating a robust estimate of the difference between the definition-accuracy scores for the first and last trials (see the Method section for details).
Beyond the expectation that we would see significant changes in performance over time, we had three, more specific, hypotheses regarding the influence of context quality, spacing of practice, and vocabulary skill on measures of word learning.
Hypothesis 1: Effects of Context Quality
Our first hypothesis was that definition accuracy (MESA scores) would vary as a direct function of context quality. To test this idea, we varied context quality-the extent to which a given sentence context provides clues to the target word's meaning. Some experimental conditions included sentence contexts that were designed to mislead the learner in a consistent way toward an alternative definition by priming concepts that are associated with a distractor word. Distractor words share a similar form (spelling and sound) with the target word, but the two words have different meanings. An example is the following sentence: This sentence illustrates a semantically based error in language production, known as a malapropism: The writer clearly intended to use the word arrogate but instead used a similar-sounding word ("abrogate"), resulting in a semantic error or incongruity (Vitevitch, 1997) . In the present study, we introduced malapropisms, or semantic errors, to manipulate the probability that target words would be successfully learned. Some words were presented only in contexts that were supportive-that is, that contained strong (and partially overlapping) cues to the meaning of the target. A second set of words was presented in a series of contexts in which one of the six sentences (17%) was misleading. Finally, a third set of target words occurred in misleading contexts three out of six times (50%), increasing the likelihood of targetdistractor confusion and decreasing the likelihood that a participant would learn the correct meaning of the targets. By introducing different ratios of supportive to misleading contexts, we aimed to promote either moreeffective or less-effective learning. We expected, in turn, that MESA measures of definition accuracy would vary in response to these manipulations.
Manipulation of context quality enabled us to address questions of practical, as well as theoretical, importance: How robust is word learning from context, when a learner encounters some contexts that are uninformative or, as in the present case, misleading? This question is interesting in theoretical terms, because an adequate model of word learning should be able to account for the effects of context quality on learning. It is also of practical importance, because the presence of "noise," in the form of low-quality contexts, is likely to affect word learning in real-world situations. of vocabulary and reading comprehension and are also likely to mediate successful word learning.
Skill differences in word learning also have practical implications: The optimal method for vocabulary instruction may be different for different learners, depending on their prior knowledge and skills. Indeed, some studies have shown that learning new words from context can lead to different outcomes for different groups of learners (Daneman & Green, 1986; McKeown, 1985) . A typical finding is that older and more-skilled learners can benefit from multiple contexts, whereas younger and less-skilled learners show smaller gains. This finding may reflect the task demands on memory and comprehension, which can affect less-skilled readers disproportionately. For example, Swanborn and de Glopper (2002) reported that low-skilled readers in their task showed only a nominal gain in word knowledge during "incidental" (natural) reading. By contrast, high-skilled readers showed sizeable gains, although outcomes varied depending on the task (e.g., reading for general comprehension vs. reading to learn about a new topic). Similarly, Cain et al. (2004) found that children's ability to infer word meanings from context was related to comprehension and working-memory ability.
Given this prior work, we hypothesized that learners who differed on tests of reading skill-particularly vocabulary knowledge-would show different trajectories of word learning and different effects of intertrial spacing and context quality. We had three specific predictions. First, we predicted that more high-verbal participants would show faster and more robust learning overall (i.e., an interaction between time and skill). This hypothesis is related to the reciprocal effects of vocabulary knowledge and text comprehension that have been deemed the "Matthew effect" (Walberg & Tsai, 1983) : Skilled readers acquire more words, which in turn makes it easier for them to learn new words from text-a variation on the adage from the Book of Matthew that the rich get richer, and the poor get poorer (see Biemiller, 2004; Stanovich, 1986) .
Second, we expected that more highly skilled readers would be more accurate in detecting misleading contexts and would therefore recover more effectively from the presence of such contexts.
Finally, we conjectured that strong and weak readers would respond differently in the massed-practice condition versus the spaced-practice conditions. Reading ability has been correlated with differences in working memory and has been linked to different reading strategies (Cain et al., 2004; McKeown, 1985; van Daalen-Kapteijns & ElshoutMohr, 1981) ; therefore, readers with different skill levels may require different practice schedules to support optimal learning and retention of new words. Evidence for this effect would also provide strong confirmation of the degree of specificity, and sensitivity, of the new method for assessment of word learning.
METHOD Participants
Participants were recruited from a reading and language prescreening pool, which comprises younger and older adults who have completed a battery of language tests that were developed and within trials, with an average of five trials separating retrieval practices for a given word. (There were actually two different spaced-practice conditions, but the comparison of these two is not relevant to the present discussion.) Not surprisingly, performance during the learning phase was better in the massed-practice condition than in the spaced-practice conditions: The mean performance over the three tests of cued recall was 98% in the massed condition versus 77% in the spaced conditions (Karpicke & Roediger, 2007, Table 1 ). In addition, reaction times were faster in the massed-practice condition (2.5 sec vs. 3.2 sec in the two spaced-practice conditions). The availability of newly encoded information in short-term memory thus led to superior performance, a finding that is consistent with a large body of prior work (Schmidt & Bjork, 1992) . By contrast, retrieval practice in the spacedpractice condition produced more robust learning: When participants were tested after a 10-min delay, recall in the massed-practice condition fell to 47%, whereas recall in the spaced-practice condition was 67% (averaging across the two spaced-practice conditions). The advantage of spaced versus massed practice remained significant when participants were tested two days later.
The lesson from this prior work is that scheduling of practice matters for learning. In fact, it has specific, and sometimes opposite, effects on tests of immediate versus delayed recall. For this reason, we felt that testing for the effects of spacing would provide persuasive evidence that the new measure is sensitive enough to detect important effects in word learning; therefore, we systematically varied the practice schedule for words in our task, rather than randomizing trial order. On the basis of prior vocabulary studies, we predicted that performance during learning in massed practice would be comparable (or even superior) to that in spaced practice, and that the MESA measure would capture this effect. Performance on a second, online task (sentence-level semantic-congruity judgment) provided a secondary measure of short-term learning. We predicted that spaced practice, in contrast to massed practice, would lead to superior long-term retention. We examined this latter hypothesis using a test of target-word knowledge that was administered approximately 1 week before and 1 week after instruction (see the Method section for details on pre-and posttest measures).
Hypothesis 3: Individual Differences in Word Learning From Context
The third factor we considered was the effect of individual differences in word knowledge, as measured by participant scores on a standardized test of vocabulary knowledge (J. I. Brown, Nelson, & Denny, 1973) . Such an effect may have important implications for theories of word learning, since it may provide clues to the cognitive processes underlying skilled versus less-skilled performance. For example, if different skill groups respond differently in the spaced-practice condition versus the massed-practice condition, it could motivate additional studies that test hypotheses about the role of working memory, forgetting, or active strategies in word learning-processes that are likely to be reflected in measures
Stimuli and Design
For the word-learning task, we selected 60 pairs of words that are overlapping in form (phonology and orthography) and occur with very low frequency or are rare. The less frequent member of each word pair was designated as the target word that was to be learned by our study participants, and the more frequent word was designated as the distractor. The distractor was never explicitly presented in the experiment. Instead, it was used to create misleading contexts, or malapropisms (Vitevitch, 1997) . Such contexts are not merely unsupportive of the target meaning; they actively pull the participant away from the target meaning and toward the distractor meaning. These "bad" or misleading contexts represent misuses that actually occur in Web and other text corpora and are therefore of practical interest to researchers who are interested in search and retrieval of texts to support research and eductional applications (Collins- Thompson & Callan, 2004) . Table 2 shows examples of target-distractor pairs with corresponding congruent (target) and noise (distractor) contexts.
REAP retrieval of contexts. The contexts (sentences) used in this experiment were selected from texts that are freely available on the World Wide Web. REAP software was used for automated and constrained text retrieval (Collins- Thompson & Callan, 2004; reap.cs.cmu.edu/) . For the present experiment, REAP was provided with the target words, together with two or three "cohorts" (synonyms, or near-synonyms, of targets). Most of the target words were unambiguous (had a single meaning). For the few words that were polysemous (e.g., otiose and recondite), the cohorts were sufficient to constrain retrieval to fit the intended meaning of the target word. There were several additional constraints on text retrieval: Sentence length was constrained to fall between 7 and 50 words; only contexts in which the target word appeared as the correct part of speech were selected; and contexts were constrained so that one or two at most were taken from any given document (if possible), to increase context "background topic" diversity.
For each target word, up to 30 sentence contexts were retrieved. These contexts were then sorted according to automatically computed scores that indicated context "informativeness"-that is, degree of sentential constraint. We selected the most constraining contexts, on the assumption that these contexts would provide more clues to the target-word meaning (see the Discussion section for a description of ongoing work in which we are explicitly testing this hypothesis).
In a final pass, the authors modified extraneous or distracting portions of some sentences. For example, obscure names were replaced with more familiar or generic nouns (e.g., city, country, president).
Experimental conditions. The experimental conditions were characterized by a 3 (context quality) 3 2 (intertrial spacing) fully crossed design. Context quality was based on the ratio of "good" to "bad" contexts. A good context is supportive of the target meaning, whereas a bad context is supportive of the distractor meaning. In the NoError condition, all contexts were supportive. In the LoError administered within the Perfetti Reading and Language Lab (see Appendix B). Prescreening participants were recruited through introductory courses in psychology at the University of Pittsburgh, and through ads that were posted in the campus newspaper. Payment ($7 per hour), academic course credit, or a combination of the two was given in exchange for participation.
A total of 37 individuals who were recruited from the prescreening pool completed both the pretest session and the word-learning session. Twenty-one of these individuals also returned for the third and final (delayed posttest) session 1 week later. All participants were monolingual native English speakers, were right-handed, and had normal or corrected-to-normal vision. Participant ages ranged from 18 to 52; the mean age was 24.10 years (SD 5 10.07). Four out of 21 participants were male. One participant was left dominant; the rest of the participants were right dominant. Payment ($20 per hour), academic course credit, or a combination of the two was given in exchange for participation. Table 1 shows the mean scores on all prescreening tests for participants who completed all three experimental sessions (n 5 21). On the basis of their Nelson-Denny vocabulary scores (see below), participants were divided into two groups: Participants with strong vocabulary skills (n 5 11) scored in the top half of the distribution, and participants with weak vocabulary skills (n 5 10) scored in the bottom half. Participants with strong vocabulary skills and those with weak vocabulary skills (henceforth, "high-skilled" and "low-skilled" participants) had significantly different scores on the Nelson-Denny test of comprehension ( p , .001) and on a pseudohomophone test ( p , .05). High-skilled participants also had higher mean accuracy on a test of phonological awareness (difference of 11%), but, because there was substantial variability in scores, the group difference on this measure did not reach significance. There was no difference between the two groups in nonverbal awareness or in spelling ability. See Appendix B for additional information about each of these tests, including the number of items and the scoring criteria. No participants reported a history, or a current diagnosis, of any reading or language disorder. All participants had normal or corrected-to-normal vision and no history of hearing loss. At times, the playwright allows an aCidulous tone to enter their conversation, criticizing everyone and especially each other.
He had little education, but sought distraction from the dull routine of his job through aCidulous study.
The bombing in broad daylight was a FlagranT violation of the ceasefire.
The FlagranT odor of sandalwood is often used to create sweet-smelling perfumes. Target: abdiTive Distractor: addiTive His function in the agency was an abdiTive one, sometimes even requiring the use of disguise.
The income tax statement clearly showed that the charges were abdiTive and would continue increasing every year until his debt was paid. After they had completed the synonym judgment, participants were asked to indicate their confidence on a scale from 1 ( just guessing) to 4 (very confident). This task was designed to yield two types of information about participant knowledge of the target words: (1) Does the participant know the meaning of the target word? and (2) Is the participant confused about the difference between the target and distractor words? Clearly, if the answer to (1) is "yes," then the answer to (2) is "no." If participants did not know the correct meaning of the target word, it was possible that they had the target and distractor words confused. It was important to assess this potential confusion prior to the training task in order to begin with an accurate baseline measure of target-word knowledge. Posttraining session. One week after the word-learning experiment, participants returned to complete the third, and final, session. The synonym-judgment task was presented in both the pretraining and posttraining sessions (Forms A and B contained different stimulus orders and different answers, and they were counterbalanced in order for each participant).
Word-Learning Task
In the second session, participants viewed the target words embedded in six different, semantically constraining contexts. The target words were capitalized. Participants made two kinds of responses on each trial: a semantic-congruity (sentence) judgment, and a synonym or definition generation.
Semantic-congruity judgment. As each word-learning context was presented, participants were asked to determine whether the sentence was coherent and to indicate their judgment by pressing one of three keys. The specific instructions were as follows:
Your task will be to indicate with a button press whether the sentence makes sense. Press: 1 5 if the sentence meaning is ConsisTenT with the meaning of the capitalized word; 2 5 if the sentence meaning is noT ConsisTenT with the meaning of the capitalized word (i.e., if the sentence as a whole does not makes sense); & 3 5 if you do noT know the meaning of the capitalized word.
The following sentence was provided as an example:
He worked osTensibly in an effort to finish before they were asked to hand in the tests. 1 5 Makes sense 2 5 Does not make sense 3 5 Don't know
The purpose of the sentence-judgment task was threefold: (1) to encourage deep (semantic) processing of each sentence, (2) to give a measure of error detection, and (3) to give a measure of target-word knowledge.
To keep participants engaged with the task, we informed them that they would receive payment that was based on the accuracy of their responses on the sentence-judgment task. Each correct detection of an error (misleading context) received $0.05, with a maximum $4.00 reward (in addition to the base compensation). Failure to detect an error led to a $0.02 penalty, with a maximum $1.60 penalty. Each incorrect error response (false alarm to good contexts) received a deduction of $0.05, with a maximum $14.00 penalty and a minimum possible score of 0. Correct recognition that good context was supportive resulted in a $0.02 reward, with a maximum $5.60 reward. No response or a response of "I don't know" (0) had no effect on the score. Note that the detection of errors was weighted more heavily than was recognition of supportive contexts and that there was a built-in penalty for guessing, particularly for false detection of errors. This weighting was designed to encourage participants to respond "yes" or "no" only when they were relatively certain of the correct answer. Guessing was penalized, particularly in the detection of incongruous sentences (i.e., misleading contexts). There condition, one of the six contexts was misleading. In the HiError condition, half (three of six) of the contexts were misleading.
The order of presentation of good and bad contexts was randomized, subject to constraints on wide versus narrow intertrial spacing. In the narrow-spacing (massed practice) condition, contexts that contained a particular target word occurred 3-5 trials apart. In the wide-spacing (spaced) condition, 14-25 trials separated contexts that contained a particular target word. Each target word was assigned to one of the six experimental conditions, with assignment counterbalanced across study participants. The 60 target-distractor pairs were evenly distributed across the six conditions.
Pre-and Posttraining Tasks
Participants completed three experimental sessions. In the first and last sessions, they completed several tests that were designed to assess their familiarity with the lexical (word or nonword) status and meaning of the target words. The change in accuracy from the pretraining session to the posttraining session was used to assess learning and retention of new knowledge about the target words. These measures provided independent data to be used for cross-validation of the new (MESA) word-learning measure. Although we did not expect to find a perfect correlation between the online (MESA) and offline (pre-to posttraining) measures, we did expect that the two measures would show reliable effects of time (i.e., accuracy gains with training) and context quality (inverse relation between learning gains and number of misleading contexts). We were less certain whether these measures would show effects of intertrial spacing. We theorized that if spacing effects were reliable, then the delayed posttraining measures would show a benefit of spaced practice.
Pretraining session. The pretraining session took place approximately 1 week before the word-learning session and approximately 2 weeks before the posttraining assessment. Participants completed two computer-based tasks in the first session. The first was a lexical-decision task, in which participants were asked to make speeded word-nonword judgments. Word and nonword stimuli were closely matched in orthographic form (word length, orthographic neighborhood), and instructions placed a greater emphasis on accuracy versus speed. These two controls have been shown to promote attention to word meaning versus word form in lexical-decision tasks (Binder et al., 2003) . After completing the lexical decision, participants were prompted to indicate their confidence in the word-nonword judgment on a scale from 1 to 4. Word stimuli for the lexical-decision task consisted of the 60 target words, and nonword stimuli were matched in length and orthographic neighborhood with the word stimuli. Nonwords were extracted from the MCWord online database (www.neuro.mcw.edu/ wordgen/), using the following search criteria. First, we searched for constrained trigram-based strings, 5-11 letters in length, and we excluded words and repeats. This search yielded 500 pseudowords, 60 of which were selected to be used in the lexical-decision task. Selection was random, except for the constraint that each pseudoword needed to be matched in length and orthographic neighborhood with a corresponding target word. No homophones were used, and all words approximately matched in orthographic frequency. Lexical decisions provide the weakest measure of vocabulary knowledge, since decisions can be based on familiarity with the word form or meaning, even when the meaning of a word is not well known. These data therefore provide clues to participant familiarity with the target words prior to training.
After they had completed the lexical-decision task, participants were asked to complete a multiple-choice test that required them to select the word that they believed was closest in meaning to each target word. There were five possible answers for each item. In each instance, one of the incorrect responses corresponded to the meaning of the distractor word. For example, the correct response for the word abrogate in the example below is "yield"; the answer corresponding to the distractor word is "seize": abrogaTe 1. void 2. seize 3. start 4. finish 5. yield sure that indicated degree of word learning. Rather than computing the absolute difference between scores for the first and last trial, we performed a linear regression using all the trial values and using the resulting slope as the change measure. To further reduce parameter bias, this regression was implemented using a simple, widely used estimator called the jackknife estimator. If there are N trials, the jackknife estimate of the slope is simply the average of the slopes from N separate regressions, where each subregression leaves out a different trial-data point. These robust estimates are less sensitive to noise and to missing values.
RESULTS
Our primary goal in the present set of analyses was to evaluate word-learning outcomes as indicated by the incremental learning measure. To ground our interpretation of these data, we began by analyzing effects from the preand posttest vocabulary assessments. Because the posttest session was administered 1 week after the word-learning session, we refer to increases in accuracy from pre-to posttest as long-term retention (or, conversely, as longterm forgetting if there is a decrease in performance from pre-to posttest). The retention measure provides crossvalidation of evidence for learning. More generally, the retention measure provides independent evidence regarding the effectiveness of the experimental manipulations.
was a short practice block before the experiment began, to illustrate scoring to participants and to demonstrate the definition-generation task.
Definition-generation task. After participants had made the sentence judgment, they were asked to generate a succinct definition or synonym for the target word and to type their answer in response to a probe. They were strongly encouraged to give a response on each trial, even if they were uncertain about the meaning of the target word. If there was no response after 10 sec, the experiment advanced to the next learning trial. Participants completed 9 practice trials, followed by four blocks of experimental trials (90 trials per block).
Definition-Scoring (MESA) Algorithm
Participant responses on the definition-generation task were corrected offline for spelling, using the spell-checker in Microsoft Excel. If a response was not only misspelled, but also unintelligible (e.g., "wti"), it was omitted from the analysis. Spell-corrected responses were then entered into the MESA definition-scoring algorithm. The MESA scores (measures of semantic distance between the participant's response and the correct response) were computed using a statistical model of semantic similarity between texts, as described in Collins- Thompson and Callan (2007) . This model uses Markov chains on a graph of individual word relations to compute the distance between word semantics. This graph is constructed from a weighted combination of links, where each link defines a particular type of relationship between words. The relationships are represented by pairs of nodes that are joined by multiple weighted edges, with each edge corresponding to a different link type. Link types include the following.
Stemming. Words are based on common morphology (e.g., stem and stemming).
Synonymy. Words share a high degree of semantic-feature overlap (e.g., as characterized in WordNet; Miller, 1995) (e.g., quaff and drink).
Co-occurrence. Words tend to appear together in the same contexts (e.g., politics and election).
Hypernymy and hyponymy. Categorical elations such as "X is a kind of Y," as obtained from WordNet or other thesaurus-like resources (e.g., airplane and transportation).
Associative strength. A relation that is defined by the fact that a person is likely to give one word as a free-association response to the other (e.g., disaster and fear).
Graphs provide a rich model for representing multiple word relationships. They typically use nodes of words, with word labels at the vertices, and with edges denoting word relationships. In our model, the dependency between two words represents a single inference step in which the label of the destination word is inferred from the source word. Multiple inference steps may then be linked together to make long-range inferences about word relations. Each inference step uses a mixture of synonym, stem, co-occurrence, and free-association links. In this way, we can infer the similarity of two terms without requiring direct evidence for the relations between that specific pair. To evaluate this method, Collins-Thompson and Callan (2007) compared the Markov chaining method with three other automated methods for scoring the accuracy of word definitions. The gold standard for this comparison was a set of human ratings (mean kappa  .68). The Markov chaining method gave the most accurate results (Collins- Thompson & Callan, 2007) .
The present study used the Markov procedure to compute two complementary measures of learning on each trial. First, a measure of target accuracy was estimated using the semantic distance between the free-response and the correct (target) definition. Second, a measure of target-distractor confusion captured the semantic distance between the participant's response and the distractor-word meaning. This latter score allowed us to measure the extent to which the malapropisms (bad contexts) had effectively misled participants.
After the responses were scored, we measured the change in scores across trials: The amount of change was treated as an outcome mea- Figure 1B ). This effect corresponds to the elimination, on average, of two target-distractor confusions from pre-to posttest.
Change in Accuracy on
Effects of context quality. Both the target accuracy and target-distractor confusion scores showed effects of context quality. As illustrated in Figure 2A , the increase in accuracy from pre-to posttest interacted with the number of misleading contexts [session 3 context quality, F(1,20) 5 4.13, MS e 5 .049, p , .05]. Figure 2B shows the complementary effect of context quality on changes in target-distractor confusion: As the number of misleading contexts increases, there is a corresponding increase in confusion [session 3 context quality, F(1,20) 5 4.13, MS e 5 .049, p , .05]. Figure 2B also shows a marginal effect of spacing on this two-way interaction [spacing 3 session 3 context quality, F(1,20) 5 2.29, MS e 5 .025, p 5 .11]. Note that although the threeway interaction with session failed to reach statistical sig-
Pre-and Posttest Results for Synonym-Judgment Task
We subjected scores on the pre-and posttest tasks to a mixed 2 (session) 3 2 (spacing) 3 3 (context quality) ANOVA, with vocabulary skill (high vs. low) as the between-subjects variable. Recall that the design of the synonym-judgment task allowed us to identify changes in target-distractor confusions, as well as changes in accuracy of target-word knowledge, from pre-to posttest. We therefore analyzed these two measures in separate ANOVAs.
Pre-to posttest gains in target-word knowledge. As we expected, there was a reliable increase in target-word knowledge from pre-to posttest [session main effect, F(1,20) 5 21.83, MS e 5 .828, p , .001] ( Figure 1A ). On average, there was an increase of 12% in accuracy from pre-to posttest, corresponding to the addition, and retention (over 1 week), of approximately seven new words. There was also a marginal decrease in target-distractor In general, there were larger training (session) effects in the spaced condition than in the massed condition, a finding that is consistent with previous work on scheduling of practice during vocabulary instruction (Pavlik & Anderson, 2005) .
Post hoc comparisons showed a nonsignificant difference in learning (posttest 2 pretest score) between the NoError and LoError conditions [t (20) on the posttest for words that were trained in the spaced condition versus those trained in the massed condition. Post hoc comparisons revealed that posttest scores were higher in the spaced condition than in the massed condition for highverbal participants ( p , .01) but not for low-verbal participants ( p . .7). This pattern is consistent with the hypothesis that high-verbal participants would benefit more from spaced versus massed practice than would low-verbal participants. Although these results are intriguing, they should be interpreted with caution, given that the three-way interaction of spacing, vocabulary, and session was not significant.
The high-skill and low-skill groups did not differ in preor posttest measures of target-distractor confusion.
Effects of intertrial spacing. There was a marginal interaction between spacing and session, with larger gains in accuracy in the spaced condition than in the massedpractice condition [spacing 3 session, F(1,20) 5 3.74, MS e 5 .050, p 5 .06] (see Figure 3) .
In summary, analysis of mean performance on the synonym-judgment task revealed effects of session (i.e., training effects). Session effects interacted with context quality and intertrial spacing, as well as with vocabulary skill. These results demonstrate that the independent variables manipulated in the present study behaved as expected on a conventional test of word knowledge. The presence of these effects provides a useful framework for interpreting effects observed with MESA measures of definition accuracy. These effects are described in the following section.
MESA Results
To ground our interpretation of the MESA results, we first present some concrete examples of MESA scores for individual words and participants. These examples illustrate how MESA can be used to detect incremental changes in target-word knowledge across trials. Subsequently, we present analyses of variance, where the dependent measures consist of the average change in MESA scores across trials for each of the six experimental conditions. Individual trial data. Example 1 provides a concrete example of how MESA scores may reflect successful learning of a target word (abditive) across multiple supportive contexts. Recall that scores can range from 21 (response is far from the correct definition) to 0 (ideal response). Note how the scores increase gradually across trials: The first four trials show an accumulation of knowledge that culminates with the responses on Trials 4-6, which show a correct understanding of the target-word meaning. Finally, Example 3 illustrates learning that is robust, even in the presence of misleading contexts. The first several trials yielded inconsistent responses to the target word (bibulous), reflecting the alternation of good and bad contexts. On Trial 4, the participant gave a correct response, and she continued to give this response on Trials 5 and 6, even though the fifth sentence was misleading. Indeed, on the sentence-congruity task, the participant correctly judged that the sentence on Trial 5 was incongruous. Having recognized that the sentence was misleading, the participant ignored this context and gave the correct response (i.e., the target, rather than the distractor, word definition), reflecting confidence in her knowledge of the target word. 
Analyses of variance.
For statistical analysis of participant responses in the definition-generation task, we treated the MESA scores-indicating distance between the participant's response and the target-word meaningas the dependent measure in a mixed ANOVA. Withinsubjects variables were time (Trials 1-6), context quality (all good, 1/6 bad, 3/6 bad), and spacing (massed vs. spaced practice). Vocabulary skill was entered as the between-subjects variable. Results indicated a signifi-misleading contexts ( Figure 4B ). This result suggests that as the number of misleading contexts increased, definition accuracy was systematically pulled toward the distractorword meaning. No other effects were significant in the analyses of target-distractor confusion scores.
The change in MESA scores over time appeared to be strongly linear. To further examine effects of context quality, therefore, we computed robust measures of the slope (i.e., the change in MESA scores across trials) and treated the slope as the dependent measure. Our goal was to determine more precisely how word learning (as measured by the slope over MESA scores for Trials 1-6) was affected by the presence of one or more misleading contexts. A cant increase in definition accuracy across trials [main effect of trial, F(5,37) 5 17.03, p , .001]. In addition, the increase in definition accuracy was qualified by an interaction of trial 3 context quality [F(10,70) 5 1.97, p , .05] ( Figure 4A ). We also examined effects of context quality and spacing on MESA scores that were computed to reflect the closeness of the target-word definition to the distractor meaning. This analysis revealed a main effect of trial [F(5,37) 5 4.40, p , .01]. As illustrated in Figure 4B , target-distractor confusions tended to decrease over time. There was also an interaction between trial and context quality [F(10,70) decrement in learning in the spaced-practice condition for both groups, only the low-skilled readers showed this same decrement when the trials were closely spaced.
Behavioral-Task Results for High-and Low-Skill Groups
Vocabulary skill was seen to affect the trajectory of word learning (the MESA scores), as well as measures of long-term retention (pre-vs. posttest scores). To help interpret these effects, we examined behavioral-task results with an eye to skill differences on each of the dependent measures. Table 3 shows the percent accuracy for the two skill subgroups on each task. As described above, the two groups differed in their knowledge of target-word meanings [t (20) new ANOVA was conducted with slope as the dependent measure, context quality and spacing as within-subjects variables, and vocabulary skill as the between-subjects variable. Results showed an effect of context quality [F(2,26) 5 5.69, p , .01] consistent with the interaction between trial and context quality in our earlier analysis. This effect is shown in Figure 5 (black bars).
The slope was positive and significantly different from 0 in the NoError condition [t(27) 5 6.67, p , .001]. Furthermore, the slopes for the NoError and LoError conditions did not differ ( p . .9), suggesting that there was no decrement in learning (slope) in the presence of a single misleading context. By contrast, the slope was significantly less positive in the HiError condition than it was in the LoError condition [t(27) 5 3.00, p , .01], although the slope was still greater than 0 in the HiError condition [t(27) 5 4.40, p , .001].
In a similar analysis, we entered the slope of the targetdistractor confusion scores as the dependent variable (see Figure 5 , gray bars). ANOVA results showed an effect of context quality [F(2,26) 5 3.31, p , .05]. Post hoc comparisons indicated that the slope in the NoError condition was significantly less than 0 [t(27) 5 22.19, p , .05], suggesting that multiple supportive contexts helped reduce confusion between the target and distractor words over time. The slopes in the other two conditions did not differ from 0.
In addition to effects of context quality, our analyses revealed one other effect, a significant four-way interaction of vocabulary skill 3 spacing 3 trial 3 context quality [F(10,350) 5 2.69, p , .05]. As illustrated in Figures 6A-6D , the main difference occurred in the response of highskilled readers to errors in the massed-practice condition: Although the HiError (3/6 bad context) condition caused a All Good 1/6 Bad 3 /6 Bad knowledge of distractor-word meanings were altered by the training. Interestingly, the two groups did not differ in mean accuracy on the lexical-decision task, although the meaningjudgment tasks did reveal differences in their knowledge of target and distractor words. There was a difference in accuracy on the sentence-judgment task, but it did not reach significance. There was no difference in mean Interpretation of this effect is complicated by the fact that we do not have pretest measures of distractor-word knowledge. This was a calculated trade-off, however: Exposing participants to both the target and the distractor words prior to training would have introduced another source of target-distractor confusion, making it harder to interpret the results of our context manipulations. Nonetheless, we cannot rule out the possibility that skill differences in Spacing of practice was expected to have opposite effects on immediate performance versus delayed recall of word meanings. On the basis of prior studies (Karpicke & Roediger, 2007) , we expected that widely spaced practice would lead to superior learning and retention on delayed tests of memory, but that massed practice would result in better immediate performance. This hypothesis was partially confirmed. Spaced practice did result in better learning and retention of words, according to the preversus posttest measures (synonym judgment). The main effect of spacing on immediate performance (MESA curves), however, did not approach significance. There are several possible explanations for our failure to observe this effect. First, to our knowledge the present study is the first to examine spacing of practice effects on word learning from context. Most prior studies of vocabulary have used associative-learning tasks (e.g., Karpicke & Roediger, 2007; Pavlik & Anderson, 2005) . It is possible that word learning from multiple contexts elicits more complex processes, such as inferencing and integration (see, e.g., McKeown, 1985) . This complexity could obscure effects of spacing that are due to simple forgetting (Pavlik & Anderson, 2005) . Indeed, our explanation for the interaction of spacing, context quality, and vocabulary skill was based on an assumption that differences were due to an active process of comparison and integration of meaning across contexts, rather than passive decay of the memory trace.
DISCUSSION
In this final section, we discuss some implications of the present experimental results for theories of meaning acquisition and for the design of instructional tools to support reading and language development. We also point out features of the study design that may limit the generalizability of these results, which suggests the need for additional studies. We conclude by noting ongoing work, including computational modeling and designs for adaptive-vocabulary tutors that use MESA to detect specific dimensions of knowledge that are well established in memory or that may be missing or in need of additional practice.
Implications for Theories of Meaning Acquisition
The ability to measure partial word knowledge may open up new possibilities for understanding basic processes and stages of meaning acquisition. For example, MESA scores can be tuned to detect knowledge of specific meaning subcomponents. An interesting question for future applications is whether particular dimensions of meaning are more "basic," or more easily acquired. For example, a large body of work has suggested that word meaning is largely captured by three dimensions: evaluation (good-bad), potency (strong-weak), and activity (active-passive) (Osgood et al., 1957) . It is therefore possible that these meaning dimensions are acquired before other, less salient, dimensions. In support of this idea, J. C. Brown et al. (2005) designed a variety of computerized assessments of word knowledge and found that parconfidence for the two groups on any of the pre-or posttraining tasks.
Finally, given the strong correlation between vocabulary and comprehension (r . .75), we checked to see whether the group difference in knowledge of target-and distractor-word meanings would remain significant after we had accounted for variance that was due to comprehension skill. We ran a partial correlation of vocabulary skill with scores on the synonym-and antonym-judgment tasks. Results indicated that knowledge of target words was still correlated with vocabulary skill after we had accounted for the contribution of comprehension scores (r 5 .55, p , .05). The correlation of vocabulary skill with knowledge of distractor words also remained significant when we accounted for the variance that was due to comprehension scores (r 5 .65, p , .01).
Summary of Results
As predicted, the MESA scores showed a gradual increase in word knowledge across trials, a finding that is consistent with the idea that meaning is acquired incrementally. In addition, word learning was modulated by context quality-that is, by the presence of more informative or less informative cues to the target-word meaning. Not surprisingly, we found that the slope of the change in semantic knowledge was greatest in the NoError condition. Importantly, however, analyses suggested that there was no decrement in short-term learning in the presence of a single error (LoError condition). At the same time, there was a trend toward a difference between pre-and posttest accuracy on the synonym-judgment test. It may be premature, therefore, to conclude that a single misleading context has no discernible effect on learning. Learning was clearly affected in the HiError condition. Although the change in definition accuracy during the word-learning session was still positive, the slope of the MESA scores was not as steep as it was in the NoError and LoError conditions. Similarly, the increase in knowledge from pre-to posttest was smaller in the HiError condition than in the NoError condition.
In addition to the effects of context quality, there was an interaction between reading skill, context quality, and spacing of practice. High-skilled readers recovered more effectively from errors than did low-skilled readers, as evidenced by the increased quality of their responses across trials-but only in the narrow-spacing condition. Our tentative interpretation is that high-skilled readers were engaging in a "deeper" strategy when they detected inconsistencies or errors in word usage. Perhaps this led them to engage in an active comparison of the multiple contexts, which is only feasible when the contexts are closely spaced. If so, this strategy appeared to help them avoid the mistake of using cues from the misdirective contexts to identify the wrong target-word meaning. This idea is consistent with the observation that high-skilled readers knew more of the distractor words, as well as the target words, according to results from the synonym-and antonym-judgment tasks. This knowledge would have enabled them to detect word-to-text incongruities more readily and also to compare information on each trial with their prior knowledge. true, then we might not expect to see this same pattern in a different task context, one in which metacognitive strategies play a lesser role.
Similarly, the nature of the training contexts themselves is likely to influence learning outcomes and task strategies. There has been a growing interest among reading researchers in identifying the properties of texts that lead to optimal word learning (Nagy et al., 1987; see Graesser, McNamara, Louwerse, & Cai, 2004 , for a description of over 200 text-based properties that can be automatically computed), as well as in broader notions of "context" that recognize the important role of background knowledge and online inferencing in comprehension (McNamara, 2001; Rapaport, 2003 Rapaport, , 2005 . Among other things, this work has shown the importance of text attributes such as length and readability in predicting reading comprehension and vocabulary gains from "incidental" reading.
In the present study, it is important to note that we used single-sentence contexts to promote word learning. We used brief, as opposed to more extended, contexts for purely practical reasons: Our goal was to provide materials to support word learning over multiple contexts within a single, 2-h session. This necessitated that the contexts themselves be brief. Future work will be required to test the generalizability of our findings to contexts that are longer and that vary in other ways from the contexts used in the present study. Moreover, it will be important to conduct additional studies comparing the efficacy of shorter versus larger stretches of text, particularly given thatsomewhat surprisingly-shorter passages have been linked to better word-learning outcomes in some prior work (Graham & Watts, 1990) . Cain et al. (2004) have suggested that it might be harder to learn words in context when the relevant cues are spatially separated from the target, particularly for younger and less-skilled readers; they have further linked this effect to working memory limitations. This result might explain why longer passages, although they provide additional cues to word meaning, might be more difficult to process (and may therefore be less optimal for word learning). It also underscores the importance of considering how variables such as readability, informativeness, and the number, distribution, and types of semantic cues might affect word learning in different contexts. The sheer number of textual variables to consider suggests a strong need for systematic and programmatic research in this area.
It is also important to note the nature of the word stimuli that were selected for the present experiment. Our first requirement was that the trained words be very low frequency, or "rare." Words such as irenic and discinct clearly meet this criterion. In other work (Frishkoff & Perfetti, in press), we have described the differences between wordlearning effects for very rare words versus those for more familiar, or "frontier," words. We believe that these differences may exist because very rare words are novel in form, as well as in meaning. The words that were used in the present study are also somewhat unusual, in this sense, because they possess a lexical "form-mate"-that is, a word that is similar in form-which we used to create distractor ticipants performed the fastest and the most accurately when they were asked to make speeded judgments about the Osgood semantic dimensions (e.g., good-bad, strongweak). These results are consistent with our hypothesis that Osgood-derived measures align with early stages of word learning.
Implications for Instructional Design
We designed the randomization of our trials very carefully so that a range of these learning parameters were "sampled" to create each participant's set of trials. This design made it possible for us to use the data that were obtained in these experiments as training or validation data for some existing mathematical models of word learning (Pavlik & Anderson, 2005) . In particular, given its ability to detect small changes in word knowledge, MESA could be modified and extended to support an adaptive framework for vocabulary training. Furthermore, because this method is largely automated, it may be possible to use it to develop an adaptive framework for instruction. In this context, adaptive refers to the ability to shape instructional events on each trial in response to learner performance, which can provide clues about the specific words (and word components) that the learner needs to practice at a given point in time. The automated nature of this method allows it to be effective, in principle, because it provides instructional materials that are selected to optimize learning by specifying constraints on selection and presentation of instructional contexts. For example, if we detect that a learner is confused about the connotation (positive or negative valence) of a word, then on subsequent learning trials we can provide feedback to the learner to highlight this particular feature of the word. In a paper that is currently in progress, we are building computational models to show how this method might work (Frishkoff, White, & Perfetti, in press ).
Limitations and Future Directions
Additional studies are needed to test the generalizability of these results to other instructional contexts and to develop models of word learning that can account for stimulus-, learner-, and task-specific variables. In this section, we consider some specific questions for future research.
Generalizing results to other task contexts. Word learning is influenced not only by the frequency and the quality of practice, but also by task-specific variables, including task strategies and goals, instructional materials, and the type of word to be learned. Studies of word learning from context have tended to emphasize either incidental (nondirected) or intentional (directed) learning. Incidental learning, by definition, may recruit less active strategies. Recall that in the present experiment we observed a four-way interaction of vocabulary skill and word learning from context as a function of massed versus spaced practice. We conjectured that this effect was due to active metacognitive strategies in the narrow-spacing condition among high-skilled readers (see McKeown, 1985; van Daalen-Kapteijns & Elshout-Mohr, 1981) . If this is ing that accounts for the roles of conceptual and linguistic knowledge and participant-specific strategies. These studies may benefit from the use of new computational measures (Graesser et al., 2004) and from technologies such as ERP (Frishkoff & Perfetti, in press) and eyetracking (Reichle & Perfetti, 2003) , which reveal dimensions of behavior and cognitive processing that may not emerge from behavioral methods alone.
Conclusion
In conclusion, we have demonstrated that the MESA algorithm can be used to capture incremental changes in word knowledge. Using this measure, we found that wordlearning trajectories were sensitive to context quality, the use of spaced versus massed practice, and skill level. In general, this method may be a useful research tool, opening up new lines of inquiry and new experimental paradigms for research on word learning.
contexts. In this respect, the target words that were used in our study are both novel and disturbingly familiar. For this reason, learning these words may require additional effort in order to suppress the more familiar (distractor) lexeme (see Vitevitch, 1997 , for evidence that malapropisms often involve the use of low-frequency words that are slightly more frequent-i.e., more strongly represented in memory-than the intended word).
In addition, the words that were used in this study were appropriate to the task constraints: We asked participants to limit their response to a simple one-or two-word synonym or definition. This procedure may work well for words that have close paraphrases, but possibly less so for words that encode more novel concepts (see Nagy et al., 1987) . This issue can be addressed in future experiments. In addition, with future modifications of the MESA algorithm, it may be less critical to impose artificial constraints on learner responses, such as limiting responses to a single word.
Ongoing and future research. One shortcoming of the present experiment is the absence of a pretraining baseline for the MESA scores. It is possible that some effectsparticularly those that are due to context quality-would have been stronger if we had acquired definition-accuracy measures before the first learning trial. Indeed, Figure 6 shows that there was an effect of context quality on the very first trial. This result is consistent with data from studies of retrieval practice, where the first trial has been shown to have a disproportionate effect on learning outcomes (Roediger & Karpicke, 2006) . In a follow-up study, we addressed this issue by including a pretraining block, in which participants were asked to generate meanings for words that are presented in isolation (Frishkoff & Perfetti, in press) .
It is also important to note that we have not accounted for order effects in the present analyses. It seems likely that the presence of an error on the first trial has a greater impact on learning outcomes than an error in the middle or near the end of the practice session. We are examining this question in a follow-up study with additional analyses. Another factor that may be important to consider is the degree of form-based (orthographic and/or phonological) similarity between target and distractor words. Words that are more similar are also more likely to be confused, particularly if both the target and the distractor word are unfamiliar (Vitevitch, 1997) . Similarly, the semantic "distance" or similarity between target and distractor words is likely to mediate learning of target words.
Another important area for research concerns the role of prior knowledge and skills, and of online "strategies," in word learning from context. As mentioned earlier, prior work has described different word-learning outcomes for readers with high reading comprehension and vocabulary skills versus those with low reading comprehension and vocabulary skills. These effects are not consistently found across studies with comparable paradigms, however (for reviews and meta-analyses, see Stahl & Fairbanks, 1986; Swanborn & de Glopper, 2002) . Additional, systematic studies are needed to reconcile this body of results and to link these patterns to an explicit model of word learn-
