Modern developments in single cell sequencing technologies enable broad insights into cellular state. Single cell RNA sequencing (scRNA-seq) can be used to explore cell types, states, and developmental trajectories to broaden understanding of cell heterogeneity in tissues and organs. Analysis of these sparse, high-dimensional experimental results requires dimension reduction. Several methods have been developed to estimate low-dimensional embeddings for filtered and normalized single cell data. However, methods have yet to be developed for unfiltered and unnormalized count data. We present a nonlinear latent variable model with robust, heavy-tailed error and adaptive kernel learning to estimate low-dimensional nonlinear structure in scRNA-seq data. Gene expression in a single cell is modeled as a noisy draw from a Gaussian process in high dimensions from low-dimensional latent positions. This model is called the Gaussian process latent variable model (GPLVM). We model residual errors with a heavy-tailed Student's t-distribution to estimate a manifold that is robust to technical and biological noise. We compare our approach to common dimension reduction tools to highlight our model's ability to enable important downstream tasks, including clustering and inferring cell developmental trajectories, on available experimental data. We show that our robust nonlinear manifold is well suited for raw, unfiltered gene counts from high throughput sequencing technologies for visualization and exploration of cell states. 62 factor analysis (ZIFA) (Pierson and Yau), t-SNE (Van Der Maaten and Hinton) (perplex-63 ity set to default 30), and PCA (Hotelling, 1933) were tested as comparison methods. To 64 evaluate the robust adaptations of the tGPLVM model, we fit tGPLVM with only an SE 65 kernel or SE and Matérn 1/2 kernel as well as tGPLVM with normally distributed error. 66 Trajectory building with minimum spanning trees 67 tGPLVM was used to fit a two dimensional latent mappings for the Lonnberg (Lönnberg 68 et al., 2017) developmental data. The minimum spanning tree was found on Euclidean 69 distance matrix of the posterior means of the low dimensional embedding and compared 70 to sequencing time to verify correct ordering. The same analysis was performed with 71 ZIFA (Pierson and Yau), t-SNE (Van Der Maaten and Hinton) (perplexity set to default 72 30), and PCA (Hotelling, 1933). 73 Visualization of sparse, raw count matrices 74 tGPLVM was used to fit a three-dimensional mapping for the two 10x data sets, CD34+ 75 cells and mice brain cells. Pearson correlation between latent position posterior mean and 76 expression counts was used to identify genes associated with latent dimensions. ZIFA (Pier-77 son and Yau), t-SNE (Van Der Maaten and Hinton) (perplexity set to default 30), and 78 PCA (truncated SVD (Halko et al.)) were also fit to the CD34+ cell data to compare 79 computational time.
Background
High-throughput single cell RNA sequencing (scRNA-seq) is a powerful tool for cataloguing cell types and cell states, and investigating changes in expression over cell developmental trajectories. Droplet-based methods encapsulate individual cells with unique barcode tags that are ligated to cellular RNA fragments (Zheng et al., 2017) . Sequenced reads are mapped to both a gene and a cell, creating a high-dimensional cell by gene count matrix-with hundreds to millions of cells and twenty thousand genes per human cell. These cell by gene count matrices contain a substantial proportion of zeros because of low coverage sequencing per cell (i.e., dropout), and also contain substantial variance from both technical and biological sources of noise (Buettner et al.) . Computational tools for analyzing scRNA-seq results thus require initial dimension reduction to a lower dimensional manifold capturing gene expression patterns for regularization and computational efficiency. Dimension reduction techniques are conducive to noise reduction (Buettner et al.; Eraslan et al., 2018) , sub-population identification (Pierson and Yau; Haghverdi et al., 2016), visualization (Amodio et al.; Van Der Maaten and Hinton) , pseudotemporal ordering of development stages (Ahmed et al., 2018; Trapnell et al.; Lönnberg et al., 2017) , and imputation (Li and Li, 2018) . Lower-dimensional mappings also provide convenient visualizations that inform analytic methods and future experiments.
Linear dimension reduction techniques are commonly used as a first step to downstream analyses. Principal component analysis (Hotelling, 1933) (PCA) -the projection of a high dimensional space onto orthogonal bases that capture the directions of greatest varianceis the first step of several scRNA-seq analysis packages such as PAGODA (Fan et al., 2016) and Waterfall (Shin et al.) . Zero-Inflated Factor Analysis (Pierson and Yau) (ZIFA) extends the factor analysis (Harman, 1960) paradigm of a linear mapping onto low dimensional latent dimensions to allow dropouts modeled by Bernoulli random variables to account for the excess of zero counts in scRNA-seq data. Independent component analysis (Comon, 1994) (ICA), which assumes non-Gaussian observations, and canonical correlation analysis (Hotelling, 1936) (CCA), which allows for multiple observations, have also been used as dimension reduction techniques for studying cell developmental trajectories (Trapnell et al.) and for experimental batch correction (Butler et al.) .
More sophisticated models eschew the linearity assumption to find richer nonlinear structure in the data. The t-distributed Stochastic Neighbors Embedding (t-SNE) (Van Der Maaten and Hinton) is a popular visualization tool. t-SNE computes the similarity between two points in high dimensional space with respect to a Gaussian kernel distance metric, and estimates a lower dimensional mapping with similarity with respect to a Student's t-distribution metric that minimizes the Kullback-Leibler divergence between the similarity distributions in high and low dimensions. The Gaussian kernel in t-SNE includes a perplexity parameter that controls the decay rate of similarity across the distance between cells. Diffusion maps, used in packages such as Destiny (Angerer et al., 2016) , are another tool for nonlinear low dimensional mapping that perform linear decomposition on a kernel similarity matrix of high dimensional observations. SAUCIE (Amodio et al.) implements a variational autoencoder, or a deep neural network that compresses data with the goal of creating an optimal reconstruction from the compressed representation, to execute several single cell tasks. Similarly, scVI (Lopez et al.) uses deep neural networks to create a probabilistic representation in latent space for batch correction, visualization, clustering, and differential expression. One Bayesian probabilistic technique is the Gaussian process latent variable model (Titsias and Lawrence; Lawrence) (GPLVM), which used by scLVM (Buettner et al.) for noise reduction, and GPfates (Lönnberg et al., 2017) and GrandPrix (Ahmed et al., 2018) for pseudotemporal ordering. The GPLVM models observations (i.e., cells) as draws from Gaussian processes representations of lower dimensional latent variables.
While current methods for dimension reduction have been successful with early sequencing experiments and filtered expression data, they are limited in their capacity to accurately represent and inform analyses of raw, high throughput sequencing experiments. Linear methods such as PCA and ZIFA are ill-suited for capturing highly nonlinear biological processes across developmental phase, and many implementations scale poorly with increased sample size. Current non-linear methods are highly sensitive parameter choices, including perplexity for t-SNE, kernel variables for diffusion maps, and network architecture for VAEs. Latent dimensions of t-SNE have no global structure, making embedded positions difficult to interpret and leading to uninformative mappings beyond two dimensions. Downstream analyses of t-SNE results are hindered by an inability to map back to observation space. VAEs, like most neural networks, require tens to hundreds of thousands of cells for accurate estimation, which may not be available in smaller experiments. Current methods, particularly those using the GPLVM, work only with filtered, normalized data and incorporate prior information to facilitate the latent mapping.
Robust statistical methods are a natural solution to modeling noisy, sparse count data. We introduce the t-Distributed Gaussian Process Latent Variable Model (tGPLVM) for learning a low dimensional embedding of unfiltered count data. We introduce three features to the basic GPLVM: 1) a robust Student's t-Distribution noise model; 2) a weighted sum of non-smooth covariance kernel functions with parameters estimate from the data; 3) sparse kernel structure. The heavy tailed Student's t-Distribution improves robustness to outliers, previously demonstrated in Gaussian process regression (Tang et al.; Vanhatalo et al.) . Matérn kernels have been successfully used in time series modeling to capture non-smooth trajectories (Ahmed et al., 2018) . The sparse kernel structure allows us to effectively reduce the number latent dimensions based on the actual complexity of the data. Our implementation of tGPLVM accepts sparse inputs produced from high-throughput experimental cell by gene count matrices.
We demonstrate tGPLVM's ability to estimate informative manifolds from noisy, raw single cell count matrices and highlight its applicability to multiple downstream tasks. We show improved cell type identification via clustering on the estimated latent space using a data set of cerebral cortex cells labeled with estimated cell type (Pollen et al.) . We find that the tGPLVM manifold can learn pseudotemporal ordering from a batch of Plasmodiuminfected mouse cells sequenced across time post exposure (Lönnberg et al., 2017) . Finally, we demonstrate that tGPLVM can be used on unprocessed, unnormalized count data from recent high-throughput sequencing methods (Zheng et al., 2017) and used to explore gene expression across cell states. We implement a scalable inference algorithm that can fit hundreds of thousands to millions of cells.
Results
The t-distributed Gaussian process latent variable model is a nonlinear latent variable model that captures high dimensional observations in low dimensional nonlinear latent space. Expression of each of P genes across all cells is modeled as a draw from a multivariate normal distribution with the covariance a function of the low-dimensional, latent positions. The observation error is modeled with a heavy tailed Student's t-Distribution with four degrees of freedom to robustly account for variance in the count data due to technical and Gaussian process. Data are simulated from a smooth manifold with t-distributed error (left). A normally distributed error model (center) overfits to the data and fails to find the manifold structure due to the outliers as compared to the manifold estimated by a GP with t-distributed error (right).
biological noise relative to a normally distributed error model (O'Hagan, 1979 (O'Hagan, , 1988 . Here, we use a weighted sum of Matérn 1/2, Matérn 3/2, Matérn 5/2, and squared exponential kernel functions to model non-smooth manifolds.
Nonparametric manifold learning improves cell type identification.
First, we evaluated the ability of tGPLVM and commonly used single cell dimension reduction methods to distinguish distinct cell types. tGPLVM, PCA, ZIFA, and t-SNE were used to map cells labeled with their inferred cell type from the Pollen data (Pollen et al.) to latent spaces varying from two to nine dimensions. With more than two latent dimensions, tGPLVM produced clusters that best corresponded to the actual cell type labels of the four methods ( Figure 2 ). Including Matérn kernels in tGPLVM improves cell type separation in the latent space as measured by normalized mutual information and adjusted rand score ( Supplementary Figure 1) . Inclusion of Matérn kernels also reduces the uncertainty of posterior estimates of the latent embedding as measured by the average scale parameter of the latent position ( Supplementary Figure 2) . These results suggest that a robust Bayesian nonparametric manifold is superior to current dimension reduction algorithms for identifying and visualizing distinct cell types captured by scRNA-seq experiments.
Nonparametric manifold learning can reconstruct development time scales without prior information
Next we test the flexibility of tGPLVM to continuous cellular developmental trajectories by fitting latent mappings for a batch of mouse Th1 and Tfh cells sequenced over seven days after infection with Plasmodium (Lönnberg et al., 2017) . Visually, we find that the latent mapping from tGPLVM represents the temporal relationships accurately, with most cells positioned among cells from the same or adjacent time points. We build a minimum spanning tree on the latent mappings to infer developmental trajectories. For a two dimensional mapping, only tGPLVM accurately spans the first time point (day 0) to the final time point (day 7). PCA, ZIFA, and alternate GPLVM models with different error or kernel choices find endpoints of the tree in days 2 or 4. t-SNE is able to separate cells based on time but does not accurately reconstruct the ordering and is clearly sensitive to outliers ( Figure  3 ). This suggests that tGPLVM is a superior dimension reduction technique for identifying developmental pathways in unlabeled settings.
Nonparametric manifold learning improves visualization of raw count data and captures cell state
Next, we tested tGPLVM's performance on unfiltered count data. Models were fit on ∼10,000 CD34+ peripheral blood mononuclear cells (PBMCs) sequenced on a high throughput parallel 10x system (Zheng et al., 2017) . Each model was able to find three distinct regions based on expression patterns (Figure 4 ). PCA is dominated by total counts, with cells with more reads moving further away in latent space, and more frequent cell types dominate the space (Engelhardt and Stephens, 2010). CD34 is a marker for hematopoeitic stem cells (Sidney et al., 2014) , which differentiate into myeloid and lymphoid cells. Figure 4 ). These distinct expression patterns reflect the broadly different immune cellular functions into which hematopoietic stem cells may develop. Gradients of expression levels projected on tGPLVM embeddings can be used to further interrogate changes in cell states from different experiments and across these manifolds.
tGPLVM scales to a million cells
Finally, we evaluate the ability of tGPLVM and related methods to fit embeddings for unfiltered, unnormalized, high throughput scRNA-seq data. Models with two latent dimensions were fit on subsamples from 100 to 1 million cells from the 10x 1 million mouse brain cell data (Zheng et al., 2017) . tGPLVM and PCA are the only methods that can fit one million cells in a computationally tractable way ( Figure 5 ). ZIFA is slower than tGPLVM by an order of magnitude consistently across sample sizes. Since ZIFA requires a dense input, its input cell count matrix is limited in our framework to approximately 100,000 cells. While t-SNE's implementation can input a sparse matrix format, it does not converge beyond 10 4 samples.
To check that the embedding has biological significance, we again used Pearson's correlation to identify genes whose expression is correlated with latent dimensions. We find that latent dimension one corresponds to increased expression of genes associated with the circulatory system and hemoglobin, such as HBB-BS (Pearson's r = 0.320) and HBA-A1 (Pearson's r = 0.316; Figure 6b ). Dimension two correlates with genes such as TUBA1A (Pearson's r = 0.474) and FEZ1 (Pearson's r = 0.427) that are associated with neural cells (Figure 6a ). The ability of tGPLVM to scale to high-throughput data and capture global structure from unnormalized count matrices makes it a powerful method for analyzing future single cell experiments.
Discussion
We present a Bayesian nonparametric model for robust nonlinear manifold estimation in scRNA-seq settings. tGPLVM captures transcriptional signals in single cell data using a robust Student's t-distribution noise model and integrating adaptive kernel structure in settings with no a priori information about clusters or sequencing order. Our results show that tGPLVM is flexible to cell type, cell development, and cell perturbation experiments and can learn informative mappings from filtered and processed data as well as unfiltered raw count data. tGPLVM scales to the size of a million cells as produced by the latest single cell sequencing systems. Despite the sparsity, these data are complex and require several factors to capture variation; we did not use the ARD kernel parameters to remove dimensions for any of our experiments. However, the embedding dimensions in our experiments were able to capture informative representations of these complex data, and as the number of latent dimensions increased some would eventually be removed for being redundant in capturing these complex transcriptional profiles. We expect that the estimated latent mappings can be used for more sophisticated, nonparametric approaches for a variety of single cell tasks from normalization and imputation to cell type identification. We also hope that this robust manifold estimation can be used for other types of data with noisy outliers and sparse features.
Methods
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The t-Distribution Gaussian process latent variable model.
2
The tGPLVM assumes that samples in high dimensional space are noisy observations of length scale-weighted distance in latent space, the kernels are defined as:
We (PBMCs). About 10,000 cells were captured with 10x Cell Ranger sequencing technologies.
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These sparse data were also normalized as log 2 (1 + Y ). Finally, to ensure scalability to the most recent experimental data sets, we fit the model to 1 million mice brain cells sequenced 48 on a 10x Cell Ranger (Zheng et al., 2017) . We normalized the mice brain cells as log 2 (1+Y ) the amount of information contained in one random variable, the true labels, by another 58 random variable, the inferred labels. NMI normalizes mutual information by the geometric 59 mean of the entropy of both labels to a scale of zero -no mutual information -to one -the same distribution (Strehl and Ghosh, 2003) . ARS is a measure of the proportion of shared members between pairs of true and estimated clusters (Hubert and Arabie). Zero inflated implementation and ran experiments.
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