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ABSTRACT
Influence Maximization (IM), that seeks a small set of key
users who spread the influence widely into the network, is
a core problem in multiple domains. It finds applications in
viral marketing, epidemic control, and assessing cascading
failures within complex systems. Despite the huge amount of
effort, IM in billion-scale networks such as Facebook, Twit-
ter, and World Wide Web has not been satisfactorily solved.
Even the state-of-the-art methods such as TIM+ and IMM
may take days on those networks.
In this paper, we propose SSA and D-SSA, two novel sam-
pling frameworks for IM-based viral marketing problems.
SSA and D-SSA are up to 1200 times faster than the SIG-
MOD’15 best method, IMM, while providing the same (1−
1/e − ) approximation guarantee. Underlying our frame-
works is an innovative Stop-and-Stare strategy in which they
stop at exponential check points to verify (stare) if there is
adequate statistical evidence on the solution quality. The-
oretically, we prove that SSA and D-SSA are the first ap-
proximation algorithms that use (asymptotically) minimum
numbers of samples, meeting strict theoretical thresholds
characterized for IM. The absolute superiority of SSA and
D-SSA are confirmed through extensive experiments on real
network data for IM and another topic-aware viral marketing
problem, named TVM.
Keywords
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1. INTRODUCTION
Viral Marketing, in which brand-awareness information is
widely spread via the word-of-mouth effect, has emerged as
one of the most effective marketing channels. It is becoming
even more attractive with the explosion of social networking
services such as Facebook1 with 1.5 billion monthly active
users or Instagram2 with more than 3.5 billion daily like con-
nections. To create a successful viral marketing campaign,
one needs to seed the content with a set of individuals with
high social networking influence. Finding such a set of users
is known as the Influence Maximization problem.
Given a network and a budget k, Influence Maximization
(IM) asks for k influential users who can spread the influence
widely into the network. Kempe et al. [1] were the first to
formulate IM as a combinatorial optimization problem on
∗Corresponding author.
1http://newsroom.fb.com/company-info/
2https://instagram.com/press/
the two pioneering diffusion models, namely, Independent
Cascade (IC) and Linear Threshold (LT). They prove IM
to be NP-hard and provide a natural greedy algorithm that
yields (1 − 1/e − )-approximate solutions for any  > 0.
This celebrated work has motivated a vast amount of work
on IM in the past decade [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].
However, most of the existing methods either too slow for
billion-scale networks [1, 2, 4, 5, 6, 7] or ad-hoc heuristics
without performance guarantees [13, 3, 14, 15].
The most scalable methods with performance guarantee
for IM are TIM/TIM+[8] and latter IMM[16]. They utilize a
novel RIS sampling technique introduced by Borgs et al. in
[17]. All these methods attempt to generate a (1− 1/e− )
approximate solution with minimal numbers of RIS samples.
They use highly sophisticated estimating methods to make
the number of RIS samples close to some theoretical thresh-
olds θ [8, 16]. However, they all share two shortcomings: 1)
the number of generated samples can be arbitrarily larger
than θ, and 2) the thresholds θ are not shown to be the
minimum among their kinds.
In this paper, we 1) unify the approaches in [17, 8, 16]
to characterize the necessary number of RIS samples to
achieve (1 − 1/e − )-approximation guarantee; 2) design
two novel sampling algorithms SSA and D-SSA aiming to-
wards achieving minimum number of RIS samples. In the
first part, we begin with defining RIS framework which con-
sists of two necessary conditions to achieve the (1− 1/e− )
factor and classes of RIS thresholds on the sufficient num-
bers of RIS samples, generalizing θ thresholds in [8, 16].
The minimum threshold in each class is then termed type-
1 minimum threshold, and the minimum among all type-1
minimum thresholds is termed type-2 minimum threshold.
In the second part, we develop the Stop-and-Stare Algo-
rithm (SSA) and its dynamic version D-SSA that guaran-
tee to achieve, within constant factors, the two minimum
thresholds, respectively. Both SSA and D-SSA follow the
stop-and-stare strategy which can be efficiently applied to
many optimization problems over the samples and guaran-
tee some constant times the minimum number of samples
required. In short, the algorithms keep generating samples
and stop at exponential check points to verify (stare) if there
is adequate statistical evidence on the solution quality for
termination. This strategy will be shown to address both
of the shortcomings in [8, 16]: 1) guarantee to be close to
the theoretical thresholds and 2) the thresholds are min-
imal by definitions. The dynamic algorithm, D-SSA, im-
proves over SSA by automatically and dynamically selecting
the best parameters for the RIS framework. We note that
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the Stop-and-Stare strategy combined with RIS framework
enables SSA and D-SSA to meet the minimum thresholds
without explicitly computing/looking for these thresholds.
That is in contrast to previous approaches [17, 8, 16] which
all find some explicit unreachable thresholds and then probe
for them with unbounded or huge gaps.
Our experiments show that both SSA and D-SSA outper-
form the best existing methods up to several orders of mag-
nitudes w.r.t running time while returning comparable seed
set quality. More specifically, on Friendster network with
roughly 65.6 million nodes and 1.8 billion edges, SSA and
D-SSA, taking 3.5 seconds when k = 500, are up to 1200
times faster than IMM. We also run CELF++ (the fastest
greedy algorithm for IM with guarantees) on Twitter net-
work with k = 1000 and observe that D-SSA is 2 · 109 times
faster. Our contributions are summarized as follows.
• We generalize the RIS sampling methods in [17, 8,
16] into a general framework which characterizes the
necessary conditions to guarantee the (1 − 1/e − )-
approximation factor. Based on the framework, we
define classes of RIS thresholds and two types of min-
imum thresholds, namely, type-1 and type-2.
• We propose the Stop-and-Stare Algorithm (SSA) and
its dynamic version, D-SSA, which both guarantee a
(1− 1/e− )-approximate solution and are the first al-
gorithms to achieve, within constant factors, the type-
1 and type-2 minimum thresholds, respectively. Our
proposed methods are not limited to solve influence
maximization problem but also can be generalized for
an important class of hard optimization problems over
samples/sketches.
• Our framework and approaches are generic and can
be applied in principle to sample-based optimization
problems to design high-confidence approximation al-
gorithm using (asymptotically) minimum number of
samples.
• We carry extensive experiments on various real net-
works with up to several billion edges to show the
superiority in performance and comparable solution
quality. To test the applicability of the proposed al-
gorithms, we apply our methods on an IM-application,
namely, Targeted Viral Marketing (TVM). The results
show that our algorithms are up to 1200 times faster
than the current best method on IM problem and, for
TVM, the speedup is up to 500 times.
Note that this paper does not focus on distributed/parallel
computation, however our algorithms are amenable to a dis-
tributed implementation which is one of our future works.
Related works. Kempe et al. [1] formulated the in-
fluence maximization problem as an optimization problem.
They show the problem to be NP-complete and devise an
(1− 1/e− ) greedy algorithm. Later, computing the exact
influence is shown to be #P-hard [3]. Leskovec et al. [2]
study the influence propagation in a different perspective in
which they aim to find a set of nodes in networks to de-
tect the spread of virus as soon as possible. They improve
the simple greedy method with the lazy-forward heuristic
(CELF), which is originally proposed to optimize submodu-
lar functions in [18], obtaining an (up to) 700-fold speedup.
Several heuristics are developed to find solutions in large
networks. While those heuristics are often faster in practice,
they fail to retain the (1−1/e− )-approximation guarantee
and produce lower quality seed sets. Chen et al. [19] obtain
a speedup by using an influence estimation for the IC model.
For the LT model, Chen et al. [3] propose to use local di-
rected acyclic graphs (LDAG) to approximate the influence
regions of nodes. In a complement direction, there are recent
works on learning the parameters of influence propagation
models [20, 21]. The influence maximization is also studied
in other diffusion models including the majority threshold
model [22] or when both positive and negative influences are
considered [23] and when the propagation terminates after a
predefined time [22, 24]. Recently, IM across multiple OSNs
have been studied in [11] and [25] studies the IM problem on
continuous-time diffusion models.
Recently, Borgs et al. [17] make a theoretical breakthrough
and present an O(kl2(m+n) log2 n/3) time algorithm for IM
under IC model. Their algorithm (RIS) returns a (1−1/e−
)-approximate solution with probability at least 1 − n−l.
In practice, the proposed algorithm is, however, less than
satisfactory due to the rather large hidden constants. In
sequential works, Tang et al. [8, 16] reduce the running
time to O((k + l)(m + n) logn/2) and show that their al-
gorithm is also very efficient in large networks with billions
of edges. Nevertheless, Tang’s algorithms have two weak-
nesses: 1) intractable estimation of maximum influence and
2) taking union bounds over all possible seed sets in order
to guarantee a single returned set.
Organization. The rest of the paper is organized as fol-
lows: In Section 2, we introduce two fundamental models,
i.e., LT and IC, and the IM problem definition. We, subse-
quently, devise the unified RIS framework, RIS threshold and
two types of RIS minimum thresholds in Section 3. Section 4
and 5 will present the SSA algorithm and prove the approxi-
mation factor as well as the achievement of type-1 minimum
threshold. In Section 6, we propose the dynamic algorithm,
D-SSA and prove the approximation together with type-2
minimum threshold property. Finally, we show experimental
results in Section 7 and draw some conclusion in Section 8.
2. MODELS AND PROBLEM DEFINITION
This section will formally define two most essential propa-
gation models, e.i., Linear Threshold (LT) and Independent
Cascade (IC), that we consider in this work and followed by
the problem statement of the Influence Maximization (IM).
We abstract a network using a weighted graphG = (V,E,w)
with |V | = n nodes and |E| = m directed edges. Each edge
(u, v) ∈ E is associated with a weight w(u, v) ∈ [0, 1] which
indicates the probability that u influences v. By convention,
w(u, v) = 0 if (u, v) /∈ E.
2.1 Propagation Models
In this paper, we study two fundamental diffusion models,
namely, Linear Threshold (LT) and Independent Cascade
(IC). Assume that we have a set of seed nodes S, the propa-
gation processes under these two models happen in discrete
rounds. At round 0, all nodes in S are active (influenced)
and the others are inactive. In the subsequent rounds, the
newly activated nodes will try to activate (or influence) their
neighbors. Once a node v becomes active, it will remain ac-
tive till the end. The process stops when no more nodes get
activated. The distinctions of the two models are described
as follows:
Linear Threshold (LT) model. The edge weights in LT
model must satisfy the condition
∑
u∈V w(u, v) ≤ 1. At
the beginning of the propagation process, each node v se-
lects a random threshold λv uniformly at random in range
[0, 1]. In round t ≥ 1, an inactive node v becomes active if∑
active u at round t−1 w(u, v) ≥ λv. Let I(S) denote the ex-
pected number of active nodes at the end of the diffusion
process given the seed set S, where the expectation is taken
over all λv values from their uniform distribution. We call
I(S) the influence spread of S under the LT model.
Independent Cascade (IC) model. At round t ≥ 0, when
a node u gets activated, initially or by another node, it has
a single chance to activate each inactive neighbor v with
the successful probability proportional to the edge weight
w(u, v). An activated node remains active til the end of the
diffusion process. For a set S of nodes, we also denote I(S)
as the influence spread of S under the IC model, expected
number of active nodes where the expectation is taken over
the states of the random edges.
We summarize the frequently used notations in Table 1.
Table 1: Table of notations
Notation Description
n,m #nodes, #edges of graph G = (V,E,w).
I(S) Influence Spread of seed set S ⊆ V .
OPTk The maximum I(S) for any size-k seed set S.
Sˆk The returned size-k seed set of SSA/D-SSA.
S∗k An optimal size-k seed set, i.e., I(S
∗
k) = OPTk.
Rj A random RR set.
R A collection of random RR sets.
CovR(S) #RR sets Rj ∈ R covered by S, i.e., Rj ∩ S 6= ∅.
IˆR(S), Iˆ(S)
CovR(S)
|R| .
Υ(, δ) Υ(, δ) = (2 + 2
3
) ln 1
δ
1
2
.
2.2 Problem Definition
Given the propagation models defined previously, the In-
fluence Maximization (IM) problem is defined as follows,
Definition 1 (Influence Maximization (IM)). Given
a graph G = (V,E,w), an integer 1 ≤ k ≤ |V | and a prop-
agation model, the Influence Maximization problem asks for
a seed set Sˆk ⊂ V of k nodes that maximizes the influence
spread I(Sˆk) under the given propagation model.
3. UNIFIED RIS FRAMEWORK
This section presents the unified RIS framework, general-
izing all the previous methods of using RIS sampling [17, 8,
16, 12] for IM. The unified framework characterizes the suffi-
cient conditions to guarantee an (1−1/e−)-approximation
in the framework. Subsequently, we will introduce the con-
cept of RIS threshold in terms of the number of necessary
samples to guarantee the solution quality and two types of
minimum RIS thresholds, i.e., type-1 and type-2.
3.1 Preliminaries
3.1.1 RIS sampling
The major bottle-neck in the traditional methods for IM
[1, 2, 4, 26] is the inefficiency in estimating the influence
spread. To address that, Borgs et al. [17] introduced a novel
sampling approach for IM, called Reverse Influence Sampling
(in short, RIS), which is the foundation for TIM/TIM+[8]
and IMM[16], the state-of-the-art methods.
a
b
c
d0.3
Generate a collection
of random RR sets
𝑅1 = 𝑏, 𝑎
ℛ =
,
𝑅2 = 𝑑, 𝑐, 𝑎
,
𝑅3 = 𝑐, 𝑎
Figure 1: An example of generating random RR sets under
the LT model. Three random RR sets R1, R2 and R3 are
generated. Node a has the highest influence and is also the
most frequent element across the RR sets.
Given a graph G = (V,E,w), RIS captures the influence
landscape of G through generating a set R of random Re-
verse Reachable (RR) sets. The term ‘RR set’ is also used
in TIM/TIM+ [8, 16] and referred to as ‘hyperedge’ in [17].
Each RR set Rj is a subset of V and constructed as follows,
Definition 2 (Reverse Reachable (RR) set). Given
G = (V,E,w), a random RR set Rj is generated from G by
1) selecting a random node v ∈ V 2) generating a sample
graph g from G and 3) returning Rj as the set of nodes that
can reach v in g.
Node v in the above definition is called the source of Rj .
Observe that Rj contains the nodes that can influence its
source v.
If we generate multiple random RR sets, influential nodes
will likely appear frequently in the RR sets. Thus a seed set
S that covers most of the RR sets will likely maximize the
influence spread I(S). Here a seed set S covers an RR set
Rj , if S ∩Rj 6= ∅. For convenience, we denote the coverage
of set S as follows,
CovR(S) =
∑
Rj∈R
min{|S ∩Rj |, 1} (1)
An illustration of this intuition and how to generate RR
sets is given in Fig. 1. In the figure, three random RR sets
are generated following the LT model with sources b, d and c,
respectively. The influence of node a is the highest among all
the nodes in the original graph and also is the most frequent
node across the RR sets. This observation is captured in the
following lemma in [17].
Lemma 1 ([17]). Given G = (V,E,w), a seed set S ⊂
V , for a random RR set Rj generated from G
I(S) = nPr[S covers Rj ]. (2)
Lemma 1 says that the influence of a node set S is pro-
portional to the probability that S intersects with a random
RR set. Define
IˆR(S) =
CovR(S)
|R| ,
an approximate of I(S). When the context is clear, we also
ignore R and write Iˆ(S) instead of IˆR(S). Thus, to find S
that maximize I(S) we can find S to maximize Iˆ(S), i.e.,
to find subset S that covers as many Rj as possible. The
most important question addressed in this paper is about the
minimum size of R to provide bounded-error guarantees.
3.1.2 (, δ)-approximation
The bounded-error guarantee we seek for in our influence
maximization algorithms, (1 − 1/e − ) with probability at
least (1−δ), is based on the concept of (, δ)-approximation.
Definition 3 ((, δ)-approximation). Let Z1, Z2, ... be
i.i.d. random variables in [0, 1] with mean µZ and variance
σ2Z . A Monte Carlo estimator
µˆZ =
1
T
T∑
i=1
Zi (3)
is said to be an (, δ)-approximation of µZ if
Pr[(1− )µZ ≤ µˆZ ≤ (1 + )µZ ] ≥ 1− δ (4)
Let R1, R2, R3, . . . , Rj , . . . be the random RR sets gener-
ated in either SSA or D-SSA algorithms. Given a subset of
nodes S ⊂ V , define Zj = min{|Rj ∩ S|, 1}, the Bernouli
random variable with mean E[Zj ] = I(S)/n. Further, de-
fine Yj = Zj − E[Zj ], then Yj is a martingale [16], i.e.,
E[Yi|Y1, Y2, . . . , Yi−1] = Yi−1 and E[Yi] < +∞. This mar-
tingale view of Yj is adopted from [16] to cope with the fact
that Yj might be weakly dependent due to the stopping con-
dition. Let µˆZ =
1
T
∑T
i=1 Zi, an estimation of µZ . We use
the same concentration inequalities from Corollaries 1 and
2 in [16].
Lemma 2 ([16]). For T > 0 and  > 0, the following
inequalities hold,
Pr[µˆ > (1 + )µ] ≤ exp (−Tµ
2
2 + 2
3

), (5)
Pr[µˆ < (1− )µ] ≤ exp (−Tµ
2
2
). (6)
Equivalently, we can derive from Lem. 2 the sufficient
number of samples to provide an (, δ)-approximation.
Corollary 1. For fixed  > 0 and δ ∈ (0, 1),
Pr[µˆ > (1 + )µ] ≤ δ, if T ≥ 2 +
2
3

2
ln
1
δ
1
µ
= Υ(, δ)
1
µ
, (7)
Pr[µˆ < (1− )µ] ≤ δ, if T ≥ 2
2
ln(
1
δ
)
1
µ
. (8)
3.2 RIS Framework and Thresholds
Based on Lem. 1, the IM problem can be solved by the
following two-step algorithm.
• Generate a collection of RR sets, R, from G.
• Use the greedy algorithm for the Max-coverage prob-
lem [27] to find a seed set Sˆk that covers the maximum
number of RR sets and return Sˆk as the solution.
As mentioned, the core issue is to determine the mini-
mum θ(, δ) given a predefined setting of , δ. For IM, this
means “How many RR sets are sufficient to provide a good
approximate solution?”. [8, 16] propose two such theoretical
thresholds and two probing techniques to realistically esti-
mate those thresholds. However, their thresholds are not
known to be any kind of minimum and the probing method
is ad hoc in [8] or far from the proposed threshold in [16].
Thus, they cannot provide any guarantee on the optimality
of the number of samples generated.
We look into the cores of the techniques in [8, 16, 17, 12]
and capture the essential conditions to achieve an (1−1/e−)
approximation for Influence Maximization problem. By sat-
isfying these critical conditions, we aim to achieve a better
approach rather than the prescribing a explicit threshold θ
as in previous work [8, 16, 17, 12].
RIS Critical conditions. Suppose that there is an op-
timal seed set S∗k , which has the maximum influence in the
network3. Given 0 ≤ , δ ≤ 1, our unified RIS framework
enforces two conditions:
Pr[ˆI(Sˆk) ≤ (1 + a)I(Sˆk)] ≥ 1− δa (9)
and
Pr[ˆI(S∗k) ≥ (1− b)OPTk] ≥ 1− δb (10)
where δa + δb ≤ δ and (1− 1e ) a+b1+a ≤ .
Based on the above conditions, we define the RIS threshold
as the following.
Definition 4 (RIS Threshold). Given a graph G, a ∈
(0,∞) and b, δa, δb ∈ (0, 1), N(a, b, δa, δb) is called an RIS
Threshold in G w.r.t a, b, δa, δb, if |R| ≥ N(a, b, δa, δb)
implies Eqs. 9 and 10 hold together.
The RIS threshold gives a sufficient condition to achieve a
(1− 1/e− )-approximation as stated below.
Theorem 1. Given a graph G, a ∈ [0,∞), and b, δa, δb ∈
(0, 1), let  = (1− 1
e
) a+b
1+a
and δ ≥ δa + δb, if the number of
RR sets |R| ≥ N(a, b, δa, δb), then the two-step algorithm
in our RIS framework returns Sˆk satisfying
Pr[I(Sˆk) ≥ (1− 1/e− )OPTk] ≥ 1− δ. (11)
That is Sˆk is an (1−1/e−)-approximate solution with high
probability (w.h.p.)
Existing RIS thresholds. For any , δ ∈ (0, 1), Tang et al.
established in [8] an RIS threshold,
N(

2
,

2
,
δ
2
(1− (n
k
)−1
),
δ
2
(
n
k
)
) = (8 + 2)n
ln 2/δ + ln
(
n
k
)
2OPTk
(12)
In a later study [16], they reduced this number to another
RIS threshold from Theorem 1 in [16],
N(1, − 1, δ
2
(1− (n
k
)−1
),
δ
2
(
n
k
)−1
) = 2n
((1− 1/e)α+ β)2
2OPTk
,
(13)
where α = (ln 2
δ
)
1
2 , β = (1 − 1/e) 12 (ln 2
δ
+ ln
(
n
k
)
)
1
2 and
1 =
·α
(1−1/e)α+β .
Simplify the above equation, we have
((1− 1/e)α+ β)2 ≤ 2((1− 1/e)2α2 + β2)
= 2(1− 1/e)((1− 1/e) ln 2
δ
+ ln
2
δ
+ ln
(
n
k
)
)
≤ 2(1− 1/e)(2 ln 2
δ
+ ln
(
n
k
)
).
Thus, we obtain a simplified threshold,
N = 4(1− 1
e
)n
2 ln(2/δ) + ln
(
n
k
)
2OPTk
(14)
≤ 8(1− 1
e
)
ln(2/δ) + ln
(
n
k
)
2
n
k
(15)
3If there are multiple optimal sets with influence, OPTk, we
choose the first one alphabetically to be S∗k .
Unfortunately, computing OPTk is intractable, thus, the
proposed algorithms have to generate θ OPTk
KPT+
RR sets, where
KPT+ is the expected influence of a node set obtained by
sampling k nodes with replacement from G and the ratio
OPTk
KPT+
≥ 1 is not upper-bounded. That is they may gener-
ate many times more RR sets than needed as in [8].
3.3 Two Types of Minimum Thresholds
Based on the definition of RIS threshold, we now define
two strong theoretical limits, i.e. type-1 minimum and type-
2 minimum thresholds. In Section 5, we will prove that our
first proposed algorithm, SSA, achieves, within a constant
factor, a type-1 minimum threshold and later, in Section 6,
our dynamic algorithm, D-SSA, is shown to obtain, within
a constant factor, the strongest type-2 minimum threshold.
If N(a, b, δa, δb) is an RIS threshold, then any N such
that N ≥ N(a, b, δa, δb) is also an RIS threshold. We
choose the smallest number over all such RIS thresholds to
be type-1 minimum as defined in Def. 5.
Definition 5 (type-1 minimum threshold). Given
0 ≤ , δ ≤ 1 and a ∈ (0,∞), b, δa, δb ∈ (0, 1) satisfy-
ing δa + δb ≤ δ and (1 − 1e ) a+b1+a ≤ , N
(1)
min(a, b, δa, δb)
is called a type-1 minimum threshold w.r.t a, b, δa, δb if
N
(1)
min(a, b, δa, δb) is the smallest number of RR sets that
satisfies both Eq. 9 and Eq. 10.
All the previous methods [17, 8, 16] try to approximate
N
(1)
min(a, b, δa, δb) for some setting of a, b, δa, δb, however,
they fail to provide any guarantee on how close their num-
bers are to that threshold. In contrast, we show that SSA
achieves, within a constant factor, a type-1 minimum thresh-
old in Section 5. Next, we give the definition of a stronger
type-2 minimum threshold which is achieved by D-SSA as
shown in Section 6.
Definition 6 (type-2 minimum threshold). Given
0 ≤ , δ ≤ 1, N (2)min(, δ) is called the type-2 minimum thresh-
old if
N
(2)
min(, δ) = min
a,b,δa,δb
N
(1)
min(a, b, δa, δb) (16)
where (1 − 1
e
) a+b
1+a
=  and δa + δb = δ and a ∈ (0,∞),
b, δa, δb ∈ (0, 1).
Type-2 minimum threshold is the tightest threshold that one
can achieve using the RIS-framework.
4. STOP-AND-STARE ALGORITHM (SSA)
In this section, we present Stop-and-Stare Algorithm (SSA),
the first approximation algorithm that meets (asymptoti-
cally) a type-1 minimum threshold.
4.1 SSA Algorithm
At a high level, SSA, presented in Alg. 1, consists of multi-
ple iterations. In each iteration, it follows the RIS framework
to generate (additional) RR sets and uses the Max-Coverage
(Alg. 2) to find a candidate solution Sˆk. If Sˆk passes the
quality check, Lines 8-12, the algorithm stops and outputs
Sˆk. Otherwise, it doubles the number of RR sets and ad-
vances to the next iteration. The name Stop-and-Stare is
based on the view that the algorithm “scans” through a
stream of samples and stops at exponential check points to
Algorithm 1: SSA Algorithm
Input: Graph G, 0 ≤ , δ ≤ 1, and a budget k
Output: An (1− 1/e− )-optimal solution, Sˆk with at
least (1− δ)-probability
1 Choose 1, 2, 3 satisfying Eqs. 18. For example,
recommended values for 1, 2, 3 are in Eq. 19
2 Nmax = 8
1−1/e
2+2/3
Υ
(
, δ
6
/
(
n
k
))
n
k
; imax = dlog2 2NmaxΥ(,δ/3)e;
3 Λ = Υ(, δ
3imax
); Λ1 ← (1 + 1)(1 + 2)Υ(3, δ3imax )
4 R ← Generate Λ random RR sets
5 repeat
6 Double the size of R with new random RR sets
7 <Sˆk, Iˆ(Sˆk)>← Max-Coverage(R, k, n)
8 if CovR(Sˆk) ≥ Λ1 then . Condition C1
9 δ′2 =
δ2
3imax
;Tmax = 2|R| 1+21−2
23
22
10 Ic(Sˆk)← Estimate-Inf(G, Sˆk, 2, δ′2, Tmax)
11 if Iˆ(Sˆk) ≤ (1 + 1)Ic(Sˆk) then . Condition C2
12 return Sˆk
13 until |R| ≥ Nmax;
14 return Sˆk
stare at the the generated samples to see if it can find a
provably good solution. We enforce a nominal cap on the
number of samples Nmax = 8
1−1/e
2+2/3
Υ
(
, δ
6
/
(
n
k
))
n
k
. Thus,
the number of iterations is at most imax = dlog2 2NmaxΥ(,δ/3)e =
O(log2 n) (Line 2).
Specifically, the algorithm starts by determining parame-
ters 1, 2, 3 satisfying (1− 1e ) a+b1+a =  (Line 1). For each
iteration t = 1, 2, . . . , imax, SSA doubles the number of gen-
erated RR sets in R. Thus, the number of samples at an
iteration t is |R| = Λ2t−1, where Λ = Υ(, δ/(3imax)). After
that, SSA invokes Max-Coverage (Alg. 2) to find a candidate
solution Sˆk and its influence estimation
Iˆ(Sˆk) =
CovR(Sˆk)n
|R| .
The condition CovR(Sˆk) ≥ Λ1 (Line 8) is to guarantee that
there are sufficient samples to estimate the influence accu-
rately within a relative error 3. If the condition is met,
SSA independently generates another collection of RR sets
R′ in Estimate-Inf (Alg. 3) to obtain an accurate estimation
of Sˆk influence (with a relative error 2). This estimation
is compared against Iˆ(Sˆk) and the SSA stops when the two
estimations are close (Line 11), i.e., when
Iˆ(Sˆk) ≤ (1 + 1)Ic(Sˆk).
Stopping conditions. Ignore the rare case that SSA
reaches the cap Nmax on the number of samples. SSA stops
only when the following two stopping conditions are met.
(C1) The 1st condition CovR(Sˆk) ≥ Λ1 (Line 8) ensures
that the influence of S∗k can be estimated with a rela-
tive error at most 3 as shown in Lems. 5 and 6.
(C2) The 2nd condition Iˆ(Sˆk) ≤ (1 + 1)Ic(Sˆk) (Line 11)
guarantee that the estimation Iˆ(Sˆk) is not far from
the error-bounded estimation Ic(Sˆk) returned by the
Estimate-Inf procedure. Recall that Ic(Sˆk) has a rela-
tive error at most 2 comparing to the true influence
I(Sˆk).
As we will prove in Sec. 5, the two stopping conditions are
sufficient to guarantee the (1−1/e−)-approximation of Sˆk.
Algorithm 2: Max-Coverage procedure
Input: RR sets (R), k and number of nodes (n)
Output: An (1− 1/e)-optimal solution, Sˆk and its
estimated influence Ic(Sˆk)
1 Sˆk = ∅
2 for i = 1 : k do
3 vˆ ← arg max{v∈V }(CovR(Sˆk ∪ {v})− CovR(Sˆk))
4 Add vˆ to Sˆk
5 return <Sˆk,CovR(Sˆk) · n/|R|>
Finding Max-Coverage. Standard greedy algorithm in
Max-coverage is used to find Sˆk. The algorithm repeatedly
selects node u with maximum marginal gain, the number of
RR sets that are covered by u but not the previously selected
nodes. The well-known result in [28] states that CovR(Sˆk)
is at leat (1− 1/e) the maximum coverage obtained by any
size-k seed set. This algorithm can be implemented in linear
time in terms of the total size of the RR sets [17].
Influence Estimation. Estimate-Inf, presented in Alg. 3,
gives an estimation Ic(S) with one-side error guarantee
Pr[Ic(S) ≤ (1 + ′)I(S)] ≥ 1− δ′.
The algorithm generates RR sets Rj and counts the num-
Algorithm 3: Estimate-Inf procedure
Input: A seed set S ⊂ V , ′ > 0, δ′ ∈ (0, 1) and
maximum number of samples, Tmax
Output: Ic(S) or −1 if exceeds Tmax samples.
1 Λ2 = 1 + (1 + 
′)Υ(′, δ′)
2 Cov = 0
3 for T = 1 : Tmax do
4 Generate Rj ←RIS(G)
5 Cov = Cov + min{|Rj ∩ S|, 1}
6 if Cov ≥ Λ2 then
7 return nΛ2/T ; // n: number of nodes
8 return -1 ; // Exceeding Tmax RR sets
ber of “successes”, defined as the number of RR sets that
intersect with S. When the number of successes reaches
Λ2 = 1+(1+
′)Υ(′, δ′), the algorithm returns Ic(S) = Λ2nT ,
where T is the number of generated RR sets.
Estimate-Inf is based on the Stopping-Rule algorithm in
[29] with an important difference. The algorithm stops and
return −1 if Tmax samples has been generated. Choosing
Tmax proportional to the number of samples in R (Line 9,
SSA) avoid time-wasting on estimating influence for Sˆk at
early iterations in SSA. Those early Sˆk candidates often have
small influence, thus, require up to Ω(n) samples to estimate.
Without the cap Tmax, SSA will suffer a quadratic (or worse)
time complexity.
Similar to the proof of the stopping theorem in [29], we
obtain the following lemma with the proof in the appendix.
Lemma 3. When Estimate-Inf terminates within Tmax sam-
ples, the returned estimation Ic(S) satisfies
Pr[Ic(S) ≤ (1 + ′)I(S)] ≥ 1− δ′. (17)
In SSA Lines 9 and 10, Estimate-Inf is invoked with the
parameters ′ = 2, δ′ = δ2/(3imax), and Tmax = Θ(|R|).
4.2 Parameter Settings for SSA
In SSA, we can select arbitrary 1, 2, 3 ∈ (0, 1) as long
as they satisfy
(1− 1
e
)
1 + 2 + 12 + 3
(1 + 1)(1 + 2)
≤  (18)
In practice, the selection of 1, 2 and 3 has considerate
effect on the running time. Through our experiments, we
observe good performance yields when
• 1 >  ≈ 3 for small networks
• 1 ≈  ≈ 3 for moderate network (few million edges)
• 1  2 ≈ 3 for large networks (hundreds of millions
of edges).
For simplicity, we use the following default setting for SSA.
2 = 3 = (1− 1/e)−1/2 (19)
1 =
1 + (1− 1/e− )−1/2
1 + 2
− 1. (20)
For example, when  = 0.1 we can set
1 = 1/78, 2 = 3 = 2/25. (21)
In Sect. 6, we will later propose D-SSA, a Stop-and-Stare
algorithm with “dynamic” parameters. D-SSA can automat-
ically select a near-optimal setting of 1, 2, 3.
5. SSA THEORETICAL ANALYSIS
In this section, we will prove that SSA returns a (1−1/e−
)-approximate solution w.h.p. in Subsec. 5.1. Subsequently,
SSA is shown to require no more than a constant factor of a
type-1 minimum threshold of RR sets w.h.p. in Subsec. 5.2.
5.1 Approximation Guarantee
We will prove that SSA returns a (1−1/e−)-approximate
solution Sˆk w.h.p. The major portion of the proof is to
bound the probabilities of the following three bad events
1. |R| ≥ Nmax and I(Sˆk) < (1− 1/e− )
2. The error in the estimation Ic(Sˆk) exceeds 2 (Lem. 5)
3. The error in the estimation Iˆ(S∗k), the estimation of
the OPTk, exceeds 3 (Lem. 6).
Finally, Theorem 2, assuming none of the bad events hap-
pen, shows that I(Sˆk) ≥ (1− 1/e− )OPTk.
The probability of the first bad event follows directly from
the threshold θ in Eq. 14 with δ replaced by δ/3.
Lemma 4. We have
Pr[|R| ≥ Nmax and I(Sˆk) < (1− 1/e− )OPTk] ≤ δ/3.
Since, we do not know the iteration that SSA will stop,
we will bound the probabilities of the other two bad events
for all iterations. The bound on the relative error of Ic(Sˆk):
Lemma 5. For any iteration t = 1, 2, . . . , imax in SSA,
Pr[Ic(Sˆk) > (1 + 2)I(Sˆk)] ≤ δ/3imax. (22)
Proof. The inequality holds trivially if Estimate-Inf re-
turn −1. Otherwise, it follows from Lem. 3 with ′ = 2,
δ′ = δ2/(3imax).
Since |R| = Λ2t−1 is fixed, we apply the Chernoff’s bound
in Lem. 2 over |R| random variables to obtain the following
error bound on the estimation of Iˆ(S∗k).
Lemma 6. For any iteration i = 1, 2, . . . , imax in SSA,
Pr[ˆI(S∗k) < (1− (i)3 )OPTk] ≤ δ/(3imax) (23)
where 
(i)
3 =
√
2n ln 3imax
δ
|R|OPTk , and |R| = Λ2
t−1 at iteration i.
Lem. 5 and 6 are sufficient to prove the approximation
guarantee of SSA as stated by the following theorem.
Theorem 2. Given 0 ≤ , δ ≤ 1, SSA returns a seed set
Sˆk satisfying
Pr[I(Sˆk) ≥ (1− 1/e− )OPTk] ≥ 1− δ. (24)
5.2 Achieving Type-1 Minimum Threshold
We will show that for any a, b, δa, δb satisfying the con-
ditions of RIS threshold (Def. 4), there exists a setting of
1, 2, 3 such that SSA stops within O(N
(1)
min(a, b, δa, δb))
samples (w.h.p.)
We need to bound the total number of RR sets gener-
ated by SSA. Recall that SSA generates two different types
of RR sets: 1) RR sets in R to find Sˆk through solving
Max-Coverage and 2) RR sets in Estimate-Inf for the stop-
ping condition C2. At each iteration, the number of type
2 RR sets is at most 2 1+2
1−2
23
22
|R| = Θ(|R|). Thus, the
core part is to prove that: “SSA will stop w.h.p. when
|R| = O(N1(a, b, δa, δb))”.
Our assumptions. Under the assumptions that make
the Chernoff’s bound (Lem. 2) tight up to a constant in the
exponent, we show that SSA stops withinO(N
(1)
min(a, b, δa, δb)).
The assumptions, referred to as the range conditions, are as
follows.
• OPTk ≤ 12 |V |. That is no k nodes can influence more
than half of the nodes in the network. This assump-
tion guarantees µ ≤ 1/2, needed for the tightness of
Chernoff’s bound in Lem. 13.
•  ≤ 1/4. The constant 1/4 can be replaced by any
constant c < 1, assuming δ is sufficiently small. This
assumption guarantees that b ≤ 1/2, which is also
needed for Lem. 13.
• 1/δ = Ω(n). This assumption guarantee that δ is suf-
ficiently small (Lem. 13). This is compatible with the
settings in the previous works [8, 16, 12], in which
δ = 1/n.
Consider positive a, b, δa, δb ∈ (0, 1) satisfying
(1− 1
e
)
a + b
1 + a
=  ≤ 1
4
and (25)
δa + δb = δ <
1
log2 n
. (26)
We will determine suitable parameters 1, 2, 3 for SSA so
that
(1− 1
e
)
1 + 2 + 12 + 3
(1 + 1)(1 + 2)
= . (27)
Denote T1 = N
(1)
min(a, b, δa, δb). From Def. 5 of the type-1
threshold, |R| ≥ T1 leads to
Pr[ˆIR(Sˆk) > (1 + a)I(Sˆk)] ≤ δa and (28)
Pr[ˆIR(S∗k) < (1− b)OPTk] ≤ δb. (29)
An upper bound on the number of RR sets needed in R
is given in the following lemma.
Lemma 7. Let 0 = min{2, 3, b}, and
TSSA = max{T1, αΥ(0, δ
3imax
)
n
OPTk
},
for some constant α > 1. Under the range conditions,
TSSA = O(T1).
Now we bound the estimation error in the Estimate-Inf
procedure at each iteration. At iteration 1 ≤ i ≤ imax,
Tmax = 2|R|1 + 2
1− 2
23
22
= 2iΛ
1 + 2
1− 2
23
22
(30)
is a fixed number. Denote by Rc, the set of RR sets gener-
ated in Estimate-Inf. Apply the concentration inequality in
Eq. (5), for Tmax RR sets in Rc we have
Lemma 8. For iteration 1 ≤ i ≤ imax in SSA, let (i)2 =√
(ln 1/δ+ln 3imax)n
Tmax
. The following holds
Pr[(|Rc| ≥ Tmax) and IˆRc(Sˆk) < (1− (i)2 )I(Sˆk)] ≤
δ
3imax
.
Theorem 3. Consider a, b, δa, δb satisfying Eqs. (25)
and (26). Under the range conditions, there exist SSA pa-
rameters 1, 2, 3, satisfying Eq. (27), and a constant c > 1
such that if |R| ≥ cN (1)min(a, b, δa, δb), SSA will stop w.h.p.
Similarly, we can show the reverse direction.
Theorem 4. Consider SSA’s with 1, 1, 2, 3, satisfying
Eq. (27) and 2 ≤ 11+1 . Under the range conditions, there
exist a, b, δa, δb satisfying Eqs. (25) and (26), and a con-
stant c > 1 such that if |R| ≥ cN1(a, b, δa, δb), SSA will
stop w.h.p.
The proof is similar to that of Theorem 3 and is omitted.
SSA Limitation. First, the performance of SSA depends
on the selection of the parameters 1, 2, 3. While the pre-
setting in Eq. 19 provides decent performance for most
cases, there will be certain input that results in less than
ideal performance. Secondly, the samples in R′, the sample
pool to verify the quality of the candidate solution Sˆk are
not used efficiently. They are only used once and then dis-
carded. Alternative strategies that reuse the sample in R′
may potentially reduce the number of the generated samples
and provide better performance.
6. DYNAMIC STOP-AND-STARE ALGO.
In this section, we present D-SSA, a stop-and-stare algo-
rithm that automatically selects near-optimal 1, 2, 3 set-
tings. That is the sample size of D-SSA meets, asymptoti-
cally, the type-2 minimum threshold, the strongest guaran-
tee for methods following the RIS framework.
The algorithm D-SSA, summarized in Alg. 4, works on
a single stream of RR sets R1, R2, ..., Ri, .... The algorithm
Algorithm 4: D-SSA Algorithm
Input: Graph G, 0 ≤ , δ ≤ 1, and k
Output: An (1− 1/e− )-optimal solution, Sˆk
1 Nmax = 8
1−1/e
2+2/3
Υ
(
, δ
6
/
(
n
k
))
n
k
;
2 tmax = dlog2(2Nmax/Υ(, δ3 ))e; t = 0;
3 Λ = Υ(, δ
3tmax
); Λ1 = 1 + (1 + )Υ(,
δ
3tmax
);
4 repeat
5 t← t+ 1;
6 Rt = {R1, . . . , RΛ2t−1};
7 Rct = {RΛ2t−1+1, . . . , RΛ2t};
8 < Sˆk, Iˆt(Sˆk) >← Max-Coverage(Rt, k);
9 if CovRct (Sˆk) ≥ Λ1 then . Condition D1
10 Ict(Sˆk)← CovRct (Sˆk) · n/|Rct |
11 1 ← Iˆt(Sˆk)/Ict(Sˆk)− 1
12 2 ← 
√
n(1+)
2t−1Ict (Sˆk)
;
13 3 ← 
√
n(1+)(1−1/e−)
(1+/3)2t−1Ict (Sˆk)
14 t = (1 + 2 + 12)(1− 1/e− ) + (1− 1e )3
15 if t ≤  then . Condition D2
16 return Sˆk
17 until |Rt| ≥ Nmax;
18 return Sˆk;
consists of multiple iterations t = 1, 2, . . . , tmax, where tmax =
O(logn) is the maximum number of iterations.
At an iteration t, the algorithm looks into the first Λ× 2t
RR sets, for a fixed Λ (Line 3), and divide those samples
into two halves.
• The first half Rt = {R1, . . . , RΛ2t−1} will be used
to find the candidate solution Sˆk via solving a max-
coverage problem Max-Coverage(Rt, k).
• The second half Rct = {RΛ2t−1+1, . . . , RΛ2t} will be
used to verify the quality of the candidate solution Sˆk.
Note that Rt+1 = Rt ∪ Rct , thus, the samples used in
verifying Sˆk will be reused to find the candidate solution in
next iteration.
To verify whether Sˆk meets the approximation guarantee
with high probability (whp), D-SSA, in Line 9, will first ap-
ply the stopping rule condition in [29] to check if the number
of samples in Rct are sufficient to guarantee an (, δ3tmax )-
approximation of I(Sˆk). If not, it advances to the next it-
eration. Otherwise, it will automatically estimate the best
possible precision parameters 1, 2, 3 in Lines 11 and 12.
Once the combination of those precision parameter is suffi-
ciently small, i.e.,
t = (1 + 2 + 12)(1− 1/e− ) + (1− 1/e)3 ≤ ,
the algorithm returns Sˆk as an (1− 1/e− )-approximation
solution (whp).
In the unfortunate event that the algorithm does not meet
the condition t ≤  for any t, it will terminate when the
number of samples in the algorithm reaches to the capNmax =
8 1−1/e
2+2/3
Υ
(
, 1
6
δ/
(
n
k
))
n
k
.
6.1 Theoretical Guarantees Analysis
We will subsequently show that D-SSA achieves the (1 −
1/e − )-approximation factor (whp) in Subsec. 6.1.1 and
requires only, to within a constant factor, the strongest type-
2 minimum threshold of the RR sets (whp) in Subsec. 6.1.2.
6.1.1 Approximation Guarantee
We will show that D-SSA returns a (1− 1/e− ) solution
with probability at least 1− δ. For clarity, we present most
of the proofs in the appendix.
Recall that D-SSA stops when either 1)the number of sam-
ples exceeds the cap, i.e., |Rt| ≥ Nmax or 2) t ≤  for some
t ≥ 1. In the first case, Nmax were chosen to guarantee that
Sˆk will be a (1− 1/e− )-approximation solution w.h.p.
Lemma 9. Let B(1) be the bad event that
B(1) = (|Rt| ≥ Nmax) ∩ (I(Sˆk) < (1− 1/e− )OPTk).
We have
Pr[B(1)] ≤ δ/3.
In the second case, the algorithm stops when t ≤  for
some 1 ≤ t ≤ tmax. The maximum number of iterations
tmax is bounded by O(logn) as stated below.
Lemma 10. The number of iterations in D-SSA is at most
tmax = O(logn).
For each iteration t, we will bound the probabilities of
the bad events that lead to inaccurate estimations of I(Sˆk)
through Rct , and I(S∗k) through Rt(Lines 9 and 12).
Lemma 11. For each 1 ≤ t ≤ tmax, let
ˆt be the unique root of f(x) =
δ
3tmax
,
where f(x) = exp
(
−Nt
I(Sˆk)
n
x2
2+2/3x
)
, and
∗t = 
√
n
(1 + /3)2t−1OPTk
.
Consider the following bad events
B
(2)
t =
(
Iˆ(c)t (Sˆk) > (1 + ˆt)I(Sˆk)
)
,
B
(3)
t =
(
Iˆt(S∗k) < (1− ∗t )OPTk]
)
.
We have
Pr[B
(2)
t ],Pr[B
(3)
t ] ≤
δ
3tmax
.
Lemma 12. Assume that none of the bad events B(1),
B
(2)
t , B
(3)
t (t = 1..tmax) happen and D-SSA stops with some
t ≤ . With ˆt defined in Lem. 11, we have
ˆt <  and consequently (31)
I(c)t (Sˆk) ≤ (1 + ˆt)I(Sˆk) ≤ (1 + )I(Sˆk) (32)
We now prove the approximation guarantee of D-SSA.
Theorem 5. D-SSA returns an (1−1/e−)-approximate
solution with probability at least (1− δ).
6.1.2 Achieving the Type-2 Minimum Threshold
Denote by T2 = N
(2)
min(, δ), the type-2 minimum threshold
defined in Def. 6. Under the range conditions, we will prove
that D-SSA meets the Type-2 minimum threshold, i.e., it re-
quires O(T2) samples w.h.p. This is the strongest efficiency
guarantee for algorithms following the RIS framework.
The proof is based on the observation that there must
exist ∗a, 
∗
b , δ
∗
a, δ
∗
b that N
(1)
min(
∗
a, 
∗
b , δ
∗
a, δ
∗
b ) = T2. Further,
within O(T2) we will have 2, 3 ≤ ∗b/3 and 1 ≈ ∗a. Then
both conditions D1 (CovRct (Sˆk) ≥ Λ1) and D2 (t ≤ ) will
be met and the algorithm will stop w.h.p.
Theorem 6. Given , δ, assume the range conditions D-
SSA will stop w.h.p within O(N
(2)
min(, δ)) samples.
7. EXPERIMENTS
Backing by the strong theoretical results, we will experi-
mentally show that SSA and D-SSA outperform the existing
state-of-the-art IM methods by a large margin. Specifically,
SSA and D-SSA are several orders of magnitudes faster than
IMM and TIM+, the best existing IM methods with approx-
imation guarantee, while having the same level of solution
quality. SSA and D-SSA also require several times less mem-
ory than the other algorithms. To demonstrate the applica-
bility of the proposed algorithms, we apply our methods on
a critical application of IM, i.e., Targeted Viral Marketing
(TVM) introduced in [30] and show the significant improve-
ments in terms of performance over the existing methods.
Table 2: Datasets’ Statistics
Dataset #Nodes #Edges Avg. degree
NetHELP4 15K 59K 4.1
NetPHY4 37K 181K 13.4
Enron4 37K 184K 5.0
Epinions4 132K 841K 13.4
DBLP4 655K 2M 6.1
Orkut4 3M 234M 78
Twitter [31] 41.7M 1.5G 70.5
Friendster4 65.6M 3.6G 54.8
7.1 Experimental Settings
All the experiments are run on a Linux machine with
2.2Ghz Xeon 8 core processor and 100GB of RAM. We carry
experiments under both LT and IC models on the following
algorithms and datasets.
Algorithms compared. On IM experiments, we com-
pare SSA and D-SSA with the group of top algorithms that
provide the same (1 − 1/e − )-approximation guarantee.
More specifically, CELF++ [32], one of the fastest greedy
algorithms, and IMM [16], TIM/TIM+ [8], the best current
RIS-based algorithms, are selected. For experimenting with
TVM problem, we apply our Stop-and-Stare algorithms on
this context and compare with the most efficient method for
the problem, termed KB-TIM, in [30].
Datasets. For experimental purposes, we choose a set
of 8 datasets from various disciplines: NetHEPT, NetPHY,
DBLP are citation networks, Email-Enron is communication
network, Epinions, Orkut, Twitter and Friendster are online
social networks. The description summary of those datasets
is in Table 2. On Twitter network, we also have the actual
tweet/retweet dataset and we use these data to extract the
target users whose tweets/retweets are relevant to a certain
set of keywords. The experiments on TVM are run on the
Twitter network with the extracted targeted groups of users.
Remark. Since Orkut and Friendster are undirected
networks, within those networks we replace each edge by two
oppositely directed edges (arcs). This contrasts to the confer-
ence version of this paper in which the Orkut and Friendster
networks are treated as directed networks.
Parameter Settings. For computing the edge weights,
we follow the conventional computation as in [8, 13, 4, 26],
the weight of the edge (u, v) is calculated as w(u, v) = 1
din(v)
where din(v) denotes the in-degree of node v.
In all the experiments, we keep  = 0.1 and δ = 1/n as a
general setting or explicitly stated otherwise. For the other
parameters defined for particular algorithms, we take the
recommended values in the corresponding papers if avail-
able. We also limit the running time of each algorithm in a
run to be within 24 hours.
7.2 Experiments with IM problem
To show the superior performance of the proposed algo-
rithms on IM task, we ran the first set of experiments on
four real-world networks, i.e., NetHEPT, NetPHY, DBLP,
Twitter. We also test on a wide spectrum of the value of
k, typically, from 1 to 20000, except on NetHEPT network
since it has only 15233 nodes. The solution quality, run-
ning time, memory usage are reported sequentially in the
following. We also present the actual number of RR sets
generated by SSA, D-SSA and IMM when testing on four
other datasets, i.e., Enron, Epinions, Orkut and Friendster.
7.2.1 Solution Quality
We first compare the quality of the solution returned by
all the algorithms on LT and IC models. The results are
presented in Fig. 2 and Fig. 3, respectively. The CELF++
algorithm is only able to run on NetHEPT due to time limit.
From those figures, all the methods return comparable seed
set quality with no significant difference. The results directly
give us a better viewpoint on the basic network property
that a small fraction of nodes can influence a very large
portion of the networks. Most of the previous researches
only find up to 50 seed nodes and provide a limited view
of this phenomenon. Here, we see that after around 2000
nodes have been selected, the influence gains of selecting
more seeds become very slim.
7.2.2 Running time
We next examine the performance in terms of running
time of the tested algorithms. The results are shown in
Fig. 4 and Fig. 5. Both SSA and D-SSA significantly out-
perform the other competitors by a huge margin. Com-
paring to IMM, the best known algorithm, SSA and D-SSA
run up to several orders of magnitudes faster. TIM+ and
IMM show similar running time since they operate on the
same philosophy of estimating optimal influence first and
then calculating the necessary samples to guarantee the ap-
proximation for all possible seed sets. However, each of the
two steps displays its own weaknesses. In contrast, SSA and
D-SSA follows the Stop-and-Stare mechanism to thoroughly
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Figure 2: Expected Influence under LT model.
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Figure 3: Expected Influence under IC model.
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Figure 4: Running time under LT model
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Figure 5: Running time under IC model
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Figure 6: Memory usage under LT model
address those weaknesses and thus exhibit remarkable im-
provements. In particular, the speedup factor of D-SSA to
IMM can go up to 1200x in the case of NetHEPT network on
the LT model. On most of other cases, the factor stabilizes
at several hundred times.
Comparing between SSA and D-SSA, since D-SSA pos-
sesses the type-2 minimum threshold compared to the weaker
type-1 threshold of SSA with the same precision settings , δ,
D-SSA performs at least as good as SSA and outperforms in
many cases in which the fixed setting of SSA falls out of the
effective ranges for that network and value k. This problem
is resolved in D-SSA thanks to the dynamic error computa-
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Figure 7: Memory usage under IC model
Data
running time number of RR sets
k = 1 k = 500 k = 1000 k = 1 k = 500 k = 1000
D-SSA SSA IMM D-SSA SSA IMM D-SSA SSA IMM D-SSA SSA IMM D-SSA SSA IMM D-SSA SSA IMM
Enron .5 s .6 s .7 s .1 s .1 s 3.1 s .1 s .1 s 6.9 s 96 K 272 K 280 K 24 K 42 K 580 K 24 K 61 K 910 K
Epin. .6 s .7 s .8 s .2 s .2 s 4.4 s .2 s .3 s 12.1 s 205 K 570 K 400 K 51 K 97 K 1.2 M 51 K 131 K 1.9 M
Orkut 86.2 s 108.2 s 179.9 s 11.8 s 12.1 s 317.8 s 23.8 s 25.8 s 548.9 s 512 K 1.5 M 1.2 M 64 K 177 K 2.1 M 128 K 230 K 3.3 M
Frien. 4.1 h 4.7 h 8.1 h .27 h .48 h n/a .26 h .48 h n/a 77 M 161 M 175 M 4.8 M 17 M n/a 4.8 M 15 M n/a
Table 3: Performance of SSA, D-SSA and IMM on various datasets under LT model.
tion at every iteration.
7.2.3 Memory Usage and Number of RR sets
This experiment is divided into two parts: 1) we report the
memory usage in the previous experiments and 2) since the
gain in influence peaks at the selection of 1 to 1000 nodes, we
carry new experiments on four other datasets, i.e., Enron,
Epinion, Orkut and Friendster, with k ∈ {1, 500, 1000} to
show the view across datasets of SSA, D-SSA and IMM.
Memory Usage. The results on memory usage of all the
algorithms are shown in Fig. 6 and Fig. 7. We can see that
there is a strong correlation between running time and mem-
ory usage. It is not a surprise that SSA and D-SSA require
much less memory, up to orders of magnitude, than the other
methods since the complexity is represented by the number
of RR sets and these methods achieve type-1 and type-2
minimum thresholds of RR sets.
Across datasets view. We ran SSA, D-SSA and IMM on
four other datasets, i.e., Enron, Epinions, Orkut and Friend-
ster, with k ∈ {1, 500, 1000} under LT model. The results
are presented in Table 3. In terms of running time, the ta-
ble reflects our previous results that SSA and D-SSA largely
outperform IMM, up to several orders of magnitudes. The
same pattern happens in terms of the number of RR sets
generated. As shown, even in the most extreme cases of se-
lecting a single node, SSA and D-SSA require several times
fewer RR sets than IMM.
We note that, in the most challenging case of Friendster
network with over 3.6 billion edges, IMM uses 172 GB of
main memory while D-SSA and SSA require much lower
memory resource of only 69 and 72 GB respectively.
7.3 Experiments with TVM problem
In this experiments, we will modify our Stop-and-Stare al-
gorithms to work on Targeted Viral Marketing (TVM) prob-
lem and compare with the best existing method, i.e., KB-
TIM in [30] to show the drastic improvements when applying
our methods. In short, we will describe how we select the
targeted groups from actual tweet/retweet datasets of Twit-
ter and how to modify D-SSA and SSA for TVM problem.
Then, we will report the experimental results.
7.3.1 TVM problem and methods
Targeted Viral Marketing (TVM) is a central problem in
economics in which, instead of maximizing the influence over
all the nodes in a network as in IM, it targets a specific group
whose users are relevant to a certain topic and aims at op-
timizing the influence to that group only. Each node in the
targeted group is associated with a weight which indicates
the relevance of that user to the topic. The best current
method for solving TVM is proposed in [30] in which the
authors introduce weighted RIS sampling (called WRIS) and
integrate it into TIM+ method [8] to derive an approxima-
tion algorithm, termed KB-TIM. WRIS only differs from
the original RIS at the point of selecting the sampling root.
More specifically, WRIS selects the root node proportional
to the node weights instead of uniform selection as in RIS.
In the same way, we incorporate WRIS into D-SSA and
SSA for solving TVM problem. By combining the analysis
of WRIS in [30] and our previous proofs, it follows that
the modified D-SSA and SSA preserve the (1 − 1/e − )-
approximation property as in IM problem.
7.3.2 Extracting the targeted groups
Table 4: Topics, related keywords
Topic Keywords #Users
1 bill clinton, iran, north korea,
president obama, obama
997,034
2 senator ted kenedy, oprah,
kayne west, marvel, jackass
507,465
We use tweet/retweet dataset to extract the users’ inter-
ests on two political topics as described in [31]. We choose
two groups of most popular keywords as listed in Table 4,
and mine from the tweet data who posted tweets/reweets
containing at least one of those keywords in each group and
how many times. We consider those users to be the targeted
groups in TVM experiments with the relevance/interest of
each user on the topic proportional to the frequency of hav-
ing those keywords in their tweets.
7.3.3 Experimental results
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Figure 8: Running time on Twitter network
We run SSA, D-SSA and KB-TIM on Twitter network
under LT model with the targeted groups extracted from
tweet dataset as described previously. Since all the algo-
rithms have the same guarantee on the returned solution,
we only measure the performance of these methods in terms
of running time and the results are depicted in Fig. 8. In
both cases, D-SSA and SSA consistently witness at least two
order of magnitude improvements (up to 500 times) in run-
ning time compared to KB-TIM. D-SSA is also consistently
faster than SSA due to the more optimal type-2 threshold.
8. CONCLUSION
In this paper, we make several significant contributions in
solving the fundamental influence maximization (IM) prob-
lem. We provide the unified RIS framework which gener-
alizes the best existing technique of using RIS sampling to
find an (1 − 1/e − )-approximate solution in billion-scale
networks. We introduce the RIS threshold that all the al-
gorithms following the framework need to satisfy and two
minimum thresholds, i.e., type-1 and type-2. Interestingly,
we are able to develop two novel algorithms, SSA and D-
SSA, which are the first methods meeting the two minimum
thresholds. Since IM plays a central roles in a wide range of
practical applications, e.g., viral marketing, controlling dis-
eases, virus/worms, detecting contamination and so on, the
developments of SSA and D-SSA will immediately result in
a burst in performance and allow their applications to work
in billion-scale domains.
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APPENDIX
Tightness of Chernoff’s bounds
In the following proofs, we use an intermediate results on the
optimality of Chernoff-like in Lem. 2. According to Lemma 4
in [33], we have the following results regarding the tightness
of the Chernoff-like bounds in the above lemma.
Lemma 13 ([33]). Let X1, X2, . . . , ..., XT be i.i.d ran-
dom variables taking values 0 or 1, and Pr[Xi = 1] = µ ≤
1/2. Denote by µˆ = 1
T
∑T
i=1 Xi the average of the random
variables. For every  ∈ (0, 1/2], if 2µT ≥ 3, the following
hold:
Pr[µˆ ≤ (1− )µ] ≥ exp (−92µT ) and (33)
Pr[µˆ ≥ (1 + )µ] ≥ exp (−92µT ). (34)
Note that the condition  ∈ (0, 1/2] can be relaxed into
 ∈ (0, c] for any c < 1 if we assume sufficiently small δ.
Corollary 2 (Tightness of Chernoff’s bound ).
Let X1, X2, . . . be i.i.d random variables taking values 0 or
1, and Pr[Xi = 1] = µ ∈ (0, 1/2]. For  ∈ (0, 1/2], δ < 1/e
and T > 0, the following hold
• If Pr
[
1
T
∑T
i=1 Xi < (1− )µ
]
≤ δ, then T = Ω(Υ(, δ) 1
µ
).
• If Pr
[
1
T
∑T
i=1 Xi > (1 + )µ
]
≤ δ, then T = Ω(Υ(, δ) 1
µ
).
Proof. If T < 1
9
1
2
ln 1
n
, then by Lem. 13, Pr[µˆ ≤ (1 −
)µ] ≥ exp(−92µT ) = δ (contradiction). Thus, T ≥ 1
9
1
2
ln 1
n
=
Ω(Υ(, δ)).
Similarly, if T < 1
9
1
2
ln 1
n
, then Pr[µˆ ≥ (1 + )µ] ≥
exp (−92µT ) = δ (contradiction). Thus,
Pr
[
1
T
T∑
i=1
Xi > (1 + )µ
]
≤ δ
implies T ≥ 1
9
1
2
ln 1
n
= Ω(Υ(, δ)).
The lower bounds also hold for the case when X1, . . . , XT
are weakly dependent (martingales) as the random variables
in Lem. 2.
Proof of Theorem 1
Apply the union bound. The following two inequalities from
Eqs. 9 and 10 hold together with probability at least 1−(δa+
δb).
Iˆ(Sˆk) ≤ (1 + a)I(Sˆk) (35)
I(Sˆ∗k) ≥ (1− b)I(S∗k). (36)
Assume that the above two inequalities hold. We show, by
contradiction, that I(Sˆk) ≥ (1 − 1/e − )OPTk, where  =
(1− 1
e
) a+b
1+a
. Assume the opposite, i.e.,
I(Sˆk) < (1− 1/e− )OPTk. (37)
Since the greedy algorithm used in Max-Coverage algo-
rithm returns a (1 − 1/e) approximation [28], the greedy
solution Sˆk satisfies CovR(Sˆk) ≥ (1 − 1/e)CovR(S∗k). It
follows that
Iˆ(Sˆk) ≥ (1− 1/e)ˆI(S∗k).
Extend (35) and use the assumption (37).
I(Sˆk) ≥ Iˆ(Sˆk)− aI(Sˆk) ≥ (1− 1/e)ˆI(S∗k)− aI(Sˆk)
≥ (1− 1/e)ˆI(S∗k)− a(1− 1/e− )OPTk (38)
Apply Eq. (36), we yield
I(Sˆk) ≥ (1− 1/e)(1− b)I(S∗k)− a(1− 1/e− )OPTk
= (1− 1/e− (1− 1/e− )a + (1− 1/e)b)OPTk
= (1− 1/e− )OPTk (contradiction)
where  = (1 − 1/e − )a + (1 − 1/e)b), or equivalently,
 = (1− 1
e
) a+b
1+a
.
Thus, Pr[I(Sˆk) ≥ (1− 1/e− )OPTk] ≥ 1− (δa + δb).
Proof of Lemma 3
We follow the proof of the Stopping Rule Theorem in [29].
Since Ic(Sˆk) = nΛ2/T , it suffices to show that
Pr[T ≤ nΛ2
(1 + 2)I(Sˆk)
] ≤ δ2
3 log2 n
, (39)
where T ≤ Tmax is the number of RR sets generated.
Let L = b nΛ2
(1+2)I(Sˆk)
c. From the definition of Λ2, we ob-
tain that,
L = b
n(1 + (1 + 2)(2 +
2
3
2) ln(
1
δ′2
) 1
22
)
(1 + 2)I(Sˆk)
c (40)
≥ (2 + 2
3
2) ln(
1
δ′2
)
n
I(Sˆk)22
. (41)
Since T is an integer, T ≤ nΛ2
(1+2)I(Sˆk)
if and only if T ≤ L.
But T ≤ L if and only if CovL = ∑Lj=1 Zj ≥ Λ2. Thus,
Pr[T ≤ nΛ2
(1 + 2)I(Sˆk)
] = Pr[T ≤ L] = Pr[CovL ≥ Λ2] (42)
= Pr[CovLn/L ≥ Λ2n/L] (43)
≤ Pr[µˆL ≥ (1 + 2)µ]. (44)
Apply the Chernoff’s bound in Lem. 2 on the last probability
and note that L ≥ (2 + 2
3
2) ln(
1
δ′2
) nI(Sˆk)22
, we achieve the
following bound,
Pr[µˆL ≥ (1 + 2)µ] ≤ δ′2 = δ2
3 log2 n
. (45)
Thus, we have,
Pr[Ic(Sˆk) ≥ (1 + 2)I(Sˆk)] ≤ δ2
3 log2 n
, (46)
which completes the proof of Lem. 3.
Proof of Lemma 6
Note that there are |R| RR sets to estimate the influence
of the optimal solution S∗k . We use Chernoff-Hoeffding’s in-
equality (Lem. 2) on the optimal solution, S∗k , with random
variable Z = min{1, |Rj ∩S∗k |} and µZ = OPTk/n to obtain
Pr[ˆI(S∗k) ≤ (1− (i)3 )OPTk] ≤ e−
|R|OPTk(
(i)
3 )
2
2n ≤ δ/(3imax),
(47)
which completes the proof of Lem. 6.
Proof of Theorem 2
Assume that none of the bad events in Lemmas 4, 5, and
6 happens. By union bound, this assumption holds with
probability at least
1− (δ/3 + δ/(3imax)× 3imax + δ/(3imax)× 3imax) = 1− δ.
We will show that I(Sˆk) ≥ (1− 1/e− )OPTk.
If SSA terminates with |R| ≥ Nmax, since the bad event[
|R| ≥ Nmax and I(Sˆk) < (1− 1/e− )
]
(Lem. 4) does not
happen, we have I(Sˆk) ≥ (1− 1/e− )OPTk.
Otherwise, SSA will stop due to the two stopping condi-
tions (C1), Line 8 Alg. 1, and (C2), Line 11 Alg. 1.
Proving 
(t)
3 ≤ 3. Since the bad event in Lem. 5 does not
happen, we have
Ic(Sˆk) ≤ (1 + 2)I(Sˆk).
Thus,
Iˆ(Sˆk) = (1 + 1)Ic(Sˆk) ≤ (1 + 1)(1 + 2)I(Sˆk). (48)
From the stopping condition (C1) CovR(Sˆk) ≥ Λ1, we have
Iˆ(Sˆk) =
CovR(Sˆk)n
|R| ≥
Λ1n
|R| =
(1 + 1)(1 + 2)Υ(3,
δ
3imax
)n
|R|
⇒ |R| ≥ Λ1n
Iˆ(Sˆk)
=
(1 + 1)(1 + 2)Υ(3,
δ
3imax
)n
Iˆ(Sˆk)
(49)
Combine with Eq. (48), we obtain
|R| ≥ (1 + 1)(1 + 2)Υ(3,
δ
3imax
)n
(1 + 1)(1 + 2)I(Sˆk)
=
Υ(3,
δ
3imax
)n
I(Sˆk)
≥ Υ(3,
δ
3imax
)n
OPTk
.
Substitute the above into the definition of 
(t)
3 . We have

(t)
3 =
√
2n ln 3imax
δ
|R|OPTk ≤
√√√√ 2n ln 3imaxδ
Υ(3,
δ
3imax
)n
OPTk
OPTk
≤ 3. (50)
Proving the approximation ratio. Combine the above with
the assumption that the bad event in the Lem. 6 does not
happen, we have
Iˆ(S∗k) ≥ (1− (t)3 )OPTk ≥ (1− 3)OPTk. (51)
Let a = 1 + 2 + 12. We can rewrite Eq. (48) into
Iˆ(Sˆk) ≤ (1 + a)I(Sˆk).
Follow the same contradiction proof in the Theorem 1 with
a and b = 3, we have I(Sˆk) ≥ (1 − 1/e − )OPTk, where
 = (1− 1
e
) a+b
1+a
= (1− 1
e
) 1+2+12+3
(1+1)(1+2)
.
Therefore, Pr[I(Sˆk) ≥ (1− 1/e− )OPTk] ≥ 1− δ.
Proof of Lemma 7
Since |R| ≥ T1 implies
Pr[ˆIR(S∗k) ≥ (1− b)OPTk] ≥ 1− δb.
From the assumption that 1/δ = Ω(lnn) and the fact that
imax ≤ 2 log2 n and δb ≤ δ , we have
Υ(0,
δ
3imax
) = (2 + 2/30)
1
20
ln
3imax
δ
≤ 3 
2
b
20
1
2b
(ln 1/δ + ln 3imax) = O(Υ(b, δb)) (52)
The values of 2, 3 specified later at the end of Theorem 3
will guarantee that
2b
20
is also a constant that depends only
on b.
Apply Corollary 2, we have T1 = Ω(Υ(b, δb)
n
OPTk
). Thus,
TSSA = max{T1, αΥ(0, δ
3imax
)
n
OPTk
}
= O(Υ(b, δb))
n
OPTk
= O(T1) (53)
This yields the proof.
Proof of Theorem 3
SSA stops when either |R| ≥ Nmax or all the following stop-
ping conditions hold simultaneously.
• CovR(Sˆk) ≥ Λ1 = Θ(Υ(3, δ3imax )) (Condition C1)
• Estimate-Inf(G, Sˆk, 2, δ′2, Tmax) returns an estimation
Ic(Sˆk) but not −1. (Line 10, Alg. 1).
• Iˆ(Sˆk) ≤ (1 + 1)Ic(Sˆk) (Condition C2).
Assume |R| ≥ TSSA = O(T1) (Lem. 7). If TSSA ≥ Nmax,
then SSA will stop within O(T1) samples. Otherwise, |R| ≥
TSSA at some iteration i ≤ imax.
Assume that none of the bad events in Lemmas 5, 6, 8,
and Eqs. (85), and Eq. (86) happen. By union bound, the
assumption holds with a probability at least
1−( δ
3imax
3imax+
δ
3imax
3imax+
δ
3imax
3imax+δa+δb) ≥ 1−2δ.
Since the bad events in Eqs. (28) and (29) do not happen,
Iˆ(Sˆk) ≤ (1 + a)I(Sˆk), (54)
Iˆ(S∗k) ≥ (1− b)OPTk, and (55)
Similar to the proof of Theorem 1, it follows that
I(Sˆk) ≥ (1− 1/e− )OPTk (56)
Condition C1: From the (1− 1/e) approximation guaran-
tee of the Max-Coverage algorithm, it follows that
CovR(Sˆk) ≥ (1− 1/e)CovR(S∗k)
From Eq. (55),
CovR(S
∗
k) ≥ (1− b)OPTk
n
|R|.
Thus,
CovR(Sˆk) ≥ (1− 1/e)(1− b)OPTk
n
|R|
≥ (1− 1/e)(1− )OPTk
n
αΥ(0,
δ
3imax
)
n
OPTk
≥ (1− 1/e)(1− )αΥ(3, δ
3imax
) (since 0 ≤ 3)
Select α > (1+1)(1+2)
(1−1/e)(1−) , we have
CovR(Sˆk) > Λ1 = (1 + 1)(1 + 2)Υ(3,
δ
3imax
) (57)
Termination of Estimate-Inf: We show that Estimate-Inf
does not return −1. If Estimate-Inf terminates in line 7,
Algo. 3, for some T < Tmax, then nothing left to prove.
Otherwise, we show that when |Rc| = Tmax, then
CovRc(Sˆk) ≥ Λ2 = 1+(1+2)Υ(2,
δ
3imax
)(Line 2, Algo. 3),
and, hence, Estimate-Inf returns an estimate but not −1.
By definition of TSSA,
|R| ≥ TSSA ≥ αΥ(0, δ
3imax
)
n
OPTk
≥ αΥ(2, δ
3imax
)
n
OPTk
.
The last inequality is due to 0 ≤ 2. Thus,
Tmax = 2|R|1 + 2
1− 2
23
22
≥ 2αΥ(2, δ
3imax
)
23
22
n
OPTk
. (58)
Select large enough α, says α >
22
23
, we obtain

(i)
2 =
√
(ln 1/δ + ln 3imax)n
Tmax
I(Sˆk) ≤ 2
Since the bad event in Lem. 8 does not happen we have
Ic(Sˆk) ≥ (1− (i)2 )I(Sˆk)
Since 
(i)
2 ≤ 2, it follows that
Ic(Sˆk) ≥ (1− 2)I(Sˆk) (59)
and Iˆc(Sˆk) =
CovRc (Sˆk)n
|Rc| , we have
CovRc(Sˆk) ≥ (1− 2)
I(Sˆk)
n
|Rc| = (1− 2) I(Sˆk)
n
Tmax
From Eqs. (56) and (58),
CovRc(Sˆk) ≥ (1− 2)
(1− 1
e
− )OPTk
n
2αΥ(2,
δ
3imax
)
23
22
n
OPTk
≥ 1 + (1 + 2)Υ(2, δ
3imax
). (60)
Here, we select α > 1 +
22
23
1
2(1−2)(1−1/e−) .
Condition C2: We show that the condition C2, Iˆ(Sˆk) ≤
(1 + 1)Ic(Sˆk), in line 11, Algo. 1 is satisfied with proper
selection of 1, 2, 3. The condition C2 is equivalent to
Iˆ(Sˆk)
Ic(Sˆk)
− 1 ≤ 1 ⇔ Iˆ(Sˆk)
I(Sˆk)
I(Sˆk)
Ic(Sˆk)
− 1 ≤ 1
From Eqs. (54) and (59), we have
Iˆ(Sˆk)
I(Sˆk)
I(Sˆk)
Ic(Sˆk)
− 1 ≤ (1 + a) 1
1− 2 − 1 =
a + 2
1− 2
Set 1 =
a+b/2
1−b/2 , 2 = b/2, 3 =
2b
2−b , the following holds
1 ∈ (0,∞), 2, 3 ∈ (0, 1)
(1− 1
e
) a+b
1+a
= (1− 1
e
) 1+2+12+3
(1+1)(1+2)
= 
Iˆ(Sˆk)
Ic(Sˆk)
− 1 ≤ a+2
1−2 = 1
(61)
Thus, SSA with the setting in (61) will stop with a proba-
bility at least 1− 2δ if |R| ≥ TSSA = O(N1(a, b, δa, δb)).
Constants Justification: The factors that are assumed to
be constants within our proofs for SSA are 1) the factor 3
2b
0
in Eq. (52), 2) α > (1+1)(1+2)
(1−1/e)(1−) before Eq. (57), 3) α >
22
23
,
after Eq. (58), 4) α > 1 +
22
23
1
2(1−2)(1−1/e−) , after Eq. (60).
With the above setting of 1, 2, 3, we can verify that those
factors are constants that depend only on , a, and b.
Proof of Lemma 10
tmax = log2(
2Nmax
Υ(, δ/3)
)
= log2
2(2− 1
e
)2
(2 + 2
3
)n · ln(6/δ)+ln (
n
k)
k2
(2 + 2
3
) ln( 3
δ
) 1
2

= log2
(
2(2− 1
e
)2
n(ln(6/δ) + ln
(
n
k
)
)
k ln(3/δ)
)
≤ log2
(
2(2− 1
e
)2
n(ln(6/δ) + k lnn)
k ln(3/δ)
)
≤ 2 log2 n+ 2 = O(log2 n) (62)
The last inequality follows from our assumption 1/δ = Ω(log2 n).
Proof of Lemma 11
One can verify that f(x) is a strictly decreasing function for
x > 0. Moreover, f(0) = 1 and limx→∞ f(x) = 0. Thus, the
equation f(x) = δ
3tmax
has an unique solution for 0 < δ < 1
and tmax ≥ 1.
Bound the probability of B
(2)
t : Note that ˆt and the sam-
ples generated in Rct are independent. Thus, we can apply
the concentration inequality in Eq. (5):
Pr[Ict(Sˆk) ≥ (1 + ˆt)I(Sˆk)] ≤ exp
(
− NtI(Sˆk)ˆ
2
t
(2 + 2
3
ˆt)n
)
=
δ
3tmax
.
The last equation is due to the definition of ˆt.
Bound the probability of B
(3)
t : Since 
∗
t is fixed and inde-
pendent from the generated samples, we have
Pr[ˆIt(S∗k) ≤ (1− ∗t )OPTk] ≤ exp
(
−|Rt|OPTk
∗
t
2
2n
)
= exp
(
−Λ2
t−1OPTk2n
2n2t−1OPTk
)
(63)
= exp
(
− (2 +
2
3
) ln( 3tmax
δ
) 1
2
2t−1OPTk2n
2(1 + /3)n2t−1OPTk
)
≤ exp
(
− ln 3tmax
δ
)
=
δ
3tmax
, (64)
which completes the proof of Lemma. 11.
Proof of Lemma 12
Since the bad event B
(2)
t doesn’t happen, we have
Iˆ(c)t (Sˆk) ≤ (1 + ˆt)I(Sˆk)⇒ CovRct (Sˆk) ≤ (1 + ˆt)Nt
I(Sˆk)
n
When D-SSA stops with t ≤ , it must satisfy the condi-
tion on line 9 of D-SSA
CovRct (Sˆk) ≥ Λ1.
Thus, we have
(1 + ˆt)Nt
I(Sˆk)
n
≥ Λ1 = 1 + (1 + )2 + 2/3
2
ln
3tmax
δ
(65)
From the definition of ˆt, it follows that
Nt =
2 + 2/3ˆt
ˆ2t
ln
(
3tmax
δ
)
n
I(Sˆk)
(66)
Substitute the above into (65) and simplify, we obtain:
(1 + ˆt)
2 + 2/3ˆt
ˆ2t
ln
(
3tmax
δ
)
(67)
≥(1 + )2 + 2/3
2
ln
3tmax
δ
+ 1 (68)
Since the function (1 +x) 2+2/3x
x2
is a decreasing function for
x > 0, it follows that ˆt < .
Proof of Theorem 5
Assume that none of the bad events B(1), B
(2)
t , B
(3)
t (t =
1..tmax) in Lemmas 9 and 11 happens. Apply union bound,
the probability that the assumption holds is at least
1− (δ/3 + (δ/(3tmax) + δ/(3tmax))× tmax) ≥ 1− δ (69)
We shall show that the returned Sˆk is a (1 − 1/e − )-
approximation solution. If D-SSA stops with |Rt| ≥ Nmax,
Sˆk is a (1 − 1/e − )-approximation solution, since the bad
event B(1) does not happen.
Otherwise, D-SSA stops at some iteration t and t ≤ .
We use contradiction method. Assume that
I(Sˆk) < (1− 1/e− )OPTk. (70)
The proof will continue in the following order
(A) I(Sˆk) ≥ (1− 1/e− ′t)OPTk
where ′t = (1 + ˆt + 1ˆt)(1− 1/e− ) + (1− 1/e)∗t .
(B) ˆt ≤ 2 and ∗t ≤ 3.
(C) ′t ≤ t ≤ ⇒ I(Sˆk) ≥ (1− 1e − )OPTk (contradiction).
Proof of (A). Since the bad events B
(2)
t and B
(3)
t do not
happen, we have
Iˆ(c)t (Sˆk) ≤ (1 + ˆt)I(Sˆk), and (71)
Iˆt(S∗k) ≤ (1− ∗t )OPTk. (72)
Since 1 ← Iˆt(Sˆk)/Ict(Sˆk)− 1, it follows from (71) that
Iˆt(Sˆk) = (1 + 1)Ict(Sˆk) ≤ (1 + 1)(1 + ˆt)I(Sˆk)
Expand the right hand side and apply (70), we obtain
I(Sˆk) ≥ Iˆt(Sˆk)− (1 + ˆt + 1ˆt)I(Sˆk)
≥ Iˆt(Sˆk)− (1 + ˆt + 1ˆt)(1− 1/e− )OPTk
Since the greedy algorithm in the Max-Coverage guarantees
a (1− 1/e)-approximation, Iˆt(Sˆk) ≥ (1− 1/e)ˆIt(S∗k). Thus
I(Sˆk) ≥ (1− 1/e)ˆIt(S∗k)− (1 + ˆt + 1ˆt)(1− 1/e− )OPTk
≥ (1− 1/e)(1− ∗t )OPTk − (1 + ˆt + 1ˆt)(1− 1/e− )OPTk
≥ (1− 1/e− ′t)OPTk,
where ′t = (1 + ˆt + 1ˆt)(1− 1/e− ) + (1− 1/e)∗t .
Proof of (B). We show that ˆt ≤ 2. Since, 2 = 
√
n(1+)
2t−1Ict (Sˆk)
,
we have
1
2
=
1
22
n
2t−1
1 + 
Ict(Sˆk)
.
Expand the number of RR sets in iteration t, Nt = 2
t−1Λ,
and apply the above equality, we have
Nt = 2
t−1(2 + 2/3)
1
2
ln
3tmax
δ
(73)
= 2t−1(2 + 2/3)
1
22
n
2t−1
1 + 
Ict(Sˆk)
ln
3tmax
δ
(74)
= (2 + 2/3)
1
22
(1 + )n
Ict(Sˆk)
ln
3tmax
δ
(75)
On the other hand, according to Eq. (66), we also have,
Nt =
2 + 2/3ˆt
ˆ2t
ln
(
3tmax
δ
)
n
I(Sˆk)
. (76)
Thus
(2 + 2/3)
1
22
1 + 
Ict(Sˆk)
=
2 + 2/3ˆt
ˆ2t
1
I(Sˆk)
⇒ ˆ
2
t
22
=
2 + 2/3ˆt
2 + 2/3
Ict(Sˆk)
(1 + )I(Sˆk)
≤ 1
The last step is due to Lemma 12, i.e., Ict(Sˆk) ≤ (1 + )I(Sˆk)
and ˆt ≤ . Therefore, ˆt ≤ 2.
We show that ∗t ≤ 3. According to the definition of ∗t
and 3, we have
(∗t )
2
23
=
n
(1 + /3)2t−1OPTk
/
n(1 + )(1− 1/e− )
(1 + /3)2t−1Ict(Sˆk)
=
Ict(Sˆk)
OPTk(1 + )(1− 1/e− ) ≤
It(Sˆk)
OPTk(1− 1/e− ) ≤ 1
The last two steps follow from Lem. 12, Ict(Sˆk) ≤ (1+)I(Sˆk)
and the assumption (70), respectively. Thus, ∗t ≤ 3.
Proof of (C). Since 1 + 1 = Iˆt(Sˆk)/Ict(Sˆk) ≥ 0 and 2 ≥
ˆt > 0 and 3 ≥ ∗t > 0, we have
′t = (1 + ˆt + 1ˆt)(1− 1/e− ) + (1− 1/e)∗t (77)
= (1 + ˆt(1 + 1))(1− 1/e− ) + (1− 1/e)∗t (78)
≤ (1 + 2(1 + 1))(1− 1/e− ) + (1− 1/e)3 (79)
= t ≤ . (80)
Proof of Theorem 6
Since T2 ≥ 1, there exist ∗a, ∗b , δ∗a, δ∗b that satisfy
N
(1)
min(
∗
a, 
∗
b , δ
∗
a, δ
∗
b ) = T2, (81)
(1− 1
e
)
∗a + 
∗
b
1 + ∗a
=  ≤ 1
4
, (82)
δ∗a + δ
∗
b ≤ δ < 1
log2 n
. (83)
Let 0 = min{, ∗b}, and
TD-SSA = max{T2, αΥ(0, δ
3tmax
)
n
OPTk
}, (84)
for some constant α specified later. Note that
∗b

≤ 1/(1 −
1/e). Similar to the proof in Lem. 7, we can show that
TD-SSA = O(T2)
under the range conditions.
From Def. 5 of the type-1 minimum threshold, if |R| ≥
TD-SSA ≥ T2 then
Pr[ˆI(Sˆk) > (1 + ∗a)I(Sˆk)] ≤ δ∗a and (85)
Pr[ˆI(S∗k) < (1− ∗b)OPTk] ≤ δ∗b . (86)
Similar to the proof of Theorem 1, it follows that
I(Sˆk) ≥ (1− 1/e− )OPTk (87)
Assume that D-SSA reaches to a round t ≤ tmax with
|R| = Λ2t−1 ≥ TD-SSA. If TD-SSA > Nmax then D-SSA will
stop and the proof is complete. Otherwise consider the
bad events that Ict(Sˆk) =
CovRct (Sˆk)n
|Rct |
is an underestimate
of I(Sˆk). Specifically, define for each t = 1, . . . , tmax the
event
B
(4)
t =
(
Iˆct(Sˆk) < (1− ˜t)I(Sˆk)
)
,
where ˜t = 
√
n
(1+/3)2t−1I(Sˆk)
. Similar to the proof of Lem. 11,
we can show that
Pr[B
(4)
t ] ≤
δ
3tmax
.
Assume that neither the bad events in Eqs. (85) and
(86) nor the bad events B
(2)
t , B
(3)
t , B
(4)
t happen for any t ∈
[1, tmax]. Apply the union bound, this assumption holds
with a probability at least
1−(δ∗a+δ∗b + δ
3tmax
tmax+
δ
3tmax
tmax+
δ
3tmax
tmax) ≥ 1−2δ.
Under the above assumption, we will show that the two
conditions D1 and D2 are met, and, thus, D-SSA will stop.
Condition D1: We will prove that CovRct (Sˆk) ≥ Λ1. Since
|R| ≥ TD-SSA ≥ αΥ(0, δ3tmax ) nOPTk and 0 ≤ , we have
2t−1 ≥ |R|
Υ(, δ
3tmax
)
≥ αΥ(0, δ
3tmax
)
n
OPTk
/Υ(,
δ
3tmax
)
≥ α n
OPTk
2
20
(88)
Select α > 9/(1− 1/e− ) and apply Eq. 87, we have
˜t = 
√
n
(1 + /3)2t−1I(Sˆk)
≤ 
√
n
(1 + /3)α n
OPTk
2
20
(1− 1/e− )OPTk
≤ 0
3
(89)
Since B
(4)
t does not happen, we have
Iˆct(Sˆk) ≥ (1− ˜t)I(Sˆk). (90)
We have
CovRct (Sˆk) =
CovRct (Sˆk)n
|Rct |
|Rct |
n
= Iˆct(Sˆk)
|Rct |
n
≥ (1− ˜t) I(Sˆk)
n
Υ(,
δ
3tmax
)2t−1
≥ (1− /3)(1− 1/e− )OPTk
n
Υ(,
δ
3tmax
)α
n
OPTk
≥ 1 + (1 + )Υ(, δ
3tmax
) = Λ1,
when selecting α > 1 + 1
(1−1/e−)(1−/3) .
Condition D2: t ≤ . The condition D2 is equivalent to
(1− 1/e) 1 + 2 + 12 + 3
(1 + 1)(1 + 2)
≤  = (1− 1/e) 
∗
a + 
∗
b
1 + ∗a
⇔1− 1− 3
(1 + 1)(1 + 2)
≤ 1− 1− 
∗
b
1 + ∗a
⇔1− 3 ≥ 1− 
∗
b
1 + ∗a
(1 + 1)(1 + 2) (91)
From Eqs. (85), (90), and (89), we have
1+1 =
Iˆ(Sˆk)
I(Sˆk)
I(Sˆk)
Ict(Sˆk)
≤ (1+∗a) 1
1− ˜t ≤
1 + ∗a
1− 0/3 ≤
1 + ∗a
1− ∗b/3
Thus, it is sufficient to show that
1− 3 ≥ 1− 
∗
b
1 + ∗a
1 + ∗a
1− ∗b/3
(1 + 2)
⇔(1− 3)(1− ∗b/3) ≥ (1− ∗b)(1 + 2)
⇔2
3
∗b +
∗b
3
3 + 
∗
b2 ≥ 2 + 3 (92)
Apply the inequalities 2t−1 ≥ α n
OPTk
, Eq. (88), and
I(Sˆk) ≥ (1 − 1/e − )OPTk, Eq. (87). For sufficiently large
α > 9(1+)
(1−1/e−) , we have
2 = 
√
n(1 + )
2t−1Ict(Sˆk)
≤ 0/3 ≤ ∗b/3 (93)
3 = 
√
n(1 + )(1− 1/e− )
(1 + /3)2t−1Ict(Sˆk)
≤ 0/3 ≤ ∗b/3 (94)
Therefore, 2 + 3 ≤ 2/3∗b and the inequality (92) holds.
This completes the proof.
