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ABSTRACT
Cryptocurrency networks such as Bitcoin have emerged as a dis-
tributed alternative to traditional centralized financial transaction
networks. However, there are major challenges in scaling up the
throughput of such networks. Lightning network [28] and Spider
network [32] are alternates that build bidirectional payment chan-
nels on top of cryptocurrency networks using smart contracts, to
enable fast transactions that bypass the Blockchain.
In this paper, we study the problem of routing transactions in
such a payment processing network. We first propose a Stochastic
model to study such a system, as opposed to a fluid model that is
studied in the literature. Each link in such a model is a two-sided
queue, and unlike classical queues, such queues are not stable unless
there is an external control. We propose a notion of stability for the
payment processing network consisting of such two-sided queues
using the notion of on-chain rebalancing. We then characterize the
capacity region and propose a throughput optimal algorithm that
stabilizes the system under any load within the capacity region. The
stochastic model enables us to study closed loop policies, which
typically have better queuing/delay performance than the open loop
policies (or static split rules) studied in the literature. We investigate
this through simulations.
KEYWORDS
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1 INTRODUCTION
Blockchain is a decentralized, distributed public ledger that is se-
cured based on consensus and cryptographic hashing, and was first
introduced in the seminal paper [25] to build the Bitcoin cryptocur-
rency Systems. Over the last decade, Blockchain has been used in a
variety of applications, including to build other cryptocurrency net-
works [39], Smart Contracts [7, 10], networks for financial services
[15], supply chain management [26] etc. In addition to the public
blockchains such as Bitcoin and Ethereum, several companies are
building private Blockchains [22] and are also involved in Hybrid
Blockchains [41].
This paper studies payment transaction networks. In a central-
ized transaction network, a centralized body such as Paypal or
Visa is responsible for facilitating all the transactions between any
pair of sender and receiver. It is an efficient, fast and established
payment system which achieves processing rate of thousand of
transactions per second with only few seconds of delay. In such a
network, each user of the system, has an account or some relation
with the payment processor (possibly through another entity such a
bank). In contrast, in a decentralized transaction network, no such
centralized entity is required. Credit networks such as [14] and
Blockchain based public cryptocurrency network such as Bitcoin
[25] or Ethereum [39] or a private network such as Ripple [4] are
examples of decentralized transaction network. The focus of this
paper is on Blockchain based payment networks even though some
of the results can be applied to other payment processing networks
such as credit networks. Blockchain based payment networks have
the potential of being a more secure and private way of transacting
and promise significantly cheaper transaction costs by eliminating
the premium paid to the central authority for each transaction.
However, Scalability is a major challenge in such networks. Visa
processes 1667 transactions per second [38]. On the other hand,
Bitcoin, is limited to about 3-7 transactions per second [38] due
to the underlying Proof of Work paradigm that secures Bitcoin.
Moreover, Proof of Work involves computing cryptographic hashes,
called mining which is not only expensive, but incurs huge energy
costs.
Solutions such as Proof of Stake [20] are proposed to address
scalability issues in Blockchain [9] and this is an area of active re-
search. One way of addressing the scalability issues for the purpose
of processing payments is to build a second payment processing
networks on top of a Blockchain such as Bitcoin. Most of the trans-
actions are processed in this second network, while the Blockchain
with its expensive mining is used sparingly. Such a payment net-
work is composed of bidirectional peer to peer payment channels,
which are secured using smart contracts. Examples of such pay-
ment processing networks include Lightning network for Bitcoin
[28], Raiden network for Ethereum [23], and Atomic swap for in-
ter Blockchain transactions [18]. The focus of this paper is such
Blockchain based secondary payment processing networks. Rout-
ing algorithms for such payment processing networks are studied
in Silent Whispers [24] and Speedy Murmurs [29].
The essential idea behind such networks is illustrated by the
following example. Two agents, say Alice and Bob create a channel
with capacity c$ by each buying Bitcoins (or equivalently, recording
a transaction in the underlying Blockchain) worth c$. One may
think of this channel as a kind of joint account worth 2c$ between
Alice and Bob. Whenever, Alice wants to send Bob a < c$, they add
a new smart contract adjusting their individual ownership in the
(2c)$ Bitcoins, so that Alice owns (c − a)$ and Bob owns (c + a)$.
The smart contract protects the transaction between Alice and Bob.
Later, if Bob wants to send Alice some money, a new smart contract
will be added reflecting effective ownership. However, due to the
limit on the channel capacity, they can only send at most c$ in each
direction in a time slot. Each transaction takes some finite time,
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which defines the duration of a time slot. Moreover, the difference
in total amount money sent in the two directions can be at most c$.
If Alice and Bob each want to send the other b > c$, they first send
each other c$ in one time slot and buffer the remaining amount. At
the end of one time slot, the channel is balanced and the buffered
requests can be sent in the following time slots. In this approach,
the underlying Bitcoin (Blockchain) network is used only to create
a payment channel or to close a payment channel. All the other
transactions are processed in the second overlay networks using
smart contracts.
Now suppose that, in addition, Bob and Chris have a channel
between them, but Alice and Chris don’t. Suppose Alice wants to
send payments to Chris, Alice could send them to Bob, and Bob
could forward them to Chris. Bob will be paid a premium to help
process the transaction. In general, a transaction can be processed
by finding a path between the sender and the receiver in the pay-
ment graph, where the agents are vertices and the channels are
edges. All these transactions do not need to go through the under-
lying Blockchain, and so this is known as off-chain rebalancing.
However, note that this works only if on average, the requests
in each direction on a link are balanced. Suppose there is a large
amount of buffered requests from Alice to Bob, and no outstanding
requests from Bob to Alice. These requests can only be met when
there are corresponding future requests from Bob to Alice. One
can then send some payment through the underlying Bitcoin net-
work (Blockchain) to reduce the ‘imbalance’ on this channel. Such
a transaction is called on-chain rebalancing, and is usually more
expensive because it involves cryptographic mining.
There are several issues in the design of such payment networks,
such as privacy, security, efficiency etc [24] [29] [32]. The focus of
this paper is in designing a path from the sender to the receiver of
each transaction so that the overall throughput of the network is
maximizedwhile limiting the use of on-chain rebalancing.While the
routing problem is studied in the literature [24, 29, 32], a fluid model
was used and a static scheduling policy is proposed. While static
policies that do not use the system state while making decisions can
maximize throughput, they are known to be sub-optimal in terms
of other metrics such as queue lengths and delays. In this paper,
we propose a stochastic model of the payment processing network
that keeps track of the buffered requests and the imbalance on the
channels.
When a transaction is processed using off chain rebalancing on a
channel, the individual ownership changes, and needs to be updated.
Since we are interested in the long term throughput behaviour of
the system, the system is sustainable only if on average, equal
number of payments are made in both directions of each channel.
Therefore, we make the simplifying assumption that at any time, on
each channel, a request is served in one side, if and only if a request
of equal value is served in the opposite direction. For example, if
Alice wants to send a$ to Bob and Bob wants to send b$ to Alice and
c$ is the capacity of their channel, then, min{a,b, c}$ is served in
both directions and the remaining request is buffered. The requests
are buffered until there is enough demand in the opposite direction
or there is enough capacity on the channel. This ensures that we
don’t have to constantly update the ownership of the channel, and
makes the analysis simpler. The channels can thus be naturally
modeled by a two-sided queue.
Unlike traditional queues, where a server is fixed, and serves
arriving demand, in a two-sided queue, both requests and servers
arrive and are queued up. Each request is paired upwith a server and
both instantaneously depart from the system at the finish of service.
Note that the ‘servers’ in this context also correspond to requests
in the payment network, since there is no conceptual distinction
between the arrivals on the two sides of a two-sides queue. Even
though there are various notions of stability, positive recurrence
of the underlying Markov Chain is a strong form that ensures the
existence of a steady-state distribution, and enables one to study
the stationary queue lengths, delays, mean imbalance etc. Even if
the arrival rates in both directions are equal, a two-sided queue is
only null-recurrent and not positive recurrent. We need an external
control to make it positive recurrent. Therefore, we use on-chain
rebalancing to define stability based on positive recurrence in such
a system.
Main Contributions: The main contributions of this paper are
listed below.
(1) We propose a Stochastic Model to study routing of requests
in a Blockchain based payment processing networks. Such a
Stochastic Model enables the study of performance of state
dependant or closed loop routing policies.
(2) We model such a payment processing network as a network
of two-sided queues, and define stability of the network
based on positive recurrence using the notion of on-chain
rebalancing. We then characterize the capacity region of the
payment processing network consisting of all demand rates
under which the system can be made stable.
(3) We propose a novel state dependant policy and prove that it
is throughput optimal, i.e., it stabilizes the system under any
arrival rate in the capacity region. Since this is a stronger
notion of stability than the rate stability studied in [11],
one can study steady-state behaviour of various metrics of
interest.
(4) Under our proposed routing policy, we obtain an upper
bound on the total buffered payment requests, and discuss
its trade off with the amount of on chain rebalancing.
(5) We study the performance of the proposed algorithm us-
ing simulation on Ripple network data-set. The proposed
algorithm routes ∼ 65% of the incoming demand using only
off-chain rebalancing andwe note that it needs lesser amount
of on-chain rebalancing than Spider Network [32].
Notation: Now, we introduce some general notation used in this
paper. We denote real numbers by R and non negative real num-
bers by R+. Integers are denoted by Z, whereas the non negative
integers are denoted by Z+. We denote max{0,A} by [A]+ and in-
dicator function denoted by 1A is 1 if A is true or 0 otherwise. For
a collection of scalar variables x indexed from some set, we use a
bold x to denote a vector containing all its components.
1.1 Organization
The rest of the paper is organized as follows: In Section 2, we present
an overview of related work. In Section 3, we introduce the model,
assumptions and key notations. We also define our notion of sta-
bility in this section. In Section 4 we propose a routing algorithm
and prove that it is throughput optimal using the Foster-Lyapunov
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theorem. Next, we consider the modified routing algorithm in sec-
tion 6. We present the simulations in Section 7 before concluding
in Section 8.
2 RELATEDWORK
In this section, we present the prior work on payment processing
networks, two-sided queues and MaxWeight family of algorithms.
Lightning network is a peer-to-peer path based transaction net-
work built on top of Bitcoin [28]. It introduces a privacy preserving
method to process transactions between two users via possibly rout-
ing it through multiple users. It however, does not provide a method
to choose a path between a sender and receiver. Then, [40] presents
a privacy preserving algorithm to find a shortest path between two
nodes in a centralized manner. Later, SilentWhispers [24] presents a
privacy preserving protocol to route transactions in a decentralized
manner using the idea of landmark routing based credit network
design [36]. In short, SilentWhispers is a routing, payment and an
accountability algorithm in decentralized transactions routing to
ensure privacy. It was the first distributed, privacy-preserving credit
network. SpeedyMurmurs [29] is a more efficient routing algorithm
which guarantees similar privacy levels. After that, [32] looked at
routing cryptocurrency with the Spider network. Their simulation
results show that Spider improves the volume and number of suc-
cessful payments substantially comparing to the state-of-the-art.
Two-sided queues are studied in a variety of different contexts
in the literature. Since the notion of stability in two-sided queues
is not straight forward and one needs external control to achieve
positive recurrence, several different approaches are taken in the
literature. Spider network [32] which studied a fluid model of the
payment processing network is the closest work in the literature.
Rate stability was used there to bypass the issues about positive
recurrence. One limitation of this approach is that rate stability does
not ensure the existence of a steady-state distribution. A general
framework of matching queues that subsumes two sided queues
was studies in [16]. But the focus in [16] is to minimize the queue
lengths over a finite time-horizon, and not longer term throughput.
Two-sided queues naturally arise in ride-hailing systems, where
riders are the requests and drivers are the servers. Closed queuing
network models were used in [5] and [6] to study ride-hailing
systems when the total number of cars (servers) in the system are
fixed. Issues about recurrence are avoided by dropping customer
demand to make sure that the rider queues does not blow up to
infinity. External control in terms of on-demand servers was used
in [27] to make the system stable. Caldentey et al. [8] and Adan and
Weiss [1] looked at a simplifying model which can be thought of as
allowing customer arrivals only when there are servers waiting, and
show positive recurrence under this model. Two sided queues for
Kidney exchanges were studied in [31] [3] and for barter exchanges
with dynamic matching were studied in [2].
Tassiulas and Ephremides [35] proposed the celebratedMaxWeight
algorithm for scheduling in downlink in mobile base stations and its
generalization, the Backpressure algorithm for routing and sched-
uling in multihop wireless networks [35]. This then led to a huge
line of literature on resource allocation problems in wired and wire-
less networks and the book [33], presents an excellent exposition.
MaxWeight family of algorithms arise naturally when one views
the scheduling problem as a fluid-like optimization problem, and
consider a gradient descent algorithm on its dual. However, unlike
open-loop policies that one obtains in the fluid limit, here, one
obtains a closed loop or state dependant policies that are shown to
maximize throughput using Foster-Lyapunov Theorem. In addition
to networking problems, these ideas have been used in other re-
source allocation problems such as Cloud computing [21], Online
ad matching [34], ride sharing [19] etc.
3 MODEL AND DEFINITIONS
In this section, we first present the model and then the definitions
of stability. We will also define the capacity region of the system
and show that no family of algorithm can make the system stable
for the demand rate outside the capacity region.
3.1 The Model
We consider a payment processing network consisting of payment
channels based on a Blockchain such as Bitcoin or other cryptocur-
rency systems. We model the payment processing network by a
payment graph, G(V ,E), where, the vertices V are the agents in
the network and the edges E are the payment channels between
the agents. We assume that the graph G is connected. All the
edges in this graph are bidirectional. This means that we have
a directed graph such that if (u,v) ∈ E, then, (v,u) ∈ E. Each edge
(u,v) ∈ E has a capacity c(u,v) such that c(u,v) = c(v,u). We con-
sider this for the ease of exposition and our results can be easily
extended for unequal capacities and unidirectional edges. Also de-
fine cmax = max(u,v)∈E c(u,v). We consider a discrete time model
and let ai j (t) denote the value of payment request that arrives at
time t and should be sent from agent i to agent j. The demand
ai j (t) is assumed to be in Z+ since it may be expressed in terms of
smallest possible denomination such as cents, Satoshi for Bitcoin
[37] and Wei for Ethereum [39]. The arrivals are assumed to be an
iid sequence of random variables with mean λi j and finite variance.
Moreover, ai j (t) are assumed to be independent for different i − j
pairs.
Each edge (u,v) in the graphG is a bidirectional payment channel
between agents u and v built on top of a cryptocurrency system
such as the Blockchain. Each edge (u,v) is modeled as a two-sided
queue consisting of two buffers of outstanding demand from u to
v and v to u. The value of outstanding payment requests in these
buffers is denoted by q(u,v) and q(v,u) respectively.
The focus of this paper is on designing a routing algorithm. For
each payment request that arrives from i to j , the goal is to find one
or more paths from i to j in the graph G on which this payment
will be sent. We denote by Pi j the set of all the possible paths from
i to j. Since we assume that the graph is connected, the set Pi j is
nonempty for all i , j ∈ V . Each element in Pi j is a set of non
repeated edges which connects i to j. Demand arising between i
and j can be met using multiple paths in the set Pi j . We assume
that the set of valid paths Pi j is given. This can be the set of all
possible paths from i to j in the case of decentralized path based
transaction networks such as [32]. In partially centralized networks
such as [24], the set Pi j is restricted to the set of paths that pass
through landmark nodes. Let P = ∪i,j ∈V Pi j denote the set of all
valid paths.
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The routing algorithm determines the amount of payment re-
quests xp (t) to be routed through each path p ∈ Pi j . Note that the
assignments xp (t) should be picked such that∑p∈Pi j xp (t) = ai j (t)
for all i, j ∈ V , so that all the arriving requests are assigned to some
path. Once the amount of payments xp (t) are determined for each
path p ∈ P , a request of xp (t) is added to all the buffers on the path
p. We use y(u,v)(t) to denote the total amount of payment request
that is added on the channel (u,v) at time t , i.e.,
y(u,v)(t) =
∑
p∈P:(u,v)∈p
xp (t). (1)
At each time t , on each edge (u,v), the amount of service is the
maximum possible values up to the channel capacity c(u,v) = c(v,u),
such that an equal amount of requests on either side of each channel
are served. If s(u,v)(t) denotes the amount of payment requests
served in buffer q(u,v), then, we have
s(u,v)(t) = min
{
q(u,v)(t),q(v,u)(t), c(u,v)
}
. (2)
Note that by the symmetry in the definition, we have that s(u,v)(t) =
s(v,u)(t).
In addition to routing, a second control decision that needs to be
made is about on-chain rebalancing. Recall that most of the requests
are served through smart contracts in the payment processing
networks, and bypass the use of the underlying Blockchain and is
called off-chain rebalancing. However, some of the demand may
sometimes be served by going through the Blockchain, and this
is called on-chain rebalancing, and is more expensive. The second
control decision is to decide how much of the outstanding demand
in each direction on each channel is met using on-chain rebalancing.
The goal is to minimize the use of on-chain rebalancing. Let r(u,v)(t)
denote the amount of on-chain rebalancing on the link (u,v) at
time t . The outstanding demand in each buffer evolves as
q(u,v)(t + 1) = q(u,v)(t) + y(u,v)(t) − s(u,v)(t) − r(u,v)(t). (3)
We assume that the amount of on-chain rebalancing satisfies ru,v (t) ≤
q(u,v)(t) + y(u,v)(t) − s(u,v)(t) so that the outstanding requests,
q(u,v)(t + 1) do not go negative. Even though we say routing al-
gorithm, we consider algorithms that perform routing as well as
on-chain rebalancing. For a given routing algorithm, we say that
the rate of on-chain rebalancing is at most ϵ if the long term average
amount of on-chain rebalancing on all links is smaller than ϵ with
probability 1, i.e., lim supT→∞
(∑T
t=1
∑
(u,v) ru,v (t)
)
/T ≤ ϵ w.p. 1.
3.2 Stability and Capacity Region
Consider a classical queue, where server serves requests at rate µ
and the requests arrive according to some stochastic process at rate
λ. As long as the arrival rate is smaller than the service rate, i.e.,
λ < µ the system is usually stable, for various different notions of
stability.
However, the situation in a two-sided queue is more involved.
We now have two queues, and requests in both the queues are
paired for service. As an example, consider a payment network
consisting of a single channel (u,v) with infinite capacity, and
iid Bernoulli payment requests on both sides. This is a Discrete
Time Markov Chain (DTMC). If the rate of arrivals on each side is
different, i.e., if λ(u,v) > λ(v,u) or λ(u,v) < λ(v,u) , then the system
is transient and so not stable. When λ(u,v) = λ(v,u), the two-sided
queue is said to be rate-stable. However, the underlying DTMC is
still not very well-behaved, because it is null-recurrent since it is a
symmetric random walk in one dimension. In particular, there is no
steady-state distribution, and the limiting buffer lengths may not be
bounded, i.e, limC→∞ limt→∞ P(q(u,v)(t)+q(v,u)(t) ≥ C) , 0. Null-
recurrence is not a consistent notion of stability. This is because of
the following: now consider a network consisting of three channels
similar to (u,v) that are not connected to each other, and so are
independent. This system is equivalent to a symmetric random
walk in three dimensions, which is transient. Therefore, we cannot
take null-recurrence as a notion of stability.
In this paper, we will consider two notions of stability, that are
both stronger than rate stability that are studied in literature [12].
One is in terms of positive recurrence of the DTMC, and the other is
that limC→∞ limt→∞ P(q(u,v)(t)+q(v,u)(t) ≥ C) = 0. The previous
example shows that without external control, a two-sided queue is
not stable under either of these notions. In other words, off-chain
rebalancing alone cannot make the payment network stable. So,
we need at least some on-chain rebalancing to make the system
stable. However, it turns out that an arbitrarily small amount of on-
chain rebalancing is enough. Therefore, instead of studying routing
algorithms, we study families of algorithms, where for any given
ϵ > 0, each family consists an algorithm with on-chain rebalancing
rate smaller than ϵ . We first present the weaker notion of stability.
Definition 3.1 (Weak Stability). Consider the payment processing
network with a given arrival rate vector λ. A family of routing algo-
rithms is said to weakly stabilize the network if for any ϵ > 0, there
exists an algorithm in the family that uses at most ϵ rate of on-chain
rebalancing such that, limD→∞ limt→∞ P(∑(u,v)∈E q(u,v)(t) ≥ D) =
0 .
In classical single sided queuing systems, weak stability is defined
as the set of arrival rate vectors for which there exists an algorithm
underwhichwe have limD→∞ limt→∞ P(∑(u,v)∈E q(u,v)(t) ≥ D) =
0. Although, in our case we need to consider a family of algorithms
to define weak stability due to the following two reasons:
• With zero on chain rebalancing, it is not possible to stabilize
the system as discussed above.
• With arbitrary on chain rebalancing, it is meaningless to
talk about stabilizing the system as after routing incoming
demands using any algorithm, the excess demand can be
routed using on-chain rebalancing and the system can be
stabilized under any algorithm.
Thus, we need a family of algorithm such that the system is stabi-
lized under any given constraint on on-chain rebalancing. Based
on our notion of stability, we now define the capacity region.
Definition 3.2 (Capacity Region). The capacity region for the
payment processing networks is the set of arrival rate vectors λ
that are weakly stabilizable by some family of routing algorithms.
We are interested in families of algorithms that stabilize the
network for the maximum possible set of arrival rates, and so we
now define throughput optimality.
Definition 3.3 (Throughput Optimality). A family of algorithms is
said to be throughput optimal if it can weakly stabilize the payment
processing network under any arrival rate in the capacity region.
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Let C define the set of arrival rates λ if there exists an x ∈ R |P |+
such that, ∑
p∈Pi j
xp = λi j ∀i , j ∈ V , (4)∑
p∈P :(u,v)∈p
xp +
∑
p∈P :(v,u)∈p
xp ≤ 2c(u,v) ∀(u,v) ∈ E, (5)∑
p∈P :(u,v)∈p
xp −
∑
p∈P :(v,u)∈p
xp = 0 ∀(u,v) ∈ E. (6)
This essentially says that the set C consists of all the demands
rates λ, such that they can be allocated to various paths, so that
the resulting request rates on each channel are balanced in both
directions and respect the capacity constraints of the channel. This
set of inequalities is analogous to the capacity region defined in
[32].
To get an intuition for the definition of C, let C∞ denote the set
C when all the capacities are infinity. It is easy to see that
C∞ =
{
Λ :
∑
j
λi j =
∑
j
λji ∀i ∈ V
}
. (7)
This just says that the demand rates should be such that in the
long run, the total incoming demand to a vertex should be equal
to the total outgoing demand or equivalently, we can say that, the
demand has to be a circulation [32, Prop. 1].
We will see that C is indeed the capacity region of the payment
processing network. First we present the following proposition to
show that C is contained in the capacity region.
Proposition 3.4. Any rate vector λ < C is not weakly stabilizable
by any family of routing algrithms.
The proof of the proposition is based on strong law of large
numbers, and is similar to the argument used in other systems,
such as Theorem 4.2.1 in [33], and is deferred to Appendix A. We
show that C is indeed the capacity region in Theorem 4.1 in the next
section, by presenting a family of routing algorithms that stabilize
the payment network for any λ ∈ C. However, we will show that
this family exhibits a stronger form of stability defined as follows.
Definition 3.5 (Strong Stability). Consider the payment process-
ing network with a given arrival rate vector λ and a family of
algorithms under which the queue lengths vector q is a DTMC.
This family is said to strongly stabilize the network if for any ϵ > 0,
there exists an algorithm in the family that uses at most ϵ rate of
on-chain balancing, and the DTMC is positive recurrent.
Note that strong stability implies weak stability because positive
recurrence implies existence of a stationary distribution. Therefore,
once it is established in Theorem 4.1 that λ ∈ C is strongly stabiliz-
able and so weakly stabilizable, we have that both the notions of
stability gives the same capacity region C.
4 THROUGHPUT OPTIMAL ROUTING
In this section, we first present the proposed algorithm and then
prove that it is throughput optimal using the Foster-Lyapunov
Theorem.
4.1 Routing Algorithm
Before we present the algorithm, we first present one more def-
inition. We define the imbalance, z(u,v) = q(u,v) − q(v,u) as the
difference in the outstanding demand fromu tov andv tou on each
edge (u,v) in the graph. It denotes how much more outstanding
requests are from u to v than from v to u. Note that the imbalances
can be positive or negative and in particular, z(v,u) = −z(u,v).
The evolution of the DTMC q(t) is completely characterized by
(3), once the routing policy gives the path allocations x(t) and the
amount of on-chain rebalancing r(t). The proposed family of rout-
ing algorithms with parametersM , δ and α is given in Algorithm
1.
Algorithm 1 Routing Algorithm
Parameters:M > cmax ,δ ≤ 1, α > 1
Input: q(t), a(t)
Initialize: x(t) = 0, r(t) = 0
# Routing of the demand
for i , j ∈ V : ai j (t) > 0 do
p∗ = argminp∈Pi j
{ ∑
(u,v)∈p
(
z(u,v)(t)
+ δ2αc(u,v ) (q(u,v)(t) + q(v,u)(t))
)}
xp∗ (t) = ai j (t)
end for
# On-chain Rebalancing
for (u,v) ∈ E do
if q(u,v)(t) > M then
r(u,v)(t) =
{
1 w.p. δ
0 w.p. 1 − δ
end if
end for
Output: x(t), r(t)
For each source destination pair with an arrival, the algorithm
finds a path p ∈ Pi j that has the minimum cost, where the cost
of each edge (u,v) is taken to be z(u,v)(t) + δ2αc(u,v ) (q(u,v)(t) +
q(v,u)(t)). Thus, this algorithm falls into the class of MaxWeight
algorithms, and can be intuitively thought of as follows. Since the
requests on each of our channels are served by pairing them in
both the directions, the algorithm tries to equalize the outstanding
requests on both sides of the channels by adding more requests to
the less loaded side of the channels that have the greatest imbalance.
If the capacity of the channels is infinite, all one needs to care about
is such balancing of channels because the total arrival rate, then
is a circulation as in (7). However, when the capacities are finite,
one needs to make sure that the load is distributed appropriately
along various paths. So, the algorithm gives more priority to less
loaded paths, by adding δ2αc(u,v ) (q(u,v)(t)+q(v,u)(t)) to the weight
of each link. Here the coefficient of the weight of the load of the
path compared to the imbalance can be tuned using the parameter α .
For a given system, an appropriate α can be chosen by conducting
simulations on the system. Note that the proposed algorithm picks
a single path for each source destination pair. The results can be
extended to develop algorithms that pick several paths for privacy
reasons, and is a future research direction.
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Table 1: Notation
(u,v) Edge joining node u to node v
Pi j Set of all allowed paths from i to j
P = ⋃i, j ∈V Pi j Set of all the allowed paths
xp Amount of demand routed through path
p
ai j Stochastic demand from i to j and it is
iid with mean λi j and variance σ 2i j
λ = (λi j )i,j Vector of demand rates
c(u,v) Capacity of the link (u,v) ∈ E
q(u,v)(t) Outstanding payment requests that
need to be served from u to v on the
channel (u,v)
z(u,v)(t) Imbalance of the outstanding demand
on the edge (u,v), given by (q(u,v) −
q(v,u))
s(u,v)(t) Amount of demand served on link
(u,v) ∈ E at time t , given by (2)
y(u,v)(t) Total amount of demand routed through
the link (u,v) at time t
r(u,v)(t) Amount of on chain rebalancing on link
(u,v) at time t
Then the algorithm assigns 1 unit of on chain rebalancing with
probability δ for all links (u,v) which are such that q(u,v)(t) > M .
Note that, the only technical condition we need is the expected on
chain rebalancing is δ if the queue length is greater than a certain
thresholdM which can be realized by performing randomized on
chain rebalancing using any distribution with the expected value
of the distribution equal to δ . Here,M and δ are parameters for the
family of algorithms. Given ϵ > 0, we can tuneM and δ so that the
on chain rebalancing rate is at most ϵ .
Finally, note that the algorithm can be easily generalized to
have different thresholdsM for different edges (u,v) ∈ E with the
condition that M(u,v) ≥ c(u,v). Although, we consider a single
thresholdM for the ease of exposition.
4.2 Throughput Optimality
In this subsection, we will prove the main theorem of our paper that
the family of algorithms in Algorithm 1 are throughput optimal,
and that C is indeed the capacity region of the payment processing
network. We now present the main Theorem of the paper.
Theorem 4.1. Consider the payment processing network with
arrival rates λ ∈ C, operating under Algorithm 1 with parameters
M > cmax , 1 ≥ δ > 0 and α > 1 such that δ < M . Then the DTMC
{q(t) : t ∈ Z+} is positive recurrent with an on-chain rebalancing
rate of at most O(δ ). Thus the family of algorithms in Algorithm 1 is
strongly stable. Moreover, under Algorithm 1, in steady state, we have∑
(u,v)∈E
E[q(u,v)] ≤
(
12|E |
∑
i,j ∈V
σ 2i j + 2
∑
(u,v)∈E
c2(u,v)
)
αcmax
δ2
+ 12|E |αcmax
δ
+ (4αcmax |E |)M
δ
+
cmax |E |
cmin
M . (8)
Note that the strong stability of the family of algorithms in Algo-
rithm 1 in the theorem follows by making the on-chain rebalancing
rate arbitrarily small by choosing small enough δ . Together with
Proposition 3.4, the Theorem establishes that C is the capacity
region of the payment processing network. Thus the family of algo-
rithms in Algorithm 1 is throughput optimal. Also, note the trade
off between the rate of on chain rebalancing used which is O(δ )
and the expected sum of queue lengths with respect to the steady
state distribution of the DTMC which isO( 1δ 2 ). So, with decreasing
δ , we reduce the use of on chain rebalancing but increase the time
it takes for the transactions to process.
We will prove the theorem using the Foster-Lyapunov Theorem
[33] and drift analysis. Before that, we state Lemma 1 which will
be useful for the proof.
The following lemma connects the min cost path, the arrival
rates with the capacities and the queue lengths at the links, as long
as the λ is in the capacity region C. In fact Lemma 1 encapsulates
all the properties of the capacity region C that we need for the
proof of Theorem 4.1.
Lemma 4.2. If the demand matrix is in the capacity region, i.e.
λ ∈ C, for any q, we have∑
i,j ∈V
λi j min
p∈Pi j
{ ∑
(u,v)∈p
(
z(u,v) +
δ
2αc(u,v)
(q(u,v) + q(v,u))
)}
≤
∑
(u,v)∈E
δq(u,v)
α
.
The reader can refer to Appendix B for the details of the proof
of Lemma 4.2. We only present the sketch of the proof here.
Sketch of the Proof. The proof is carried out in the following
steps:
• We start by defining a linear program with objective func-
tion to be zero and the constraints to the constraints of the
capacity region.
• Then, as λ ∈ C, the primal is feasible and we also argue that
the dual is feasible by presenting a feasible point for the dual.
• Then we use weak duality which gives us the dual objective
function to be non-negative for all the feasible solutions of
the dual LP.
• Then we carefully pick feasible dual variables which gives
us the Lemma.
□
After presenting Lemma 4.2 we have the prerequisites to prove
Theorem 4.1. The detailed proof is deferred to the Appendix C due
to space constraints. Although we explain the intuition behind the
theorem and it’s proof below:
Sketch of the Proof of Theorem 4.1. First we show that the
DTMC {q(t) : t ∈ Z+} is positive recurrent using Foster-Lyapunov
Theorem. This can be done in the following steps:
• First we carefully choose the Lyapunov function as
V (q) ∆=
∑
(u,v)∈E
z2(u,v) +
∑
(u,v)∈E
δ
2αc(u,v)
(q(u,v) + q(v,u))2.
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• Next, we calculate the one-step drift “V (q(t + 1)) −V (q(t))”
of the defined Lyapunov Function and bound the quadratic
terms by known parameters.
• Then, we simplify the expression of the drift using Algorithm
1 and Lemma 4.2.
• Then, we define a finite set of queue lengths and show that
the one-step drift is negative outside this set. Thus, by Foster-
Lyapunov Theorem, the DTMC is positive recurrent.
• Finally, we argue that the on-chain rebalancing rate is O(δ )
which shows that the Algorithm 1 is Throughput Optimal.
After showing positive recurrence, we use the moment bound the-
orem [17] to bound the sum of expected queue lengths. This com-
pletes the proof. □
5 THE FLUID ANALYSIS
In this section, we want to provide the reader some intuition and a
better understanding of Algorithm 1 and present the framework
which motivates Algorithm 1. Particularly, we will first present
the fluid model and then solve it using dual descent technique.
Finally we will draw similarities in optimizing the fluid objective
and Algorithm 1.
5.1 The Fluid Model
We will now analyze the system by neglecting all the variability.
For this, we will formulate the deterministic optimization problem
which will find the optimal routes based on the transaction rates λ
between the vertices. The objective is to solve the fluid model and
infer a stochastic algorithm using it. The Linear Program to find
the optimal routes is, [32]
max
∑
i, j ∈V
∑
p∈Pi j
xp (9)
subject to ∑
p∈Pi j
xp ≤ λi j ∀i , j ∈ V (10)∑
p∈P :(u,v)∈p
xp +
∑
p∈P :(v,u)∈p
xp ≤ 2c(u,v) ∀(u,v) ∈ E (11)∑
p∈P :(u,v)∈p
xp −
∑
p∈P :(v,u)∈p
xp = 0 ∀(u,v) ∈ E (12)
xp ≥ 0 ∀p ∈ P . (13)
Equation (9) maximizes the throughput, i.e. the total amount of
transaction routed using the off-chain rebalancing, where xp is
the amount of transaction routed using the path p. Equation (10)
enforces the condition that the total amount of transaction routed
from sender i to receiver j is less than or equal to the transaction
rate λi j . Equation (11) restricts the total amount of transaction
that can be routed via any edge (u,v) ∈ E by its capacity 2c(u,v).
Equation (12) enforces the flow balance requirement on each edge
in the network.
To solve this Linear Program, we will write the Lagrangian of
the problem. Let, µ(u,v) to be the Lagrangian multipliers for (12)
and δ(u,v) for (11), the optimization problem becomes,
max
∑
i,j ∈V
∑
p∈Pi j
xp −
∑
(u,v)∈E
µ(u,v)
[ ∑
p∈P :(u,v)∈p
xp
−
∑
p∈P :(v,u)∈p
xp
] − ∑
(u,v)∈E
δ(u,v)
[ ∑
p∈P :(u,v)∈p
xp
+
∑
p∈P :(v,u)∈p
xp − 2c(u,v)
]
(14)
subject to (10) and (13). Simplifying the objective yields,
max
∑
i,j ∈V
∑
p∈Pi j
xp
∑
(u,v)∈p
(
1 + µ(u,v) − µ(v,u)
− δ(u,v) − δ(v,u)
)
+ 2
∑
(u,v)∈E
δ(u,v)c(u,v). (15)
subject to (10) and (13).
The decision variables in (15) is the amount of transaction xp
to be routed through path p for all paths p ∈ P. We define the
following variable for ease of notation:
wp = 1 +
∑
(u,v)∈p
(−µ(u,v) + µ(v,u) − δ(u,v) − δ(v,u)) ∀p ∈ P .
Now, we will state the Algorithm 2 below, which takes the demand
rate vector λ as the input and outputs the optimum vector xp for
all p ∈ P which maximizes the Lagrangian function (15) subject to
(10) and (13).
Algorithm 2Maximizing the fluid objective
Input: λ
2: Initialize: x = 0
for (i, j) : λi j > 0 do
4: if maxp∈Pi j wp > 0 then
p∗ = argmaxp∈Pi j wp
6: xp∗ = λi j # Assigning to the upper bound
else
8:
∑
p∈Pi j xp = 0 # Assigning to the lower bound
end if
10: end for
Output: x
If the value of dual variables (Lagrangian Multipliers: µ(u,v) and
δ(u,v)) are known, then we can apply the Algorithm 2 and find
the routes to maximize the fluid objective. To find the Lagrangian
multipliers, we will write the dual of the Linear Program which
involves the dual variables µ(u,v) and δ(u,v). The dual problem is,∑
i,j ∈V
max
p∈Pi j
[ ∑
(u,v)∈p
(1 − µ(u,v) + µ(v,u) − δ(u,v)
−δ(v,u))
]+
λi j + 2
∑
(u,v)∈E
δ(u,v)c(u,v) (16)
subject to µ(u,v) ∈ R,δ(u,v) ≥ 0 ∀(u,v) ∈ E (17)
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Now, the dual descent technique is employed to find the dual vari-
ables by the following equations:
µ(a,b)(t + 1) = µ(a,b)(t) −
1
M1
∂D
∂µ(a,b)
(18)
δ(a,b)(t + 1) =
[
δ(a,b)(t) −
1
M2
∂D
∂δ(a,b)
]+
, (19)
where D is the dual objective function (16) and 1M1 and
1
M2 are the
step sizes of the iterations respectively. We used projected dual
descent for δ(u,v) due to the constraint δ(u,v) ≥ 0. Solving (18) and
(19) we get,
µ(a,b)(t + 1) = µ(a,b)(t) +
1
M1
∑
i,j ∈V
λi j1(a,b)∈p∗i j
− 1
M1
∑
i,j ∈V
λi j1(b,a)∈p∗i j , (20)
δ(a,b)(t + 1) =
[
δ(a,b)(t) +
1
M2
∑
i,j ∈V
λi j1(a,b)∈p∗i j
+
1
M2
∑
i,j ∈V
λi j1(b,a)∈p∗i j − 2
c(u,v)
M2
]+
. (21)
Here, p∗i j is the optimal route chosen using Algorithm 2 by which
all the demand arising between i and j is routed. If for all p ∈ Pi j ,
the weight
∑
(u,v)∈p (1−µ(u,v)+µ(v,u)−δ(u,v)−δ(v,u)) is negative,
then p∗i j = ϕ.
The behavior of M1µ(a,b) in (20) has similar structure to the
queue length z(a,b) in (36). The difference is that λi j is substituted
by
∑
p∈Pi j xp (t), which is the exact amount of transaction that is
met at time t . Thus, we will approximate M1µ(a,b) as z(a,b) on
the edge (a,b) ∈ E. Also, the behaviour of M2δ(a,b) has a similar
structure to q(a,b) + q(b,a) as in (3). Although, demand rate λi j is
replaced by actual demand and the service does not solely depend
on the capacity of the link but also depends on the outstanding
buffer in the opposite direction. So, c(a,b) is replaced by s(a,b). Also
note that on chain rebalancing terms are not present in (20) and
(21) as the Algorithm 2 only uses off chain rebalancing and rejects
all the excess demand.
Optimal path in Algorithm 1 can be obtained from Algorithm
2 by appropriately substituting M1µ(a,b) = z(a,b) and M2δ(a,b) =
q(a,b) + q(b,a), ignoring the constants and scaling the term M2δ
appropriately. Condition when wp ≤ 0 in Algorithm 2 has been
weakened by meeting a fraction of demand using on chain rebal-
ancing rather than not meeting the demand (xp = 0).
Note that, the inequality (11) in the primal corresponds to the
traditional queue “q(u,v) + q(v,u)”, where the inequality constraint
can be thought of as the capacity constraint of the single queue
that the arrival rate should be “less than” the service rate.
Whereas, the equality constraint (12) in the primal corresponds
to the two sided queue “z(u,v)”. Here, the equality constraint can be
thought of as the capacity constraint of the single two sided queue
that the arrival rates in both the directions should be equal. It is
also consistent with the fact that the dual variable of the equality
constraint can be both positive and negative. Also, an equality
constraint can be thought of as two inequality constraint which is
analogous to a two sided queue equivalent to the difference of two
single server queues.
6 MODIFIED ROUTING ALGORITHM
In this section, we will further discuss Algorithm 1. Even though it
is throughput optimal, the simplifications we consider in the model,
do not conform with the real Blockchain system. It is desired that
the routing algorithm satisfy the Payment Channel Network (PCN)
protocol. The conditions being
• Atomicity of the payments, i.e. the payments should be pro-
cessed immediately or they are rejected.
• The funds in all the edges which are used to process the
payment is locked until the whole transaction is processed.
Moreover, it is not desirable to carry out on-chain rebalancing often
as it is slow compared to off-chain rebalancing.
We present a modification of the Algorithm 1 which takes into
account the PCN protocols and is applicable in real life systems.
The algorithm is presented below:
Algorithm 3Modified Routing Algorithm
Parameters:M(u,v) = c(u,v) ∀(u,v) ∈ E,δ ≤ 1, α > 1
Input: q(t), a(t)
Initialize: x(t) = 0, r(t) = 0
# Routing of the demand
for i , j ∈ V : ai j (t) > 0 do
p∗ = argminp∈Pi j
{ ∑
(u,v)∈p
(
z(u,v)(t)
+ δ2αc(u,v ) (q(u,v)(t) + q(v,u)(t))
)}
if ∀(u,v) ∈ E : q(u,v)(t) + ai j1(u,v)∈p∗ − s(u,v)(t) ≤ M(u,v)
then
xp∗ (t) = ai j (t)
else
# On-chain Rebalancing
r(i, j)(t) =
{
ai j (t) w.p. δ
0 w.p. 1 − δ
end if
end for
Output: x(t), r(t)
The above algorithm can be understood as follows: Consider the
thresholdM to be different for each link in the network and set it
to the capacity of each link, that isM = c(u,v) for (u,v) ∈ E. Also,
rather than processing $1 on-chain rebalancing, if the transaction
is invoking on-chain rebalancing, then with probability δ process
the whole transaction using on-chain rebalancing or reject the
transaction otherwise. Now, we have an algorithm which processes
payment requests using either only off chain rebalancing or only
on chain rebalancing.
Now with this modified algorithm, the metric for the perfor-
mance will be the fraction of transactions that are processed using
on chain rebalancing and the fraction of transactions that are re-
jected. This metric can be argued to be related to the throughput
optimality as follows: the tail probability P[q(u,v) ≥ c(u,v)] for all
(u,v) ∈ E can be bounded using the expected queue length given
by (8) which will give us the probability with which a transaction
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will be either rejected or on chain rebalancing will be invoked. Now,
we can tune the parameters δ and α to minimize the appropriate
objective. We will verify this in the next section by considering a
special case and show that it has good performance in simulations.
Also, this modified algorithm conforms with the PCN protocols and
it can be argued as follows:
• Under this algorithm, the atomiciy of the payments will be
preserved. This can be seen as follows: whenever a path is
chosen to route the incoming demand, it is either routed
and processed in the same time epoch as M = c(u,v) for
all (u,v) ∈ E or it is rejected with probability (1 − δ ) or it
is processed using on-chain rebalancing with probability δ .
Thus, it preserves the atomicity of the payments.
• Also, note that, it is no longer a single hop system now as
either all the single hops are processed in one time epoch as
the payment is routed only if the capacity is available or the
whole payment is rejected or processed through on chain
rebalancing.
• As δ approaches 0, the frequency of on chain rebalancing will
be reduced. Thus, on-chain rebalancing won’t be carried out
in each time epoch. This is desirable as on-chain rebalancing
is slower compared to off chain rebalancing.
7 SIMULATIONS
In queueing systems, closed loop policies that use the state infor-
mation to make scheduling decisions are known to have better
performance than open loop policies. Our proposed Algorithm 1 is
a closed loop policy since it used the state information, as opposed
to Spider [32], which is an open loop policy. In this section, we will
compare the performance of Algorithm 1 with that of Spider [32]
using simulations.
To study the efficiency of the Algorithm 1, we will drop all the
transactions which invokes on chain rebalancing in our algorithm
i.e., we will drop any transaction which if added to the payment
graph, will lead to at least one edge having weight greater than
or equal to M . This will give us the percentage of transactions
successful using only off-chain rebalancing. We assume all the
weights have equal capacity same asM for simplicity. We use this as
a metric (as opposed to calculating the rate of on-chain rebalancing)
in order to be consistent with the literature [24, 29, 32].
If we pick M = c(u,v) for every edge in the network and drop
all the demand which requires on chain rebalancing, then at any
instance, the queue length for each edge is less than its capacity. As
the edge has enough capacity to process any buffered transaction
at any point of time, this can be thought of as a system with no
buffered transactions waiting in the queue to be processed. So
although our algorithm is a queuing model, it can be implemented
in such a way that there are no transactions waiting in the system.
Note that, here we pickM to be different for different edges which
is a generalization of the algorithm we presented and the proof of
throughput optimality can be easily extended for this system.
7.1 Setup
Simulator:We use Python (networkx package) to create the graph
and simulate the transactions. Our simulator finds the path in the
graph according to the Algorithm 1 and drops all the transactions
which require on-chain rebalacing. Then we add the transaction to
the outstanding queues of the edges. This can be thought of as each
node has a capacity ofM units and if a transaction is processed, it
will reduce the capacity of those edges by adding it to the outstand-
ing queue lengths. Also with each transaction that is accepted, q is
updated.
Schemes:We run different variants of our algorithm by varying
the parameters involved. We vary M and report the percentage
of successful transactions by units. We also report the average
imbalance per edge to show the trade off between M and queue
length.
Metrics: The metrics of our study are the average imbalance
per edge and success ratio. Success ratio captures the fraction of
transactions that were successful.
7.2 Synthetic Data
We consider small graphs on 10 node and 15 edges, and run Al-
gorithm 1, and compare it with an exact exact implementation of
Spider network [32] using the exact demand matrix which will give
the best possible performance for Spider.
Generation of Transactions:We start by generating a doubly
stochastic matrix which is in the capacity region C. Using the gener-
atedmatrix as the demand ratematrix, we generate a total of 150,000
Poisson distributed transactions. The generated transactions are
then used in a random order to simulate the system.
Implementation of Spider: To implement the Spider network,
throughput is maximized subject to the capacity constraints (fluid
LP in [32] is solved) which gives us optimal flow rates through all
the paths for routing fluid demand λ. In the long run, the frequency
of usage of the paths is then maintained proportional to the optimal
flow rates.
Note that, this corresponds to the exact implementation of the
Spider as we are using the exact transaction rate matrix and we are
solving the fluid LP before the transactions are processed.
Even if the exact transaction rate matrix is used (which cannot
be found exactly in real life implementation), our algorithm con-
sistently performs better than Spider for a wide range of values
of M . This is due to the fact that our algorithm actively tries to
balance the graph whereas Spider aims to keep the graph balanced
in the long run. This can be thought of as an open loop control
whereas our algorithm makes decision based on the current state
of the system and thus, is a closed loop control.
7.3 Ripple Network
Data set: In this section, we use the data-set provided by Speedy
Murmurs [30] which is a sub-graph from the original topology of
Ripple. The data-set consists of 59,000 nodes and 191,242 edges.
Speedy Murmurs removed the inconsistencies from the original
Ripple Data and it was filtered and transformed into a format which
was convenient to run simulations on.We are grateful to the authors
for providing the data-set. We simulated the system using 50,000
transactions with an average transaction amount of 5279 units,
median of 2.94 units and a maximum transaction of 7.16 ∗ 107 units.
These are real transactions occurred in the ripple network and
provided by Speedy Murmurs.
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Figure 1: Comparison of Success ratio for Spider andAlgorithm1 for different
M on a 10 node graph
Approximation of Algorithm 1: Algorithm 1 intends to find
a path from a sender to receiver which is the most imbalanced and
least loaded path. To implement this algorithm, we need to find the
shortest path in a weighted directed graph with negative weights
allowed. As this problem is known to be an NP-hard problem (it
can be decomposed from Hamiltonian path problem [13]), we use
a heuristic implementation of the algorithm on the Ripple data for
computational viability.
The heuristic we implement for the real life data is to find k-
shortest paths [42] from the sender to receiver by considering only
the positive part of the weight [z(u,v) + δ2αc(u,v ) (q(u,v) + q(v,u))]+
on each edge. Thus, it becomes a problem of finding the shortest
path in a weighted directed graph with all the weights non-negative.
From those k- shortest path, we will choose the path with minimum
actual weight, i.e. the path such that the sum of the weights z(u,v)+
δ
2αc(u,v ) (q(u,v) + q(v,u)), for all (u,v) ∈ pi j is minimized. Here, i is
the source and j is the destination of the arising transaction. If k is
equal to the total possible paths between a sender and receiver, then
the heuristic implementation becomes the exact implementation of
the algorithm.
ResultsWith the increasing capacity of the edges, the through-
put in terms of success ratio increases but stays around 60%. The
increasing success ratio with the capacityM is very intuitive as with
the increase in capacity of the edges, the system state is allowed
to buffer more transactions per edge and thus, more transactions
will be processed. Although, the success ratio is not very sensitive
to the capacity of the links which can be used to argue that our
algorithm does a good job of avoiding imbalance.
The average imbalance per edge increases with the increase in
the capacity as with the increasing capacity, we are allowing more
buffered transactions which results in the increase of the average
imbalance per edge in the steady state. With the increasing success
ratio, the success volume also increases which can be seen in Fig. 4.
The results are summarized in Fig. 2, Fig. 3 and Fig. 4.
8 CONCLUSION AND FUTUREWORK
In this paper, we presented a novel stochastic model to study the
routing of payment requests in a Blockchain based payment pro-
cessing networks. We defined two notions of stability and then
Figure 2: Success ratio of algorithm 1 for the ripple network plotted against
the maximum allowable imbalance (capacity: M )
Figure 3: Imbalance per edge in the graph after 50,000 transactions routed
through the network using algorithm 1
Figure 4: Success volume of algorithm1 for the ripple network plotted against
the maximum allowable imbalance (capacity: M )
characterized the capacity region of the system consisting of all the
demand rates under which the system is stable. We then presented
a novel MaxWeight like state dependent algorithm and proved that
it is throughput optimal. We showed that the rate of on chain rebal-
ancing used is O(δ ) and the expected sum of queue lengths under
the stationary distribution of the DTMC isO(1/δ2). We argued that
a state dependent policy has a better performance than open loop
policy by simulating our algorithm and compare it with Spider [32],
which uses an open loop policy.
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Since the proposed algorithm is NP-hard in general, finding a
low-complexity but closed loop algorithm that is throughput opti-
mal is future work. Another future direction is to study throughput
maximizing routing algorithms that can be implemented in a dis-
tributed manner so that privacy of the transactions is preserved.
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A PROOF OF PROPOSITION 3.4
Proof. As λ < C, there does not exist x ∈ R |P |+ which satisfies
the set of inequalities (4), (5) and (6). The dual of the linear program
with objective function ≡ 0 and the constraints (4), (5) and (6) will
be (29), (30) and (31). As the primal is infeasible and dual is feasible
(trivial feasible solution is ζ = 0,β = 0,γ = 0), the optimal dual
value should be −∞. Hence, there exists a β∗, γ∗ and
ζ ∗i j =−minp∈Pi j
∑
(u,v)∈p
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))∀i, j ∈ V ,
such that the objective function value of the dual (29) is equal to
−D (as we pick ζ to be the minimum possible value in terms of β
and γ ) for some D > 0 i.e.,
−
∑
i,j ∈V
λi j min
p∈Pi j
∑
(u,v)∈p
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))
+ 2
∑
(u,v)∈E
c(u,v)β∗(u,v) = −D. (22)
Note that it is not possible to have (β∗(u,v)+β∗(v,u)+γ ∗(u,v)−γ ∗(v,u)) =
0 for all (u,v) ∈ E and satisfy the above inequality. Thus, β∗ andγ∗
are such thatmax(u,v)∈E {β∗(u,v)+β∗(v,u)+γ ∗(u,v)−γ ∗(v,u)} , 0. Now,
consider any family of routing algorithms parametrized by δ for the
payment processing network. We will now calculate the weighted
sum of all the queues and show that it is not finite. Consider the
following:∑
(u,v)∈E
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))q(u,v)(T ) (23)
∗
=
∑
(u,v)∈E
[
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))q(u,v)(0)
+
T∑
t=1
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))
(
y(u,v)(t)
− s(u,v)(t) − r(u,v)(t)
) ]
∗∗≥
∑
(u,v)∈E
[
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))q(u,v)(0)
+
T∑
t=1
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))
(
y(u,v)(t)
− r(u,v)(t)
) − 2β∗(u,v)c(u,v)(t)] , (24)
where (∗) follows from the telescopic sum of (3) and, (∗∗) follows
from the definition of s(u,v) given in (2) and as s(u,v) = s(v,u),
we have
∑
(u,v)∈E s(u,v)(t)γ ∗(u,v) =
∑
(u,v)∈E s(u,v)(t)γ ∗(v,u). As β∗
is non negative, we can then replace s(u,v)(t) by its upper bound
c(u,v) and use c(u,v) = c(v,u) to write (24). Now we will substitute
y in terms of a. Consider the following:
∑
(u,v)w(u,v)(t)y(u,v)(t) is
the weighted sum of total demand that is routed, where the demand
routed through the edge (u,v) is given a weightw(u,v). Now, this
is exactly equal to the total demand that is routed (ai j (t) for all
i, j ∈ V ) using a certain set of paths p(t), where the weight given
to every path is the sum of the weights of the edges in the path, i.e.
∑
(u,v)∈p w(u,v). So we have,∑
(u,v)∈E
w(u,v)y(u,v)(t)
=
∑
(u,v)∈E
w(u,v)
∑
i,j ∈V
∑
p∈Pi j
xp (t)1(u,v)∈p
=
∑
i,j ∈V
∑
p∈Pi j
xp (t)
∑
(u,v)∈p
w(u,v)
=
∑
i,j ∈V
ai j (t)
∑
p∈Pi j
α
i j
p (t)
∑
(u,v)∈p
w(u,v)
∗≥
∑
(i, j ∈V )
ai j (t) min
p∈Pi j
∑
(u,v)∈p
w(u,v), (25)
where
∑
p∈Pi j α
i j
p (t) = 1 and α i jp (t) ≥ 0 for all i , j ∈ V and it is
the fraction of incoming demand from i to j routed through path
p, i.e. xp (t) = α i jp (t)ai j (t). Also, (∗) follows as minimum of a set is
always less than any convex combination of the elements of a set.
Note that, this is the key step in the proof of this proposition as
we now have substituted y in terms of a which is assumed to be
i.id across time and vertices.
Now we will show that (24) divided by T is greater than zero as
follows:
1
T
∑
(u,v)∈E
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))q(u,v)(0)
+
1
T
T∑
t=1
∑
(u,v)∈E
[
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))×
(
y(u,v)(t) − r(u,v)(t)
) − 2β∗(u,v)c(u,v)(t)]
∗≥ 1
T
∑
(u,v)∈E
(β∗(u,v) + β∗(v,u) + γ ∗(u,v) − γ ∗(v,u))q(u,v)(0)
+
1
T
T∑
t=1
[ ∑
i,j ∈V
ai j (t) min
p∈Pi j
{ ∑
(u,v)∈E
(β∗(u,v) + β∗(v,u)
+ γ ∗(u,v) − γ ∗(v,u))
}
−
∑
(u,v)∈E
(β∗(u,v) + β∗(v,u) + γ ∗(u,v)
− γ ∗(v,u))r(u,v)(t)
]
− 2
∑
(u,v)∈E
β∗(u,v)c(u,v)(t), (26)
where (∗) follows from (25). Thus, we can now take the lim sup as
T →∞ of (26) and use strong law of large numbers for i.id random
variables to get:
(23)
T
∗≥
∑
i,j ∈V
λi j min
p∈Pi j
{ ∑
(u,v)∈p
(β∗(u,v) + β∗(v,u) + γ ∗(u,v)
− γ ∗(v,u))
}
− 2
∑
(u,v)∈E
β∗(u,v)c(u,v) − B
′
δ w.p. 1
∗∗
= (D − B′δ ) > 0 w.p. 1 ∀δ < D
B
′ (27)
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whereB′ = max(u,v)∈E [β∗(u,v)+β∗(v,u)+γ ∗(u,v)−γ ∗(v,u)]+ as r(u,v)(t) ≥
0 for any t , (u,v) ∈ E. Also, as lim supT→∞ 1T
∑T
t=1
∑
(u,v)∈E r(u,v)(t) ≤
δ , (∗) follows. Further, (∗∗) follows from (22).
By using (27), for on chain rebalancing rate (δ ) less than D
B′ , we
have
∑
(u,v)∈E (β∗(u,v)+ β∗(v,u)+γ ∗(u,v)−γ ∗(v,u))q(u,v)(T ) → ∞with
probability 1. As the weighted sum (with at least one weight non
zero) of the queue lengths tends to infinity with probability 1, we
have:
lim
D→∞ limt→∞P
©­«
∑
(u,v)∈E
q(u,v)(t) ≥ Dª®¬ = 1 ∀δ < DB′ . (28)
Thus, no family of algorithm can weakly stabilize the system if the
demand matrix is outside the capacity region C.
□
B PROOF OF LEMMA 4.2
Proof of Lemma 4.2. We start with the feasible Linear program
(LP) for λ ∈ C as,
max
xp ∈R|P |+
0
subject to (4), (5) and (6). Taking ζi j , β(u,v) and γ(u,v) as the dual
variables of (4), (5) and (6) respectively, the dual of the above LP is,
min
∑
i,j ∈V
λi jζi j + 2
∑
(u,v)∈E
c(u,v)β(u,v) (29)
subject to, ∑
(u,v)∈p
(β(u,v) + β(v,u) + γ(u,v) − γ(v,u))
≥ −ζi j ∀p ∈ Pi j ∀i , j ∈ V , (30)
β(u,v) ≥ 0 ∀(u,v) ∈ E. (31)
Note that the constraints in the primal LP defines the capacity
region C. Therefore, since λ ∈ C , we have that the primal is feasible.
The dual is feasible as one trivial feasible solution is all the variables
are zero. By strong duality, the dual should have an optimal value
equal to 0. Thus we have,∑
i,j ∈V
λi jζi j + 2
∑
(u,v)∈E
c(u,v)β(u,v) ≥ 0 (32)
for any ζi j , β(u,v) and γ(u,v) subject to (30) and (31). We pick ζi j =
−minp∈Pi j
∑
(u,v)∈p (β(u,v)+β(v,u)+γ(u,v)−γ(v,u)) for all i , j ∈ V ,
to get
2
∑
(u,v)∈E
c(u,v)β(u,v) ≥
∑
i,j ∈V
λi j min
p∈Pi j
∑
(u,v)∈p
(β(u,v)
+ β(v,u) + γ(u,v) − γ(v,u)),
for all β(u,v) ≥ 0 and γ(u,v) ∈ R. By taking β(u,v) = δαc(u,v )q(u,v)
and γ(u,v) = z(u,v), and noting that z(u,v) = −z(v,u) we have the
lemma. □
C PROOF OF THEOREM 4.1
Proof of Theorem 4.1. Defining the effective demand in one
time epoch for each edge for the ease of the presentation as,
y(u,v) =
∑
i,j ∈V
∑
p∈Pi j
xp1(u,v)∈p . (33)
Note that, this is equivalent to the definition of y(u,v) as defined in
(1). We will now define the Lyapunov functionV (q) = V1(q)+V2(q)
to be a quadratic function of the queue lengths as,
V1(q) ∆=
∑
(u,v)∈E
z2(u,v), (34)
V2(q) ∆=
∑
(u,v)∈E
δ
2αc(u,v)
(q(u,v) + q(v,u))2. (35)
The queue length q(u,v) evolves according to (3) and the imbalance
z(u,v) evolves as,
z(u,v)(t + 1) = z(u,v)(t) + y(u,v)(t) − y(v,u)(t)
− r(u,v)(t) + r(v,u)(t). (36)
For the simplicity of notation, we will denote E[.|q(t) = q] by Eq[.].
Now we will separately calculate the drift of V1 and V2 and then
add them to calculate the drift of V as,
Eq[∆V1]
= Eq
[ ∑
(u,v)∈E
(
z2(u,v)(t + 1) − z2(u,v)(t)
) ]
= Eq
[ ∑
(u,v)∈E
(
y(u,v)(t) − y(v,u)(t) − r(u,v)(t) + r(v,u)(t)
)2
+2
∑
(u,v)∈E
z(u,v)(t)(y(u,v)(t) − y(v,u)(t) − r(u,v)(t) + r(v,u)(t))
]
(37)
We will now show that the first term in (37) is bounded. We have:
T1(q) = Eq
[ ∑
(u,v)∈E
(
y(u,v)(t)−y(v,u)(t)−r(u,v)(t)+r(v,u)(t)
)2]
∗≤ Eq
[
|E |
( ∑
i,j ∈V
ai j (t) + 1
)2]
∗∗
= E
[
|E |
( ∑
i,j ∈V
ai j (t) + 1
)2]
= |E |
( ∑
i,j ∈V
σ 2i j +
( ∑
i,j ∈V
λi j
)2
+ 1 + 2
∑
i,j ∈V
λi j
)
, (38)
where (∗) follows as the demand routed through any edge at time t
is less than or equal to the total incoming demand at time t . Also,
by the Algorithm 1, r(u,v) ≤ 1. Next, (∗∗) follows as the incoming
demand is independent of the queue lengths. Thus, the first term in
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(37) is bounded. Let us denote (38) by a constant B1. Now we have,
Eq[∆V1] −T1(q)
≤ 2Eq
[ ∑
(u,v)∈E
z(u,v)(t)
(
y(u,v)(t) − y(v,u)(t) − r(u,v)(t)
+r(v,u)(t)
) ]
∗≤ 4Eq
[ ∑
(u,v)∈E
z(u,v)(t)
( ∑
i,j ∈V
∑
p∈Pi j
xp (t)1(u,v)∈p
− r(u,v)(t)
)]
= 4Eq
[ ∑
i,j ∈V
∑
p∈Pi j
xp (t)
∑
(u,v)∈p
z(u,v)(t)
]
− 4
∑
(u,v)∈E
z(u,v)(t)Eq[r(u,v)(t)] (39)
where (∗) follows from the fact that z(u,v)(t) = −z(v,u)(t) and
substituting y(u,v) using (33). Now we will calculate the drift of V2
and then add it with (39) to get the drift of V .
We will now calculate the drift of V2(q). We have:
Eq[∆V2]
= Eq
[ ∑
(u,v)∈E
δ
2αc(u,v)
( (
q(u,v)(t + 1) + q(v,u)(t + 1)
)2
−
(
q(u,v)(t) + q(v,u)(t)
)2 )]
=
∑
(u,v)∈E
δ
2αc(u,v)
(
Eq
[ (
y(u,v)(t) + y(v,u)(t) − 2s(u,v)(t)
− r(u,v)(t) − r(v,u)(t)
)2]
+ 2Eq
[(q(u,v)(t) + q(v,u))×(
y(u,v)(t) +y(v,u)(t)−2s(u,v)(t) −r(u,v)(t) −r(v,u)(t)
) ] )
. (40)
We will now show that the first term in (40) is bounded. We have:
T2(q) =
∑
(u,v)∈E
δ
2αc(u,v)
Eq
[ (
y(u,v)(t) + y(v,u)(t)
− 2s(u,v)(t) − r(u,v)(t) − r(v,u)(t)
)2]
∗≤ |E |δ2αcmax Eq
[( ∑
i,j ∈V
ai j (t)
)2]
=
|E |δ
2αcmax
( ∑
i,j ∈V
σ 2i j +
( ∑
i,j ∈V
λi j
)2)
, (41)
where (∗) follows as s(u,v)(t) and r(t) are non negative and the
demand routed through any edge at time t is less than or equal to
the total incoming demand at time t . Thus, the first term in (40) is
bounded. Let us denote (41) by a constant B2. Now we have,
Eq[∆V2] −T2(q)
≤ Eq
[ ∑
(u,v)∈E
δ
αc(u,v)
(
(q(u,v)(t) + q(v,u)(t))×
(
y(u,v)(t) + y(v,u)(t) − 2s(u,v)(t) −r(u,v)(t) −r(v,u)(t)
))]
∗≤ 2Eq
[ ∑
(u,v)∈E
δ
αc(u,v)
( (
q(u,v)(t) + q(v,u)(t)
)×( ∑
i,j ∈V
∑
p∈Pi j
xp (t)1(u,v)∈p − s(u,v)(t) − r(u,v)(t)
))]
= 2Eq
[ ∑
i,j ∈V
∑
p∈Pi j
xp (t)
∑
(u,v)∈p
δ
αc(u,v)
(q(u,v)(t)
+ q(v,u)(t))
]
− 2
∑
(u,v)∈E
δ
αc(u,v)
(
2Eq[s(u,v)(t)]q(u,v)(t)
− (q(u,v)(t) + q(v,u)(t))Eq[r(u,v)(t)]) (42)
where (∗) follows by substituting y(u,v) using (33). Now, we will
add (39) with (42) and use Algorithm 1 to upper bound the drift of
V . By defining B ∆= B1 + B2 and T (q) ∆= T1(q) +T2(q) we have,
Eq[∆V ] −T (q)
≤ 4
∑
i,j ∈V
λi j min
p∈Pi j
{ ∑
(u,v)∈p
(
z(u,v)(t) +
δ
2αc(u,v)
(q(u,v)(t)
+ q(v,u)(t))
)} − 4 ∑
(u,v)∈E
(
δ
αc(u,v)
Eq[s(u,v)(t)]q(u,v)(t)
− δ (z(u,v)(t)+ δ2αc(u,v) (q(u,v)(t) + q(v,u)(t)))1q(u,v )(t )>M
)
. (43)
The last term in (43) appears due to the δ -on chain rebalancing for
q(u,v) greater thanM .
Now we will use the definition of the capacity region C and
bound the first term in (43). Using Lemma 1 we have,
Eq[∆V ]
≤ T (q)+4δ
∑
(u,v)∈E
q(u,v)(t)
(
1
α
− Eq[s(u,v)(t)]
αc(u,v)
− 1q(u,v )>M
+ 1q(v,u)>M −
δ
2αc(u,v)
(1q(u,v )>M + 1q(v,u)>M )
)
. (44)
In order to use the Foster-Lyapunov Theorem, we want to show
that this drift is negative outside a finite set B. It is not difficult to
see that when q(u,v) > M > cmax, then the coefficient of q(u,v) in
(44) is less than or equal to − δ2αc(u,v ) , by considering the two cases
when q(v,u) > M and q(v,u) ≤ M .
Consider the following two cases:
Case 1 [q(u,v) > M and q(v,u) > M]: The coefficient of q(u,v) in
(44) becomes − δαc(u,v ) as s(u,v) = c(u,v) by the definition of s(u,v).
Case 2 [q(u,v) > M and q(v,u) < M]: The coefficient of q(u,v) in
(44) becomes 1α − 1−
s(u,v )(t )
αc(u,v ) −
δ
2αc(u,v ) which is less than or equal
to − δ2αc(u,v ) ≤ 0 as α > 1.
The maximum value of the coefficient of q(u,v) for any (u,v) ∈ E
is 4δ ( 1α +1) < 8δ , thus themaximum value of the RHS of (44) will be
B + 8δM |E | as the coefficient of q(u,v) for any (u,v) ∈ E is positive
only when q(u,v) ≤ M and T (q) ≤ B for any q. Thus, for at least
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one edge say (u˜, v˜) if we have q(u˜,v˜) ≥ (8δM |E | + B)αc(u˜,v˜ )2δ 2 +M ,
the RHS in (44) will become less than or equal to −2M δ 2αc(u˜,v˜ ) .
Eq[∆V ]
≤ B − (8δM |E | + B) − 2M δ
2
αc(u,v)
+ 4δ
∑
(u,v)∈E/(u˜,v˜)
q(u,v)(t)×(
1
α
− s(u,v)(t)
αc(u,v)
− 1q(u,v )>M + 1q(v,u)>M −
δ
2αc(u,v)
×
(1q(u,v )>M + 1q(v,u)>M )
)
,
≤ − 2M δ
2
αc(u,v)
< 0. (45)
So, we can conclude that the drift ofV (q) is negative outside the
finite set B which is defined as:
B ∆=
{
q ∈ Z |E |+ : q ≤
4αM |E |c
δ
+
αBc
2δ2
+M1
}
.
Note that the operator “≤” is applied component wise and 1 is a
vector of 1’s. As the drift of V (q) is negative outside the finite set
B, the DTMC {q(t) : t ≥ 0} is positive recurrent.
The rate of on chain rebalancing under the algorithm by δ and
M is
∑
(u,v)∈E E[r(u,v)]P[q(u,v) > M] ≤ δ |E |, which is O(δ ).
Thus, given any ϵ > 0, we can set δ = ϵ|E | such that the rate of
on chain rebalancing is less than or equal to ϵ . Thus, the family of
algorithms in Algorithm 1 is strongly stable, and so a part of the
theorem follows.
We will now show that the expected value of the queue length is
bounded. Upper bounding the Right hand side of (44) considering
the two cases when q > M and q ≤ M gives:
Eq[∆V ] −T (q)
≤ 4δ
∑
(u,v)∈E
q(u,v)(t)
(
21q(u,v )≤M −
δ
2αc(u,v)
1q(u,v )>M
)
= 4δ
∑
(u,v)∈E
q(u,v)(t)
(
(2 + δ2αc(u,v)
)1q(u,v )≤M −
δ
2αc(u,v)
)
.
By moment bound theorem [17], we have
E[T (q)] + 4δ
∑
(u,v)∈E
(2 + δ2αc(u,v)
)E
[
q(u,v)(t)1q(u,v )(t )≤M
]
≥ 2δ
2
α
∑
(u,v)∈E
E
[
q(u,v)(t)
c(u,v)
]
, (46)
where the expectation is with respect to the stationary distribution
of the DTMC operating under Algorithm 1 parametrized by δ ,M
andα . Simplifying (46) by using the inequalitiesE
[
q(u,v)(t)1q(u,v )(t )≤M
]
≤
M and
∑
(u,v)∈E E[q(u,v )(t )c(u,v ) ] ≥
1
cmax
∑
(u,v)∈E E[q(u,v)(t)] we get,∑
(u,v)∈E
E[q(u,v)(t)] ≤
E[T (q)]αcmax
2δ2
+
4Mαcmax |E |
δ
+
Mcmax |E |
cmin
(47)
Now, we will find the expression of E[T (q)] by bounding the qua-
dratic terms. We know that {q(t) : t ∈ Z+} is positive recurrent and
E[q] is finite, thus under the stationary distribution of the DTMC,
we have
E[z(u,v)(t + 1) − z(u,v)(t)]
= E[y(u,v)(t) − y(v,u)(t) − r(u,v)(t) + r(v,u)(t)] = 0 (48)
We will first calculate the expression of E[T1(q)] as follows:
E[T1(q)]
=
∑
(u,v)∈E
E[(y(u,v)(t) − y(v,u)(t) − r(u,v)(t) + r(v,u)(t))2]
α
=
∑
(u,v)∈E
Var[y(u,v)(t) − y(v,u)(t) − r(u,v)(t) + r(v,u)(t)]
β≤
∑
(u,v)∈E
(
4Var[y(u,v)(t)] + 4Var[r(u,v)(t)]+
Cov[y(u,v)(t) − y(v,u)(t), r(u,v)(t) − r(v,u)(t)]
)
γ≤
∑
(u,v)∈E
(
4Var[y(u,v)(t)] + 4Var[r(u,v)(t)]+
Var[y(u,v)(t)−y(v,u)(t)]+Var[r(u,v)(t)−r(v,u)(t)]
)
≤ 8
∑
(u,v)∈E
(
Var[y(u,v)(t)] + Var[r(u,v)(t)]
)
ξ≤ 8
∑
(u,v)∈E
( ∑
i,j ∈V
σ 2i j + δ
)
= 8|E |
( ∑
i,j ∈V
σ 2i j + δ
)
, (49)
where α follows from (48), β and γ follows from the equations
Var[A+B] = Var[A]+Var[B]+2Cov[A,B] andCov[A,B] ≤ √Var[A]Var[B] ≤
(Var[A]+Var[B])/2. Now, ξ follows from the fact that the amount of
demand routed through each edge at any time t is less than or equal
to the total incoming demand at time t and the i.id assumption of a
across vertices and time where σ 2i j is the variance of the incoming
demand.
Similarly, we will now calculate the expression of E[T2(q)]. We
will omit some steps as they are repetitive and directly write:
E[T2(q)] ≤ 2
∑
(u,v)∈E
(
Var[y(u,v)(t) + y(v,u)(t)
− r(u,v)(t) − r(v,u)(t)] + 2Var[s(u,v)]
)
∗≤16|E |
( ∑
i,j ∈V
σ 2i j + δ
)
+ 4
∑
(u,v)∈E
c2(u,v), (50)
where (∗) follows from (49) and s(u,v) ≤ c(u,v). Now, we can use
(49) and (50) to write the expression of E[T (q)] as follows:
E[T (q)] ≤ 24|E |
∑
i,j ∈V
σ 2i j + 4
∑
(u,v)∈E
c2(u,v) + 24|E |δ . (51)
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Note that the bound on E[T (q)] is loose and can be tighten consid-
erably. Especially, if the network topology is known, we can have a
tighter bound on Var[y].
By substituting the expression of E[T (q)] in (47), the proof fol-
lows. □
