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Abstract.Direct Numerical Simulation(DNS)isthe most accurate, but alsothe most expensive, wayof computing
turbulent ﬂow. To cut the costs of DNS we consider a family of second-order, explicit one-leg time-integration
methods and look for the method with the best linear stability properties. It turns out that this method requires
about two times less computational effort than Adams–Bashforth. Next, we discuss a fourth-order ﬁnite-volume
method that is constructed as the Richardson extrapolate of a classical second-order method. We compare the
results of this fourth-order method and the underlying second-order method for a DNS of the ﬂow in a cubical
driven cavity at Re
= 10
4. Experimental results are available for comparison. For this example, the fourth-order
results are clearly superior to the second-order results, whereas their computational effort is about twenty times
less. With the improved simulation method, a DNS of a turbulent ﬂow in a cubical lid-driven ﬂow at Re
= 50
;000
and a DNS of a turbulent ﬂow past a square cylinder at Re
= 22
;000 are performed.
Key words: DNS, turbulent ﬂow, one-leg method, higher-order ﬁnite-volume method, driven-cavity ﬂow, ﬂow
past a square cylinder.
1. Introduction
The Navier–Stokes equations form the best model for turbulent ﬂow. Unfortunately, the
costs of solving the Navier–Stokes equations at high Reynolds numbers exceedthe nowadays
availablecomputationalresources.Evenwiththepresentlyfastestnumericalmethodsavailable
for solving the incompressible Navier–Stokes equations in rectangular geometries, a Direct
NumericalSimulation(DNS)ofaturbulentﬂow(i.e.asimulationofalldynamicallysigniﬁcant
scalesof motion) at a Reynoldsnumber Re
= 107 will take about onehundredthousandyears
on a Gﬂops machine.
About six orders of magnitude have to be bridged to perform a DNS of a turbulent ﬂow
at Re
= 107. Assuming that both computer hardware and computational algorithms will
continue to progress at the rate that they have developed during the past three decades –
both have become one and a half order of magnitude faster per decade – it will take roughly
two decades to bridge the lacking six orders of magnitude. For this estimate to come true,
computers need to become about a thousand times faster and must be supplied with one
thousand times as much memory within the next two decades. Within that span of time the
numerical algorithms for DNS need to become three orders of magnitude faster, need to run
efﬁciently at the fastest avaliable machines, and need to use three orders of magnitude less
memory than today’s algorithms do require.
CampaignplanstocutthecostsofDNSconsistofoneormoreofthefollowingthreeissues:
(a) introduce larger time steps, (b) use less grid points, and (c) perform fewer iterations, all
without deteriorating the numerical solution. In this paper we will focus on item (a) (in
Section 3) and on item (b) (in Sections 4 and 5).
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InSection3.1wewill arguethat thetime stepof explicittime integrationmethodsfor DNS
is not limited by accuracy requirements, but by those of (convective) stability. Thus, there is
room for improvement. In Section 3.2 we consider a family of explicit second-order one-leg
methods.The‘one’in one-legrefersto thefactthat thesemethodsevaluatetheright-handside
f of the differential equation
y
0
=
f at one point only. For more details on one-leg methods
the reader is referred, for instance, to [1].
Welookfortheexplicitsecond-orderone-legmethodwiththebestlinearstabilityproperties
and compare this method with the (frequently applied) second-order method of Adams and
Bashforth. It turns out that there are one-leg methods that are stable for a step size which
is roughly twice as large as the largest step for which Adams–Bashforth is stable. Since the
work per time step of these one-leg methods is approximately equal to the work per time step
of Adams–Bashforth, a cost reduction by a factor of about two is achieved (with regard to
Adams–Bashforth). The computational effort of the optimal one-leg method is of about the
same level as that of a third-order Runge–Kutta method where the Poisson equation for the
pressure is solved only at the ﬁnal sub-step (see e.g. [2]).
Any grid that is used for a DNS need to be so ﬁne that the smallest length scales in the
ﬂow can be resolved accurately. The number of grid points that is needed per smallest length
scale depends upon the discretization method that is applied. Lowering this number pays off.
For instance, a reduction by a factor of two yields a saving of about one order of magnitude
in both computing time and memory (in three spatial dimensions).
IntheearlydaysofDNSspectralandpseudo-spectralmethodsweretheprevalentmethods.
In the search for methods that can handle geometrically complex conﬁgurations second-
order accurate ﬁnite-difference/volume methods became popular. The questioning of the
cost-effectivenessof thesemethodsgavebirth to higher-orderﬁnite-difference methods,often
applied in combination with (pseudo-)spectral methods in homogeneous directions. Rai and
Moin [3] introduced a ﬁfth-order upwind-biased method for the convectiveterms and a sixth-
ordercentralmethodfortheviscousterms;Fasel[4]usedavelocity/vorticityformulationwith
fourth-order ﬁnite differences; Joslin et al. [5] have applied a fourth-order compact method
for the momentum equations; Liu et al. [6] have developed a transformation of a standard
fourth-order difference scheme in computational space into physical space.Kravchenko et al.
[7] have applied a Galerkin method with B-spline basis functions for numerical simulations
of turbulent channel ﬂows.
This brief enumeration of higher-order DNS methods shows that there are several ways of
making them. Although Richardson extrapolation is a well-known way to increase the order
of accuracy of numerical approximations, it has not yet been applied to obtain higher-order
DNS methods. In Section 4, we will focus on a fourth-order method that is constructed as
the Richardson extrapolate of a classical second-order ﬁnite-volume method. In Section 5 the
results of the fourth-order accurate ﬁnite-volume method and the underlying second-order
methodarecomparedfor adirectnumericalsimulationof theﬂowin acubicaldrivencavityat
Re
= 10
;000.Experimentalresultsareavailableforcomparison.Forthisexample,thefourth-
orderresultsareclearlysuperiortothesecond-orderresults,whereastheircomputationaleffort
is about twenty times less.
Withtheimprovedsimulationmethod,aDNSofaturbulentﬂowinacubicallid-drivenﬂow
atRe
= 50
;000andaDNSofaturbulentﬂowpastasquarecylinderatRe
= 22
;000havebeen
performed. Results of these two simulations are presented in Sections 6 and 7 respectively.
The ﬂow past a square cylinder at Re
= 22
;000 (at zero angle of attack) has served as a test
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casefor two LES workshops. Experimental data is also available for comparison.A summary
of the results presented at the workshops can be found in [8] and [9].
2. Incompressible turbulent ﬂows
The conservation laws for momentum and mass of an incompressible ﬂuid read
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where
￿ is an arbitrary volume with boundary
@
￿;
S is an arbitrary surface; n denotes the
unit normal vector on the surface of integration. The vector u denotes the velocity; the scalar
p is the pressure. The ﬂux f
(u
) consists of two components, a convective part f
c
=
￿uuT and
a diffusive part f
d
=
ru
=Re.
3. Time-integration method
3.1. STABILITY VERSUS ACCURACY
In this section, we consideran explicit time-integration method which is stable if the time step
satisﬁes both 2
￿
t
< Re
￿
x2 and the CFL-condition
￿
t
<
￿
x
=
Umax. Here,
Umax denotes the
maximumvelocity.Theseconditionsaretypical of explicit methods;the constants(here2 and
1) depend on the method. For the ﬂow in a driven cavity at Re
= 50
;000
(
￿
xmin
= 2
￿510
￿3,
Umax
= 1;seeSection6)andtheﬂowpastasquarecylinderatRe
= 22
;000
(
￿
xmin
= 510
￿3,
Umax
￿ 1; Section 7) the time step limitation
￿
x
=
Umax is abouttwo orders of magnitudelower
than Re
￿
x2 . Thus, for the ﬂows under consideration the time step limitation is due to the
CFL-condition and not due to the viscous limit.
Next to being stable, an explicit time-integrator used for DNS should also be accurate. In
[10] we have compared the CFL-condition with accuracy requirements for ﬂows for which
the ratio of the smallest length/time scale in the ﬂow to the largest is given by Kolmogorov’s
scaling law. For these ﬂows the CFL-condition can be written as
nt
>
Umax
ule
Re0
￿25
le
nx
;
where
nt denotesthenumberof time stepsper smallesttime scaleand
nx is thenumberof grid
points per smallest length scale. Here, the Reynolds number Rele is based on the velocity
ule
and length scales of the large eddies. The condition above expresses that the CFL-condition
forces us to use a time step which is small compared to the smallest (physical) time scale, if
the eddies deform at a rate signiﬁcantly smaller than the maximum velocity
Umax. The latter
holds for many turbulent ﬂows.
So, in conclusion,the time step of explicit time integration methodsfor DNS is not limited
by an accuracy requirement, but by that of (convective) stability.
3.2. AN IMPROVEMENT OF THE ADAMS–BASHFORTH SCHEME
We consider a family of second-order one-leg methods. The second-order (explicit) method
of Adams and Bashforth is the multistep twin of a member of this family. The family is
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parameterized by
￿. Our aim is to determine
￿ such that the correspondingmethod allows for
the largest time step, or stated otherwise, possesses the largest region of convective stability.
We denote the velocity and pressure at time
t
=
n
￿
t by u
n and
p
n, respectively. Starting
from time
t
=
(
n
+
￿
￿ 1
2
)
￿
t, we integrate Equation (1) over one time step
￿
t using the
midpoint rule
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The incompressibility constraint (2) is applied at time level
n
+ 1
I
S
u
n
+1
￿ nd
s
= 0
: (4)
The velocity and the pressure are deﬁned on integer time levels only. We assume that the
velocity and the pressure are known up to and including level
n. Then, the velocity u
n
+1
and the pressure
p
n
+1 can be solved from (3) and (4) if the velocities and the pressures at
non-integer time levels in Equation (3) are approximated in terms of velocities and pressures
at integer levels. We approximate the off-step velocity u
n
+
￿ by a linear extrapolation of u
n
and u
n
￿1 and denote the result by
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=
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￿
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The off-step pressure
p
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￿ is approximated by
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i.e. by a linear interpolation between
p
n
+1 and
p
n
￿1. The off-step velocity u
n
+
￿
+
(1
=2
) is
approximated by a linear interpolation between u
n
+1 and u
n. Substituting these off-step
approximations in Equation (3), we obtain the one-leg scheme
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This discretization is second-order accurate for all
￿
6
=
￿1
3, and third-order accurate when
￿
=
￿1
3. Its error constant is given by
C3
= 1
6
(1
+ 3
￿
).
The implicit treatment of the pressure (in (6)) and the incompressibility constraint (4)
stabilizes the integration method. Therefore, we can discuss the stability without taking
the pressure into account. We consider the stability of the one-leg scheme for the (one-
dimensional) test problem
u
0
=
f
(
u
)
: For this problem the one-leg scheme reduces to
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Taking
￿
= 1
2, we have a one-leg method which is the twin of Adams–Bashforth. Accord-
ing to Adams-Bashforth we ought to take 3
2
f
(
u
n
)
￿ 1
2
f
(
u
n
￿1
) instead of
f
(3
2
u
n
￿ 1
2
u
n
￿1
).
One- and two-leg methods are identical if
f is linear, and thus have the same region of linear
stability. They differ when the right-hand side
f is nonlinear. For instance, for
f
(
u
)
=
￿
(
t
)
u
with
￿
(
t
)
< 0a n d
u
n
> 0 the solution
u
n
+1 of Equation (8) is smaller than
u
n (for any time
step) as it should be, while the solution obtained with the associated multistep method does
engi666.tex; 19/11/1997; 8:04; v.7; p.4DNS at lower costs 147
Figure 1. The left picture shows the stability domain of the one-leg method (8) for
￿
= 0
￿05 and
￿
= 0
￿5. The
right picture shows a blow up of the stability domains near the positive imaginary axis.
not satisfy the inequality
u
n
+1
<
u
nunconditionally.In addition, it is emphasizedin [11] that
(some) one-leg methods are more reliable than their corresponding multistep methods when
used with variable time steps.
For
￿
= 0 the leapfrog method is obtained. This method cannot be used to integrate a
diffusive ﬂux in time, since it is not stable: the linear stability region of leapfrog consists of
all purely imaginary numbers with modulus smaller than or equal to one.
Welookfortheone-legmethodwiththebestlinearstabilityproperties.Figure1(left)shows
thestability domainoftheone-legmethodfor
￿
= 0
￿05and
￿
= 0
￿5(Adams–Bashforth).The
stability domain is pressed against the imaginary axis when
￿ goes to zero. In the limit
￿
= 0
thestability domainis equalto the interval
[
￿
i
;
i
]. InSection3.1weconcludedthatconvective
stability puts the most severe restriction on the time step. Thus, we look for stability domains
which include eigenvalues
￿
=
x
+
i
y, where the real part
x is negative and the absolute
value of the imaginary part
y is much larger than the absolute value of the real part. Here,
‘much’ can rangefrom one to two orders of magnitude.For a DNS of a ﬂow in a driven cavity
at Re
= 104 with a grid size
￿
x
= 10
￿2, and a maximum velocity
Umax
= 1, for example,
j
x
j:
j
y
j is of the order of 1:100.
Undertheseconditions,theone-legmethodwith
￿
= 0
￿05outperformsAdams–Bashforth.
Figure 1 (right) shows a blow up of the stability domains of both methods near the positive
imaginary axis. The points denoted by
A and
B lie on the line
j
x
j:
j
y
j
= 1:20. The point
A
lies close to the boundary of the stability domain for
￿
= 0
￿05;
B lies near to the boundary
of the stability domain for
￿
= 0
￿5.
A lies approximately two times as far from the origin
as
B. Thus, the time step of the one-leg method with
￿
= 0
￿05 can be enlarged by a factor
of two compared to Adams–Bashforth. For
j
x
j:
j
y
j
= 1:10 this factor is about 1
￿5; for
j
x
j:
j
y
j
= 1:100 it is approximately 2
￿5. We have carried out a number of numerical test
calculations of the (2D) ﬂow in a driven cavity at Re
= 103
￿ 105. The results demonstrate
that the one-leg method with
￿
= 0
￿05 requires indeed about two times less computational
effort than the Adams–Bashforth method, whereas the accuracy is just as good.
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To implement the one-leg scheme (8) using minimal storage, we write Equation (8) as
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The auxiliary velocity
￿ u does not satisfy the incompressibility constraint (2). Therefore, we
correct the auxiliary velocity (in the second step) by adding the thus far neglected part of the
pressure, i.e. u
n
+1 is solved from
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where (ﬁrst) the pressure correction
q
=
^
p
￿
￿
p is determined such that (4) holds.
4. A fourth-order ﬁnite-volume method
We will construct a fourth-order ﬁnite-volume method as the Richardson extrapolate of a
well-known second-order method. To make this paper self-contained, we will summarize
the main lines of the second-order spatial discretization (in Section 4.1) before discussing
its fourth-order Richardson extrapolate (in Section 4.1). The treatment of the boundaries,
the implementation of the incompressibility constraint, and the discretization on (weakly)
stretched grids will be discussed in Sections 4.3, 4.4 and 4.5, respectively.
In order to present the mathematical expressions conveniently, we will restrict ourselves
to two spatial dimensions in this section; the extension to 3D is straightforward.
4.1. A SECOND-ORDER FINITE-VOLUME METHOD
The ﬂow domain is covered by an orthogonal grid. To start with, we will consider uniform
grids; (weakly) stretched grids will be considered in Section 4.5. The velocity and pressure
are deﬁned on the grid as proposed by Harlow and Welsh [12].
The time-discrete momentum equation (10) is applied to control volumes. The deﬁnition
of the control volumes is illustrated in Figure 2. The lower right-hand shaded rectangle shows
a control volume for the horizontal component of (10). The upper left-hand shaded rectangle
depicts a control volume for the vertical component.
All spatialintegrations(overthecontrol volumesaswell asovertheir surfaces)areapprox-
imated by means of the midpoint rule, with linear interpolations for the convective ﬂux and
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Figure 2. The staggered locations of the discrete velocity and pressure and the deﬁnition of the control volumes.
central differences for the diffusive ﬂux. The central spatial discretization method gives
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The auxiliary velocity
(
￿
u
i
;
j
;
￿
v
i
;
j
) is corrected such that Equation (4) holds for control vol-
umes that are centred on the pressure.Once more, the midpoint rule is applied to approximate
the integrals numerically. This leads to a discrete Poissonequation for the pressure correction.
4.2. THE FOURTH-ORDER RICHARDSON EXTRAPOLATE
The leading term of the truncation error of the approximation (12)–(13) consists of second-
order terms. The terms next in size are of order four. Hence, elimination of the leading term
results in a fourth-order method.
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To eliminate the leading term of the truncation error of the second-order method, the
momentum equations are also integrated over control volumes that are three times larger.
Figure 3 (right) illustrates the deﬁnition of such a larger control volume for the horizontal
component of the momentum equation. The deﬁnition of a control volume for the vertical
component is obtained by a rotation of Figure 3 one quarter of a turn in a counter-clockwise
direction.
Figure3.Theleftpictureshowsacontrolvolumefortheconservationofthehorizontalcomponentofthemomentum
ﬁeld (in two spatial dimensions). The right picture shows a three-times larger control volume that is applied to
eliminate the leading term of the truncation error. The arrows denote the components of the discrete velocity that
are used to discretize the application of the conservation law to the control volume.
The larger control volumes are chosen in such a way that their corners coincide with
positions of the vertical velocity. Three times larger volumes are the smallest ones possible
with corners at these positions. The coinciding of corners with vertical velocities implies that
one discretization method can be used for the spatial integration of equation (10) over both
the original control volumes and the larger volumes. Two times larger control volumes, for
instance, have corners that do not coincide with positions of the vertical velocity, and thus, do
require additional high-order interpolations (e.g. for the cross terms in the convective ﬂux).
The discrete conservation law for the original control volume is expressed in terms of
nearby velocities: for the horizontal component in terms of ﬁve nearby horizontal velocities
and four nearby vertical velocities; see Figure 3 (left). The same interpolation, differentiation
andintegrationrulesareappliedtothethreetimeslargercontrolvolume.Hence,thetruncation
error in the integration of the momentum equations over the three times larger control volume
is of the same form as the truncation error in the integration over the original control volume.
We denote the auxiliary velocity that results from the integration of (10) over the three times
larger control volumes by
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:
The truncation error in the approximation of
(
￿
U
;
￿
V
)is of the same form as the truncation
errorintheapproximationof
(
￿
u
;
￿
v
).Onauniformgrid,theleadingtermofthetruncationerror
in the approximation of the conservation law to a three times larger volume is precisely nine
times as large as the leading term of the approximation to a corresponding original volume.
Thus, subtracting 1
8 times the result of the integration of the conservation law over the large
control volume from 9
8 times the result of the second-order integration (i.e. taking 9
8
￿
u
￿ 1
8
￿
U
and 9
8
￿
v
￿ 1
8
￿
V ) we may eliminate the second-order terms of the truncation error and obtain a
fourth-order accurate spatial discretization of the time-discrete momentum equation (10).
4.3. TREATMENT OF THE BOUNDARIES
In the vicinity of boundaries, some three times larger control volumes do not ﬁt into the ﬂow
domain. A misﬁt is treated separately: here, the leading term in the truncation error of the
numerical integration of ﬂuxes through some parts of the boundary of a control volume is not
eliminated, i.e. the second-order ﬁnite-volume discretization is used for misﬁtting parts.
Thisapproachissimilartotheonethatisfollowedinmostofthehigher-ordermethodsthat
are mentioned in Section 1. The large high-order-accurate stencils used by, for instance, [3],
[4] and [6] can also not be applied near boundaries, since there is not enough space avaliable
to do so, and no attempt has been made to discretize with a high-order of accuracy in the
neighborhood of boundaries: in that neighborhood the order of the approximation is simply
reduced, depending on the available number of grid points.
4.4. IMPLEMENTATION OF THE INCOMPRESSIBILITY CONSTRAINT
We update the velocity by integrating the momentum equations over one time step and by
correctingtheresultbyaddingthepressurecorrectioninsuchawaythatthemassisconserved
in control volumescentredon the pressures.Obviously,wecanalsoapplythe balanceof mass
to three times larger control volumes and use these control volumes to eliminate the leading
termin thetruncationerror. Thus,afourth-order-accuratespatialdiscretizationofequation(4)
can be derived.
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Here, we do not follow that approach: we simply use the same control volumes as in a
second-orderﬁnite-volumemethod.Thatis,theapproximationoftheLaplacianinthePoisson
equation for the pressure correction
q is second-order accurate, and not fourth-order. It may
be noted that the pressure correction
q is of the order of
￿
t2 . Indeed, by deﬁnition,
q
=
^
p
￿
￿
p ,
and both
^
p and
￿
p are second-order accurate approximations of
p
n
+
￿; see Section 3.2. So,
even with a second-order accurate spatial discretization the overall error is of the order four:
O
(
￿
x2
￿
t2
;
￿
y2
￿
t2
).
4.5. WHAT ABOUT STRETCHED GRIDS?
We restrict ourselves to weakly stretched grids, i.e. adjacent cells differ hardly in size. On
such grids the fourth-order ﬁnite-volume discretization is to be modiﬁed somewhat.
Figure 2 shows a control volume that is centred around
u
i
j. The corners of this control
volume coincide with positions of the vertical velocity
v,i . e .t h e
v-points deﬁne the control
volumes around the
u’s. This holds both for uniform grids and for stretched grids. Likewise,
the corners of a control volume around the
v’s coincide with
u-points.
We approximate a diffusive ﬂux through a surface of a control volume by the difference
of the nearest velocity at the left and the nearest velocity at the right of the surface divided
by the product of the distance between the locations of these two velocities and the Reynolds
number. Formally, this discretization is not second-order accurate, since the surface of the
control volume does not lie midway. Yet, for weakly stretched grids the surface is only
slightly off-centre, and the discretization is sufﬁciently accurate.
To evaluate the convective ﬂux through a surface of a control volume, the velocities are
interpolated ﬁrst. We compute the approximation of the term
u2 in
f
i
￿1
=2
;
j by squaring
the result of the linear interpolation of
u at the surface
i
￿ 1
=2. The term
v2 in
g
i
;
j
￿1
=2
is approximated likewise. The cross-terms in
f
i
;
j
￿1
=2 and
g
i
￿1
=2
;
j are also approximated
by products of interpolated velocities. The product of
u and
v at the point of intersection
of the horizontal grid line through
v
i
;
j and the vertical grid line through
u
i
;
j, for instance,
is approximated by the product of a linear interpolation of
u
i
;
j
+1 and
u
i
;
j and a linear
interpolation of
v
i
;
j and
v
i
;
j
+1 (these four velocity components are indicated in Figure 2).
Foraconservativediscretizationtheﬂuxthroughasurfacehastobecomputedindependent
of the control volume in which it is considered. Two adjacent control volumes see one ﬂux
through their common surface; one sees it as an ingoing ﬂux, the other sees it as an outgoing
ﬂux. This fundamental property is lost if the weights in the Richardson extrapolation depend
on control volumes. Therefore, we use the weights 9
8 and
￿1
8 also for weakly stretched grids.
Finally, it may benoted that, for constantweights, the matrix that representsthe discretization
of a second-order derivative is symmetric; the discretization of a ﬁrst-order derivative is anti-
symmetric. The favourable inﬂuence of this property of the coefﬁcient matrix on the global
discretization error has been stressed already by Veldman and Rinzema [13].
5. A comparison of the second- and the fourth-order method
5.1. EXPERIMENTAL DATA
The experimental data of the ﬂow in a cubical lid-driven cavity at Re
= 10
;000 in [14]
consists of mean velocities and turbulence intensities along two centerlines in the plane of
symmetry. Figure 4 illustrates the locations of the measurements in the cavity. The velocity
measurements have been performed with an optical laser-Doppler anemometer system. The
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Figure 4. Locations of the measurements. The orientation of the cavity is such that the upper-plane is driven from
the left to the right.
speed at which the upper-lid of the cavity is driven is 0
￿0666 m/s. The overall error in an
instantaneously measured velocity is about
￿0
￿0004 m/s, i.e. 0
￿6% of the maximum velocity.
The physical length, height and depth of the cavity are 0
￿15 m. Up to 5
￿46 minutes of velocity
data has been accumulated at each measuring point. This period, 5
￿46 minutes, corresponds
to approximately 145 units of the time scale 0
￿15
=0
￿0666.
5.2. SECOND-ORDER RESULTS
In [15], we have shown that the outcomes of a direct numerical simulation using a second-
order ﬁnite-volume technique and a 1003 grid, agree well with the experimental data. This
holds for all the quantities that have been measured.
5.3. CHEAPER AND BETTER: RESULTS OF THE FOURTH-ORDER METHOD
Recently, we have re-done the DNS of a turbulent ﬂow in a driven cavity at Re
= 104 with
the fourth-order method using various grids. It turned out that one Richardson extrapolation
improves the results signiﬁcantly.
Forexample,on a stretched503 grid (the gridspacingis geometricallystretchedawayfrom
the wall; the largest mesh width is approximately seven times wider than the smallest), the
agreement between the mean velocities and turbulence intensities obtained with the fourth-
order method and the experiments is better than the agreement between the results of the
second-order method on a 1003 grid and the experiments. To illustrate this, mean velocities
as obtained from the second-order DNS, the fourth-order DNS and from the experiment are
compared in Figure 5.
In this example the fourth-order results are clearly superior to the second-order results,
whereas the computational effort is about twenty times less. Indeed, the CPU-time per grid
point and time stepof both methodsis comparable,a 503 grid has8 times less grid points than
a 1003 grid, it allows for a twice as large a time step (note that the time step is restricted by
the CFL-condition), andthe numberof iterations neededto solvethe pressurecorrection from
the Poisson equation is somewhat less for a 503 grid than for a 1003 grid: 8
￿ 2
￿ 1
￿25 = 20.
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Figure 5. Second- and fourth-order DNS vs. experiment in a 3D driven cavity at Re
= 10
;000. Shown is the
vertical mean velocity on the horizontal centerline in the symmetry plane of the cavity.
6. Flow in a driven cavity at Re
= 50,000
As is shown in Section 5.3, the fourth-order simulation technique is more economical than
the second-order method. Thus, with the fourth-order method higher Reynolds numbers can
be tackled. On a 1923 grid a DNS of a turbulent ﬂow in a driven cavity at Re
= 50
;000 is
feasable. Results of this DNS are presented in Section 6.2. In addition, mean velocities and
power spectra at Re
= 50
;000 are compared with their equivalents at Re
= 10
;000. First,
some details of the simulation are described.
6.1. DETAILS OF THE SIMULATION
Alllengthsaremadedimensionlesswiththeheightofthecavitytakenasunitlength;velocities
aremadedimensionlesswiththehelpofthespeedatwhichthelidisdriven.Thecubicalcavity
isrepresentedbya 1923 grid. No-slip conditionsare imposedat all walls. Thegrid is stretched
away from the walls; the smallest grid size is 2
￿510
￿3; the largest is approximately ﬁve
times larger. The time step equals 0
￿001. After the ﬂow has reached its statistical equilibrium,
175 (dimensionless) time units have been computed. This period corresponds to about 35
large-eddy turn-around times. Statistics have been sampled every time step.
The discrete Poisson equation for the pressure correction is solved by means of the conju-
gategradientmethodwith modiﬁedincompleteCholeskipreconditioning.Thepreconditioner
is modiﬁed according to Gustafson (see e.g. [16]; the parameter, called
￿ in [16], is set to
10). The MICCG code is fully vectorized by an explicit reordering of the unknowns along
diagonals of grid planes parallel to the symmetry plane of the cavity. The implementation of
the preconditioned iterative method is optimized as proposed by Eisenstat [17]. The initial
guess for the iteration is obtained by extrapolation of the pressure correction from previous
time levels.
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Figure 6. Comparison of mean velocities in the central plane of the cavity at Re
= 10
;000 and Re
= 50
;000.
The continuous line corresponds to Re
= 50
;000; the dashed line corresponds to Re
= 10
;000. The left picture
shows the horizontal velocity along the vertical centre line; the right picture shows the vertical velocity along the
horizontal centre line.
Table 1. Maximum values of
v
0
v
0 and
u
0
v
0 along the horizontal
centre line in the central plane. Here
u
0 denotes the horizontal
component of the ﬂuctuating velocity;
v
0 is the vertical compo-
nent.
Reynolds number
v
0
v
0
u
0
v
0
peak location peak location
10,000 0
￿104 0
￿957 1
￿11 10
￿3 0
￿952
50,000 0
￿146 0
￿983 1
￿63 10
￿3 0
￿956
6.2. RESULTS
In this section some results of the fourth-order method at Re
= 50
;000 are presented. Mean
velocities, turbulence intensities and power spectra are computed and compared to their
equivalents at Re
= 10
;000. Mean velocities along the centre lines in the central plane are
compared in Figure 6. It may be noted that the velocities have been averaged over a relatively
short period of time, namely over 35 large-eddy turn-around times. Table 1 shows the peak
values (and their locations) of turbulence intensities along the horizontal centre line in the
central plane at Re
= 10
;000 and Re
= 50
;000. As can be seen from Table 1, the maximum
of
v
0
v
0 lies approximately two and a half times closer to the wall at Re
= 50
;000 than at
Re
= 10
;000. It may be remarked that at Re
= 50
;000 the maximum of
v
0
v
0 is reached at the
sixth grid point as counted from the wall.
Unﬁlteredpowerspectraofahorizontalvelocitynearthebottomofthecavityarecompared
in Figure 7. In both spectra a
￿5
3 slope can be observed.
Figure 8 shows a snapshot of the vorticity in the central plane of the cavity at Re
=
50
;000. Compared to the ﬂow at Re
= 10
;000 the number of small-scale vortical structures
has increased drastically. To verify that all these small structures are indeed resolved, we
have estimated the Taylor micro-scale from the ﬂow data by approximating the distance
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Figure 7. Comparison of power spectra at Re
= 10
;000 (left) and Re
= 50
;000 (right). Both pictures show the
p o w e rs p e c t r u mo fau -velocity at a point at 2% of the height of the cavity along the vertical centre line in the
central plane of the cavity (log-log plot).
between the location of the maximum and that of the zero of the osculating parabola of a
computed two-point velocity auto-correlation: the number of grid points per Taylor micro-
scale is approximately equal to 8.
7. Flow past a square cylinder at Re
= 22,000
In this section we consider the ﬂow past a square cylinder at Re
= 22
;000 (at zero angle of
attack). This ﬂow servedas a test casefor two LES workshops.Experimental data is available
for comparison. A summary of the results presented at these workshops can be found in [8]
and [9].
Also for the ﬂow past a squarecylinderat Re
= 22
;000, the fourth-order methodperforms
betterthanthesecond-ordermethod.Ona280
￿210
￿64gridalloursecond-ordersimulations
crashed (due to insufﬁcient spatial resolution), while the fourth-order simulation method
performed well.
7.1. DETAILS OF THE SIMULATION
Thecoordinate systemhas its origin atthe centre of the cylinder.All quantities are normalized
by the cylinder width and the inﬂow velocity. The stream-wise direction is denoted by
x,t h e
lateral direction by
y and the spanwise (periodical) direction by
z. The components of the
velocity in these directions are given by
u,
v and
w, respectively.
The inﬂow boundary is located at
x
=
￿7, i.e. six and a half diameters upstream of the
cylinder.Theinﬂowconditionreads
u
= 1,
v
= 0,
w
= 0.Thelateralboundariesarelocatedat
y
=
￿7. At these boundaries we have imposed
u
y
y
=
w
y
y
=
p
y
= 0, where
p is the pressure.
The outﬂow boundary is located at
x
= 20. The outﬂow conditions read
v
x
x
=
w
x
x
= 0
and
p
x
= constant, where the constant is determined such that the mass inﬂow equals the
mass outﬂow (at each time step); this constant is approximately zero. In addition, in a buffer
zone
(
x
= 15
￿ 20
) the Reynolds number is decreased from 22,000 to 1,000 to suppress
(non-physical) waves which are reﬂected by the artiﬁcial outﬂow boundary. The spanwise
boundaries are four diameters apart. No-slip boundaries are imposed at the cylinder surface.
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Figure 8. An illustration of the structures in the central plane of the cavity at Re
= 50
;000. The orientation of the
cavity is such that the upper lid is driven from the left to the right. Shown is the third component of the vorticity
vector in the central plane of the cavity. Here, the vorticity is averaged over one large-eddy turn-around time.
We have used a 280
￿210
￿ 64 (stretched and staggered) grid to cover the computational
domain. The ﬁrst grid point is spaced 0
￿005 from the cylinder surface. The grid is stretched
out away from the cylinder surface by means of a sinh function; the ratio of the largest to
smallest grid size is approximately 200 (in
x) and 100 (in
y). It may be emphasized that we
have not adapted the weights in the Richardson extrapolation to the stretching of the grid. As
explained in Section 4.5, we always use the constant weights 9
8 and
￿1
8, since these weights
result in a conservative discretization. The time step equals 0
￿001. Statistics are sampled at
each time step.
ThediscretePoissonequationforthepressureissolvedwithacombinationofaFastFourier
Transform method in the spanwise direction and a Modiﬁed Incomplete Choleski Conjugate
Gradient method in the resulting spectral space. After the Fourier transform (which can be
computed in parallel over the
x and
y directions), the discrete Poisson equation falls apart
into a set of mutually independent 2D Klein–Gordon–Fokker equations. This set of mutually
independent equations is distributed over the processors, and solved. Thus, a fully parallel
implementation is achieved. More details can be found in [18].
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Figure 9. A comparison of mean velocities of the DNS with experimental results. The experimental data is
taken from ERCOFTAC Database Case 43; see also Lyn et al. [19]. Shown is the mean stream-wise velocity. The
continuous lines correspond to the DNS; the experimental data is depicted by the dots.
Table 2. Comparison of DNS with experiment
DNS Experiments
Lyn et al. [19] McLean et al. [20] Lee [21]
Mean Strouhal number 0
￿133 0
￿133
￿ 0
￿003 — —
Mean drag coefﬁcient Cd 2
￿09 2
￿11
￿9–2
￿12
￿05
Mean lift coefﬁcient Cl 0
￿005 — — —
Rms ﬂuctuation of Cd 0
￿178 — 0
￿1–0
￿20
￿16–0
￿23
Rms ﬂuctuation of Cl 1
￿45 — 0
￿7–1
￿4—
7.2. PREDICTED DATA
Thestart-upoftheﬂowplusthreesheddingcycleshavebeencomputed.Averagesarecomputed
over three shedding cycles and the spanwise direction. Velocities are also averaged over the
top and bottom halves. Table 2 shows the mean Strouhal number, the mean drag coefﬁcient
Cd, the mean lift coefﬁcient Cl and the root-mean-square ﬂuctuations of Cd and Cl.
It may be noted that the mean lift coefﬁcient has not been measured; it should be zero.
So far, we have only computed three full shedding cycles. Yet, the computed values of all
bulk quantities fall within the range set by the experiments, except for the root-mean-square
of the ﬂuctuations of the lift coefﬁcient Cl. The rms ﬂuctuation of Cl seems to be slightly
overestimated by the DNS.
Figure 9 shows the mean stream-wise velocity at four locations past the cylinder.
8. Conclusion
The impetus of improvements in numerical algorithms (in particular space discretization and
time-integration) on turbulent-ﬂow simulation has been adressed. It has been demonstrated
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thatthealgorithmicimprovements,togetherwith theimprovementsin computerperformance,
have opened the possibility of performing DNS in the Reynolds number range 104
￿ 105.
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