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The organization of the present chapter is as follows. In the present chapter, after presenting
the numerical evidences for evolution-development congruence, while we explain its origin in terms
of dynamical systems. We will be show that both development and evolution adopt the same type
of bifurcation, while the structure in gene regulation networks to support the correspondence is
understood as a combination of upstream feedforward-network with downstream feedforward- or
feedback-networks. In rare examples, however, evo-devo correspondence is found to be violated,
whose mechanisms are also elucidated. After first examining extensive numerical results to support
the above conclusion, its relevance to biological development and evolution will be discussed.
2.2 Methods
Gene Regulation Network(GRN) model for pattern formation
A cell’s state is represented by the expression levels of k genes/proteins, xi(l, t), involving the
protein expression levels of the i-th gene in the l-th cell at time t, representing N genes (i = 1, ., N)
and M cells, aligned in a one-dimensional space. A protein expressed from each gene either
activates, inhibits, or does not influence, the expression of other genes, in addition to itself. For
simplicity, we assumed that the change in the i-th protein expression level is given by the equation:
∂xi(l, t)
∂t
= γi(F (i, l, t))− xi(l, t)) +Di ∂
2xi(l, t)
∂l2
(2.1)
with
F (i, l, t) = f(
∑
j
Ji,jxj(l, t)− θi) (2.2)
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of genes with small γi values function as a slow variable. Indeed, in the example presented in
Figure 2.7, γi for the gene S is 0.063; a full order of magnitude smaller than the others. Through
evolution, genes with distinctively small γi values appear, even though we initially established
nearly uniform γi values for all genes.
(ii) Expression levels near the threshold. The expression dynamics here have a threshold θi. If
the input to the gene is larger (or smaller) than θi, it is expressed (or suppressed), respectively.
When the input term from other genes to the gene i is close to θi, then, the expression level can
be balanced at an intermediate value between 0 and 1. Indeed, if the deviation of input from
θi is smaller than 1/β, the inverse of sensitivity, then the expression level of xi(l, t) is no longer
attracted to 0 or 1. In this case, this stationary state is less stable than those closer to 0 or 1 (see
Supporting text S1.1 for t e m thematical ex lana ion using the Jacobian matrix). Henc , th
time-scale around this fixed point is longer in duration.
This slow relaxation to the stationary state as a single-cell dynamics i ext ded through
the entire space, mediat d by the diﬀusion int ractions w th oth cells. With diﬀusion, the slow
expression change of a certain cell can propagate spatially to other sites, to change their expression
levels slowly.
ii) mechanisms for pattern formation and their dependency
Now, we show how stripes(valleys) are formed in developmental process here, based on gene
regulation dynamics, cell-to-cell diﬀusion, and morphogen gradient. Through extensive analysis
of 500 samples of the evolved pattern-formation, we confirmed that the stripe formation process
is reduced to only two basic mechanisms in gene expression dynamics with corresponding GRN
structures. In fact, these two mechanisms have previously been identified and studied extensively,
which are known as feedforward and feedback regulations(Salazar-Ciudad, Newman and Sole´,
2001, Salazar-Ciudad, Sole´ and Newman, 2001, Alon, 2007, Franc¸ois et al., 2007, Fujimoto et al.,
2008, Cotterell and Sharpe, 2010, Ten Tusscher and Hogeweg, 2011).
Feedforward
The classic mechanism for stripe formation, which was analyzed in the segmentation process in
Drosophila, is feedforward regulation. This mechanism has been analyzed both theoretically and
experimentally(Von Dassow et al., 2000, Jaeger et al., 2004, Ishihara et al., 2005). In this case,
a gene ’reads’ the morphogen gradient for spatial information, to establish an ’on/oﬀ’ esponse
under a given threshold level, so that the gene is expressed on the one side of space, and non-
expressed on the other side. Another ’downstream’ gene receives positive (or negative) input from
this g ne, and negative (or positive) i put from the morphogen, then responds to create another
segmentation in space, if the threshold parameters satisfy a suitable condition. By combining this
feedforward regulation, more stripes are formed for the downstream gene. The corresponding GRN
does not require feedback regulation, or cell-to-cell interaction by diﬀusion; only unidirectional,
feedforward regulation from morphogen input to downstream genes is required. This feedforward
regulation frequently exists in our evolved GRN, and is used to generate at least some stripes.
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where the term −xi(l, t) in (1) provides a measure of the degradation of the i-th protein with
γi as its rate (Glass and Kauﬀman, 1973, Mjolsness et al., 1991, Salazar-Ciudad, Newman and
Sole´, 2001, Salazar-Ciudad, Sole´ and Newman, 2001). The expression level is scaled so that the
maximum level is unity. The function f(x) is similar to a step function, where the function
approaches 1 as x is increased to a positive side, and approaches 0 as xi(l, t) is decreased to a
negative side: In other words, if the term
∑
j Ji,jxj(l, t) is suﬃciently larger than the threshold
θi, then F (i, l, t) ∼ 1, which indicates that the gene is fully expressed, and if it is smaller than
the θi, then F (i, l, t) ∼ 0, which indicates that the gene expression is suppressed. Here, we chose,
f(x) = 1/(1 + e−βx), where β, which was set to 40, denoting the sensitivity of the expression at
the threshold. Roughly speaking, it is proportional to the Hill coeﬃcient.
The gene regulation network was introduced to our model based on work reported in earlier
studies. In Figure 2.2, each node of the network represents a gene, and the edge of the network
represents the interaction between genes, given by N×N matrix J = {Ji,j}: where Ji,j is 1, if
gene j activates the expression of the gene i, −1 if it suppresses the expression, and 0 if there is
no connection. All cells have an identical regulatory network, with the same parameter values,
which are determined by genetic sequence in the genome.
Finally, the last term in Eq. (1) shows the diﬀusion of a protein, between neighboring cells,
with Di as the diﬀusion constant. For the majority of the simulations described here, we set
M = 96, and N = 16, while preliminary simulations adopting larger values for these did not alter
the conclusion in the present chapter.
Initial/Boundary Condition
As an initial condition, the expression levels of all genes were set to 0. Furthermore, external
morphogens, which are denoted as the proteins 0 and 1, are supplied externally. Fixed linear
morphogens are induced from both sides for cellular use, so that x0(l, t) = x0(l) = (M − l)/M
and x1(l, t) = x1(l) = l/M . We also evaluated a case involving a gradient with an exponential
dependence in space, as Cexp(−l/ξ), but this condition did not alter the conclusions presented in
this study. Discrete Neumann boundary conditions were adopted at both ends for this study, i.e.,
x(1) = x(2) and x(M) = x(M − 1).
Algorithm to Define an Ecoch
Both in evolution and development, if the change in expression level of the output gene at a given
site exceeds 0.9 within 50 time steps, it is regarded as an epoch.
Definition of Fitness
To study the evolution of morphogenesis, we imposed a fitness condition to generate a given
specific target pattern, for the expression of a given output gene. By setting a target pattern as
T (l), the fitness fi was defined as the sum of the distance between this target pattern and output
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Here, we demonstrate that temporal oscillation in a spatially one-dimensional reaction-diﬀusion
system is fixed into a stationary periodic spatial pattern by introducing fixed boundary condition.
In this case, in contrast to the celebrated Turing pattern, the wavelength of the generated pattern
cannot be obtained using linear stability analysis around the fixed point. Instead, to predict the
selected pattern, we introduced a one-dimensional spatial map, whose attractor gives the one-
dimensional pattern by replacing time with space. The generality of this oscillation fixation and
the pattern selection mechanism will be discussed.
3.2 Results
Now, consider a spatially one-dimensional reaction-diﬀusion system of two components X and Y .
We assume that the diﬀusion of X is much faster than that of Y , and the diﬀusion of the latter is
neglected for simplicity (the formalism to be discussed is valid even without this approximation).
Then, the equation is written as
∂X
∂t
= f(X,Y ) +D
∂2X
∂x2
∂Y
∂t
= g(X,Y )
(3.1)
where f(X,Y ) and g(X,Y ) are the reaction functions for X and Y , D is the diﬀusion constant of
X, and the attractor of the dynamical system without the diﬀusion term is a limit cycle. 1.
We consider the case in which the spatially uniform oscillatory state is stable against perturba-
tions such that under Neumann or periodic boundary conditions, the spatially uniform oscillation
is the attractor of the system. On the other hand, under a fixed boundary condition, the variable
X close to the boundary cannot oscillate, which may destabilize the oscillatory attractor. We have
found that a fixed periodic spatial pattern is often generated in this case.
As a specific example, consider the following system (see also 2.2 and 2.3, ”mechanisms of
patten formation and their dependency),
f(X,Y ) =
1
1 + e−β(Y−1/2)
−X
g(X,Y ) =
1
1 + e−β(Y−X)
− Y,
(3.3)
which describes the protein expression dynamics with two genes, whereX inhibits the expression of
1When this limit cycle is generated by a Hopf bifurcation from the fixed point (X∗, Y ∗), the eigenvalues of the
Jacobi matrix around the fixed point are complex with a positive real part and a non-zero imaginary part such that
a+ d > 0 and −2 < d−a√−bc < 2(Turing, 1952), where(
a b
c d
)
=
(
∂f
∂X
∂f
∂Y
∂g
∂X
∂g
∂Y
)
X=X∗,Y=Y ∗
(3.2)
.
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