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It is quite common to see structural dynamic presentations being 
concerned with well defined situations, i.e., the response of a simple 
structure to a unit pulse, a step forcing function, a harmonic forcing 
function, or some combined variation of a predictable type situation. 
In contrast to the deterministic situation, one often finds that the 
loads to be considered are not predictable with regard to amplitude, 
frequency of occurrence, and waveform. These types of loads may be 
described as random loadings, and are evident in nature in many forms. 
a. Wind noise in a car results (much too frequently) from 
pressure pulses generated by flow separation around the 
windshield corner post. 
b. The pattern of ocean waves past a fixed reference leads 
into the general field of oceanography. 
c. Earthquake induced motion (seismology). 
d. Motion of large masses of air leading to studi es of 
turbulence (meteorology). 
e. Noise fields (pressure pulses) due to high velocity gasses 
making entry - through a jet - into a relatively slower 
moving body of gas. 
The last item is concerned with the turbulent shear layers that occur 
due to viscous interactions of moving fluids, and in turn becomes 
associated with pressure pulses which radiate from the layers and 
are audible to the ear as noise. Lighthill (who gave the 1963 Wright 
Brothers Lecture for the IAS on the subject) did much during the 
early '50s to stimulate thinking both here and abroad about noise 
fields, their causes, and character. Current studies are in progress 
to develop a quiet jet engine because of community reaction .to aircraft 
noise. 
And since a forcing function of random character is quite dominant 
in nature, it follows that the engineer will see many structures respond-
ing to this type of input ••• hence the need for a clear understanding. 
Some typical structural examples might include: 
a. Wind induced flow separation producing motion of transmission 
lines, smokestacks, missiles on launch pads, bridges, etc. 
b. Atmospheric turbulence has been evident to most of us when 
experiencing airplane response to turbulent gust eddies. 
Another situation is the response of a missile (in a free-free 
vibration condition) when traversing rapidly through tur-
bulent velocity fields. 
c. Building response to earthquake motion. 
d. Response of fuselage structures (flat and curved panels) to 
jet engine noise. Important work was stimulated in this area 
due to British experience with the Comet series of jet trans-
ports. Another area of interest is concerned with wing flap 
motion near to engine jet pods. 
e. Horizontal tail motion in the wake behind a stalled wing or 
even deflected wing spoilers. 
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These examples are of the mechanical type such as the res:ponse of 
beams and plates. However, we are aware of an analogy, and that is the 
electrical analog. Here too, the problem of random voltage signals .and 
their interpretation is quite serious. An obvious examPle would be in 
communication theory, especially with weak signals obtained from space 
probes. Historically, much of the pioneering in the field of random 
excitation has come from the Bell Telephone Labs, with a frequently 
quoted author being S. O. Rice. At M. I .T., the late Dr. N. Weiner did 
much to advance the state of understanding. 
The electrical engineer is concerned with handling noise in both 
continuous and sampled data signals for process control and i nformation 
theory. The tools which he uses will be slightly different than the 
format that we will be describing; however , the translati on to his 
environment may readily be made once the fundamentals have been learned. 
A powerful tool in random signal processing is the power spectra 
(~enesis of the term i s from elect rical engineering where voltage squared, 
E , represents a measure of power) which enables one to go from the 
situation of discussing averages in the time domain to the corresponding 
situation in a frequency domain. Naturally, this leads one to Fourier 
transformations as a mathematical tool. The proper justification of the 
power spectra concept must be attributed to Dr. Weiner, since it is he 
who is credited with the concept of truncating a random function in 
order to assure convergence of the i ntegral transforms. 
A beautiful example of the power spectral concept is mentioned by 
Blackman and Tukey in their book, "The Measurement of Power Spectra", 
Ref. 1 • They quote a letter from Walter Munk at the Scripps Insti-
tute -- "we were able to discover in t he general wave record a very 
weak low frequency peak which would surely have escaped our attention 
without a spectral analysis. This peak, it turns out, is almost certainly 
due to a swell from the I ndian Ocean, 10,000 miles distant. Physical 
dimensions are: 1 IIDil. high, a kilomet er long." 
PURPOSE: The intent of this particular series of discussions is to 
show some facets of random loading and then develop the response of 
linear systems in a logical progression such that in the end, when looking 
back, a picture of a friend, not a stranger, is seen. No doubt some of 
the presentation will be familiar due to exposure elsewhere, but it is 
hoped that your forebearance will ultimately result in seeing the 
familiar subjects extend themselves into new areas. The material to be 
covered has been contemplated in many ways by the author from both the 
standpoint of material to be covered and the sequence of presentation. 










2. BACKGROUND MATERIAL: 
The purpose of this section is to develop separately some of the 
mathematical tools and principles which will be used in the subsequent 
discussion. The reader is welcome to skip this portion if he is already 
familiar with the coverage. However, for the sake of completeness and 
clarity, the material is presented at an early stage of the discussion 
for convenient later reference. 
2.1 FOURIER TRANSFORMS: 
The integral transform technique is well known for finding a function 
f(x) which is defined by a differential equation and certain boundary· 
and initial conditions. In general, when a function K(a- ,x) is known for . 
the two variables a- and x , and the integral below is convergent 
(X) 
If(a-) = J f(x)K(a-,x) dx 
0 
then the integral equation defines a function of the variable a-. This 
function, If(a-), is called the integral transform of the function f(x) 
by the kernel K(a-,x). We could also categorize this operation as 
dealing with a singular integral equation due to the limits of integration 
extending to infinity. 
Examples of these kernels are: 
K(a-,x) -a'x LaPlace transform = e 
" = X 
( a'-l) Mellin transform 
" = sin( a-x) Fourier sine transform 
" = cos( a-x) " cosine transform 
1 
" (a-x) 2 J vC a-x) Hankel transform of order v = 
As we would suspect, the choice of the kernel for the integral 
transformation will depend upon the restrictions or character of the 
function f(x). Q' 
a. The LaPlace transform using e- x provides the integral with 
a strong convergence property providing (a-x)> 0. Therefore, 
with a Laplace transform, we can have functions f(x) such as 
a sine or cosine function and still obtain a transform. 
b. With a Fourier sine or cosine transform, the kernel does not 
provide convergence, but does have the nice property · of 
being bounded by ! 1 and hence the kernel will not upset con-
vergence if 
(X) 
S lr(x)l dx is convergent, i.e., absolutely convergent. 
0 
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The last three transforms (Fourier Sine, Fourier Cosine, and 
Hankel) are in a category known as having a Fourier kernel. That is, 
they exhibit a symmetry property during the transformation. In other 
words, if we can state that 
00 
If(a) = J f(x)K(~,x)dx 
0 
and if the inverse exists in the form 
00 
f(x) = J If(a)K(a,x)d~ 
then K(~,x) is called the Fourier Kernel. 
In developing the Fourier cosine (or sine) transform, many books 
in advanced calculus refer to the "heuristic" approach. 
HEURISTIC - serving to discover or to stimulate investigation, 
alt., methods of demonstration which tend to lead a 
person to investigate further by himself • . 
We can do the same. The approach is to start with the expression for a 
Fourier series and then let the interval tend to infinity. This yields 
a correct answer, but why it is correct is not mathematically rigorous. 
Let us assume that we have a symmetric function f(x) which is 
bounded, and has o~ at most a finite number of discontinuities in the 
closed interval [o,£J. Then f(x) can be represented by: 
£ 00 £ 
f(x) = j J f(T])dT] + j n~1cos ~x J f(T])cos ~] dT] (2.01) 
0 0 
If we now choose the interval £ as being l arge and assume that J f(T])dT] is convergent, we can make the first term in eqn. (2.01) as 
small as desired, and therefore can neglect i t in the limiting sense. 
Next, we substitute ~ for the term rr/1 and obtain: 
2 00 2 rrJ 0~ 
1 n~l·.. = ;;: n~1cos(nxo~) o~ J f(T])cos(nT]~)dT] 
0 
On the assumption that the series has a limit as £~ and 6~ (note 
that noa ...... a and o~ ..... do' ) we may then say that: 
00 00 
f(x) =; J . dTJ J f(T])cos(~)cos(T]a) d~ 
0 0 
Note first that if f(x) were a constant, then the (1/i)rf(T])dT] term 
would be indeterminate in the limit and hence invalidate ihe limiting 
operations. 
Secondly, note that if f(x) had a jump at the point x , then 
actually we would obtain the average function value for either side of 
the jump, i.e., t[f(x+O) + f(x-0)], but for a function that is continuous 




A term sometimes used is that a fUnction f(x) satisfies the Dirichlet 
condition, and what this means briefly is that: 
1. f( x) has only a f'!ni te number of maxima and minima in the 
interval (a,b), and 
2. f( x) has only a finite number of finite di scontinui ties in 
(a,b) ••• and no singularities or infinite discontinuities. 
b 
Also an integral of a function over £a,b), J f(x)dx, is 
absolutely convergent when the integral Jlf(x)ladx exists. 
a 
With the previous comments relative to an intuitive derivation 
as a preview, let us state without proof the Fourier Integral Theorem 
(Sneddon, Ref. 2 ) • 
Theorem: I f f(x) satisfies Dirichlet's conditions for -oo< x < m and 
if the integral . j f(x)dx is absolutely convergent, then: 
-co 
co 00 
~[f(x+O)+f(x-0)] = ~ J d~ J f(~)cos ~(~-x) d~ (2.02) 
0 -oo 
The meaning of the above theorem can be viewed for either symmetric 
or anti-symmetric functions. Since any function that satisfies the 
requirements of the theorem can be decomposed into two similar type 
functions where one is symmetric and the other is anti-symmetric, we 
have at our disposal a powerful tool for analysis purposes. Presume 
that we have a symmetric function which we will call f(x) in the range 
of -oo < x < oo, ,i.e., f(x) = f( -x). 
Considering the relation of eqn. (2.02), we note that: 
0 00 
s f(~)cos ~(~-x) d~ = s f(-~)cos ~(-~x) d~ 
-00 0 
00 
= s f(~)cos ~(~+x) d~ 
0 
Also 
cos ~ c ~x) + cos ~(~+x) = 2 cos(~~) cos(~x) 
Hence for a symmetric function f(x) satisf.ying the requirements 
of the Fourier integral theorem, we have that: 
00 00 
f(x ) 2 
lT 
J cos(~x) [ J f( ~)cos(~~ ) d~ } ~ =-
0 \ 0 
Which allows us to state that if 
of f(x) , i.e., 
__ 1 .•.. --oF(~ ) 
c 




Fe(~) = ~ 2/rr J f(~)cos(~~) d~ (2.03a) 
0 
and f(x) is given by: 
QO 
f(x) = /2/rr J Fc(~)cos(~x) dx (2.03b) 
0 
It will be noted that in equation (2.03), the~ factor is used 
both for transforming into the ~ domain and back into the original 
x domain. This is sometimes described as a symmetric form of a trans-
form, but bear in mind that many authors use other variations for the 
coefficient, and one should read the defining equations carefully in 
order to establish the usage for any particular situation. 
It is quite straightforward by a similar process to show that 
when f(x) is anti-symmetric with respect to the origin, i.e., 
f(x) = -f(-x) , that a Fourier sine transform is applicable. In 
otherwords, if F (~) is the Fourier sine transform of f(x) as 
defined by: s 
QO 
F (Ck') = ~ 
s J f( T]) sin(Ck'~) dT] (2 .04a) 
0 
then f(x) is given by: 
f(x) = J2f;r 
QO 
J F s(Ck' )sin(~x) da (2.04b) 
0 
Oftentimes the development in advanced calculus books of the Fourier 
series expansions will start with an exponential form. Likewise, an 
exponential form exists for the Fourier transform, and we may obtain this 
quite simply by applying the relationships that: 
m m J cos ~(T]-x) da = 2 J cos Ck'(T]-x) d.a 
-m o 
m J sin Ck'(T]-x) da = 0 
-m 
We can then express that 
j cos Ck'(T]-x) da = l j ei~(T]-x)da 
o -m 
. ~ 
since e1 y = cos y + i sin y , and i = (-1) 2 
Substitution into equation (2.02) allows us to consider 
lao m 





whi ch in the limit yields that: 
f(x) = ~rr J e-~x { J f(~)ei~~d~ } ~ 
-CD -CD 
Or in otherwords, ifF(~) is the Fourier transform of f(x), 
1 CD • ~ 
F(o-) = - J f( ~)e~a d~ 
J2TI -CD (2.05a) 
then f(x) is given by: 
CD 
f(x) = ..l:... J F(a )e -wx w J2TI -CD . (2.05b) 
I~ should be noted .that F (a) and F (a) are symmetric with respect to 
the usage of the transformckernel, wHile F(a) is not a Fourier kernel 
type transform. Also in equation (2.05), the function f(x) must 
satisfY the Dirichlet conditions and have an absolutely convergent 
integral. 
In the previous expression for the integral of cos a(T]-x) <b , we 
could have used a negative form for the exponential equivalence. This 
comes about since the imaginary part of the integral vanishes due to the 
sine integral term being anti-symmetric in character. As a consequence, 
the Fourier transform expressions in equation (2.05) could have had 
reversed signs on the exponents for the integral kernels. This arrange-
ment also will appear frequently in the literature. 
It is useful to make- a comparison between a square wave, which 
because of its periodic nature, involves a Fourier series format and 
a single square pulse which may be treated by a Fourier integral 
transform. The comparison will employ the exponential format. 
Example 2 .1: 
-1 
Consider a square wave varying between 0 and 1 in value, 
and having a period of 2. The function is sketched below: 
f(t) 
time t 
0 +1 +2 +3 +5 
Since the function satisfies the Dirichlet conditions, and is repeating 
in a cyclical manner with period T = 2 , we are justified in applying 
an exponential type of Fourier series expansion. 
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Consider: f(t) = ~ c e1wnt 
. n 
n=-m 
where the Fourier coefficients, C are given by: 
. n 
C = ~ ~2 f(t )e-iwntdt 
n T -~/2 
and T = 2rr/w1 Wn = nul 
hence For the example, T = 2 , and w1 = TI 
+1 
co = t _f f(t) dt = t since _ { 1 for -l < t < l f(t) - 0 otherwise 
We note that the meaning of C is the average value of the cyclical 
fUnction. In general, we obta~n that C is· n . 
1 
C = ~ ~ e-inrrtdt = ~ ( einrr/2_ e-inrr/2 ) 
n 2 ~ 2~nrr 
-2 
" = .!._ sin ( nrr/ 2) 
IlTT 
Which tells us the familiar result that a square wave has odd harmonics, 
and these are given by: 
cl = 1/n ' c2 = 0 ' c3 = -l/3n ' c4 = 0 ' etc. 
It is interesting to present the coefficients of the square wave as 




of C 's 
n 
It will be noted that the Fourier coefficients for the square wave appear 
concentrated at definite frequencies, and alternate in sign so as to 




Example 2.2: Consider a single square pulse of unit magnitude applied 
for a unit value of duration, as sketched below: t f(t) 
+1 . ~-- J~::~le, square ~~pedpulse 
1 1 · .... 
-2 0 +2 Time ""' t 
As in the previous example, the Dirichlet condition is met, and in 
addition, the added condition of being absolutely convergent in an 
integral sense is satisfied. Hence it is valid to apply Fourier trans-
form techniques. Using equation (2.05a), we obtain that: 
1 _jl eiwtdt 
= j2; -~ 
= . 
F(w) - ---1- J f(t)e~wtdt 
J2n -= 
" = -
1 [ ( sin w/ 2) / ( w/ 2)] 
J2n 
It is instructive for the reader to derive the above relation using a 
negative sign on the exponent. And as for the square wave, it is 
interesting to see a 'plot of F(w) as a function of frequency. 
F(w) 
~(sin x)/x type function 
0 2 3 
Frequency ""' w/2rr 
We can see that a single square pulse can be considered as containing 
all frequencies with a distribution following a (sin x)/ x law as 
shown in the sketch. Ey contrast, a square wave contains components 
at discrete frequencies, and these show up as spikes in the frequency 
domain. 
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2.2 LINEAR SYSTEM BEHAVIOR: 
Some of the material to follow will depend upon representing the 
total response of a system by a linear supersposition of weighted im-
pulsive response functions (Duhamel superposition integral) plus the 
recognition that the Fourier transform of an impulsive response corres-
ponds to the complex impedance of the system which is the response of 
the system to a unit complex harmonic input. 
The Duhamel superposition integral formulation starts by considering 
that if an unit impulse were applied at time T , the response at a later 
time t would depend only upon the time difference (t - T) as viewed 
through the unit impulsive response function, h(t- T). If an input 
force of magnitude x(T) were applied for a duration of ~T at time T , 
then the total impulse value would be x(T)~T • For a linear system, 
contribution to the response due to the assumed impulse would be 
given by: 
~y(t) = h(t - T) X(T) ~T where T < t • 
And if we were to consider the input impulses as being applied sequentially 
to the system over all of historical time, then the total response at 
time t would be a linear superposition of the contributions from all 
of the impulsive increments, and the response could be represented in 
a limiting sense by the integral relation below: 
t 
y(t) = J X(T) h(t - T) dT (2.o6a) 
-co 
EY changing the variable of integration, which admittedly is a manipu-
lation for sake of convenience in handling, we can obtain the Duhamel 
integral in an alternate form, i.e., let u = t- T, then du = -dT. 
Hence we can rewrite equation (2.06a) in the alternate form below: 
cc 
y(t) = j x(t - u) h(u) du (2.06b) 
0 
The Fourier transform of the output function may be obtained by 
.using the exponential format of equation (2.05a). At this time, we 
identifY the variable ~ or x as time t or u respectively, and prescribe 
that a corresponds to frequency w. Then we have that: 
cc 
Y(iw) = ---1- J y(t) e-iwtdt j2r"r -cc 
" 
cc cc • t 
= ----
1 J [ J x(t - u) h(u) du } e-~w dt 






Let us rearrange the order of integration, and note the use of 
d(t - u) instead of dt in the bracketed expression. This is valid 
since the variable u is held constant when in the inner integral and 
the use of (t - u) corresponds to a change of variable. 
Y(iw) = j h(u) [--1- j x(t - u)e-iw(t-u)d(t-u) }e-iwudu 
0 ,f2rr -Cl) 
We next recognize that the bracketed term above is the Fourier trans-
form of the input x(t), which we will denote as X(iw). Therefore: 
Cl) 
Y(iw) = J X(iw) h(u)e-iwudu 
0 
. 
We can return to the real time domain by inverting the transform 




y(t) = ----1- J Y(iw) e+iwtdw J2rr -CI) 
II 
II 
1 CI)J [ CI)J c· ) h(u)e-i. wudu} e+iwtdw 
= ~ _CI) 0 X l.W 
+iwtd 
e w 
now have that: 
Cl) 








with the assumption that there is some damping in the system so as to 
provide assurance that the integral of h(u) is absolutely convergent. 
In order to complete the physical interpretation of equation (2.08), 
we will return to a fundamental principte that if for a linear system, 
the input were given by x(t ) = Cn e1 wn , then the output would be 
related to the input through the complex impedance by the expression: 
en 
y(t) = eiwnt 
Z(iwn) 
In order to obtain a continuous ( or integral) type expression, let us 
consider a Fourier series. 
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CX> 
einw0 t Input: x(t) = £: en (2.09a) n=-oo 
CX> Cn . t 
output: y(t) = £; UlWo (2.09b) n=-oo Z(iilU.l0 ) e 
The above expressions are defined in the interval -~T :5 t :5 ~T, and 
are presumed to be periodic or cyclical in nature. If we now apply a 
limiting procedure of opening the interval T to infinity, then we will 
obtain w0 = 2rr/T - O. Also nw0 becomes the variable w, w0 has the 
meaning of Aw, and define Cn = J 2rr w0 X( iw) • Then in the limit, we 
obtain that: 
1 00 .iwtd! x(t) =~ J X(iw) e w 
-ex> 
and (2.10) 
1 CX> X(iw) iwtd y(t) =-- J Z(iw) e w ~ -ex> 
By comparing equation (2.07) with (2.10), we are able to conclude 
that F(iw) has the physical meaning of being the complex impedance 
of the system to a unit complex harmonic input, and furthermore, we 
ascertain from equation (2.08) that the impulsive response and complex 
impedance are interrelated through the media of Fourier transformations. 
Example 2.3: In order to provide a demonstrative example relative to 
the preceding remarks, let us consider a linear single degree of free-
dom damped system. The response of the system to a unit impulse and a 
harmonic forcing function is well known (typically see Hurty and 
Rubinstein, Ref. 3 ) and is as follows: 
and 
System described by: 
m x + c x + k x = f(t) 
w~ = k/m = undamped natural frequency 
s = c/(2mwn) = dimensionless damping (fraction of critical) 
If f(t) = o(t) •.• unit impulse applied at t = 0 where o(t) is the 
Dirac delta function, then: 
e-swnt ~ 
h(t) = sin Wn{l-s- t JnlJ)rP 
If f(t) = iwt e unit harmonic force, then: 
F(iw) = (i) = - · ~--1----




Using the coefficients as defined in equation (2.08b), let us _1 take the inverse Fourier transform of F(iw), which we can denote as F • 
-1 1 
F = 2rr 
12 
The denominator can be expressed as (w - a1 )(w - a2) where a1 
and ~ are the roots of the quadratic denominator and correspond 
to poles for the complex function in the upper half of the Argand 
plane. 
and 
al = wnJ 1 - ~2 
~ = -wnJ 1- g2 
-1 1 ooJ eiwt dw 
F = 2rrm _
00 
(w - a1 )(w - a2 ) 
(2.12) 
As can be easily shown from function theory dealing with complex 
variables, the solution of the integral in equation ( 2.12) can be 
obtained by application of the Cauchy residue theorem where the residues 
are evaluated at the poles of integral, z = a1 and a2 respectively. 
" · = h(t) of equation (2.lla) Q.E.D. 
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2.3 CONVOLUTION INTEGRAL: 
The development in Section 2.2 relative to the use of the Duhamel 
superposition integral may be logically extended to a more general 
situation. We are motivated to pursue this matter further because of 
the implications involved in filtering concepts as will be evident in 
subsequent discussions on numerical analysis. The convolution integral, 
which may be familiar to the reader from Laplace transform practise, 
is also known as the Faltung integral. Our needs here will be to relate 
the integral transform of a product function between the time and 
frequency domains. 
First we start with equation (2 .05 ) which may be restated in a 
time and frequency notation as: 
The Fourier transform F(w) of a fUnction f(t) is: 
F(w) = ---1- j f(t)e-iwtdt 
j2; -= 
-1 (2.05) and the inverse Fourier transform, F , is: 
F-l = f(t) = _!__ j F(w)e+iwtdw 
~ -= 
Let us now assume that the function f(t), which satisfies both the 
Dirichlet conditions and the absolute convergent integral reqUirment, is 
made up from .the product of two equally suitable fUnctions. 
with 
f(t) = g1(t) g2(t) (2.13a) 
G1(w) =Fourier transform of g1(t) 
G2 (w) = " " " g2(t) 
Substitution into equation (2.05) yields that: 
) 1 =J ( ) ( ) -iwt F(w = -- g1 t g2 t e dt ~ -= 
We then replace g2(t) by the relation for G2
1 
and take care to define 
frequency by w in the Fourier inverse. 
Next, the order of integration is interchanged and the exponential terms 
are combined. 
F(w) 1 j [-1-- J=g1(t)e-i(w-w)tdt}G2(w)~ 
= ~ -= ~ -= 
" (2.13b) 
• 
Equation (2.13) is one form of the convolution or Faltung theorem, 
but a more common definition as found in Sneddon (Ref. 2 ) would be: 
If F(w) = G1(w)G2(w) (2.14a) 
then the convolution is given by: 
(2.14b) 
The convolution theorem has application in analysis for integral 
evaluation or inverse solutions when the original fUnction can be de-
composed into a product of two other suitable fUnctions. As will be 
shown later, the use of the convolution theorem will allow interpretations 
to be made of filtering action implied by the numerical truncation of 
digital information into finite length data records. 
As an aside, it should be noted in equation (2.13), that when 
w = 0, one obtains: 
" 
where G*(w) denotes a complex conjugate fUnction and G1(-w) = G!(@). 
Furthermore, .if g1(t) = g2(t) = g(t), one obtains that: . 
CD CD J g2(t) dt = J IG(w)l2dw (2.15) 
-CD 
The above result, equation (2.15), is very similar when applied in 
a limiting sense to the relation in Section 4.1 relative to the definition 
of a power spectral density. 
15 
3. DESCRIPTION OF A RANDOM FUNCTION: 
3.1 PRELIMINARY REMARKS: 
·" The discussions to be presented in this material are going to 
treat statistical concepts as might be of use to a practising engineer 
rather than to ( sa:y) an actuary in an insurance company. That is, we 
are going to specialize the concept of statistics to the handling of 
random processes, although a broad background in statistics certainly 
would assist us in understanding the material better. Two well known 
examples of random functions are provided by the situation of (a.) 
flipping a coin and predicting the number of times that heads (or tails) 
will occur inN trials, and (b.) a random walk where the decision as 
to whether to take the next step foreward or rearward is made in a 
random manner after each occurrence of a step. These examples, which 
are related to each other, have well known properties and are classically 
used to develop statistical concepts for general treatments. For our 
needs, this procedure of development will not be employed. 
Let us define a "random process" as an ensemble (or assembly) of 
functions of time having certain statistical properties. Alternately, 
we will state that we are dealing with stochastic processes, which is 
an equivalence, and may be viewed as ·having the same relative relation-
ship to a definite function as a random variable would have relative 
to a definite predictable number. An example of a definite function 
would be the time variation of voltage in a household electrical cir-
cuit, while a stochastic process would correspond to the noise gener-
ated on a household radio that was operating during a thunderstorm. In 
general, a characteristic of a stochastic process is ' the inability to 
predict a future value of a function based upon a knowledge of past 
values. In order to treat these type of functions, we will consider 
that there exists certain probability distributions which describe 
the function, and in this way we will be able to predict a probability 
of occurrence. 
There are many excellent references for supplemental reading, and 
the author includes in this category the following: Chapter 6 of 
James, et al, (Ref. 4 ) , Chapter 8 of Fung (Ref. 5), and Chapter 9 of 
Tsien (Ref. 6). Digital data handling of random functions, which has 
been going through significant evolutionary stages, has the basics 
treated very ~cely in the books by Blackman and TUkey (Ref. 1 ) and 





3.2 PROBABILITY DISTRIBUTION FUNCTIONS: 
Let us consider an ensemble of functions with the -propertynthat 
each member of the ensemble represents a similar physical process. One 
example might be the simultaneous records of test section reference 
velocity vs. time from a large number of identical wind tunnels that • 
are all operating at the same power settings in the drive units, etc. 
Assume that all of the units have been operating for a long period of 
time so that any transients in the flows have been damped, and hence 
each of the velocity records will thave the same statistical properties . 
The sketch below in Fig. 3.1 presents a graphical record of the time 
varying results. 
v 
t . .. ~me 
time 
~me 
(Tunnel No. 1) 
(Tunnel No. 2) 
(Tunnel No. n) 
Fig. 3.1 Ensemble Presentation of a Stochastic Process 
The question which we will pose is to estimate what fraction of the 
total number of systems will have the function, V, occurring at a value 
of y1 when the time is t 1 • If V = y1 at time Yl for one-half of the n physical systems, then we would state the probability of occurrence 
as being 0.5 • If we define p1(y,t) as the first probability distri-
bution function, then the probability P1 that y1<Y<Y1+Ay1 at time 
t 1 would be given in the limit of Ayl-ayl as: 
(3.01) 
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Similarly, we may define P2(y1 ,tl;y2,t2) as the second probability dist~ibut1on function with the second probability, P2, being that 
Yl< Y1< Y1 +AY1 at time t1 and subsequently that Y2< y~ Y2+AY2 at 
time t2 being given in the limit by: 
(3.02) 
It is quite likely that one would find an assembly of systems to be 
awkward, hence the method of defining probabilities could be objection-
able from a practical standpoint. However, we may state that the 
probability distributions do define the random functions. Furthermore, 
these distributions are not arbitrary as might seem at first glance, 
but must satisfY the following conditions: 
a. Pn ~ 0 ••• since there is no such thing as a negative 
probability. 
b . Pn is symmetric with respect to its variables Yi,ti, i.e., 
P2(yl,tl;Y2,t2) = P2(Y2,tz;yl,tl). 
This should be clear since P2 lor Pn) is a joint probability 
of occurrence, and the happening does not depend upon the 
ordering of the state points • 
. c. Higher distributions imply lower distributions, i.e., 
d. 
CXI 
J P2(yl,tl;y2,t2)dy2 = pl(yl,tl) 
-= 
This relation states that the probability of occurrence with 
a ·value of y1 at t 1 is the same as the joint probability of Yl at t 1 and Y2 having all values at time t2. And of course The probability of all occurences is a certainty (with a 
p~obability of 1), i.e., · 
j pl(yl,tl)dyl = 1 
-= 
. Since each p can be derived from any p when n> k, the function 
Pn will describe fhe random process in more Retail as n increases. A 
side benefit from condition (c) above is that we can express the 
probability that in the ensemble, y(t) lies in the interval &< y< b at 
time t by: 
p = J pl(y,t)dy (3.03) 
a 
With these remarks as background, we can state that a random 
process consists of an ensemble of functions of time that can be char-
acterized by a complete set of probability distribution functions. The 





3.3 STATIONARY RANDOM PROCESS: 
In most physical applications, the underlying mechanism that 
generates the random process does not change in time. It is easy to 
- pick a counterexample where the generating mechanism might be altered 
with time; while making a random measurement in a wind tunnel, one 
could change the airspeed at some unpredicted time and hence modif.y 
the controlling mechanism for the random process. But usually, such an 
influence does not occur, especially for a carefully controlled experi-
mental environment. Therefore, if one were interested in the steady-
state output after all initial transients had died down, the basic 
probability distributions could be considered invariant under shifts of 
time when the generating process was not varying. The above situation 
is described as a "Stationary Random Process". 
For a stationary random process, one could measure a single system 
(rather than over an ensemble) for a long period of time, and cut the 
long record into intervals of length T where T was much greater than 
any characteristic time involved in the process. · Each one of the sep-
arate records . would contain the same statistical information, the 
origin of the time scale would have lost its importance, and the collection 
of records could then considered in a manner similar to an ensemble of 
separate or individual processes. Hence, we may say: 
a. p1 (y)dy is the probability of finding y< Y< y+dy. Note that w~ have removed the time identity in this statement. 
b. p2dy depends only upon the time shift T = t 2- t 1 , hence p2(yl~y2:T=t2-tl)dy1dy2.is the second probability of finding Y1< Y~ < y1+dy1 occurr~ng followed by the occurrence of Y2< y2 < Y2+dy2 at a time interval T = t 2 - t 1 later. 
Knowledge of the higher probability distribution functions provides 
a more complete description of the ensemble that has been constructed 
from the single system just as was the case with an ensemble of many 
separate processes. 
In dealing with a stationary random process, it is usually assumed 
that the time averages are equal to the ensemble averages. This assumption 
is the so- called ''Ergodic Hypothesis", for which a rigorous proof is 
not generally available. 
The average value y can be found for an ensemble from the first 
probability distribution, p1(y) using the following relation. 
(3.04) 
The meaning of equation ( 2. 04) may be visualized on the sketch below 
of the first probability distribution p1 vs. y, where it can be seen 
that the centroidal location of the function represents the average 
ensemble value • 
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y 
Sketch of p1 vs. y 
We also can obtain a time average from any one of the individual 
long records using the following relation: 
T 
< Y> = y = Lim ~T J y( t) dt 
T-tco -T 
(3.05) 
It is common in the literature to express time averages using brackets 
<--->· This notation will subsequently be employed in this presentation. 
The ergodic hypothesis states that y = < y >with a probability 
of one (1) . In general, the time average< y >will differ for various 
members of the ensemble, but the ergodic hypothesis states that these 
two methods of averaging give the same result, no matter at what time 
the average is made, or with what member of the ensemble. 
The same thing may be stated for the higher moments. 
( 3. o6) 
and 
(3 .07) 
Then the ergodic hypothesis tells us that in the most general 
form, yn = < yn >with a probability of one ( 1) . 
The second moment is called the mean square of y from which we 
frequently interpret the "root-mean- square", r .m. s., of the function. 
Note the careful placement of the bar over y2 in the definition of 
r .m. s. shown below, in order to make a distinction from the square root 
of the mean average squared (say). However, the bracket usage will . 
help avoid possible confUsion. 






The mean deviation, fluctuation, or variance is defined as: 
2 ~ co . J (y- y)2pl(y)dy (j = (y - y) = 
-co 
co ~ 
" = J [y2 2iY + (y)2]pl (y)dy ·= y2 - (y)2 
-CO 
But since y = < y >, we get that: 
2 2 2 (3.08a) (j =<Y >- "<y> 
The meaning of the variance is obtained by considering it as repre-
senting the "width" of the first probability distribution pL(y) about 
its average value. The third moment gives a measure of the Skewness of 
the probability distribution. When the origin of the y coordinate is 
chosen such that the mean value, < y >, is zero, then we· state that 
the probability distribution is normalized. In other words, for the 
normalized case, 
2 2 
cr = < y > • • • when < y > = 0. ( 3. 08b) 
If the phenomenon ( or process) were a consequence of many indepen-
dent causes of random nature, and if none of the individual causes 
contributed significantly to the overall behavior, then one would be 
justified in considering a reasonable statistical description as being 
provided by a Gaussian tyPe distribution. The Normal or Gaussian dis-
tribution may be remembered by the fact that the first probability 
distribution curve has the well known bell-like shape as indicated in 
the sketch below (Fig. 3.2): 
PCx.) 
0 X/o-
(a) Gaussian Probability Curve 
~()C.) ~0.3989 
X/(]'-
(b) Gaussian Probability Density Curve 
Fig. 3.2: Sketch of Gaussian Probability Traits 
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The first probability distribution function (Gaussian) may be 
expressed by: 
1 pl (y) = r;;:: 
.;2rrcr 
And the probability of occurrence may be expressed as: 
(3.09a) 
(3.09b) 
It is interesting to consider the probability of the random variable 
lying between certain limits or exceeding limits. Therefore, if we de-
fine y/cr = ~' where a represents the r.m.s. of y, then the probability 
of y(t) lying outside the value !Acr is the probability of IYI exceeding 
~a which by symmetry may be seen to be: 
1 = l( ;· )2 
P[jyl> ACJ] = -~ J e-2 x a dx = erfc(A/J2) 
~a ACJ . 
where erfc(--) is the error function and may be obtained from 
reference handbook lookup. 











Example 3.1: It is a worthwhile exercise to check the total probability 
of occurrence in order to verifY that it truly does come out as being 
unity when the stated Gaussian ·first probability distribution is used. 
Define: 
At first glance, one might consider attempting to solve this integral 
by a complex variable approach, but this is one expression which does 
not lend itself to such a method. Instead, it is useful to consider the 
square of I , followed by a coordinate transformation from a rectangular 
to a polar c8ordinate reference system. 
= = l I )2 l I )2 I 2 = _l_ J J e2(:X: a e2(Y a dx dy 
o 2rrcr2 -= -= 






let us proceed with polar transformation as follows: 
d.x d.y = r dr d9 
and 2 2 2 
x + y = r 
Hence: 
I 0 2 = - 1- j re-M r/ 0") 2 r dr d9 = __!,_ j e -t< r/ 0") 2 r dr 
2rro-2 0 0 cr2 0 
II = 12 j e-s/'2!J2 ds = +1 
2cr 0 
Thereby verifYing that the area under the probability distribution curve 
is unity. Simple extensions of the above treatment can be employed to 
show that the firs~ moment, r1 , is zero and the second moment, I2, does 
truly end up as o- , the mean deviation. . 
Example 3.2: When the argument of the random variable is restricted 
to positive values such as the amplitude of a randomly modulated sine 
wave, the probability on the amplitude may tend to follow a Rayleigh · 
distribution. This is related to the fact that for this case, each peak 






= f ~ _1.x2 e 2 for x > 0 II X< 0 
for x > 0 
11 X< 0 
The behavior is sketched on Fig. 3.3 for sake of clarity. 
P(x) 
0 
0 2 3 4 X 






0 1 3 4 X 
(b) Rayleigh Probability Density curve 




Another interesting viewpoint on probability distributions may be 
obtained by considering that we have a fUnction x(t ) under the assumption 
that we know the probability distribution (or density) fUnction p(t) 
associated with the variable t. However, we are concerned with finding 
the probability density fUnction p(x). As can be seen from Fig. 3.4 
below, the probability that x is contained within the interval x1<x < x1+Ax1 
must be equal to the probability that t lies within the intervals 
t1< t< t1+At1, t 2< t< t 2+6t2, ••• t 1< t< ti+Ati, etc. 
xltl 
Fig. 3.4: Random Function with Probability in both t and x 
Hence we have that: 
P[x1< x< x1+6x1 J = ~ P[t.< t < t.+At.] i 1 1 1 ( 3.11) 
The above equation implies from eqn. (3.01) that: 
p(x) 6x = ~ p(t.)j6t.j 
0 0 i 1 1 
where the absolute value 1At 1 1 must be used to account for the fact that an increment Ax~ may be associated with a negative value .of Ati 
as shown in the sketCh. By applying a limit process, we can write the 
probability density fUnction p(x) in the form: 
( ) p(t) p x = r , dxf dt, _ . @t-t. 
1 
( 3.12) 
It should be noted that the above limiting process is valid only when 
ldx/dtl :1 0 
Example 3.3: As an illustration, let us consider the probability 




We may assume that t has an equal chance of assuming any value from 
0 to T, hence we obtain: 




For each value of x in the above interval, there are two values of t 
in the interval 0 < t < T. Additionally, the absolute values of 'the 
slopes have equal values at these points. Hence: 
p(x) (2) .! 1 = 
T ldx/dtl 
II 1 1 
= [A2 - x2]~ TT 
Therefore, we can write for the 
p(x) = { ~ 1 
2 1 
=-








3.4 AUTO-CORRELATION FUNCTIONS: 
In the preceding discussions, we have been primarily concerned 
with time averages which in turn have been consequences of the first 
p~obability distribution. Next in a sequence of thinking would be 
considerations relating to the second probability distribution ••• and 
as will be shortly seen, this direction will lead to some important 
factors. 
The auto-correlation function of y(t) is defined as the time average 
of the lagged product y(t)y(t+T), and hence is a function of the time 
lag interval T and of the function y. Therefore, we define: 
T . 
R(T) = <;y(t)y(t+T)> = ~ l._ s y(t)y(t+T)dt (3.14) 
2T -T 
Furthermore, as a consequence of the ergodic hypothesis, it is possible 
to reason out for that an ensemble: 
~ CXl CXl 
y(t)y(t+T) = s s yly2p2(yl,y2,T)dyldy2 (3.l5) 
- CXl - CXl 
And the expression of eqn. (3.15) will equal R(T) with a probability 
of one (1). 
The auto-correlation (a measure of the ability of a function to 
correlate with itself) provides one with the interrelationship of y's 
measured at two different times. As the time lag interval opens up, 
or increases, the "memory" of a random process must be weakened with 
the end result that when T becomes very large, y(t) and y(t+T) will 
become independent of each other. We can best see this statement from 
equation (3.15) where forT large, p2(y1 ,y2,T) ~ P1(yl)pl(y2). Therefore, by the ergodic hypothesis , 
CXl CXl . 2 
Lim R( T) ~ s s yly~l (yl)pl (y2 )dyldy2 = < y > 
T~ -ex> -ex> 
For a noise signal, this situation is reached for very large T 
Some properties of the auto-correlation function are readily 
evident. 
1. R(O) =; y2> [by definition when T = 0 in eqn. (3.14)] 
2. R(T) is an even or symmetric function with respect toT, i.e., 
R(T) = < y(t)y(t+T) > 
11 
= < .y(t-T)y(t) > ••. shift time of stationary process 
11 = < y( t )y( t - T) > . . . since ordering is irrelevant in 
eqn. (3.14) 








jR(~)I ~ R(O) ••• Which places a boundedness condition upon 
the auto-correlation. It results from the inequality: 
0 ~ [y(t) ~ y(t+~)J2 = y2(t) + y2(t+~) ±2y(t)y(t+~) 
Hence yielding that: 
±2y(t)y(t+~) ~ y2(t) + y2(t+~) 
Averaging both sides of the inequality (w.r.t. ,time) provides: 
~2R(~) ~ < y2(t) > + < y2(t+~) > ·= 2 R(O) ••• Q.E.D • . 
~~(O ) "= R1 (0) = 0 ••• which can be shown by: 
a. R(~) is symmetric, R(~) = R(-~); 
b. R 1 (~) = -R 1 (-~) ••• primes denote differentiation w.r.t. ~. 
c. Set ~ = 0 in the above relation. Hence: 
R'(O) = -R 1 (0) = 0 
·Therefore, the correlation of a random function with its 
derivative at the same time instant is zero. This implies 
that the slope of the record of y(t) at any value of time t 
has an equal probability of being plus(+) or minus(-). 
If we differentiate the auto-correlation twice with respect 
to time lag~, and set~ = o, we ·get that: 
R I I ( ~) = <v( t )y I I ( t+~ )> = +<v( t )y I I ( t-~ )> 
which becomes by considering the definitions for correlations 
and then integrating by parts: 
R II ( 0) = - < ( y I ) 2 > 
This relation will prove of value in a later section during 
a discussion of the probability of zero crossings. 
Example 3.4: If y(t) were periodic, then the periodicity would show 
up in the auto-correlation, R(~). In order to demonstrate this feature, 
let us assume that: 
y(t) = A sin(wt+~) 
Then: T R(~) = <Y(t)y(t+~)> = Lim1_ A2 J sin(wt+~)sin(wt+w~+~)dt 
'lL.oao 2T - T 
A2 T 
= Lim 2T J ~[cos(w~ )-cos(2wt+w~+2~) ]dt 
T--tcx> - T 
" 
The second term in the integrand will yield a term that is of bounded 
value, and hence will . vanish in the limit as T tends to infinity due to 
the presence of the 1/T factor. The first term simplifies to give the· 
final result that: 2 · A R(~) = 2 cos w~ (3 .16a) If oo 
y(t) = A0 + k=l~sin(wkt+~) 
Then the auto-correlation would be (for w~m when n ~ m) 
00 
2 1 2 ) R(~) =A + 2 L Ak cos(~~ 
0 k=l -K (3.16b) 
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Example 3.5: Consider the rectangular pulse f'( t ) where: 
f(t) (~ for 1~1 < tl = " > tl 
j~ f(t) f(t+"t) 
f it 
A I A l I 
I i. t I I I I t -t, -t, t, 
- (t,+~\ (t,'t) 
(a) Rectangular Pulse (b) Lagged Rectangular Pulse 
Fig. 3.5 Rectangular pulse 
Then the auto-correlation of' the rectangular pulse m~ be found by: 
1 T R(~) = < f(t)f'(t+~) >=Lim -- J f'(t)f'(t+~)dt 
1'-ta:> 2T - T 
But in this example, we are dealing with a single pulse of' finite duration, 
so it is unne~essary to let T- =. Therefore, we shall need only consider 
T = 2t1 • From Fig. 3.5 above, we see that for 0 < ~ < 2t1 , the range 
of' integration is defined by the shaded area. Hence: 
1 <tr~) 2 2 R(~) =-- J A dt =A (1 - ~/t1) (3.17) 
2T -t 1 • • • for ~ < 2t1 
Recalling that the auto-correlation is an even function allows us to 
sketch the behavior of' R(~) for a pulse of width 2t1 as: 
Rh:) 
- 2t, 










4 POWER . SPECTRAL DENSITY: 
4.1 CONCEPT: 
The notion of the spectrum for a random function will have special 
significance in our future applications since it will allow us to 
characterize the average distribution of power in a spectral or frequency 
domain with the added advantage that we will be able to use transfer 
function concepts to treat the influence of intermediate physical items 
such as elastic structures or airfoil lift. Ultimately, we want to 
consider the effect of a filter upon the functions of a random process, 
hence it seems natural to resolve the function of a stationary random 
process into its Fourier components. 
Let us assume a function y(t) that has been observed for a long 
period of time 2T, where the time period 2T is greater than any char-
acteristic time contained in the random function. Since we are con-
. sidering the function in a finite time span, we shall use the concept 
of truncation in treating the discrete record, i.e., 
(t) = { y(t) for -T < t < T 
YT 0 II T < /t/ 
The subscript "T" denotes a truncated signal. 
We are assured that the truncated function will have an absolutely 
convergent integral since yT(t) represents a physical process without 
any infinite discontinuities, and furthermore, we can define a set of 
Fourier transform relations as follows: 
1 T . t A ( ) J yT(t)e-~00 dt T w = j2; -T 
and (4.01) 
co 
y ( t) = - 1- J AT(w)e +iwtdw 
T J?;r -CO 
Note that the first of the integral transforms extends from -T to +T since 
the truncation process implies that YT(t) is zero outside of this in-
tervaL However, the transform AT(w) is defined over all of the 
frequency domain and hence the inverse will involve an integral ex-
tending from (+) to (-) infinity. An important property obtained from 
equation (4.0l) · is that since y(t) is a real quantity, AT(w) which in 
general is complex natured, is equal to the complex conjugate for (-w), 
i.e., AT(w) = A;(-w) • 
Because the latter statement regarding the complex conjugates is extremely 
important to the following development, let us verif.y the relation. Let 
us define z* as the comple# conjugate of the complex quantity z. That 
is, if z = x + iy, then z = x - iy. 
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Since y(t) represents a physical quantity, it is a real valued 
term, and hence y = y*. Or in terms of the transform relation of 
equation (4.01), we have that: 
Then, if we change the variable on the R.H. expression, viz., 
let w = -w , dw = -dw This yields: 
00 00 
J *c ) iwt( ) J *( iwt AT -w e -dw = AT -w)e dw 
-oo -oo 
But since w is just a dummy variable of integration, we recognize 
that: * ~(w) = AT(-w) ••• Q.E.D. 
Rather than derive the usual form of the power spectral density, 
let us be a little bit more general and develop the relation from the 
auto-correlation function. Consider: 
1 T 
R(T) = < y(t)y(t+T) > ~ Lim2T']Jy(t)y(t+T)dt 
.'l'-tco - T 
(3.14) 
However , we recognize that the function y(t) as used in the integral is 
equivalent to the truncated form, y~(t). Let us then substitute the 
t r ansformed definition of yT(t+T) ~n equation (3.14) to obtain: 
T oo 
R(T) =Lim.!.._ J y(t) ( - 1- J A (w)eiw(t+T)dw} dt 
'l'-tco 2T _ T j2; -oo T . 
Interchanging the order of integration a bit, we see that: 
R(T) = Lim - 1- j AT(w)eiWT( ~ J yT(t)eiwtdt} dw 
'l'-tco 2T _ 00 .; 2TT - T 
But the term in the brackets represents AT(-w) = A;(w) • Hence we 
obtain the result that: 
R( T) = Lim l 
~ 2T 
j ~(w)A;(w) eiwTdw 
-00 
Since the limiting variable, T, is not expressed in the integral limits, 
we may bring the limiting operation under the integral sign, and obtain: 
00 • 
R(T) = ~ J ~(w)e~WTdw 








The limiting operation in equation (4.02) may be justified on the 
basis of the physical existence of the auto-correlation function. The 
term ~(w) is called the power spectral density. It may be readily 
observed that ~(w) is a symmetric function, i.e., 
~(w) = ~(-w) 
I 12 * * since AT(w) = AT(w)AT(w) = AT(-w)AT(-w) 
We can reexpress the equation for R(T) as: 
CX) • CX) • 
R(T) = ~ [ J ~(w)e~wTdw + J ~(-w)e-~wTdw } 
0 0 
Which can be recognized as a Fourier cosine transform as a consequence 
of the symmetry property on ~(w). 
co 
R(T) = J ~(w) COS WT dw 
0 
( 4.03) 
2 We note that for zero time lag, R(O) = < y >which shows that: 
co 
< Y2> = J ~(w) dw ( 4.04) 
0 
This latter expression now allows us to place a physical meaning upon 
the power spectral density, since it is apparent that ~(w) represents 
the density (measured with respect to frequency) of the mean square of 
the function y(t). 
Inasmuch as equation (4.03) is a Fourier cosine transform relation-
ship, it is logical to expect that the inverse will define the power 
spectral density. Therefore, by comparison with previous definitions, 
we find that: 
2 Cl) 
~(w) =- J R(T) cos wT dT 
TT 0 
(4.05) 
Phy.sically speaking, equation (4.05) makes sense since R(T) tends to 
zero as time lag, T, tends to infinity providing, ,of course, that the 
mean of y equals zero, < y > = 0. Otherwise, one might expect some 
difficulty in guaranteeing the convergence. 
The importance of realizing that the power spectral density is the 
Fourier cosine transform of the auto-correlation comes from the practical 
side; namely, it provides one with a method of obtaining ~(w) estimates 
using the input data y(t) to find time lagged averages. This is an 
alt'ernate method to the direct method as used in analog techniques • 
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4.2 EXAMPLES OF POWER SPECTRAL DENSITIES: 
We will consider three examples relating the auto-correlation 
fUnction to the power spectral density. The first example will be a 
harmonic fUnction, which we realize can represent a component of a 
periodic signal. The second example will lead to a random fUnction 
(ultimately to white noise), and the third will be identifed as 
representing isotropic turbulence such as found in airflows. 
ExasPle 4.1: We saw in Section 3.4, that a general harmonic fUnction 
could be expressed quite simply in terms of its auto-correlation 
fUnction, cf., equation ( 3.16). 
If 
Then 
R(T) = ~~ cos WkT (3.16a) 
But we have seen that the auto-correlation is 
spectral density (P.S.D.) ~(w) by: 
related to the power 
<X> 
R(T) = s ~(w) COS WT dw 
0 
(4.03) 
Hence, it is clear by comparing equations (3.16a) and (4.03), that ~(w) 
must contain a Dirac delta fUnction term. B,y inspection, we see that: 
~(w) = ~~ &(w - jwkl) (4.o6) 
where the Dirac delta fUnction has the property that: 
&(x) = 0 for x "/:- 0 
and co J &(x) dx = 1 
-<X> 
The absolute value of frequency jwkl in equation (4.o6) assures us 
that ~(w) is symmetric, which of course is implied in the usage of a 
Fourier cosine transform. 
Graphically, we may portray the properties as shown below: 
Transforms ( >· 
Dirac & "spike" 2 




Fig. 4.1: Spectral Behavior of a Harmonic Function 
If in the signal, < y > "/:- 0, then there would be a spike at the 
origin in the power spectra plot to represent the presence of D.C. type2 












Example 4.2: Another interesting power spectra .can be computed when 
the auto-correlation is expressed by a Gaussian curve. 
Let R(T) = R(O) e-(~T) 2 (4.07a) 
Then the corresponding power spectral density is obtained from the 
relation: 
cp( U)) 
II ( 4.07b) 




Fig. 4.2: . Spectral Behavior of a Gaussian Auto-correlation 
w 
The solution for the power spectral density above depends upon 
the evaluation of a Fourier cosine transform, which is not obvious at 
first glance. Rather than look in a · table of transforms for its equi-
valence, let us show that: 
Given: I(x) = j e-(~T) 2cos XT dT 
0 1 2 
I( ) -~ -(2x/e~) x - 20' e Show: 
B.y application of Leibniz's rule for differentiation under an 
integral sign, we may obtain that 
~ =- j T e-(~T) 2sin XT dT 
CD -(QI'I")2 
X J e 2 COS XT dT } 





Which yields the first order linear differential equation for I (x), namely: 
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di X dx+~ I=O 
And the solution can be readily deduced as: 
I(x) = I(O) e-(~x/~) 2 
where the term I(O) corresponds to the original integral when the 
variable x has zero value. But we can recognize I(O) from the dis-
cussion in example 3.1 of Section 3.3, after an appropriate change of 
constants, as being given by: 
(X) )2 . 
I(O) = £ e-(~,- dT = JTi / 20' 
which provides us with the desired result for the Fourier cosine trans-
form, and hence verifying equation ( 4. 07b) • 
We note that in equation (4.07a), if R(O)/~ were held as a constant 
while we allowed ~ ~ oo, then R(,-) would tend to zero for all finite 
values of,-, and R(,-) would behave like a Dirac delta function centered 
at ,. = 0. Tlie effect of this limiting operation would be that the 
original function y(t) would represent the most chaotic function possible 
since subsequent values of the random variable y(t) would not be related. 
It is also of interest to note the behavior of the power spectral 
density under the assumption of the above limiting operation. Again, 
as ~ - oo, ~(w) would tend to a constant value independent of frequency. 
This random function, y(t), which generates such a behavior in the spectral 
domain, is called "white noise" and often describes naturally generated 
random variations. Physically, we cannot have an infinite extent for a 
finite value of ~(w), hence it is customary to see applications of white 
noise type signals where there is a cut-off frequency specified such that 
~(w) is zero for frequencies greater than the cut~off frequency. 
Comparing examples 4.1 and 4.2, we observe that a Dirac delta function 
in the frequency domain implied a very orderly type function, while the 
presence of a Dirac delta spike in the time lag domain (at the origin) 











Example 4.3: Small isotropic turbulence in a fluid flow of otherwise 
uniform velocity has been shown to be fairly accurately descirbed in 
both the parallei and normal directions by the expressions given below: 
u 
~ 
Point of interest for 
considering velocity 
perturbations. 
In the axial direction, 
U + u(t) 
f v(t) 
1 T 
R1 (T) =Lim 2T s u(t)u(t+T)dt 
'l_l-.c:c -T 





(o) e-TU/L (4.08a) 
Similarly, the cross-flow auto-correlation has been approximated by: 
~(T) = R2(0) e-TU/L[l - ~TU/L] (4.09a) 
The term_"L" in the above expressions is sometime called the "scale of 
turbulence", and provides a measure of the size of the turbulent eddies 
in the flow. The scale of turbulence is defined by the area under 
the auto-correlation curve, and is given by: 
QO 
Rl(O) E = s R (T) dT L 0 1 
A graphical representation is shown in Fig. 4.3 below: 
( 4.10) 
___ ~~of rectangle is li(o) ~ 
: ~!~:ual R1(T) curve obtained from 
1 
~ ~ect experimental measurements. 
I 
't'= L/u 
Time Lag, T 
Fig. 4.3: Concept of Scale of Turbulence 
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The power spectral densities m~ be obtained by applying a Fourier 
cosine to the auto-correlations. In the transform relation, if the 
term rcos w~] were expressed in its equivalent exponential form, the 
integral expressions could be readily evaluated to yield the following 
relationships. 
where 
1 ~l(w) = ~l(O) 2 
1 + (wL/U) 
2 L ~l(O) = TI u Rl(O) 
Similarly: 2 
~2(w) = ~ (O) 1 + 3(wL/U) 2 [1 + (wL(u)2]2 
where 












4,3 POWER SPECTRA CLASSIFICATION: 
It is apparent from the previous material that a continuous fUnction 
m~ be classified in a probabilistic sense by the probability distribution 
fUnction. For purposes of comparison, it is now appropriate to reconsider 
the signals from a spectral viewpoint • 
First, we recognize that the three signals shown below in Fig. 4~4 
could all have a zero mean val~e, < y > = 0, and also have identical 
values of the mean square, < y >. However, we realize that the signals 
have different features~ The categories as shown in Fig. 4.4 are as 
follows: 
Type I: Harmonic fUnction defined by y(t) =A sin w1t 
Type II: Narrow-band random fUnction where the carrier frequency 
remains constant, but the amplitude and phase are slowly 
varying fUnctions of time. This fUnction may be defined as: 
y(t) = A(t) sin[w2t + ~(t)] 
Type III: Wide-band random function which is characterized by a random 
variation in amplitude, spectral content, and phase. Although 
one m~ be tempted to estimate a characteristic frequency for 
this type of signal, the presence of uncertain irregularities 
contributes to the mixing action of many random frequencies 
in the signal, and invalidates direct human interpretation 
of the signal properties • 
In the frequency domain, we find that the power spectra has traits 
as follows (see Fig. 4.5): 
Type I: Harmonic fUnction is described by a definite spike (Dirac 
delta feature) which occurs at the deterministic rrequency 
w1 • The area under the ~ectral curve represents the mean 
square of the signal < y >· 
Type II: Narrow-band random function is characterized by a narrow, bell-
shaped curve whose width is determined by the amount of wander-
ing of amplitude and phase in the original signal centered at 
frequency w2. In many respects, the spectral curve can be 
considered in a manner like the transfer fUnction of a tuned 
electrical filter with the width or spreading dependent upon 
the quality of the filter. 
Tkpe III: Wide-band random fUnction is characterized by a broad coverage 
of energy in the spectral domain. It should be noted, that in 
making a spectral distribution estimate, one has lost infor. 
mat ion relative to phase angles in the signal. 
The idealized case of white noise is also shown for comparison in 
Fig. 4.5 below in order to add emphasis that there is a difference 
between it and wide-band random signals. The prime feature of white 
noise is that it is easily defined in the spectral domain with the 
attendant benefit of making theoretical system analyses tractable. A 
convenient labratory tool for random response analysis is the so-called 
white-noise signal generator. 
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The probability density fUnction for both narrow-band and wide-band 
random signals will ofben exhibit the features of a Gaussian type 
behavior. This may be intuitively justified by recognizing that narrow-
band random features are obtained by processing a wide-band random 
signal through a linear system (or filter) and a Gaussian probability 
distribution has the property of remaining invariant under a linear 
transformation. However, the amplitude., of a narrow-band random function 
is oftentimes described by a Rayleigh type probability distribution 
while a wide-band random function has an amplitude vari ation that is 
Gaussian distributed. This difference comes about because each peak 
in a narrow-band random process is associated with a zero crossing, 





Note: All signals below could have equal values of 
2 
< y > 
T~me, t 
(a) Type I: Harmonic Signal 
y(t y = A(t) sin[w2t + ~2(t)] 
Time, t 
(b) Type II: Narrow-Band Random Signal 
(c) T,ype I II: Wide-Band Random Signal 




< y > = J cp( (J)) dw 
and: 0 




(a) T,ype I: P.S.D. for Harmonic Function 
cp(w) 
(1)2 Frequency, w 
(b) T,ype II: P.S.D. for Narrow-Band Random Function 
cp( (l)) 
Frequency, w 
(c) T,ype III: P.S.D. for Wide-Band Random Function 
cp(w) 
I Frequency, w (J) 
c 
(d) P.S.D. for White Noise Random Function (Cutoff at we) 




5. RANDOM DATA PROCESSING: 
Discussions will be presented in this section to illustrate two· 
ways in which the ·statistical properties of' a random function may be 
estimated. We shall assume that we have a random function recorded as 
a time history in an analog f'orm, say on a tape recorder. It is realized 
that in placing the record in a so-called library state· subject f'or 
recall, that we may have imposed limitations upon the record playback 
due to the transfer function of' the recorder. However, let us place . 
an added restriction that ~om a practical standpoint, the recorder has 
a f'lat ~equency response f'or the complete spectral range of' the function 
in order to allow signal reconstruction without the introduction of' any 
~equency or phase distortion. 
Under the above assumptions, we have the choi9e of performing 
either a direct analog analysis of' the record by suitable processing 
devices or else a digital estimation following the conversion of' the 
record to a set of' equi-spaced discrete digital ·samples ·. The advent 
during the early 1960's of' analog-to-digital conversion units based 
upon the important developments in digital processing equipment has 
produced significant changes in data processing. _ However, along with 
the rapid improvement in digital data handling including attendant cost 
benefits, the direct analog computer processing methodology has been 
continually updated. It is relatively simple today to square a voltage 
signal on-line and then process the output through an averaging circuit 
using an operational amplifier with an R-C feedback. The total cost 
of' equipment today is on the order of' a $100. It is · interesting · to '· 
contrast today's situation with the 1950 time period when analog mult-
ipliers were unavailable, and with the early 1960 time period when the 
cost would have been about $1500. · · 
5.1 DIFECT ANALOG PROCESSING: 
The auto•correlation ~ction described in Section 3.4 'may be ob-
tained using commercially available analog equipment. · In essence; the 
equipment performs the operation indicated on Fig. 5.1 below by' either 













·w x(t)x(t+-r) / -/ Displayed as: 
g, T ordinate 
'----... ~--------------------------~ 
Fig. 5.1: Correlation Processing by Analog Methods 
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<x:( t)x( t · +-r)> 
"_, 
The display could be either on an X-Y recorder or else a visual 
display on an oscilloscope. Of course, it was always possible to hand 
record such data, but the chore obviously would be tedious. The prime 
difficulty in the above procedure has been in obtaining suitable means 
for lagging the signal by a time increment T in order to condition the 
signal for input to the multiplier stage. 
The harmonic content was able to be extracted quite early in history 
by direct analog means using narrow-band filters (with adjustable band 
width) that in essence slowly scanned the record. A sketch, Fig. 5.2, 
of the principle is .shown below. 
Filter Multiplier Averager 
x(t~Or----~---~ ~~----~~1 X 1------•-tl.____~---cO q>( ID).,: stimate 
Fig. 5.2 Sketch of Harmonic Analyzer 
Two drawbacks to the above method were that the filter had a finite 
bandwidth which placed a limitation upon the rp(w) spectral density 
estimate, and the portion of the signal analyzed for spectral content 
varied as the filter center frequency changed during the frequency 
sweeping operation. One technique sometimes used was to cut the mag-
netic tape record and form a loop such that the same record was played 
continuously back as input to the filter stage above (Fig. 5.2). 
However, obvious problems develop in establishing the record length 
required, center frequency sweep rate, plus the matching of the two 
aforementioned problems with. the frequency range (upper and lower bounds) 
of the signal. 
The advent of analog to digital converter circuitry has modified 
the story co€siderably. It is not unreasonable to obtain a sample voltage 
duri~ 2xl0- seconds and convert the voltage into a digital format at 
a 10 number per second rate. The digital estimate may then be 
recorded on a digital tape recorder suitable for subsequent usage as 
input to a digital computer. Inherent in this technique is the placing 
of the proper file marks and identity marks on the digital record · so 
that recall as digital input may be reliably obtained. A glance at the 
catalogs of any current analog device manufacturer will disclose a large 
variety in sample/hold, clocks, analog multiplexers, and A/D conversion 
modules. The choice of components is large so that individual users 
may tailor the equipment at a relatively low cost to their needs. The 
state of the art is changing rapidly and the best way to become current 








5.2 INDIRECT ESTIMATE OF POWER SPECTRA: 
. As pointed out by the content of Section 5.1, direct estimation 
methods have been employed for many years through the use of special 
purpose analog devices such as harmonic analyzers to provide an estimate 
of the harmonic content of a signal directly from the signal or infor-
mation. Numerical estimation procedures initially fo:J:lowed an indirect 
course of action whereby lagged products were first obtained from the 
digital information followed by a numerical approximation to a Fourier 
cosine (or sine) transform. 
Although somewhat obsolete today in the era of Fast Fourier trans-
form algori th:lns, the description of e·stimating power spectra from 
digitally formed lagged products serves a practical role in explaining 
the concept of filtering. This occurs because the power spectra involves 
an infinite length record as implied by the limiting operations stated 
in Section 4.1. However, in practise, the actual physical data record 
must be truncated to a reasonable number N of actual data points 
spaced at equal time intervals ~T. 
There are two important questions to consider in performing the 
digitizing operation upon the continuous signal; namely, the length 
required of the sampled record and the sampling rate. The first question 
is readily answered by considering that: 
a. The auto-correlation function, R(T), of a low frequency 
signal requires a time lag equal to the period of the original 
signal in order to define one cycle of the R(T) function. 
b. It is undesirable to have time lags greater than about 5 to 
10 percent of the record length. 
Therefore, a general rule to follow is that the record length should 
be on the order of ten times greater than the period of the lowest 
harmonic that might be present in the signal. As an example, if the 
lower bound on the spectral content were 1 hz, then ten seconds qf data 
should be sampled. 
The second question relative to sampling rate can be best explained 
by Shannon's sampling theorem which states that: · 
Shannon's sampling theorem: 
If the upper bound on frequency 
then the signal can be reconstructed 
providing the sampling frequency Ws 
of continuous signal, x(t)i is wl, 
from the sampled signal x ( t) 
is greater than or equal to 2w1 • 
As an example, let us assume that the spectral content in the con-
tinuous signal has an upper bound, f1, of 1000hz. Then Shannon's 
theorem tells us that the sampling frequency should be at least 2000 hz, 
or the sampling period ~T between equi-distant digitally sampled data 
should be less than ·or equal to 0.5xlo-3 seconds • 
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If Sbannon's theorem were not followed, the spectral estimates 
might include the effects of "aliasing" which corresponds to higher 
frequency terms appearing in the spectral estimates as a contribution 
to the spectral value at a lower frequency value. In essence, the 
sampling rate tells us that the highest frequency term must be sampled 
at least twice per cycle in order to permit signal reconstruction by 
Four.ier coefficient principles. Quite often, a strategy employed in the 
digitizing operation is to filter the continuous signal prior to digital 
sampling in order to preclude aliasing. However, when doing this, one 
must be aware of the inherent limitations and presumably be willing to 
discard any higher frequency information. If the presence of higher 
frequency terms is unlikely, such signal conditioning provides a degree 
of assurance as to the quality of the results. 
Consider Fig. 5.3 below which shows a signal with frequency f1 being sampled at a rate of ( 2fl) times per second. As can be seen, 
a signal with frequency 3f1 would provide the same digital estimates. 
:x(t) 
T, 
~-------------4~-----Sampling Period, 6T = l/2f1 sec 
y(t) 
y(t) =A sin 2rr(3f1 )t 
Time, t 
Fig. 5.3: Effect of Aliasing upon Digital Data Acquisition 
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.. 
Although the physical signal (or function) may be considered as 
acting f'or all time, we only have N digital samples equi- spaced at 
intervals ~T such that: 
TN= N ~T 
x* = x(t) when t = M ~T f'or 0 S M s N • and 
It should be recognized that we are unable to evaluate R(T) in 
the correct limit sense according to the definition of' an auto-correlation 
function as given in equation (3.14) . Therefore, in the manner 
suggested by Blackman and Tukey (Ref'. 1 ), let us def'ine an apparent 
auto-correlation function R (T) • 
00 
1 ~(TN-IT I) 
R (T) = _...;;;;..__ J x(t-~T)x(t-+tr)dt 
oo TN- /T/ -~(TN-/T/) (5.01) 
II 
= Apparent auto-correl ation function 
The apparent auto-correlation function is presumably calculated 
f'rom the digitized data record. It should be recognized that symmetry 
is implied due to the stationarity assumption in the signal. Hence: 
R (T) = R (-T) 
00 00 
·· The maximum time lag, T m , should not exceed 0. 05 to 0 .10 TN, and 
the numerical values of' time lag may be spaced the same as the sampling 
i]iterval, i. e • , M = ~ T • 
By :making an ensemble of' Ra0 (T) estimates, we can apply the 
ergodic hypothesis to justif.y that: 
Ave[R00(T)} = R(T) f'or IT/ S Tm (5.02) 
As it stands, we cannot make a Fourier transform of' Roo(T) since 
the function is n~t def'ined f'or time lag values greater than Tm • 
However, we can consider multiplying by a suitable correction f'actor, 
or modif.ying function Di(T) where Di(T) has the property of' being 
zero (0) when /T/ > Tm• 
In the manner of' Blackman and Tukey (Ref'. 1 ), let us use the 
''boxcar" shape or f'orm f'or the correction f'actor and hence def'ine: 
D 0 ( T ) = { ~ f'~r I ~I ~ ~: ( 5 • 03) 
We are now in a position to def'ine the modified apparent auto-correlation 
function as: 
R (T) = D (T) R (T) 0 0 00 (5.04) 
" = Modified apparent auto-correlation function 
A graphical portrayal of' this operation is shown on Fig. 5.4, which 
should assist us in realizing that R (T) is an auto-correlation 





I 1, I 
"J' R (T) 
00 
(undefined 
for ITI>T ) 
m 
VIEWED 
THROUGH D (,. ) 
0 
YIELDS DEFINED 
FUNcriON R0 (T) 
Fig. 5.4: Auto-Correlation Function as Viewed Through 
a Lag Filter 
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2CD ~ (w) =- s R (T) COS WT dT 
0 TT 0 
(5.05a) 
a 
or alternatively in the two-sided form: 
(5.05b) 
Furthermore, we recognize that: 
Ave(R (T)} = D (T) R(T) 
0 0 
where R(T) is the true auto-correlation function. Hence we can .apply 
the convolution theorem as given by equation ( 2 .13b) in Section 2. 3 to '· 
obtain: 
co 
" = ~ J Q~(w-w)~($) dill (5.o6a) 
-CD 
where 
cp(w) = true P.S.D. for R( T) 
~(w) = Fourier transform of ''boxcar" function D (t') ~ 
See example 2.2. 0 
II 
= (2Tm/n)(sin WTm/WTm) 
In order to obtain the one-sided form of the Fourier transform, let 
us de fine H
0 












(w)} = J H
0
(w;w)cp(w) dW (5.o6b) 
0 
From the results of example 2.2, we may (after suitable account is 
given for differences in "Pi-ness" factors) express: ~ 
( A ) T m _s_i_n_(,_w_-_@~)_T,m + H0 w;w = TI [ -
'Cw-wh m 




Example 5.1: For · sake of clarity and to assist us in visualizing the 
filtering action occurring as a result of the digital limitations, let 
us assume that the original fUnction was harmonic of the form: 
x(t) = A1 sin w1t 
We know from example 4.1 that the P.S.D. for a sine wave has the form 
of a Dirac delta spike centered at the carrier frequency w1 , i.e., 
~(w) = t ~ o(lwl-wl) 
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which states that all the energy of the signal is concentrated at the 
carrier frequency. However, due to the truncation process inherent in 
the digitized samples of the sine wave, we obtain an estimate of the 
P.S.D. that has the following form: 
sin(w~)~m ] o(~4w~ dW 
(w~) 
The above quadrature may be readily evaluated because of the presence 
of the Dirac delta function in the integral. Hence: 




For positive values of frequency w, the second term inside the 
brackets is almost negligible. The first term in the brackets has the 
dominant effect. Figure 5.5 shows approximately the results of the 
filtering action, which corresponds to modifYing the true P.S.D. value 
by a (sin x)/x distribution centered at the characteristic frequency w1 • The energy density centered at w1 is now finite with a value of 
~Af( ~m/TI ) and the truncation process has produced side lobes of energy 
with a frequency of (2rr/~m). 
It is also apparent from· this example that the filter will approach 
a Dirac delta function as the maximum time lag interval is increased. 
However, an increase in maximum time lag also increases the ratio ~miTN 
which in turn decreases the reliability of the estimates. In general, 




11 IV"- Dirac delta spike for 
II initial signal x( t) 
Aw = 2rr/~m 
frequency, w 
wl 
Fig. 5.5: Effect of Truncation upon the Power Spectral Density 
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It is clear that the simple truncatiqn of the auto-correlation, 
which essentially corresponds to multiplying (or "viewing", see Fig. 5.4) 
the true auto-correlation by a '~ox car" type of lag function is un-
desirable since all the the side lobes in frequency are developed. 
Furthermore, it is recognized mathematically that these side lobes 
occur· as a consequence of the convolution theorem. In light of these 
remarks, we ~ view that the convolution theorem provides: 
a. a lag window in the time domain 
b. a spectral window ••• in the frequency domain. 
The spectral window acts as a transfer function or linear filter device 
on the true spectral density and gives rise to some type of distortion. 
A succesful solution is to replace the ''boxcar" lag window by an 
alternate form which hopefully won't produce as large a deviation in the 
side lobes of the frequency domain. Such a service is provided by the 
cosine shaped bell curve which is sometimes referred to as the Hanning 
· !ati;tor (named after the Austrian meteorologist, Juluis von· Hann).. ,,. 
D
2
('1") ={ -~1 + cos. rn/Tm) for l'~"l < '~"m ( 5. 09a) 
0 " l·rl >'~"m 
An alternate formulation in terms of the '}boxcar" function D0 ( '!") is: 
D2('T) =~·(1 + cos TT'l"/'T"m) D0('1") 
The Fourier . transform (again by application of the convolution theorem) 
then becomes: 
o_( w) = -k-Q. ( w) + _41 Q. ( w-rr/ '!" ) + _41 Q. (w-m/ '!" ) 
"".::! o o m · o m (5.09b) 
... 
The effect of the Hanning type spectral filter, which· is shown in 
Fig. 5.6, is to decrease the amplitudes of the side lobes by a significant 
amount. The first side lobe in the Qo(w) filter has a maximum excursion 
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Numerical Analysis from a digitized record m~ be readily done by 
employing the series type relations described below. Any person familiar 
with FORTRAN programming should experience no difficulty in implementing 
the algorithm. · 
Let us assume that we have a digitized set of values representing 
the variable x(t) at discrete times t1, t2, ••• , tN where the time 
intervals are equi-spaced at ~T. 
Input: x(l), x(2), ••• , x(N) 
where (for ex~le y 
x(2) = x*(t2 ) = digital sample at t = t 2 
Adjust the record such that the mean average is zero by biasing the 
above digital record ~ follows: 
[ ~x ] = j _Lx( i) 
i=l 
i~e., [ x(i) ]bi . d = x(i)- [ ~x ] 
. ase 
The apparent 
the lag index, L, 
The integer value 
remarks. 
auto-correlation m~ then be estimated for values of 
ranging from L = 0, ·1, ••• , M.by the relation below. 
for~s on the order of 0.05 N consistent with earlier 
Apparent auto-correlation estimate, A(L): · 
N N 
A(L) = l 2:: x(i--L)x(i) l I: x(i-L) 




The latter product of two sums in equation (5.10 ) removes the 
slight alteration to the averages due to processing a reduced length 
record. The initial record was averaged for a record spanning the 
index values from i = 1, 2, •• ·• , N. The term A(O) will represent 
an estimate oi the mean square of the signal. It is sometimes con-
venient to printout the value of A(O) and then normalize all of the 
A(L) values by A(O), i.e., 
[A(L)]~ormalized = A(L)/A(O) 
' 
The index value L corresponds to a time lag of T = L(~T) where AT 
is the sampling interval. 
The power spectrum estimate of the record m~ be obtained from a 
digital approximation to a Fourier cosine transform as follows: 
M-1 0




0 = { 0.5 
k 1.0 
for K = 0 or M 
for all other values of K 
e(L) = Hanning factor = 1 + cos ~n 
~(K) is the digital estimate for power per unit change in frequency 
at a frequency value of wk = Kn/MI::.T for K = 0, 1, • • • , M. We also 
m~ deduce that: 
a. f = maximum frequency = 1/ (2AT) when AT = AT max 
b. ,. max = maximum time lag for the correlation function = ~T 
c. Af = frequency interval between spectral density estimates 
" = fme:JM 
The preceding sample procedure for developing the estimate of the 
P.S.D. from the lagged time products is one of many versions of the 
indirect method for numerical analysis. A glance at the series for-
mulations shows that the auto-correlation calculation will requir2 
LN multiplications while the formation of the P.S.D. requires L 
multiplications. It will be shown in the following section that the LF multiplications is inefficient of calculator time when compared 
with .the direct (or fast) Fourier transform. 
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5.3 DIRECT FOURIER TRANSFORM: 
The fast Fourier transform ( FFT) is an algorithm for computing 
the Fourier coefficients of a time series (discrete data samples) which 
requires much less computational effort than the long established pro-
cedure as shown in Section 5.3. The FFT is a transform in .its own right 
such as the Fourier integral transform or the Fourier series transfor.m. 
As the name implies, it has the mathematical properties of a transform 
in that it will define a spectrum of a time series;, it can be applied 
to the spectrum for an inversion to generate the time series; and 
multiplication of the transform of two time series corresponds to a 
convolution operation upon the time series. 
Inherent in the subsequent material are the considerations of 
filtering through either a lag or spectral window, and the sampling 
rate must obey Shannon's theorem in order to avoid aliasing. An alter-
nate way of stating these factors is to say that the waveform is 
frequency band-limited plus the equi- spaced digital samples are assumed '· 
to be Nyquist samples. The FFT manipulation is not intuitively obvious, 
which perhaps explains why this procedure as described by Cooley and 
Tukey, Ref. 8 , in 1965 was overlooked for such a long time. 
In order to illustrate the basic principles of the Fast Fourier 
Transform (FFT), let us assume that the N samples· of equi-spaced 
discrete da~a samples at time intervals 6T are defined as: 
xj = x*(tj) where j = 0, .1, ••• , N-1 
The basic definition may be straightforwardly applied .to obtain the 
complex Fourier coefficient at frequency Wm where Wm = 2rrm/T and 
T = N6T, by using a Fourier series approach. 
N-1 
X(w )=_!""'X e2ni(jm/N) (5.12) 
m NL j 
j=O 
" = = complex number 
and 1 
i = ( -1)2 
The trick now is to decompose the interval length index N into two 
integers p1 and p2 by .the relation: 
N = P~P2 
eg., If N = 500, then we might choose p1 = 20, p2 = 25 • 
It is now -possible to reexpress the summation index j as 
j = ul + ~ P1 
·.-
and redefine the single time series operation of equation (5.12) into a 
double series ranging over the index variables ~ and ~· This corresponds 
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to making a Fourier transform of the N = p1p2 points ( where there are Pl rows and P2 columns) by doing p1 parall~l Fourier transforms, each 
of length P2, on the individual columns, and then combine the results 
thus obtained. Hence we find that: 
Pl-1 P2-l 
X(wm)::; ~L ~ xul+~Pl exp[2rri(~+~pl)m/plp2] 
u1=0 ~=0 · 
Pl-1 P2-l 
" = -N~V exp[2rriu1~] """'x exp[2rriu...-::-m] r~ P1P2 ~ ul+u2pl cp2 
u1=0 ~=0 
In a similar wa:y to the manner of decomposing N in terms of p1 and P2' let us express the frequency index as: 
m = Ulp2 + u2 
o :::; u1 :::; p1-l , o :::; u2 :::; p2-l 
where 
and for example, if m = 205, 
m = (8)(p2=25 ) + 5 
corresponding to 205 spectral estimates, 
or u1 = 8, u2 = 5 
However, we note that the exponent in the second (inner) time series 
ma:y be factored by: 
and also: 
since 
exp{a+b) ~ exp(a)exp(b) 
11rP2 exp[2rri~-] = exp[ 2rri~U1] = 1.0 p2 
a.) exp(iax) =cos ax + i sin bx 
b.) ~u1 =integer value, and 
c.) cos{2rr~u1) = 1.0; sin{2rr~U1 ) = 0 
SimplifYing the expression after noting the cancellati on of the innermost 
complex exponential, we obtain 'that: 
Prl (Ulp2+U2) P~2-l U2 
X(w ) =·-N exp[2rri~ ] x exp[2rriu2p-] (5.13) · 
m P1P2 ul+u2pl 2 
u1=0 ~=0 
The inner sum is of length p and need be evaluated for only p 





inner sum requires p2 p1p2 multiplies in all. Having computed a~l . 
possible values of the inner sum, the outer sum, of length p1 , needs to . be computed for p1 values of u1 and P2 values of U2, using Pl p1p2 
multiplies. Thus evaluation of the complex Fourier transform at all 
N = P1P2 Fourier frequencies requires (pl+p2)p1p2 = (p1+p2 )N multiplie~~ In contrast, the intuitive calculation woula require N2 multiplies." 
We can now deduce the effect of a decomposition of N into r 
integer factors, i.e., N = P1P2 ••• Pr , as requiring (p1+P2+ •• +pr)N 
multiplies. In particular, if N = 2n, we could compute the complete 
set of Fourier coefficients using 2nN multiplies, i.e.; 
•. If N = 25 = (2)(2)(2)(2)(2), n = 5, 
then p1 =•2, p2 = 2, p3 = 2, p4 = 2, p5 = 2, 
and 5 pk = 10 = 2(5) = 2(n) 
k=l 
Hence, the number of multiplies required .would be 2nN = 2(5) 25 . 
10 Another meaningful comparison is to consider a set of N = 1024 = 2 . 
discrete digital s~les. The number of multiplies by a FFT procedure 
would be: 2(10) 210 ~ 20,480 while the intuitive procedure for the 
Fourier transform would require N2 = (1024)2 = 1,048,576. As can 
be seen, the FFT algorithm for this example would require about l/50th 
as much computing time as the intuitive procedure. · 
The above demonstration of the principle of the FFT was shown by 
Bingham, Godfrey, and Tukey (Ref. 9 ) in 1967. The actual implementation 
of the algorithm for the digital computer follows many methods depending 
upon the techniques employed by the numerical analyst. However, FFT 
computer codes are available from many sources and most modern digital 
data processing systems offer a selection of codes depending upon usage 
or need. 
As a consequence of the ·FFT, it is computationally faster to cal-
culate the mean-lagged products by first calculating all the Fourier 
coefficients (of an extended series) with the FFT and then to fast-Fourier 
retransform a sequence made up ak2+ bk2 (where ak + i ~ are the 
complex Fourier coefficients). From the discussion of Section 5.2, it 
should be apparent that the raw estimates of the P.S.D. estimate from 
the Fourier coefficients is influenced by the nature of the numerical 
filtering (or windows) • A simple approach is to ''hann" the Fourier 
coefficients, either directly or by the use of a data window before 
Fourier transformation. It is important to correct for leakage before 
squaring and adding to obtain the estimate of the P.S.D .• We may con-
sider the hanned Fourier coefficients in the form: 
1\ = -Ckhir-1 + Ct)~ - Ck)~+l 
and l1t -Ci:)bk-1 + Ct)bk - Ci:)bk+l = 
to obtain the corrected estimate of the P.S.D. 2 2 from [1\ + l1t ] . 
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A very interesting capability is the possibility of calculating 
the spectral density estimates of an ongoing digitally sampled process 
concurrently with the experiment by linking a mini-computer that has 
added disk storage with the experiment. The process involves sectioning 
the data record, applying the FFT to these sections with suitable filtering, 
and then averaging these modified periodograms as the originating data 
generating process ensues. 
The method of estimation is as follows: For eaCh data segment 
of length L, we calculate a modified periodogram by the FFT algorithm. 
Conceptually, we could process the finite length sample through a data 
window such as the bell-shaped cosine curve (Hanning factor) defined 
as ~(j); j = 0, 1, .•• , L-1 amd form the sequences x(j)D2(j). Then by the FFT, we would form for the k-th record sequence that: 
L-1 
~(wn) = ~(n) + i ~(n) = f 2: ~(j)D2(j)e-2rrijn/~ 
j=O 
As the process continues, we would obtain K modified periodograms: 
Ik(wn) = ~ l~(n) + i ~(n)! 2 , fork= 1, 2, ••• , K 
and L-1 
U = i 2: D~(j) 
j=O 
The spectral estimate would be the average of these periodograms, i.e., 
K 
cp(wn) = i L: Ik(wJ) 
k=l 









h(w) = LlU I ~ D2(j)eiwjl2 
j=O 
wmax J h(w) dw = 1 
-w max 
Further details on this procedure may be found in the article by 
Welch, Ref. 10 • 
In conclusion, we may state that the Fast Fourier Transform tech-
nique has provided a computationally economic method of obtaining 
Fourier coefficients. As a consequence, the current approach for finding 
• 
P.S.D. and auto-correlation estimates is ·to use the direct method of 
the FFT. There are many modifications to this approach when actually 
implementing the algorithm, however these facets of the operation are 
best learned by actual· experience. It is important · to ·recognize in · 
these discussions the role of computational filters, and it is hoped 




6. RANDOM RESPONSE OF A LINEAR SYSTEM: 
The question now posed is that when a system is acted upon by a 
stationary random input, what will be the output response ·of the linear 
syatena The key to answering this question is to relate the power 
spectrum of th~ output to the power spectrum of the input. In this 
way, one can estimate the mean square of the output response, providing 
that the mean square of the input is known. Also, as will be shown in 
Section 7, if a Gaussian type distribution were used for describing the 
output (an assumption not rigorously founded but frequently practical) 
then one could estimate the probability of exceeding a specified value 
and also the frequency of exceeding this value. 
Describe the input by: (X) 




Ri ('I") = J ~( W) COS W'T" dw = t ~1-.!e_( w) e iwT dw 
0 ~ 
since ~(w) = ~(-w) 
·Describe the output by: 2 (X) 
R
0
(0) = < y > = J g(w) dw 
and 0 
CX) 
R0 (T) =~~w) eiwT dw 
Now, as in Section 2.2, let us consider h(t) to be the response 
of the linear system to a unit impulse applied at t = o. By equation 
(2.o6b), which is a manifestation of the Duhamel superposition integral, 
we obtain that: 
CX) 
y(t) = J x(t-u) h(u) du (2.o6b) 
0 
By expressing the definition for the output auto- correlation 
function, we see that: 
CX)CX) 
R (T) = < y(t)y(t+T)> = J J<X(t-u)x(t+T-u)>h(u)h(u) dudu 0 . 
0 0 
but <X(t-u)x(t+T~u)> = R.(T+u-a) by the assumption of stationarity. 
l. 
Knowing the Fourier transform for Ri(T) as previously stated, we obtain: 
j g(w)eiwTdw = j ~(w)eiwT{ j j h(u)h(u)eiw(u-u)dudu} dw 
-CXl -00 0 0 
Also we recognize the system admittance in the above expression 
from equation (2 .08a) of Section 2.2, since the Fourier transform of 











F(iw) = J h(u) e du (2.08a) 
0 
We may now identifY the terms appearing in the previous relation 
to obtain that: 
CX) i CX) i J g(w)e WTdw = J ~(w) F(iw)F(-iw) e WT dw (6.0la) 
-CX> · .-(X) 
. . 
So finally, we can relate the output P.S.D. to the input P.S.D. by 
comparing like terms in eqn. (6.0la). 
g(w) = ~(w) jF(iw) 12 (6.0lb) 
where * 
F(- iw) = F ( iw) = the complex conjugate of F( iw) 
The following development is due to Liepman, Ref. 11, and provides 
us with an insight as to the filtering action of a lightly damped, 
linear system to a wide-band type random input. 
Example 6.1: Cortsider the lightly damped, spring mass system as 
might be obtained from Example 2.3. The governing differential 
equation is: 
roy + cy + ky = x(. t) 
From the previous developments , we can write the system admittance 
or system impedance by: · · 
F(iw) = 1/Z( iw) (2.llb) 
and 
F(iw) = system admittance 
. Z( iw) = " impedance 
From the previous results, we have that: 
Z(iw) = k[[l - (~)2 ] + 2is (~)J 
Hence wn wn 
lz(iw)j 2 = k2[[1- (~)2 ]2 + 4~2(!£...)2 ) (6.02) 
. wn wn 
but from eqn. (6.01), we have that the P.S.D. of the output response is: 
2 . -2 
g(w) = cp(w)/F(iw)/ = cp(w) /Z(iw)/ 
Hence: 
2 1 CX)J ~(w) dw <y>-- -




Equation (6.03) tells us that the output may be obtained by con-
sidering the system 1 s behavior as filtering the input through the "eyes" 
of the system 1 s transfer function • 





System is lightly damped, i.e., g << 1 
The input ~(w) is a slowly varying fUnction with respect to 
w near to w = Wn• This is the wide-band random input 
assumption. 
We can expect the major contribution to the response to occur 
when w is in the neighborhood of wn, hence let us expand equation (6.03) 




But since the major contribution from the above quadrature will 
near to e = 0, we can linearize the denominator to an approx-
form as: 2 
. 2 w Q) 




2 2 [e + ( ~w ) ] 
n 
The above integral is now recognizable as being related to an arctan-
gent fUnction, whi ch2provides us with: 
w e::oo 
< y2> :.. ~ ~(wn)[ ( s! ) tan-1( ~~ ) ] I 




Equation (6.04) shows us that for a lightly damped harmonic oscil-
lator system, the mean square of the output is predominantly depen-
dent upon the energy of the input at (and near to) the resonant 
frequency w • This is sometimes described as "Band-Pass 11 filter · 



















wn = k/m 







P.S.D. ==~;>> g(w) 
t 
-.--~ I· __ Band Width 




Fig. 6.1: Response Traits of Lightly Damped System 
to Random I nput 
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7. PREDICTION OF EXCEEDING A SPECIFIED VALUE: 
We realfze that there is a difference between a Gaussian and a 
· R~leigh probability distribution which can be distinguished by noting 
in the actual record or function the number of zero crossings for each 
peak value occurrence. It is possible, using methods already at hand, 
to make an estimate of the zero crossings per unit time. Additionally, 
it might be advantageous to know the frequency of occurrence of a 
certain value, eg., a stress level in a randomly loaded structure for 
fatigue life considerations. The analysis, which will be subsequently 
developed, follows the above thoughts and is due originally to S.O. Rice, 
Ref. 12. 
As a definition, we shall state that: 
N (s) = number of times per unit time that a random function y(t) 
0 
crosses the value y = S• 
We will in our development, use the principles of probability developed· 
in Sections 3.3 and 3.4. Let us introduce 
p2(y,y)dyey 
as the joint probability that the variable y will concurrently satisfY 
the occurrence relationship that: 
A Y<Y<Y+dy and 
where the dot(.) superscript notation represents a time derivative, 
d/dt. Then it should be noted that the time required to cross the 
interval dy is 
dt = dy/ I:YI 
with the use of an absolute sign on y to account for both(+) and ( -) 
values of velocity. It is now easy to see that the expected probable 
number of crossings gf .the variable at y andy per unit time is: 
p ( . ) • 
N (y;y) = 2 y,y dy dy = I:YI p2(y,y) dY 
o dy/ I:YI 
And by the rules of probability analysis, the total number of crossings 
for all values of y at y = s is: 
CD 
N0 (s) = J I:YI P2(g,y) dY 
-ex:> 
We recall from discussions in Section 3.4 that the derivative of 
the auto-correlation function with respect to time lag at T = 0 was: 
R'(O) = 0 
Hence P2(s,y) = pl(s) p(y) 
by the simple law of probability analysis that two unrelated functions 
have a joint probability of occurrence corresponding to the product of 
their respective first probabilities. By this argument, we see that: 
CD 







On the assumption that the probability distribution function for~is 
a. symmetric, and 
b. Gaussian (see eqn. 3.09a), 
we obtain that: 
ex> 1("/')2 N (s) = 2 p (s) l y [ 1 e-2 y cr J dY 
o 1 .o J2IT cr 
" = 2 & p,(s) 
F2IT (7.02) 
A new term appears above; namely cr • In order to develop an 




R(T) = J ~(w) cos WT dw 
0 
co 
R'(T) =- J w~(w) sin wT dw 
0 
co 2 
R''(T) =- J W ~(w) COS WT dw 
which finally yields that: 
co 2 




But we may recollect from Section 3.4, when discussing the properties 
of the auto-correlation function, that: 
R"(o) = - < (y)2> 
Therefore we may conclude that: 
2 co 2 (cr) = J w ~(w) dw 
0 
in the same manner that: 
2 co 
(cr) = J ~(w) dw 
0 
(7.04) 
If we assume that p1 (s) in equation (7.02) is also Gaussian dis-
tributed, we may finally solve. for the probability of crossing a 
value s by: · 
(7.05) 
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Finally, the number of zero crossings per unit time may be 
obtained from equation (7.05) by setting g = 0. Hence: 
00 2 J UJ cp( UJ ) dUJ 
N (0) = ~ [ 0 }~ (7.o6) 
0 TT oo J cp(w) dUJ 
0 
Example 7.1: Using the information learned in Sect ion 6 relative 
to the behavior of a lightly damped linear system when exposed to a 
wide-band random input, it is interesting to consider the number of 
zero crossings per unit time for such a system. 
On the assumptions used to obtain equations (6.04), we may 
estimate the behavior of the output P.S.D. as pertains to the evaluation 
. of equation (7.06). We recall that: 
g(w) = system output P.S.D 
cp( w) .· = 11 input 11 (wide-band ·random) 
Then the output information may be approximated by: 
00 
J g( w) dUJ ::.. 2~c cp( wn) 
0 
00 2 2 J w g(w)dUJ""" 2kTT UJ cp(w ) c n n 
0 
Which provides us with an estimate of the output zero crossing rate. 
UJ 
N(0)"""~=2f 
o TT n 
The above equation tells us that the frequency of zero crossings is 
twice per cycle and it is readily recognized that this result is in 
accord with the physical picture of the output (Fig. 6.1) as a random 









8. SPATIALLY VARYING RANDOM FUNCTIONS: 
All of the developments to this point have been with regard to 
identifYing the traits of a single random signal under the assumptions 
of its being a stationary, stochastic process. However, the discussion 
would not be complete without discussing the meaning of comparing two 
random signals xl(t) and x2(t) since they may both have identical 
self-behavior but be weakly related to each other through an effect of 
spatial location or a random natured transfer function. Such treat-
ments have relevance to studies of turbulent flows as an example. 
8.1 CROSS-CORRELATIONS AND CROSS-SPECTRAL DENSITIES: 
In describing the statistical treatment of two random signals, we 
shall draw heavily upon the material presented in Sections 3.4 and -4.3 
relating to auto-correlations and power spectra. Let us define the 
cross-correlation of two signals, x1(t) and x2(t) by the following 
relation: 
1 T 
R12(T) = < x1(t)x2(t+T) >=Lim 2T J x1(t)x2(t+T)dt (8.01) T-t= -T 
We are assured of the existence of the above time lagged function by 
the assumed stationary property of the random variables. Next, let 
us form R12(-T) by the relation: 
R12(-T) = < x1(t)x2(t-T) > = < x1(t+T)x2(t) > 
which operation is valid since the origin of the time scale does not 
influence the correlation for a stationary set of functions. Hence: 
1 T 
R12(-T) = Lim 2T J x1(t+T)x2(t) dt (8.02) T->co -T 
It is clear by comparing equations (8.01) and (8.02) that: 
Rl2(T) :1 Rl2(-T) 
since x1(t) does not equal ~(t) in general. It should be noted that 
the auto-correlation is a degenerate case of the cross-correlation 
because then correlation with oneself implies that xl(t) = x2(t). We 
recollect from Section 3.4 a symmetry property of the auto-corr~lation 
function, namely: 
R11(T) = R11(-T) and ~2(T) = ~2(-T) . 
However, it is a well known fact that any function can always be des-
cribed by forming the sum of two appropriate functions, one being 
symmetric, and the other anti-symmetric. Therefore, with this thought 
in mind, let us form: 
where 
and 
Rl2(T) = Sl2(T) + Al2(T) 
S12(T) = t[R12(T) + R12(-T)) 
11 
= s12( -T) • • • symmetric lag function . 
A12(T) = t[R12(T) - R12(-T)) 
11 
= -~2(-T) ••• anti-symmetric lag function 
. (8.03) 
Figure 7.1 serves to illustrate the above decomposition concept 
for a general natured wide-band random class of fUnction where the peak 
value of cross-correlation occurs at a time lag of Tp· The form of 
the R12(T) vs. T curve in Fig. 7.1 is typical of abservations 
where the two signals represent two distinct physical locations in 
turbulent flow. In that case, the peak value Tp contains informati on 
relati ve to the propagation rate of a random natured turbulent wave. 
The next phase of our development is to apply Fourier integral 
transforms to obtain information in the frequency domain. Here again, 
we use relationships similar to thos~ employed in· Section 4.3 to define: 
\P(w.) + i'l.'(w) = complex natured cross-spectral density fUnction 
II + II 
100 
=IT J Rl2( T) -iU>T e dT 
-oo 
II + II 
1 00 
+ A12(T)][cos U>T- ~ sin U>T] dT = ;:r Jrs12( T) 
-oo 
2 00 Q) 
= -[J S ( T) COS U>TdT + iJ A12(T) sin U>TdT } TT 12 
0 0 
II + II 
By comparing the real and imagi nary portions of the above expression, 





= co-spectral density (measure of in-phase energy) 
200 
=- J s12(T) cos U>TdT (8.03a) TT 0 
~ quad-spectral density (measure of out-of-phase energy) 
2 00 
= n J A12(T) sin U>TdT (8.03~) 
0 
And of course, we can reobtain the correlation fUnction by per-
forming the appropriate reverse Fourier transformations to yield: 
and 
00 
s12(T) = J ~(w) cos U>Tdw 
0 
00 


















Time Lag, ,.. 
(a.) Typical Cross-Correlation Function 
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Fig. 7.1: Cross-Correlation Function Properties 
From the above developments, it should be clear that· the auto-cor-
relation and power spectral densities have ~etry and real values are 
due solely to the vanishing of the Fourier sine integral transforms 
above when x1(t) = x2(t). 
The presentation of the spectral information can take one of two 
forms. 
(a.) P~ot of !li(w) vs. UJ 
II II 'i'(UJ) vs. UJ 
or 2 2 .!. 
of the magnitude,[~ + 'i' ]2 vs. w (b.) Plot 
11 
" phase cx(w) = tan-l y(w) vs w j"{(jj) • " 
The use of either format depends upon the type of information being 
sought. 
Numerical estimations of the above correlations and spectral dis-
tributions m~ be made by reapplying the procedures outlined in 
Sections 5.2 and 5.3 to the above definitions. Much literature is 
available to describe the algorithms. 
8.2 INFLUENCE OF SPATIAL CORRELATION UPON LOAD RESOLUTION: 
The material of this section is a slight modification of a paper 
prepared by the author, Ref. 13 , and is presented here in order to 
show an application of the cross-correlation concepts developed in 
Section 8.1 • The problem describes some considerations ~nvolved in 
interpreting random results generated by a finite sized measurement 
transducer. Frequently one prescribes (by assumption) point-like 
properties to the measurements where in reality the transducer spans 
a given space. As an example, a hot-wire anemometer m~ typically 
have a wire length on the order of 0.10 inch, and it would be highly 
probable that questions would be raised about data produced by such 
a device if the scale of turbulence were of the same order of magnitude 






The unsteady loads measured on bluff bodies show a marked increase 
in magnitude when the body has motion at a proper non-dimensional 
frequency. In addition, the spatial correlation · of key flow features 
also exhibit this trait and have been described by many investigators 
by the statement that the vortex shedding mechanism becomes "locked-in". 
The study made here shows the influence of a typical improvement 
in spatial correlation of arandom natured physical variable upon the 
mean square vale of the total or sum of the variable over a finite 
sized domain. As a consequence, it is possible that experimental 
results using load cells could be misleading unless proper account 














reference length on bluff body 
load per unit length at station x and time t 
total load over domain (a,b) at time t 
time 
(r - s)/D = dimensionless spacing variable 
r(D = dimensionless distance 
time lag 
circular frequency 
correlation length scale, fraction of D 
co-spectral density relating station s to station r 
at frequency w 
quad-spectral density relating station s to station r 
at frequency w 
spatial variable in t(r,s,w) for two-dimensional flow case 
" " " " 
frequency " " " 
flow cases respectively 
" 
" 
three- " " " 
two- and three-dimensional 
Introduction: 
The character of the flow perpendicular to the symmetry axis of 
a long slender circular cylinder has been of interest to investigators 
for over a hundred years. Although the body may appear geometrically 
to be two dimensional, the flow can be considered in this manner only 
from the standpoint of mean or average properties. Time histories of 
flow properties exhibit three-dimensional features such as typically 
described by Roshko, Ref. 14 , using hot wires in the wake and Schmidt, 
Ref. 15 , with sectional load transducers. In all of these measurements, 
the spatial variation o~ the particular ~low property was characterized 
by the cross-correlation coef~cient at zero time lag which related the 
output o~ a ~ixed to that o~ a relocatable transducer. 
Recent experiments on circular cylinders with harmonic motion in 
the lateral direction have disclosed that the ~low near to the cylinder 
will become spatially organized when the reduced or non-dimensional 
~requency o~ the motion approaches or is near to the characteristic 
Strouhal number o~ the ~low. Strouhal, Re~. 15 , in 1878 described 
this ~eature as a tonal rein~orcement when the resonant ~equency ~or 
a taut wire coincided with the characteristic acoustic tone generated 
by the wire in the moving stream. Typically today, pressure measure-
ments by Ferguson and Parkinson, Re~. 17 , and hot-wire measurements by 
Toebes, Re~. 18 , in the wake near to the oscillating cylinder have 
ampli~ied upon the early observation of Strouhal by establishing that 
the vortex shedding mechanism becomes "locked-in"- by motion with an 
attendant increase in correlation length o~ the unsteady ~low features. 
Jones, Cincotta, and Walker, Ref. 19 , reported on the unsteady lateral 
· force showing an apparent increase in RMS value when the circular cyl-
inder used in their experiment was harmonically oscillated at relatively 
small amplitudes near to the characteristic Strouhal number applicable 
to the Reynolds number o~ their investigation. Mortenson and Schmidt, 
Ref. 20 , also reported on an apparent increase in "average" lift ~orce 
over a non-circular blu~~ body with the amount o~ motion required to 
bring about the ~eature being on the order o~ a few percent of cylinder 
width. 
It is the objective o~ the analysis described herein to estimate 
the significance of an improvement in spatial correlation o~ unsteady 
sectional loads upon the apparent or "average" load over a ~ni te region 
as might be indicated by the output of a load cell. 
Discussion: 
In considering the e~fect o~ spatial correlation in the axial di-
rection upon the total load measured as a time history over a ~nite 
sized region, we shall assume that the local properties as described 
by the section loading will remain constant ~om a statistical sense. 
Figure 8.2 serves to illustrate the geometry of a two-dimensional body 
immersed in a moVing fluid wi t:h the ~eature of having time varying loads 
that are three-dimensional in character. Although the loads considered 
are visualized as being in the lateral (or lift) direction, the arguments 
presented here are equally applicable to other physical quantities such 
as drag loads. 
At any instant in region (a, b) , the total load mS\Y" be described in 
terms of the section or distributed load as: 
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The mean square time average of total loading is: 
2 l T b b 
< L > = Lim2T J J J i(r,t)i(s,t) dr ds dt 
T-- -T a a 
By interchanging the order of integration, the mean square of total 
loading may be expressed in terms of the cross-correlation at zero 
time lag (,. = 0) • 
2 b b 
< L > = f f < ii > dr ds ( 8. 05) r, s 
a a T=O 
The cross-correlation function for a stationary process can be stated 
in terms of the co- and quad-spectral density functions as: 
00 




where the co- and quad-spectral density functions are recognized as 
being symmetric and anti-symmetric natured respectively with respect to 
frequency. For time lag, ,., equal to zero, equation (8.o6) simplifies 
by virtue of the symmetry properties to the following: 
< ii > r,s 
'1"=0 
00 
= 2 f ~(r,s,w) dw 
0 
(8.07) 
Since the zero time lag cross-correlation function, as defined in 
equation (8.07) has a dominant role in establishing the mean square of 
total loading, equation (8.05), it is possible to make estimates of its 
influence by assigning or assuming properties of the co-spectral density 
relative to the character of the spatial loading. As Will be shown, a 
separation of variable technique aids in the analysis, however just-
ification or the method is based upon convenience and physical intuition 
rather than rigor. 
As a starting point, a perfect spatial correlation, which cor-
responds to a two-dimensional flow assumption, would imply that the 
sectional and total loadings were related in a simple geometrical man-
ner. On the further assumption of isolating the frequency terms from 
the spatial terms, which is somewhat similar in approach to the analysis 
of Thomson and Barton, Ref. 21 , one could approximate the co-spectral 
density function as: · 
~(r,s,w ) = t w2(r)w2(s)~2(w) (8.08a) 
and consequently: 00 





When equation (8.o8b) is substituted into the expression for mean 
square of total loading, equation (8.05), one obtains that: 
2 b 2 ~ 
< L ~ = CJ $2(r) dr] J ~2(w) dw (8.o8c) 
a o 
Similarly, the three-dimensional case would be approximated as: 
~(r,s,w) = ~ $3(r,s)~3(w) (8.Q9a) 
< ££ >r,s = $3(r,s) J ~3(w) dw 
'!"=0 0 
(8.Q9b) 
2 b b ~ 
< L >3 = J J $3(r,s) dr ds J ~3(w) dw a a o (8.Q9c) 
If station s coincided with station r, the three-dimensional case 
would be equivalent to the two-dimensional situation from the stand-
point of section loadings, hence it follows that: 
~ ~ w~(r) J ~2(w) dw = v3(r,r) J ~3(w) dw 
0 0 
(8.10) 
The assumption of separating the spatial and frequency variables in 
the co-spectral density function implies that the · spectral variation 
would be invariant with spacing or location. As is frequently done, 
the integral relation of the spectral variation can be normalized to 
have unit value, hence: 
~ ~ 
= J ~3(w) d 0 = 1 (8.lla) J ~2(w) d 0 
and therefore: 
2 
< ££ > = v2(r) = v3(r,r) r,r (8.llb) 
'1"=0 
The spacing variable v ( r, s) can be reexpressed in terms of ref-
erence location, r, and rela~ive spacing, (r-s). It is convenient to 
normalize these variables with respect to reference length (typically 
a diameter or frontal height) and redefine the spacing variable in 
terms of y and ~ respectively. In addition, one may establish a 
scale of spatial correlation, X , which is defined by the relation 
that:~ 
J w3(y,~) d~ = x < u > (8.12) r,r 
0 '1"=0 
Requirements placed upon the spacing variable in addition to those 
that assure the existence of equation ( 8.12) are that: 
(a.) Symmetry ; v3(y,+~) = $3(y,-~) (b.) At y = r/D, ~ = ~ ; W3(y,~) = 0 











Two forms of the W3 function will be considered that satisf,y the 
above requirements, the first being a quadratic expression, while the 
second will be a normal distribution type of exponential function. 




fl(~) = x2/[trr2~2 + x2J 




The expressions above, which are compared on Fig. 8.3, may be used 
to evaluate the net lift over a domain and allow comparison between 
three- and two-dimensional situations. Combining equations (8.08c) 
and (8.09c) yields that: 
bb co 
s s v3(r,s) dr ds J ~3(w) dw 
a a o (8.14) 
which simplifies to the form that: 
2 
< -L >3 b}D fy-a/D) 
. 2 = J, f( ~ ) dy d~ 
< L >2 a/D y-b/D) 
(8.15) 
After -substitution of the functionals f1(~) and f2(~) into eqn. (8.15), 
solutions for the two cases may be obtained after a little bit of . 
algebraic reduction to yield that: 
1 2 
- 2 ln(l + 01 ) 
where 
Case 2: Using f2(~) 2 
01 
<L >3 n fX n 2 
2 = c;rerf[-] - 2 [1- exp(-fX /n)] 
< L >2 ..(TT a 
where the error function is defined as: 
2 X 2 




It may easily be shown that in the limit as the term a tends to 
zero, eqns. (8.16) and (8.17) both tend to a value of unity. Physically 
speaking, this corresponds to having a strip-like load cell whose 
width is much less than the correlation length scale with the result 
that the load cell would be able to sense or resolve the true sectional 
loading. 
Equations (8.16) and (8.17) are shown on Figs. 8.4 and 8.5 respec-
tively as a function of correlation length scale for various sized sensing 
domains, and the meaning of the results are comparable. For example, 
if the spatial function were defined by f1(~), the load cell extended 
for a 2.0 diameter axial distance, and the spatial correlation length 
were one diameter ( a value in accord with the results of Schmidt, 
Ref. 14 ), then the load cell would have a mean square output of approx-
imately 56 percent of the true sectional loading value. Furthermore, 
if the flow field became spatially correlated due to an external unifYing 
influence such as motion so that the correlation length increased to 
(say) forir cylinder diameters, then the load cell output would be in-
creased by approximately 63 percent relative to the original reading. 
Concluding Remarks: 
The key thought in the preceding material is that the spatial 
resolution of a finite sized sensing element is dependent upon its 
actual size relative to a cross-correlation length scale. Although 
the idea is physically intuitive, the sample situations considered pro-
vide one with a quantitative measure. In addition, r ecent improvements 
in data retrieval and analysis methods makes feasible the consideration 
of greater statistical detail, which in turn requires that more atten-
tion be paid to the spatial resolution of the sensing elements. 
During the past ten years, much research has been conducted rel-
ative to the unsteady loads about bluff bodies, and as a consequence, 
a much clearer understanding has come about relative to three-dimen-
sional flow traits, and more recently, how motion can act to unifY 
flow features which otherwise would be disorderly. The details of how 
motion acts to increase section loadings and improve spatial correl-
ations still remains to be defined, and in particular, the fact that 
this will only occur very near to a particular non-dimensional fre-
quency which depends upon geometrical shape is not clear. Finally with 
the ' advent of this next stage of understanding, it will then be 
necessary to have workable methods for predicting structural response 
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