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Abstract
WC-Co cemented carbides combine superb hardness with high toughness making them
ideal for usage in high-speed machining of steels and in wear resistance tools. These
excellent mechanical properties are to a large extent dependent on the microstructure
and thus the interfacial properties of the material. Hence, being able to predict and
understand interfacial properties in this material can allow for, e.g., optimizing the
manufacturing process in order to improve mechanical properties further.
Electronic structure calculations allow for accurately predicting interface energies for a
given structure and composition. However, finding the ground-state interfacial struc-
ture and composition is challenging as the search space is very large when considering
all degrees of freedom. Furthermore, direct sampling of interfacial properties at finite
temperature using density functional theory (DFT) is usually computationally impracti-
cal as hundreds, thousands or even millions of calculations may be required. Therefore,
employing atomic-scale models based on DFT calculations is advantageous and allows
for investigation of the interface structure, composition and free energy at finite tem-
peratures. In this thesis computational methods for calculating temperature-dependent
interfacial free energies are developed and applied to the WC-Co system.
The emphasis is on understanding under which conditions cubic interfacial structures
(complexions) can form on the WC basal plane in contact with Co. Configurational
degrees of freedom are treated with cluster expansions and Monte Carlo simulations.
Vibrational properties are mainly treated in the harmonic approximation using a re-
gression approach to extract the harmonic force constants, which significantly reduces
the number of DFT calculations. Interfacial phase diagrams are obtained for both the
undoped WC-Co system and the Ti-doped system. Detailed information pertaining to
structure and composition of the interfacial phases are obtained and show good agree-
ment with experimental observations.
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1.1 Computational materials science
In computational materials science, models and simulations are employed in order to
predict and understand properties ofmaterials. This includes for example designing and
discovering new materials with improved properties, providing explanations to exper-
imental observations, and gaining fundamental understanding of the materials behav-
ior. This is done at length scales ranging from nanometers to meters, and timescales
between femtoseconds and hours.
The speed of computers has roughly doubled every two years for the last 50 or so
years, which has been a huge driving force behind the development and success of
computational materials science, complemented by improvements in algorithms and
computational techniques. Additionally, the development of flexible and reliable soft-
ware packages has been an important aspect in computational materials science.
1.2 First-principles techniques
At the smallest length- (nm) and time-scales (fs) quantum mechanical theories can be
employed, which provide an accurate description based on the electronic structure of
materials. Arguably the most popular computational method for solving the many-
body quantum mechanical problem for electrons in condensed matter or chemistry is
density functional theory (DFT) [3, 4]. DFT is a first-principles method, i.e. in prin-
ciple no extra parameters apart from the atomic positions and numbers are needed to
carry out calculations of electronic properties, such as the total energy of a system.
In practice, one must resort, however, to an approximate description of the exchange-
correlation contribution to the total energy.
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DFT has been used throughout the years with great success and benefited greatly
from the quick advances in both computational power and algorithms [5]. However,
solving the quantum mechanical problem for electrons quickly becomes computation-
ally expensive for large time-scales and when the number of atoms increases up to
several hundreds due to poor scaling with number of electrons.
1.3 Finite temperatures
It is often desirable to be able to model and predict the properties of materials at finite
temperatures. This usually requires evaluating thermodynamic averages over many
degrees of freedom (DOFs), such as configurational DOFs (composition and order in
the material) and vibrational DOFs (vibrational motion of atoms). This makes finite
temperature properties difficult and often impossible to evaluate with DFT, as it may
require many hundreds, thousands or millions of calculations. The computational cost
of DFT calculations is thus often the limiting factor when trying to model and predict
various properties at finite temperatures.
To overcome this problem, models for atomic interactions can be used, where elec-
tronic DOFs are simplified or neglected. Examples of atomic-scale models are inter-
atomic potentials, cluster expansions (CEs), and force constant expansions. These mod-
els are trained from DFT and can thus effectively incorporate the effects from the elec-
tronic DOFs. They are often many orders of magnitude faster for evaluating the total
energy of an atomic configuration compared to DFTwhile still retaining good accuracy.
These models thus allow studying finite temperatures properties and can be used to ac-
cess length and time scales up to 𝜇m and 𝜇s via methods such as molecular dynamics
(MD) and Monte Carlo (MC) simulations.
There are of course limitations of atomic-scale models and it is crucial to understand
under which conditions these models are accurate and under which they fail. The con-
struction of these models is often non-trivial and can be a challenging task, especially
with regard to the training process and understanding the transferability of the models.
Additionally, when it comes to model construction, obtaining accurate models while
reducing both human and computational time effort are important goals. Development
of user friendly software packages to make atomic-scale model construction easier is
therefore an integral part of the present thesis. In particular, the author contributed to
the development of hiphive for force constant potentials, presented in Papers I and II,
and CEs presented in Paper III. In more recent years, machine learning approaches have
become more popular in atomic-scale modeling and computational materials science in




Cemented carbides, or hard metals, is a class of materials which consists of fine parti-
cles of a carbide, often WC, cemented into a composite with a binder metal, often Co
[8, 9, 10]. They combine excellent hardness with high toughness and wear resistance,
making them ideal materials for cutting and wear resistant tools [11, 12]. The unique
mechanical properties of cemented carbides derive from their microstructure [13]. The
microstructure is largely dependent on interfacial properties when sintering the ma-
terial at up to 1700 K. Understanding the interfacial properties of cemented carbides is
therefore of importance in order to be able to design a desirable material.
The main WC phase is the hexagonal phase, referred to as 𝛿-WC. At high tempera-
tures, 3000 K, a cubic phase becomes stable referred to as 𝛾-WC. In Paper V we studied
the free energies of these two WC phases as a function of temperature and carbon
content. The obtained phase transition is within 10% of the experimentally observed
transition temperature which validates our atomic-scale approach. Furthermore, hav-
ing a detailed understanding the free energy contributions of these two phases prove
useful when it comes to modeling the free energies of more difficult systems such as
interfaces in WC–Co.
Interface energies inWC–Co have been extensively studied at 0 K using DFT calcula-
tions [14, 15, 16, 17, 18, 19]. In Paper IV, the temperature dependence of the energetics
of a few typical interfaces (surfaces, grain boundaries and phase boundaries) inWC–Co
cemented carbide was studied using an analytical bond order potential (ABOP). This is
done as a function of temperature up to and beyond the melting point of Co.
In Paper VI, the formation of thin cubic WC films at the phase boundary between
hexagonal WC phase and Co phase was studied. We constructed an interfacial phase
diagram showing under which conditions the cubic films are stable, enabling a discus-
sion of how these films may influence the grain growth in cemented carbides. In Paper
VII, we carried out a similar study of the formation of Ti-rich cubic films at WC–Co
phase boundaries. The calculated interfacial phase diagram is coupled to thermody-
namic databases in order to make the results more relevant for experimental compar-
isons. We also find that Ti atoms only segregate to the inner metallic layer of the
thin cubic film leaving an almost pure W layer towards Co, an arrangement that has
been observed in recent experimental high resolution transmission electronmicroscopy
(HRTEM) studies.
1.5 Aim and outline of thesis
The present thesis focuses on constructing atomic-scale models and using them to sam-
ple finite temperature properties and free energies for interface systems in cemented
carbides. This has been carried out using various types of atomic-scale models, the con-
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struction of which was enabled by the development of the software packages hiphive
and icet.
Chapter 2 provides an overview of the statistical physics concepts used in the present
thesis is given, with a focus on how thermodynamics can be simplified when con-
sidering solids. Alloy CEs and their construction using DFT data are introduced in
Chapter 3. Additionally, free energy sampling using MC simulations is discussed and
demonstrated by examples. Chapter 4 introduces force constant models and describes
their application for extracting thermodynamic properties and free energies. Chapter 5
presents a brief overview of interatomic potentials and how they can be used for car-
rying out MD simulations. Chapter 6 provides an introduction to cemented carbides.
The papers included in this thesis are briefly summarized in Chapter 7 and the thesis is





In this chapter a brief overview of classical thermodynamics and statistical physics will
be given based on literature [20, 21, 22].
2.1 Ensembles
Statistical physics provides a way for relating the microscopic properties of particles
to the macroscopic thermodynamic properties of materials and large systems. An en-
semble is a collection of identical systems with the same macroscopic properties, but
can occupy different microscopic states. The ensemble of systems provides a probabil-
ity distribution for the system to occupy any given microscopic state, and allows us to
compute averages over the ensemble.
We start by defining the the positions of 𝑁 classical particles as 𝒓 = (𝒓1, 𝒓2, … 𝒓𝑁),
and analogously the momenta 𝒑 = (𝒑1, 𝒑2, … 𝒑𝑁). A set of positions and velocities,
(𝒓, 𝒑), defines a microstate. We let ℋ denote the Hamiltonian, i.e. the energy of a
system is given by 𝐸 = ℋ (𝒓, 𝒑). For the sake of simplicity, here, we will only consider
identical particles. The generalization to a multicomponent system is straight forward,
as 𝑁 and 𝜇 would be replaced with, e.g., 𝑁𝐴, 𝑁𝐵 and 𝜇𝐴, 𝜇𝐵 , respectively.
2.1.1 Microcanonical ensemble
First we consider the microcanonical ensemble, corresponding to an isolated system
with fixed number of particles, 𝑁 , volume 𝑉 , and energy 𝐸. We assume that all mi-
crostates are equally probable in this ensemble. This means the probability for a partic-
5
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ular microstate is 1/Ω(𝑁, 𝑉 , 𝐸), where Ω(𝑁, 𝑉 , 𝐸) is the total number of states for the
given macroscopic parameters 𝑁 , 𝑉 , 𝐸. The number of states, Ω(𝑁, 𝑉 , 𝐸), is given by
Ω(𝑁, 𝑉 , 𝐸) = 𝐸0𝑁! ∬
d𝒓d𝒑
ℎ3𝑁
𝛿(ℋ (𝒓, 𝒑) − 𝐸), (2.1)
where the integrals extend over all possible positions, 𝒓, andmomenta, 𝒑, in the volume,
𝑉 , and the delta function filters out the states with an energy not equal to 𝐸. The
occurrence of Planck’s constant, ℎ, in the prefactor reflects the fact that the phase space
volume of a single microstate is ℎ3𝑁 such that the division with ℎ3𝑁 yields the number
of microstates. Here, 𝐸0 defines the accuracy for which the energy of a microstate can
be determined, and renders Ω(𝑁, 𝑉 , 𝐸) dimensionless. The 1/𝑁! term compensates
for the overcounting of identical microstates due to permutations of particle indices.
The number of states is connected to thermodynamics via Boltzmann’s entropy for-
mula
𝑆(𝑁, 𝑉 , 𝐸) = 𝑘B lnΩ(𝑁, 𝑉 , 𝐸), (2.2)
where 𝑆(𝑁, 𝑉 , 𝐸) is the entropy of the system and 𝑘B is Boltzmann’s constant. The
microcanonical ensemble serves as a starting point for the derivation of other ensem-
bles.
2.1.2 Canonical ensemble
In the canonical ensemble, the system is assumed to be in thermal equilibrium with a
reservoir, such that the system and the reservoir can freely exchange heat. The number
of particles, 𝑁 , volume, 𝑉 and temperature, 𝑇 , of the system are kept constant. The
energy of the system𝐸 may, however, fluctuate due to heat exchangewith the reservoir.
The probability of observing a microstate with energy 𝐸 is 𝑃 ∝ e−𝛽𝐸 /𝑍 , where 𝛽 =
1/𝑘B𝑇 and 𝑍 is the canonical partition function
𝑍(𝑁, 𝑉 , 𝑇 ) = 1𝐸0 ∫
∞
0




From the partition function thermodynamics averages, ⟨…⟩, of some property 𝐴(𝒓, 𝒑)
can be evaluated as
⟨𝐴⟩ =
∬ d𝒓d𝒑 𝐴(𝒓, 𝒑)e−𝛽ℋ (𝒓,𝒑)
∬ d𝒓d𝒑 e−𝛽ℋ (𝒓,𝒑)
. (2.4)
The fluctuations (variance) of the energy, (Δ𝐸)2 = ⟨𝐸2⟩ − ⟨𝐸⟩2, can be evaluated via







where 𝐶𝑉 is the heat capacity of the system. Because 𝐶𝑉 and 𝐸 scale linearly with
𝑁 , the fluctuations of the energy, Δ𝐸, per particle will tend to zero, Δ𝐸/𝑁 → 0, as
𝑁 → ∞ [22].
The partition function is related to the thermodynamic potential, the Helmholtz free
energy 𝐹 = 𝐸 − 𝑇 𝑆 , as
𝐹 (𝑁, 𝑉 , 𝑇 ) = − 1𝛽 ln𝑍(𝑁, 𝑉 , 𝑇 ). (2.6)
In a quantum mechanical treatment, the Hamiltonian is replaced with an operator




e−𝛽ℋ (𝒓,𝒑) → ∑
𝑖
e−𝛽𝐸𝑖 , (2.7)
where the summation runs over all eigenstates of ̂ℋ . Once the quantum mechanical
partition function is known, the thermodynamics can be described analogously to the
classical case [22].
2.1.3 Isothermal–isobaric ensemble
In the isothermal–isobaric ensemble the number of particles, 𝑁 , pressure, 𝑃 , and tem-
perature, 𝑇 , are kept fixed. In this ensemble the system can exchange both heat and
volume with a reservoir. The corresponding partition function is given by
𝒵(𝑁, 𝑃 , 𝑇 ) = 1𝑉0 ∫
∞
0
𝑑𝑉 e−𝛽𝑃 𝑉 𝑍(𝑁, 𝑉 , 𝑇 ) = 1𝑉0 ∫
∞
0
𝑑𝑉 e−𝛽[𝐹 (𝑁,𝑉 ,𝑇 )+𝑃 𝑉 ], (2.8)
where 𝑉0 is a normalization constant. The partition function is related to Gibbs free
energy via
𝐺(𝑁, 𝑃 , 𝑇 ) = − 1𝛽 ln𝒵(𝑁, 𝑃 , 𝑇 ), (2.9)
where 𝐺 = 𝐹 + 𝑃 𝑉 = 𝐸 − 𝑇 𝑆 + 𝑃 𝑉 .
The fluctuations of the volume, (Δ𝑉 )2 = ⟨𝑉 2⟩−⟨𝑉 ⟩2, can be evaluated analogously
to the fluctuations of the energy in the canonical ensemble. The volume fluctuation per
particle will approach zero, Δ𝑉 /𝑁 → 0, in the thermodynamic limit, 𝑁 → ∞. This
means that the Gibbs free energy can be calculated as
𝐺(𝑁, 𝑃 , 𝑇 ) = min
𝑉
[𝐹 (𝑁, 𝑉 , 𝑇 ) + 𝑃 𝑉 ] , (2.10)
where the minimization is carried out with respect to the volume, 𝑉 .
7
Chapter 2. Thermodynamics and statistical physics
2.1.4 Grand canonical ensemble
Lastly, the grand canonical ensemble will be considered. In this ensemble the chemical
potential 𝜇, volume 𝑉 and temperature 𝑇 are kept fixed. Here, the system can exchange
both heat and particles with a reservoir. Similarly to the isothermal-isobaric (𝑁𝑃 𝑇 )
ensemble, the partition function can be expressed in terms of the canonical partition
function as








e−𝛽[𝐹 (𝑁,𝑉 ,𝑇 )−𝜇𝑁], (2.11)
where the summation runs over the number of particles, 𝑁 . The partition function is
related to the grand canonical potential, Φ(𝜇, 𝑉 , 𝑇 ) = 𝐹 − 𝜇𝑁 = 𝐸 − 𝑇 𝑆 − 𝜇𝑁 , via
Φ(𝜇, 𝑉 , 𝑇 ) = − 1𝛽 lnZ(𝜇, 𝑉 , 𝑇 ). (2.12)
In this ensemble the thermodynamic average of the number of particles, ⟨𝑁⟩, and
variance (Δ𝑁)2 can be evaluated. Here, we obtain that (Δ𝑁)/ ⟨𝑁⟩ → 0 as 𝑉 → ∞.
This allows the grand-canonical potential to be obtained via
Φ(𝜇, 𝑉 , 𝑇 ) = min
𝑁
[𝐹 (𝑁, 𝑉 , 𝑇 ) − 𝜇𝑁] . (2.13)
2.2 Solids
Next, we will see how some of the thermodynamics can be simplified if we restrict our-
selves to consider periodic solids. We consider a solid for which the atoms occupy a
lattice, as shown schematically in Fig. 2.1a). The lattice sites are denoted 𝒓0, which de-
scribes the positions of the 𝑁 lattice sites. We let 𝝈 denote the occupation vector of the
lattice, describing which atom types occupy which lattice sites as shown in Fig. 2.1b).
Finally, we let 𝒓 denote the positions of the 𝑁 atoms in the system. Here, it is often
convenient to work with the displacements from the lattice sites, 𝒖 = 𝒓 − 𝒓0.
2.2.1 Canonical ensemble for a lattice
First, we consider the canonical ensemble for a particular lattice, 𝛼. In this case the
partition function, Eq. (2.3), can be limited to only include microstates that correspond
to said lattice. Further, the partition function can be coarse-grained since the vibrational
motion, i.e. changes in 𝒖, is typically much faster than the configurational DOFs, i.e.
changes in 𝝈. This allows us to write the partition function, 𝑍𝛼(𝑁, 𝑉 , 𝑇 ), as a double
sum








Figure 2.1: a) Illustration of a two dimensional cubic lattice with positions 𝒓0. b) The
lattice occupied by two atom types (blue and orange) described by the occupation vector
𝝈. c) The atoms are displaced from the lattice sites with displacement vector 𝒖.
where the first sum runs over all possible occupation vectors (consistent with the num-
ber of atoms of each species) and the second one over all vibrational states associated
with 𝝈 [23, 24]. Here 𝑈(𝝈) describes the potential energy with 𝒖 = 0 and 𝐸𝝈(𝒖) de-
scribes the kinetic and the additional potential energy associated with the displace-
ments for the specific configuration 𝝈. The vibrational states associated with a config-
uration are not strictly defined, but one should consider displacements, 𝒖, smaller than
some fraction of the nearest neighbor distance of the lattice.
This coarse graining of the partition function is schematically visualized in Fig. 2.2.
Here, each configuration has a potential energy landscape described by a 𝑈𝝈(𝒖) (dashed
lines), which are treated independently. We let 𝑍vib𝛼 (𝑁, 𝑉 , 𝑇 , 𝝈) denote the vibrational
partition function for configuration 𝝈 defined as the second sum in Eq. (2.14). This
allows us to define a vibrational free energy for a given configuration, according to
Eq. (2.6), as 𝐹vib(𝝈) = − 1𝛽 ln𝑍
vib
𝛼 (𝝈). Finally, we can rewrite Eq. (2.14) as




In practice, evaluating Eq. (2.15) is still quite difficult, and various types of approxi-
mations can be made. For example, hexagonal WC is practically always very close to
its stoichiometric composition and can therefore be approximated as only having one
relevant configuration. In these type of cases, the sum in Eq. (2.15) can be removed and
the vibrational free energy only needs to be calculated for a single configuration. The
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Figure 2.2: Schematic representation of the full potential energy landscape, 𝑈(𝒓), and
how it can be decomposed by occupation, 𝝈, and the associated displacements for each
configuration, 𝒖. The shaded region schematically indicates the vibrational states as-
sociated with 𝝈1.
small amount of vacancies present in hexagonal WC (less than 1%) can be included in
the dilute limit approximation, see Sect. 2.2.3, which is demonstrated in Paper V.
Cubic WC, on the other hand, contains up to about 50% carbon vacancies and there-
fore both the configurational and vibrational DOFs must be included in the partition
function. In Papers VI and VII this is accomplished by calculating the vibrational free
energy for the ground-state configuration, 𝝈GS, which minimizes 𝑈(𝝈). Then, the vi-
brational free energy is approximated as being 𝝈 independent, i.e. 𝐹vib(𝝈) ≈ 𝐹vib(𝝈GS).
In Paper V we take this approach one step further and calculate 𝐹vib(𝝈) for a few typ-
ical configurations (representative structures), 𝝈RS, which gives a better estimate of
Eq. (2.15).
2.2.3 Defects in the dilute limit
Real solids contain defects. In the dilute limit, i.e. at low defect concentrations, the de-
fects can be treated as non-interacting, which allows one to approximate the canonical
free energy of the system [25].
Let us consider a lattice with 𝑁0 sites with 𝑛vac vacancies where 𝑁0 ≫ 𝑛vac. We
denote the change in energy and vibrational free energy when introducing a single
vacancy as Δ𝐹vac. In the dilute limit the energy of a configuration with 𝑛vac vacancies
is the same, independent of how the vacancies occupy the lattice. This means that
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the terms in the sum from Eq. (2.15) are identical and the canonical free energy of the
system with 𝑛vac vacancies can be written as




where ( 𝑁0𝑛vac) is the number of terms in summation in Eq. (2.15), i.e. the number of
possible ways to distribute 𝑛vac vacancies on 𝑁0 lattice sites. The term 𝑘B ln ( 𝑁0𝑛vac) cor-
responds to the configurational entropy, 𝑆conf, and if evaluated using Stirling’s approx-
imation for 𝑛vac ≪ 𝑁0 one obtains
𝑆conf = −𝑁0𝑘B [𝑥 ln 𝑥 + (1 − 𝑥) ln (1 − 𝑥)] , (2.17)
where 𝑥 = 𝑛vac/𝑁0 is the vacancy concentration. Now, the canonical free energy for
the lattice with 𝑛vac vacancies, 𝐹 (𝑛vac), is known. In practice one often also includes the
change in volume due to introducing a vacancy resulting in a 𝑃 Δ𝑉 term, but neglected
here for simplicity’s sake.
Next, we can use 𝐹 (𝑛vac) to extract the equilibrium vacancy concentration, 𝑥eq, in
the system given some reference chemical potential 𝜇 (which for a single component
system often is 𝐹 (0)/𝑁0) using Eq. (2.13). The minimum of grand potential, Φ, can be
obtained by differentiation, which yields
𝑥eq = e−𝛽(Δ𝐹vac+𝜇), (2.18)
where Δ𝐹vac + 𝜇 is commonly referred to the vacancy formation free energy, Δ𝐺vacf .
2.2.4 Interfaces
For interfaces we can define the interface free energy, 𝛾 , corresponding to the cost
associated with creating the interface per area. This is done by considering the free
energy of the interface system relative to the free energy of some reference states, and
𝛾 is defined as
𝛾(𝑇 ) = 1𝐴(𝐺int(𝑇 ) − ∑𝑖
𝑁𝑖𝜇𝑖(𝑇 )), (2.19)
where 𝐺int is the Gibbs free energy for the interface system, 𝐴 the area of the interface,
and 𝑁𝑖 and 𝜇𝑖 are the number of atoms and chemical potential of each atom type,
respectively [26]. The chemical potentials, 𝜇𝑖, are free energies for some reference
states thought to be in equilibrium with the interface system. This allows us to also
11
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decompose the interface free energy into configurational and vibrational contributions.





int (𝑇 ) − ∑
𝑖
𝑁𝑖𝜇vib𝑖 (𝑇 )). (2.20)
This type of decomposition can further help understanding which contributions are




One of the most common techniques for modeling the configurational DOFs of multi-
component systems is the so-called alloy CE approach. It is based on a static lattice
where the DOFs are the occupations of the lattice, meaning it can model the potential
energy for configurations, i.e., 𝑈(𝝈). Themain idea is to decompose an atomic structure
into its corresponding clusters (pairs, triplets etc). Associating each clusters with an
energy then allows for predicting the total energy of any structure based on the same
lattice. The prediction of total energies using CEs is very fast, which enables one to
study the thermodynamics of systems with a large number of configurational DOFs by
statistical sampling.
3.1 Clusters
An atomic structure can be described by a set of lattice points, a cell and an occupation
vector 𝝈 that specifies which atomic species occupies which lattice point, as discussed
in Sect. 2.2. A cluster is defined as a collection of unique lattice points, where the
number of lattice points defines the order of the cluster. For example a cluster of two
lattice points corresponds to a pair, i.e. a second order cluster. Clusters can be grouped
into orbits or neighbor shells, i.e., first nearest neighbor pairs, second nearest neighbor
pairs and so on. This can easily be imagined for simple lattices, such as the simple
square one illustrated in Fig. 3.1, whereas for more complex systems and higher order
clusters it is more complicated to construct orbits of clusters. The definition of an orbit
used here (and in icet and hiphive) is the collection of all symmetrically equivalent
clusters. Two clusters are considered equivalent if they can be transformed into each
other by any combination of the symmetry operations of the underlying lattice, where
a symmetry operation consists of a rotation 𝑹 and a translation 𝒕. Applying a lattice
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Figure 3.1: Illustration of a simple square lattice with pairs (green), triplets (orange) and
quadruplets (blue) highlighted. All clusters of the same order can be transformed into
each other using the symmetry operations of the underlying lattice, a few of which are
illustrated.
symmetry to lattice point coordinate 𝒓 is done via
̃𝒓 = 𝑹 ⋅ 𝒓 + 𝒕, (3.1)
where ̃𝒓 is the position of a new lattice point. Subjecting all lattice points to a symmetry
operation leaves the lattice unchanged (save a permutation of ordering of lattice points).
If lattice points (𝑖, 𝑗) are mapped to lattice points (𝑘, 𝑙) using the symmetry operation
number 𝑠, e.g.
(𝑖, 𝑗)
𝑹𝑠,𝒕𝑠⟶ (𝑘, 𝑙) (3.2)
then the pair (𝑖, 𝑗) is said to be symmetry equivalent to the (𝑘, 𝑙) pair, and they therefore
belong to the same orbit. This is illustrated in Fig. 3.1, where all highlighted clusters of
the same order are symmetrically equivalent.
3.2 Formalism
CEs can describe any property which is a function of the occupation 𝝈 of the lattice.
Here, we will consider a CE for the potential energy of a configuration, 𝑈(𝝈), as
𝑈(𝝈) = 𝑈0 + ∑𝜶
⟨Π𝜶′(𝝈)⟩𝜶 𝑚𝜶𝐽𝜶, (3.3)
where Π𝜶 are basis functions, 𝑚𝜶 the multiplicity, 𝐽𝜶 are the effective cluster interac-
tions (ECIs) and the summation goes over all distinct clusters. The full formalism can
be found in Paper III and in Ref. 27.
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In order to find the unknown parameters of the model 𝐽𝜶 , training structures are
required. For training structure 𝑖 with occupation 𝝈𝑖 and energy 𝐸 the cluster vector
can be constructed via
𝜫𝑖 = (1, ⟨Π𝜶′(𝝈𝑖)⟩𝜶 𝑚𝜶), (3.4)
where𝜫𝑖 refers to the cluster vector of structure 𝑖 and the starting 1 is included in order
to pick up the first (constant) term in Eq. (3.3). This yields a linear system of equations
𝑬 = 𝜫𝑱 , (3.5)
where 𝑬 is the target energies for all structures and 𝜫 is a matrix where each row
corresponds to the cluster-vector for a structure. This linear system of equations can
be solved for the ECIs 𝑱 .
In principle, the summation in Eq. (3.3) extends over an infinite number of clusters,
however, in practice the summation must be truncated. This is usually done by impos-
ing a cutoff, meaning that ECIs corresponding to clusters with interatomic distances
larger than the cutoff are zero. Additionally, the summation can be truncated with re-
spect to the order of clusters, for example, we might include pairs and triplets in the
CE but not quadruplets (or higher-order clusters).
3.3 Linear regression
It is often desirable to solve the linear problem with as few training structures as pos-
sible because evaluating their energies with DFT is computationally expensive. There
are many different linear regression methods one can employ to solve Eq. (3.5). The
simplest approach is to use ordinary least squares (OLS), which minimizes the root-
















where the summation is carried out over 𝑁 structures.
3.3.1 Cross-validation
Cross-validation (CV) is a way of statistically testing the accuracy of a model trained
on a given dataset. The dataset is the collection of structures with known energies,
𝐷 = [(𝜫1, 𝐸1), … , (𝜫𝑁 , 𝐸𝑁 )]. In CV the dataset, 𝐷, is split into two parts: one used
for training (training set) and one used for validating the model (validation set). This
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is repeated multiple times with different splits of the dataset in order to reduce the sta-
tistical noise. One of the more common ways of splitting the data is the 𝑘-fold method
where the dataset is split into 𝑘 equally large parts. The training is done using 𝑘 − 1
parts and the last part of the dataset is used for validation, which can be repeated 𝑘
times. CV can, for example, be used to optimize hyperparameters of the model, such
as cutoffs or regularization parameters.
3.3.2 Regularization
Even if the linear system of equations is overdetermined, OLS tends to lead to overfit-
ting, meaning the model learns too many details in the training set, which causes larger
errors for structures not present in the training set. Overfitting is commonly combatted
by regularization, i.e., addition of a penalty term in the objective function
‖𝜫𝑱 − 𝑬‖22 + 𝛼‖𝑱 ‖1 + 𝛽‖𝑱 ‖
2
2, (3.7)
where the first term is the objective function for OLS and the last two terms are ℓ1
and ℓ2 regularization terms where 𝛼 and 𝛽 control their respective strengths [28]. The
parameters are found by minimizing the objective function with respect to 𝑱 . Setting
𝛽 = 0 yields the objective function of least absolute shrinkage and selection operator
(LASSO), which tends to favor sparse solution vectors 𝑱 . For 𝛼 = 0 one recovers the
objective function for ridge which penalizes large elements in 𝑱 and tries to keep all
parameters small. Determining suitable values for 𝛼 and 𝛽 can be done, e.g., via CV or
a Bayesian approach [29].
An example of the effect from regularization is shown in Fig. 3.2. Here, an eighth-
order polynomial is fitted as a linear problem using ten training samples generated from
a polynomial (the truemodel) with the addition of small noise. Themodel obtainedwith
OLS describes all training samples very well, whereas in the regions between training
samples themodel exhibits large fluctuations and performs poorly compared to the true
model, a clear indication of overfitting. Both ridge and LASSO generate less complex
models and consequently generalize better to regions where no training data exists.
Here the regularization parameters 𝛼 and 𝛽 for LASSO and ridge were found by CV
analysis.
3.3.3 Probabilistic models
One can also take a Bayesian parameter estimation approach to the linear problem
based on Bayes theorem. The idea is to define a probability distribution (posterior),
𝑃 (𝑱 |𝐷), for the unknown parameters 𝑱 , given the data 𝐷 and prior information as
𝑃 (𝑱 |𝐷) = 𝑃 (𝐷|𝑱 )𝑃 (𝑱 )𝑃 (𝐷) , (3.8)
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Figure 3.2: Illustration of fitting a polynomial to training data generated from the true
model with added noise. The OLS model shows clear signs of overfitting, whereas the
models constructed with LASSO and ridge perform better.
where 𝑃 (𝐷|𝑱 ) and 𝑃 (𝑱 ) are commonly referred to as the likelihood and the prior,
respectively. Here, the normalization 𝑃 (𝐷) can often be ignored. By generating mod-
els, 𝑱 , drawn from the posterior, 𝑃 (𝑱 |𝐷), one can obtain probability distributions for
various properties of the model (such as the energy of a structure).
Next, we will consider the same example as in Fig. 3.2, but solve it with a Bayesian
approach. Here, a simple likelihood and prior are employed as












which corresponds to assuming that errors are independent and identically normally
distributed with zero mean and standard deviation 𝜎 and a normal distribution as prior
with zero mean and standard deviation 𝜆 for each parameter. With the likelihood and
priors defined, models can be drawn from the posterior probability distribution Eq. (3.8)
and used to make predictions as shown in Fig. 3.3. The average prediction agrees well
with the true model. Further, the standard deviation provides insight into the uncer-
tainty of our model, and as expected the standard deviation is larger in regions where
no training samples are available.
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Samples
Figure 3.3: Illustration of Bayesian fitting of a polynomial to training data generated
from the true model and a addition of noise using the same data as in Fig. 3.2. Here the
average prediction corresponds to the average prediction from models drawn from the
posterior 𝑃 (𝑱 |𝐷). The standard deviation of these predictions are shown as the shaded
region. Note that the standard deviation shown does not include the error 𝜎.
The Bayesian approach can also provide a useful interpretation of the linear regres-
sion problem. The model that maximizes the posterior (maximum a posteriori), 𝑱opt,
can be found from maximizing log [𝑃 (𝐷|𝑱 )𝑃 (𝑱 )]. Using the likelihood and priors in








where the maximization has been turned into a minimization by introducing a minus
sign. Thisminimization is exactly equivalent to ridge regression [28], see Eq. (3.7). From
this we can thus interpret the regularization terms as prior probabilities for parameters.
In the Bayesian approach one can thus encode physical intuition about the parameters,
𝑱 , in the prior, 𝑃 (𝑱 ). For example, this could be properties like interaction strength
decaying with interatomic distance or that similar clusters ought to have similar ECIs
as demonstrated in Ref. 30.
An alternative approach to generate a collection of models is to construct models
from different splits of the training structures. This is done by randomly including
𝑁 structures in the training set with replacement, i.e., allowing for duplicates in the
18
3.3. Linear regression
training set. This can be repeated multiple times in order to generate multiple different
training sets and subsequently multiple different models, and is known as bootstrap-
ping or bagging [31]. This is demonstrated for phase diagram construction and chemi-
cal ordering analysis in Paper III, and for phonon properties in Paper II. This approach
was also recently employed to estimate the uncertainty of predicted energies for CEs
in order to effectively generate good training structures [32].
3.3.4 Feature selection
Feature selection is the process of finding the most important parameters (features)
during model construction, and discarding the rest. Reducing the number of non-zero
parameters yields a less complex model, which often leads to less overfitting.
Compressive sensing algorithms, commonly used in signal processing [33], have
been proposed to be suitable for constructing physical (sparse) models [34, 29]. In
these algorithms ℓ1 regularization is used, similar to LASSO.
There are also other feature selection algorithms for linear problems such as recursive
feature elimination (RFE), orthogonal matching pursuit (OMP) and automatic relevance
detection regression (ARDR). In RFE one first trains a model using all features and
then removes the least important one, where importance could be measured as the
absolute value of the parameter. This process is repeated until the desired number of
features is left. OMP works similarly but instead starts out without any features and
then iteratively adds the most important feature until the desired number of features is
reached. ARDR is Bayesian algorithm where each parameter has a normal prior with a
standard deviation 𝜆𝑖 for parameter 𝑖. The standard deviations are iteratively updated
and if 𝜆𝑖 becomes too small, indicating a narrow distribution around zero, the parameter
is pruned from the model.
For all the feature selection methods mentioned above there is one or more hyper-
parameters controlling the number of non-zero parameters in the model. The number
of features that are suitable to keep in a model can be evaluated using CV. Addition-
ally, this can be done using information criteria such as Akaike information criteria
(AIC) and Bayesian information criterion (BIC) [35, 36, 37], which take into account
the predictive power of the model but also the complexity, i.e., the number of non-zero
parameters, of the model. Feature selection based on BIC was recently demonstrated
to work well for CEs in Ref. 38, 39, 40.
Next, we will consider an example of a simple linear problem with 100 features in
order to demonstrate how some of the above mentioned feature selection algorithms
work. Training data are generated from a reference linear model, containing only 10
non-zero parameters, with the addition of noise. The parameters obtained from vari-
ous feature selection methods are shown in Fig. 3.4 using 120 training samples. OLS
produces a very noisy parameter vector and fails to reproduce the reference parame-
ters. LASSO and RFE, on the other hand, manage to select the important parameters
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Figure 3.4: Example of parameters obtained using different feature selection methods.
Here, a linear problem with 100 features and 120 training samples generated from the
true model plus noise is used.
and reproduce the reference parameters rather well. RFE can be used in combination
with any linear regression method, although OLS, which is also used here, is the most
common. Here, CV analysis was used in order to find the suitable hyperparameters for
both LASSO and RFE.
The data and associated scripts for the examples presented in Fig. 3.2, Fig. 3.3 and
Fig. 3.4 are available online [41]. It should be noted that the quantitative behavior for
these examples changes with different random samples, levels of noise and so on, but
the overall qualitative behavior remains the same.
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3.4 Monte Carlo simulations
Once a CE has been constructed for the total energy of the system, it can be used to
sample various thermodynamic properties and averages. The thermodynamic average
for a property 𝐴 is given by
⟨𝐴⟩ = ∑𝝈
𝑃 (𝝈)𝐴(𝝈), (3.12)
where 𝑃 (𝝈) is the probability to observe configuration 𝝈 and 𝐴(𝝈) the value of the
corresponding property. The probability to observe a configuration requires knowledge
of the full partition function, 𝑍 , and thusmakes 𝑃 (𝝈) difficult to evaluate. This problem
is commonly solved using MC simulations with the Metropolis–Hastings algorithm
[42], which uses the relative probabilities of two configurations which can be evaluated
much more easily.
The MC simulation starts with some initial configuration 𝝈0. Next, a (usually small)
change to 𝝈0 is introduced, generating a trial state 𝝈𝑡, which is either accepted or re-
jected based on the relative probability 𝑃 (𝝈𝑡)/𝑃 (𝝈0). This procedure is repeated many
times and the MC simulation generates a trajectory of configurations, [𝝈0, 𝝈1, … 𝝈𝑛],
which corresponds to configurations drawn from 𝑃 (𝝈) if 𝑛 is large enough. Thermo-




where the summation runs over the configurations in the MC trajectory [21].
For the sake of simplicity, we will here only consider the energy of each configura-
tion in the MC sampling, neglecting the vibrational free energy (see Eq. (2.15)). But if
the vibrational free energy (or other free energy contributions) were known for each
configuration, then it could straightforwardly be included in the MC simulations ac-
cording to Eq. (2.15)
3.4.1 Canonical Ensemble
In the canonical ensemble the number of atoms, volume and temperature (𝑁𝑉 𝑇 ) are
kept fixed, as discussed in Sect. 2.1.2. In a multicomponent system, the number of
atoms, 𝑁𝛼 is fixed for each atom type 𝛼. The MC simulation is carried out by first
occupying a supercell with the desired number of atoms of each species. Then, trial
states are generated by swapping the occupation of two sites, which are accepted with
probability
𝑃 = min (1, e−𝛽Δ𝑈 ) , (3.14)
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Figure 3.5: Results from MC simulations in the canonical ensemble for the interface
system 𝑘4 from Paper VI with a vacancy concentration of 60%. a) Energy, free energy
and heat capacity as a function of temperature. c) Entropy as a function of temperature,
where the dashed line corresponds to the ideal mixing limit.
where Δ𝑈 is the change in energy due to the swap. This will generate configurations
according to the probability distribution e−𝛽𝑈(𝝈)/𝑍𝑁𝑉 𝑇 .
The Helmholtz free energy of a system, 𝐹 ({𝑁𝛼}, 𝑉 , 𝑇 ), can be calculated via integra-
tion using MC simulations in the canonical ensemble. First, we write the free energy
in terms of energy and entropy as
𝐹 (𝑇 ) = 𝑈(𝑇 ) − 𝑇 𝑆(𝑇 ). (3.15)
Then the energy, 𝑈(𝑇 ), and the heat capacity, 𝐶𝑉 (𝑇 ), (see Eq. (2.5)) are calculated as
thermodynamic averages using MC simulations at various temperatures. The entropy,
𝑆(𝑇 ), can be obtained by integrating the heat capacity over temperature via




𝑇 𝐶𝑉 (𝑇 )d𝑇 , (3.16)
where 𝑆(∞) is the mixing entropy for an ideal mixture. This free energy sampling ap-
proach is used in Paper VII and has been demonstrated to work well for CEs previously
[43].
In Fig. 3.5 an example of the thermodynamic properties (𝑈 , 𝐹 , 𝐶𝑉 and 𝑆) obtained
from MC simulations are shown as a function of temperature for the interface system
𝑘4 from Paper VI with a carbon vacancy concentration of 60%. With decreasing tem-
perature, the entropy approaches zero and consequently energy and free energy start
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to coincide. The heat capacity also approaches zero at low temperatures because the
ground-state structure becomes dominant in the MC simulation, which leads to a de-
crease in the variance of the energy. At high temperatures the entropy is approaching
the ideal mixing limit as expected.
3.4.2 Grand Canonical Ensemble
In the grand canonical ensemble the chemical potentials, {𝜇𝛼}, volume and temperature
({𝜇𝛼}𝑉 𝑇 ) are kept fixed, see Sect. 2.1.4. The system is in equilibrium with reference
states with chemical potentials 𝜇𝛼 for each atom type 𝛼. In the grand canonical ensem-
ble, a MC trial move consists of either inserting or removing a single atom, accepted
with a probability of
𝑃 = min(1, e
−𝛽(Δ𝑈−∑𝛼 Δ𝑁𝛼𝜇𝛼)) , (3.17)
where Δ𝑁𝛼 is the change in number of atoms for species 𝛼 during the trial move [42].
In Paper VI MC simulations in the grand canonical ensemble is used in order to
sample the canonical free energy 𝐹 (𝑁, 𝑉 , 𝑇 ). For demonstration, we consider the in-
terface system 𝑘4 from Paper VI, which comprises a lattice with 𝑁0 sites that either
are occupied by carbon atoms or vacancies. We denote the number of carbon atoms as





𝜕𝐹 (𝑁C, 𝑉 , 𝑇 )
𝜕𝑥 (3.18)
to extract the canonical free energy for the system. Multiple MC simulations are run
in the grand canonical ensemble for a range of 𝜇C values to obtain the average con-
centration, ⟨𝑥⟩, as a function of 𝜇C. Since this procedure provides the derivative of the
free energy as a function of concentration, the canonical free energy can be obtained
by integrating Eq. (3.18).
This approach to calculating the canonical free energy is shown in Fig. 3.6 for the in-
terface system 𝑘4 in Paper VI at 2000 K. The vacancy concentration, 𝑥, increases when
the carbon chemical potential decreases. This is expected as carbon vacancies are more
favorable if the carbon reference state has a lower energy. The energy is directly ob-
tained from the MC simulation and the free energy is obtained by integrating Eq. (3.18).
The entropy is extracted via 𝑆 = 𝑈−𝐹𝑇 . Here, the entropy as a function of vacancy con-
centration clearly deviates from the ideal mixing limit with a particular strong deviation
at 𝑥 = 0.167. At this concentration there is a very strongly bounded ground-state struc-
ture and thus almost no configurational entropy is available even at 2000 K. Lastly, the
entropy obtained through simulations in the canonical ensemble at 𝑥 = 0.6, see Fig. 3.5,
is shown as a red circle, demonstrating that the entropy, and consequently also the free
energy, are in good agreement between the two methods.
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Figure 3.6: Results from MC simulations in the grand canonical ensemble for the in-
terface system 𝑘4 from Paper VI at 2000 K. a) The chemical potential of carbon, 𝜇C, as
a function of the averaged vacancy concentration ⟨𝑥⟩. b) The mixing energy and the
mixing free energy. c) The mixing entropy as function of vacancy concentration. Here,
the red circle indicates the corresponding entropy obtained in the canonical ensemble




The vibrational motion in a solid is fundamental for understanding many of its proper-
ties. Force constants are a way to model the vibrational motion and vibrational prop-
erties of a system. Force constant models, similarly to CEs, are also based on a lattice
but describe the potential energy associated with displacements, 𝑈(𝒖), for a specific
configuration.
4.1 Formalism
The potential energy for a specific configuration, 𝑈(𝒖), can be expressed as a Taylor
expansion
















𝑘 + … , (4.1)
where Φ are the force constants, Latin indices enumerate the atoms, Greek indices enu-
merate the Cartesian coordinates, and the Einstein summation convention is implied.
Here, 𝑢 describes the displacements from some static positions 𝒓0, usually chosen as an
ideal lattice for which the first-order term in the expansion vanishes. 𝑈0 corresponds
to the energy for the static positions 𝒓0. The unknowns in this model are the force







where the derivative is evaluated at 𝒓0, and defined analogously for higher orders.
The number of force constants in the expansion grows rapidly as the number of
atoms in the unit cell and the expansion order increase, however, similar to the case
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of CEs, symmetries can reduce the number of independent degrees of freedom signifi-
cantly. One difference compared to CEs is that terms such as Φ001 show up in Eq. (4.1),
corresponding to a third-order pair interaction. It is often useful to distinguish force
constants by both order and the number of atoms (𝑛) involved in the interaction, spe-
cially since higher-order pair terms are often important whereas the strength of 𝑛-body
interactions often decrease rapidly with 𝑛.
Force constants can conveniently be obtained using the direct approach [44, 45]. This
is commonly done by evaluating the forces for structures where one or only few atoms













where 𝐹 𝛽𝑗 is the force on atom 𝑗 in direction 𝛽 calculated from a structure with a single
nonzero displacement Δ𝑢𝛼𝑖 for atom 𝑖 in direction 𝛼. This method works very well and
is implemented in many different software packages, e.g., phonopy [45] for second-
order and phono3py[46], shengBTE[47], alamode [48], almabte [49], and aaflow
[50] for third-order force constants. However, for systems with low symmetry, e.g.,
defects or interfaces, this method quickly becomes computational intractable due to
the large number of supercell calculations required.
4.2 Regression approach
An alternative approach is to extract the force constants via regression. This has been
shown to produce accurate force constants [51, 52, 53, 54, 55, 56, 57, 58]. To this end, in
Paper I we introduced the python package hiphive for extracting force constants. This
approach has the advantages of requiring a much smaller number of DFT calculations
and providing better scaling with system size and expansion order. This is possible
since the information about the force constants obtained from calculations where only
one atom is displaced is quite small compared to the situation when many atoms are
displaced simultaneously.
The parametrization of the force constants, including crystal symmetries and sum
rules, are explained in detail in Paper I. Using this parametrization and a set of supercells
with displacements and forces, the extraction of the independent parameters in the
force constants can be cast as a linear problem,
𝑭 = 𝑨𝒙, (4.4)
where 𝑭 are the force components from all supercells, 𝑨 the design (or sensing) matrix
and 𝒙 denotes the vector of unknown parameters. The number of parameters can be
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very large and therefore one commonly limits the order of the force constant expan-
sion and imposes a cutoff, similar to the truncation of a CE. The techniques described
in Sect. 3.3 can also be used solve the linear problem for the force constants. The di-
mensionality of the force-constant problem is often quite large, with up to tens of thou-
sands of rows and columns in 𝑨, making some of the more computational expensive
techniques less feasible to use. In Paper II a comparison of the performance of sev-
eral different linear regression methods for force constant extraction is carried out. We
show that cutoffs, linear regression method and the associated hyperparameters need
to be chosen carefully in order to obtain accurate force constants.
4.3 Harmonic approximation
In the harmonic approximation only the second-order force constants are considered.
The dynamical properties of a periodic crystal in the harmonic approximation are ob-
tained by constructing the dynamical matrix, 𝑫(𝒒), for a reciprocal wave vector 𝒒.






where 𝑙 and 𝜅 corresponds to basis atom 𝜅 in primitive cell 𝑙, 𝒓 corresponds to the
position and 𝑚 the mass. The harmonic frequencies can then be obtained by solving
the eigenvalue problem
𝑫(𝒒)𝒆𝒒𝑗 = 𝜔2𝒒𝑗𝒆𝒒𝑗 , (4.6)
where 𝜔𝒒𝑗 is the harmonic frequency at 𝒒 with mode index 𝑗 and 𝒆𝒒𝑗 the corresponding
eigenvector.
If there are 𝑁 atoms in the system then the harmonic partition function, 𝑍har, can
be constructed from the harmonic frequencies as the product of the partition function
for 3𝑁 independent harmonic oscillators. From the harmonic partition function most
thermodynamic properties can be derived, including heat capacity, entropy and free
energy [59, 60, 45].





ln (1 − e−𝛽ℏ𝜔𝑖) +
1
2ℏ𝜔𝑖] , (4.7)
where the summation is over all frequencies 𝜔𝑖 with 𝑖 as a compound index for 𝒒, 𝑗. The
last term, 12ℏ𝜔𝑖, corresponds to the zero point energy. The harmonic free energy can be
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Figure 4.1: a) Phonon dispersion for 𝛿-WC in the harmonic approximation with force
constants calculated with phonopy and a Bayesian regression approach via hiphive.
b) Partial density of states from the force constants obtained using phonopy.
written in terms of the harmonic energy and entropy as 𝐹har(𝑇 ) = 𝐸har(𝑇 ) − 𝑇 𝑆har(𝑇 )
with









− ln (1 − 𝑒−𝛽ℏ𝜔𝑖) . (4.9)
In the high-temperature limit, 𝑘B𝑇 ≫ ℏ𝜔 (𝛽ℏ𝜔 → 0), we obtain the classical result
𝐸har(𝑇 ) → 3𝑁𝑘B𝑇 . In this limit the entropy can be approximated as the sum of two
terms 𝑆har(𝑇 ) = ∑𝑖 𝑆1(𝑇 ) + 𝑆2(𝜔𝑖), where 𝑆1(𝑇 ) = 𝑘B(1 + ln (𝑘B𝑇 )) is frequency
independent and 𝑆2(𝜔) = −𝑘B ln (ℏ𝜔) is temperature independent [60]. This means
that in the harmonic approximation the free energy difference between two systems
in the high temperature limit is given by Δ𝐹har = −𝑇 Δ𝑆2, where Δ𝑆2 is a constant
difference in harmonic entropy. This is why defect formation free energies, interface
energies and mixing energies in the harmonic approximation show a linear behavior
with temperature (see Fig. 4.2 and Fig. 5.1).
Next, the phonons in hexagonal WC are calculated as an example of the harmonic
approximation. The phonon dispersion for hexagonal WC is shown in Fig. 4.1a). The
force constants are constructed using both the direct approach via phonopy and using
a Bayesian regression approach. For the latter, one training structure is used with 432
atoms and normal distributed displacements with a standard deviation of 0.01Å.We use
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Figure 4.2: a) Vibrational surface free energy, 𝛾vib, of a WC basal surface calculated in
the harmonic approximation. The inset shows the atomistic structure of the WC basal
surface (W atoms are red and C atoms are grey). b) Partial density of states forW atoms
at the surface (red) and in the bulk (green).
the same simple likelihood and priors as in the example shown in Fig. 3.3, with details
available online [41]. 200 harmonic models are drawn from their posterior probability
distribution and each one is used to calculate the phonon dispersion. The average and
standard deviation of the 200 phonon dispersions are shown in Fig. 4.1a). The average
dispersion shows good agreement with the phonopy dispersion. Further, the partial
density of states is shown for the harmonic model from phonopy in Fig. 4.1b). Here,
we see a clear distinction between the C frequencies and W frequencies. This is caused
by the large mass discrepancy between the two, as frequencies 𝜔 ∝ √𝑘/𝑚 for a force
constant 𝑘. It is interesting to note that the standard deviation of the frequencies, shown
in Fig. 4.1a), is in general larger for the high frequencymodes. This is possibly due to the
uncertainty in force constants between C and W atoms being similar and thus yielding
a larger uncertainty for C frequencies due to their low mass.
Next, we will look at the harmonic free energy for a hexagonal WC basal surface. In
general, atoms at a surface are associated with higher (potential) energy compared to
the reference bulk phases due to the missing bonds. The cost of creating the surface
per area is called the surface free energy and is calculated according to Eq. (2.19). At
0 K theWC basal plane has a surface energy of 3.77 J/m2 when in equilibrium with bulk
WC and graphite [61]. Here, we assume equilibrium with bulk WC and diamond for
simplicity’s sake. The harmonic approximation is used to calculate the vibrational free
energy of the surface system, the bulk WC phase and diamond in order to calculate the
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temperature dependency of the surface free energy according to Eq. (2.20). The result
is shown in Fig. 4.2a). The diamond phase has higher frequencies than carbon atoms in
WC, which leads to a slightly higher zero-point motion energy from the 12ℏ𝜔 term in
Eq. (4.9) and thus a positive vibrational surface free energy at 0 K is obtained. The W
atoms at the surface are missing bonds and are therefore experiencing a softer energy
landscape compared toW atoms in bulkWC.This leads to softer frequencies, seen in the
density of states Fig. 4.2b), and subsequently a larger vibrational entropy (see Eq. (4.9)),
which is the main reason why the surface free energy decreases with temperature. In
general, interfaces and defects are associated with softer frequencies and thus interface
and defect formation free energies tend to decrease with temperature (see also Fig. 5.1).
For most systems the harmonic approximation is a good approximation for the vi-
brational free energy, i.e., 𝐹vib ≈ 𝐹har. However, in the case of strong anharmonicity
one can turn to various other approaches to calculate 𝐹vib.
4.3.1 Quasi harmonic approximation
Phonon frequencies tend to soften when the volume is increased due to weaker bonds
between atoms. Lower frequencies give rise to a larger vibrational entropy and there-
fore the equilibrium volume tends to increase with temperature, i.e., one observes ther-
mal expansion. This behavior can be captured using the quasi-harmonic approximation
(QHA) in which harmonic models are constructed for multiple different volumes [46].
These models are used to obtain the harmonic free energy both as a function of temper-
ature and volume, 𝐹har(𝑁, 𝑉 , 𝑇 ). This makes it possible to extract Gibbs free energy
for a given pressure, 𝑃 , via Eq. (2.10) as
𝐺(𝑁, 𝑃 , 𝑇 ) = min
𝑉 [𝐹har(𝑁, 𝑉 , 𝑇 ) + 𝑃 𝑉 ] . (4.10)
The equilibrium volume as a function of temperature, 𝑉𝑒𝑞(𝑇 ), can be found in the same
manner via
𝑉𝑒𝑞(𝑇 ) = argmin
𝑉
[𝐹har(𝑁, 𝑉 , 𝑇 ) + 𝑃 𝑉 ] . (4.11)
In Paper IV, the QHA is used to describe the free energy of the WC hexagonal bulk
phase at 𝑃 = 0. The hexagonal lattice has two lattice parameters 𝑎 and 𝑐. In this case, to
find the equilibrium lattice parameters, the minimization is carried out simultaneously
with respect to both lattice parameters, i.e.
(𝑎𝑒𝑞(𝑇 ), 𝑐𝑒𝑞(𝑇 )) = argmin
𝑎,𝑐
𝐹 (𝑎, 𝑐, 𝑇 ). (4.12)
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Figure 4.3: a) Phonon dispersion for cubicWC for a regular harmonicmodel (0 K) and an
effective harmonic model (EHM) computed from an ab-initio MD simulation at 1000 K.
Here, the same volume is used for the harmonic model and the effective harmonic
model. b) Density of states for the two harmonic models.
4.3.2 Effective harmonic models
One of the simpler, yet powerful methods to account for anharmonicity is to construct
EHMs fromMD simulations [62, 63]. An EHM is a harmonic model which aims to effec-
tively describe an anharmonic system at a specific temperature. This is commonly done
by constructing a harmonic model with the regression approach using displacements
and forces from a MD simulation, which effectively incorporate anharmonic effects
into the harmonic model. This approach of constructing EHMs is commonly referred
to as temperature dependent effective potential (TDEP) [53]. Once the EHM is con-
structed it can be used as a regular harmonic model to predict, e.g., phonon dispersion
and thermodynamic properties.
A good example where EHMs are useful is the cubic WC phase which is dynamically
unstable at low temperatures but stabilized at higher temperatures. The phonon disper-
sion for cubic WC is shown in Fig. 4.3 for a regular harmonic model constructed using
phonopy, corresponding to 0 K, and an EHM at 1000 K. The regular harmonic model
has imaginary frequencies, shown as negative, which indicates structural instabilities,
whereas in the EHM these modes are stable. The EHM is constructed from an ab-initio
MD simulation using the same volume as for the harmonic model, meaning thermal
expansion is not taken into account in this example. Thermal expansion can be cap-
tured by EHMs by running MD simulations at many volumes and applying Eq. (2.10)
as demonstrated in Paper V.
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EHMs can also be constructed from self-consistent phonons (SCP).This can be imple-
mented in various different ways [64, 65, 66], which are not further differentiated here.
An overview of these methods is given in Ref. 67. A few recent studies have compared
the behavior and accuracy of EHMs constructed from SCP and TDEP [68, 69]. Al-
though, it is not clear that one approach is strictly better than the other, one downside
with the TDEP approach is that it relies on MD simulations which are often carried out
in a classical setting and hence would not sample displacements and forces correctly
below the Debye temperature. In a SCP approach, on the other hand, quantum me-
chanical effects can be incorporated. One big upside of TDEP is the simplicity of the
approach and how readily it can be applied to almost any system.
4.3.2.1 Free energy perturbation
Free energy perturbation can be applied in order to improve the free energy accuracy
of EHMs [70]. It describes the free energy difference between two Hamiltonians 𝐴 and
𝐵 as




where 𝑈𝐴 and 𝑈𝐵 is the energy from Hamiltonians 𝐴 and 𝐵, respectively, and ⟨…⟩𝐴
denotes an ensemble average carried out in Hamiltonian 𝐴 [70]. In the case of EHMs,
the EHMs correspond to Hamiltonian 𝐵 and the reference Hamiltonian (often DFT) to
𝐴. Eq. (4.13) provides a correction to the effective harmonic free energy, 𝐹𝐵 , and thus
gives a better estimate of the free energy of the reference system 𝐴, 𝐹𝐴. This correction
can conveniently be applied as the EHM is constructed from a MD simulation carried
outwithHamiltonian𝐴, which allows the ensemble average in Eq. (4.13) to be evaluated
[71]. The free energy perturbation is similar to the correction carried out in Ref. 53
where 𝑈0 from Eq. (4.1) is determined in order to minimize ⟨𝑈𝐴 − 𝑈𝐵⟩𝐴.
4.4 Higher-order models
Next, wewill consider the applications of higher-order force constant expansions. Third-
order force constants can be used to calculate phonon lifetimes using perturbation the-
ory [59]. Phonon lifetimes can, for example, be used to compute the lattice thermal
conductivity via Boltzmann transport theory [46]. Fourth-order force constants can be
used to renormalize the harmonic frequencies with SCP [66].
Higher-order force constant models can also be used more directly to describe the
potential energy surface. This is demonstrated in Fig. 4.4, where the energy landscape
of the imaginary mode of the cubic WC phase at the X point (see Fig. 4.3) is shown. The
energy landscape is constructed directly using DFT, the harmonic model, an EHM from
1000K and a sixth order model. The higher order model is trained from them same data
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Sixth order force constants
Figure 4.4: Potential energy landscape for the cubic WC phase along the imaginary
phonon mode at X, constructed using DFT, an effective harmonic model at 1000 K, a
regular harmonic model and a higher order models. The x-axis corresponds to the
average displacement of all atoms along the phonon mode.
as the EHM, as well as data along the phonon mode path. This is not meant to be the
optimal higher order model for the cubic WC phase but rather illustrate that this type
of anharmonic energy landscape can be captured with higher-order models.
Fig. 4.4 also highlights the fact that in the harmonic approximation this mode is un-
stable and is stabilized with an EHM at 1000 K. The EHM is a better approximation of
the energy landscape compared to the harmonic model for large displacements corre-
sponding to 1000 K. However, it is important to note that the EHM is still not a great
approximation for this anharmonic mode. This makes combing the EHM with per-
turbation theory (see subsubsection 4.3.2.1) important in order to obtain an accurate
vibrational free energy for strongly anharmonic systems.
Fourth and higher-order models can also be used to run MD simulations from which
thermodynamic properties can be extracted [54]. This is demonstrated for a clathrate
in Paper II, where the temperature dependence of the phonon spectrum is directly
sampled from MD simulations. A problem with this approach is that,MD simulations
with higher-order force constant potentials can become unstable with displacements
increasing indefinitely. This problem was also noted in recent work, Ref. 55, where
inclusion of short-ranged strongly anharmonic pair potentials was used to stabilize the
potential. In our experience, regularization and inclusion of training structures with
large displacements can stabilize higher-order force constantmodels without additional
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stabilizing terms. At some point, though, the anharmonic effects and tendencies for
diffusion become too large to model with force constants and one must employ other




Interatomic potentials are in general more flexible than CEs and force constant models.
The potential energy, 𝑈 , can be written as
𝑈 = 𝑈(𝒓1, … , 𝒓𝑖, … , 𝒓𝑁 ), (5.1)
where 𝒓𝑖 is the position of atom 𝑖 and 𝑁 the total number of atoms. Implied here is also
the knowledge about the atom types. Interatomic potentials are not limited to solids
or a fixed lattice but in principle also applicable to liquid and gas phases as well as
molecules.
5.1 Pair potentials
One of the simplest form of an interatomic potential is a pair potential, in which the
potential energy is only dependent on the interatomic distances in the system. One of















where 𝑟𝑖𝑗 is the distance between atom 𝑖 and 𝑗. 𝜀 and 𝜎 are the free parameters of the
potential which controls the energy and length scale, respectively. Pair potentials, such
as the Lennard-Jones potential, work well for simple systems, e.g. noble gases and ionic
systems, but tend to fail for e.g. metallic or covalent bonding.
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5.2 Embedded atom method potentials
The functional form of the embedded atom method (EAM) consists of a pair potential
and an additional term that represents the energy associated with embedding an atom
in the electron density provided by the surrounding atoms. This approach has been
developed to model electronic many-body effects in metallic systems. The functional


















where𝜙(𝑟𝑖𝑗) is the pair potential, 𝐹 the embedding function and 𝜌𝑖 the density function.
𝜙, 𝐹 and 𝜌 are commonly determined by choosing sufficiently flexible functional forms,
the parameters of which are then fitted to reference data, e.g., from experiment and DFT
calculations. There exist multiple variants of this potential form known as EAM [73],
effective medium theory (EMT) [74] and Finnis-Sinclair) [75]. While the EAM scheme
has been very successful for metals, the potential form does not describe directional
bonding very well, which is crucial for covalent systems such as WC.
5.3 Analytical bond order potentials
In order to deal with strong directional bonding one has to add explicit three-body
terms to the interatomic potential. An example of this is the ABOP [76, 77, 78] form
𝑈 = ∑
𝑖<𝑗
𝑓 𝑐(𝑟𝑖𝑗) (𝑉 𝑅(𝑟𝑖𝑗) − 𝑏𝑖𝑗𝑉 𝐴(𝑟𝑖𝑗)) , (5.4)
where 𝑉 𝑅 and 𝑉 𝐴 are respectively repulsive and attractive Morse-like pair potentials
and 𝑓 𝑐 is a cutoff function, which smoothly scales energy and forces to zero as the
interatomic distance, 𝑟𝑖𝑗 , increases. Here, 𝑏𝑖𝑗 is the bond-order term, which involves
explicit three-body terms.
In Paper IV, we employ an ABOP for calculating interface free energies in the WC–
Co system at finite temperatures. This potential was constructed using parameters for
C–C interactions from Ref. 78, W–W and W–C interactions from Ref. 79 as well as
Co–Co, C–Co, and W–Co interactions from Ref. 80.
5.4 Molecular dynamics simulations
Thermodynamic sampling using interatomic potentials can often be carried out effec-
tively via MD simulations [21]. In MD simulations the atomic positions and velocities
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𝜕𝑡 = 𝒗𝑖(𝑡), (5.6)
where 𝑚𝑖, 𝒓𝑖(𝑡), 𝒗𝑖(𝑡) and 𝒇𝑖(𝑡) are respectively the mass, position, velocity and force
associated with atom 𝑖 at time 𝑡. The force acting on an atom 𝒇𝑖(𝑡) is computed from
the interatomic potential as
𝒇𝑖(𝑡) = −
𝜕𝑈(𝒓1(𝑡), … , 𝒓𝑁 (𝑡))
𝜕𝒓𝑖
. (5.7)
The integration of the equation of motion, Eq. (5.6), is carried out numerically for dis-
crete times, often using the Verlet algorithm [81]. This will result in sampling in the
microcanonical ensemble (𝑁𝑉 𝐸) since the system is isolated and, thus, the total en-
ergy in the system is conserved. The temperature, using the equipartition theorem, is
given by





where ⟨…⟩ denotes the ensemble average of the kinetic energy per atom [21]. If the
system is ergodic, ensemble averages can be replaced by time averages, which are easily
evaluated from MD simulations. For example, for a quantity 𝐴 the thermodynamic






where the sum runs over the MD trajectory, 𝑡𝑖 is the time at the 𝑖-th timestep and and
𝑁steps is the total number of timesteps.
5.4.1 Thermodynamic integration
A very effective way of calculating free energies using MD simulations is thermody-
namic integration between two Hamiltonians, 𝐻𝐴 and 𝐻𝐵 . Here, 𝐴 represent a sys-
tem for which the free energy is obtained and 𝐵 a system for which the free energy is
known. Constructing a Hamiltonian as
𝐻(𝜆) = (1 − 𝜆)𝐻𝐴 + 𝜆𝐻𝐵 (5.10)
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allows for the free energy difference between 𝐴 and 𝐵 to be computed via






where the integration is carried out over the Kirkwood coupling parameter 𝜆 [82]. Here,
the ensemble average ⟨…⟩𝐻 should be carried out using the full Hamiltonian 𝐻 . The
choice of linear mixing between 𝐻𝐴 and 𝐻𝐵 in Eq. (5.10) is not required but makes the
integral in Eq. (5.11) easy to evaluate. This free energy calculation method is commonly
referred to as 𝜆-integration.
The Hamiltonian 𝐻𝐵 needs to be chosen such that its free energy is known. One
common choice for𝐵 is an Einstein solid, which is sometimes referred to as the Frenkel-
Ladd method [83]. In an Einstein solid the atoms oscillate around their lattice points
as independent classical harmonic oscillators with frequency 𝜔𝐸 . The classical free
energy of an Einstein solid, 𝐹𝐸 , is




When doing this type of free energy integration it is important that the two Hamil-
tonians in questions are not too dissimilar as this will make convergence of the method
very slow. In practice, the Einstein frequency is therefore usually chosen to, e.g., re-
produce the mean square displacement for system 𝐴 for the desired temperature. For a
multi-component system with large mass discrepancy, such as WC, one can also assign
different Einstein frequencies for the different atomic species. The integration can be
done either via equilibrium sampling at a few carefully chosen 𝜆 values or by changing
𝜆 continuously throughout the simulation [84].
Additionally, if the free energy is known at a single temperature, 𝑇1, it can be found










and hence only requires knowledge of the temperature dependence of the internal en-
ergy, 𝑈(𝑇 ) [85]. This is essentially the same approach as described in Eq. (3.16) but
here written for the free energy rather than for the entropy.
5.5 Free energy example of vacancy in BCC Ta
Next, some of the free energy calculation methods are used to compute the vacancy
formation energy, Δ𝐺vacf (𝑇 ), up to the melting point in body-centered cubic (BCC) Ta.
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Figure 5.1: Vacancy formation energy, Δ𝐺vacf (𝑇 ), in BCC-Ta as a function of tempera-
ture calculated using the harmonic approximation, 𝜆-integration, temperature integra-
tion and “direct” simulations. The direct simulations are carried out for a larger system
with open surfaces, and the vacancy concentration is directly measured in the bulk
region of the system.
This is done by computing free energy of the bulk system and a system with a single
vacancy. Here, an EAM potential is used [86], which has a melting point of about
3050 K.
The resulting formation energy is shown in Fig. 5.1. Here, thermal expansion of the
bulk and vacancy system is taken into account for all methods except for the harmonic
approximation. The formation energy at 0 K is about 2.4 eV. In the harmonic approxi-
mation Δ𝐺vacf (𝑇 ) decreases linearly with temperature, as expected see Sect. 4.3.
𝜆-integration is carried out using an Einstein solid as reference Hamiltonian, via
Eq. (5.11). For temperatures above 1500 K, the vacancy starts to migrate in the MD sim-
ulations. Although migration is rare at 1500 K, when diffusion occurs the 𝜆-integration
method fails since it relies on fixed reference positions. To overcome this problem
temperature integration, Eq. (5.13), is employed. Here, the free energy obtained us-
ing 𝜆-integration at 300 K is used as the known free energy 𝐹1 in Eq. (5.13). In this
case, diffusion is not a problem since temperature integration only requires knowledge
of the temperature-dependent internal energy, 𝑈(𝑇 ), of the system, and the vacancy
formation energy can be obtained as a function of temperature up to the melting point.
Lastly, the vacancy concentration is measured directly fromMD simulation of a large
system with open surfaces in the z-direction direction. This approach relies on the fact
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that vacancies can spontaneously form at the surfaces and migrate into the bulk region
of the system [87, 88]. Therefore, an equilibrium number of vacancies is obtained in the
bulk region, and the vacancy formation energy is obtained by inverting the expression
from the dilute limit, Eq. (2.18).
The free energy example shown in Fig. 5.1 demonstrates the accuracy, advantages
and disadvantages of different free energy calculations methods. The harmonic approx-
imation is easy to employ and does not require any large-scale simulations, however, its
accuracy decreases as temperature increases. 𝜆-integration accounts for anharmonic-
ity, but in this system does not yield any significant improvements compared to har-
monic approximation. Additionally, the 𝜆-integration method requires the system to
stay in a well defined configuration (see Fig. 2.2) without diffusion. Temperature inte-
gration relies on knowledge of the free energy at some temperature, but can then be
used to find the accurate free energy of the system at any temperature even if the sys-
tem starts rapidly moving between configurations (see Fig. 2.2). The vacancy formation
energy close to the melting point calculated with temperature integration agrees very
well with values obtained from direct measurements of the vacancy concentration. Be-
low 2000 K, vacancy migration is not fast enough to generate an equilibrium vacancy
concentration during the timescales considered in the direct measurement simulations.
This means that movement between different configurations (see Fig. 2.2) is not fast





Cemented carbides, also known as hardmetals, combine both hardness, i.e. the ability
to resist plastic deformation, and toughness, i.e. the ability to absorb energy and de-
form plastically without fracturing [8]. These are two competing properties, meaning
as one increases the other tends to decrease. For example, diamond is a very hard ma-
terial but also brittle (low toughness) and shatters easily. Another example would be
aluminum, which is not a hard material but instead can easily be bent and shaped with-
out fracturing. The excellent mechanical properties of cemented carbides make them
ideal for usage in diverse applications including high-speed machining of steels and in
wear-resistance tools [12, 89].
The most commonly used cemented carbide is WC–Co, which is the material studied
in this thesis. The cemented carbide microstructure consists of WC grains forming a
continuous skeleton embedded in a Co binder phase. A typical WC–Co microstructure
is shown in Fig. 6.1. The WC grains provide hardness whereas the Co binder phase
adds toughness to the material [90].
6.2 Manufacturing
The WC–Co cemented carbide is manufactured from powders of carbide and binder.
First, the powders are mixed and milled in order to create a uniform mixture and to re-
duce the carbide grain size. Themilled powders are then pressed to a desired tool shape
and finally sintered [90]. The goal of the sintering is to densify the cemented carbide
by eliminating pores, obtain strong inter-grain bonds and achieve a desired microstruc-
ture. The sintering is often done in several steps, usually reaching temperatures above
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Figure 6.1: Scanning electron microscopy micrograph showing the typical microstruc-
ture of WC–Co with 12 at% Co, from Ref. 13. Here the grey regions indicate the WC
grains, and the black region the Co-rich binder.
1300 ∘C for which the Co-rich binder melts. This separates the sintering process into
solid-state sintering and liquid-phase sintering.
One important aspect of manufacturing is the carbon content which has a significant
impact on the mechanical properties. A cross section of the phase diagram of W–C–Co
for a system with 10 wt% Co as a function of carbon content and temperature is shown
in figure Fig. 6.2. When manufacturing, it is desirable to be in the so-called carbon
window where only WC and Co are stable in order to avoid the formation of either the
so-called 𝜂-phases or graphite. 𝜂-phases are complex carbides that occur if the carbon
content is too low. At low temperatures the 𝜂12-phase (M12C) will form, whereas at
temperatures above 1150 ∘C the 𝜂6-phase (M6C) will form [91]. Since the 𝜂-phases are
brittle, they are detrimental to the mechanical properties of the cemented carbide. If
on the other hand the carbon content is too high graphite will form which reduces the
strength of the cemented carbide.
6.3 WC crystal structure
The ground-state WC bulk phase in cemented carbides is the hexagonal phase, 𝛿-WC.
There exist, however, multiple other WC phases, specifically at high temperatures and
low carbon content [92]. One of these is the cubic phase, 𝛾-WC, phase which has a
rocksalt crystal structure, which is the ground-state structure for other carbides such as
VC [93] and TiC [42]. 𝛾-WC becomes thermodynamically stable at about 3000 K, which
is very close to the melting point of WC. Additionally, the cubic phase is also stable for
a substoichiometric carbon composition, WC𝑥, which is achieved via incorporation of
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Figure 6.2: Cross section of phase diagram of W–C–Co system for 10 wt% Co as a
function of carbon content and temperature, from Ref. 90.
carbon vacancies [92]. The hexagonal phase contains almost no carbon vacancies even
close to the melting point. In Paper V the thermodynamics and free energies of these
two WC phases (𝛿-WC and 𝛾-WC) were studied in detail.
6.4 Microstructure
Themicrostructure of cemented carbides, shown in Fig. 6.1, consists ofWC grains form-
ing a continuous skeleton in the Co-rich binder phase. The equilibrium shape of WC
grains are truncated triangular prisms because this shape yields the lowest overall in-
terface energy [94]. Typically, the WC grain size ranges from 200 nm to 10𝜇m [90].
The evolution of the microstructure during sintering is driven by the reduction of the
total interface free energy in the system, which can be done via reducing the interface
area and reorienting grains to find favorable interface orientations. Understanding the
interfacial free energies both for solid-state and liquid-phase sintering conditions can,
thus, help with understanding and predicting the microstructure.
The mechanical properties of the cemented carbide WC–Co are closely connected to
its microstructure [13]. Specifically, the average size of the WC grains has a significant
impact on the mechanical properties, where smaller grains yield a harder material. A
finer microstructure also results in a decrease in toughness due to the inverse propor-
tionality between hardness and toughness [13, 95]. Controlling the microstructure is
thus important in order to be able to design a material with desirable mechanical prop-
erties. Therefore, an important research topic in the cemented carbides industry is to
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understand the atomistic mechanisms that dictate grain growth during sintering.
6.5 Grain growth
Grain growth is driven by the reduction in the total interface free energy in the sys-
tem. Few large grains have less interface area than many smaller grains, which gives
rise to a driving force for grain growth. This can happen via so-called Ostwald ripen-
ing, where smaller grains dissolve while their components, after diffusion through the
binder phase, reprecipitate on larger grains [96]. The grain growth in cemented car-
bides mainly occurs during liquid-phase sintering [97]. In WC–Co the measured grain
growth rate is slow compared to W and C diffusion in the liquid binder phase, and
therefore WC grain growth could be limited by either dissolution or precipitation. As
the dissolution process has, however, been shown to occur rapidly [98], precipitation
is the rate limiting step in the WC grain growth process [99, 100, 101].
For growth of faceted grains the precipitation step is commonly divided into two
processes: nucleation and lateral growth. First, a new atomic layer has to nucleate by
atoms attaching to the surface [102, 103]. Subsequently, the nucleus grows laterally
until a complete atomic layer has been formed [100, 104]. The precipitation step is thus
limited either via the nucleation event or the lateral growth.
Grain growth in WC–Co has recently been modeled via simulations in Ref. 105. In
this work the rate limiting process was found to be dependent on the grain size. For
smaller grains the growth was limited by nucleation of atomic layers and for larger
grains the growth was limited by lateral growth.
6.5.1 Carbon content
When manufacturing cemented carbides the carbon content can be controlled and var-
ied. The WC grain growth behavior has been shown to vary with the amount of car-
bon. ForWC–Comaterials in equilibriumwith 𝜂 phases (W-rich materials) smallerWC
grains are obtained compared toWC–Comaterials in equilibriumwith graphite (C-rich
materials) [106, 107, 108, 109, 110, 101].
Borgh et al. [110] studied the grain size distribution in five WC–Co materials with
carbon content varying from W-rich to C-rich conditions. They denoted these ma-
terials WC–Co–eta, WC–Co–(eta lim), WC–Co, WC–Co–(graphite lim) and WC–Co-
graphite. The grain size (equivalent circle diameter) distribution was measured via
electron backscatter diffraction (EBSD) in the five materials. They report the full grain
size distribution (see their Fig. 3) as well as distribution parameters D10, D50, D90. D50
is the diameter for which the area of all grains smaller than D50 corresponds to 50% of
the total area, and can be thought of as an average grain size. In Table 6.1 the compo-
sition of their materials and measured grain size parameters are reproduced. From the
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WC–Co–eta WC–Co–(eta lim) WC–Co WC–Co–(gra lim) WC–Co-gra
C (at%) 39.85 40.35 40.80 41.12 42.00
W (at%) 42.26 41.76 41.31 40.99 40.11
D10 (𝜇m) 0.769 0.808 0.913 0.951 0.989
D50 (𝜇m) 1.507 1.553 1.733 1.726 1.796
D90 (𝜇m) 2.634 2.732 3.137 3.049 3.284
Table 6.1: Materials studied by Borgh et al. and their corresponding grain size measure-
ments [110], values are from their Tables 1 and 2. All materials had a Co concentration
of 17.89 at%. Here, graphite is shortened to gra.
D50 values one can see that the grain size does not continuously vary with C content.
Instead, WC–Co–eta and WC–Co–(eta lim) have roughly the same grain size distribu-
tion, andWC–Co, WC–Co–(graphite lim) andWC–Co-graphite have similar grain size
distributions.
Figure 6.3: Image of WC grains in four different WC–Co materials with 30wt% Co,
from Ref. 111. The materials, a,b,c,d have a carbon content beyond stoichiometric WC
of 0.1wt%, 0.3wt%, 0.7wt% and 1.0wt%, respectively.
This type of grain size variation with respect to carbon content is also found in the
work by Wang et al. [112], who analyzed three materials: WC–Co-C, WC–Co, and
WC–Co-W. The first corresponds to a C-rich material, the second one to a material
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inside the carbon window and the third one to a W-rich material. They report that the
grain size is similar in WC–Co and WC–Co-C, whereas smaller grains are observed in
the WC–Co-W material. This is specifically clear in their Fig. 4., where the grain size
distribution is shown after 2 hours of sintering.
Additionally,WC grains in C-richmaterials are often perfectly faceted, whereas steps
and terraces are observed on the WC grains in W-rich materials [112, 111, 110, 101]. A
clear image of these type of steps are shown in Fig. 6.3a, which has been redrawn from
Ref. 111. Here, the material in a is in equilibrium with 𝜂 phase, b is inside the carbon
window while c and d are in equilibrium with free carbon.
Roulon et al. [101] argue that the presence of steps in W-rich material is an indi-
cation that lateral growth is the rate limiting process, whereas in C-rich materials no
steps are observed and thus 2D nucleation would be limiting. If lateral growth is fast
compared to the nucleation, then one expects perfectly faceted grains. However, if lat-
eral growth is instead slow compared to the nucleation, then multiple nuclei may be
present at a given time and steps could form. These two types of growth behavior are
schematically illustrated in Figs. 5 and 6 in Paper VI. Further, in Paper VI we suggest a
possible explanation to why lateral growth would be slow in W-rich materials, namely
due to the formation of thin cubic films at WC–Co phase boundaries.
6.5.2 Grain growth inhibitors
The grain growth rate can be inhibited via addition of so-called grain growth inhibitors
[114, 115, 113]. The most common grain growth inhibitors are transition metals such as
V, Ti, Cr, Ta, Mo, and Nb [10], where V is the most potent [115]. Fig. 6.4 shows the grain
size for WC–Co materials (20 wt% Co) with varying amounts of added dopants [113].
For Hf and Zr almost no inhibition is observed, while for other dopants (V, Mo, Cr, Nb,
Ta, Ti) the inhibition effect increases with doping level until a plateau is reached. The
point at which these plateaus are reached is likely related to the solubility limit for the
dopants in Co.
The mechanism behind grain growth inhibition is a widely discussed topic in the
cemented carbide community and not yet fully understood. It is possible that inhibitors
in some way interfere with the grain growth processes at the interfaces, i.e,. nucleation
and lateral growth [115, 116, 117, 118, 113].
These dopants are frequently observed to segregate to the phase boundaries between
WC and Co. Segregation to the WC–WC grain boundaries is also observed, together
with Co segregation [119]. The segregation to the phase boundaries is often identified
as thin cubic films, with rocksalt type crystal structure and composition (M,W)C𝑥. This
type of interfacial structures are commonly referred to as complexions [120]. In general,
the cubic films most often form on the WC basal plane in contact with Co, but films
have also been observed on the prismatic WC planes [121].
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the specific dopant [56]. The mobility of any dissolved elements, in-
cluding dissolved W or C, at about 800 °C is reduced to such an extent
that the microstructure is figuratively “frozen” [51,57,58].
Powder processing and sintering parameters play an important role
in the consolidation of WC-Co composites. Although most publications
attempt to characterize and clarify their methodology and experimental
procedures as accurately as possible, in many cases vital details re-
garding the initial powder (e.g. grain size distribution, grain shape,
carbon and oxygen contents), the sintering environment (e.g. furnace
type, sintering atmosphere and pressure) or even the carbon content in
the material after sintering are omitted. Therefore, the comparability of
similar microstructures and compositions reported by different authors
must be treated with caution.
When comparing the effectiveness of GGIs, it is important to dis-
tinguish between “relative potential” to reduce grain growth in relation
to the solubility limit of the GGI in the Co-binder (e.g. at half of the
solubility limit) and the “absolute potential” at a certain mass or vo-
lume fraction of the composite material (e.g. at a GGI addition of 1 wt
%). While the first approach is a precise physical comparison, the latter
bears a more practical significance.
A large amount of research effort in the last 30 years has been di-
rected towards finding optimal GGIs or their combinations. The re-
search of Hayashi et al. was the first to systematically study the influ-
ence of different dopants on the WC mean grain size in a WC-20wt.-
%Co material. This resulted in a well-known diagram that compares the
effectiveness of the GGIs in suppressing WC grain growth at different
doping contents (see Fig. 6) [59].
According to Hayashi et al. the different dopants can be ranked in
order of decreasing grain inhibition potential as follows:
VC > NbC > TaC/TiC>Mo2C/Cr3C2 > ZrC/HfC (valid at low
doping amounts – Fig. 6 line a). Exner et al. validated this result in a
similarly comprehensive investigation for a WC-6wt.-%Co alloy [60],
which might imply that the proposed ranking of the carbide additions is
independent of the cobalt content. This hypothesis can perhaps be af-
firmed by examining the extreme case of binderless WC ceramics where
VC additions remained more efficient in reducing the mean WC grain
size than Cr3C2, as will be shown in a following section [42]. Further-
more, at higher doping contents (Fig. 6 - line b), it appears that the
group-VI carbides, Cr3C2 and Mo2C, out-compete the effectiveness at
grain refinement of NbC and TaC.
Regardless of the effectiveness of grain growth inhibition, Fig. 6 also
demonstrates that all curves, except for that of Mo2C, plateau at a
certain dopant amount. Comparing this evidence with the results in
Table 1 might suggest that the effectiveness is proportional to the so-
lubility limit of the carbides in the Co-binder. At this point it has to be
noted, though, that the thermodynamically unstable mono-carbide of
Mo can form a solid solution in the WC lattice with a miscibility of
85–90% at temperatures between 1380 and 1450 °C [59,61–63] in
comparison to the other carbide additives which have significantly
lower solubilities of< 10−3 in the WC phase [64]. This explains why
the Mo2C-doped alloy does not display the same convergent behavior at
high doping contents.
Since cobalt is ferromagnetic, it is common practice in the hard-
metal industry to derive the mean grain size from the magnetic coer-
civity. Nevertheless, it is imperative to mention that the equations
linking the mean WC grain size to the coercivity lose validity at very
small grain sizes (< 0.6 μm), due to the coercivity being strongly af-
fected by residual stresses and only apply for a certain range of Co
contents (usually 5–20 wt.-%) [65]. Finally, and most importantly, the
method is inapplicable for the assessment of grain size variances,
making it arguably unsuitable to describe deviations in grain sizes,
particularly, when abnormally large WC grains are present in the mi-
crostructure. 13.
Morton et al. also conducted an in-depth investigation of the ef-
fectiveness of commonly used GGI's at two different Co contents. They
used the magnetic coercivity however to evaluate the effectiveness of
different GGIs and concluded that Cr3C2-additions resulted in finer
microstructures than NbC- and TaC-dopants (see Fig. 7-a and Fig. 7-b)
[39]. This fact was indorsed by Huang et al. using both conventional
and pulsed electric sintering methods [66]. Fig. 7-a shows the magnetic
coercivity values of the different WC-10wt.-%Co composites. This data
has been converted into mean grain sizes in Fig. 7-b according to the
Eq. (3) proposed by Love et al. [65], where ‘d’ is the mean WC grain size









As is evident, the data points of the different hardmetal composites
are so close, making the deduction of a trend between Cr3C2, NbC and
TaC only justifiable if supported by correspondingly small statistical
variances.
Weidow et al. studied the effect of the cubic carbides TiC, ZrC, NbC
and TaC (additions of 20 vol.-%) on the microstructure of WC-6wt.-%Co
composites and, contrary to expectations, found that TiC was “the most
efficient grain growth hindering carbide” [67]. As is evident however,
in Table 2, the microstructures containing TiC and ZrC additions con-
tained a high degree of porosity especially in comparison to the grades
doped with NbC and TaC. As a significant amount of grain growth oc-
curs when eliminating the last few percentages of porosity [12], there is
a limited comparability of the grain sizes of the different composites
established in ref. [67].
3. Doping hardmetals obtained from WC nano-powders
The attainability of nanocrystalline WC powders, even on an in-
dustrial scale, sparked off new attempts to synthesize bulk nanocrys-
talline WC-Co composites and testing the limits of GGI functionality and
effectivity. Although the nanotechnology community is quite clear on
the definition of the terms `nanostructure´ or `nanocrystalline´, many
publications and even the EN ISO 4499–2:2010 norm misuse the ex-
pression and designate hardmetals with WC mean grain size< 200 nm
as nano-structured. Therefore, for the sake of clarity, we will reserve
this prefix only for microstructures with a mean WC grain size equal to
or lower than 100 nm [68].
The efficiency of GGIs at retarding WC grain growth at the nano-
scale is unquestionable. Wang et al. validated this fact by comparing the
grain growth of WC-10%Co and WC-10%Co-1%VC nanopowders (see
entries 2 and 3 in Table 3). To isolate the process of densification from
the grain growth, the powders were not compacted and thus, resulted in
Fig. 6. Dependence of the mean WC grain size of a WC-20wt%Co hardmetal on
carbide additions at (a) low doping content and (b) high doping content.
Redrawn from [59].
S. Farag et al. International Journal of Refractory Metals & Hard Materials 77 (2018) 12–30
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Figure 6.4: Mean WC grain size for for WC–Co materials with 20 wt% Co and vary-
ing amounts of added carbides, redrawn from Ref. 113 (data originally from Ref. 114).
Here, the red dashed lines at a) and b) corresponds to low and high doping content,
respectively.
6.6 Thin cubic films
6.6.1 Experimental observations
Thin cubic VC films have been observed when doping the WC–Co system with the
cubic carbide VC [122, 123, 124, 116, 125, 126, 127, 128, 129, 118, 130]. These films are
usually observed to be about 1 to 2 VC layers thick, but sometimes thicker films are
formed. An HRTEM image of a typical VC film from is shown in Fig. 6.5.
Films have also been observed when doping with the cubic carbide TiC [121, 119, 132,
118, 130], an example of which is shown in Fig. 6.6. This Ti-rich film from the recent
study, Ref. 132, shows an interesting behavior where the Ti atoms are located not in
the first cubic metal layer (counted from Co) but the second. This ordering behavior
was also observed in a more recent study [130]. In our atomic-scale modeling of Ti-rich
films in Paper VII, we also find this ordering in our simulations. Additionally, thin TiC
films have been observed inside WC grains [133].
Even in the undopedWC–Co systems cubic films have been observed [134, 108, 118],
as illustrated by the HRTEM image shown in Fig. 6.7. These films are about 2 to 4
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Figure 6.5: High resolution transmission electron microscopy image of a thin cubic VC
film, from Ref. 131.
Figure 6.6: Scanning transmission electron microscopy image of a cubic TiC film, from
Ref. 132.
WC layers thick and mainly observed on the WC basal plane, although Liu et al. also
observed them on prismatic planes [118]. Bounhoure et al. state that cubic films in
undoped WC–Co are seldom found in C-rich material, but very frequently observed in
W-rich material [134]. This can be understood from the fact that the WC cubic phase
contains a high concentration of carbon vacancies whereas the hexagonal WC phase is
stoichiometric. In W-rich materials the carbon chemical potential is lower compared
to C-rich materials, meaning that the cubic WC films (containing carbon vacancies) are
more favorable in W-rich than in C-rich materials..
It is probable that the cubic films present at the WC/Co phase boundaries are related
to the grain growth inhibition effect [123, 116, 117, 113, 118, 135]. Therefore, it is im-
portant to understand under which conditions these cubic films can form, e.g., in order
to be able to tailor the sintering conditions to achieve a desired microstructure. It is also
possible that, rather than forming complete films, individual dopant atoms segregate
to WC grains and thus partially inhibit growth as discussed in Ref. 136.
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Figure 6.7: High resolution transmission electronmicroscopy image of a two layer thick
cubic film at the phase boundary between the basal WC plane and Co from Ref. 134.
6.6.2 Simplified modeling of thin cubic films
The interface energy of thin cubic films in WC–Co can to a large extent be understood
from a simplified model as demonstrated in Ref. 137 using DFT calculations. The for-
mation of a film can be thought of inserting a thin region of stoichiometric cubic MC






Figure 6.8: Schematic representation of the creation of a thin film. Here, MC represents
a cubic carbide film with, for example, M=(W, Ti, V).
goes from having one interface WC/Co to having two, WC/MC and MC/Co. In order
for the film to be stable it is necessary that the sum of two latter interface energies is
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lower than the starting interface energy, i.e.
𝛾WC/MC + 𝛾MC/Co < 𝛾WC/Co, (6.1)
where 𝛾X/Y denotes the interface energy between two phases𝑋 and 𝑌 . For convenience
Γ = 𝛾WC/MC + 𝛾MC/Co − 𝛾WC/Co is introduced, which corresponds to the change in in-
terface energies when inserting a film. Even if Γ < 0, creating the film also comes with
an associated cost of creating the MC phase of Δ𝑔MC + 𝑒MC per MC-layer. Here, Δ𝑔MC
denotes the cost of creating the cubic MC phase compared to the equilibrium phases
and 𝑒MC denotes the strain energy associated with the misfit between the hexagonal
WC phase and the film. In total, a film of 𝑁 MC-layers is stable if the formation energy
of the film, Δ𝛾film, defined as
Δ𝛾film(𝑁) = 𝛾WC/MC + 𝛾MC/Co + 𝑁(Δ𝑔MC + 𝑒MC) − 𝛾WC/Co (6.2)
= Γ + 𝑁(Δ𝑔MC + 𝑒MC) (6.3)
is negative. This estimate of the formation energy of the film becomes less reliable
when 𝑁 is small.
Relevant energies in the simplified model are shown in Table 6.2 for V and Ti doped
[138] as well as undoped films. Here, we assume equilibrium with graphite, hexagonal
WC and stoichiometric cubic carbide MC.The film is placed on the basal plane with the
orientation
𝛿-WC(0001) ‖ 𝛾-WC(111) ‖ Co(111), (6.4)
where 𝛿-WC and 𝛾-WC corresponds to the hexagonal and cubic phases, respectively.
It is clear from Table 6.2 that all three films fulfill Eq. (6.1), i.e. Γ < 0. For V and Ti
we assume equilibrium with the stoichiometric cubic carbide MC, and hence Δ𝑔 = 0.
For the V films, Δ𝛾film (assuming two MC layers) is negative, meaning VC films are
predicted to be stable. In the case of Ti, a small but positive value is obtained, indicating
the possibility of TiC film formation.
The simplified models for these three cases (W, Ti, V) are shown together with ex-
plicit calculations of film energies with varying thickness in Fig. 6.9. Here, explicit
calculations refer to DFT calculations carried out for atomistic WC/Co systems with
a stoichiometric MC film. It is apparent that the simplified model works quite well
compared to the explicit calculations and gives a good qualitative, possibly even semi-
quantitative, description of film formations energies. For very thin films (𝑁 < 2), the
separation into two distinct interfaces and a bulk region becomes questionable and one
can expect the simplified model to be less accurate and reliable. This can be seen in
Fig. 6.9 for 𝑁 = 1 in the case of V.
So far, we have treated the thin cubic films with the simplified model at 0 K, neglect-
ing any temperature effects. From the W–C phase diagram [92] and analysis done in
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Paper V, it is clear 𝛾-WC has a strong vibrational contribution to the free energy, mak-
ing it thermodynamically stable at about 3000 K. Additionally, for most cubic carbides
the ground-state structure will be a mixed phase, e.g., (W, Ti)C𝑥, when in equilibrium
with 𝛿-WC, rather than a stoichiometric MC phase. In order to understand the inter-
face properties of a mixed (W, Ti)C𝑥 film at finite temperatures one must turn to more
extensive atomic-scale modeling.
M 𝛾WC/Co 𝛾WC/MC 𝛾MC/Co Γ 𝑒MC Δ𝑔MC Δ𝛾film(𝑁 = 2)
V 1.13 0.03 −0.01 −1.11 0.01 0.00 −1.09
Ti 1.13 −0.34 0.86 −0.61 0.40 0.00 0.19
W 1.13 0.45 −1.3 −1.98 0.44 2.0 2.9
Table 6.2: Relevant interface energies and associated cost for creating the cubic phase
for V, Ti, and W. Here, WC refers to the hexagonal WC phase (𝛿-WC) and MC to the
cubic carbide phase. All interfaces are metal terminated. All values are given in J/m2.
1.0 1.5 2.0 2.5

















Figure 6.9: Simplified model for the formation energies of thin cubic films for M=W, Ti,
V. Explicit calculations of thin film energies are marked by symbols.
6.6.3 Extensive modeling
For the undoped cubic films, the formation energy for 𝑁 = 2 is very large, 2.9 J/m2,
yet these films are frequently observed in experimental studies [134, 118]. In order
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to understand this apparent contradiction, we employ CEs to model the configura-
tional DOFs associated with the presence of C vacancies and harmonic force constants
to model the vibrational DOFs in Paper VI. Our work builds upon the work done by
Johansson et al. Ref. 43, which used CEs to study cubic (W,V)C films. We find that un-
doped cubic films are indeed thermodynamically stable, but only at high temperatures
and low carbon chemical potentials. In Paper VII, a similar methodology is employed,
also including W→Ti substitution in order to model a (W,Ti)C𝑥 film. We construct the
phase diagram for Ti-rich thin cubic films and predict the same ordering in the films as




Paper I and II
In Paper I, the hiphive package is presented. The formalism for how force constants can
be parameterized using label symmetries, crystal symmetries, and different sum rules
is introduced. The workflow of and core objects in hiphive are explained and the usage
of hiphive is demonstrated through three examples. In the first example second and
third-order force constants are extracted for a monolayer of MoS2. The force constant
extraction is shown to converge very quickly with the number of training structures;
accurate thermal conductivity, for example, can be obtained using only a few tens of
structures whereas using the direct approach requires several hundred. The regression
approach also works very efficiently for extracting second-order force constants for
system with large unit cells and low symmetry as demonstrated in the second example,
which considers the vibrational spectrum of a S vacancy in a monolayer of MoS2. In
the third example we show how a fourth-order model can be used in MD simulations
to account for anharmonic effects in dynamical properties such as the mean squared
displacements.
In Paper II, we focus on getting a better understanding of the best practices for force
constant extraction using regression techniques. We analyze how sensitive thermody-
namic and transport properties are with respect to the accuracy of the force constants
and demonstrate how fourth-order models can be used to account for strong anhar-
monicity and sampled with MD simulations.
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Paper III
In Paper III, the icet package is introduced. The general formalism of alloy CE is ex-
plained, and the workflow and features of icet are presented. The construction of CE
models is discussed in detail with respect to different regression methods. Finally, two
examples are show in order to demonstrate the usage of icet. The first one addresses
the construction of the phase diagram of the binary Ag–Pd face-centered cubic (FCC)
system via free energy sampling using MC simulations. In the second example the
chemical ordering of the inorganic clathrate Ba8AlxSi46–x is studied as a function of
temperature.
Paper IV
The interface energies of WC–Co cemented carbides are important for understanding
and predicting the microstructure of the material, which is strongly related to the me-
chanical properties of the material. Interfaces inWC–Co have been extensively studied
with DFT calculations and the ground-state 0 K interface energies have been computed.
When sintering WC–Co one often reaches temperature above 1500 K for which the Co
phase melts and thus the interface energies can change substantially.
In Paper IV, the temperature dependency of interface free energies is studied for
various different interfaces in the WC–Co system using an ABOP. This is done as a
function of temperature up to and beyond the melting point of Co. We use a few dif-
ferent free energy calculation methods. The calculations for the solid-liquid WC–Co
interfaces prove rather challenging. To this end, we employ simulations where the two
phase (WC and Co) are initially separated and then slowly brought into contact with
each other. We find that most of the interface free energies studied decrease by about
10-20% at 2000 K compared to 0 K. This provide a good complement to previous DFT
calculations of interface energies.
Paper V
In Paper V, we investigate the thermodynamic properties and free energies of the cubic
(𝛾-WC) and hexagonal (𝛿-WC) bulk WC phases as function of both composition and
temperature. In order to study these phases we include configurational, vibrational,
and electronic DOFs with the help of icet and hiphive.
The hexagonal phase contains less than 1% C vacancies at 3000 K, and thus the con-
figurational DOFs can be modelled in the dilute limit. From experimental studies it is
known that the cubic phase may, however, contain up to 50% C vacancies and is only
thermodynamically stable at temperatures close to melting. We employ CEs for the
carbon-vacancy sub-lattice of the cubic phase. The CE is used for sampling the config-
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urational free energy in the semi-grand canonical (SGC) ensemble as well as to generate
both ground-state structures and representative structures at high temperatures.
The cubic phase is revealed to be dynamically unstable in the harmonic approxi-
mation at stoichiometric composition, but stable when introducing about 25% carbon
vacancies. This demonstrates the non-trivial coupling between the configurational and
vibrational DOFs of the cubic phase. The cubic phase is further treated with EHMs,
which are constructed from ab-initio MD simulations at various temperatures. The vi-
brational mixing free energy is calculated across the concentration range and is found
to have a strong concentration dependency. We also find that there is a significant
difference in vibrational free energy between the ground-state and the representative
structures.
Finally, the W–C phase diagram, for the twoWC phases studied, is constructed from
the total free energies. Our calculated transition temperature between the hexagonal
and cubic phase is about 5 to 10% lower than in experimental studies but the overall
qualitative picture is in good agreement. While the electronic free energy is smaller
compared to configurational and vibrational free energies, we demonstrate that all
DOFs are important to understand the thermodynamic stability of the cubic phase.
We also note that thermal expansion has a non-negligible effect on the final free en-
ergies and the phase diagram. We show that the cubic phase has many ordered low-
temperature structures, e.g. W8C7 and W8C4, similar to other transition metal car-
bides which may be of importance when considering, e.g., cubic interfacial structures
or nanoparticles at lower temperatures.
Paper VI
In Paper VI, we employ computational methods in order to study the thermodynam-
ics of thin cubic films at a WC–Co phase boundary. Many different possible stacking
sequences of the cubic film with varying thickness are considered. We model carbon
vacancies in the thin cubic film using CEs. The configurational free energy is sampled
using MC simulations. Further, we compute the vibrational properties of the thin cu-
bic films for the ground-state structures as a function of carbon vacancy concentration
using the harmonic approximation and force constant extraction with hiphive. This
allows us to construct the interface free energies of the thin cubic films as function of
both carbon chemical potential and temperature, which enables the interfacial phase
diagram to be constructed.
We predict that thin cubic films are thermodynamically stable for high temperatures
and in W-rich conditions. This is in good qualitative agreement with experimental
observations from transmission electron microscopy studies. Finally, we provide a dis-
cussion of how the presence of films could effect WC grain growth. This provides a
possible explanation for the experimental observation that grain growth is slower in
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W-rich than in C-rich materials.
Paper VII
In Paper VII, we use the same computational method as in Paper VI but apply it to
study thin cubic films in Ti doped WC–Co. The calculated interfacial free energies of
Ti-rich cubic films are coupled to thermodynamic databases. This allows us to calculate
the interfacial phase diagram as a function of Ti and C composition in a W–C–Ti–Co
system, making it more relevant and comparable to experimental work. We find that
Ti atoms only segregate to the inner metallic layer of the thin cubic film, leaving an





Atomic-scale models have been used throughout this thesis, although training these
models is not always a trivial task. Software packages such as icet and hiphive help
withmakingmodel construction easier, but still require some effort from the user. In the
future, automated protocols, partly based on insight gained in this work, can hopefully
be developed in order to simplify this process and accessible even for non-experts.
Modeling both configurational and vibrational DOFs and the coupling between them
with CEs and force constants is computationally expensive. Here, one could consider
exploring how to more effectively obtain the force constants for each configuration.
When there the coupling between configurational and vibrational DOFs is strong, it
could, however, be more efficient to train a general interatomic potential.
In regards to force constants potentials, there is an open question about how to make
the potential stable such that long (ns time scale) MD simulations can be performed
close to themelting temperature. If therewas a general solution to this problem, higher-
order models could become more widely used for efficient sampling of thermodynamic
properties of materials.
The atomistic mechanism behind the gradual grain growth inhibition with increas-
ing dopant concentrations (V, Ti, Cr, …) in cemented carbide is still an open question.
While thin cubic films at WC–Co phase boundaries appear to slow down grain growth,
this is likely not the full picture. Another possible explanation that would be worth
further exploration is the partial segregation of dopants to phase boundaries. Further,
it is possible that segregation energies to steps is favorable and could slow down grain
growth even even in the absence of films. These are ideas that could be explored with
atomic-scale simulations.
Additionally, atomic-scale simulations could be used to try to estimate free energy
barriers for grain growth processes such as nucleation and lateral growth. These types
of calculations could lead to an estimate of the change of rates with respect to param-
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eters such as carbon content, temperature, presence of a film, and partial segregation.
This would help connect simulations even more directly to the grain growth rate ob-
served in real materials.
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