Consider the mutually catalytic branching process with finite branching rate γ. We show that as γ → ∞, this process converges in finite-dimensional distributions (in time) to a certain discontinuous process. We give descriptions of this process in terms of its semigroup in terms of the infinitesimal generator and as the solution of a martingale problem. We also give a strong construction in terms of a planar Brownian motion from which we infer a path property of the process. This is the first paper in a series or three, wherein we also construct an interacting version of this process and study its long-time behavior.
1. Introduction and main results.
Motivation.
In [5] , Dawson and Perkins introduced a population dynamic model of two populations that live on a countable site space S. The individuals migrate between sites and, at any given site, perform a critical branching process with a branching rate proportional to the local size of the population of the respective other type.
More precisely, Dawson and Perkins considered the system of coupled stochastic differential equations (SDEs) (taking nonnegative values) dY i,t (k) = (AY i,t )(k) dt + γY 1,t (k)Y 2,t (k) dW i,t (k), i = 1, 2, k ∈ S. (1.1)
Here, A(k, l) = a(k, l)−½ {k} (l) is the q-matrix of a Markov chain on S with symmetric jump kernel a, (W i (k), k ∈ S, i = 1, 2) is an independent family of Brownian motions and γ ≥ 0 is a parameter.
Dawson and Perkins showed that there exists a unique weak solution of this SDE taking values in a suitable subspace of ([0, ∞) 2 ) S with some
The starting point for this work was the wish to obtain a quantitative description of the cluster growth in the recurrent case. We will only briefly describe the heuristics. Dawson and Perkins also constructed a version of their process in continuous space R instead of S as the solution of a stochastic partial differential equation dY i,t (r) dt = ∆Y i,t (r) + γY 1,t (r)Y 2,t (r)Ẇ i (t, r), r ∈ R, i = 1, 2, (1.3) whereẆ 1 andẆ 2 are independent space-time white noises and ∆ is the Laplace operator. As ∆ on R is recurrent, types also segregate here. Now, due to Brownian scaling, if we denote by Y γ the solution of (1.3) with that given value of γ, then we obtain
Equation (1.4) shows that clusters of Y 1,T grow like √ T and that a better understanding of the precise cluster formation can be obtained by letting γ → ∞ for fixed time. Hence, we aim to construct a model X, that is, in some sense, the limit of Y γ as γ → ∞.
In this paper, we construct X in the simple case where S is a singleton and where the migration between colonies is replaced by an interaction with a time-invariant mean field. This is a first step toward the investigation of the model involving infinitely many sites. We give characterizations of the process X via an infinitesimal generator, as the solution of a well-posed martingale problem and as the limit of Y γ as γ → ∞. Finally, we give a strong construction of the process via a time-changed planar Brownian motion. This will also serve to derive path properties.
In two forthcoming papers, we construct the infinite rate process on a countable site space S via a stochastic differential equation with jump-type noise and give a characterization via a martingale problem [9] . Furthermore, we will investigate the long-time behaviour and give conditions for segregation and for coexistence of types [10] . An alternative construction via a Trotter product approach is carried out in [11] and [14] .
1.2.
Results. We now describe the one-colony process which is the subject of investigation of this paper. Assume that S is a singleton and that immigration and emigration come from and go to some colony that is thought to be infinitely big and whose effective population size (for immigration) is θ ∈ [0, ∞) 2 . Furthermore, let c ≥ 0 be the rate of migration. Hence, we consider the solution Y = Y γ,c,θ of the stochastic differential equation
This model can be thought of as a version of the model defined in (1.1) where the migration between colonies is replaced by an interaction with a timeinvariant mean field θ or with an infinitely large reservoir whose types have proportions θ 1 and θ 2 . (In fact, in [2] it was shown (Proposition 1.1) that Y γ,c,θ arises as the McKean-Vlasov limit of solutions of (1.1) with symmetric interaction on a complete graph S.) More formally, the interaction term AY is replaced by a drift c(θ i − Y i,t ). It is this simplification of the interaction that allows for a tractable exposition in this article. Note that as t → ∞, the process without drift (c = 0) converges almost surely to some random x ∈ E. Hence, in the case c = 0, if we let γ → ∞, then the limiting process would be trivial: if it starts at x ∈ E, then it stays at x forever. See Section 2 for a more detailed description of the process Y solving (1.5) (finite γ process).
On a heuristic level, as the stochastic term in (1.5) defines an isotropic two-dimensional diffusion, that is, a time-transformed planar Brownian motion, if we let γ → ∞, then we should end up with a process where the stochastic part is a planar Brownian motion at infinite speed, stopped when it reaches the boundary of the upper-right quadrant. That is, the limiting process X should be a Markov process with values in E. When x is the current state and the drift moves it to x + c(θ − x) dt, this point should instantaneously be replaced by a random point chosen according to Q x+c(θ−x) dt . We will, in fact, be able to describe this infinitesimal dynamics both in terms of a martingale problem and in terms of a generator of Markov transition kernels. However, we first define X via an explicit transition semigroup and show that it is the limit of Y γ,c,θ as γ → ∞. Let
equipped with the supremum norm f ∞ = sup x∈E |f (x)|. Definition 1.1. Let c ≥ 0 and θ ∈ [0, ∞) 2 . For t ≥ 0 and x ∈ E, define the stochastic kernel p t by
The Markov process X = X c,θ with state space E, càdlàg paths and transition kernels (p t ) t≥0 is called the infinite rate mutually catalytic branching process (IMUB) with parameters (c, θ).
In order for this definition to make sense, in Proposition 3.2, we will show that (S t ) t≥0 is, in fact, a Markov semigroup. Proof. The map x → Q x is continuous, hence x → p t (x, ·) is also continuous, that is, X c,θ is a Feller process. Since Q x = δ x for x ∈ E, the semigroup S is strongly continuous. Hence, by the general theory of Markov processes, there exists a càdlàg version of X that is strong Markov (see, e.g., [15] , Chapters III.7 and 8).
Ergodicity and the explicit form of the invariant measure are trivial. Note that in Theorem 1.3, trivially, we do not have convergence in the Skorohod path space, since continuous processes do not converge to discontinuous processes in that topology.
In addition to the convergence of the finite-dimensional distributions, we also have convergence of the pth moments for p ∈ [1, 2) [but not for p = 2, of course, since for x ∈ (0, ∞) 2 , the measure Q x does not possess finite second moments, as can be easily derived from its density formula (2.5)]. Hence, on a suitable probability space, we have L p -convergence of Y γ,c,θ to X c,θ . 
(ii) On a suitable probability space, for i = 1, 2, we have
It can be seen from the proofs of Theorems 1.3 and 1.4 that the statements of these theorems also hold for Y γ,c,θ 0 = x ∈ [0, ∞) 2 and t > 0 if we replace X c,θ 0 by a random point chosen according to Q x . Remark 1.5 (Trotter product approach). While in the one-colony case considered in this paper, it is easy to explicitly write down the semigroup for the infinite rate mutually catalytic branching process X c,θ , it is less obvious how to construct an interacting version of the process on a countable site space. One possibility is the Trotter product approach that is used in [11] and [14] . Here, we briefly sketch it for X c,θ .
In the classical setting, the Trotter product approach works as follows. In order to construct a solution Y γ,c,θ of (1.5), in time intervals of length ε, one could alternate between a solution of the pure drift equation (γ = 0) and the pure stochastic noise equation (c = 0). As ε ↓ 0, this process converges to a solution of (1.5).
If we let γ → ∞, then the noise term results in an instantaneous jump to a point in E chosen according to Q y , where y is the value of Y at the end of the preceding "drift interval." More formally, let (ξ(k, x), k ∈ N, x ∈ [0, ∞) 2 ) be an independent family of E-valued random variables with distribution
t be the solution of the differential equation
. One can prove that X ε converges in distribution in the Skorohod topology on the space of càdlàg paths to X c,θ (see [11] and [14] ).
While, in Definition 1.1, we gave an explicit formula for the transition kernels of X, it is also interesting to characterize the process X via its infinitesimal dynamics. In Section 5, we investigate the generatorḠ of the semigroup S. For a certain class C 2 l (E) ⊂ C l (E) of smooth functions f (see Definition 5.1), we give an explicit formula forḠf as an integro-differential operator. Using the classical Hille-Yoshida theorem, we show that the restricted operator G =Ḡ| C 2 l (E) uniquely defines (S t ) t≥0 (Theorem 5.3). Furthermore, we show that G restricted to an even smaller space V of functions that appear in the duality for X still uniquely defines the process X via a martingale problem (Theorem 5.4). To define G, it is crucial to study (for suitable functions f ) the limit
which will also clarify the jump structure of the process X. The description of the exact form of the operator G and the precise statements of the theorems are a bit technical, so these are deferred to Section 5.
While, for Proposition 1.2, we used general construction principles of Markov processes, here, we provide an explicit strong construction of the process X in terms of a given planar Brownian motion B. This construction also allows certain path properties to be investigated.
Assume B 0 = 0. For z ∈ R 2 , we write
for the rectangular cone northeast of z. For x ∈ [0, ∞) 2 , let
and
In Lemma 3.1, we will show that D is a Markov process with respect to
dr. (1.10) Theorem 1.6. Let x ∈ E and define the process Xc ,θ by
Then Xc ,θ is a time-inhomogeneous Markov process on E with càdlàg paths and with transition probabilities
is an infinite rate mutually catalytic branching process with parameter (c, θ), see Figure 1 .
It is tempting to use this strong construction of Xc ,θ in order to define an interacting version of the infinite rate mutually catalytic branching process on a countable site space S, where cθ k (t) at site k ∈ S reflects the migration from neighboring sites to k. However, in this paper, we do not pursue this topic. Rather, we use the strong construction in order to derive a path property of X c,θ via a result of Le Gall and Meyre [12] on the cone points of planar Brownian motion.
Recall that a measurable set A ⊂ E is called polar for X c,θ if for all x ∈ E, we have
Theorem 1.7. The point 0 ∈ E is polar for X c,θ .
1.3.
Organization of the paper. In Section 2, we give a detailed description of the duality for the process with finite branching rate. In Section 3, we establish a similar duality for the infinite rate process and use it in order to show the convergence in Theorems 1.3 and 1.4. In Section 4, we justify the strong construction of Theorem 1.6 and also prove Theorem 1.7. Finally, in Section 5, we describe the infinite rate process in terms of its infinitesimal dynamics and state and prove the theorem on the construction via the Hille-Yoshida theory (Theorem 5.3) and via a martingale problem (Theorem 5.4). 2. Duality of the finite γ process. A major tool for the investigation of mutually catalytic branching processes is a self-duality for the process. As it turns out to be crucial also for the limiting case of infinite branching rate (γ = ∞), we describe this duality here in more detail. For x = (x 1 , x 2 ) and y = (y 1 , y 2 ) ∈ R 2 , we introduce the lozenge product
(with i = √ −1) and define
Note that x ⋄ y = y ⋄ x. Furthermore, define the "scalar product"
For x = (x(k)) k∈S and y = (y(k)) k∈S , we write
If Y is the process defined in (1.1) started in state y andỸ is the process started in some suitableỹ (such that all sums are finite), then the duality reads (see [13] , equation (2.5))
In fact, this duality also holds for asymmetric A ifỸ is a solution of (1.1) with A replaced by its transpose A * . As this mixed Laplace and Fourier transform H is measure determining ( [13] , Lemma 2.5), the duality yields uniqueness of the solutions of (1.1). Furthermore, it provides a tool for translating local properties of the solutions into global properties and vice versa. If x = (u, v) ∈ (0, ∞) 2 , then the harmonic measure Q x [recall (1.2)] has a one-dimensional Lebesgue density on
that can be computed explicitly
Furthermore, trivially we have
We now turn to the situation of only one colony. We consider the solution
By Theorem 1 of [4] , there is the unique strong solution to the above equation.
Clearly, Z 1 and Z 2 are orthogonal L 2 -martingales and hence they converge almost surely to some random variable
the distribution of the process X at time t when started at x.) It is easy to see that, in fact,
and that
Clearly, increasing γ amounts to speeding up the process. Hence, in the limit, we would have a process that instantaneously jumps from z to a random point (picked according to Q z ) and then stays there. In order to obtain a more interesting limiting process, and with a view toward interacting colonies, we introduce a drift term and consider the equation (which was analyzed in more detail in [2] , Propositions 1.1 and 1.2)
Here, c ≥ 0 and θ ∈ [0, ∞) 2 are parameters of the process. It is standard to show that (2.8) has a weak solution. Weak uniqueness can be obtained via duality. We first outline the general picture for the duality that comes from the interacting colonies case and then give an explicit computation for our special situation.
Let us consider a two-colonies model with site space S = {1, 2}, where Y is the size of the population at site 1 and the size of the population at site 2 is constant and equals θ. This amounts to a migration matrix
and to branching rates γ(1) = γ (at site 1) and γ(2) = 0 (at site 2). Note that the approach of Dawson and Perkins does not require that the branching rate be constant; neither does it require that the migration matrix be symmetric or a q-matrix. (At least if S is finite-otherwise, certain regularity conditions have to be imposed.) Dawson and Perkins use a duality with respect to a processỸ with migration matrix A * (the transpose of A) and with the same branching rates as Y to show weak uniqueness of Y .
Let us now construct the dual process explicitly. We will later use this approach in order to construct a dual for the γ = ∞ limiting process. Let y = (ỹ(1),ỹ(2)) ∈ ([0, ∞) 2 ) 2 and let Z be the unique strong (by Theorem 1 of [4] 
Note that thisỸ is a solution of (1.1) with S = {1, 2}, with site-dependent branching rate γ(1) = γ, γ(2) = 0 and with A from (2.9) replaced by A * . In particular,Ỹ is a time-homogeneous Markov process. We also get the time-homogeneous Markov property via an explicit computation:
where Z ′ r = e −ct Z t+r andỹ ′ (2) =Ỹ t (2) =ỹ(2) + t 0 ce −cr Z r dr. Clearly, Z ′ has the distribution of a solution of (2.7) withỹ ′ (1) :
Proposition 2.1 (Duality). Let Y andỸ be defined by (2.8) and (2.11), respectively. Then, for all
In particular, if Z is a solution of (2.10) 
A similar duality was derived in [2] , Lemma 4.2. Before we prove the proposition, we have to collect some properties of the derivatives of F . We omit the proof of the following lemma. 
and define the Laplace operators ∆ 1 and ∆ 2 by
Then, for all x, y, z
we have [recall (2.1) and (2.3)]
Proof of Proposition 2.1. We use Itô's formula and Lemma 2.2 to compute the derivatives of both sides of (2.13) at t = 0:
Since the two derivatives coincide, (2.13) holds (see Corollary 4.4.13 of [6] with α = β = 0). Equation (2.14) is a direct consequence of (2.13).
Corollary 2.3. Recall Z defined by (2.10).
(i) Taking c = 0, Proposition 2.1 implies that Z is self-dual:
for all x, y ∈ [0, ∞) 2 , t ≥ 0.
(ii) Letting t → ∞ in (i) and recalling that L x [Z t ] t→∞ −→ Q x , we get, by dominated convergence, the duality relation for the harmonic measure:
for all x, y ∈ [0, ∞) 2 .
(iii) In particular (since Q x = δ x for x ∈ E and due to the symmetry of F ), for all x ∈ E and y ∈ [0, ∞) 2 , we have
Corollary 2.4. (i) The family of functions
(ii) The vector space
Proof. Let D 0 be the algebra generated by F 0 . Clearly, F 0 separates points of [0, ∞) 2 , contains 1 = F (·, 0) and is closed under multiplication and under complex conjugation since F (x, (y 1 , y 2 )) = F (x, (y 2 , y 1 )). Hence, by the Stone-Weierstrass theorem, D 0 is dense in the space C l ([0, ∞) 2 ) of functions [0, ∞) 2 → C that are continuous and have a limit at infinity. As F 0 is closed under multiplication, D 0 is the vector space spanned by F 0 and thus F 0 is measure determining on [0, ∞) 2 .
Let F E = {f | E : f ∈ F 0 } ⊃ F and let D E = {f | E : f ∈ D 0 } denote the algebra generated by F E . By the above argument, D E ⊂ C l (E) is dense. Now, by Corollary 2.3(iii), an element F (·, y) ∈ F E can be written as the integral F (x, y) = F (x, z)Q y (dz), where the integrand functions are in F . The integral can be approximated (uniformly in x) by finite sums, that is, by elements of V . Hence, V is dense in D E and thus also in C l (E).
Apparently, Y is ergodic and has a unique invariant distribution with a Lebesgue density on (0, ∞) 2 . Unlike for the analogous one-dimensional equation
where the invariant distribution is known to be the Gamma distribution Γ 2c/γ,2cb/γ , here, the explicit form of the density is unknown. It is known (see, e.g., [7] , Example IV.8.2, page 237) that U hits 0 if and only if 2cb/γ < 1. Hence, we may expect that Y = Y γ,c,θ hits E only at ((2cθ 2 /γ, ∞) × {0}) ∪ ({0} × (2cθ 1 /γ, ∞) ). Compare this with the fact that 0 ∈ E is not hit by the infinite γ process X c,θ (see Theorem 1.7). 
Construction of the process.
Recall the definitions of p t , S and X c,θ in Definition 1.1. In order for the definition to make sense, we still have to show, in Proposition 3.2 below, that p t is indeed a Markov kernel and that the Chapman-Kolmogorov equation holds. We prepare for Proposition 3.2 with a lemma.
Recall the definitions of C, Ξ, D and F D in (1.8), (1.9) and (1.10).
Lemma 3.1. (i) D has the Markov property, that is, for x, y ∈ [0, ∞) 2 and A ⊂ E measurable, we have
(ii) For f : E → C bounded and measurable and r ≥ 0, we have
Proof. (i) Let F B denote the filtration generated by the Brownian motion B and let F B τx denote the σ-algebra of the τ x past of B [recall (
Hence, by spatial homogeneity, for x ′ ≤ x, we have
Choosing x ′ = −B τx , we infer that
We now apply the strong Markov property of B to obtain
(ii) This follows from the spatial homogeneity of B.
(iii) Recall that D rx has distribution Q rx . Hence, by (ii) and (i), we get
Proof. Recall that x → Q x is a continuous map. Hence, for open sets A ⊂ E, the map x → Q x (A) is lower semicontinuous, by the portmanteau theorem (see, e.g., [8] , Theorem 13.16), and is hence measurable. Hence, x → Q x (A) is measurable for all Borel sets A ⊂ E. It remains to check the Chapman-Kolmogorov equation for (p t ). By Lemma 3.1(iii), we infer that
Duality and proof of finite-dimensional distributions convergence (Theorem 1.3).
In this section, we prove the convergence of the finite-dimensional distributions of Y γ,c,θ to those of X = X c,θ by means of a duality relation. For Y γ,c,θ , we have already established the duality, in Proposition 2.1. We now come to the duality for X. Recall the definition ofỸ from (2.11). We will need as initial values onlyỹ ∈ E × [0, ∞) 2 . Note that, in this case, the process Z is constant in time and the processỸ is given by the deterministic equationỸ
Hence,Ỹ can be understood as a deterministic Markov process with state space E × [0, ∞) 2 . Recall H from (2.12) and F from (2.2). Proposition 3.3. X andỸ are dual in the sense that for all initial conditions X 0 = x ∈ E,Ỹ 0 =ỹ ∈ E × [0, ∞) 2 and for all t ≥ 0, we have
In particular, we get
and the distribution of X t is determined by (3.3) . Proof. AsỸ is deterministic, (3.2) and (3.3) are equivalent and so we only need to show (3.3). Since z ∈ E, by Corollary 2.3(iii), the left-hand side of (3.3) equals
By Corollary 2.4, equation (3.3) determines the distribution of X t .
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. As both X c,θ and Y γ,c,θ are Markov processes, it is easy to see that for convergence of finite-dimensional distributions, it is enough to show that for any t ≥ 0, x ∈ E and (
weakly. 
where the fourth line follows by (3.3) and the last equality follows by Corollary 2.3(iii).
Remark 3.4. We could also define X c,θ in Definition 1.1 for initial values x ∈ [0, ∞) 2 (instead of E only). This means that X c,θ starts life with a jump from x to a random point on E chosen according to Q x and then continues with the usual dynamics. Clearly, this process does not have a càdlàg version (due to the jump at time 0) and its transition semigroup is not strongly continuous at 0. Nevertheless, the proof of Theorem 1.3 shows that that theorem also holds for this process and hence for Y 
Then, for any p ∈ [1, 2), we have
More generally, one could show for the exit time of a cone with angle 2α (here, α = π/4) that E[τ p/2 ] < ∞ if and only if pα < π/2 (see [1] , equation (3.8) ). We give the short proof here in order to be self-contained.
Proof. By the reflection principle and independence of B 1 and B 2 , we get
where N 0,t (a, b) = (2πt) −1/2 b a e −r 2 /2t dr is the centred normal distribution with variance t. Hence,
) and every i = 1, 2, we have
Hence, we can express G 1 and G 2 in terms of
Using the explicit form of the density of Q (1,ε) in (2.5) and letting ε → 0, we get that the σ-finite measure ν on E has a one-dimensional Lebesgue density given by
(5.6) G 1 and G 2 can now be written as
Finally, we define the operator G c,θ on C 2 l (E) with domain D(G c,θ ) = C 2 l (E) that determines the infinitesimal characteristics of the process X = X c,θ :
A. KLENKE AND L. MYTNIK Lemma 5.2. The operator G c,θ is well defined. That is, for f ∈ C 2 l (E), the expressions in (5.9) and (5.7) are well defined and we have G c,θ f ∈ C l (E). This lemma will be proven in Section 5.2.
(ii) The operator G c,θ on C l (E) is closable and its closure generates the contraction semigroup S of the process X c,θ .
The theorem will be proven in Section 5.2 using the classical Hille-Yoshida theorem.
A different, and more modern, approach to constructing Markov processes from their infinitesimal dynamics is the martingale problem technique due to Stroock and Varadhan.
Recall from (2.17) that V ⊂ C 2 l (E) is the vector space spanned by {F (·, z), z ∈ E}. Define the linear operator G c,θ on V by (5.9) and (5.7). By Theorem 5.3(i), we obtain for z ∈ E [using Corollary 2.3(iii) in the second line and Lemma 2.2 in the last line] that
Hence, (5.11) is enough to define G c,θ on V and we do not really need the measure ν from (5.7) here.
A solution of the (G c,θ , V ) martingale problem is an E-valued measurable stochastic process X such that
is a (C-valued) martingale. A martingale problem is said to be well posed if, for every probability measure µ on E, there exists a solution X with L[X 0 ] = µ (existence) and any two solutions have the same finite-dimensional distributions (uniqueness). In this case, X is a Markov process (see [6] , Theorem 4.4.2(a)). Let e 1 = (1, 0) and e 2 = (0, 1). (5.7) and (5.8) is well defined and we have
Proof of Lemma 5.5. For x = (0, 0), since Q εe i = δ εe i , this is the very definition of G i . For u = (0, 0), by linear scaling and symmetry, it is enough to consider the case x = (1, 0). If i = 1, then the left-hand side of (5.12) equals Proof of Lemma 5.6. We have to show that for any f ∈ C 2 l (E), G c,θ f (x) is continuous in x ∈ E and has a limit at ∞. By (5.9), it is enough to derive these properties for G i (x) := (θ i − x i )G i f (x), i = 1, 2. We will give the proof only for the case i = 2 since the case i = 1 is analogous.
For x 1 = 0, we have Lemma 5.7. Let µ be a probability measure on E. Let X be any solution of the martingale problem (G c,θ , V ) with L[X 0 ] = µ. Then X andỸ are dual, in the sense that for anyỹ ∈ E × [0, ∞) 2 , we have
for all t ≥ 0.
Proof. As X is a solution of the martingale problem, we have that H((X t , θ),ỹ) − SinceỸ is deterministic, we get that H((x, θ),Ỹ t ) − for all t ≥ 0 and y ∈ E.
By Corollary 2.4, {F (·, y), y ∈ E} is measure determining on E. Hence,
for all t ≥ 0. By [6] , Theorem 4.4.2, this implies that the finite-dimensional distributions of X and X ′ coincide.
