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Nous e´tudions quelles proprie´te´s d’un re´seau peuvent eˆtre calcule´es a` partir d’une petite quantite´ d’informations locales
fournie par ses noeuds. Notre mode`le est une restriction de CON GEST , un mode`le distribue´ classique. Il est proche du
mode`le de complexite´ de communication avec messages simultane´s de Babai et al. [BGKL04]. Chacun des n noeuds –
qui ne connaissent que leur identifiant, ceux de leurs voisins et la taille du graphe– envoie un message de tailleO(log(n))
bits a` une entite´ centrale, le superviseur. Celui-ci doit alors de´terminer une certaine proprie´te´ du re´seau. Nous montrons
que des questions telles que : “Est-ce que le graphe contient un triangle ? un carre´ ? Quel est son diame`tre ?” ne peuvent
pas eˆtre re´solues dans ce mode`le. En revanche, pour de nombreuses classes de graphes : celles de de´ge´ne´rescence
borne´e (incluant les graphes planaires, ceux de largeur arborescente borne´e... ), les sommets peuvent succinctement
donner une description comple`te du graphe au superviseur. Nous laissons ouverte la question de de´cider la connexite´.
Keywords: syste`mes distribue´s, the´orie des graphes, complexite´ de communication.
1 Calcul local de proprie´te´s dans les graphes
Prologue. Lorsque, au cours du banquet d’AlgoTel, les organisateurs lancent un ”Comment c¸a va ?”, il est
aise´ de se faire une ide´e globale de l’ambiance juste en entendant les re´ponses simultane´es des participants.
Au contraire, si avant de rentrer, les organisateurs demandaient aux participants de se compter, il serait
difficile d’obtenir une re´ponse exacte des de´comptes locaux propose´s. En effet, si un chercheur Sophi-
politain re´pond ”nous sommes 5 par ici” tandis qu’un autre lance ”6 par la` !”, comment savoir si certains
membres de l’e´quipe ont e´te´ compte´s plusieurs fois ?
Le sujet de ce travail est de de´terminer quelles proprie´te´s globales d’un graphe peuvent eˆtre de´termine´es
a` partir de peu d’information locale. Grossie`rement, supposez qu’une question est pose´e aux sommets
d’un re´seau, ceux-ci doivent donner des informations succinctes fonction uniquement de leur voisinage.
Une autorite´ centrale, le superviseur, collecte ces re´ponses et doit en de´duire la re´ponse a` la question.
Les principales difficulte´s viennent de la taille limite´e des re´ponses ainsi que de leur simultane´ite´, i.e.,
les sommets ne savent pas ce que vont re´pondre leurs voisins et il est donc a priori difficile de partager
l’information pertinente.
Mode`les de communications. Lorsque l’on se re´fe`re a` un ”re´seau”, on y pense habituellement comme
a` un syste`me distribue´ ou` les nœuds correspondent a` des agents ou des processeurs. Ces nœuds peuvent
uniquement interagir localement, et, du fait du manque de connaissance et d’informations globales, de
nouvelles notions algorithmiques et de complexite´ apparaissent. Au contraire de l’algorithmique ”classique”
ou` la machine de Turing fait office de consensus comme mode`le formel a` l’algorithme, dans le cas des
syste`mes distribue´s, il existe de nombreux mode`les pour les protocoles de communications. Des mode`les
†Une version e´tendue de ces travaux a e´te´ accepte´e a` IPDPS’11 [BMN+11]. Partially supported by ANR projects AGAPE (N.
Nisse, I. Todinca) and DIMAGREEN (N. Nisse) and by the ECOS-Conicyt project C09E04 (M. Matamala, I. Rapaport, I. Todinca).
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the´oriques simples ont e´te´ conc¸us pour e´tudier divers aspects des protocoles tels que la tole´rance aux pannes,
le synchronisme, la localite´, la congestion, etc.
Dans le mode`le CON GEST (voir le livre [Pel00]), un re´seau est repre´sente´ par un graphe dont les n
sommets correspondent aux processeurs du re´seau, et les areˆtes aux liens entre ces processeurs. La com-
munication est synchrone : a` chaque ronde, chaque processeur peut envoyer un message de taille O(logn)
bits par chacun des liens sortants auquels il est incident. Diffe´rentes variations au mode`le CON GEST
ont e´te´ propose´es. L’ide´e ge´ne´rale est de supprimer certaines restrictions, rendant le mode`le plus puissant,
dans le but de se concentrer sur des proble`mes particuliers. Dans ce contexte, Linial [Lin92] introduit le
mode`le appele´ LOCAL (voir aussi [Pel00]) ou` la contrainte sur la taille des messages est leve´e afin de se
concentrer sur le proble`me de la localite´ dans les syste`mes distribue´s. Re´pondre a` la question ”Qu’est ce qui
peut eˆtre calcule´ localement ?” dans le mode`le LOCAL apparaıˆt comme un proble`me crucial. Kuhn et al.
montrent que des proble`mes difficiles comme la couverture minimum ou l’ensemble dominant minimum
ne peuvent eˆtre approche´s lorsque les processeurs e´changent des messages arbitrairement longs pendant
un nombre borne´ de rondes [KMW04]. Grumbach et Wu s’inte´ressent au calcul frugal dans le mode`le
CON GEST [GW09], i.e., les calculs pour lesquels la quantite´ totale d’information traversant chaque
areˆte est borne´e par O(logn). Dans ce cadre, ils ont montre´ que pour tout re´seau planaire ou de degre´ borne´,
toute formule logique du premier ordre peut eˆtre calcule´e frugalement.
D’un point de vue centralise´, tester les proprie´te´s de graphes a` l’aide de connaissances locales a aussi e´te´
e´tudie´ [Fis01, GR02]. E´tant donne´e la matrice d’adjacence d’un graphe, il s’agit de de´terminer le nombre
minimum de questions e´le´mentaires, comme “quelle est le ie voisin du sommet v ?”, ne´cessaires pour
de´cider si le graphe satisfait une certaine proprie´te´. Par exemple, [AKKR08] propose des bornes infe´rieures
et supe´rieures sur le nombre de questions ne´cessaires pour de´cider si un graphe contient un triangle. Gol-
dreich et Ron proposent un algorithme pour tester la connexite´ des graphes de degre´ borne´ [GR02]. D’autres
compromis entre la taille des structures de donne´es et la complexite´ des algorithmes, en terme de nombre
de bits a` tester dans la structure de donne´e, ont e´te´ prouve´s en utilisant divers mode`les de comple´xite´ de
communication, comme celui de cellule de test (probe cell model) [Yao81, MNSW95].
Re´sultats. Dans cet article, nous proposons une alternative au mode`le de calcul frugal de Grumbach et
Wu [GW09]. Dans notre mode`le, le nombre de rondes de communication est borne´, mais a` chaque ronde,
chaque sommet peut envoyer/recevoir un message de taille O(logn) bits a`/depuis une autorite´ centrale, ap-
pele´e le superviseur, qui communique avec tous les nœuds du re´seau. La notion de superviseur a e´te´ utilise´e,
par exemple, dans le mode`le SI M ULT AEOUS M ESSAGES [BGKL04]. Graˆce a` notre mode`le, il est
facile pour le superviseur de reconstruire, i.e., de´terminer la matrice d’adjacence, n’importe quel graphe de
degre´ borne´, en une ronde. Nous montrons cependant que des questions comme de´cider si le graphe contient
un triangle ou un carre´, ou de´terminer si le graphe a diame`tre au plus 3 sont impossibles a` re´soudre en une
ronde. E´tonnament, une ronde suffit pour reconstruire n’importe quel graphe de de´ge´ne´rescence borne´e.
2 Communication frugale en une ronde
Un re´seau de communication est repre´sente´ par un graphe G = (V,E) simple connexe et non oriente´
a` n sommets. Chaque nœud x ∈ V posse`de un identifiant unique ID(x) ∈ {1, . . . ,n}. En d’autres termes,
nous conside´rons des graphes e´tiquete´s. Dans la se´quence de sommets (v1, . . . ,vn), vi repre´sente le sommet
x ∈ V dont l’identifiant est ID(x) = i. En chaque sommet v, une unite´ locale de calcul connaıˆt son propre
identifiant, l’ensemble {ID(y) | y ∈ NG(v)} des identifiants des voisins de v et le nombre total de sommets
(comme d’habitude, on note NG(v), l’ensemble des voisins de v). Nous conside´rons le cas ou` il y a une
autorite´ centrale, le superviseur. C’est-a`-dire que le re´seau d’interconnexion G consiste en un graphe G =
(V,E), avec V = {v1, . . . ,vn}, plus un sommet universel v0 repre´sentant le superviseur, i.e., v0 est adjacent
a` tous les sommets de G.
A chaque ronde du processus de communication, tous les nœuds re´alisent un calcul local, base´ unique-
ment sur leur propre connaissance locale, et envoient/rec¸oivent un message a`/de chacun de leurs voisins (y
compris le superviseur). Le protocole de communication est dit frugal si la taille de chaque message est
limite´e a` O(logn) bits. Nous distinguons la complexite´ de communication, qui correspond au nombre de
rondes du processus de communication, et la complexite´ locale de calcul qui correspond au maximum du
temps pour effectuer chacun des calculs locaux. Apre`s la dernie`re ronde, le superviseur doit eˆtre capable de
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re´pondre a` une question initialement pose´e sur la topologie du graphe G.
Dans cet article, nous e´tudions les proble`mes relatifs au graphe G qui peuvent, ou non, eˆtre re´solus au
travers du re´seau d’interconnexion G par un protocole frugal en une ronde. En d’autres termes, le supervi-
seur, n’ayant aucune connaissance de la topologie du re´seau, excepte´ sa taille, doit re´soudre des proble`mes
en utilisant n messages, chacun de taille O(logn) bits, rec¸us des n processeurs. Notez que, puisque nous ne
conside´rons qu’une seule ronde de communication, le re´seau peut eˆtre asynchrone. En effet, connaissant la
taille du re´seau, le superviseur peut attendre jusqu’a` avoir rec¸u un message de chacun des sommets.
Un protocole en une ronde consiste donc en une phase locale, ou` chaque sommet deG calcule un message
en fonction de son voisinage, et en une phase globale, ou` le superviseur calcule le re´sultat attendu en
fonction des messages rec¸us.
Plus formellement, un protocole en une ronde Γ est une famille (Γln,Γ
g
n)n∈N, ou` :
– Γln : {1, . . . ,n}×P ({1, . . . ,n})→{0,1}
∗ est la fonction locale de Γ pour des graphes de tailles n,
– Γ
g
n : ({0,1}∗)n →{0,1}∗ est la fonction globale de Γ pour des graphes de tailles n.
Etant donne´ G = (V = {1, . . . ,n},E), le vecteur de messages Γ de G est : Γl(G) = (Γln(1,NG(1)), . . . ,
Γln(n,NG(n))). Le re´sultat de Γ pour G est Γ(G) = Γ
g
n(Γl(G)). Soit |Γl(G)|= max1≤i≤n |Γ
l
n(i,NG(i))|.
Γ est dit frugal si : max
G graphe de n sommets(|Γ
l(G)|) = O(logn). Notons que, comme habituellement
dans le cadre de la complexite´ de communication, nous ne tenons pas compte de la complexite´ de Γln et Γ
g
n.
Notons aussi que la fonction Γln peut eˆtre e´value´e pour toute paire (i,N) ou` i ∈ {1, . . . ,n} et N ⊆ {1, . . . ,n}.
Ainsi, Γln(i,N) correspond au message envoye´ au superviseur par le sommet i avec N pour voisinage, dans
un graphe a` n sommets.
Notons que, de´finir Γln(i,N) = NG(i)
‡ (i ≤ n) permet au superviseur de reconstruire tout graphe G. De
plus, dans la classe des graphes de degre´ borne´, une telle fonction est frugale puisque |NG(i)| = O(logn)
bits.
3 Des questions difficiles
Il apparaıˆt que, e´tant donne´ un graphe S, il est souvent difficile de re´pondre a` la question “Est-ce que
le graphe G contient S comme sous-graphe (induit ou non) ?” en une ronde. Si S n’est pas re´duit a` une
areˆte, cela s’explique par le fait que les sommets de G ne peuvent deviner a priori lesquels de leurs voisins
sont susceptibles d’eˆtre implique´s dans l’instance de S recherche´e : pour un sommet, tous ses voisins se
ressemblent ! Pour cette raison, il leur faudrait envoyer leur liste d’adjacence comple`te ce qui repre´sente des
messages trop long de O(n logn) bits. Plus formellement, nous prouvons que :
Theorem 1 Il n’existe pas de protocole frugal en une ronde qui permette au superviseur de de´cider si un
graphe : contient un triangle comme sous-graphe, contient un carre´ (induit ou non), a diame`tre au plus 3.
Pour obtenir nos re´sultats d’impossibilite´, nous utilisons deux ingre´dients principaux. Tout d’abord, il
est facile de remarquer que, s’il existe un protocole frugal en une ronde permettant au superviseur de re-
construire n’importe quel graphe d’au plus n sommets dans une classe C , alors |C |= 2O(n logn) (autrement,
au moins 2 instances diffe´rentes ne pourraient eˆtre distingue´es a` l’aide de O(n logn) bits). Dans un second
temps, nous introduisons une technique de re´duction : si il existe un protocole frugal en une ronde permet-
tant de de´cider une proprie´te´ conside´re´e, alors, il existe un tel protocole pour reconstruire tout graphe d’une
famille trop grande, i.e., de taille 2ω(n logn). Pour la question de de´cider si un graphe contient un triangle, la
famille conside´re´e est celle des graphes (e´tiquete´s) bipartis avec des parties de taille n/2, pour de´cider si un
graphe contient un carre´, nous utilisons la classe des graphes de n sommets sans carre´, et pour la question
du diame`tre, il s’agit de la classe des graphes a` n sommets. Plus de de´tails sont disponibles ici [BMN+11].
4 Un protocole frugal pour reconstruire des graphes en une ronde
k ∈ N e´tant fixe´, nous proposons un protocol frugal en une ronde pour de´cider si la de´ge´ne´rescence
d’un graphe est au plus k et reconstruire ce graphe, i.e., calculer sa matrice d’adjacence, si c’est le cas. Un
graphe est de de´ge´ne´rescence k si il existe un sommet r de degre´ au plus k dans G tel que G \ {r} est de
‡. Ici, NG(i) signifie la concate´nation de la representations binaires des identifiants des sommets de NG(i) plus une chaıˆne de bits
de meˆme taille pour indiquer le premier bit de chacun des identifiants
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de´ge´ne´rescence au plus k. Par exemple, les foreˆts sont les graphes de de´ge´ne´rescence 1, les graphes planaires
ont de´ge´ne´rescence au plus 5 et la de´ge´ne´rescence d’un graphe est borne´e par sa largeur arborescente. Notre
protocole peut donc eˆtre utilise´ pour tout graphe de ces classes. Notons que tout graphe de de´ge´ne´rescence
au plus k peut eˆtre code´ a` l’aide deO(n logn) bits. La question est ici de savoir si cette quantite´ d’information
locale est suffisante pour coder un tel graphe de fac¸on a` eˆtre de´code´e par le superviseur.
Theorem 2 Il existe un protocole frugal en une ronde pour de´cider si un graphe est de de´ge´ne´rescence≤ k
et reconstruire ce graphe si c’est le cas (k ∈ N fixe´).
Pour donner une ide´e de notre protocole, nous commenc¸ons par les graphes de de´ge´ne´rescence k = 1 : les
foreˆts. Soit T une foreˆt et notons NS(v) le voisinage de v ∈V (S) dans un sous-graphe S de T . Le protocole
fonctionne comme suit. Tout sommet v envoie au superviseur le triplet constitue´ de son identifiant ID(v),
de son degre´ degT (v) dans T et de la somme des identifiants de ses voisins ∑w∈NT (v) ID(w), ce qui peut eˆtre
encode´ avec 8logn bits (formellement, Γln(v,NT (v)) code (ID(v), |NT (v)|,∑w∈NT (v) ID(w))). Pour de´coder
ces messages, le superviseur choisit une feuille v, i.e., un des sommets de degre´ au plus 1, et “e´lague” cette
feuille de T . Exe´cutant cette proce´dure re´cursivement, le superviseur peut reconstruire T .
Plus pre´cisemment, le troisie`me e´le´ment du triplet envoye´ par v contient l’identifiant de son unique voisin
w dans T . Le superviseur peut alors modifier le triplet envoye´ par w en le remplac¸ant par (ID(w),degT (w)−
1,(∑z∈NT (w) ID(z))− ID(v)) ce qui est exactement (ID(w),degT\v(w),∑z∈NT\v(w) ID(z)) le triplet qu’aurait
envoye´ w dans T \{v}. En combinant ce nouveau triplet avec ceux envoye´s par tous les sommets sauf v, le
superviseur peut reconstruire la foreˆt T \{v}. Ainsi, par induction sur n, le superviseur peut reconstruire T
ou de´cider si T contient un cycle.
Pour le cas k≥ 1, nous ge´ne´ralisons l’ide´e de “l’e´lagage” d’un sommet v de degre´ au plus k du graphe G
de telle sorte que la connaissance du grapheG\v peut eˆtre obtenue graˆce aux informations des sommets dans
G en modifiant un peu celles des voisins de v. Plus formellement, le message envoye´ au superviseur par tout
sommet v est le k+ 2-uplet Γln(v,NG(v)) codant (ID(v), |NT (v)|,{∑w∈NT (v) ID(w)
p}p≤k). Nous prouvons
qu’a` partir de ces n messages de taille O(logn) bits, le superviseur peut reconstruire la matrice d’adjacence
du graphe G ou de´cider que G a de´ge´ne´rescence > k [BMN+11]. En particulier, pour tout sommet v de
degre´ ≤ k, il est possible de de´terminer les identifiants de ses voisins a` partir de {∑w∈NT (v) ID(w)
p}p≤k.
5 Perspectives
Nous avons de´fini un nouveau mode`le de communication distribue´e et locale, et e´tudie´ certaines des
questions auxquelles il peut re´pondre ou non. Les limites de ce mode`le ne sont pas encore connues : en
particulier, peut-on de´cider si un graphe est connexe ? D’autre part, les extentions naturelles de ce mode`le
–quand les messages ne sont pas simultane´s, lorsque l’on permet plusieurs rondes– restent a` e´tudier.
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