have been proposed. They differ in the generality of their classification parts but they are always constructed from certain pairs of classification rules. Our new strategy defines the classification part of an action rule in a unique way. Also, action rules are constructed from single classification rules. We show how to compute their confidence and support. Action rules are used to reclassify objects. In this paper, we propose a method for measuring the level of reclassification freedom for objects in a decision system.
Introduction
There are two aspects of interestingness of rules that have been studied in data mining literature, objective and subjective measures [5] , [1] , [10] , [11] . Objective measures are data-driven and domain-independent. Generally, they evaluate the rules based on their quality and similarity between them. Subjective measures, including unexpectedness, novelty and actionability, are user-driven and domaindependent. A rule is actionable if user can do an action to his/her advantage based on this rule [5] . A new class of rules (called action rules) constructed from certain pairs of association rules, proposed in [8] , refers to actionability in a more precise way. A formal definition of an action rule was independently proposed in [2] . Also, interventions introduced in [3] are conceptually very similar to action rules. These rules have been investigated further in [12] , [13] , [14] , [9] .
To give an example justifying the need of action rules, let us assume that a number of customers have closed their accounts at one of the banks. We construct, possibly the simplest, description of that group of people and next search for a new description, similar to the one we have, with a goal to identify a new group of customers from which no-one left that bank. If these descriptions have a form of rules, then they can be seen as actionable rules. Now, by comparing these two descriptions, we may find the cause why these accounts have been closed and formulate an action which if undertaken by the bank, may prevent other customers from closing their accounts. Such actions are stimulated by action rules and they are seen as precise hints for actionability of rules. For example, an action rule may define a group of customers who are seriously thinking to close their bank accounts but if they are invited by the bank for a glass of wine and also get certain offers, most probably they will stay.
The current definition of action rules requires constructing them from certain pairs of classification rules. This assumption makes the process of action rules discovery not only unnecessarily expensive but also gives too much freedom in constructing their classification parts. This paper presents a new strategy for action rules construction and shows how they relate to action rules introduced in [9] , [13] .
Action rules discovery
An information system is used to store information about a group of related objects. Its definition, given here, is due to Pawlak [6] . By an information system we mean a pair S = (U, A), where:
-U is a nonempty, finite set of objects (object identifiers), -A is a nonempty, finite set of attributes (functions) i.e. a :
where V a is called the domain of a.
We often write (a, v) instead of v, assuming that v ∈ V a . Information systems can be seen as decision tables. In any decision table together with the set of attributes a partition of that set into conditions and decisions is given. Additionally, we assume that the set of conditions is partitioned into stable and flexible conditions [8] . Attribute a ∈ A is called stable for the set U , if its values assigned to objects from U can not change in time. Otherwise, it is called flexible. "Date of Birth" is an example of a stable attribute. "Interest rate" on any customer account is an example of a flexible attribute. For simplicity reason, we will consider decision tables with only one decision. We adopt the following definition of a decision table:
By a decision table we mean an information system S = (U, A 1 ∪ A 2 ∪ {d}), where d ∈ A 1 ∪ A 2 is a distinguished attribute called decision. The elements of A 1 are called stable conditions, whereas the elements of A 2 ∪ {d} are called flexible conditions. Our goal is to suggest changes in values of attributes in A 1 for some objects from U so the values of the attribute d for these objects may change as well. A formal expression describing such a property is called an action rule [9] , [13] .
In order to construct action rules, first we need to extract classification rules describing relationships between attributes from A 1 and the attribute d. By Dom(r) we mean all attributes listed in the IF part of a classification rule r. 
Assume also that (a, v → w) denotes the fact that the value of attribute a needs to be changed from v to w for some objects in U . Similarly, the term (a, v → w)(x) means that a(x) = v needs to be changed to a(x) = w. Saying another words, the property (a, v) of an object x has to be changed to property (a, w). Assume now that rules r 1 , r 2 are extracted from S and r 1 
. By the support of action rule r we mean the set of all objects in S satisfying the description [(
Assume now that by r(x) we mean a new object obtained from x by changing its property Table 1 . Two classification rules extracted from S To construct an extended action rule [13] , let us assume that two classification rules, each one referring to a different decision class, are considered. We present them in Table 1 to better clarify the process. Here, "Stable" means stable classification attribute and "Flexible" means flexible one. In a standard representation, these two classification rules have a form:
Stable F lexible Stable F lexible Stable F lexible Decision
Assume now that object x supports rule r 1 which means that it is classified as d 1 . In order to reclassify x to a higher level class d 2 , we need to change not only the value of B from b 1 to b 2 but also to assume that G(x) = g 2 and that the value H for object x has to be changed to h 2 . This is the meaning of the extended (r 1 , r 2 )-action rule defined by the expression below:
Assume now that by Sup(t) we mean the number of tuples having property t. By the support of the extended (r 1 , r 2 )-action rule (given above) we mean:
. By the confidence of the extended (r 1 , r 2 )-action rule r (given above) we mean (see [12] , [13] ):
Now, we explain the steps needed to compute the confidence of an extended (r 1 , r 2 )-action rule r. In the first conjunct of the definition of an action rule we are looking for objects described by values of stable attributes only taken from the rule r 2 . Its second conjunct refers to the percentage of objects r(x) which also have a property
is supported by x 1 and x 4 . The confidence of an extended action rule is higher than the confidence of the corresponding action rule because the object making the confidence of that action rule lower has been removed from its set of support.
3 Action rules discovery, the new approach Let us assume again that S = (U, A 1 ∪ A 2 ∪ {d}) is a decision system, where d ∈ A 1 ∪ A 2 is a distinguished attribute called the decision. The elements of A 1 are called stable conditions, whereas the elements of A 2 ∪ {d} are called flexible. 
is a classification rule extracted from S supporting some d 1 -objects in S. By sup(r) and conf (r), we mean the support and the confidence of r, respectively. 
In a similar way, by an action rule r [→d 1 ] associated with r and the reclassification task (d, −→ d 1 )we mean the following expression: 
Clearly, if conf (r) = 1, then some objects in S satisfying the description 
is the set of all classification rules extracted from S which are defining d 1 
} contains all objects in S which potentially can be reclassified.
Assume now that
can not be reclassified to the class d 1 and they are called 
Now, if we assume that Sup
Now, we go back to the problem of finding all d-stable objects in S. First of all, we observe that
It can be easily proved that the definition of support and confidence of action rules given in Section 3 is equivalent to the definition of support and confidence given in Section 2.
Class-movability of objects
In this section we introduce the notion of a class-movability index (m-index) assigned to an object and next we partition objects in U with respect to that index. The m-index associated with an object, shows a rank of the object. Objects of higher rank are seen as objects more preferably movable between decision classes than objects of lower rank. Let 
Now, for each j ∈ {1, 2, ..., k}, we start with a collection of sets P j (i) = Sup Before we give the definition of m-index assigned to an object, we introduce the notion of m-index assigned to N j , where By class-movability index (m-index) assigned to N j , we mean:
By class-movability index (m-index) assigned to d j -object x, we mean:
In general, ind S (x) shows the overall amount of improvement open to x in terms of a number of available re-classifications and the improvements linked with every re-classification.
An example
Let us assume that the decision system S = (U, We are interested in reclassifying d 2 -objects either to class d 1 or d 3 . Four certain classification rules describing d 1 , d 3 can be extracted by LERS from the decision system S. They are given below:
It can be checked that R [d,→d1] = {r1, r3} and R [d,→d3] = {r2, r4}. Action rules associated with r1, r2, r3, r4 and the reclassification task either (d,
Conclusion
The action rules discovery process, presented in this paper, differs significantly from previous strategies because we use only single classification rules, instead of their pairs, to construct action rules. This difference is quite essential because the number of classification rules discovered from a database is usually large. The previous strategies (see [9] , [12] , [13] , [14] ) require to consider all pairs of classification rules, defining different decision values, which makes their time complexity quite high. Also, the proposed new approach to action rules discovery allows to define their confidence in a more natural way than in previous papers (see [12] ). The results presented in [3] , [8] , [12] , [13] , [14] need to be generalized to match this new definition of an action rule. But, this generalization process should be rather straightforward.
Our initial implementation of the proposed new method for action rules discovery outperforms the previous strategy [12] , [13] , [14] in terms of time complexity. Clearly, the confidence and support of action rules is strictly dependent on the support and confidence of classification rules used to construct them.
