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O assunto principal desta tese é o problema da designação: dado um grafo bipartido com 
custos nas arestas, obter um emparelhamento perfeito de custo mínimo. Na. primeira parte 
do trabalho apresentamos uma revisão detalhada dos conceitos e principais resu ltados da 
literatura sobre esse problema. Na segunda parte. dt scutimos uma variante paramétrica, 
na qual cada aresta e t.em seu custo dado por uma expressão do tipo c~+ >.c;. onde 
c~ e c; são constantes e >. é o parâmetro. rujo \"a lor é real e vana . .!\esta variante o 
objetivo é obter todas as soluções do problem<~ para um intervalo ele valores de >. no 
menor tempo possível. Nesta parte inicialnwnt(' fazemos uma revisão de resultados da 
literatura que apresentam técnicas gerais par11 o resolução de problemas paramétricas 
em Otimização Combinatória. Em seguida aprt'srnt amos uma abordagem , também da 
literatura. específica para o problema do fluxo de ru!'ito mínimo, do qua.l o problema da 
designação é um caso especial. Esta abordagem s<' ba seia em propriedades do algoritmo 
simplex de rede. Em segu1da apresentamoc; uma 110\"d abordagem . baseada numa relação 
entre o problema do fluxo de custo mínimo c o prol>lema do ciclo de razão mínima. A 
complexidade desta nova abordagem é insatisfa tówt quando se quer resolver uma instância 
do problema da designação pa.ramétrico, pois n complexidade conhecida do problema 
do ciclo de razão mínima é maior do que a complexidade conhecida do problema. da 
designação. Esta nova abordagem entretanto i: satisfa tória do ponto de vista teórico 
quando aplicada ao problema do fluxo de custo mínimo paramétrico. O trabalho finaliza 
apresentando uma comparação experimental entre as abordagens ·'simplex de rede:: e 
"ciclo de razão mínima" para o problema do fluxo mínimo paramétrico, mostrando que a 
prime1ra é muito superior à segunda. 
Abstract 
This d1ssertation is a.bout the Assignment Problem: given a.n edge-we.ighted bipartite 
graph, find a perfect ma.tching of minimum weight. ln the first part of this work we 
present a det.ailed survey of the literature on this problem. including basic concepts and 
main results. In the second part , we discuss a parametric variant of this problem. In this 
variant, the weight of each edge e is given by c; + Àc;, where c: and c; are constants and 
). is the parameler. that is, a real value that can vary. tor a given range of ). values ·we 
want to find ali solutions to the corresponding assignment problems in the least possible 
t1me. ln this part of Lhe work we initially present a survey of techniques for solving 
general Combinatorial Optimization parametric problems. We then present a. technique, 
a]so from the litera.t.ure. for solving the parametric minimum cost ftow problcm 1 of which 
the assignment problem is a special case. This technique is based on the network simplex 
algorithm. \Ve then present a new technique. also for solving the parametric minumum 
cost ftow problem. based on a reduction to the minimum cost-to-time ratí.o cycle problem. 
This technique is not satisfaclory for solving parametric assignment problems, because 
the best known algorithm for the minimum cost-to-time ratio cycle problem has worst 
running time than the best algorithm known for the assignment problem. It is however 
satisfactory from a theoretical point of view when applied to parametric minimum cost 
fiow problems, because its running time is better than lhe best known running time for 
a certain class of 111puts. We made an experimental comparison between the "network 
simplex" approacb and the <·minimum ratio cycle approach .. , but found that in ali cases 
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Em diversas ocasiões temos a necessidade de associar aos pares os elementos de um con-
junto \'da melhor maneira possíveL Para caracterizar uma determinada associação como 
sendo melhor em relação a outra, pressupõe-se que de alguma maneira pode-se estipular 
o benefíc1o ou custo envolvido em associar um par de elementos x, y E V. 
Associações desta natureza são uma importante classe de problemas em Otimização 
Combinatória denomi nada problemas de emparelhamentos. Dentre as diversas vari-
antes existentes de emparelhamento, algumas se destacam por receberem atençâ.o especial. 
Llma \·ariante é o problema de emparelhamento bipa1·tido. )resta circunstância o conjunto 
\ · pode ser particionado em subconjuntos X e Y. O objetivo é emparelhar da melhor 
maneira os elementos do subconjunto X aos elementos do subconjunto Y. 
O modelo fundamental estudado neste trabalho é o problema de emparelhamento bi-
partido de r.usto m{mmo, também denominado o problema da designaçào 1 • O problema 
da designação pode aparecer em muitas situações práticas. Os subconjuntos X e Y po-
dem ter vários significados dependendo do contexto em que se inserem. Por exemplo, o 
conjunto X pode representar funcionários e o conjunto Y tarefas a serem realizadas, e 
neste contexto o objetivo é designar um funcioná.rio para a realização de cada tarefa. Em 
outro contexto pode-se ter a necessidade de associar, por exemplo. caminhões a rotas de 
\Íagem. 
1.1 Grafos e emparelhan1entos 
Nesta seção forma lizamos os problemas de emparelhamento e na seção 1.:3 o problema. 
principal deste estudo. Introduzimos a seguir algumas notações e definições básicas uti-
lizadas neste texto. Os termos apresentados são suficientes apenas para o entendimento 
do problema no seu contexto em Teoria dos Grafos. Para a explicação dos resultados 
1 A denominação em inglês para este problema é asstgnment problem 
1 
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mais relevantes e para. uma análise do problema, conceitos e definições adicionais serão 
expostos no capítulo 2. 
A visão informal apresentada anteriormente sobre o problema de emparelhamento teve 
o objetivo de introduzir de maneira simples a. essência do problema. Para discutirmos 
todos os aspectos teóricos e computacionais relacionados necessitamos de um modelo 
formal. O modelo adequado às nossas necessidades é fornecido pela Teoria dos Grafos2 . 
Uma maneira boa para modelar uma associação envolvendo os elementos de um con-
junto é apl icar o conceito de grafos. A Teoria dos Grafos é um modelo formal capaz de 
abstrair as mais variadas situações envolvendo elementos e seus relacionamentos. 
Formalmente, um grafo G = (V, E) é um conj unto de objetos V denominados vértices 
e um conjunto de arestas E modelando relações entre pares de vértices. A cardinalidade 
de V será denotada por lVI = n e a cardinalidade de E por lEI = m . Neste texto nos 
referiremos a uma aresta e = (v, w) E E pelo par de vértices (v, w) incidente à mesma ou 
pelo seu identificador e. 
Pode-se definir grafos ponderados ou não. Se o grafo é ponderado para cada aresta 
e E E está associado um valor Ce (custo, benefício, etc) para. quantificar a relação entre o 
par de vértices incidente à mesma. 
As arestas de um grafo podem ser orientadas ou não. Se as arestas são orientadas 
a ordem dos vért ices é importante. As arestas orientadas são pares ordenados e nestas 
circunstâncias as arestas (v ,w) e (w,v) são d istintas. Um grafo G é orientado se as suas 
arestas são orientadas) caso contrário) o grafo é não orientado. 
Pode-se defin.ir um passeio como sendo uma sequência de vértices v1 , v2 ; . . • , VJ: tais que 
os mesmos são conectados por arestas (-1h, v2 ) , . • . , ( Vk-l , Vk) . Um caminho é um passeio 
no qual nenhum vérti ce está presente mais de uma vez, com a possível exceção do primeiro 
e último vértices. Pa,sseios e caminhos são definidos tanto em relação a grafos orientados 
quanto a grafos não orientados. 
Um ciclo consiste em um caminho no qual o primeiro e o último vértice são idênticos. 
A definição de ciclo também se aplica aos grafos orientados e não orientados. 
Um grafo G é completo se para todo par de vértices v, w E V a aresta (v , w) E E (veja 
figura 1.1 ) . Um grafo G é bipartido se o conj unto de vértices V pode ser particionado em 
dois subconjuntos X e Y de forma que toda aresta conecta um vértice de X a um vért ice 
de Y. Os subconjuntos X e Y são as partições de V . 
Um emparelhamento M em um grafo G é um subconj unto M Ç E de arestas 
tal que duas arestas quaisquer de /VI não possuam um vértice em comum . As arestas 
presentes no emparelhamento M são denominadas emparelhadas. As demais arestas são 
denominadas não emparelhadas. Da mesma manei ra, os vértices incidentes às arestas de 
2Gondran e Minoux [GM84] e West; [Wes96] fo rnecem um estudo det.alhado sobre a Teorta dos Grafos 
e os aspectos computacionais envolvidos 
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grafo orientado grafo completo 
Figura 1.1: Exemplos de grafos 
e-mparelhamento parcial emparelhamento perfeiro 
Figura 1.2: Grafos bipartidos 
J\.1( são denominados emparelhados. Os demais vértices não incidentes à nenhuma aresta 
de ;\I{ são denominados não emparelhados. 
Um emparelhamento A1 é denominado perje1.to se todos os vértices são vértices em-
parelhados, caso contrário, o emparelhamento é denominado pa1·cial(veja figura 1.2). 
Os problemas de emparelhamentos podem ser definidos em grafos ponderados ou não. 
Se custos são associados às arestas de G, o custo do emparelhamento M consiste na soma 
dos custos das arestas emparelhadas. o qua.l denotaremos por: 
Se capacidades mínima le e máxima ue não negativas são associadas às arestas pode-se 
definir o conceito de fluxo. Um fluxo f em G é uma função das arestas a valores não 
negativos tal que as seguintes condições são satisfeitas: 
1.2. Complexidade computacional 
I: fvw = I: fwv 
w EV wEV 
V(v,w)EE 




Neste texto denotaremos o maior custo de uma aresta em G por C e a maior capacidade 
por U. 
1.2 Complexidade computacional 
A complexidade intrínseca de cada problema é difícil ser avaliada. Até conseguirmos 
expressar a dificuldade de um determinado problema e obtermos um algoritmo que resolva-
o da maneira mais eficiente possível, estaremos empenhados em melhorar o desempenho 
dos algoritmos existentes para este problema. 
A eficiência de um algoritmo depende do critério utilizado como medida de comple-
xidade. Critérios possíveis são o tempo de execução, o espaço de memória , o número 
de processadores, etc. No nosso caso estamos interessados principalmente no tempo de 
eucução dos algoritmos. 
Descrever o comportamento exato dos algoritmos é muito difícil. Nos restringiremos a 
obter uma aproximação da sua complexida.de que nos permita avaliá-lo em relação a out ro 
algoritmo. O tempo de execução deve ser definido em função do número de operações 
relevantes para o problema independente de qualquer arquitetura de computador. 
O tempo necessário para se resolver uma instância do problema depende do seu 
tamanho. Consideramos que o tamanho da instância é o número total de bits necessários 
para representar os dados da entrada em uma notação apropriada, como por exemplo 1 a 
notação binária. 
Estamos interessados na análise de pior-caso da complexidade dos algoritmos. Ex-
pressaremos a complexidade dos algoritmos pelo maior tempo necessário para resolver 
cada possível instância do problema em função do seu tamanho. O tempo de execução 
assintótico será utilizado para descrever o comportamento do tempo de execução dos al-
goritmos quando o tamanho da instância cresce in-finitamente. Nos problemas estudados 
neste trabaJho os dados de entrada sào normalmente os vértices, as arestas, os custos e 
capacidades das arestas do grafo. Desta maneira o tamanho da entrada do problema é da. 
ordem de O(n + m). 
Consideramos os algoritmos eficientes ou de tempo polinomial quando sua comple-
xidade pode ser limitada por um polínõmio em função do tamanho da entrada. A denomi-
nação algoritmos de tempo superpolinomial é ut ilizada em algoritmos cuja complexidade 
não pode ser limitada por um polinõmío em função do tamanho da entrada. Estes al-
goritmos têm comportamento aceitável apenas para instâncias de pequena magnitude. 
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Para instâncias suficientemente grandes os algoritmos de tempo superpolinomiaJ tornam-
se inviáveis. 
Os algoritmos de tempo pseudopolinomial têm complexidade em função de algum 
parâmetro da entrada do problema além do seu tamanho. Um dos parâmetros da en-
trada que estará presente freqüentemente na complexidade dos algoritmos analisados é o 
maior custo C de uma aresta da instância, como por exemplo, O(nC) . 
Os algoritmos de tempo pseudopolinomial correspondem à uma importante subclasse 
dos algoritmos de tempo superpolinomial. Sob determinadas condições os algoritmos de 
tempo pseudopolinomial possuem comportamento similar ao dos algoritmos de tempo 
polinomial. Uma dessas condições é a hipótese de similaridade na qual consideramos 
que os dados podem ser limitados polinomialmente No caso dos problemas em grafos 
consideramos que C= O((n + m)k) para alguma constante k. A importância desta sub-
classe de algoritmos está relacionada ao fato de que a hipótese de similaridade é satisfeita 
por um grande número de problemas com aplicações práticas e teóricas. 
Um inteiro C pode ser representado com log C bits. Algoritmos com complexidade 
O(m log C), O(n 2 log logC) e O(nm log(nC)) !-ho portanto claramente algori tmos de tempo 
polinomial. Para diferenciar as classes de algoritmos de tempo polinomial utiliza-se a de-
notação algoritmos de tempo polinomial forte c fraco. Os algoritmos de tempo polinomial 
forte são os algoritmos com complexidade estritamente em função do tamanho da entrada. 
Os demais algoritmos de tempo polinomial. com complexidade em função de parâmetros 
da. entrada além do tamanho, são denominado:- algoritmos de tempo polinomial fmco. 
Os algoritmo::; de tempo polinomial fraco po:-.suem uma desvantagem em relação aos 
algoritmos de tempo polinomial forte. O comportamento dos algoritmos de tempo poli-
nomial fra.co pode ser indesejável para grande~ ,.,dores de C. Além djsso, estes algoritmos 
podem ter problemas quando os dados de ellt raJa são irracionais. Desta maneira: algo-
ritmos de tempo polinomial forte são preferidos. sempre que possível3 . 
1.3 O problema da designação 
Seja G =(V, E) um grafo bipartido ponderado não orientado com partições V= X U Y . 
O problema da designação consiste em determinar um emparelhamento perfeito J'vt 
de custo mínimo em G. O problema da designação neste texto será abreviado por PD. 
Sem perda de generalidade suporemos que a cardinalidade das partições é lXI = 
IYI = n {lVI = 2n). Suporemos também que G é um grafo bipartido completo, ou seja, 
3 Discussões mais detalhadas sobre complexidade computacional podem ser encontradas nos textos de 
Cormen e outros [CL R90J, Garey e .Johnson [GJ79]. \ lanbPr [Man89) . dentre outros. Cormen e outros, 
'vlanber enfati2am os aspectos essenciais relaciOnados a anâlise de algoritmos. Garey e Johnson abordam 
extensivamente a teoria de complexidade computactonal. 
1.3. O problema da designação 6 
IE I = m = n 2 • Esta suposição não restringe o problema. visto que arestas com custo 
suflcientemente grande podem ser adicionadas a G quando este não for completo. Note 
que as arestas adicionadas não deveriam esta.r presentes em nenhuma solução, a não ser 
que G não contenha um emparelhamento perfeito com as arestas originais. 
Em um grafo bipartido completo existe sempre um emparelhamento perfeito, portanto 
o PD sempre tem soluçã.o. Na verdade existem n! emparelhamentos perfeitos dos quais o 
melhor corresponde àquele que minimizao custo. Este emparelhamento será denominado 
empa1·elhamento ótimo. 
Por simplicidade suporemos que os custos das arestas sã.o inteiros nã.o negativos res-
tri tos ao intervalo [0, . . . , C] . Esta suposição não é restritiva visto que uma constante 
suficientemente grande pode ser adicionada a todos os custos sem alterar o emparelha-
mento ótimo. 
O PD pode ser formulado matricialmente com cada célula da matriz indicando o custo 
para dois elementos se associarem. Um emparelhamento neste ca.so consiste em escolher 
n células da. matriz, de maneira que haja somente uma célula escolhida em cada linha e 
coluna. O custo do emparelhamento é o somatório dos custos das células. A solução do 
PD pode ser expressa por n pares ordenados (linha:coluna) . 
O PD modela uma variedade de situações que surgem frequentemente em problemas 
reais. As aplicações vão desde a. alocação de recursos até o processamento de sinais. O 
texto de Ahuja e outros [AM093] apresentam várias referências onde podem ser obtidas 
aplicações do problema. 
Em aplicações reais podem surgir a necessidade de se resolver sucessivas instâncias 
do PD que diferem em parte das informações do problema. Uma dessas situações ocorre 
quando modelamos uma parcela das informações por funções. A cada. valor definido pela 
função está associado uma. instâ.ncia. do problema. Neste caso se deseja resolver todas as 
instâncias da. forma mais eficaz possível. Uma maneira para se alcançar tal objetivo é 
conseguir explorar eficientemente a estrutura do problema a ser resolvido. 
Este trabalho dedica-se a. estudar o PD quando representamos os custos das arestas 
em funçâo linear de um parâmetro À. Esta variante do problema denominada problema 
da designação param étrico será formalmente descrita no capítulo 5. Neste estudo 
queremos analisar a estrutura do PD paramétrica e discutir os problemas envolvidos na. 
sm~ resolução eficiente. Buscamos propôr soluções eficientes computacionalmente, sempre 
que possível, para o PD paramétrica. No mínimo, espera-se contribuir de alguma forma 
para. enriquecer a literatura sobre o PD para.métrico e sugerir direções na realizaçã.o de 
futuros estudos . 
O PD além de possuir diversas aplicações na resolução de problemas práticos também 
está envolvido na resolução de outros problemas mais genéricos. Algoritmos eficientes 
para a resolução da sua variante paramétrica podem implicar em avanços nos problemas 
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diretamente modelados pelo PD, como também nos demais que dependem indiretamente 
da complexidade computacional do problema. 
1.4 Organização do texto 
Este primeiro capítulo foi destinado a discutir brevemente o problema em estudo nesta 
dissertação. Nos capítulos subsequentes, o PD paramétrica e todos os demais aspectos 
envolvidos são abordados mais detalhadamente. 
No capítulo 2 discutimos o contexto no qual o PD se insere e o seu relacionamento com 
outros problemas. No capítulo 3 discutimos os aspectos envolvidos na resolução do PD . 
Definimos os conceitos aplicados nos algoritmos para o problema e os fundamentos aos 
quais se baseiam estes algoritmos. No capítulo 4 explicamos as abordagens e os diversos 
algoritmos aplicados na resolução do problema. 
No capítulo 5 abordamos a literatura existente para os problemas paramétricas. Ava-
liamos as soluções propostas para diversos problemas e finalizamos propondo uma nova 
abordagem para o PD paramétrica. Discutimos também esta nova abordagem no con-
texto de um problema mais genérico que o PD paramétrico) o problema do fluxo de custo 
mínimo paramétrica. No capítulo 6 descrevemos as implementações da abordagem pro-
posta e de outra presente na literatura, ambas para o problema do fluxo de custo mínimo 
paramétrico, e os resultados obtidos. Finalizamos este texto relatando as contribuições 
deste estudo. 
Em diversos pontos desta dissertação são apresentados teoremas ou lemas cujo entendi-
mento se faz necessário para a abordagem dos assuntos aqui expostos. A quase totalidade 
desses resultados provêm da literatura., e por isso em geral omitimos uma prova completa.. 
Referências serão apresentadas sempre para a obtenção de informações mais detalhadas 
sobre estes tópicos . 
Capítulo 2 
O PD e o seu contexto em 
Otimização Combinatória 
O PD. ass1m como os demais problemas discutidos neste texto é um problema combi-
natório. Neste capítulo descrevemos o contexto no qual o PD se insere. assim corno a sua 
importância e a do seu relacionamento com outros problemas combinatórios. 
2.1 Otin"lização Combinatória 
Otimização Combinatória tem merecido nas última$ décadas o mteresse de diversos 
estudiosos em diferentes ramos. O motivo de tal interesse vem do fato de que os problemas 
em Otimização Combinatóna têm se mostrado bastante abrangentes, sendo capazes de 
modelar uma variedade considerável de situações reais. 
A natureza desses problemas envolve a busca por uma solução que sob algum critério, 
especificado por uma função de custo associada, se destaca em relação às demais. Os 
problemas são combinatórios no sentido de que a solução procurada, que usualmente 
chamamos de solução ó t ima , faz parte de um conjun to de soluções possíveis denomi-
nadas soluções factíveis. Este conjunto engloba todas as soluções que satisfazem todas as 
restrições do problema. Em princípio estes problemas podem ser resoh·idos enumerando 
todas as soluções factíveis e determinando-se a melhor. Entretanto, computacionalmente 
tal alternativa se torna em quase a totalida.de dos casos impraticável. O número de 
soluções fact íveis geralmente é exponencial. 
Os ramos de aplicação da Otimização Combina.tória englobam as mais diversas áreas 
do conhecimento. Os textos de Gondran e Minoux [Gl\1184], )Jemhauser e \\iolsey [:-.JvV89J. 
Papadimitriou e Steiglitz (PS98J abordam largamente o assunto_ 
Os problemas em Otimização Combinatória podem ser formulados frequentemente 
como instâncias de Programação Int eira ou Programação Linear. P rogra m ação I nt eira 
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e Programação Linear sã.o dois modelos matemáticos que se caracterizam por serem 
descritos por um conjunto de restr.ições lineares e uma função de custo associada. O 
objetivo em cada um desses modelos é determinar uma solução que satisfaça todas as 
restrições e que minimize (ou maximize) a funçã.o de custo associada. A diferença con-
ceitual básica nos dois modelos reside no fato de que em Programação Inteira existe uma 
restrição adicional exigindo a integralidade da. solução ótima. 
Computacionalmente, os dois modelos diferem por terem complexidades bem distintas. 
Para a Programação Linear algoritmos eficientes existem, maiores informações no texto 
de Nemhauser e vVolsey [N\i\189] . Por outro lado, a Programação Inteira consistirá num 
modelo computacionalmente muito difícil se a condição P =f; NP se verificar. Karp [Kar72], 
Borosh e Treybig [BT76] exibem resultados que comprovam que a Programação Inteira 
(além de algumas variantes) é um problema NP-Completo. A complexidade se estende 
até mesmo ao caso particular de Programação Inteira 0/1 1 . 
Casos particulares importantes de Programação Inteira são os problemas de Fluxos em 
Redes. Os problemas de Fluxos em Redes se caracterizam por envolverem a distribuição 
de fluxo entre os vértices de um grafo, respeitando as possíveis restrições existentes sobre 
os vértices e as arestas. A forma como o fluxo deve ser distribuído depende fundamental-
mente do contexto do problema em estudo. 
Os problemas de Fluxos em Redes são largamente aplicados na modelagem de: pro-
blemas de produção, distri buiçào e transporte; problemas de políticas públicas e sociais; 
problemas em ciências médicas e físicas, dentre outros. Os problemas citados são apenas 
uma parcela do espectro de aplicações existentes. Ahuja e outros [AM093] abordam di -
versos problemas de Fluxos em Redes enfatizando as técnicas frequentemente empregadas, 
o relacionamento entre os diversos problemas além de uma extensa lista de aplicações. 
Um dos problemas mais simples e importante de Fluxos em Redes corresponde ao PD. 
Apesar de termos formulado o problema anteriormente como um relacionamento entre 
elementos, o PD pode ser facilmente descrito como sendo um problema. de Fluxos em Re-
des. O PD desperta um interesse grande, tanto prático qua.nto teórico, nos pesquisadores. 
Prático porque o problema surge em situações reais bem diversificadas. Teórico porque 
apesar de ser um dos modelos mais simples, alguns problemas importantes de F luxos em 
Redes podem ser convertidos no PD. Instâncias do problema também aparecem natural-
mente na resolução de diversos problemas consideravelmente mais complexos, alguns dos 
quais sendo problemas !VP-Difíceis. 
1Garey e .Johnson [GJ79] discut em detalhadamente a teoria. de NP-Completude , além de enfatizar os 
conceitos e técnicas aplicadas à resolução de problemas int.ratáveis como os problemas NP-Complet.os 
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A formulação do PD como um problema de Programação Inteira. é descrita a seguir: 
mm L Cxy/xy 
(x .y )EE 
Sujeito a: 
L fxy = 1 'ilx E X (I) 
yEY 
L fxy = 1 'riy E y ( li) 
xE X 
/xyE{O,l} 'il(x,y) E E (RI) 
A variável fxy indica que a aresta (x,y) pertence ao emparelhamento se /:ry = 1, caso 
contrário fxy = O. A restrição I assegura que existe exatamente uma aresta. incidente 
ao vértice x E X em qualquer solução ótima. A restrição 11 expressa a mesma condição 
para os vértices da partição Y. Nesta descrição é imposto pela restrição RI que a variável 
f xv E {O, 1} _ Esta restrição é denominada restrição de integralidade. 
Os algoritmos que resolvem o PD exploram as características especiais do problema 
para a obtenção de soluções eficientes 1 ao invés de tratar o PD simplesmente como uma 
instância de Programação Inteira. 
2.2 O problema do fluxo de custo mínimo 
Seja G = (V, E ) um grafo orientado. A cada aresta e E E está associado um custo Ce não 
negativo para cada unidade de fluxo atravessando a aresta. Limites máximo 'Ue e mínimo 
le indjcam a quantidade de Auxo permitido para a aresta. Associamos a cada vértice v um 
valor b11 para representar o seu excesso ou demanda por fluxo. O problema do fluxo de 
custo mínimo , o qual será denotado por PFCM , consiste em rot ear com o menor custo 
possível o fluxo através de G, respeitando as restrições sobre as arestas com o objetivo de 
satisfazer o excesso/ demanda de fluxo nos vértices. Sem perda de generalidade suporemos 
que os custos, as capacidades das arestas, o excesso/ demanda de fluxo dos vért ices são 
inteiros. 
O PFCM é o modelo mais importante de Fluxos em Redes . Os demais problemas de 
fluxos em Redes , como o problema da designação, o problema dos caminhos mais curtos 
e o problema do fluxo máximo, podem ser interpretados como casos part iculares do PFCM. 
O PFCM surge em uma. variedade de situações como gerenciamento de recursos humanos, 
planejamento de sistemas de distribuição, escalonamento , diagnósticos médicos, dent re 
outras2 . 
2Est-udos sobre a estrut.ura do PF Crvt e suas aplicações são abordados por Ahuja, Magnanti e Orlin 
[AM093], Bert.sekas [Ber91] e Tarjan [Tar83] 
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formalmente o PFCM pode ser descrito como o seguinte problema de Programação 
Inteira: 
Sujeito a: 
min L cV1lJfvw 
(v.w)EE 
wEV wEV 
f-vw E Z+ 
Vv E V 
V( v . w) E E 
V(v,w) E E 
(RCF) 
(RI ) 
A restrição RI é a restrição de integralidade para o PFCM . A restrição RCF é denomi-
nada restrição de conser-vação de fluxo. Esta restrição indica que o sistema é conservativo. 
ou seja, a quantidade de Auxo total no sistema permanece a mesma. Um pseudoftuxo é 
uma relaxaçã.o da condição de conservação de fluxo onde se admite vértices desbalancea-
do:;. O desbalanceamento de um vértice é definido como: 
D(v) = bv +L f wt•- L fvw 
vEV vEV 
Os vértices são classificados de acordo com o seu desbalanceamento. Os vértices com 
D(v) > O são definrdos \·értices com exct.sso de Auxo. Os \·érticcs com D(v) < O são 
definidos \·értices com de:manda por fluxo. Referimos aos demais vértices com D(v) =O 
como vértices balanceados. 
O melhor limite de tempo existente atualmente para a resolução do PF'CM é 0( min{ 
(m logn)(m + n logn), nm log(:) log(nC), nm(log log U) log(nC))}. O limite de tempo 
polinomial forte é definido pelo algoritmo de OrUn [Orl88). O limite de tempo O(nm 
log(:) log(nC)) é devido ao algoritmo de Goldberg e Tarjan [GT90]. O limite de tempo 
O(nm( log log U) log(nC)) é devido ao algoritmo de Ahuja e outros [AGOT92]. 
Um dos principais resultados de Fluxos em Redes demonstra a estrutura particu-
lar destes problemas. A matriz correspondente às restrições presentes na formulação 
matemática do PFCM como uma instãncia de PL, é totalmente unimodular. Como con-
sequência, qualquer instáncia do PFCM com excesso/demanda de Auxo nos vértices inteiros 
e as capacidades das arestas inteiras possui uma solução ótima com fluxos inteiros nas 
arestas. O texto de Altuja e outros [AM0 93] apresenta. diversas referências que podem 
ser consultadas para se obter uma demonstração formal e uma análise em profundidade 
desta propriedade, e sobre tópicos relacionados a unimodularidade. 
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2.3 Relação entre o PD e o problema do fluxo de 
custo mínimo 
O PD foi descrito anteriormente como um problema de emparelhamento em grafos. Nesta 
seção, discutiremos como o problema pode ser interpretado como um problema de fluxo. 
Além disso, discutiremos importantes relações entre o PD e outros problemas de Fluxos 
em Redes. 
O PD pode ser reduzido ao PFCM realizando a seguinte transformaçã-o. 
Redução do PD ao PFCM Dada uma instância G = (V, E ) do PD com partições V = 
X U Y e arestas e E E de custo ce, defina uma instância G' = ( \1', E') do PFCM com o 
conjunto de vértices V' = V. Para cada aresta e E E defina uma aresta e' em G1 com 
custo Ce• = Ce e capacidade u.t'' = 1. Insira dois vértices especiais s e t em V' e ad icione as 
arestas e' = (s , x ) \:fx E X e e' = (y. t) 'ify E Y com custo ~· = O e capacidade ut'' = 1. 
Defina o fluxo b a ser enviado de s para t como sendo b = lXI . 
Observe que sob a perspectiva de um problema de fluxo as arestas em um emparelha-
mento devem ser saturadas ou devem ter fluxo nulo. As arestas satu.radas são as arestas 
com fluxo igual à sua capa.cidade. As arestas emparelhadas em um grafo são as arestas 
saturadas. Desta maneira, o emparelhamento ótimo de G pode ser obtido a partir da 
solução ótima do PFC.\1 em G' observando quais arestas estão saturadas. 
A redução do PD ao PFCM mostrada acima é simples. O PD participa de outra redução 
que é igualmente importante e não tão simples que será descrita a seguir: 
O problema de transporte , abre\·iado por PT, é um caso particular do PfCM onde o 
grafo é bipartido. Formalmente podemos descrever o PT como a seguir: 
Seja G = (V, E) um grafo bipartido orientado com partições V = X U Y Os vértices 
de X são a$ fontes e os vértices de Y os sorvedouros. Cada fonte x possui um excesso 
inteiro br > O que de\·e ser distribuído para satisfazer a demanda nos sorvedouros. A 
demanda no sorvedouro y é um inteiro by < O. Para cada unidade de fluxo atravessando a 
aresta e E E está associado um custo Ce e uma capacidade Ue· O sistema está em equibbrio 
no sentido de que L x-ex bx = LyeY by . O problt>ma de transporte consiste em rotear. com 
o menor custo possível, o fluxo através de G de maneira a balancear os vértices. 
O PT promove um importante vínculo entre o PF'CM e o PD. Apesar do PT ser um 
caso particular do PF'CM , pode-se transformar o PFCM no PT. Por sua vez. o próprio PT 
pode ser convertido no PD. Ent retanto , a redução em questão é pseudopolinomial. Desta 
maneira, apesar de ser um dos modelos mais simples o PD possui uma estrutura peculiar 
que permite modelar problemas mais genéricos. como é o caso do PFCM. As reduções do 
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PFCM ao PT e do PT ao PD são descritas a seguir3: 
R eduçã o do PFCM a o PT 4 Dada uma instância G = (V, E) do PFCM construa uma 
instância G' = (V', E') do PT realizando as seguintes transformações. Para cada aresta 
e= (v, w) em G insira três vértices e'. v' e w' em G'. Conecte estes vérti ces adicionando as 
arestas orientadas (e', v' ) e (e'.w') . Defina o custo da aresta (e', v') como sendo ce'v' = O. 
Defina o custo da aresta (e'. w') como sendo Ce' w' = Cvw · como indicado na figura 2.L O 
Auxo através da aresta (e', v') é indicado por Z 11 w e o fluxo através da aresta (e', w') por 
b v~ bw Ue - be 
aresta em G aresta correspondente em G' 
Figura 2.1 : Transformação do PF'CM no PT 
Para que o PFC~I tenha uma solução factível deYemos ter Ue = Z uu• + Xvw· Neste caso. 
a restnção de capacidade Xw ~ Ue em G é equ ivalente a restrição O ~ Z vw em G'. Pode 
ser demonstrado que esta transformação elimina a restrição de lim ite superior para as 
arestas além de criar um grafo bipartido. A restrição de conservação de fluxo em G' 
- L Zvw - L Xwv = bu - L U vw 
wEV w EV ·wEV 
é equivalente a restrição de G: 
L fuw- L f w u = bv 
wEV wEV 
A partir destes fatos pode ser provado que o grafo resultante é equivalente ao original. 
As arestas de G correspondem às fontes em G'. Uma fonte e' possui excesso de fluxo 
igual à quantidade de fluxo que é possível enviar at ravés da aresta correspondente em 
G, be' = ·ue - le· Por sua vez, os vértices de G corresponderam aos sorvedouros em 
G' A demanda de um sorvedouro v' é a soma das quantidades de fluxo que se pode 
3 Urna análise mais detalhada sobre a relação entre os problemas de Fluxos em Redes pode ser obtida 
no texto de Balakrishnan [Bal95] Balakrishoan apresenta uma ext ensa discussão sobre reduções entre os 
problemas de Fluxos em Redes 
4 A redução apresentada é baseada no texto de Bertsekas [Ber91] 
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enviar através das arestas partindo do vértice menos o seu excesso (veja figura 2.1 ). O 
Auxo de cada aresta e de G na solução ótima do PFCM é a soma dos Auxos das arestas 
(e',v') e (e',w') em G' na solução ótima do PT, f e = Xmu + zvw· O Auxo na aresta e é 
f e = Xvw + Uvw - luw- Xvw· 
Redução do PT ao PD 5 Seja G = (V. E) uma instância do PT com partições 
F= X U Y. Defina uma instância G' do PD realizando as seguintes transformações. Para 
cada fonte X E X com excesso de fluxo bx insira em C 1 os vértices Xcn Q = 1,- .. , bx. 
Para cada sorvedouro y E Y com demanda by insira em G' os vérti ces ya, {J = l, ... , by. 
Para cada aresta orientada (x, y) em G adicione em G'' as arestas não orientadas (xo, Y/3 ), 
a= l, ... ,bx e /3 = l , .. . ,by, todas com custos Cr0 y8 = Cxy (veja figura 2.2). Nesta 
transformação a bipartição do grafo é mantida. 
Cvw 
bx 0-----G by 
\'érilces na wstá11cia do PT !>Ubdiv1são dos vértJces do PT (mstãnc1a do PD) 
Figura 2.2: Transformação do PT no PD 
A solução ótima do PT pode ser obtida através do emparelhamento ótimo de G'. Se 
uma aresta (xa, YtJ) está presente no emparelhamento ótimo ternos urna unidade de fluxo 
na aresta (x,y) em G. O fluxo total na aresta (x 1 y) é determinado pela quantidade de 
arestas (x0 ,y.e) no emparelhamento ótimo de G'. 
Por ser um problema mais simples, o PD pode ser utilizado para melhorar a nossa com-
preensão sobre a estrutura de problemas mais genéricos corno o PFC.Yt. l\'ovas técnicas 
desenvolvidas para os problemas de Fluxos em Redes, podem ser ap licadas primeira-
mente ao PD para uma avaliação de sua eficiência. Posteriormente. estas técnicas podem 
ser generalizadas para o desenvolvimento de algoritmos para problemas mais genéricos. 
Um exemplo clássico desta abordagem é o algon'tmo p1·imal-dual, também conhecido como 
algonlmo húngaro. O algoritmo primai-dual desenvolvido por Ford e Fulkerson [FF57] 
5 A redução apresentada é baseada no texto de West (Wes96] 
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primeiramente para o PT, e posteriormente estendido para o P FCM em [FF62], foi gene-
ralizado a partir do algoritmo primai-dual proposto por Kuhn [Kuh55 , Kuh56] para o 
PD. 
2 .. 4 O problema do caixeiro viajante 
Instâncias do PD surgem naturalmente na resolução de diversos problemas combinatórios 
difíceis, como por exemplo: o problema do caixeíro viajante [LLKS85}, o problema da de-
signação quadrático [PR\V93], o problema dt roteamento de veículos [LN87], o proble·m.a 
de rotação de tripulação [BGAB83], dentre outros. Todos os problemas citados são co-
nhecidamente problemas NP-Difíceis. 
O pr o blema d o caix eiro v ia jante -denotado por PCV- é um dos problemas mais 
estudados em Otimização Combinatória.. Seja G = (V, E) um grafo orienta.do com arestas 
e E E de custo Ce . O PCV consiste em determinar um ciclo hamiltoniano de custo mínimo 
em G. Um ctclo hamiltoniano em G é um ciclo onde todo vértice v E V está presente 
uma única vez. 
Representação Matricia.l 
1 2 3 4 5 6 
1 o 10 00 00 00 00 
2 00 o 9 00 00 6 
:3 14 00 o 12 00 00 
4 00 00 00 o 4 00 
5 00 15 -3 00 o -4 
6 -5 00 00 8 00 o 
Tabela 2.1: Representação matricial de uma instância do PD e PCV 
Da mesma maneira como o PD , o PCV também pode ter formulação matricial (veja 
a t abela 2.1 ). Neste caso, cada célula da matriz N/[ij ] indica. o custo da aresta dirigida 
(i,j ). As mesmas restrições quanto à solução do PD se aplicam ao PCV com uma rest rição 
adicionaL Os pares ordenados que expressam a solução do problema, devem correspon-
der à uma permutação ciclica de todos os vértices do problema. A solução do PD não 
necessariamente precisa possuir esta característ ica. Os pares ordenados na solução do PD 
vão corresponder à uma. coleção de ciclos orientados disjuntos cujo custo total de todos 
os ciclos da coleção é mínimo. 
Observe que os pares ordenados que representam ciclo hamiltoniano sào soluções 
factíveis para o PD , pois estes pares equivalem a emparelhamentos perfeitos em um grafo 
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grafo lJipamdo 
solução ótima do PD .,oJ111:iw equ1 \'alente a solução do PCV 
Figura 2.3: Jm.r iwCia;, do PD 
bipartido. Na ,·erdade, das n~ possíveis soluções factíveis para o PD (n - 1)! são per-
mutações cíclicas de todos os vértices e portanto equi' alem à ciclos hamilt.onianos em um 
grafo orientado. O PD pode ser visualizado como uma relaxação do PCV no sentido de 
que ciclos (não hamiltonianos) são soluções fac tí,·eis (\·eja figura 2.3 e 2.4). 
Pelo exposto, o custo da solução ótima clo PD é um limi te inferior para. o custo da 
solução ótima do PCV. Lawler e outros [LLI\SS.J] relatam que frequentemente o limite 
fornecido pelo PD está relativamente próxmw da solução ótima do PCV. Pode-se obter 
uma formulação para o PCV, inserindo-se restnções adicionais à definição do PD para 
excluir os ciclos não hamiltonianos do conjunto de soluções factíveis. A restrição descrita 
a. seguir denominada restrição de eliminação de. ciclo~ tem esta finalidade. 
L f.,w ~ IUI- 1 
(v wlE E 
11 EU, wEl' 
2 ~ IUI ~ lVI- 2 (REC) 
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grafo orientado ponderado 
-3 
solução equivalente a solução do PD solução ótima do PCV 
Figura 2.4 : Instâncias do PCV 
A restrição REC deve ser definida para cada subconjunto U C V de vértices. A 
restrição exige que cada subconjunto de vértices U contenha no máximo IUI - 1 arestas, 
o que garante que nenhum subconjunto de vértices U contém um ciclo. Esta restrição 
somente é satisfeita por ciclos hamiltoníanos. Para qualquer outro tipo de solução haverá 
no mínimo uma restrição REC sendo violada. 
A complexidade do PCV está presente exatamente na restrição REC. Ao contrário 
do PD , o PCV é um problema NP-Difícil. A importância do PD neste contexto vem 
da possibilidade de utilizarmos o problema como uma importante relaxação do PC V. 
Historicamente o PD foi a primeira relaxação utilizada para a resolução do PCV, por causa 
da simplicidade da relaxaçã.o e da facilidade envolvida na computação do PD. 
Algumas metodologias aplicadas a problemas complexos, com o o método branch-and-
bound, envolvem a resolução de urna série de problemas mais simples. O desempenho 
destas metodologias deveria ser afet ada indiretamente por avanços para o PD quando 
aplicadas aos problemas descritos no início da seção. Mais informações sobre a utilização 
do PD nestas situações podem ser encontradas em Miller e Pekny [MP89J. 
A relaçã.o entre o PD e o PCV se estendem também às variantes do problema. Um caso 
particul ar onde o PCV pode ser resolvido eficientemente é o PCV com matriz de custos 
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triangular. Nesta variante, a representação matricial do problema é uma matriz t riangular 
pois o custo das arest,as de retorno, arestas do tipo (v~, v3 ) sendo t ;::: J, é nulo. O custo 
das demais arestas do grafo é arbitrário. 
Lawler [Law71] resolveu esta. variante eficientemente através da resolução de uma 
instância do PD. O algoritmo consiste em obter um emparelhamento ótimo na ma-
triz resultante da exclusão da primeira coluna e da última linha. Se o emparelhamento 
obtido mais a aresta ( V11 , v1 ) é uma permutação cíclica dos vértices, este emparelhamento 
equivale à um ciclo hamiltoniauo de custo mínimo. Caso contrário, o emparelhamento 
equivale à uma coleção de ciclos disjuntos de custo mínimo. Se todas ti.S arestas de re-
torno forem eliminadas desta coleção o resultado será uma coleçã.o de caminhos da forma 
( ) ( ) d ·1 ·2 · ~c-1 k ·1 2 ·k-1 ·k I · Vjl, V1 1 , .• • 1 V 1k , VJI< , ••. Sen O Z < t , ... 1 t < 1. e ) < ) , ... , ) < ) . OSJra 
as seguintes arestas de retorno (Vjl, v;2), ( vp. vi:), ... , ( Vj~<, Vil) conectando os \·ários cami-
nhos para formar um ciclo hamiltoniano. Como todas as arestas excluídas e inseridas são 
arestas de retorno. o ciclo hamiltoniano obtido possui o mesmo custo do emparelhamento 
ótimo. 
Capítulo 3 
Conceitos para os problemas de 
emparelhamento 
Neste capítulo, serão abordados os conceitos e resultados mais importantes de Fluxos em 
Redes relacionados aos problemas de emparelhamentos. l\a resolução do PD naturalmente 
surgem instâncias de out ros problemas de Fluxos em Redes. Neste capítulo, estes proble-
mas serão discutidos para obtermos uma compreensão melhor das caracter:íst icas do PD e 
dos fundamentos nos quais se baseiam os algoritmos descritos no capítulo 4. Urna análise 
mais detalhada pode ser obtida no texto de Ahuja e outros [A\109:Jj. 
3.1 Custos reduzidos 
Em determinadas situações é importante representar o custo de uma aresta em relação 
aos vértices incidentes a mesma. Para isto necessitamos associar valores aos vértices. 
Seja G = ( \1, E) uma instância do PFCM. Considere associado a cada vértice v E V 
um número n-( v) o qual referiremos como o seu potenciaJI. Definimos o custo r eduzido 
da aresta (v, w) em relação aos potenciais li como sendo c:w = Cuw - 1r( v)+ n( w ). 
Os potencia.is dos vért ices não alteram o menor caminho entre algum par de vértices 
v e w. Para algum caminho orientado P do vértice v ao vértice w t.emos que 
L c~ = L [ci3 - n( i)+ n-(j)] 
(•.;)EP (1 ,3)EP 
= L Cij- L [1f(i) - n-(j)J 
(z.J)EP (t ,J)EP 
= L Cz; - ií(v) + ;r(u:) 
(• .J)EP 
1 Os pounctats dos vértices são as vanáveis duais da Programação Lmear 
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Cvw fvw=Uvw- fvw 
Cvw 
Cwv=- Cvw fwv= fvw 
aresta. orientada aresta correspondente no grafo residual 
Figura 3.1: Grafo residual 
Deste modo os potenciais a.umentam o tamanho de cada caminho por um fator cons-
tante [;r(w)- 1r(v)]. Esta propriedade também implica que se C é um ciclo de custo 
negativo com respeito aos custos das arestas, o mesmo ocorre com respeito aos custos 
reduzidos. Para algum ciclo orientado C temos que 
L ( j = L [c;j - rr(i) + r.(j )] 
(t ,j)EC (i,j) EC 
L cfy = L ct1 
(i.J)EC (i,;)EC 
Os custos reduzidos não descaracterizam as relações básicas entre os vértices, como 
por exemplo, caminhos e ciclos. Pelo contrário, os custos reduzidos possibilitam uma 
compreensão melhor do comportamento das soluções dos problemas. Algumas condições 
importantes para ca.racteri zar a otimalidade de uma solução utilizam o conceito de custo 
reduzido. 
3.2 Grafo residual 
Para simplificar a exposição do conceito de grafo residual realizaremos urna transformação 
no grafo. A transformação não afetará a. estrutura do problema ma apenas a sua repre-
sentação. O conj unto de vértices será. mantido. Cada aresta (v, w) será substituída por 
duas arestas (v, w) e (w,v) com a mesma capacidade tal que Cvw = - Cwv 1 como ilustra.do 
na figura 3.L A função da arest.a reversa (w , v) é possibilitar o retorno pa.ra v do fluxo 
enviado para w atra.vés de (v,w) . Intuitivamente o fluxo em (w,v) anula o fluxo em 
(v, w ), ou seja, f,vv = u'l.·w - fvw· A presença de arestas múltiplas pode ser manipulada 
algorítmícamente sem alterações na complexidade do problema. 
Em problemas de Fluxos em Redes é conveniente representar cada solução em termos 
do fluxo restante em cada aresta. O objetivo é poder expressar quanto de fluxo adicional 
pode ser enviado através de cada aresta. Com uma representação mais apropriada será 
possível estabelecer como a solução corrente pode ser alterada. 
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Para definir o grafo residua.l formalmente será necessano introduzir o conceito de 
capacidade residual. A capacidade residual de uma aresta é a quantidade de fluxo 
adicional que pode ser enviado através da mesma. A capacidade residual da aresta (v. w) 
é rL·w = Uuw- fvw e de sua reversa (w, v) é rwu = fvw· 
Pode-se definir o grafo residual G(F) = (E(F), V(F)) associado à um fluxo F como 
sendo o grafo contendo apenas arestas com capacidade residual positiva. A definição de 
grafo residual é válida tanto em relação aos custos das arestas quanto em relação aos 
custos reduzidos. 
No grafo residual de um emparelhamento somente existe uma aresta entre cada par 
de vértices. O grafo residual permite assim distinguir claramente a.s arestas emparelhadas 
das nào-emparelhadas. As arestas emparelhadas correspondem as arestas reversas do 
grafo residual. 
3.3 Emparelhamento de cardinalidade máxima 
Os problemas de emparelhamentos (ponderado ou não) são mais fáceis de investigar no 
caso particular onde o grafo é bipartido. O estudo do caso bipartido pode resultar eYen-
tualmente em generalizações apropnadas para o caso não bipartido. Nesta seção, dis-
cutiremos aspect.os do problema de emparelhamento bipartido não ponderado que estão 
relacionados ao PD. 
O problema nao ponderado conhecido como o problema de emparelhamento de 
cardinalidade máxima, denotado por PEC.\1, tem o objetivo de obter um emparelha-
mento com a maior cardinalidade possível em um grafo2 . 
Urna resolução natural do PECM é reduzi-lo ao problema do fluxo máximo. denotado 
por PFM. Uma simples metodologia para resolver o PFM resulta em importantes conceitos 
para a teoria de emparelhamentos. A abordagem destes conceitos é o propósito desta 
seção. Ant.es de discutirmos a relação entre estes problemas descreveremos o problema do 
AtL'i:O má>..imo. 
Seja G = (V, E) um grafo orientado com dois vértices específicos uma fonte s e um 
sorvedouro t. Para cada aresta e E E existe um limite máximo U e não negativo de fluxo 
que pode a.travessar a aresta. O PFM consiste em enviar o máximo possível de fluxo da 
fonte para o sorvedouro respeitando a capac1dade das arestas. 
O Pn1 pode ser formulado como uma mstância do PFCM estabelecendo bv = O 'Vv E l ·. 
Cvu =O v(v.w) E E. inserindo um aresta (t.s) com custo c1:s = -1 e capacidade Uts = oc. 
A solução ótima do PFM é o fluxo enviado de l paras na solução ótima do PF'CM . 
Entretanto, o Pfl\1 pode ser resolvido de maneira. consideravelmente mais enciente que 
o PFOL O melhor limite de tempo para a resolução do PFM é definido pelo algoritmo de 
2Jnformações adicionais podem ser obtidas no texro de Cormen e outros [CLR90] 
3.3. Emparelhamento de cardinalidade máxima 24 
emparelhamento de cardinalidade máxima fluxo máximo correspondente 
figura. 3.2: Redução do PECM ao PFM 
Goldberg e Ra.o [GR98] O(min{ .Vr?,ylffi}m log(:) JogU})3 . 
A redução do PECM a.o PFM é descrita a seguir: 
R edução do PECM ao PFM 4 Seja G = (V, E) uma instância do PECM com partições X 
e Y. Construa uma instáncia do PFM realizando as seguintes transformações. Primeira-
mente obtenha uma versão orientada G' de G com arestas no sentido de X para Y . Insira 
uma fonte s e um sorvedouro t em G' . Adicione arestas da fonte aos vértices de X e 
arestas dos vértices de Y ao sorvedouro em G'. Defina a capacidade de todas as arestas 
como sendo unitária. (veja figura 3.2). 
Observe que todos os caminhos entres e t têm capacidade máxima unitária .. A maior 
quantidade de fluxo que se pode enviar de s para. t através de um único caminho é uma 
unidade. Se o valor do fluxo máximo em G' é 'f/;, devem existir exat amente '1/J caminhos 
disjuntos entre s e t. Cada caminho entres e t contém uma aresta entre as partições X 
e Y. Porque os caminhos são disjuntos , as arestas saturadas na soluçã.o ótima do PFM 
formam um emparelhamento de cardinalidade máxima 1/J . 
Um dos métodos mais simples para a resolução do PFM baseia-se na operação de 
aumento. A operação consiste em a partir de um fluxo inicial no grafo (que pode ser 
nulo), aumentar continuamente o fluxo enviado da fonte para o sorvedouro. Devido às 
restrições nas capacidades das arestas este processo é finito. O número de operações, 
entretanto, não é limitado polinomía.lmente. 
Um dos conceitos importantes neste processo é o conceito de caminho aumentante. 
Um caminho entre s e t é aumentante se ca.da aresta no caminho possui capa,cidade 
3 Ahuja, Magnanti e Orlin [A M093], Lawler {Law76) , Papadimitriou e Steiglitz (PS98), Tarjan (Tar83] 
apresent.am aplicações e os aspectos relacionados ao PFM mais detalhadamente 
4 A redução apresent-ada é baseada no texto de Ahuja e outros [AM093] 
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residual positiva. Os camjnhos aumentantes possibi litam caracterizar de forma simples o 
fluxo máximo em um grafo. Um fluxo no grafo somente pode ser máximo se não existem 
caminhos aumentantes entre s e t. 
A simplicidade destes conceitos motivou a especialização dos mesmos para os pro-
blemas de emparelhamentos. O conceito de caminho aumentante pode ser aplicado aos 
vários problemas de emparelhamentos. No caso do problema de emparelhamento bipar-
tido o conceito torna-se extremamente simples5 . 
3.3.1 C aminhos aumentantes 
Um caminho P é alter-nante se este é uma sequência alternando arestas emparelhadas e 
não emparelhadas. Pode-se definir caminhos alternantes pares e ímpares baseando-se no 
número de arestas do caminho. Um ciclo alternante é um caminho altern ante que inicia 
e finaliza no mesmo vérti ce. 
Por ser bipartido, os caminhos no grafo residual G(M ) deYem alternar entre os vértices 
da.s parti ções X e Y. Recorde que as arestas emparelhadas são as arestas reversas no grafo 
residual. Os caminhos em G(1vt ) são formados por uma sequência alternando arestas 
emparelhadas e nã.o emparelhadas. Isto implica que qualquer cam1nho em G(Jvt) é um 
caminho alternante. Pelo mesmo motivo. se existe um ciclo em G()v1 ) este deve ser um 
caminho alternante que inicia e finaliza no mesmo ,·értice. ou seja. um ciclo alternante. 
Urna árvoTe alternante T com raiz v re lativa a um empa.relha mcnto M é um subgrafo 
parcial de G(;\11 ) acíclico, tal que: 
i) v é um vértice não-emparelhado; 
li) 'rlw E T, o único caminho na árvore entre v e w é o caminho alternante com o 
menor número de a restas entre eles. 
PeJas características dos caminhos de G(M ), uma árvore alternante é a árvore de ca-
minhos mais curtos. ~este caso. a á rvore alternan te pode ser obt ida em tempo pol inomial. 
Definimos um caminho aumentante relativo à um emparelhamento M como sendo 
um caminho alternante ímpar onde o primeiro e o último vértice não estão emparelhados. 
A importância desta nova definição é que os caminhos aJternantes sào mais intuiti\-os e 
adequados à teoria de emparelhamento. 
A jmportância do conceito de caminho aument.ante na teoria de emparelhamento vem 
do teorema. descrito a seguir provado por Berge [Ber57), :-.iorman e Rabin (:\R59]. 
Teorema 3.3.1 Um emparelhamento ;\11 ,; de tamanho má:nmo se t somente s~ ele não 
contém n~;nhum caminho aumentante. 
5 Balaknshnan [Bal95] discute diversas implicações e equivalências dos teoremas de F'luxos em Redes 
e em Teoria de Grafo:. 
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... ... ... ... ? 
emparelhamento parcial caminho aumentante 4 - 6 - 5 - I - 2 - 3 emparelhameflto perfeito 
Figura 3.:3: Caminho aumentante para aumentar a cardinalidade de um emparelhamento 
Basicamente, se temos um emparelhamento J\lt e um caminho aumentante P o em-
parelhamento resultante JVI "', quando definimos as arestas emparelhadas de P como não 
emparelhadas e vice-versa, possui cardinalidade JM•J = JMJ + 1 (veja figura 3.3). Deno-
taremos operação de defin ir as arestas emparelhadas como não emparelhadas e vice·versa 
como operação aumento. A operação aumento aplicada à um ciclo aJternante apesar de 
não aumentar a cardinalidade do emparelhamento será importante no contexto do PD. 
O teorema 3.3.2 mostra um resultado análogo ao teorema 3.3.1 para o problema de 
emparelhamento ponderado. Tarjan [Tar83] ap resenta a prova deste teorema. 
Teorema 3.3.2 Seja ~VI um emparelhamento de custo mínimo dentre todos os empa-
relhamentos de cardtnalidade JJVI I e seJa P um caminho aumentante para M de custo 
mínimo. Denotamos por M" = J\lt ffi P o emparelhamento resultante de J\lt aplicando-sf' 
a operação aumento com o cammho P. O emparelhamento M~ é o de custo mímmo 
dentre todos os Fmpardhamentos de cardinalidade J .• .\11 I + 1. 
O teorema 3.3.2 impl ica que o emparelhamento ótimo do PD pode ser obtido de um em-
parelhamento parcial de custo mínimo, se o emparelhamento é continuamente aumentado 
a partir de caminhos aumentantes mais curtos . 
3.4 Caminhos mais curtos , ciclos negativos e o PD 
Um dos problemas de fundamental importância de Fluxos em Redes é o problema do 
caminho m a is curt o , o qual denotaremos por PCM C. O PCMC é um dos modelos mais 
simples existente, apesar disso o problema possui muitas características de problemas mais 
complexos. O PCMC surge frequentemente como um subproblema dos demais problemas 
de Fluxos em Redes. 
Seja G = (V, E) um grafo orientado com custos nas arestas. O PCM C consiste em 
encontrar o caminho de menor custo entre os vértices de um subconjunto S Ç \1 tal que 
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S =;{; 0, e os vértices de um subconj unto T Ç V tal que T =;{; 0. Os subconjuntos S e T 
não necessariamente são disjun~os. A situação onde S = T = V pode ocorrer. 
Quando nos referirmos ao PCMC estaremos tratando do caso particular onde S é 
unitário e T representa todos os vérti ces. As possíveis variantes para o problema não pos-
suem a mesma complexidade. Para o PCMC em grafos com arestas de custos não negativos 
o melhor limite de tempo para a resolução do problema é O(min{m+nlogn, m log logC, 
m +n~} ) - O limite de tempo polinomial forte é definido pela implementação de Fred-
man e Tarjan [FT87] do algoritmo de Dijkstra (Dij59]. O limite de tempo polinomial fraco 
O(m log log C) é definido pelo algoritmo de Johnson [Joh82] e o limi te O(m + nJIOg"C) 
pelo algoritmo de Ahuja e outros [AMOT90]. 
Para o PCMC em grafos com arestas de custos arbitrários supõe-se que o grafo não 
contém um ciclo de custo negativo, para. que os caminhos mais curtos sejam bem definidos. 
~·1 ui tos algoritmos para o PCMC são capazes de detectar a presença de Ciclos negatiYos 
e por isso não supõem a sua ausência. Para esta variante do problema o melhor limite 
de tempo para resolução é O(min{nm, vnm log(nC)} ). O limite de tempo polinomial 
forte é decorrente do algoritmo de Bellman [Bel58]. O limite de tempo polinomial fraco 
é devido aos algoritmos de Gabow e Tarjan [GT89a], Orlin e Ahuja [OA92], utilizando a 
reduçào do PCMC para o PD. 
A diferença entre a complexidade das variantes do PCM C é um dos fatores para a. 
utilização dos potenci ais dos vértices (seção 3.1 ). A manutenção do grafo residual com 
arestas de custos não negati\·os possibilita determinar os caminhos mais curtos de maneira 
maiS eficiente. utilizaremos neste texto Tc~c(n, m, C) para denotar o melhor tempo para 
a resolução PCMC em grafos com arestas de custos não-negativos e Tcmc(n, m , C) para 
grafos com arestas de custos arbitrários. 
O problema do ciclo negativo: o qual denotaremos por PCN , consiste em determinar 
se um grafo orientado com arestas de custos arbitrários possui um ciclo de custo negativo. 
Este problema possui também muitas variantes, dentre elas o problema do c2clo de custo 
mais negativo que consiste em determinar o ciclo de custo mais negativo em um grafo, 
caso ex1sta algum. Este problema ao contrário do primeiro é um problema SP-Difícil6 . 
O PC~\ está bastante relacionado ao PCMC com arestas de custos arbitrários. :"ião 
somente pelo fato de que a presença de um ciclo uegativo implica que não existe uma 
solução bem definida, mas também porque diversos algoritmos para o PCMC resolvem o 
PCK. Os melhores limi tes de tempo polinomial para os dois problemas são fornecidos 
pelos mesmos algoritmos. O algoritmo de Bellman (Bel58] é o melhor algoritmo de tempo 
polinom1al forte e o algoritmo de Gabow e Tarjan [GT89a], Orlin e Ahuja [OA92) o melhor 
limite de tempo polinomial fraco. Observe que sobre a suposição de s1milaridade (seção 
6 0 problema do ciclo hamilto1uano pode ser reduzido ao problema do clclo de cttsto ma1s negatzvo 
fG.J79] 
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ciclo negativo v1 - 114 - V2 - v~ instância do PD 
Figura 3.4: Grafo G orientado e o grafo resultante da divisão dos vértices 
1.2), o melhor algoritmo para ambos os problemas é baseado na redução destes ao PD . A 
redução do PCMC e PCN ao PD será. descrita a seguir: 
Redução do PCMC e PCN ao PD 1 Seja G = (V, E) um grafo orientado com arestas de 
custos arbitrários . O objetivo é determinar o menor ca,minho entre os vértices se t . Para 
obtermos uma instância G' do PD , primeiramente realizamos uma operação de divisão dos 
vértices de G. Cada vértice v E V será substituído por dois vértices v' e v". Os vértices 
v' e v" serão conectados por uma aresta dirigida. (v' , v") de custo zero. Para cada aresta 
(v ,w) E E insira uma aresta (v', w") em G' com custo c1.•w (veja figura 3.4). 
Esta transformação gera uma estrutura de grafo bipartido. Antes de determinarmos 
o menor caminho entres e t devemos determinar se não existe um ciclo de custo negativo 
em G. 
Pode-se provar que para cada caminho P = {v;, Vi+l , • . . , vJ _1 , vJ} em G, pode-se 
obter um emparelhamento A1 em G' da forma A1 = { (v; , v;~ 1 ), (vi+1 ,v;~2 ), .•. , (u;_ 2 , 
vj'_1),(v;_1 ,v;)} e vice-versa. A mesma afirmação é válida para os ciclos de G. O em-
parelhamento ótimo em G' pode ser transformado em uma coleção de ciclos orientados 
disjuntos em G. Para isto substitua cada aresta do emparelhamento (v' , w") por uma 
aresta dirigida (v~ w). 
Se o custo do emparelhamento ótimo em G' é negat ivo pelo menos um dos ciclos 
orientados correspondentes em G tem custo negativo. 
Se o custo do emparelhamento ótimo de G' for zero então não existem ciclos negativos 
em G. Neste caso, o caminho mais curto entre os vértices s e t pode ser obtido a partir 
de outra instância 9 do PD. Esta nova instância. é derivada. de G' exclu indo os vértices 
í A redução apresentada é ba..seada no t.exto de Ahuja e outros [AM093] 
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grafo Çj caminho ( Vt - v4 - u2 - Vs) 
Figura :3.5: Determinação dos caminhos mais curtos do grafo 
s" e t'. O emparelhamento ótimo nesta nova. instância forma. um caminho do vértices a.o 
vértice t" mais uma coleção de ciclos orientados disjuntos. Devido G' nã-o conter ciclos 
negativos, os caminhos mais curtos em G são bem definidos e todos os ciclos possuem 
custo zero. Desta maneira. o caminho entre o vértice s' e t" em ç; tem que ser o menor 
caminho entre s e t em G. 
Considere a instância. Ç mostrada na figura 3.5. A aresta ( v2 , v;) teve o !'eu custo 
alterado de -2 para. l. Desta maneira, não existem ciclos de custo negativo em Ç e o 
caminho mais curto entre os vértices s = 1 e t = 5 é bem definido. 
A maioria dos algoritmos para o PD envolve a determinação do menor caminho au-
mentante entre os vértices do grafo residual ou a determinação de possíveis ciclos de custo 
negativo. Por outro lado, o PCMC com cust.os arbitrários e o PCX podem ser reduzidos 
ao PD. Os melhores algoritmos de tempo polinomial fraco para o PCMC e PCN são obti-
dos através desta t ransformação. Isto demonstra como estes problemas estão fortemente 
relacionados. A compreensão deste relacionamento é fundamental para resolver variantes 
do problema de emparelhamento eficientemente. 
3.5 Condições de Otimalidade 
Pode-se caractenzar a otimalidade de um Auxo ou emparelhamento através de algumas 
condições que devem ser satisfeitas por qualquer solução ótima para o problema. Essas 
condições. as qua.is denominaremos condições de otimalidade. são de fundamental 
importância no entendimento do problema. 
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As condi.ções de otimalidade frequentemente fornecem algoritmos fáceis e intuitivos 
para a resolução dos problemas. Além de possibilitar caracterizar a solução ótima1 tais 
condições também indicam em que sentido as soluções intermediárias deveriam ser alte-
radas para se obter a otimalidade após um número finito de operações. 
As condições de otimalidade podem ser consideradas instrumentos eficientes para se 
estabelecer a corretude dos algoritmos propostos. Se as soluções geradas por estes aJgorit-
mos satisfazem uma. das condições de otimalidade então estes algoritmos necessariamente 
resolvem corretamente o problema. Diversos algoritmos propostos para o PD foram basea-
dos nas condições de otirnalidade d iscutidas nesta seção. 
As condições de ot.irnalidade empregadas no PD são as condições existentes para o 
modelo mais genérico, o PFCM. As 3 condições descritas a seguir são equivalentes. A 
razão por descrever mais de uma é consequência do fato de que nem todos os algorit-
mos estuda.dos se baseiam na mesma cond ição. Em alguns casos, uma condiçã.o é mais 
apropriada que as demais por ser de certo modo mais intuitiva.8 . 
l\ esta seção, descrevemos as condições de otimalidade no contexto do P F'CM e do 
PD. As 2 primeiras condições são baseadas no grafo residual e a última condição no 
grafo original. A descrição das condi ções de otimalidade apresentada está baseada na 
demonstração formal encontrada no texto de Ahuja e outros [AM093]. 
3.5.1 Condição de otimalidade de Ciclo Negativo 
Seja G(:F) o grafo residual relat ivo ao fluxo :F factível. Se G(:F) possui um ciclo de custo 
negativo C1 ternos que F não é um fluxo ótimo. Um fluxo de custo menor pode ser obtido 
a part ir do ciclo de custo negativo. 
Considere o fluxo obtido de :F aumentando-se o fluxo a.través do ciclo C. O balancea· 
mento dos vértices permanece inalterado. O custo do novo fluxo, entretanto, é inferior ao 
custo do fluxo anterior. A cada unidade de fluxo enviada através de C o custo do fluxo se 
reduz em L(i.;')EC c(i , j). Desta forma, o novo fluxo computado será melhor que o anterior. 
No caso de um emparelhamento, o aumento de fluxo através do ciclo negativo é equi-
valente à aplicação da operação aumento sobre o ciclo (seçã.o 3.3). O emparelhamento 
resultante será perfeito e com custo menor visto que o c.iclo C tem custo negativo. 
Condição de Otimalidade de Ciclo Negativo Um fluxo ou empar·elhamento perfeito 
é uma sol1tção ótima se somente se o grafo resid1tal associado não contém nenh·um ciclo 
de custo negativo. 
8 Uma descrição da equivalência entre est as 3 condições de ot.imalidade está presente no text.o de Ahuja 
e out-ros [AM093] 
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3 .5.2 C ondição d e otimalidad e de C usto Reduzido 
Se o grafo residual não contém ciclos de custo negativo, os cammhos mais curtos entre os 
vértices são bem definidos. Pode-se assim buscar uma interpretação diferente da condição 
de otima]idade de Ciclo ~egativo. 
Uma condição necessária simples para se estabelecer a otimalidade dos caminhos mais 
curtos em um grafo é declarada a seguir: 
Lema 3.5.1 Para cada vérttcev E 17: denotantos pord5 (v) o tamanho de algum caminho 
orientado do vértice s ao vértzce v . As dzsl â n cias ds ( 11) 1·epresenlam as distâncias dos 
caminhos mazs curtos se e somente se ela~ srtl i;;.fa::e m a seguinte condzção: 
ds(w)::; ds(tt) + c,.u, 'v'( v, w) E G 
O lema 3.5.1 pode ser equivalentemente declarado como Cvu· + d5 (v)- d$(w) 2: O. 
Observe a similaridade com a definiçã.o dos custos reduzidos <w = Cvw - ir(V) + ir(w) . Se 
definimos o potencial do vértice v como seudo ::- (1·) = -d.,(v) temos que V( v, w) c~u• 2: O. 
Em particular, pode-se provar que para as nrest as no menor caminho P entre o vértices 
e outro vértice temos c; =O 'v'e E P . 
Se os caminhos mais curtos no grafo residua l são bem definidos então existem poten-
Ciais para os quais todas as arestas possuem \ll~to reduzido não nega.t ivo. Uma condição 
de otimalidade decorrente deste teorema é declílrada a seguir: 
C ondição d e Otimalidade d e C u sto Reduzido Um fluxo ou um emparelltamento 
perfeito é uma solução ótima se somente se exi.-;te um conjunto de potenciais rr que sat1sfaz 
a condição: 
cn- >O 
e - Vt 11 0 grafo residual 
Os potenciais para o qual a condição de otimalidade de Custo Reduzido é satisfeita, 
podem ser obtidos determinando o menor caminho de um \·értice qualquer aos demais 
vértices do grafo residual. 
Os caminhos mais curtos no grafo residua l em relação aos custos originais ou aos 
custos reduzidos são os mesmos1 embora os custo:. dos caminbos possam diferir. Tomizawa 
[Tom72] e Edmonds e Karp [EK72) independentemente observaram que se os algoritmos 
utilizam os potenciais é possível manter os custos das arestas não-negativo. Desta maneira, 
os cam inhos mais curtos podem ser calculados mais eficientemente se ut ilizamos os custos 
reduz1dos das arestas. Um dos principais benefícios na uti lização dos potenciais vêm dessa 
obsen·ação. Os caminhos mais curtos são computações realizadas frequentemente por 
inúmeros a lgoritmos para os mais diversos problemas de F luxos em Redes . A possibilidade 
de trabalhar com grafos com aresta~ de custo~ não-negativos tem influência imediata nestes 
algori tmos. 
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3.5.3 Condição de otimalidade de Folga Complementar 
As condições de otimalidade descritas anteriormente são definidas em rela.çào ao grafo 
residuaL A condição de otímalidade de l!olga Complementar é definida em relação ao 
grafo originaL 
Se um fluxo é ótimo em relação ao conjunto de potenciais rr , as arestas no grafo original 
com custos reduzidos positivos devem ter fluxo nulo. Caso contrário, as arestas reversas 
estarão presentes no grafo residual com custos reduzidos negativos em relação a 1r . Da 
mesma maneira, as arestas com custos reduzidos negativos devem estar saturadas para 
que tenham capacidade residual nula e não estejam no grafo residual. Por outro lado, 
não ex istem restrições quanto ao fluxo presente nas arestas com custo reduzido nulo. Em 
qualquer situação est as arestas e as suas reversas , caso estejam no grafo residual , satisfarão 
a condição de otimalidade de Custo Reduzido. 
A partir destas observações pode-se formular condições para avaliar a otimalidade de 
um fluxo a partir do grafo original. Estas condições são descritas a seguir: 
Condição de Otimalidade de Folga Complementar Um fluxo F é uma solução 
ótima. do PFCM se e somente se para algum conjunto de potenciais 1r , os custos reduzidos 
satisfazem a seguinte condição de otimalidade para cada aresta e E E : 
se c" > O vw então Xvw =O 
se cr. <O vw então Xvw = tlv w 
se rr O cvw = en tão lvw ~ Xvw ~ Uvw 
Em relação à um emparelhamento, somente arestas saturadas e de fluxo nulo estão 
presentes . A condição anterior pode ser especializada para. o PD como descrito a seguir: 
Condição de Otimalidade de Folga Complementar para o PD Um empare-
lhamento perfeito M é uma solução ótima do PD se somente se para algum conjunto 
de potenciais 1r , os custos reduzidos satisfazem a seguinte condição de otimalida.de para 
cada aresta e E E: 
se e rf_ 1Vf 
se e E JVf 
então c" > O e -




.Keste capítulo discutimos as principais abordagens utilizadas na resolução do PD e do 
PFCM . O texto abrange apenas uma parcela dos algoritmos aplicados aos problemas. 
Ahuja e outros [AM0 93] e Bertsekas [Ber91] discutem mais detalhadamente a variedade 
de algoritmos existentes. 
A maioria dos algoritmos especializados para o PD são algoritmos para um problema 
mais genérico, como por exemplo o PFCM, que exploram as particularidades da est rutura 
do problema. Exceções a esta regra existem. Um dos maiores exemplos é o clássico 
algoritmo prtmal-dual de Kuhn [Kuh55, Kuh56] para o PD. Este algoritmo desenvolvido 
especificamente para o PD foi generalizado por Ford e Fulkerson [FF57, FF62] dando 
origem a.o algoritmo pnmal-dual para. o PFCM. 
Cada um dos algoritmos apresentados para o P D e PF'C~·l se fundamenta em uma 
das condições de otimalidade descritas na seção 3.5. Pode-se ,·isualizar trés abordagens 
específicas utilizadas pelos diversos algoritmos para o problema: 
1. Ciclos negativos; 
2. Caminhos aumentantes: 
3. Otimalidade aproximada. 
~as subseções seguintes discutimos os aspectos mais importantes destas abordagens. 
4.1 Ciclos negativos 
Os algoritmos com esta abordagem utilizam a condição de otimalidade de Ciclo Negativo 
para ob~er uma solução ótima a partir de uma solução in icial factível. Estes algoritmos 
detectam e cancelam os ciclos de custo negativo presentes no grafo residual. Os algontmos 
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instânc1a do PD emparelhamento factível 
Figura -!.1: Instância utilizada para a explicação do comportamento dos algoritmos 
term 1nam quando a condição de otimalidade de Ciclo Negativo é sa t isfeit a.. A solução 
inicial menciona.da pode ser obtida. determi nando o fluxo máximo no grafo original. 
Para cancelar um ciclo de custo negativo C, o algoritmo aumenta o flu xo o máximo 
possí\·el através do ciclo. No m ínimo uma aresta no ciclo se sat-ura rá , sendo excluída do 
grafo residual. Desta forma, o grafo residual do fluxo resultante não contém o ciclo C. 
No contexto do PD o cancelamento do ciclo pode ser interpretado como a ap licação da 
operação aumento (seção 3.3). ~o grafo residual do emparelhamento resultante, todas 
as arestas do ciclo mverteram suas orientações e desta forma o ciclo C possui custo não-
negati vo. 
Pa ra explicar Lre\·emente a execução dos a lgoritmos estudados utilizaremos a mesm a 
instância do PD como exemplo. A aplicação dos algoritmos para instâncias do PFC~I 
é similar. l\a ilustração 4.1 é especificado a instância utilizada e um emparelhamento 
fa.ctível. Na figura 4.2 exibimos o comportamento comum dos a lgoritmos baseados em 
cancelamento de ciclos. Um ciclo de custo negativo es tá presente no grafo res idual do 
emparelhamento factível. o que indica que este emparelhamento não é ótimo. A aplicação 
da operação aumento sobre este ciclo resulta no grafo residual presente na mesma figura. 
O emparelhamento correspondente à este grafo residual é ótimo. já que nã.o contém ciclos 
negativos. 
4.1.1 Cancelamento de ciclos 
O algoritmo de cancelamento de ciclos foi proposto por Klein [Kle67] . O a lgoritmo 
sucessi\·amente detecta ciclos de custo negativo no grafo residual e os cancela aumentando 
o fluxo o máximo possível através do ciclo. Os ciclos podem ser encontrados aplicando-se 
para isto algum a lgoritmo capaz de detectar ciclos negativos. 
O algori tmo de cancelamento de ciclos genérico não especifica a ordem na qual os ciclos 
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grafo residual ciclo negativo novo grafo residual 
Figura 4.2: Algoritmo baseado no cancelamento de ciclos negativos 
negativos devem ser cancelados. A implementação do algoritmo nestas condições possui 
complexidade apenas pseudopolinomial: O(nm2C) para o PD e O(nm2CU) para o PFCM. 
Versões em tempo polinomial do algoritmo existem especificando o tipo de ciclo a ser 
cancelado. Essas variantes são o algoritmo de cancelamento de ciclo::. de médza mínima 
de Goldberg e Tarjan [GT89b] e o algoritmo de cancelamento de ciclos de razão míwma 
de \\"allacher e Zimmerman [WZ91). 
O algoritmo de cancelamento de ciclos dt média mínima sempre cancela um ciclo 
negativo com média mínima. A média de um ciclo é definida corno sendo o seu custo 
dividido pelo número de arestas no c1clo. 
O melhor limite de tempo polinomial para o problema do c~clo de médta m{nzma, 
denotado por PCMM. é O(min{nm, Jnm log(nC)} )1 • O limüe de tempo polinomial forte é 
definido pelo algoritmo de Karp [Kar78] utilizando técnicas de Programação Dinâmica. O 
limite de tempo polinomial fraco é definido pelo algoritmo de Orlin e AhuJa [OA92]. Orlin 
e Ahuja mostram como o ciclo de média mínima pode ser obtido com um procedimento de 
busca binária aproximada, aplicando-se um algoritmo para o PD Observe que o ciclo de 
média mínima em um grafo pode ser determinado com a mesma complexidade necessária 
para se determinar um ciclo negativo (seção 3.4). 
Se os ciclos cancelados sempre forem os ciclos de média mínima o número de ciclos 
negativos encontrados é limit ado polinomialmente a O(min{nmlog(nC), nm 2 logn}). 
Em conseqüência, o algoritmo cancelamento de ciclos de Goldberg e Tarjan [GT89b] tem 
complexidade polinomial O(mm{n2m2 log(nC), n 2m3 log n} ). 
1 O PCMM aparece na resolu~ão de problema..c; combinatónos como o algoritmo de circulação de custo 
mínimo de Goldberg e Tarjan [GT89b] e no algoritmo de balanceamento mínimo de Schneider e Schneider 
[SS89] 
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4 .1.2 Simplex de rede 
O algoritmo simplex de re de, proposto por Dantzig [Dan51], é uma especia lização do 
clássico algoritmo simplex da Programação Linear para os problemas de Fluxos em Redes. 
Papadjmitriou e Steiglitz [PS98] apresentam um estudo extenso sobre Programação Linear 
e o algoritmo simplex. 
Para explicar os conceitos do algoritmo simplex de rede, classificaremos as arestas 
de uma solução quanto ao fluxo presente na mesma. lima aresta que apresenta fluxo 
nulo ou igual à sua capacidade será denominada aresta r·estrita As demais arestas que 
não satisfazem esta condição serão denominada.s arestas ·irr-e$tritas. O termo restrita está 
relacionado ao fato de que o fluxo na aresta não pode ser alterado livremente sem violar as 
restrições quanto ao limite de fluxo nas arestas (não se pode aumentar o fluxo nas arestas 
saturadas e não se pode reduzir o fluxo nas arestas com fluxo nulo). Em termos do grafo 
residual , se uma aresta é restrita a aresta reversa correspondente não está presente. 
Uma solução para o PFCM é denominada liv re de ciclo se não existem ciclos no grafo 
residual onde todas as arestas são irrestritas. Uma importante propriedade do PFCM 
relacionada às soluções livres de ciclo é declarada a seguir. A prova apresentada deste 
teorE-ma está baseada na descriçào presente no texto de Ahuja e outros [AM093]. 
Prop r ied ade liv re de ciclo Se uma instância do PPCM possui solução factível então o 
problema tem sempre uma solução ótima livre de ciclo. 
Qualquer solnção factível para o PFCM pode ser convertida em uma solução equiva'lent.e 
line de ciclo. Suponha a exisléncia de um fluxo ótimo :F para o PfGl\1 que não é uma 
solução livre de ciclo. O motivo pelo qual este fluxo não é livre de ciclo é a presença do 
ciclo orientado C contendo somente arestas irrestritas. Se o custo do ciclo C é não nu lo, 
o fluxo :F não pode ser ótimo. ObserYe que cada aresta irrestrita está presente no grafo 
residual assim como à aresta reversa correspondente. Desta forma, se o custo de C é não 
nulo o grafo residual possui um ciclo negativo. Pela condição de otimalidade de ciclo 
negativo este fluxo não pode ser ót·imo. 
Se :F é um fluxo ótimo então qualquer ciclo C contendo somente arestas irrestritas 
possui custo zero. O aumento (ou a redução) do fluxo através de C não altera a factibili-
dade da solução e pnncipalmente não altera o seu custo. Pode-se assim obter uma solução 
factível derivada de :F li vre de ciclo aumentando (ou reduzindo) o fluxo através de C até 
que uma de suas arestas se torne restrita. 
l_;ma solução para o PFCM é denominada solução de árvore esp alhada se é possível 
definir uma árvore espalhada T (um subgrafo acíclico conectando todos os vérti ces) para 
a solução, de forma que todas as arestas não presentes em T são restritas. Observe que 
nenhuma imposição foi feita com relação às arestas da árvore. Assim como as soluções 
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livre de ciclo é sempre possível encontrar uma solução de árvore espalhada ótima para 
uma instância do PFCM. 
A cada solução de árvore espalhada está associada uma única soluçã.o livre de ciclo. 
É possível definir uma solução de árvore espalhada a parti r de uma solução livre de ciclo. 
As arestas irrestritas numa solução livre de ciclo definem urna floresta para a instância. 
Se esta floresta é uma árvore a solução então é uma solução de árvore espalhada. Caso 
contrário , pode-se adicionar arestas restritas à floresta até que se obtenha uma árvore. 
Para a árvore gerada esta solução será uma solução de árvore espalhada. Observe que 
pela maneira como é obtida. pode haver várias soluções de árvores espalhadas distintas 
para representar um mesmo fluxo. 
Uma solução de árvore espalhada será descrita através de uma estrutura de árvore 
espalhada A= (T.L,U). A estrutura A particiona as arestas do grafo. A partição T são 
as arestas da árvore espalhada, a parti ção L as arestas com fluxo nulo nã.o presentes em 
T e a partição U as arestas saturadas não presentes em T. 
Dada uma estrutura de árvore espalhada A , pode-se obter a solução associada à mesma 
definindo fluxo nulo nas arestas de L. saturando as arestas de U e resolver as restrições 
de balanceamento de fluxo nos vértices para determinar o fluxo nas arestas de T. Uma 
estrutura A é considerada factível se a soluçã.o associa.da à esta estrutura é factível para 
o problema. As soluções de árvore espalhada em que todas as arestas de T ::>ão irrestritas 
serão denominadas soluções não degeneradas, caso contráno dtgeneradas . 
Se uma solução de árvore espalhada é ótima então esta satisfaz a condição de otimaJi-
dade de custo reduzido. Esta condição especializada para a estrutura de árvore espalhada 
é: 
Condição de otimalidade de Custo Reduzido especializada Uma estrutura de 
árvore espalhada A = (T , l:, ,U) é ótima se para algum conjunto de potenciais 7r temos 
que: 
C:w = Ü 
C:w > O 
<w < O 
V'(v,w)E T 
'v'(v,w)E L 
V'( v, w) EU 
O algoritmo simplex de rede inicia com uma solução de árvore espalhada obtida a 
partir de algum fluxo factível para o problema . Se este fluxo não é ótimo então no mínimo 
uma das arestas não presente na árvore espalhada viola a condição de otimalidade. O 
algoritmo escolhe uma das arestas que viola a condição. utilizando um critério conveniente. 
e adiciona a aresta na. árvore espalhada. A inserção da aresta na árvore cria um ciclo 
negativo. O algoritmo aumenta o fluxo através do ciclo o má..'<irno possível para cancelá-
lo. A aresta do ciclo que se torna restrita é retirada obtendo-se assim uma nova est rutura 
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de árvore espalhada. A passagem de uma árvore espalhada. para outra é denominada 
pivolamenlo devido à relação do algoritmo com a Programação Linear. O algoritmo 
prossegue realizando pivotamentos até a obtenção de uma solução ótima. 
O desempenho do algoritmo simplex de rede depende de como as informações sobre 
a estrutura de árvore espalhada e como os pivotamentos são implementados. Os vários 
cri térios utilizados para a escolha da aresta para o pivotamento geram \·ariantes do algo-
ritmo. Cada uma dessas variantes possui um desempenho específico. 
O algoritmo simplex de rede pode não com·ergir finitamente para o fluxo ótimo se 
precauções não são tomadas quanto à aresta retirada num pivotamento. O problema 
ocorre por causa da degenerescência, ou seja . a ohtençào de soluções degeneradas. Nas 
soluções degeneradas a inserção de uma no\·a aresta não gera ciclos orientados. Se a 
inserção da aresta não resulta em um ciclo o fluxo não será modtficado. l\este caso, o 
algoritmo obterá uma estrutura de árvore espalhada equivalente para a mesma solução. 
Uma implementação em tempo polinomial para o algoritmo simplex de rede somente 
recentemente foi proposta por Orlin (Orl91] com complexidade O(rnin{n2 m log(nC), 
n2 m 2 log n} ). Implementações em tempo poli 11ornia l para os casos específicos do PFCM 
já haviam sido propostas anteriormente. Orlin c .-\huja (OA92] obtiveram uma imple-
mentação do algoritmo simplex de rede para o PD com tempo polinomial O(nm log C). 
4.2 Caminhos aumentantes mais curtos 
Os algoritmos baseados nesta abordagem iniciam 'om soluções que satisfazem a condiçã.o 
de oLimalidade de Custo Reduzido mas não nece~suiamente são soluções factíveis. 
O algoritmo obtem sucessivamente novas soluções mantendo-se a condição de otimali-
dade satisfeita. A cada iteração o algoritmo diminui o grau de infactibilidade das soluções, 
até a obtenção de uma solução que seja óti ma e factível No caso do PD cada solução 
obt1da é um emparelhamento parcial ótimo. emparelhamento de custo mínimo para um 
emparelhamento com cardinalidade k < n. 
A solução ótima inicial para o PFCM pode ser. por exemplo, um pseudofluxo nulo. No 
caso do PD a solução inicial é um emparelhamento de cardinalidade nula. Observe que a 
instância do problema satisfaz à condição de otimalidade de Custo Reduzido para 1r =O . 
.:"!este caso. o grafo residual é o próprio grafo original. Suponha que o grafo residual 
associado à esta solução possui um caminho aumentante que seja o menor caminho entre 
os vértices v e w . O aumento do fluxo através deste cami nho reduz o desbalanceamento 
nos vértices v e w. Por ser o menor caminho enlrc dois ' 'értices, todas as ares tas do 
caminho possuem custo reduzido nulo de maneira que o aumento do fluxo através deste 
cammho não viola a condição de otimalidade. O fluxo resultante é melhor do que o 
anterior no sentido de que a infactibi lidade fo i reduzida. 
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emparelhamento parcial ót1mo grafo residual deste emparelhamento 
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(3) -2 -15 
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caminho aumentante ma1s curto grafo re~Jdua/ do novo emparelhamento 
Figura 4.3: Comportamento dos algoritmos baseado em caminhos aumentantes 
~a ilustração 4.3 é mostrada a iteração básica dos algoritmos baseados em caminhos 
aumentantes. Observe que o grafo residual do emparelhamento parcial satisfaz a condição 
de otimalidade de Custo Reduzido para os potenc1ais mostrados. Neste emparelhamento 
os vértices v2 e v5 são vértices não emparelhados. Um dos caminhos na árvore de caminhos 
mais curtos ilustrada é um caminho aumentante (caminho v2 - v4 - v3 - v5 ) . Os valores 
associados à cada vértice na figura são as distâncias na árvore. O emparelhamento resu l-
tante satisfaz a condição de otimalidade de Custo Reduzido para os potenciais mostrados. 
Concluímos então que este emparelhamento é o emparelhamento ótimo procurado. 
4.2.1 Caminhos mais curtos sucessivos 
O algoritmo de caminhos mais curtos sucessivos computa sucessivos pseudofluxos 
ótimos até a obtenção de um fluxo ótimo. Este algoritmo inicia com um pseudofluxo 
inicial ótimo, geralmente urn pseudofluxo nulo. A cada itera.çâo o algoritmo reduz o 
desbalanceamento nos vértices desta solução, mantendo-se a otimalidade, através dos 
caminhos aurnentantes mais curtos. 
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A árvore de caminhos mais curtos não precisa ser computada completamente. O 
algoritmo pode termmar assim que o menor caminho aumentante for encontrado. Suponha 
que o caminho aumentante P encontrado é orientado do vérti ce v ao vérti ce w . Os 
poLenciais devem ser atualizados da seguinte maneira: 
( ) { 
rr(u)- dv(u) 
r. ll = 
· 1r(u) - dv(w) 
se existe um caminho na áf\·ore alternante de v a u 
caso contrário 
Outra forma de atualização é a seguinte: 
. ( ) _ { 7r ( U) - dv ( U) + dv ( W) 
1l u - n(u) 
se existe um cami nho na á.rvore alternante de v a u 
caso contrário 
É !'emelhame à anterior com o acréscimo de d~,~(w). A vantagem desta nova forma de atu-
alização é que os potenciais dos vértices não presentes na árvore de caminhos mais curtos 
não necessitam ser atualizados. Em seguida o algoritmo obtém um novo pseudofluxo 
env1ando o máximo possível de fluxo através do caminho P. 
A cada iteração o algoritmo reduz o desbalanceamento dos vértices. Se denotamos por 
Do maior excesso ou demanda de fluxo em um vért ice temos que o algoritmo de ca minhos 
mais curtos sucessivos realiza no máximo nD iterações. A complexidade do algoritmo de 
caminhos mais curtos sucessivos para o PFCM é O(nD TZMc(n , m, C)). 
~o caso do PD a árvore de caminhos mais curtos tem como origem um dos vértices 
não emparelhados. A cada iteração a cardinalidade do emparelhamento aumenta uma 
umdade. Após n iterações o algontmo determina um emparelhamento perfeito ótimo. A 
complexidade deste algornmo para o PD é O(n Tj,1c(n. m. C)). 
4.2.2 Primai-dual 
O clássico algoritmo primai-dual proposto por Kuhn [Kuh55, Kuh56] foi o pnme1ro 
algontmo específico para. o PD2 . 
O algoritmo primai-dual. assim como o algoritmo de caminhos mais curtos sucessivos 
inicia com um pseudofluxo ótimo. Em seguida, sucessivos pseudofiuxos são gerados pelo 
algoritmo, mantendo-se a otimalidade, até a obtenção de um fluxo ótimo. O algoritmo 
primai-dual se diferencia por buscar melhorar o pseudofiuxo, se possível, através de vários 
caminhos aumentantes simultaneamente. 
O objetivo do algoritmo é obter caminhos aumentantes disjuntos no grafo residua l e 
reduzir o desbalanceamento a cada iteração no maior número possível de vértices. Os 
caminhos aumentantes podem ser obtidos simplesmente construindo uma árvore de ca-
minhos mais curtos para cada vértice não balanceado. Determina-se então a existência 
:! Kuhn denominou o algoritmo como método húngaro em reconhecimento aos trabalhos de Kõnig 
[Kon31. Kon50] e Egér\'ary [Egé31) para a teoria de emparelhamentos 
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de possíveis caminhos aumentantes disjuntos nestas árvores. Para obter os caminhos de 
modo mais eficiente, o algoritmo resolve uma. instância do PF'M em um grafo contendo 
apenas as arestas de custo reduzido zero. 
A resolução do PFM equivale ao envio de fluxo através de vários caminhos aumen-
tantes do grafo residual simultaneamente. O número máximo de iterações no algo-
ritmo para o PFCM é limitado a O(min{ nU, nC} ). A complexidade de cada iteração é 
definida pela complexidade da computação dos caminhos mais curtos e do fluxo máximo 
O(min{nU, nC}{T6úc(n, m, C)+ TFM(n, m, U)} ). 
A complexidade do algoritmo primal-dual para o PD é O(nTJúc(n. m, C)). A com-
putação dos fluxos máximos é dominada pelo tempo necessário para a computação da 
árvore de caminhos mais curtos. A primeira implementação do algoritmo possuía comple-
xidade O(n4 ). Posteriormente implementações mais eficientes foram propostas utilizando-
se os custos reduzidos e potenciais. O melhor limite de tempo polinomial forte para o 
PD O(nm + n 2 logn)) é obtido com a implementação do a lgoritmo primai-dual utilizando 
o algoritmo de Dijkstra [Dij59) para o PCMC com a estrutura de li sta de prioridades de 
Fibonacci de Fredman e Tarjan [FT87J. 
4.3 Otimalidade aproximada 
O conceito de o t imalidade aproximada foi desenYolvido independentemente por Bert-
sekas [Ber79] e Tardos [Tar85]. Este conceito, descrito a segu ir, consiste na relaxação da 
condição de otimalidade de Folga Complementar. 
Condição de otimalidade de Folga f Complementar Um fluxo F é considerado 
ótimo para algum f > O se existe um conjunto de potenciais 1r para o qual a seguinte 
condição de otimalidade de Folga t Complementar é satisfeita. 
se cr. > f vw 
se -f < cr. < t 
- ti'W-
então Xvw = 0 
então fvw ~ Xvw ~ Uvw 
então Xvw = Uvw 
A condição de otimalidade de Folga t Complementar se reduz à condição de Folga 
Complementar original quando ! = O. Esta condição pode ser declarada de forma equi-
valente em relação ao grafo residual como: 
Condição equivale n te Um fluxo :F é considerado ótimo para algum f. >O se existe um 
conjunto de potenciais ir pa.ra o qual o grafo residual G(:F) satisfaz a seguinte condição 
c;;?: -f Ve E G(F) 
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Um fluxo que satisfaz à condição de otimalidade aproximada está ne da otimalidade, 
ou seja, a diferença entre o custo do fluxo corrente e do fluxo ótimo não pode ser superior 
a nt:. Um fluxo que é ótimo para e: tem de ser ótimo se os custos das arestas são inteiros 
e ne < l. Este resultado é apresentado na proposição 4.3.1 declarada a seguir. A prova 
desta proposição está descrita nos textos de Ahuja e outros (AM093]. Bertsekas [Ber91) 
e Bertsekas e Tsitsiklis (BT89J. 
Proposição 4.3.1 Algum fluxo é ótimo para e quando e 2: C. Se os custos das arestas 
são mteiros. um fluxo salzsfazendo à condição de otímalidade de Folga E Complementar 
para algum E < l é um fluxo ótimo. 
n 
O principal motivo para se utilizar a condição aproximada é que para valores suficiente-
mente pequenos de e, um fluxo satisfazendo a condição aproximada é ótimo. Desta forma, 
não é necessário resolver o problema até a condição exata ser satisfeita, para pequenos 
valores de e aproximações são suficientes. 
Os algoritmos baseados no conceito de otimalidade aproximada usam um valor de 
e > O fixo e iniciam com um pseudoAuxo sat isfazendo a condição de ot.imalidade de 
Folga E Complementar. A cada iteraçã.o o algoritmo escolhe um vértice com excesso 
e tenta reduzir o seu excesso através da melhor aresta incidente ao vértice. A melhor 
aresta depende fundamentalmente das características do algoritmo. O algoritmo preserva 
a otimalidade em todas as iterações até a obtenção de um fluxo. Conforme mostrado 
acima, se E é suficientemente pequeno então o Auxo é ótimo. 
Os algoritmos baseados no conceito de otimalidade aproximada são adequados à uti-
lização da técnica de aproximação por escalonamento criada por Edmonds e Karp [EK72]. 
Escalonamento consiste em se aplicar o algoritmo diversas vezes iniciando com urna 
aproximação fraca. A aproximaçã.o é refinada continuamente a.té se obter uma solução 
que se possa garantir ser ótima. Cada aplicação do algoritmo freqüentemente provê boas 
aproximações iniciais para a próxima aplicação. 
Escalonamento explora o fato de que para alguns problemas, obter uma solução ótima 
com uma boa aproximação inicial é mais simples do que resolver o problema. A primeira 
aproximação pode ser suficientemente fraca, o quanto for necessário. Em geral, obter 
uma solução inicial para esta aproximação é trivial. Em seguida, a aproximação deYe ser 
melhorada por um fator cr constante. 
Nas ilustraçã.o 4.4 são mostrados os conceitos básicos das versões escalonadas dos 
algontmos baseados em otimalidade aproximada. Nn figura é exibido um emparelhamento 
perleito satisfazendo a condição de otimalidade relaxada para E= 4, o grafo residual e os 
potenciais para o qual o mesmo é ótimo para e. Melhorando a aproximação inicial por um 
fator a = 2, obtêm-se o emparelhamento seguinte o qual é ótimo para e = 2. A maneira 
como a aproximação inicial é melhorada depende rundamentalmenle das características 
do algoritmo. 
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-4 - 12 
o -8 
-3 -17 
emparelham en to óti mo para f = 4 Condi<;iio de otmw.Jidade relaxada satisfeita 
-8 - 12 
o - 16 
-9 -18 
emparelhamento ÓfJm o para< = 2 non, t'IIIJ>:trelharnento mais próximo da otJmal1dade 
Figura -l.-1: Comportamento dos algoritmo.-. l>rt:.cndo~ em otima/idade aproximada 
4.3.1 Escalonamento de custos 
O algoritmo de escalonamento de custos ultlizc1 o:- conceitos de otimalidade aproximada 
e escalonamento descri tos, rna1s os conceitos do algonl mo pr·é-fiuxo de Goldberg e Tarjan 
[GT88] para o PF.\1. 
A lgorit mo pré-fluxo :Jo algoritmo pré-fluxo os ,·értices com excesso de fluxo são de-
nominados ativos. üm fluxo é um pseudoAuxo onde não existem vértices ativos. Por 
definição, a fonte e o son·edouro jamais se tornam ativos. A cada vértice v é associado 
um rótulo d(v) que varia dentro da faixa de ,·a lores [0, 2n- 1]. Se as condições d(t) = O, 
d(s) = n e d(v) ~ d(w) + 1 são satisfeitas para cada aresta no grafo residual (u, w) os 
rótulos são denominados válidos. 
O algoritmo pré-flux o consiste em ao im és de enviar fluxo da fonte para o sorve-
douro, através de um caminho aumemante, decompor esta operação em drias operações 
mais simples. ~as operações básicas do algoritmo. se em·ia o fluxo de um vértice ativo 
para um vértice adjacente que se estima esteja mais próximo do sorvedouro. Pode-se 
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estimar a proximidade entre um vértice e o sorvedouro (ou a fonte) através do seu rótulo. 
O algoritmo termina quando não existem mais vértices ativos. 
As operações básicas do algoritmo são as operações enviar/renomear (push/rela-
bel): 
enviar consiste em enviar o excesso de fluxo para o vértice adjacente que se estima 
esteja mais próximo do sorvedouro. Caso não seja possível alcançar o sorvedouro, o 
fluxo é enviado para o vértice adjacente mais próximo da. fonte. 
renomear se todos os vizinhos no grafo residual tem rótulo igual ou maior , atualiza-se 
o rótulo deste vértice aumentando-o o mínimo poss-ível. Durante a execução do 
algoritmo o rótulo de um vért ice jamais decresce. 
O algoritmo de escalonamento de custos pode ser visualizado como uma generalização 
do algoritmo pré-fluxo aplicada ao PFCM. O algoritmo de escalonamento de cust os inicia 
com um pseudofluxo nulo ótimo para f = C. Sucessivamente o algoritmo reduz o valor de 
c por um fator constante a > O e obtém fluxos ótimos para !· O algoritmo termina após 
1 + L loga(nC)J iterações escalonadas quando um fluxo ótimo para t: < !; é determinado. 
A principal iteração do algoritmo cons.iste em se obter um fluxo ótimo para ;; a partir 
de um fluxo ótimo para é.. O algoritmo inicialmente define um pseudo.fluxo ótimo para 
;;, como por exemplo, um pseudofluxo nulo. O algoritmo então converte o pseudofluxo 
em um fluxo ótimo para *. O algoritmo busca. obter o fluxo através de operações simples 
sobre os vértices ativos e sobre as suas arestas admissíveis. As arestas admissíveis de 
um vértice para um determinado fluxo são as arestas de custo reduzido negativo. As 
operações enviar/renomear são redefinidas a seguir: 
env1ar é aplicada a um vértice ativo v. Consiste em enviar o máximo possível de 
fluxo ó através de uma de suas arestas admissíveis (v, w ), 
ó = min{D(v ), r( v, w)} 
renomear aplica-se a um vértice ativo v que não possui arestas admissíveis . Consiste em 
reduzir o potencial do vért ice o mais possível sem violar a. condição de otimalida.de 
r.(v) = max(v.w)EG(:F) {r.(w) - c(v,w) - t} 
A versão genérica do algoritmo não menciona a ordem na qual os vértices ativos devem 
ser processados. Para diferentes ordens de execução o algoritmo apresenta a mesma com-
plexidade, entretanto, o desempenho prático do algoritmo pode variar consideravelmente. 
Em uma fase escalonada o número máximo de operações renomear é limitado a O(n2 ) 
e o número de operações enviar a O(n2m) . A implementação do algoritmo utilizando 
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árvores dinâmicas de Goldberg e Tarjan [GT90] tem complexidade O(nm log n
2
) por fase 
2 m 
escalonada e complexidade total O(nmlog :, log(nC)). 
No contexto do PD, os vért ices ativos sã.o os vérti ces não emparelhados ou em múltiplos 
emparelhamentos. As operações enviar/renomear são interpretadas neste contexto como: 
env1ar consiste em emparelhar um vértice ativo com exatamente um único vértice. 
Se o vértice ativo em questão pertence à partição X, esta operação resulta em empa-
relhá-lo a um vértice de Y através de uma de suas arestas admissíveis. O vértice de 
y· pode ser um vértice emparelhado. Se o vértice em questão pertence à partição 
Y, esta operação consiste em eliminar do emparelhamento uma das suas arestas 
admissíveis. 
renomear aplica-se a um vértice ativo que não possui arestas admissíveis . Esta. operação 
consiste em definir o potencial do vértice ativo v como 
caso o vértice v E X 
{ 




' - ma.,-x {rr (x) - cxv - €} casocontrário 
(x,v)EE(M) 
Após a apl icação desta operação no mínimo uma. aresta admissível foi gerada.. 
Em uma única iteração escalonada um vért ice não pode ser renomeado mais do que 
O( n) vezes. Desta maneira, o número de operações de envio em uma única fase é lim-
itado por O(nm). A complexidade de cada iteração esca.lonada do algoritmo é O(nm). 
Desta maneira, a complexidade do algoritmo de escalonamento de custos para o PD é 
O(nm log(nC)) . 
Gabow e Tarjan [GT89a] propuseram um algoritmo baseado em otimalidade aproxi-
mada utilizando outras técnicas com complexidade O( fom log(nC)). Para as instâncias 
satisfazendo a suposição de similaridade este algori tmo é o melhor algoritmo de tempo 
polinomial fraco existente para o PD. Posteriormente, Goldberg e outros [GPV93] desen-
volveram um algoritmo com a mesma complexidade ba.sea.do nas operações enviar/reno-
mear. 
A complexidade dos algoritmos descritos neste capítulo para o PD e para o PFCM são 
exibidos na tabela 4.1. 
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Complexidade dos algoritmos 
algoritmo PFCM PD 
1 O(min{ n 1m.! log(nC), n 2m 3 log n}) O(min{ n2m 2 log( nC). n2m3 1og n}) 
2 O(min{ n2m log(nC), n2m 2 log n}) O(nm log(nC')) 
3 O(min{n3 D, D.Jn3m log(nC)}) O(min{n3 , vn3 rn log{nC)}) 
11 O(min {nU, nC}{ n3 }) O(nm + n'Z Jogn) 
5 O( nm log :: log( nC) ) O( fom Iog(nC)) 
1 - algontmo de cancelamento de ciclos 
2 - algoritmo simplex de rede 
3- algontmo de caminhos mais curtos sucessivos 
·1 - algoritmo primal-du~l 
5 - algoritmo de escalonamento de custos 
Tabela 4.1: Algoritmos descritos para o PFCM e PD 
Capítulo 5 
Problemas paramétricas 
~este capítulo. estudaremos as variantes paramétricas do PD e do PPC~l. Até agora 
estudamos esses problemas supondo que os custos das arestas são constantes. :_\la variante 
paramétrica que iremos estudar. o custo de uma aresta e é dado por uma função llnear 
do tipo c" = c~ + .Xc: , onde c~ e c; são constantes e ..\ é o parâmetro. 
Dado um intervalo de variação de..\, que iremos denotar por [,l, X], nosso objetivo será 
encontrar pelo menos uma solução dentre as !<oluções ótimas possíveis para cada valor do 
parâmetro dentro desse intervalo. 
Se fixamos um valor para .À obtemos uma instância do problema não-paramétrica 
relacionado. Para cada instância do problema nào-pa.ramétrico potlem existir diver-
sas soluções ótimas estruturalmente distintas. todas com o mesmo custo. O problema 
paramétrica pode ser visua lizado como sendo constituído de uma série de instâncias do 
problema não-paramétrica. Uma forma trivial de se resolver um problema paramétrica 
consiste em se aplicar um algoritmo para o proLlema não-paramétrica a cada instância 
definida fixando o valor de .À. É possível que instâncias relacionadas a valores distintos de 
A apresentem soluções ótimas com a mesma estrutura . O custo destas soluções entretanto 
deve diferir, pois o custo das arestas dependem do valor do parâmetro. 
Pode-se imaginar que podemos conceber algoritmos eficientes para o problema paramé-
trica que compute apenas as soluções ótimas distintas ao invés de simplesmente resolver 
uma série de instâncias do problema não-paramétrica. O tema deste capítulo é a concepção 
e o estudo de algoritmos para resolver o PD paramétrica da melhor maneira possível. 
5 .1 Conceitos básicos 
Seja 'P um problema combinatório onde os dados do problema são constantes a 1 , ... , a a. 
Denominamos por S uma solução factÍ\'el para o problema e definimos o valor desta 
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solução por 
Considere que sabemos como calcular a solução ótimas· de menor valor. A solução ótima 
para o problema P é expressa por 
Vs- = min \ls 
"!S 
Suponha que generalizamos o problema P parametrizando os seus dados. O problema 
paramétrica denotado por P' possui dados a- 1 + .X~r1 1 ••• , O'fJ + .X~tJJ em função de um 
parâmetro À. O valor de uma solução factível S para P' varia linearmente com o parâmetro 
Deseja-se agora resolver o problema para todos os va lores de >. no intervalo (~, 3:l 
A solução ótima s· consiste em obter um conjunto de soluções factíveis tal que para 
qualquer va lor fixado para>. exista pelo menos uma solução de valor minimo pertencente 
ao conjunto. O valor da solução ótima é definido pela expressão 
V.S(>.) = min Vs(.x) 
'o'Ses· 
Os problemas paramétricas podem ser generalizados para o caso em que os dados do 
problema estão em função linear de vários parâmetros. Neste texto, nos restnngiremos à 
estudar o caso do PD paramétrica em função ele um único parâmetro. 
Gusfield [Gus83} demonstra que a função Vs- ().) é bem-definida. linear por partes e 
com·exa em função de >.. A função é composta por segmentos lineares que representam a 
otimalidadE> de cada uma das soluções do conjuntoS". A convexidade da função decorre 
do fato de que o segmento associado a uma solução do conjuntoS\ para um a determinada 
faixa de valores do parâmetro deve ser dominado (ser o de menor valor) pelos segmentos 
das demais soluções facth·eis. 
Os \·alores do parâmetro para o qual a inclinaçà.o de Vs· (>.) varia são denominados 
pontos-de-quebra. Os pontos-de-quebra são um importante conceito na resolução dos 
problemas paramétricas. o intervalo da otirnalidade de uma solução em s· é limitado 
por pontos-de-quebra. Alguma solução ótima entre dois pontos-de-quebra consecutivos é 
ótima para toda a faixa de valores do parâmetro entre estes pontos-de-quebra. 
Cada problema paramétrica resulta na descrição da função \(.;(>.) associada ao pro-
blema .. Esta função pode ser completamente descrita determinando os pontos-de-quebra 
w = {w11 •• • , w11 } da função, mais um conjunto de soluções s· = { 5 01 .•• 1 S11 } t.al que Sk é 
ótima no intervalo [...vk- l ,wk]. Conhecendo-se os pontos-de-quebra. pode-se estabelecer as 
soluções resolvendo instâncias do problema não-pa ramét.ri co dentro dos intervalos. Se w 
e s- são conhec1dos, a solução ótima para um determinado valor do parâmetro pode ser 
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determinada eficientemente ao invés de ser computada. Necessita-se apenas encontrar a 
região que contém o valor especificado e recuperar a estrutura da solução ótima para esta 
região. 
Na resolução dos problemas paramétricas busca-se obter cada solução presente no 
conjunto de soluções em tempo polinomial por ponto-de-quebra. Busca-se, se possível, 
explorar a relação entre a seqüência de instâncias processadas e a estrutura do problema 
avaliado, para obter cada solução num tempo assintótico inferior à complexidade de res-
olução de uma instância do problema não-paramétrica relacionado. 
5.2 Abordagens na literatura 
Algumas técnicas propostas na literatura para a descriçã.o da funçã.o Vs· (À) se aplicam à 
resolução de diversos problemas combinatórios paramétricas. 
Eisner e Severance [ES76] propuseram um método genérico1 para obter todos os pontos-
de-quebra e descrever uma função Vs• (),)linear 'por partes' num certo intervalo[~: 'X]. O 
método, o qual denominamos ES, é simples e pode ser aplicado para obter cada soluçã-o 
do conjunto de soluções ótimas em tempo polinomial por ponto-de-quebra. Pelo método 
ES, a complexidade para se determinar cada ponto-de-quebra é igual à complexidade para 
se resolver uma instância do problema não-paramétrica. 
O método ES consiste em encontrar a solução ótima para os parâmetros nos extremos 
do intervalo [.à_, 'X], respectivamente S' e S". Se o va.lor da solução S' em X é igual ao 
valor de S" neste ponto Vs,('X) = Vs~~('X), ou Vs,(à) = Vs~~(à), temos que para o intervalo 
em questão existe uma única solução ótima. A função Vs·(À) é descrita por um único 
segmentoS*= {S'} (ou {S"}) e w = 0. 
Se a solução S' não é ótima. em 'X, existe um ponto específico único J.l no intervalo 
[.à_, 'X] em que o valor de S' e S" sã.o iguais. Para o intervalo [~, p] a solução S' possui 
custo inferior aS". No intervalo [J.l 1 'X] a situação inversa ocorre. Se as soluções S' e S" 
são ótimas em p então J.l é um ponto-de-quebra de V8 .(),). A função Fs·(À) neste caso é 
descrita pelo conjunto s~ = { S', S"} e pelo ponto-de-quebra w = {p}. 
Se a solução ótimaS" em J.l não for S' ou S", S'> define um segmento da função Vs• (À) 
entre os segmentos de S' e S". O método ES prossegue determinando os pontos-de-quebra 
de Vs• (À) nos subintervalos [à, p] e [p, 'X]. A solução ótima nos extremos dos subintervalos 
são conhecidas, de maneira que a avaliação descrita para. obter os pontos-de-quebra em 
[.à_, 'X] pode ser aplicada recursivamente à cada um dos subintervalos. 
A iteração básica do método ES consiste na resolução de uma instância do problema 
não-paramétrica em pontos específicos de À. Estes pontos podem ser calculados através 
da função linear que define o valor de cada solução. O número de instâncias do problema 
não-paramétrico resolvidas aplicando a solução de Eisner e Severance não é superior ao 
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dobro do número de pontos-de-quebra de V5 • ().). O método ES obtém w e S* em tempo 
polinomial por ponto-de-quebra se o problema não-paramétrica possui resolução em tempo 
polinomial. 
Posteriormente, Gusfield [Gus83] propôs outro método genérico para os problemas 
combinatórios paramétricas. O método de Gusfield, o qual denominamos DG, é aplicável 
à. várias classes de problemas e mais adequado para se estender aos problemas com in-
formações em função de vários parâmetros. O método DG possui as mesmas carac-
terísticas desejáveis do método ES e alguns benefícios adicionais. 
Uma vantagem da aplicação do método DG é que este descreve a função V5 • ().) ob-
tendo os pontos-de-quebra de w consecutivamente. Esta característica possibilita que este 
algoritmo seja aplicado de forma on-line. A primeira solução do conjunto S* é definida 
pela solução ótimaS' no extremo inferior do interYalo. O primeiro ponto-de-quebra. estri-
tamente maior que~ é determinado. Em seguida os pontos-de-quebra subsequentes são 
determinados até que todos os pontos dentro do intervalo sejam estabelecidos. 
Seja A um algoritmo para o problema P e a sua entrada um conjunto de variáveis 
simbólicas. Considere sem perda de generalidade que A equivale à uma árvore binária 
de decisão B. Cada ramificação de E é uma comparação entre variáveis simbólicas. 
Assumimos que esta comparação é a relação < e ~ entre a.s variáveis. Seja w1 o primeiro 
ponto-de-quebra de V5 • (>,). A aplicação do algoritmo para. o parâmetro À = w1 define um 
único caminho em E. A idéia do algoritmo de Gusfield é simular a execução do algoritmo 
A e identificar o caminho associado à instância do problema definido por À = w1 sem 
conhecer o valo r w1 . 
Suporemos que em algum vértice de B os \·alares das variáveis computadas através 
do caminho até este vértice sã.o expressões lineares bem-definidas em À. Um requisito 
simples para satisfazer tal característica é restringir o algoritmo A a realizar operações 
aritméticas somente de adição e subtração. ).!ultiplicações são permitidas desde que 
envolvam variáveis e constantes. Esta restrição não é forte sendo que a maioria dos 
algoritmos combinatórios possuem esta característica. 
Na simulação de A considere a compa.ração realizada em alguma ramificação de B 
entre as variáveis simbólicas g e q. Indicaremos o \"alar de g e q computadas até esta 
ramificaçã.o da árvore por g(.\) e q(À). O resultado da comparação definirá a próxima 
aresta do caminho associado a w1 . O objetivo é descobrir qual das relações g(wt) < q(wt) 
ou g(w1 ) 2:: q(wt) é verdadeira. Seja.\'" o único \"alor no qual g(.\ 0 ) = q(À 0 ). SejaS" a 
solução ótima em À. 0 . Suponha que g(.\) < q(À) para os valores do parâmetro a esquerda 
de À0 . Se Vs"(À 0 ) < Vs'(.\ 0 ) então S' não e ótima em À. 0 . Desta forma, o ponto-de-
quebra. procurado satisfaz w1 <)."e a relação g(u.-' 1 ) < q(w 1 ) se aplica. Caso contrário, 
g( w1 ) 2:: q( w1 ). Conclusões similares podem ser obtidas no caso em que g(>,) 2_ q( À) 
para os valores do parâmetro a esquerda de À0 . Provas da corretude deste algoritmo são 
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demonstradas no texto de Gusfield. 
Assim como o método ES, o método proposto por Gusfield pode determinar cada 
ponto-de-quebra em tempo polinomial se existem algoritmos de tempo polinomial para o 
problema não-paramétrica. Cada ramificação da árvore de decisã.o corresponde à resolução 
de uma instância do problema. Se o número de comparações realizadas pelo algoritmo é 
limitado polinomialmente, cada ponto-de-quebra pode ser obtido em tempo polinomial. 
Em seu trabalho Gusfield discute como este método pode ser generalizado eficientemente 
para funções com mais de um parâmetro. 
Se P é um problema de programação linear então o método simplex paramétrica 
pode ser aplicado. Este método é aplicado constantemente em Pesquisa Operacional 
Este método possui deficiências para a aplicação aos problemas de Fluxo em Redes. O 
método não possui complexidade polinomial e sofre do problema de degeneração presente 
no algoritmo simplex. 
5.3 O problema do fluxo de custo mínimo paramé-
trico 
Existem várias abordagens na literatura para os problemas de Fluxos em Redes paramétri-
cas. Dentre estas, uma em especial pode ser aplicada diretamente ao PD paramétrica. Esta 
abordagem é a solução proposta por Sriniva.san e Thompson [ST72] para o PFCM paramé-
trica. O problema do fluxo de custo mínimo paramétrica é a generalização do 
clássico PFCM com os dados do problema, como os custos, definidos em função de um 
parâmetro À. 
Srinivasan e Thompson propuseram soluções para vários casos do PFCM paramétrica 
com base no algoritmo simplex de rede descrito na seçã.o 4.1.2. O algoritmo de Srinivasan e 
Thompson pode ser aplicado para resolver o PFCM paramétrica com custos, capacidade ou 
desbalancea.mento dos vértices parametrizados. A solução para. o PFCM paramétrica com 
os custos das arestas parametrizados pode ser naturalmente a.plicado ao PD paramétrica. 
No PFCM paramétrica com parametrização dos custos, definimos os custos das arestas 
em função do parâmetro À variando no intervalo [.à_, "X] como Ce = c~+ Àc:, onde c0 e c• são 
constantes inteiras. Denotando por G>-. o grafo gerado fixando o parâmetro À. O custo do 
fluxo ótimo em G>-. é definido pela função 
O algoritmo proposto por Srinivasan e Thompson, o qual denominamos ST, se baseia 
na. condição de otimalidade de custo reduzido especializada para o algoritmo simplex de 
rede. 
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Seja A'= (T',C/,U') a estrutura de árvore espalhada para o fluxo de custo mínimo 
em G ~.: Denotamos por 1!"0 e 1r• os potenciais dos vértices que satisfazem a condição de 
otimalidade para a árvore espalhada T' com arestas de custo respectivamente, C0 e c•. 
Srinivasan e Thompson demonstram um importante resultado referente aos potenciais 
de A'. O resulta.do descrito a seguir não será formalmente provado apenas daremos uma 
breve explicação. 
Lema 5.3.1 Se 11" 0 denota os potenciais para o qual as arestas da árvore espalhada T' 
possuem custo reduzido zero quando c~ são os custos das arestas, e 1r• os potenciais quando 
c: são os custos das arestas, então para os potenciais 7r 0 + À1r• as arestas de T' possuem 
custo reduzido zero quando c~ + .\c: são os custos das arestas. 
Explicação: Pela condição de otimalidade de custo reduzido temos que as expressões 
c~:= <w- 7r 0 (V) + 7r 0 (w) =O 
c::= c~w -1r·(v) + 1r•(w) =O 
se verificam para todas as arestas de T'. Assim, c~:+ Ác~ =O V(v,w) E T'. De outra 
maneira podemos declarar a expressão anterior como: 
Reorganizando estas informações, podemos verificar que: 
(;c'( v)+ .X,.•( v)) + ("'(w) + h•(w)) ~O 
C:w - "'(v) + ;.-'(w) ~O V(v,w)ET' 
O resultado de Srinivasan e Thompson provê subsídios para caracterizar a otimalidade 
da estrutura de árvore espalhada quando variamos o parâmetro. Se definimos os custos 
das arestas como c"' = C0 + À"' c•, para os potenciais 1!"~ = 7r 0 + À *1r• as arestas da árvore 
espalhada satisfazem à condição de otimalidade. As arestas de T' possuem custo reduzido 
zero com respeito à 1r"' para qualquer valor do parâmetro. A otima.lidade da estrutura 
A' continuará para valores do parâmetro subsequentes enquanto nenhuma aresta violar 
a condição de otimalidade para os potenciais r.*. Se alguma aresta viola a otimalidade, 
a mesma deve ser uma aresta restrita. Pode-se assim estabelecer a otimalidade de uma 
estrutura de árvore espalhada a partir da avaliação da otimalidade das arestas restritas. 
lremos denotar por Àvw o maior valor do parâmetro para o qual a aresta (v, w) satisfaz 
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a condição de otimalidade. Formalmente definimos Àvw como: 
\l(v,w) E C' 
caso contrário 
Àvw = 
,. o se cvw > 
caso contrário 
Seja À~ o maior valor do parâmetro para o qual a estrutura de árvore espalhada A' 
satisfaz a condição de otimalidade. O valor de À~ pode ser determinado a partir dos 
valores de Àvw: 
Seja (i,j) a aresta que define o valor de x~ = À;j. Pode-se observar que o custo 
reduzido da aresta (i,j) para À = À~ é ct~ + À~cf/ = O. Para o intervalo abrangendo 
[~, .\0 ], a estrutura de árvore espalhada A' permanece sendo ótima. A partir de À~ a 
aresta (i,j) violará a condição de otimalidade. Uma outra estrutura de árvore espalhada 
satisfazendo a condição de otimalidade existe para os valores do parâmetro superiores à. 
,\'. 
Não necessariamente À~ define um ponto-de-quebra da. função cp(À). Isto ocorre 
porque À0 não caracteriza o maior valor do parâmetro para o qual a solução representada 
pela estrutura A' permanece ótima. Este valor apenas indica que a estrutura A' não será 
ótima a partir de À~. Como discutido na seção 4.1.2, uma solução para o PFCM pode ser 
representada por várias estruturas de árvore espalhada. Se À~ não define um ponto-de-
quebra então existe uma outra estrutura de árvore espalhada para representar a mesma 
soluçã.o a partir de À~. 
Suponha que um pivotamento é realiza.do sobre A' com a aresta (i,j) como sendo a 
aresta de entrada. A inserção da aresta em A' provoca o surgimento de um ciclo de custo 
zero. Se um ciclo é gerado, o aumento do fluxo através do mesmo servirá para obtermos 
uma nova estrutura de árvore espalhada A~. 
A estrutura Ao assim como A' satisfaz à condiçã.o de otimalidade para os potenciais 
7!"~ +À1r~ para À~. Quando a solução representada por A' for não degenerada, o pivotamento 
criará um ciclo orientado de custo zero. O aumento do fluxo através do ciclo orientado 
resultará num novo fluxo. Neste caso se À~ f. .l temos que um ponto-de-quebra foi 
encontrado. 
Procedendo como antes, podemos determinar o intervalo para o qual a nova estrutura 
Ao permanecerá ótima. Por este método, pode-se continuamente obter todos os intervalos 
de cada uma das soluções distintas do problema dentro do intervalo estipulado [_à, X]. 
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5.3.1 O comportamento da abordagem ST 
A complexidade do algoritmo ST, assim como a do algoritmo simplex de rede, depende 
fundamentalmente do número de pivotamentos realizados. As soluções degeneradas oca-
sionam iterações desnecessárias. Nestas iterações nenhum ponto-de-quebra é encontrado. 
Apesar do pivotamento poder ser realizado eficientemente, se o algoritmo necessitar de 
várias iterações para determinar um ponto-de-quebra esta abordagem torna-se inviável. 
Nã.o foi possível encontrar nos textos consultados para o estudo desta abordagem 
informações que relatem problemas ou dificuldades para garantir a execuçã-o finita do 
algoritmo para esta abordagem1 . A abordagem de Srinivasan e Thompson enfrenta o 
problema de degeneresçência. Não se verificou na literatura nenhuma regra que deva 
ser aplicada na escolha das arestas utilizadas na realização dos pivotamentos. Nenhuma 
análise sobre a complexidade computacional do algoritmo ST foi verificada na literatura. 
Não se pode afirmar com segurança que o número de iterações para obter cada ponto-de-
quebra pode ser limitado polinomialmente. 
Alguns fatores nos levam a acreditar que o algoritmo ST é ineficiente na resolução do 
PD paramétrica. O motivo para este entendimento está na estrutura muito particular do 
problema. A árvore espalhada associada a qua.lquer emparelhamento é altamente degen-
erada. Este grau elevado de degenerescência implicará num elevado número de iterações 
desnecessárias. Para perceber como este grau de degenerescência afeta a execução do al-
goritmo, observe que todas as arestas na árvore são restritas (nunca existem duas arestas 
entre dois vértices na árvore). A maioria dos pivotamentos realizados não produz um 
ciclo orientado. Sem a existência de um ciclo orientado, nenhuma quantidade de fluxo 
pode ser enviada através do ciclo. Como conseqüência, a. nova estrutura obtida representa 
o mesmo emparelhamento anterior. Este tipo de iteração é desnecessária não trazendo 
novas informações sobre os pontos-de-quebra. 
A complexidade para a obtenção de ca.da solução do PD paramétrica não é superior à 
complexidade para uma solução do PFCM paramétrica. Porém, se imagina que o compor-
tamento empírico da aplicação do algoritmo ST a uma instância do PFCM deve apresentar 
melhores resultados. Algumas das arestas na árvore espalhada na instância do PFCM serão 
irrestritas. Desta forma, a aresta. e a sua reversa estarão presentes na árvore espalhada. 
Esta característica aumenta a probabilidade de se gerar um ciclo orientado com a inserção 
de uma nova aresta. 
1 Infelizment.e não se conseguiu ter acesso ao artigo de Srinívasan e Thompson. As informações obtidas 
sobre esta abordagem vieram do texto de Ahuja e out.ros [AM093] 
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5.4 Abordagens para problemas de Fluxos em Re-
des específicos 
As abordagens gerais para os problemas paramétricas apresentadas na seção 5.2 não 
exploram as peculiaridades de cada problema. As abordagens de Eisner e Severance, 
e posteriormente Gusfield, são simplesmente métodos de busca aplicados à determinação 
do valor de cada ponto-de-quebra. Ambos os métodos estão baseados na resolução de 
instâncias do problema não-paramétrica relacionado. Soluções ma.is eficientes para alguns 
problemas de Fluxos em Redes foram obtidas quando se estudou intensamente a estrutura 
do problema paramétrica em questão. 
Esta seção apresenta resultados para outros problemas, fruto de estudos cujo objetivo 
era obter soluções que pudessem ser aplicadas ao PD paramétrica que fossem melhores do 
que o algoritmo ST. 
Foram estudadas a solução de Gallo e outros [GGT89] para o problema do fluxo 
máximo paramétrica e as soluções de Karp e Orlin [KOSl] e Young e outros [YT091] 
para o problema do caminho mais curto paramétrica. A abordagem de Gallo e outros se 
mostrou pouco favorável para aplicação ao PD paramétrica, de maneira que esta não será 
descrita. A abordagem para o problema do caminho mais curto paramétrica se mostrou 
útil. Por este motivo, descrevemos esta abordagem na próxima seção. 
5.4.1 O problema do caminho mais curto paramétrico 
Karp e Orlin [K081] propuseram algoritmos eficientes para uma classe especial do pro-
blema do caminho mais curto paramétrica. Nesta classe especial, a variação dos custos das 
arestas em relação ao parâmetro À está restrita aos valores O e -1. Problemas paramétricas 
com esta restrição, problemas paramétricas 0-1, possuem bastante interesse na liter-
atura sendo freqüentemente abordados. 
Seja G = (V, E) um grafo orientado ponderado incluindo um vértice especial s. Os 
custos das arestas são definidos em funçã.o do parâmetro À como Ce = c~ + À c:, onde c~ 
é uma constante inteira e c: E { -1, O}. C m caminho entre o vértice s e o vértice v E V 
é denotado por Pv· Supõe-se que todos os vértices de G são alcançáveis de s, ou seja, 
Pv é bem-definido. O problema do caminho mais curto paramétrica consiste em 
determinar a árvore de caminhos mais curtos T em G >. para cada valor de :\ em [.à_, X] tal 
que os caminhos mais curtos são bem-definidos. 
O custo da árvore de caminhos mais curtos em função do parâmetro é definido como 
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onde À E [à, "X] ou até o valor máximo do parâmetro para o qual os caminhos mais curtos 
são bem-definidos. O caminho na árvore T entres e v E V é denotado por tv. 
Karp e Orlin propuseram duas soluções distintas para resolver o PCMC paramétrica. 
A mais importante para este estudo é a solução baseada em árvores balanceadas. 
Seja T' a árvore de caminhos mais curtos em Gl. A árvore T' permanecerá ótima 
para valores de À subsequentes enquanto os caminhos t~ em T' (de s a v) permanecem os 
menores entre estes vértices. 
Suponha que em algum momento a árvore T' perde a otimalidade para a árvore T". 
No mínimo um caminho t~ tornou-se menor que o correspondente caminho t~ em T', para 
algum v E V. O tamanho de t~ decresceu mais rapidamente que o tamanho de t~. Assim 
o caminho t~ deve ter necessariamente mais arestas parametrizadas que t~. 
Para um valor único 11 >à_, o tamanho de t~ foi igual ao tamanho de t~. Em G,.,. tanto 
T' quanto T" são árvores de caminhos mais curtos. A partir de 11 apenas T" continuará 
mantendo a otimalidade. O valor 11 delimita a otimalidade entre duas árvores de caminhos 
mais curtos sendo portanto um ponto-de-quebra. 
O algoritmo proposto por Karp e Orlin consiste em determinar o primeiro caminho 
Pv não presente em T' que irá. se igualar em custo ao seu correspondente caminho t~ na 
árvore e para qual valor do parâmetro 11 isto ocorre. O valor 11 caracteriza o término da 
otimalidade de uma árvore de caminhos mais curtos e o início da otimalidade de outra. 
A nova árvore de caminhos mais curtos a partir de 11 pode ser obtida excluindo todas as 
arestas da. árvore que incidem sobre os vértices de Pv e adicionando o caminho Pv a T'. 
O algoritmo termina quando a árvore permanecer ótima para todos os valores do 
parâmetro subsequentes ou até que os caminhos mais curtos sejam bem-definidos. Para 
reduzir o número de caminhos analisados, o algoritmo avalia apenas os caminhos formados 
por um subcaminho iu na árvore de s a u, seguido por uma aresta e= (u, v) não presente 
na árvore. Para cada aresta e, o algoritmo determina em que momento ae este caminho 
se igualará ao correspondente caminho na árvore. O valor O:e pode ser calculado em 
tempo constante se o custo do menor caminho de s a v, Vv E V, e o número de arestas 
parametrizadas no caminho são mantidas. O objetivo deste texto não é discutir todos os 
detalhes do algoritmo, mas apenas apresentar as idéias no qual se baseia a abordagem de 
Karp e Orlin. Informações detalhadas sobre o algoritmo podem ser obtidas nos textos de 
Karp e Orlin e no texto de Young e outros. 
Karp e Orlin demonstraram que o número máximo de soluções distintas para esta classe 
particular do PCMC paramétrica é O(n2 ) árvores. O algoritmo f{Q pode ser estendido para 
resolver o PCMC paramétrica com constantes c• inteiras. Nesta situaçã.o, entretanto, o 
número de árvores encontradas não é limitado polinomia.lmente. A complexidade original 
do algoritmo KO era 
árvores balanceadas. 
O(nm log n), se as informações sobre ae fossem manipuladas em 
Posteriormente, Young e outros melhoraram a complexidade do 
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algoritmo KO para O(nm + n 2 log n). Alterando o algoritmo para utilizar a estrutura de 
dados de lista de prioridade de Fibonacci [FT87]. 
Um importante resultado do trabalho de Karp e Orlin é a redução do problema do 
ciclo de média mínirna-(PCMM) ao PCMC paramétrica. O PCMM, definido na seção 4.1.1, 
pode ser reduzido a um caso particular do PCMC paramétrica onde os custos das arestas 
decrescem urna unidade com o aumento do parâmetro ..\. O relacionamento verificado 
entre estes problemas tem aplicações práticas. O algoritmo proposto por Karp e Orlin é 
considerado o melhor algoritmo empírico para determinar um ciclo de média mínima em 
um grafo. Apesar do resultado de Karp e Orlin não implicar em melhoramentos do ponto 
de vista teórico para o PCMM, ele mostra uma relação que também foi verificada neste 
estudo entre os problemas envolvendo ciclos e os problemas paramétricas. 
Redução do PCMM ao PCMC paramétrica 2 Dada uma instância do problema do 
ciclo de média mínima G = (V, E), construa uma instância G' = (V', E') do problema 
dos caminhos mais curtos paramétricas. Defina o custo das arestas e1 E E' do grafo como 
ce' = Ce- À, onde Ce é o custo da aresta relacionada a e1 em G. Pode-se obter a soluçâ.o 
ótima para o PCMM a partir da solução ótima. para o PCMC paramétrica no intervalo 
[-oo, oo]. 
Seja o conjunto de árvores To, ... ,~ e a sequêncJa de pontos-de-quebra ..\0 , ••. , ..\ 11 
a solução do PCMC paramétrica. Cada árvore do conjunto é a árvore de caminhos mais 
curtos para uma faixa de valores do parâmetro compreendida entre dois pontos-de-quebra. 
Para os valores do parâmetro superiores a .\ 11 os caminhos mais curtos não são bem-
definidos devido à presença de um ciclo negativo, denotaremos este ciclo por C. Em 
G)..'~ entretanto não existem ciclos de custo negativo. No mínimo um ciclo de custo zero, 
o ciclo C, está presente. Da condiçã.o de otimalidade de Custo Reduzido (seçâ.o 3.5.2), 
sabemos que existe um conjunto de potenciais 1l" para o qual todas as arestas possuem 
custo reduzido não-negativo se os caminhos mais curtos são bem-definidos. Os potenciais 
não afetam os custos dos ciclos de maneira que C é um ciclo de custo zero em relação aos 
custos reduzidos. A média do ciclo C em G>.T) é zero. Nenhum ciclo em G)..TJ+l pode ter 
média negativa resultando que C é um ciclo de média mínima para esta instância. 
Cada. aresta em G)..T) teve seu custo reduzido em À11 em relação a G. Em relação 
aos potenciais 1l" todas as arestas de G possuem custo reduzido positivo. O menor custo 
reduzido de uma aresta de G em relaçâ.o à 1l" é ..\11 • Todas as arestas de C tem custo reduzido 
igual a Àr; em G, o mesmo valor da média deste ciclo. Novamente nenhum ciclo pode ter 
média inferior à média de C. Desta forma, C é o ciclo de média mínima procurado. 
2A redução do PCMM ao PCMC paramétrica declarada a seguir é baseada no t-exto de Young e outros 
[YT091] 
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5.5 Uma nova abordagem para o problema da de-
signação paramétrica 
As idéias presentes na abordagem do PCMC paramétrica poderll ser aplicadas numa nova 
abordagem para o PD paramétrica. No contexto do PD, a perda da otimalidade de um 
emparelhamento é caracterizada pelo surgimento de um ciclo negativo no grafo residual. 
A resolução do PD paramétrica envolve estabelecer a faixa de valores do parâmetro em 
que o grafo residual, associado à um emparelhamento ótimo, permanece sem ciclos de 
custo negativo. 
Os teoremas a seguir provêem fundamentos para a construção de algoritmos para o 
PD pa.ramétrico. 
Seja M um emparelhamento ótimo para o valor )..' do parâmetro. 
Lema 5.5.1 Se para um valor À11 > )..' os caminhos mais curtos são bem-definidos no 
grafo residual de M então o emparelhamento M é ótimo no intervalo [ )..', )..'']. 
Prova: Se o emparelhamento M é ótimo em).', temos que G(M) não possui ciclos 
de custo negativo em )..'. Pelo mesmo motivo, o emparelhamento M é ótimo em À11 • 
O custo dos ciclos em G(M) variam linearmente com o parâmetro À. Qualquer ciclo 
com custo reduzido não-negativo em)..' e)." tem custo reduzido não-negativo no intervalo 
[N, )..'']. Desta. forma, temos que G(M) não possui ciclos de custo negativo sendo portanto 
o mparelhamento JVi ótimo no intervalo [N', )."]. O 
Lema 5.5.2 Se para À= N' existe um ciclo de custo zero C em G(M) com custo decres-
cente com o parâmetro então )." é um ponto-de-quebra 
Prova: Para valores de À maiores que )." o ciclo terá custo negativo. A partir de >.." 
um outro emparelhamento ótimo existe. O valor )..'' caracteriza o término da otimalidade 
do emparelhamento M sendo portanto um ponto-de-quebra. O 
Lema 5.5.3 SejaM"' o emparelhamento obtido de M definindo as arestas emparelhadas 
presentes no ciclo de custo zero C como não-emparelhadas e as demais arestas de C como 
emparelhadas. O emparelhamento M"' é ótimo no intervalo [>.'',).."+c] para um c :2: O. 
Prova.: O ciclo C possui custo zero de maneira que M e M"' possuem o mesmo custo. 
Temos assim que tanto M quanto ./Vf"' são ótimos em >..". O emparelhamento JVf* per-
manecerá ótimo quando variarmos o parâmetro enquanto não houver ciclos de custo ne-
gativo. Se existe um ciclo de custo zero em G(M*) cujo custo decresce com o parâmetro, 
temos queM~ será ótimo apenas para o ponto ).". Se não existem ciclos de custo zero 
5.5. Uma nova abordagem para o problema da designação paramétóco 59 
em G(M*) cujo custo decresce com >., M* é ótimo no intervalo [>. 11 ,À11 +e] para um 
específico E> O. Se nenhum dos ciclos presentes em G(M) possui custo decrescente com 
o parâmetro, o emparelhamento M* é ótimo no intervalo[>.", oo]. D 
A partir destes teoremas podem-se formular algoritmos para a resoluçã-O do PD paramé-
trica. 
Um algoritmo para o PD paramétrica consiste em obter uma primeira solução, resol-
vendo uma instância do problema não-paramétrica, para o extremo inferior do intervalo 
estipulado para o parâmetro. A partir dessa primeira solução se determina em que mo-
mento irá surgir um ciclo de custo zero no grafo residual associado à esta solução. Baseado 
no ciclo de custo zero obtém-se um novo emparelhamento a partir do emparelhamento at-
ual. O algoritmo prossegue avaliando a otimalidade do novo emparelhamento. O término 
do algoritmo é indicado quando todo o intervalo estipulado for varrido ou quando o último 
emparelhamento encontrado permanecer ótimo para ). = oo. 
Para finalizar a descrição deste algoritmo resta definir explicitamente cada operação. 
Por exemplo, como determinar o primeiro ciclo de custo zero que surge no grafo quando 
variamos o parâmetro? Verificou-se que determinar o primeiro ciclo de custo zero que 
surge no grafo residual está intimamente relacionado à resolução de uma instância do 
problema do ciclo de razão mínima. 
5.5.1 O problema do ciclo de razao mínima 
Seja G' = (V', E') um grafo orientado. A cada aresta e' E E' estão associados valores 
inteiros Ce' e he'· Referimos a estes valores como sendo respectivamente; o custo e o bônus 
da aresta. Existe uma variedade de problemas interessantes na literatura relacionado à 
instâncias com essa estrutura3 . 
Para cada ciclo orientado C em G' definimos o seu custo como sendo a somatória dos 
custos das arestas do ciclo. Similarmente, pode-se definir o conceito de bônus para um 
ciclo orientado. O problema do ciclo de razão mínima, denotado por PCRM, consiste 
em determinar o ciclo orientado com a menor razã-O entre seu custo e seu bônus: 
'I'(W) = w =mini'( C) 
vc 
Suporemos que Le'EC he' >O para todos os ciclos dirigidos de G. Desta forma todos os 
ciclos possuem razôes bem-definidas. Denotaremos o ciclo de razão mínima desta instância 
3Uma listagem destes problemas pode ser obtida no trabalho de Megiddo [Meg79] 
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por W e a razão deste ciclo por tv. O maior custo e o maior bônus das arestas da instância 
serão denotados, respectivamente, por C = maxe'EE'{ ce~} e H= max.,'EE'{he' }. 
O PCRM foi proposto por Lawler [Law67] e Dantzig e outros [DBR67]. Uma das 
primeiras aplicações do problema foi o estabelecimento de rotas de viagens ótimas. A 
literatura para o PCRM é relativamente restrita comparada ao seu caso especial mais 
importante, o problema do ciclo de média mínima-PCMM (seção 4.1.1). O PCMM é um 
caso específico do PCRM onde todas as arestas possuem bônus unitário. Ao contrário do 
PCMM que está. envolvido na resolução de diversos problemas combinatórios, o PCRM é 
freqüentemente descrito na literatura no contexto do problema tramp steamer [Law73, 
Law76]. 
\Vallacher e Zimmerman [WZ91] foram um dos poucos a aplicar ciclos de razão mínima 
em outros tópicos. Eles desenvolveram um algoritmo para o PFCM baseado no cancela-
mento de ciclos de razão mínima. Este algoritmo é um dos três algoritmos de tempo 
polinomial para o PFCM baseado em cancelamento de ciclos. 
Considere o grafo G' obtido de uma instância G>-. do PD pa.ramétrico definindo os 
custos como Ce' = c: e os bônus he' = Ce. Para perceber porque o surgimento do primeiro 
ciclo de custo zero no grafo residual associado à um emparelhamento ótimo M' está 
intimamente relacionado ao PCRM, observe que o custo de um ciclo em G' representa a 
taxa de crescimento do custo c: do ciclo correspondente em G em relação ao parâmetro 
À. Não é difícil observar que o ciclo procurado deve ser um dos ciclos negativos de G'. Os 
ciclos de G associados à ciclos de custo positivo em G' jamais se tornam ciclos de custo 
zero. 
O custo do ciclo procurado está estritamente decrescendo com o aumento do parâme-
tro. Dentre os vários ciclos cujos custos decrescem, o ciclo procurado consiste naquele 
cujo custo deca.i à zero primeiro. Este ciclo tem a menor razão entre o custo atual do ciclo 
e a taxa. de decrescimento. Determinar tal ciclo consiste na resolução do problema: 
· LeEC Ce 
mm 
'fC 'P(C)<O I LeEC c; I 
Este problema também pode ser entendido em relação a G' como: 
O último problema claramente se resume na resolução de uma instância do PCRM. 
O ciclo de custo zero procurado na resolução do PD paramétrico é o ciclo W de razão 
mínima em G'. O valor do parâmetro para o qual G conterá um ciclo de custo zero é 
).'' = ).' + 1~1- Para o intervalo[.\',).'+ I~IJ o emparelhamento JVí' é ótimo. 
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5.5.2 Tratando situações excepcionais 
Na descrição do problema do ciclo de razão mínima, consideramos que o bônus do ciclo 
no grafo é positivo. Esta suposição nã.o é satisfeita na abordagem do PD paramétrica 
proposta. 
O bônus de cada aresta na instância do PCRM, gerada na resolução do PD paramétrica, 
é o custo da aresta no grafo residual da instância do PD. Assim sendo, não se poderá 
evitar a presença de ciclos de custo zero em G1(J-Vf). Consequentemente, as instâncias do 
PCRM geradas não necessariamente se enquadram nas suposições feitas. 
A razão para um ciclo C com bônus zero não é bem-definida (r.p(C) = ±oo). Os 
algoritmos para o PCRM podem ser aplicados em instâncias onde a suposição sobre os 
bônus não são satisfeitas. A solução nestes casos pode ser um ciclo com razão bem-
definida ou não. Se a abordagem com ciclos de razão mínima é aplicada nas instâncias 
do PD paramétrica todos os pontos-de-quebra sào corretamente encontrados. 
Se existem vários ciclos com custo negatiYo e bônus zero (rp = -oo) a solução encon-
trada na resolução do PCRM é um destes ciclos. Para cada um destes ciclos existirá um 
emparelhamento M" distinto. Dentre estes ,·á rios emparelhamentos apenas um é ótimo 
no intervalo [Y1 , Y' +e] para um e > O. Todos os demais emparelhamentos são ótimos 
apenas para o ponto Y' sendo portanto desnecessários para a descrição das soluções ótimas 
de um PD paramétrica. 
A existência de ciclos sem razão bem-definida não impede que o algoritmo para o PD 
paramétrica encontre todos os pontos-de-quehr.a corretamente. Entretanto, a presença 
destes ciclos pode provocar que o algoritmo compute várias instâncias do PCRi'd para 
encontrar um único ponto-de-quebra. Um limit-e para o número de instâncias resolvidas 
até a determinação de um ponto-de-quebra não f. conhecido. A abordagem com ciclos de 
razã-O mínima como apresentada não atinge os objetivos de eficiência pretendidos. Para 
resolver o PD paramétrica apenas as soluções realmente imprescindíveis na descrição de 
eM (À) devem ser computadas. 
Dentre os vários emparelhamentos ótimos existentes para o parâmetro Y', deseja-se 
encontrar um emparelhamento M* que é ótimo para um intervalo[>.", À11 +t:] sendo E> O. 
Para )." G(Jvt*) não tem ciclos de custo zero. DcYido à suposição de integralidade dos 
custos, um ciclo em G(M*) deve ter custo no mínimo unitário. A maior taxa de de-
crescimento possível para um ciclo na instância do PD paramétrica é nC•. Desta maneira, 
sabemos que para o intervalo [ À11 , )." + nb.J o cmpa.relhamento M" procurado é ótimo. 
Este emparelhamento pode ser computado resolvendo uma instância do PD para À no 
intervalo [ ).", >.'' + nb.J. 
Uma abordagem um pouco melhor pode ser aplicada. Ao invés de escolher um valor 
qualquer no intervalo [ À11 , )." + nb• J poderia se escolher um valor racional no qual o em-
parelhamento M* é ótimo sob f. para E < ;. , onde o: é uma constante inteira utilizada 
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como fator de escalonamento pelo algoritmo {seção 4.3.1). Neste caso, o emparelhamento 
ótimo M* pode ser calculado resolvendo um único refinamento aplicando o algoritmo de 
escalonamento de custos. A complexidade na obtenção do emparelhamento ótimo seria 
reduzida para a complexidade de um refinamento O(fom). 
Para determinar o valor do parâmetro para o qual um emparelhamento M* é ótimo 
sob e:, necessita-se conhecer os potenciais dos vértices para o qual M* é ótimo em V'. 
Em seguida, estabelece-se o intervalo do parâmetro para o qual cada aresta não viola a 
condiçã.o de otimalidade de folga e: complementar por um valor superior a a. O valor 
racional escolhido deve estar presente no intervalo ótimo sob E = o: de todas as arestas. 
5.5.3 Algoritmos para o problema do ciclo de razão mínima 
O primeiro algoritmo proposto para o PCRM é devido a Lawler [Law67]. Dantzig e ou-
tros [DBR67] apresentaram uma aproximação baseada na formulação do PCRM como um 
problema de Programação Linear. 
Um método genérico para ser aplicado aos problemas de razão mínima. foi proposto no 
trabalho de Megiddo [Meg79]. O principal resultado deste trabalho declara que algoritmos 
de tempo polinomial forte podem ser obtidos para um problema de razão mínima se 
existem algoritmos de tempo polinomial forte para o problema padrão relacionado. 
Para a maioria dos algoritmos de Fluxos em Redes o teorema de Megiddo pode ser 
aplicado para a obtenção de soluções eficientes para os problemas de razão mínima rela-
cionados. Especificamente para o caso do PCRM, o trabalho de Megiddo obtém o melhor 
limite de tempo polinomial forte O{n2 m log n) para o problema. 
Para o ciclo de razã.o mínima W temos que: 
Alternativamente, podemos declarar a expressão anterior como LeEw(ce- whe) = O. 
Observe que para valores superiores à w o ciclo W possui custo negativo. Para. todos os 
demais ciclos C temos que 
W < 'P(C) = LeEC Ce 
LeEC he 
De outra forma, podemos verificar que .LeEc(ce- whe) >O. 
Uma ma.neira de resolver o PCRM consiste em reduzi-lo ao PCMC paramétrica com 
arestas de custos Ce- Ahe- O ciclo de razã.o mínima pode ser determinado estabelecendo 
o maior valor do parâmetro A cv para o qual os caminhos mais curtos são bem-definidos. 
O ciclo procurado é o ciclo de custo zero presente em GA"" e a sua razão é A"". 
Ao invés de aplicarmos o algoritmo desenvolvido por Karp e Orlin à instância do 
PCMC paramétrica utilizaremos uma abordagem mais simples, o algoritmo de Lawler. A 
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aproximação utilizada consistirá em gerar uma sequência de valores do parâmetro que 
convirja após um número finito de iterações a Aw. Uma metodologia para gerar estas 
seqüências consiste em aplicarmos técnicas de busca. 
Se limites inferior e superior são conhecidos tais que A w está presente no intervalo 
[A+,Ax], a técnica de busca binária pode ser aplicada. Na busca binária a instância 
para o valor do parâmetro A<P = A+!Ax é avaliada. Se existe um ciclo de custo negativo 
no grafo, o valor do parâmetro testado é um limite superior para A w. Se os caminhos 
são bem-definidos mas nenhum ciclo de custo zero está presente na instância, temos que 
o valor testado é um limite inferior para N". Por último, se um ciclo de custo zero é 
encontrado então este ciclo é o ciclo de razão mínima procurado. 
Nesta aproximação o intervalo é continuamente reduzido até que o ciclo de razão 
mínima seja encontrado ou o intervalo se torne suficientemente pequeno de tal maneira 
que contenha uma única razão. A resolução de uma única instância dentro do intervalo é 
capaz de determinar o ciclo de razã.o mínima. O ciclo W é o ciclo de custo zero ou o ciclo 
negativo encontrado na avaliaçã.o desta última instância. 
O número máximo de arestas em um ciclo é limitado a n, de maneira que a razão de 
qualquer ciclo está contida no intervalo [-nC, nC]. Considere os ciclos W e C com razões 
distintas. A diferença entre as razões dos ciclos é 
I 
c(W) _ c( C) I ;f O 
h(W) h(C) l
c(W)h(C)- c(C)h(W)I ;f 
h(W)h(C) O 
A diferença entre as razões de YV e C implica na expressão c(W)h(C) -c(C)h(W) 2:: 1. 
Para a outra expressão temos que o maior valor é limitado a h(W)h(C) s; H 2 • Concluímos 
assim que a diferença entre a razão de dois ciclos distintos é no mínimo J2 • Se o intervalo 
contendo A"' reduz-se a uma faixa inferior a [A+, A x] < J2 , o algoritmo pode terminar a 
busca porque este intervalo contém no máximo uma razão. 
A complexidade da aproximação depende do número de iterações e da complexidade de 
cada iteração. No início o intervalo é [A+,Ax] = 2nC. No mínimo O(log(HC)) iterações 
sã.o necessárias para o intervalo se reduzir a J2 . Cada iteração envolve a resoluçã.o de 
uma instancia do PCMC. Utilizando o algoritmo de escalonamento de custos de Goldberg 
e Tarjan para o PD para a computação dos caminhos mais curtos, o algoritmo de La.wler 
pode ser implementado em tempo polinomial fraco O( fom log(nC) log(HC)). 
O algoritmo de escalonamento de custos 1 por ser um algoritmo com complexidade 
polinomial fraca, não pode ser aplicado à instâncias com custos nã.o integrais. Para 
aplicarmos o algoritmo de escalonamento de custos como rotina para a detecção de ciclos 
negativos, na abordagem com ciclos de razão mínima, temos que garantir a integralidade 
dos custos das arestas. Durante a. busca binária, o valor de A pode se tornar nã.o integral. 
Este problema pode ser contornado se modificarmos os custos das arestas para 
c;= H 2ce- Ahe 
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Com esta modificação a razão dos ciclo do grafo foi multiplicada por H 2 • Esta modificação 
não altera o ciclo de razão mínima. Se definirmos o intervalo de busca como sendo 
[ -nC H 2 , nC H2], o algoritmo de Lawler pode terminar a busca quando o intervalo for 
[I\+, A']<:: I. 
Outro aspecto que deve ser tratado é a integralidade dos pontos-de-quebra. Os bônus 
das arestas nas instâncias do PCRM estão relacionadas aos custos da instância do PD 
paramétrica, o que significa que os bônus dependem do parâmetro À. Supomos desde o 
princípio que os custos das arestas numa instância do PD paramétrica são formadas for 
uma função linear com coeficientes integrais. ~a resolução do PD paramétrica, o primeiro 
ponto-de-quebra a ser computado será um número racional (razão entre números inteiros). 
Os pontos-de-quebra subsequentes são também números racionais, visto que são a razão 
entre número racionais. Desta forma, temos que todos os pontos-de-quebra são racionais. 
Os números racionais podem ser integralizados multiplicando-os por constantes inteiras 
suficientemente grandes. 
O algoritmo de escalonamento de custo se aplica à instâncias com dados racwna1s. 
Desta maneira, a não integralidade dos pontos-de-quebra também pode ser adequada.-
mente tratada. Utilizando o algoritmo de escalonamento de custos na implementação da 
abordagem com ciclos de razão mínima para o PD paramétrico, cada ponto-de-quebra 
pode ser computado com complexidade O( y'rímlog(nC) log(HC) + Jnm). 
Aplicando o algoritmo de Megiddo para o PCR~! e o algoritmo Primai-dual para 
o PD, a abordagem com ciclos de razão mínima possui complexidade polinomial forte 
O(n2 m log n + nm + n 2 log n). 
5.6 Estendendo a abordagem ao problema do fluxo 
de custo mínimo paramétrica 
A abordagem com ciclos de razão mínima permite que cada soluçã.o do PD paramétrico 
seja obtida em tempo O(min{ y'nmlog(nC) log(HC) + ..jnm, nm2 logn} ). Comparando 
esta abordagem ao trabalho de Eisner e Severance observamos que nenhum melhoramento 
para o problema foi conseguido. O principal moti\·o para a ineficiência da abordagem está 
no fato do PCRM ser um problema mais complexo para se resolver que o próprio PD. 
As condições de otimalidade assim como os algoritmos aplicados ao PD sã.o espe-
cializações dos conceitos desenvolvidos para o problema mais genérico, o PFCM. Estes 
conceitos são adaptados ao contexto do PD para explorar eficientemente a sua estrutura 
peculiar. Sendo assim, podem-se estudar as idéias na abordagem com ciclos de razão 
mínima no contexto do PFCM paramétrica. Determinar os valores do parâmetro para o 
qual um determinado fluxo permanece ótimo envolve determinar o intervalo para o qual 
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o gra.fo residual associado à este fluxo permanece sem ciclos de custo negativo. Este pro-
blema, mesmo no contexto do PFCM paramétrica, recai na resoluçã.o de uma instância do 
problema do ciclo de razão mínima. 
As iterações do algoritmo discutidas para o PD paramétrica quando aplicadas ao PFCM 
paramétrica permanecem com a mesma complexidade com exceção da obtenção da nova 
soluçã-a. Em ambos os casos aumenta-se o fluxo o máximo possível através do ciclo de 
razão mínima. No contexto do PD, o aumento do fluxo é similar a trocar as arestas 
emparelhadas do ciclo com as não-emparelhadas. Devido à. presença dos ciclos sem razão 
bem-definida, para melhorar a complexidade do processo pode-se utilizar a solução atual 
como uma boa aproximação para a próxima solução. Sabendo-se que a nova solução é 
ótima no mínimo para o intervalo [.\", .\" + I nb.IJ, pode-se buscar um valor racional do 
parâmetro no intervalo para o qual a soluçã-O é ótima sob t. < ~, onde a é o fator de 
escalonamento. Aplicando o algoritmo de escalonamento de custos a nova solução pode 
ser encontrada com um único refinamento. No caso do PFCM a complexidade de ca.da 
refinamento é O(nmlog :). 
Concluímos deste modo que a abordagem com ciclos de razão mínima pode ser esten-. 
dida com poucas modificações ao PFCM paramétrica. A complexidade da abordagem com 
ciclos de razão mínima para o PFCM é O( fom log(nC) log(HC) + nm log ~) ou polino-
mia.l forte usando o algoritmo de Orlin [Orl88] para o PFCM e o algoritmo de Megiddo 
O(n2 m log n + (m log n)(m + n log n)). 
Comparando a complexidade dos algoritmos para o PFCM (tabela 4.1) e para o PCRM 
(seção 5.5.3), vemos que estes problemas podem ser resolvidos praticamente no mesmo 
tempo. A diferença entre os algoritmos para instâncias de mesmo tamanho e mesma 
densidade não é superior a O( n). Considerando que a hipótese de simila.rida.de (seção 
1.2) é satisfeita, o melhor limite de tempo para o PFCM é O(nm log: log(nC)) e para. o 
PCRM é O( fim log(nC) log(HC)). A abordagem com ciclos de razão mínima ao PFCM 
paramétrica obterá cada solução do problema. por um fator O(log(nC)) menor do que o 
tempo de resolução de uma instância do PFCM. 
Se a hipótese de similaridade não é satisfeita, a abordagem proposta não oferece me-
lhoramentos em relação a solução desenvolvida por Eisner e Severance. A aplicação da 
abordagem com ciclos de razão mínima permite obter para o PFCM paramétrica, pelos 
menos em casos específicos, o resultado que buscávamos para o PD paramétrica. 
A abordagem com ciclos de razão mínima no nosso entendimento é a primeira abor-
dagem a garantir que a estrutura de cada solução ótima distinta do conjunto de soluções 
ótimas do PFCM paramétrica pode ser obtida num tempo inferior à resolução de uma 
instância do PFCM. Para isto nós impusemos que os custos das arestas são inteiros e 
limitados polinomialmente. 
Limites para o número máximo de soluções para cada um destes problemas para.métri-
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cos nã-0 são conhecidos. Se analisarmos a estrutura das soluções geradas no PD paramétrica 
e no PFCM paramétrica observaremos que os problemas diferem também no número 
máximo de soluções possíveis. O grafo residual de cada nova solução obtida para o PD 
paramétrica difere do grafo residual da anterior no mínimo em um ciclo, o ciclo de razão 
mínima. No caso do PFCM paramétrica, os grafos residuais de fluxos consecutivos diferem 
no mínimo em uma aresta. Esta aresta é a aresta que se tornou saturada no ciclo de razão 
mínima com o aumento do fluxo. 
Devido ao maior grau de modificação, o PD paramétrica tende a convergir mais rapida-
mente para a última solução ótima do problema. Assim como os métodos de cancelamento 
de ciclos e outros 1 os mesmos conceitos e algoritmos podem ser aplicados ao PD e ao PFCM. 




Este capítulo descreve o estudo experimental realizado sobre as duas únicas abordagens 
específicas propostas para o problema do fluxo de custo mínimo paramétrica com custos 
das arestas parametrizados. A primeira abordagem é a solução proposta por Srinivasan e 
Thompson, discutida na seção 5.3. A segunda abordagem específica é a solução proposta 
nesta dissertação, descrita na seção 5.5, que se refere à computação de ciclos de razão 
mínima. 
A abordagem com ciclos de razã.o mínima explora a estrutura do PFCM para computar 
eficientemente cada um dos fluxos ótimos do problema paramétrica. A principal vantagem 
desta abordagem é a computação dos fluxos ótimos em tempo inferior à complexidade de 
resolução de uma instância do PFCM, se a hipótese de similaridade é satisfeita (seção 1.2). 
A respeito da abordagem de Srinivasan e Thompson nenhuma análise sobre a sua 
complexidade computacional é conhecida. Em termos teóricos, a abordagem com ciclos 
de razão mínima provê os melhores resultados computacionais para o PFCM paramétrica. 
O objetivo deste estudo é analisar o comportamento empírico das duas abordagens es-
pecíficas e avaliar se a abordagem com ciclos de razão mínima provê também melhora-
mentos práticos na resolução do problema. 
6.1 Geração de instâncias 
O objetivo deste estudo experimental é avaliar qual é a melhor abordagem para o PFCM 
paramétrica e se as características das instâncias influenciam o comportamento dos al-
goritmos. Para isto as implementações realizadas foram testadas em diversas classes de 
instâ.ncias. Uma ferramenta fundamental na realização deste estudo foi a automatização 
do processo de geração de instâ.ncias. Diversos geradores foram aplicados na construção 
das 8 famílias de instâncias avaliadas. 
Uma característica comum a todos os geradores utilizados é a aplicação de rotinas de 
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números pseudo-aleatórios para produzir as informações do problema, como por exemplo, 
os custos das arestas. Esta característica permite que uma determinada instância possa 
ser gerada novamente se os mesmos parâmetros são aplicados e também obter diversas 
instâncias distintas para uma mesma estrutura. 
A geração das instâncias paramétricas foi efetuada em duas fases. Em uma primeira 
fase, foram geradas instâ.ncias não parametrizadas do PFCM com diversas estruturas es-
pecíficas. Em uma fase posterior cada instância foi parametrizada. 
Para a geração das instâncias não parametrizadas utilizaram-se os geradores Netgen, 
Grid-on-torus e Grid-graph de domínio público do DIMACS- Center for Discrete Ma-
thematics and Theoretical Computer Science1 • Para realizar a segunda fase no processo 
de construção das instâncias, foi implementado um gerador denominado Grcp cuja a 
finalidade é parametrizar instâncias. 
A descrição de todos os geradores utilizados é feita no apêndice A. 
6.2 Implementação baseada no algoritmo simplex 
de rede 
Para a implementação da abordagem do algoritmo de Srinivasan e Thompson, para o 
PFCM paramétrica com custos parametrizados, foi utilizado a implementação do algoritmo 
simplex de rede de A. V. Goldberg. O código denominado SI está implementado em 
linguagem (2. 
Por não haver informações do autor sobre o desempenho do SI em relação aos demais 
códigos existentes para o PFCM, realizou-se um estudo experimentaL Neste estudo expe-
rimental analisou-se além do SI, o (52 e o NETFLO. O CS2 desenvolvido por Goldberg 
é uma implementação do algoritmo de escalonamento de custos de Goldberg e Tarjan 
[GT88]. O clássico NETFLO é uma implementação de Kennington e Helgason [KH80] 
do algoritmo simplex de rede. O estudo realizado nos moldes do trabalho de Goldberg 
[Gol97] indica a superioridade total do SI sobre o NETFLO. Em relação ao (52, o SI tende 
a ser mais lento na maioria das classes avaliadas para instâncias suficientemente grandes. 
Em classes específicas o desempenho dos algoritmos foi equivalente. Os tempos de ex-
ecução foram diferentes por um fator constante. Numa única classe o desempenho do SI 
foi superior ao do (52. 
O SI será executado primeiramente para obter o primeiro fluxo ótimo F e a correspon-
dente árvore espalhada T. Os próximos fluxos serão computados com base nas soluções 
1 A document-ação e os códigos fontes destes geradores podem ser obtidos eletronicamente via ftp em 
ftp:/ /dimacs.rutgers.edu 
2 Este código não está em domínio público e foi gentilmente cedido exclusivamente para os fins deste 
estudo experimental 
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obtidas. Para implementar o algoritmo de Srinivasan e Thompson algumas mudanças na 
estrutura de dados do código foram necessárias para armazenar informações da variante 
paramétrica do problema. As alterações incluíram também a inserção de uma rotina no 
código fonte do SI para implementar os testes discutidos na seção 5.3 sobre a otimalidade 
de uma solução de árvore espalhada. 
A rotina inserida primeiramente obtém os potenciais dos vértices para o qual a árvore 
T 0 associada a um fluxo :Fv é ótima. Os potenciais são obtidos percorrendo a árvore 
espalhada em pré-ordem. Calcula-se para cada aresta fora da árvore espalhada o maior 
valor do parâmetro para o qual a condição de otimalidade de custo reduzido não é violada. 
Determina-se em seguida a primeira aresta e r{:. T 0 a violar a condição de otimalidade e o 
maior valor do parâmetro À* para o qual a aresta permanece sendo ótima. 
Em seguida1 calculam-se os valores das arestas e os potenciais ótimos para a árvore T>.~ 
para o valor do parâmetro igual a).= À*. Uma rotina do SI é invocada para realizar um 
pivotamento com e como sendo a aresta de entrada. Com o pivota.mento uma nova árvore 
espalhada ótima T* é obtida. Se o pivotamento realizado não é degenerado o fluxo ótimo 
Fv associado a nova árvore difere do anterior. Se À 0 i:- À* um novo ponto-de-quebra foi 
encontrado. Neste caso as informações relativas à nova solução encontrada são impressas. 
A execução prossegue determinando os fluxos subsequentes até que a árvore espalhada 
permaneça ótima para todos os valores do parâmetros subsequentes. 
6.3 Implementação baseada em ciclos de razão míni-
ma 
Na implementação da abordagem com ciclos de razão mínima dois códigos denominados 
CS2 e CSA foram combinados. Ambos os códigos implementam o algoritmo de escalona-
mento de custos. O (52 desenvolvido por Goldberg implementao algoritmo de escalo-
namento de custos no contexto do PFCM e o CSA desenvolvido por Goldberg e Kennedy 
implementao algoritmo no contexto do PD3. 
Na implementação r~alizada o (52 foi utilizado para obter o primeiro fluxo ótimo 
para o problema para ~ = O. A estrutura de dados do CS2 foi alterada com a inclusão de 
campos para o armazenamento das informações sobre a variação do custo das arestas em 
relação ao parâmetro. As alterações incluíram também modificações no código fonte do 
CS2. 
O CSA foi utilizado como uma rotina para a detecção de ciclos de custo negativo como 
discutido na seção 3.4. A detecção de ciclos negativos é necessária para a implementação 
3 Ambos os códigos em linguagem C podem ser obtidos gratuitamente na seguinte URL 
http: f jwww .intertrust.com jstar-lab.com/ goldberg/ 
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do algoritmo de Lawler para o problema do ciclo de razão mínima. A implementação do 
algoritmo de Lawler realizada foi inserida no próprio código do CSA. 
Após a computação do primeiro fluxo ótimo, o CS2 inicializa as estruturas de dados do 
CSA. Em seguida, o CSA é invocado para computar o primeiro ciclo de razão mínima no 
grafo residual do fluxo corrente, como discutido na seção 5.5. Se a razão do ciclo de razão 
mínima retornada pelo CSA é negativa então existe um ponto-de-quebra estritamente 
maior que o valor atual do parâmetro. Neste caso as informações sobre o novo fluxo 
obtido são impressas. Caso contrário, todos os fluxos ótimos foram computados e o CS2 
finaliza a execução imprimindo as últimas informações. 
No código do CSA primeiramente se avalia se o fluxo corrente F ótimo para ~ é 
ótimo também para alguns valores do parâmetro subsequentes. Nesta parte da imple-
mentação optou-se por um algoritmo diferente da proposta na abordagem com ciclos de 
razão mínima. Ao invés de aplicar uma fase escalonada com o algoritmo de escalonamento 
de custos para obter o novo fluxo ótimo no intervalo [.à_, .à_+~:] para um t > O, o novo 
fluxo é obtido através de um processo de cancelamento dos ciclos de custo zero do grafo 
residual. Recorde que o grafo residual do fluxo procurado não possui ciclos de custo zero 
com custo decrescente com o parâmetro. 
Optou-se por esta variação por ser mais simples 1 em somente algumas iterações têm-se 
grafos residuais sem ciclos com razão bem-definida. A obtenção do novo fluxo a partir do 
cancelamento dos ciclos em algumas iterações se torna mais penoso do que aplicar uma fase 
escalonada do algoritmo de escalonamento de custos. Entretanto, quando não é necessário 
por existirem apenas ciclos com razão bem-definida gasta-se muito menos tempo nesta 
operaçao. Da forma como foi implementado não se pode garantir que a execução do 
algoritmo será em tempo polinomial. A opção por este implementação somente se justifica 
pelo fa.to de que tentou-se implementar o algoritmo da maneira mais conveniente. Poderia 
ter sido investido mais tempo na implementação do algoritmo, mas acreditamos que os 
testes realizados foram suficientes para obter uma conclusão confiável do comportamento 
da abordagem com ciclos de razão mínima. Não se espera que esta implementação seja a 
melhor entre todas as possíveis para a abordagem com ciclos de razão mínima. 
O código implementado avalia se existem ciclos de custo zero em G(F) cujo custo 
decresce com o parâmetro .\. Caso exista algum ciclo C com custo decrescente este é 
cancelado aumentando-se o fluxo o máximo possível nas arestas. Para encontrar o ciclo 
C gera-se um subgrafo contendo apenas as arestas com custo reduzido zero em G(F). 
Substitui-se em seguida os custos das arestas do subgrafo pelos respectivos coeficientes 
c•. O ciclo C se existir é um dos ciclos negativos no subgrafo. 
A partir de C obtém-se um novo fluxo resultante. Este fluxo obtido é ótimo para 
.à_ mas não necessariamente é ótimo para valores maiores que~- A avaliação anterior é 
realizada continuamente até que se obtenha um fluxo que seja ótimo para valores maiores 
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que .à_. Após a obtençã.o do novo fluxo gera-se uma instância do PCRM para computar o 
ponto-de-quebra estritamente maior que .à_. 
Para as arestas de custo Ce = c~ + ).'c;, a instância do PCRM gerado tem arestas com 
custos Ce' = C2c; e bônus he' = Ce. O ciclo de razão mínima procurado se encontra 
no intervalo [~nHC2 , nHC2]. Para determinar o ciclo de razão mínima o algoritmo de 
Lawler gera um grafo Ç com arestas de custo 
Para manter a integralidade dos custos o parâmetro A é representado por uma fração 
de dois números inteiros A = ~:. A expressão que define o custo das arestas de Ç é 
redefinida. como 
Em seguida o algoritmo de Lawler é aplicado com uma variação. Se um ciclo negativo 
C é encontrado em I\~ o próximo valor de A avaliado não será o ponto médio do intervalo 
de busca, mas a razão 
A~ h( C) 
c( C) 
onde h( C) é o bônus do ciclo e c( C) é o custq do ciclo em A*. 
A justificativa para esta variação está no fato de que para A = ~~g; o ciclo C tem 
custo zero. No intervalo [A*,~{~}] o ciclo C tem custo negativo e a razão do ciclo de razão 
mínima procurado não pode estar neste intervalo. Se nenhum ciclo de custo negativo é 
encontrado a iteração prossegue como descrito no algoritmo de Lawler avaliando os pontos 
médios do intervalo de busca. 
A primeira. iteração do algoritmo de Lawler quando A =O estabelece se o fluxo corrente 
permanecerá ótimo indefinidamente ou não. Se existe um ciclo de custo negativo no grafo 
para A = O nenhum dos ciclos no grafo residual tem custo que decresce com o parâmetro. 
Neste caso todos os fluxos ótimos foram computados. Caso contrário, mais itera.ções são 
realizadas até a determinação do ciclo de razão mínima. Por último a implementação do 
algoritmo de Lawler retoma a razão do ciclo de razão mínima encontrado. 
6.4 Classes do problema avaliadas 
Os três geradores do DJMACSforam utilizados para a. construção de 8 famílias de instân-
cia.s do PFC!vl. Cada família por sua vez originou duas versões de problemas paramétricas. 
Na primeira versão a parametriza.ção dos custos é definida sem restrições. O valor máximo 
permitido para o coeficientes dos parâmetros foi 50. Na segunda. versão foi realizada uma. 
pa.rametriza.ção 0-1. Ambas as implementações realizadas foram avaliadas em toda.s as 
versões de todas as famílias. 
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Famílias torus O Grid-on-iorus foi utilizado para criar duas famílias de instâncias 
denominadas torus-Vn5 e torus-6n. A diferença nestas duas famílias de instâncias está 
na. densidade do grafo gerado. Na família torus-..yns gerou-se as instâncias o mais denso 
possível permitido pelo gerador com m = {fn5 • Na família torus-6n as instâncias são 
as mais esparsas possíveis. A quantidade de arestas é estabelecido com base no número 
de vértices como m = 6n. Os demais parâmetros de entradas são comuns a ambas as 
classes. A capacidade máxima para as arestas é definida como U = 400. O custo máximo 
permitido para uma aresta é C = 100. Nestas famílias foram geradas instâncias de 
tamanho 20, 40, 60 e 80 vértices. 
Famílias Grid O Grid-graph foi utilizado para a construção de três famílias de instân-
cias denomina.das grid-nxn, grid-hxn e grid-nxw. A diferença nestas três famílias está 
na estrutura da grade retangular gerada. Na família grid-nxn todas as instâncias tem 
a altura igual a largura da grade. Na família grid-hxn todas as instâncias tem a altura 
fixada em h= 5. Na família grid-nxw em todas as instâncias a. la.rgura é fixada. em w = 5. 
Os demais parâmetros (custos e capacidades) das arestas são fixados em C= U = 100. 
Nestas famílias foram geradas instâncias com n sendo 7, 8, 9 e 10. 
Famílias Netgen O Netgen foi utilizado para a construção de três famílias de instâncias 
denominadas netgen-one, netgen-quarter e netgen-medium. As três famílias se caracte-
rizam por serem estruturalmente distintas. Na família netgen-one as instáncias geradas 
têm a. estrutura. típica do PFCM com uma super-fonte e um super-sorvedouro. Todos os 
demais vértices são vértices de entreposto. Na família netgen-quarter e netgen-medium 
as instâncias se caracterizam por terem diversas fontes e diversos sorvedouros. Na família 
netgen-quarter metade dos vértices são de entreposto. Dos vértices restantes metade são 
fonte e metade sorvedouros. Na família netgen-medium não existem vértices de entre-
posto. Os vértices são divididos igualmente entre fontes e sorvedouros. Nestas famílias 
foram geradas instâncias com k igual a 2, 4, 6 e 8. 
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Os códigos da abordagem de Srinivasan e Thompson e da abordagem com ciclos de razão 
mínima foram escritos em linguagem C e compilados utilizando o compilador GNU-gcc 
com as seguintes opções de otimização -04 -g. Todos os estudos experimentais foram 
realizados numa máquina DIGITAL 600Au contendo 1 Gigabyte de memória. Os tempos 
de execução anotados são os tempos efetivo::; da aplicação do algoritmo não incluindo o 





A máquina utilizada para a realizaçã.o dos tf'stes experimentais não esteve dedicada 
exclusivamente para a execução das 2 abordagens aYaliadas. Devido aos tempos de ex-
ecução baixos e a carga de trabalho na máquina os tempos medidos para a resolução 
de instâncias de mesmo tamanho sofreram ,-ariações. A metodologia escolhida para a 
ava.liação dos códigos consistiu em avaliar .) instâncias para cada tamanho. O tempo 
anotado nas tabelas é o tempo médio de resoluç.ào das 5 instâncias. 
Na. implementa.ção com ciclos de razão mínima. os custos das arestas são convertidos 
para números inteiros para se aplicar o algoritmo de escalonamento de custos para o PD 
como rotina para a detecção de ciclos negati\"Os . .-\ conversão é feita multiplicando-se os 
custos por valores suficientemente grandes 5 . :\a máquina utilizada neste estudo a precisão 
para os números de ponto~flutuante é limitada a 5:3 bits. Devido às restrições de precisão 
o tamanho das instâncias avaliadas foi reduzido. Os custos das arestas e os coeficientes 
do parâmetro também foram limitados para permitir a avaliação do algoritmo baseado 
em ciclos de razão mínima. 
Apesar da limitação dos testes a instâncias de pequeno tamanho e custos limitados 
a.lgumas instâncias em determinadas classes excederam a precisão disponível, não sendo o 
algoritmo capaz de finalizar a sua execução. A precisão máxima somente foi alcançada na. 
execução das instâncias com parametrização genérica sem restrições quanto ao coeficiente 
c• das arestas. Nestas instâncias os custos das arestas e das soluções alcançaram maiores 
valores. 
4 0 Netgen gera primeiro um esqueleto um subgrafo básico em que ele garante a factibilidade do 
problema e outras características. Este subgrafo é ent.ào incrementado com as demais características 
para se encontrar um grafo com todas as características deseJadas. 
50 valor utilizado é o mmc(A +,A x) 
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Os resultados dos testes realizados são expostos em tabelas. As tabelas exibem in-
formações sobre as instâncias avaliadas, sobre a abordagem de Srinivasan e Thompson 
(ST) e sobre a abordagem com ciclos de razão mínima (CRM). Na. porção da tabela 
referente às informações das instâncias tem se a informação sobre: 
vértices número de vértices 
soluções número mínimo e máximo de fluxos ótimos distintos obtidos na resolução das 
5 instâncias deste tamanho. 
Na porção da tabela referente a abordagem ST têm se informações sobre: 
degeneração a maior porcentagem de pivotamentos degenerados (pivotamentos que não 
implicam na obtenção de novos fluxos) verificados na resolução das instâncias deste 
tamanho 
desvio padrão desvio padrão das porcentagens de pivotamentos degenerados verificados 
nas instâncias de mesmo tamanho. Este campo indica se a degeneração se manteve 
numa porcentagem uniforme ou houve uma considerável diferença na degeneração 
entre instâncias de mesmo tamanho. 
SI tempo de execução do SI para a obtenção do primeiro fluxo ótimo 
tempo(s) tempo de execução total para. a. abordagem de Srinivasan e Thompson 
Na pa.rte fina.l da tabela estão as informações referentes à. abordagem com ciclos de 
razão mímma: 
CS2 tempo de execução do CS2 para a obtenção do primeiro fluxo ótimo 
tempo(s) tempo de execução total para a. abordagem com ciclos de razão mínima 
6.6 Resultados experimentais 
Os melhores resultados para a abordagem com ciclos de razão mínima foram obtidos nas 
classes de instâncias geradas a partir do Netgen. Nestas classes os tempos de execução 
para a abordagem com ciclos de razão mínima ficaram mais próximos dos tempos obtidos 
com a abordagem de Srinivasan e Thompson. 
O desempenho mais fraco da abordagem baseada no algoritmo simplex de rede se deve 
à degeneração apresentada na resolução das instâncias. Esta família de instâncias se carac-
terizou por apresentar uma grande degeneração independente do tipo de parametrização 
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aplicada. Nas três classes avaliadas o grau de degeneração se manteve superior à dege-
neração observada nas demais famílias. Na classe netgen-one se obteve os maiores índices 
de degeneração dentre todas as classes de instâncias avaliadas neste estudo. A dege-
neração se manteve sempre acima dos 80% chegando em algumas instâncias a apresentar 
97%. Nas classes netgen-quarter e netgen-medium o grau de degeneração médio foi mais 
próximo do observado em outras classes mantendo-se em torno dos 50%. 
A degeneração na. classe netgen-one está relacionada principalmente à estrutura das 
instâncias geradas pelo Netgen e não pela presença de uma super-fonte e um super-
sorvedouro. Nas famílias geradas pelo Grid-on-torus e pelo Grid-graph todas as instâncias 
possuem uma super-fonte e um super-sorvedouro sendo que mesmo assim a degeneração 
foi menor. 
Na maioria das classes avaliadas a variação observada na degeneração entre instâncias 
de mesmo tamanho foi pequena ficando o desvio padrão inferior a 10. Na classe com 
maior variação observada o desvio padrão nã-o foi superior a 17. 
As classes da família Netgen foram as que apresentaram os resultados mais uniformes 
para instâncias de mesmo tamanho. O número de fluxos ótimos computados e a de-
generação verificados na resolução destas instâncias variaram pouco independente da 
parametrização aplicad~. 
Nas classes netgen-quarter e netgen-medium os tempos de execuçã-o foram próximos 
para uma mesma abordagem. Nas tabelas 6.1, 6.2 e 6.3 são apresentados os tempos 
de execução obtidos para as instâncias com parametrização genérica nas três classes de 
instâ.ncias. 
Dentre todas as classes avaliadas o melhor desempenho da abordagem com ciclos 
de razão mínima ocorreu na classe netgen-one. Nesta classe os tempos de execução da 
abordagem com ciclos de razão mínima foram 4 vezes maiores que os tempos obtidos com 
a abordagem de Srinivasan e Thompson. Nas classes netgen-quarter e netgen-medium 
os tempos com a abordagem com ciclos de razão mínima foram em torno de 50 vezes 
maiores( veja figuras 6.1 e 6.2). Para as classes dos demais geradores a diferença entre os 
tempos de execução com a abordagem com ciclos de razão mínima esteve sempre superior 
a 50 vezes os tempos da abordagem de Srinivasan e Thompson. 
O número de fluxos ótimos computados nas instâncias da classe netgen-one foi consi-
deravelmente menor do que a quantidade de fluxos ótimos para as classes netgen-qua.rter 
e netgen-medium. Esta variação menor ocorreu independente da parametriza.ção apli-
cada. Este aspecto reflete diretamente nos tempos de execução das instâ.ncias da classe 
netgen-one que são visivelmente os menores para esta famOia. Na classe netgen-one uma. 
instâ.ncia com parametrização genérica de tamanho 80 excedeu a precisão máxima não 
sendo resolvida. pela abordagem com ciclos de razã.o mínima. 
Em todas as famílias avaliadas os tempos de execução foram menores nas instâncias 
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Classe netgen-one 
instância abordagem ST abordagem CRM 
vértices soluções degeneração d.padrão SI tempo(s) C 52 tempo(s} 
20 3/7 87.8% 3.87 o o o 0.02 
40 4/7 94.2% 1.33 o 0.02 o 0.04 
60 5/12 94% 2.09 o 0.05 o 0.22 
80 9/43 93.6% 3 o 0.24 0.01 0.69 
Tabela 6.1: Resultados obtidos para a classe netgen-one 
Classe netgen-quarter 
instância abordagem ST abordagem CRM 
vértices soluções degeneração d.padrào SI tempo(s) (52 tempo(s} 
20 18/34 50.8% 9.98 o o o 0.16 
40 52/62 50.4% :3.:38 o 0.03 o 1.23 
60 91/101 52.4% 6 ·N ·-C o 0.09 o 5.14 
80 143/188 57.2% 2.-lS o 0.40 0.01 17.14 
Tabela 6.2: Resultados obtidos para a classe netgen-quarter 
Classe netgen-medium 
instância abordagem ST abordagem CRM 
•'értices soluções degeneração d.padrão SI tempo(s) C 52 tempo(s} 
20 20/28 46.2% 1.16 o o o 0.13 
40 45/65 53.2% -5.15 o 0.03 o 1.08 
60 88/117 50.6% 3 o 0.09 o 4.85 
80 182/204 48.2% 1.72 o 0.40 0.01 20.69 
Tabela 6.3: Resultados obtidos para a classe netgen-medium 
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Classe netgen-one 
instância abordagem ST abordagem CRM 
vértices soluções degeneração d.padrão SI tempo(s) (52 tempo(s) 
20 1/3 86.2% 3.31 o o o 0.01 
40 1/3 91.6% 3.26 o o o 0.01 
60 1/7 91.8% 4.44 o 0.01 o 0.06 
80 3/13 90.6% 3.20 o 0.02 0.01 0.30 
Tabela 6.4: Resultados obtidos para a classe netgen-one com parametrização 0-1 
Classe netgen-quarter 
instância abordagem ST abordagem CRM 
vértices soluções degeneração d.pa.drão SI tempo(s} (52 tempo(s) 
20 6/13 51.6% 9.35 o o o 0.04 
40 9/23 55.4% 8.35 o 0.01 o 0.24 
60 29/42 52.2% 6.88 o 0.03 o 1.20 
80 31/40 66.4% 7.05 o 0.10 0.01 2.81 
Tabela 6.5: Resultados obtidos para a classe netgen-quarter com parametrização 0-1 
Classe netgen-medium 
instância abordagem ST abordagem CRM 
vértices soluções degeneração d.padrão SI tempo(s} (52 tempo(s) 
20 10/19 42.2% 10.44 o o o 0.05 
40 15/21 53% 8.74 o 0.02 o 0.26 
60 31/34 57% 5.37 o 0.03 o 1.23 
80 44/59 59% 6.29 o 0.13 0.01 4.37 
Tabela 6.6: Resultados obtidos para a classe netgen-medium com parametrização 0-1 
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com parametrização 0-1. A redução ocorreu principalmente devido ao número inferior de 
fluxos ótimos encontrados nas instâncias com parametrização 0-1. Na maioria das classes 
avaliadas a degeneração das instâncias com parametrização 0-1 seguiu o comportamento 
verificado nas instâncias da mesma classe com parametrizaçã.o genérica. 
Na classe netgen-one o desempenho da abordagem com ciclos de razão mínima para as 
instâncias com parametrização 0-1 foi pior em relação as instâncias com parametrização 
genérica. Os tempos de execução se mantiveram na ordem de 10 maiores que os tem-
pos obtidos pela abordagem de Srinivasan e Thompson. Nas classes netgen-quarter e 
netgen-medium o desempenho permaneceu muito próximo ao desempenho nas classes 
com parametrizaçã.o genérica. O desempenho da abordagem com ciclos de razão mínima 
melhorou um pouco ficando com os tempos de execução maiores por uma ordem de 30 
em relação a abordagem de Srinivasan e Thompson (veja tabelas 6.4, 6.5 e 6.6). 
Neste estudo experimental pode-se comprova.r a influência da densidade do grafo na 
complexidade de resolução do PFCM paramétrica. Dentre todas as classes avaliadas as 
que se apresentaram serem as mais difíceis foram a classe torus {fn5 da família torus e as 
classes da família netgen. As instâncias destas classes foram as que obtiveram os maiores 
tempos de execução devido ao maior número de fluxos ótimos computados. As instâncias 
com os menores tempos de execução pertenceram a família Grid-graph. Justamente a 
família onde todas as classes estão num formato de grade, um formato que implica em 
grafos mais esparsos. Esta esparsividade também implicou numa degeneração menor do 
que o observado nas demais classes. O pior resultado para a abordagem com ciclos de 
razão mínima foi para a família Grid-graph. Nesta faml1ia a diferença entre os tempos de 
execução entre as duas abordagens chegou a ser maior que 200 vezes. 
De um modo geral se observou em todas instâncias que o número de fluxos ótimos 
computados permaneceu em função linear do tamanho das instâncias. A diferença na 
quantidade de fluxos ótimos para instâncias de mesmo tamanho em todas as classes avali-
adas variou entre 20% e 50%. O maior número de fluxos ótimos computa.dos foi 442 
para uma instância da classe torus- ,yns com 80 vértices e parametrização genérica. Nas 
instâncias com parametrização 0-1 com exceçã.o da família Grid-graph todas as demais 
classes apresentaram um número de fluxos computados no mínimo a metade do observado 
na respectiva. classe com parametrização genérica. Para as instâncias com parametrização 
0-1 o maior número de fluxos ótimos computados foi 118 também com uma instância da 
classe torus-Vn5 com 80 vértices. 
A degeneração nas instâncias de todas as classes mostrou ser independente do tipo 
de parametrização aplicada e dependente da topologia. A degeneração apesar de ser 
uma realidade na maioria das instâncias avaliadas não torna a abordagem de Srinivasan 
e Thompson uma solução inviável na prática. Em relação à abordagem com ciclos de 
razão mínima o seu comportamento mostrou estar relacionado somente ao número de 
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Figura 6.1: Desempenho das abordagens na classe netgen~one 
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fluxos ótimos computados para uma instância. Percebeu-se que a computação de ciclos 
de razão mínima é bastante onerosa. Na implementação realizada o tempo na prática para 
a computação de um ciclo de razão mínima foi sempre superior ao tempo da computação 
da primeira solução do problema que consistia na resolução de uma instância do PFCM. 
Um fator não esperado se considerarmos que a complexidade computacional do problema 
do ciclo de razão mínima é inferior à complexidade do problema do fluxo de custo mínimo. 
Este fato torna a abordagem com ciclos de razão mínima mais ineficaz na prática do que 
o método de Eisner e Severance. 
Desconsiderando o aspecto do código utilizado pa.ra a abordagem de Srinivasan e 
Thompson ser excelente e que a implementação realizada para a abordagem com ciclos de 
razão mínima pode ser melhorada, a computação de pivotamentos é muito mais eficiente 
do que a computação de ciclos de razão mínima. Outro aspecto desfavorável em relação 
à abordagem com ciclos de razão mínima pode ser declarado. A conversão dos custos 
das arestas para números inteiros torna as iterações do algoritmo progressivamente mais 
lentas à medida que os custos vão se tornando maiores. Quanto maior for o número de 
fluxos ótimos computados pior tende a ser o desempenho da abordagem com ciclos de 
razã.o mínima. 
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Figura 6.2: Desempenho das abordagens nas classes netgen-quarter e netgen-medium 
Capítulo 7 
Conclusão 
Nesta dissertação se discutiram os aspectos a serem abordados para a resolução eficiente do 
problema da designação paramétrica. Estes aspectos incluem estabelecer a faixa de valores 
do parâmetro para o qual um emparelhamento permenece ótimo e estabelecer a partir de 
então os novos emparelhamentos ótimos. Infelizmente, não se conseguiu propor soluções 
eficientes para tratar todos os aspectos discutidos. A principal dificuldade encontrada 
foi computar as informações para a resolução do problema com uma complexidade baixa 
como O(nm). 
Uma nova abordagem ao problema da designação paramétrica foi proposta. Apesar 
de não implicar em resultados relevantes acreditamos que esta abordagem contribui em 
aumentar as diversas facetas que podem ser atacadas na realização de estudos futuros 
para o problema. 
Uma importante relação entre o problema da designação paramétrica e o problema 
do ciclo de razão mínima foi demonstrada. Este relacionamento tem diversas impllcações 
diretas. Primeiramente temos mais um relacionamento entre o problema do ciclo de 
razão mínima e problemas combinatórios paramétricas (o primeiro relacionamento foi 
demonstrado por Karp e Orlin [K081]). Desenvolvimentos a.lgorítmicos na complexidade 
para o PCRM poderão eventualmente implicar em novos resultados para PFCM ou PD 
paramétrica. Espera-se que mais esta aplicação do problema do ciclo de razã.o mínima 
seja um incentivo no surgimento de novos estudos sobre o problema. 
A nova abordagem proposta para o problema do fluxo de custo mínimo paramétrica 
estendendo a abordagem para o problema da designação paramétrica demonstra que cada 
soluçã.o do problema pode ser computada em tempo inferior ao tempo de uma instância 
do problema padrão supondo que a hipótese de similaridade é satisfeita. 
As implementações realizadas com o intuito de avaliar a sensibilidade das abordagens 
em relação às classes de instâncias paramétricas e às estruturas da rede concluíram que 
na prática a abordagem com ciclos de razão mínima é fraca. Os resultados obtidos em 
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instâncias de pequena magnitude nos levam a crer que resultados mais favoráveis nao 
serão obtidos em instâncias maiores. 
O fraco desempenho da abordagem com ciclos de ra.zão mínima pode ser explicado de 
várias maneiras. A primeira delas é a robustez da abordagem de Srinivasan e Thompson. 
A eficiência na implementação dos pivotamentos e a degeneração observada. nas classes 
avaliadas sugerem que instâncias de magnitude razoável poderão ser resolvidas eficiente-
mente. Apesar do desempenho da abordagem de Srinivasan e Thompson variar com a 
estrutura das instâncias esta manteve-se robusta em todos os testes realizados. 
Um segundo aspecto é a implementação realizada. Apesar de utilizar códigos alta-
mente eficientes a implementação da abordagem com ciclos de razão mínima tem que 
realizar processamentos dispendiosos como a inicialização das estruturas de dados de 
cada código. A adequação dos códigos não é um a~gumento preponderante no fraco de-
sempenho da abordagem com ciclos de razão mínima. mas com certeza implementações 
mais eficientes podem ser obtidas com implementações específicas da abordagem. 
Um terceiro aspecto é a detecção de ciclos negativos. A heurística utilizada foi capaz 
de reduzir o número total de iterações no procedimento de busca binária no algoritmo 
de Lawler. Entreta.nto, a detecção de ciclos negativos é ainda um processamento oneroso 
na abordagem com ciclos de razão mínima. A obtenção de uma implementação eficiente 
desta abordagem dependerá da computação eficiente de ciclos negativos, seja através de 
novas heurísticas na redução de iterações no algoritmo de Lawler ou na computação de 
ciclos negativos. 
Por último, espera-se que se obtenham algoritmos mais eficientes para a computação 
de ciclos de razão mínima tanto no ponto de vista teórico quanto do ponto de vista prático. 
A diferença entre os tempos dos algoritmos de tempo polinomial forte para o problema 
do ciclo de razão mínima e o seu caso específico o problema do ciclo de média mínima é 




O Grid-on-torus desenvolvido por A. V. Goldberg [GK93] produz instâncias do PFCM 
capacitadas. Este gerador foi desenvolvido com a finalidade de produzir instâncias de 
difícil resolução do PFCM. As instâncias obtidas, aparentemente, estabelecem dificuldades 
para os algoritmos combinatórios do problema. 
A estrutura básica para a instância é uma grade retangular definida em função do 
número de vértices. A altura da grade é estabelecida. aproximadamente como h ~ ~ e 
a largura como w ~ {In de maneira que tenhamos a seguinte relação hw < n. 
O vértice fonte é conectado aos vértices da primeira coluna da grade retangular e o 
sorvedouro conectado aos vértices da última coluna. Os custos e as capacidades das arestas 
são escolhidos randomicamente de distribuições uniformes que dependem dos parâmetros 
de entrada. 
Os parâmetros de entrada foram reduzidos e restrições foram adicionadas para facilitar 
a utilização do gerador. Os parâmetros de entrada para o Grid-on-torus são os seguintes: 
n ;:::- 15 número de vértices 
6n :::; m :S .yns 
u O> 8 
c O> 8 
s 
número de arestas 
capacidade máxima de uma aresta 
custo máximo de uma aresta 
semente para o gerador de números randômicos 
Cada vértice é conectado a todos os demais na mesma linha (arestas horizontais) 
idades gera.lmente a.ltas escolhidas no intervalo [1, U]. 
O excesso de fluxo na fonte é aproximadamente igual a capacidade do corte da última 
coluna. A factibilidade da instância é assegurada pela existência de um caminho hamilto-
niano1 da fonte para o sorvedouro com arestas de capacidades e custos altos. As instâncias 
1 Caminho contendo todos os vértices do grafo 
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geradas pelo Grid~on~torus se caracterizam pelo fato de que para qualquer caminho, exis~ 
tem usualmente muitos caminhos cujos custos e capacidades são próximos, similarmente 
para os cortes entre a fonte e o sorvedouro. 
A.2 Grid-graph 
O Grid-graph produz instâncias do PFCM no formato de grade com uma fonte e um 
sorvedouro. O Gríd-graph escrito em FORTRAN por Resende e Veiga [RV93] é baseado no 
gerador proposto por Karmakar e Ramakrishnan [KR91]. Algumas subrotinas utilizadas 
na sua implementação estão descritas nos trabalhos de Goldfarb e Grigoriadis [GG88] 2 e 
Schrage [Sch79]'. 
O Grid-graph gera uma instância com hw + 2 vértices. O formato da instância é uma 
grade retangular com dimensões hxw mais uma fonte e um sorvedouro. 
Os parâmetros de entrada do Grid-graph são: 





largura da grade 
custo máximo de uma aresta 
capacidade máxima de uma aresta 
semente para o gerador de números randômicos 
O vértice fonte é conectado aos vértices da primeira coluna por arestas orientadas 
não capacitadas de custo nulo. Similarmente, tem-se arestas da última coluna para o 
sorvedouro. O excesso de fluxo na fonte e a demanda no sorvedouro são definidas como 
sendo igual ao fluxo máximo no grafo entre estes vértices. 
Na grade retangular todos os vértices são de entreposto. Cada vértice é conectado 
aos vértices vizinhos na grade por arestas orientadas da direita para a esquerda e de cima 
para baixo. Os custos das arestas são escolhidas uniformemente no intervalo [O, C] e as 
capacidades no intervalo [0, U]. 
A.3 Netgen 
O clássico gerador descrito por Klingman, ~apier e Stutz [KNS74] denominado Netgen 
é um dos geradores mais utilizados para a construção de instâncias para os problemas de 
Fluxo em Redes. A versão em C do Netgen utilizada neste estudo foi implementada por 
N. Schlenker. 
2 Rotina para o gerador de números randómicos 
3 Rotina para computar o fluxo máximo no grafo 
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O Netgen produz instâncias capacitadas e nao capacitadas do PFCM 1 do PT, dentre 
outros. Este gerador possibilita gerar classes de instâncias estruturalmente distintas com 
diversas características específicas. 
O processo de geração de instâncias do Netgen inicia-se primeiramente com a obtenção 
de um grafo de acordo com a estrutura definida pelos parâmetros de entrada. Este grafo 
contém o número estabelecido para cada tipo de vértice e o excesso total de fluxo. O 
grafo obtido é gerado de maneira a. ser o mais esparso possível e a garantir que a instância 
resultante seja conectada e factíveL 






número de vértices 
número de vértices fontes puros 
número de vértices sorvedouros puros 
número de fontes de entreposto 
número de sorvedouros de entreposto 
número de arestas 
O grafo inicial servirá como um esqueleto para a instância a ser gerada, restando 
definir posteriormente as características da instância de acordo com os demais valores es~ 
tabelecidos para os parâmetros de entrada. Todos as arestas no esqueleto sã.o capacitadas 
de maneira que o montante de fluxo especificado pode ser enviado usando somente estas 
arestas. Esta característica permite a existência de soluções factíveis para o problema com 
uma pequena porcentagem de arestas saturadas. Por último, a instância é circulariza.da-
adicionando-se urna super-fonte e um super-sorvedouro. 












custo mínimo de uma aresta 
custo máximo de uma aresta 
capacidade mínima de uma arestas 
capacidade máxima de uma arestas 
porcentagem das arestas do esqueleto com custo máximo 
porcentagem das arestas capacitadas 
semente para o gerador de números randômicos 
O Grcp parametriza instâncias de problemas de Fluxo em Redes no formato padrão do 
DIAfACS. O gerador tem como entrada um arquivo no formato padrão do D!MACS e 
alguns parâmetros referentes as características da parametrização a ser realizada. Como 
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saída o Grcp cria um novo arquivo com um campo a mais referente a va.riação do custo 
em relação ao parâmetro. 
O gerador busca desenvolver instâncias do PFCM paramétrica de difícil resolução. A 
influência do parâmetro sobre o custo das arestas é definida de maneira a evitar que o 
número de fluxos ótimos distintos obtidos na resolução do problema seja reduzido. 





parâmetro para a função de pa.rametrização das arestas de baixo custo 
parâmetro para a função de parametrização das arestas de alto custo 
maior valor permitido para a parametrização dos custos 
s semente para o gerador de números randômicos 
A metodologia aplicada até o momento para. criar dificuldade nas instâncias é permitir 
uma influência maior do parâmetro nas arestas de baixo custo e vice-versa. Evitamos 
assim que urna parcela das arestas do problema seja irrelevante na resolução do problema. 
Isto ocorreria se uma a.resta mantivesse o seu custo muito baixo ou muito alto para todo 
o intervalo do parâmetro. Quanto maior for o número de arestas candidatas a estarem 
num fluxo ótimo maior será a possibilidade de encontrarmos mais fluxos distintos para o 
intervalo em questão. 
Este gerador classifica a.s arestas como de baixo custo e alto custo com base na faixa 
de valores atribuídos como custos das arestas [C, C]. As arestas com custos inferiores a 
.c.;c tem os coeficientes do parâmetro definidos pela funçã.o 
R(s)" C 
onde R($) é um gerador de números randômicos. Para as arestas com custo superior ou 
igual a c;c temos que os coeficientes são definidos pela função 
~c 
Para os testes realizados utilizou-se R( s )2 para as arestas de baixo custo e jRJ;) para 
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