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Abstract—This paper presents a novel technique to correct
for bias in a classical estimator using a learning approach.
We apply a learned bias correction to a lidar-only motion
estimation pipeline. Our technique trains a Gaussian process
(GP) regression model using data with ground truth. The inputs
to the model are high-level features derived from the geometry
of the point-clouds, and the outputs are the predicted biases
between poses computed by the estimator and the ground truth.
The predicted biases are applied as a correction to the poses
computed by the estimator.
Our technique is evaluated on over 50 km of lidar data,
which includes the KITTI odometry benchmark and lidar
datasets collected around the University of Toronto campus.
After applying the learned bias correction, we obtained signifi-
cant improvements to lidar odometry in all datasets tested. We
achieved around 10% reduction in errors on all datasets from
an already accurate lidar odometry algorithm, at the expense
of only less than 1% increase in computational cost at run-time.
Keywords-Lidar Odometry; Motion Estimation; Bias Correc-
tion; Gaussian Process
I. INTRODUCTION
Mobile robots rely on on-board sensors such as lidar or
camera for accurate motion estimation. Lidars are partic-
ularly useful as they are relatively unaffected by lighting
conditions, and have a larger field-of-view than cameras.
In lidar-based motion estimation, scan matching associates
point-cloud data collected along a trajectory to a common
reference frame, and computes an estimate for the trajectory.
Most existing scan matching techniques are variants of the
Iterative Closest Point (ICP) algorithm, which Pomerleau et
al. [1] provided a comparative study.
The performance of odometry is crucial to tasks in
autonomous navigation, such as mapping and localization.
For lidar-based mapping, the performance of odometry di-
rectly influences the quality of the map, as drift in lidar
odometry can cause the generated point-cloud map to be
misaligned. For localization against the map, estimates from
lidar odometry can act as an initial condition for localization.
Furthermore, in a route-following system, the accuracy of
lidar odometry dictates how well the robot can follow its
path without a successful localization.
Biases in lidar-based motion estimation can result from
a number of factors such as sensor noise, lidar beam
Figure 1: The Buick Encore test vehicle used for collecting data on
University of Toronto campus. The vehicle is equipped with a Velodyne
HDL-64E lidar, and an Applanix POS-LV system for ground truth.
divergence [2], and the inherent bias in maximum-likelihood
estimators. Moreover, we observe experimentally that biases
in motion estimation are also correlated to the geometric
distribution of points in a point-cloud.
We present a novel technique to correct for biases in clas-
sical motion estimation using a machine learning approach.
We fit a GP model using training data. The inputs to the GP
model are high-level features derived from the geometric
distribution of points in a point-cloud. The model predicts
for the expected bias in the poses computed by a state
estimator, which can be directly applied back as a correction
to the state estimator. The prediction and correction step can
be performed online with minimal computational effort. A
high-level overview of the bias prediction and correction
process is shown in the block diagram in Figure 2.
Existing algorithms for lidar-based motion estimation
differ in the types of scan matching algorithm used (point-to-
plane ICP, point-to-point ICP, etc.), as well as the keypoint
extraction strategy. We stress that regardless of how a motion
estimation pipeline is formulated, there will evidently be
residual pose errors left. Thus the estimates can always
benefit from corrections made using a predicted error.
This work brings the following contributions:
• a novel technique to directly correct for the output of a
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classical state estimator using a learned bias correction
• the demonstration of how scene geometry can be used
to model biases in motion estimation
We demonstrate our technique through lidar-only motion
estimation, but it can be easily extended to other motion
estimation pipelines such as stereo visual odometry (VO).
In Section II we review the previous work in related
fields. A high-level overview of our lidar odometry pipeline
is provided in Section III. Section IV describes the details
of predicting biases using GP regression and applying the
bias correction to our classical estimator. Section V shows
evaluation of our technique on the KITTI odometry dataset
and a University of Toronto campus dataset. In Section VI
we give concluding remarks and discuss future work.
II. RELATED WORK
Our method falls into the category of improving lidar-
based motion estimation, which has been a well-explored
field in the past decade. Segal et al. [3] developed the
Generalized ICP (GICP) by combining point-to-point ICP
and point-to-plane ICP into a single framework. Serafin et
al. [4] developed the Normal Iterative Closest Point (NICP)
algorithm by considering both the normal and the local
surface information for each point, and showed an overall
improvement over GICP. Variants of the Normal Distribution
Transforms (NDT) algorithms were developed as alternatives
to ICP [5], [6], where the point-cloud is discretized and
represented by a combination of normal distributions. Mag-
nusson et al. [7], [8] compared NDT and ICP algorithms, and
showed NDT is generally more accurate and may converge
faster. State-of-the-art lidar estimation method, LOAM [9],
achieves accurate and efficient scan matching by having
two algorithms (odometry and mapping) running in parallel.
Odometry runs at a higher frequency to estimate the velocity
of the sensor and unwrap the motion-distorted point-clouds,
while mapping runs at a lower frequency but with higher
fidelity to cancel the drift in odometry.
Other than using improved scan matching algorithms, the
performance of motion estimation can also be enhanced by
choosing keypoints that are stable and provide sufficient
constraints to the problem. LOAM selects keypoints on
planes and edges. Sefarin et al. [10] used segmentation
to extract keypoints on lines and planes after removing
ground points, and showed an improvement in the estimated
trajectory than the commonly used NARF keypoints [11].
Previous work has been done to relate the geometry of
points to the accuracy of state estimation solutions. Gelfand
et al. [12] showed that in point-to-plane ICP, points with
normals perpendicular to a direction provide no constraints
to that direction. Similarly, Zhang et al. [13] showed the lack
of geometric structures can lead to degeneracy, making the
estimation problem ill-conditioned in certain directions. Our
method differs from [12] and [13] in that rather than trying
to mathematically quantify how the geometry of points can
generate errors in odometry, we learn the error from training
data using features derived from the geometry of points.
Efforts have also be made on techniques to compensate for
bias in motion estimation. The work in [14] showed biases
in stereo-vision-based motion estimation can arise due to
incorrectly modelling the noise distribution of landmarks,
and proposed a technique to compensate for the error. The
work in [15] also applies a bias correction to an estimator,
but does not learn the correction from training data. Rather,
by quantifying how bias increases with measurement noise,
the work in [15] is able to compute a corrected estimate for
a hypothetical noise-free scenario. Peretroukhin et al. [16]
reduced drift in VO by using Convolutional Neural Networks
(CNN) to infer sun direction. Most related to our work is the
method proposed by Hidalgo-Carrio´ et al. [17], in which a
GP model was used to predict for errors in wheel odometry,
which is part of a SLAM system. Results in [17] shows
that by selecting image frames for VO adaptively based
on the predicted errors in wheel odometry, the estimated
trajectory did not lose significant accuracy while using
much less image frames than selecting image frames non-
adaptively. However, the work in [17] is limited to adaptively
distributing image frames using predicted wheel odometry
errors, while our method directly applies a learned bias
correction to the trajectory computed by a state estimator.
Moreover, the work in [17] did not use any publicly available
datasets and was only evaluated on very short trajectories.
On the contrary, we verify our method on data collected
over more than 50 km of traversal, including the publicly
available KITTI odometry benchmark.
III. LIDAR ODOMETRY ALGORITHM
A. Point-cloud downsampling
Our odometry algorithm operates on keypoints. In other
words, we downsample the point-cloud (or extract key-
points) prior to scan matching, rather than using the raw,
dense point-clouds. We select keypoints based on normalized
intensity values as well as whether a point is on a plane.
Assuming Lambertian reflectance, the intensity value of a
point, I, is inversely proportional to r2 [18], where r is the
range of the point. We define normalized intensity to be Ir2.
To determine whether a point lies on a planar surface, similar
to [10], we look at the eigenvalues of the covariance matrix
of its k-nearest neighbours. This computation is performed
using the open-source registration library libpointmatcher
[1]. The eigenvalues are sorted such that λ1 is the smallest
eigenvalue and λ3 is the largest. If a point is on a planar
surface, then λ1 will be much smaller than λ2 and λ3.
A point may be selected as a keypoint if it satisfies either
of the following two conditions:
• Its normalized intensity is greater than a threshold:
Ir2 > I
• λ1 is much smaller than λ2 and λ3, which we denote
using the following ratio between the eigenvalues:
Corrected estimates
Lidar
Input feature 
extractor
Classical state 
estimator
GP bias 
predictor
Bias corrector
Input features
Biased estimates
Predicted biasPoint-cloud
Figure 2: Biases are predicted from the GP model using inputs derived from point-cloud geometry. After estimates are computed by a classical state
estimator, the predicted biases are applied as corrections to the estimates.
λ1+λ2+λ3
λ1
> p
In our experiments, the thresholds I and p are chosen
such that approximately 5% of points are kept as keypoints
and used for odometry. Ground points were ignored when
selecting points on planar surfaces. Two conditions were set
for selecting keypoints, so that even in environments lacking
planar structures, a sufficient number of keypoints can still
be selected using the first condition.
B. Point Matching
Given two downsampled point-clouds, point matches are
selected based on Euclidean distance. Point matching is
handled through the library libnabo [19], which implements
an efficient nearest-neighbour search with k-d trees.
C. Trajectory Estimation
For trajectory estimation we adopt the Simultaneous Tra-
jectory Estimation and Mapping (STEAM) [20] framework,
in which continuous-time trajectory estimation is carried out
as GP regression. However, we do not save any landmark
positions, as we are only solving for odometry rather than the
full STEAM problem. Note that the GP regression problem
for continuous-time trajectory estimation is different from
the GP regression used for predicting odometry bias.
We formulate two types of measurement cost terms. Let p
be a point measured at time t = k, and let q be its matched
point expressed in the inertial frame. Define ej = q−T0,kp,
where T0,k is the queried pose for time t = k. If p lies
on a planar surface, then we formulate the point-to-plane
whitened error norm:
uplanej =
√
eTj (nn
T )ej (1)
where n is the normal vector. If p does not lie on a plane,
then we formulate the point-to-point whitened error norm:
upointj =
√
eTj R
−1
j ej (2)
where Rj is the associated measurement covariance. Given
the whitened error norm for a matched pair of points, we
use the Geman-McClure robust cost function to build the
corresponding measurement cost term:
ρ(uj) =
1
2
u2j
1 + u2j
(3)
where uj is the whitened error norm. The full objective
function which we seek to optimize is composed of cost
terms associated with measurements and a constant-velocity
motion prior [20].
It is worth noting that when forming the cost terms, for
each point an interpolated pose is formulated given its time-
stamp, T0,k. This is in contrast with standard, discrete-time
algorithms, in which all points in a point-cloud are assumed
to share the same time-stamp and pose transform.
The Velodyne data from the KITTI datasets were pro-
cessed to eliminate the effect of motion-distortion, therefore
all points in a point-cloud are treated as being measured
at the same time. However, when working with raw lidar
data, it is crucial to take into account that the sensor takes
measurements continuously as it moves along a trajectory.
We demonstrate this capability by running our odometry
algorithm on a motion-distorted lidar dataset we collected
around the University of Toronto campus.
IV. ERROR PREDICTION AND CORRECTION
A. Odometry Error Evaluation
We define a frame as a full sweep (360◦) of the lidar,
and we query our continuous-time trajectory for each frame.
For a data sequence, this results in N queried poses,
T1,0,T2,0, . . . ,TN,0, where N is the number of frames.
To evaluate odometry errors we define a window of κ
frames. For each frame τ, where τ ≥ κ, we calculate the
relative pose change from frame τ − κ, and compare that
against ground truth to compute an error:
Todomτ,τ−κ = Todomτ,0T
−1
odomτ−κ,0 (4)
Tgtτ,τ−κ = Tgtτ,0T
−1
gtτ−κ,0
(5)
Terrτ,τ−κ = Tgtτ,τ−κT
−1
odomτ,τ−κ (6)
where Todom is pose estimated by lidar odometry, Tgt is
the ground truth pose, and Terr is the odometry error. We
evaluate the odometry error for τ = κ, κ+ 1, . . . , N.
Rather than always evaluating pose change from the
previous frame, Tτ,τ−1, we evaluate Tτ,τ−κ and leave κ
as a parameter of choice. This is due to the high frame rate
of the sensor. The Velodyne lidar spins at 10 Hz, therefore
Tτ,τ−1 is the pose change of the sensor over 0.1 seconds,
corresponding to a very short section of the trajectory. The
imprecision in GPS measurements might make ground truth
over such a short trajectory section noisy.
For the error to be a valid output of a GP model, we
convert Terr ∈ SE(3) to a vectorspace representation:
ξerrτ,τ−κ = ln(Terrτ,τ−κ)
∨ (7)
where ξerrτ,τ−κ ∈ R6 is the vectorspace representation of the
error. The operator ∨ converts a 4 × 4 member of the Lie
algebra, se(3), to ξ =
[
ρT φT
]T ∈ R6 [21], [22], where
ρ =
[
ρ1 ρ2 ρ3
]T
, and φ =
[
φ1 φ2 φ3
]T
. We can
convert ξerrτ,τ−κ back to SE(3) via the exponential map:
Terrτ,τ−κ = exp
(
ξerrτ,τ−κ
∧) (8)
where ∧ converts ξ ∈ R6 to a member of se(3) [21], [22].
B. Gaussian Process Model
GP models offer a principled approach for learning from
noisy observations. Gaussian processes has been widely used
in robotics, such as in terrain assessment [23], building
occupancy grid maps [24], and trajectory estimation [20].
We wish to predict the odometry error, ξerr, which is a 6×
1 vector. While there are methods to handle GP regression
with vector outputs, for simplicity we model each degree of
freedom (DOF) of ξerr separately. In other words, we fit a
separate model for each element of the 6-DOF error vector.
For n observations in a dataset, we have n D-dimensional
inputs X =
[
x1 x2 . . . xn
]T
, where xi ∈ RD,
and X ∈ Rn×D. We also have n scalar outputs y =[
y1 y2 . . . yn
]T
, where y ∈ Rn. Let f to be the under-
lying relation between input and output, but the observations
are noisy. Therefore we have yi = f(xi) + , where  is
the noise, which we assume to be Gaussian with variance
σ2n. In our problem, the inputs xi are features derived from
geometry of the point-clouds. The scalar output yi is an
element of the error vector ξerr, as shown in Section IV-C.
Given X and y, to make predictions f∗ on new data X∗,
the predictive distribution for Gaussian process regression
[25] can be formulated as :
p(f∗|X,y,X∗) ∼ N (f¯∗, cov(f∗)) (9)
f¯∗ = K(X∗,X)[(K(X,X) + (σn)2I)]−1y (10)
(11)cov(f
∗) = K(X∗,X∗)−K(X∗,X)[(K(X,X)
+ (σn)
2I)]−1K(X,X∗)
where f¯∗ is the mean prediction and cov(f∗) is the vari-
ance. K(X,X) ∈ Rn×n is the kernel matrix with Kij =
k(xi,xj), where k(·, ·) is the kernel function. We use the
squared exponential kernel function with a separate length
scale for each input dimension [25]:
k(xi,xj) = σ
2
f exp
(
1
2
(xi − xj)TM(xi − xj)
)
(12)
where M ∈ RD×D is a diagonal matrix with entries
l−21 , . . . , l
−2
D , and l1, . . . , lD are the characteristic length
scales for each of the D input dimensions. σf is the signal
standard deviation, and σn is the noise standard deviation.
Θ = {l1, . . . , lD, σf , σn} form the set of hyperparameters
for the GP model. Define the log marginal likelihood [25]:
ln p(y|X,Θ) = −1
2
yTK−1y y −
1
2
ln|Ky|−n
2
ln 2pi (13)
where Ky = K(X,X) + (σn)2I. In practice the hyper-
paramters Θ are chosen by maximizing the log marginal
likelihood in (13) with respect to Θ.
C. Input Features
Choosing correct inputs for the GP model is crucial to its
predictive capabilities. However, this is a non-trivial task if
the output of the model is error in odometry. The method in
[17] used orientation angles, speed and position of joints,
measurements of gyroscopes, and IMU measurements as
inputs to model errors in wheel odometry. Selecting inputs
is less obvious in our situation, however, as we do not have
measurements from any sensors other than the lidar. In our
method, the inputs are selected based on high-level features
derived from the geometry of points in a point-cloud. We
show that we can achieve significant reduction in odometry
error, using only inputs derived from the point-clouds and
no other measurements.
We fit a GP model to each DOF of odometry error. This
requires choosing a set of input features for each element
of the error vector ξerr we wish to model. The majority
of odometry errors for our odometry algorithm are in the
directions of z (ρ3), pitch (φ2), and roll (φ1), while our
algorithm is relatively accurate in the directions of x (ρ1),
y (ρ2), and yaw (φ3) (see Figure 3 for the coordinate system
our odometry algorithm uses). Therefore, we only make
predictions and corrections in 3-DOF for z, pitch, and roll.
Figure 3: The coordinate system used by our odometry algorithm. Roll,
pitch, and yaw are rotations about the x, y, and z axes, respectively.
1) z and pitch: We use the same input to predict for errors
in z and pitch. For z, the output of the GP model is:
eρ3 =
[
0 0 1 0 0 0
]
ξerr (14)
and for pitch:
eφ2 =
[
0 0 0 0 1 0
]
ξerr (15)
Our choices for candidate input features are inspired by
the work in [12], where the authors argue that in an ICP
problem, the distribution of normal vectors affects how well-
constrained the solution is in each degree of freedom. A
number of input features based on the distribution of surface
normals were tested, and we select input features based on
evaluation on the training sequences of the KITTI bench-
mark, as described in Section V-A. Here we present our
final choice for input features, which resulted in the greatest
reduction in odometry errors after applying correction on the
KITTI training sequences, among all input features tested.
For the 3 × 1 normal vector n = [nx ny nz]T , we
sum each component of the normal over all points lying on
planar surfaces to form our 3-dimensional input feature, and
normalize by the number of points. Points not on planar
surfaces are ignored, since their normal estimates are noisy.
If the (downsampled) point-cloud associated with frame i
has M points, in which P of them are on planar surfaces,
then the input can be calculated as:
xi =
1
M
[
P∑
p=1
‖np,x‖
P∑
p=1
‖np,y‖
P∑
p=1
‖np,z‖
]T
(16)
where n =
[
np,x np,y np,z
]T
is the normal for point p.
2) roll: We discretize the point-cloud into 16 equally
spaced “slices” based on azimuth, as shown in Figure 4. A
drawing of a car is included for reference. For each “slice”,
we calculate the number of points on planar surfaces with
normal vector pointing in the z-direction, and normalize by
the total number of points. This forms our 16-dimensional
input. The output of the GP model for roll is:
eφ1 =
[
0 0 0 1 0 0
]
ξerr (17)
D. Applying Correction to Odometry
Given odometry estimates from new data, for each frame
τ ≥ κ, we predict for the odometry error between frames τ
and τ −κ, which we denote by ξ∗errτ,τ−κ . We then apply the
predicted errors as corrections to the estimates, by converting
the predicted error from vectorspace back to SE(3) using
(8). We assume the error is accumulated uniformly from
frame τ − κ to τ, as shown in Algorithm 1. The prediction
and correction step is applied to the poses for frames τ =
κ, κ+ 1, . . . , N, where N is the total number of frames.
Shown in Algorithm 1, Todomτ,0 is the pose for frame
τ before applying the correction, and Tcorrτ,0 is the pose
1
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Figure 4: We divide the point-cloud into 16 “slices” based on azimuth.
For each “slice”, we calculate the number of points with normals in the
z-direction and normalize. This forms our 16-dimensional input xi for roll.
Algorithm 1 Applying correction to odometry
1: Let Tcorrκ−1,0 = Todomκ−1,0
2: for τ = κ, κ+ 1, . . . , N do
3: predict for odometry error ξ∗errτ,τ−κ
4: δξ∗err =
1
κξ
∗
errτ,τ−κ
5: δT∗err = exp
(
δξ∗err
∧)
6: Todomτ,τ−1 = Todomτ,0T
−1
odomτ−1,0
7: Tcorrτ,τ−1 = δT
∗
errTodomτ,τ−1
8: Tcorrτ,0 = Tcorrτ,τ−1Tcorrτ−1,0
9: end for
for frame τ after correction is applied. In practice, κ is set
between 2 to 20. Since we only make predictions in z, pitch,
and roll, we have ξ∗err =
[
0 0 e∗ρ3 e
∗
φ1 e
∗
φ2 0
]T
.
To evaluate the mean prediction as in (10), the latter term
[(K(X,X)+(σn)
2I)]−1y only needs to be determined once,
which requires minimal computational effort.
V. RESULTS
A. Evaluating on KITTI Training Sequences
In Gaussian process regression, model selection is the
process of making choices about the details of the model. For
our problem, model selection involves choosing the input to
the model, as well as setting the hyperparamters.
We use the first 11 sequences of the KITTI dataset for
selecting the best input features since ground truth is avail-
able. To evaluate how well a specific set of inputs predict
the odometry error, we use cross-validation on the training
data. Specifically, we leave 1 sequence out as the validation
sequence, and fit the model on the other 10 sequences.
The fitted model is used to make predictions on the unseen
validation sequence, and the predictions are used to correct
for the odometry estimates of the validation sequence. We
cross-validate by repeating this process for every sequence,
such that we have the corrected odometry estimates for all
11 sequences. The KITTI benchmark evaluates percentage
errors across path segments of lengths 100, 200, . . . , 800
meters, and an average over all path segments is computed.
A total error averaged over path segments evaluated for all
Figure 5: 3D plots of odometry estimates for sequence 0 from the same perspective. Black is odometry before correction and blue is odometry after
correction. Left: due to errors in roll, when the vehicle travels back to a location it visited before, the odometry aligns poorly (circled). Right: after applying
the correction, when the vehicle travels back to the same location, the odometry estimate overlaps well with the previous trajectory segment.
11 sequences is also reported. The total error before and
after the correction are used to quantify the improvements
from applying the learned bias correction.
The training is done offline using the Gaussian Process
Regression tool of the MATLAB Statistics and Machine
Learning Toolbox [26]. To set the hyperparameters, the log
marginal likelihood in (13) is maximized with respect to the
hyperparameters using gradient-based optimization.
We have experimented with a number of input features
for predicting odometry errors in z, pitch, and roll. The set
of input features resulting in the greatest reduction in total
odometry errors were selected, namely the input features
shown in Section IV-C. Using these input features, the
odometry error before and after the correction on the first 11
sequences of KITTI are shown in Table I. The corrections
improved the odometry for 8 of the 11 sequences. Over
all 11 sequences, the error is reduced from 1.13% to
1.03%, accounting for a 9% reduction. The prediction and
correction steps cost only 10 s of computational time, which
is approximately 0.5% of the cost for computing odometry.
Figure 6: 3D plots of odometry estimates for sequence 10: uncorrected
odometry estimates (black) vs. corrected odometry estimates (blue) when
compared against ground truth (red). The corrections brought noticeable
improvements over z and pitch.
Figure 6 shows a sequence where the uncorrected odom-
etry results (black) are biased in z and pitch. After applying
corrections, the estimates (blue) are noticeably more aligned
with ground truth (red). Figure 5 shows the results for
Table I: Odometry errors before and after the correction for sequences
0 to 10 of the KITTI dataset.
Sequence
no.
Number
of frames
Uncorrected
odometry error (%)
Corrected
odometry error(%)
0 4541 1.5465 1.427
1 1101 2.2232 1.9627
2 4661 0.9862 0.8613
3 801 0.7296 0.8381
4 271 0.6206 0.4802
5 2761 0.6064 0.5316
6 1101 0.5013 0.4106
7 1101 0.6795 0.7579
8 4071 1.0585 1.0007
9 1591 0.9478 1.0023
10 1201 1.7572 1.3501
Total 1.1288 1.0294
sequence 0, where the odometry estimate does not overlap
with itself when the vehicle travels back to somewhere it
has been before, mostly due to errors in roll. However, this
effect is greatly mitigated after the correction is applied.
B. Results on KITTI Test Sequences
Sequences 11-21 are the test sequences of KITTI, and
ground truth is unavailable for these sequences. For eval-
uating against the 11 test sequences, we fit a model using
all training sequences 0-10 with input features described in
Section IV-C. The predicted error is applied as a correction
to each of sequences 11-21. Figure 8 shows the odometry
error over all test sequences before and after the correction.
Our method showed significant reduction in odometry error
for path segments of all lengths from 100m to 800m.
The improvement is more pronounced the longer the path
segment. For path segments of 800m, the error is reduced
from 1.51% to 1.30%, equivalent to a 14% reduction.
The total error over all path segments for all test sequences
was reduced from 1.26% down to 1.16%, accounting for
an 8% reduction. Our odometry algorithm is accurate even
before applying any corrections, ranking 3rd on the KITTI
leader board at the time of submission among methods that
use lidar only. Our uncorrected result currently ranks 4th
among lidar-only methods as our corrected result now ranks
3rd. In fact, the top 2 methods for lidar only algorithm either
before correction after correction
Figure 7: 3D plots of odometry estimates for sequence 2 of the University of Toronto campus datasets from the same perspective. Black is odometry
before correction and blue is odometry after correction. Left: due to errors, odometry does not overlap when the vehicle travels back to a path it has been
before (circled). Right: after applying the correction, the odometry estimate overlaps well when the vehicle travels back to the same path.
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Figure 8: Error before and after correction on the KITTI test sequences.
Our method produced improvements for path segments of all lengths be-
tween 100 to 800 m. Specifically, for path segments of 800m, the odometry
error decreased from 1.51% to 1.30%, resulting in a 14% improvement.
performs SLAM (IMLS-SLAM), or has a higher-fidelity
algorithm running in parallel to cancel the drift in odometry
(LOAM). In contrast, our algorithm is strictly only odometry,
and does not need loop closures or a second estimation
algorithm to reduce the drift. By predicting errors using
GP regression and applying them back as a bias correction,
we achieved significant performance improvements over an
already accurate odometry algorithm.
C. Results on University of Toronto campus dataset
A dataset was collected by our test vehicle (Figure 1)
along different routes around University of Toronto. This re-
sulted in 7 sequences of Velodyne data over 18 km of traver-
sal. Similar to the KITTI dataset, 6-DOF ground truth is also
available for the University of Toronto campus dataset. For
consistency, to evaluate for odometry errors we use the same
method as the KITTI benchmark, where errors are evaluated
across path segments of lengths 100, 200, . . . , 800 meters.
We do not post-process the point-clouds to eliminate motion-
distortion, but rather rely on our continuous-time odometry
pipeline to address motion-distortion.
First, we attempted to fit a model using the training
sequences of KITTI, and predict for odometry corrections on
the University of Toronto campus dataset. However, this did
not improve the odometry due to the considerable differences
Table II: Odometry errors before and after the correction for the
University of Toronto campus dataset
Sequence
no.
Number
of frames
Uncorrected
odometry error (%)
Corrected
odometry error(%)
0 5000 1.6748 1.2696
1 5000 1.9166 1.3305
2 6000 1.6252 1.2102
3 6000 2.2462 1.9529
4 3000 2.1262 1.9334
5 6600 1.5629 1.7260
6 7650 1.7962 1.6395
Total 1.8146 1.5598
between the two datasets, including different calibration
parameters for the Velodyne sensor, different systems for
obtaining ground truth, and whether the lidar data is post-
processed. Rather, we use cross-validation among sequences
of the University of Toronto campus dataset to demonstrate
the effectiveness of our method on this dataset. For each
sequence, we leave it out as validation sequence and fit a
model on the other 6 sequences, and the fitted model is
used to make predictions on the unseen validation sequence.
We do, however, use the same input features as selected
by evaluating on the KITTI training sequences (Section
IV-C), as opposed to choosing another set of input features
specifically for the University of Toronto campus dataset.
The odometry errors before and after the correction are
shown in Table II. The corrections improved 6 out of the 7
sequences, while the total error is reduced from 1.81% to
1.56%, accounting for a 14% reduction in odometry errors.
Figure 7 shows plots of the odometry estimates for sequence
2 before and after the correction is applied. Before the
correction, the estimated path does not overlap with itself
when the vehicle travelled back to a street it has been before.
This bias is eliminated after the correction is applied.
VI. CONCLUSION AND FUTURE WORK
In this paper, we present a novel technique to directly
correct for biases in a classical state estimator using a ma-
chine learning approach. A GP model is trained which takes
features derived from scene geometry as inputs, and outputs
a predicted bias, which is directly applied as a correction to
the trajectory computed by the state estimator. Our method
is demonstrated on lidar-only motion estimation, but can be
easily generalized to other state estimation methods.
The effectiveness of our technique is verified on the
publicly available KITTI odometry dataset, and Velodyne
data collected along different routes around the University of
Toronto campus. Using the same hand-picked input features,
our technique resulted in significant overall improvements
to lidar odometry for all datasets tested. The next steps in
extending this concept are to use more advanced models
such as CNN, so that the input features are learned by the
learning algorithm rather than hand-picked.
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