Abstract. We study the asymptotic Dirichlet problem for the minimal graph equation on a Cartan-Hadamard manifold M whose radial sectional curvatures outside a compact set satisfy an upper bound
Introduction
In this paper we are interested in the asymptotic Dirichlet problem for minimal graph equation div ∇u 1 + |∇u| 2 = 0 (1.1) on a Cartan-Hadamard manifold M of dimension n ≥ 2. We recall that a CartanHadamard manifold is a simply connected complete Riemannian manifold with non-positive sectional curvature. Since the exponential map exp o : T o M → M is a diffeomorphism for every point o ∈ M , it follows that M is diffeomorphic to R n . One can define an asymptotic boundary ∂ ∞ M of M as the set of all equivalence classes of unit speed geodesic rays on M . Then the compactification of M is given byM = M ∪ ∂ ∞ M equipped with the cone topology. We also notice thatM is homeomorphic to the closed Euclidean unit ball; for details, see [9] .
The asymptotic Dirichlet problem on M for some operator Q is the following: Given a function f ∈ C(∂ ∞ M ) does there exist a (unique) function u ∈ C(M ) such that Q[u] = 0 on M and u|∂ ∞ M = f ? We will consider this problem for the minimal graph operator (or the mean curvature operator) appearing in (1.1). It is also worth noting that a function u satisfies (1.1) if and only if the graph {(x, u(x)) : x ∈ M } is a minimal hypersurface in the product space M × R.
The asymptotic Dirichlet problem on Cartan-Hadamard manifolds has been solved for various operators and under various assumptions on the manifold. The first result for this problem was due to Choi [6] when he solved the asymptotic Dirichlet problem for the Laplacian assuming that the sectional curvature has a negative upper bound K M ≤ −a 2 < 0, and that any two points at infinity can be separated by convex neighborhoods. Anderson [1] showed that such convex sets exist provided the sectional curvature of the manifold satisfies −b 2 ≤ K M ≤ −a 2 < 0. We point out that Sullivan [18] solved independently the asymptotic Dirichlet problem for the Laplacian under the same curvature assumptions but using probabilistic arguments. Cheng [5] was the first to solve the problem for the Laplacian under the same type of pointwise pinching assumption for the sectional curvatures as we consider in this paper. Later the asymptotic Dirichlet problem has been generalized for p-harmonic and A-harmonic functions under various curvature assumptions, see [3] , [12] , [13] , [19] , [20] .
Of particular interest for this paper is the case of the minimal graph operator. Collin and Rosenberg [7] constructed harmonic diffeomorphisms from the complex plane C onto the hyperbolic plane H 2 and hence disproved a conjecture of Schoen and Yau [16] . In [10] Gálvez and Rosenberg generalized this result to any Hadamard surface M with curvature bounded from above by a negative constant. The key idea in their constructions was to solve the Dirichlet problem on unbounded ideal polygons with boundary values ±∞. These results have raised interest in minimal hypersurfaces in the product space M × R, where M is a Cartan-Hadamard manifold.
Concerning the equation (1.1), Casteras, Holopainen, and Ripoll have studied the asymptotic Dirichlet problem under curvature bounds
where a, b : [0, ∞) → [0, ∞) are smooth functions subject to some growth conditions. Here and throughout the paper r(x) = d(x, o) stands for the distance to a fixed point o ∈ M . As special cases of their main theorem [2, Theorem 1.6] we state here the following two solvability results. 
for some constants ε > 0, φ > 1, and k > 0, and for all 2-dimensional subspaces P ⊂ T x M , with x ∈ M \ B(o, R 0 ). Then the asymptotic Dirichlet problem for (1.1) is uniquely solvable for any boundary data f ∈ C(∂ ∞ M ).
The solvability of the asymptotic Dirichlet problem for (1.1) under curvature assumptions (1.3) was earlier obtained by Ripoll and Telichevesky in [15] . Recently, Casteras, Holopainen, and Ripoll [3] were able to weaken the curvature upper bound to an almost optimal one. Theorem 1.2. [3, Theorem 5] Let M be a Cartan-Hadamard manifold of dimension n ≥ 3 satisfying the curvature assumption
for some constants ε >ε > 0 and for any 2-dimensional subspace P ⊂ T x M , with x ∈ M \ B(o, R 0 ). Then the asymptotic Dirichlet problem for (1.1) is uniquely solvable for any boundary data f ∈ C(∂ ∞ M ).
Our main theorem is the following. It is worth noticing that no lower bounds for sectional curvatures are needed. Theorem 1.3. Let M be a Cartan-Hadamard manifold of dimension n ≥ 2 and let φ > 1. Assume that
where K(P ) is the sectional curvature of any two-dimensional subspace P ⊂ T x M containing the radial vector ∇r(x), with x ∈ M \ B(o, R 0 ). Suppose also that there exists a constant C K < ∞ such that
whenever x ∈ M \ B(o, R 0 ) and P, P ⊂ T x M are two-dimensional subspaces containing the radial vector ∇r(x). Moreover, suppose that the dimension n and the constant φ satisfy the relation
Then the asymptotic Dirichlet problem for the minimal graph equation (1.1) is uniquely solvable for any boundary data f ∈ C(∂ ∞ M ).
We notice that if we choose the constant φ in the curvature assumption to be bigger than 4, then our theorem will hold in every dimension n ≥ 2. Similarly, if we let the dimension n to be at least 5, we can take the constant φ to be as close to 1 as we wish.
In this paper we will proceed as follows. Section 2 is devoted to preliminaries. We will recall some facts about Cartan-Hadamard manifolds, Jacobi equations, the minimal graph equation and Young functions. In Section 3 we will prove our main theorem i.e. the solvability of the minimal graph equation under the curvature assumptions (1.4), (1.5) and (1.6). We will adopt the strategies used in [3] , [5] , [19] and [20] .
Preliminaries

Cartan-Hadamard manifolds.
Recall that a Cartan-Hadamard manifold is a complete and simply connected Riemannian manifold with non-positive sectional curvature. Let M be a Cartan-Hadamard manifold and ∂ ∞ M the sphere at infinity, then we denoteM = M ∪ ∂ ∞ M . The sphere at infinity is defined as the set of all equivalence classes of unit speed geodesic rays in M ; two such rays γ 1 and γ 2 are equivalent if sup
The equivalence class of γ is denoted by γ(∞). For each x ∈ M and y ∈M \ {x} there exists a unique unit speed geodesic γ x,y : R → M such that γ x,y (0) = x and γ x,y (t) = y for some t ∈ (0, ∞]. For x ∈ M and y, z ∈M \ {x} we denote by All cones and open balls in M form a basis for the cone topology inM . With this topologyM is homeomorphic to the closed unit ballB n ⊂ R n and ∂ ∞ M to the unit sphere S n−1 = ∂B n . For detailed study on the cone topology, see [9] .
Let us recall that the local Sobolev inequality holds on any Cartan-Hadamard manifold M . More precisely, there exist constants r S > 0 and C S < ∞ such that B |η| n/(n−1)
holds for every ball B = B(x, r S ) ⊂ M and every function η ∈ C ∞ 0 (B). This inequality can be obtained e.g. from Croke's estimate of the isoperimetric constant, see [4] and [8] .
The solution is a non-negative smooth function. In later sections we will need some known results related to Jacobi fields and curvature bounds. The proofs of the following three lemmas are based on the Rauch comparison theorem (see e.g. [11] ) and can be found in [19] . Concerning the curvature bounds, we have the following estimates for the growth of Jacobi fields and the Laplacian of the distance function:
be smooth functions that are constant in some neighborhood of 0. Suppose that v ∈ T o M is a unit vector and γ = γ v : R → M is the unit speed geodesic withγ 0 = v. Suppose that for every t > 0 we have
for every two-dimensional subspace P ⊂ T γ(t) M that contains the radial vectorγ t .
(1) If W is a Jacobi field along γ with W 0 = 0, |W 0 | = 1, and W 0 ⊥v, then
for every t ≥ 0. (2) For every t > 0 we have
The pinching condition for the sectional curvatures gives a relation between the maximal and minimal moduli of Jacobi fields along a given geodesic that contains the radial vector:
whenever t ≥ r 0 and P, P ⊂ T γ(t) M are two-dimensional subspaces containing the radial vectorγ t . Let V andV be two Jacobi fields along γ such that V 0 = 0 =V 0 , V 0 ⊥γ 0 ⊥V 0 , and
To prove the solvability of the minimal graph equation, we will need an estimate for the gradient of a certain angular function. This estimate can be obtained in terms of Jacobi fields:
. Let x ∈ U and γ = γ o,x . Then there exists a Jacobi field W along γ with W (0) = 0, W 0 ⊥γ 0 , and For a more general definition of Young functions see e.g. [14] . As in [20] , we consider complementary Young pairs of a special type. For that, suppose that a homeomorphism G : [0, ∞) → [0, ∞) is a Young function that is a diffeomorphism on (0, ∞) and satisfies
The space of such functions F will be denoted by F. Note that if F ∈ F, then also λF ∈ F and F (λ·) ∈ F for every λ > 0. In [20] it is proved that for fixed ε 0 ∈ (0, 1) there exists F ∈ F such that
for all t ∈ [0, ∞). The construction of such F is done by first choosing λ ∈ (1, 1+ε 0 ) and a homeomorphism H : [0, ∞) → [0, ∞) that is a diffeomorphism on (0, ∞) and satisfies
From now on, G and F will denote the complementary Young pair obtained via this procedure. For details, see [20] and the proof of Proposition 2.5 below.
Since G is convex, we have G(t) ≥ ct for all t ≥ 1. Therefore G −1 (t) ≤ ct for all t large enough and this implies that
From this, together with (2.3), we conclude that the function ψ, defined by
,
Hence the same is true for its inverse
The following lemma collects the properties of ϕ.
is a homeomorphism that is smooth on (0, ∞) and satisfies
From now on, ϕ will be the function defined in (2.7) such that the corresponding F ∈ F satisfies (2.5). Using the computations done in [20] , we obtain a more specific formula for the function ϕ. Namely, we know that G −1 (t) ≈ t/H(t) and hence
Here and in what follows ≈ means that the ratio of the two sides tends to 1 as t → 0 + . From this it is straightforward to see that
We will also need complementary Young functions G 1 and F 1 to deal with the second derivative of the function ϕ. The existence of these functions will be proved by the following proposition which is just a modification of [20, Proposition 4.3] since in the construction of the Young functions we will replace the function H in [20] by H 2 .
Proposition 2.5. Let ε 0 ∈ (0, 1) and λ ∈ (1, 1 + ε 0 ) be as in (2.6). Then there exist complementary Young functions G 1 and F 1 , and a constant c > 0 such that
for all sufficiently small t > 0. 
and we see that G 1 satisfies (2.4). Next, denote R(t) = t/H(t) 2 . Then it is easy to see that R(kt) ≈ kR(t) for every constant k > 0 and we get
which gives us G −1
. It follows that G 1 satisfies (2.3) and hence F 1 ∈ F. On the other hand ϕ(t) = ψ −1 (t) and
and therefore
.
By (2.9) we obtain
and so
Thus we are left to estimate F 1 from above. It is straightforward to check that
for all sufficiently small t, where W is the Lambert W function defined by the identity
−1 (t) and W (s) ≥ log s − log log s for all s ≥ e, we get for sufficiently small t for every ϕ ∈ C ∞ 0 (Ω). Note that the integral is well-defined since 1 + |∇u| 2 ≥ |∇u| a.e., and thus
It is known that under certain conditions there exists a (strong) solution of (1.1) with given boundary values. Namely, let Ω ⊂⊂ M be a smooth relatively compact open set whose boundary has non-negative mean curvature with respect to inwards pointing unit normal. Then for each f ∈ C 2,α (Ω) there exists a unique u ∈ C ∞ (Ω) ∩ C 2,α (Ω) that solves the minimal graph equation (1.1) in Ω and has the boundary values u|∂Ω = f |∂Ω.
Asymptotic Dirichlet problem for minimal graph equation
We begin by the following Caccioppoli-type inequality which will have a crucial role in the proof of the solvability of the minimal graph equation.
where ν > 0 is a constant, and assume that
for any fixed ε > 0.
Proof. Define an auxiliary function f by
Then it holds that f ∈ W 1,2 0 (U ) and its gradient is given by
Since u is a solution to the minimal graph equation, we can use f as a test function in
and obtain
Next we use Young's inequality ab ≤ (ε/2)a 2 + 1/(2ε)b 2 and 1 + |∇u| 2 ≥ 1 to estimate the terms on the right hand side as
Then we choose ε 1 and ε 2 such that ε 1 is small enough and ε 2 minimizes the term
i.e. ε 2 = (2 − ε 1 )/4. Combining all terms we arrive at
Remark 3.2. As can be seen in the proof of Lemma 3.3, the second term
on the right hand side of (3.1) is the only term that affects to the dimensioncurvature restriction.
We notice that the left hand side of (3.1) can be estimated from below by
where U 1 = {|∇u| ≤ σ}, U 2 = {|∇u| ≥ σ}, σ > 0 and
In the following Lemmas we will obtain some estimates using Lipschitz data θ : M → R. By Rademacher's theorem, Lipschitz functions are differentiable almost everywhere and throughout the computations, the gradient ∇θ appears only inside integrals so the points where θ is not differentiable will not be a problem.
Before stating the Lemmas we introduce the following notation. For x ∈ M , we denote by j(x) the infimum of |V r(x) | over Jacobi fields V along the geodesic 
Lemma 3.3. Let M be a Cartan-Hadamard manifold satisfying
where K(P ) is the sectional curvature of any plane P ⊂ T x M that contains the radial vector field ∇r(x) and x is any point in M \ B(o, R 0 ). Furthemore, suppose that the dimension of M and the constant φ satisfies the relation (1.6). Let U = B(o, R), with R > R 1 , and suppose that u ∈ C 2 (U ) ∩ C(Ū ) is the unique solution to the minimal graph equation in U , with u|∂U = θ|∂U , where θ : M → R is a Lipschitz function, with |∇θ(x)| ≤ 1/j(x) almost everywhere. Then there exists a constant c independent of u such that
Proof. As before, we denote h = |u − θ|/ν, where ν ≥ ν 0 will be fixed later, and to shorten the notation we denote (n − 1)φ/(1 + ε) =: C 0 . By splitting the integration domain and using the estimate (3.3), we first obtain
where c ≥ 0 is some constant. Next we use Green's formula to obtain
and consequently we have
To estimate the right hand side term, we first split the integration domain into two pieces U = U 1 ∪ U 2 , where U 1 = {x ∈ U : |∇u| ≤ σ} and U 2 = {x ∈ U : |∇u| > σ}.
Note that |∇h| ≤ |∇u|/ν + |∇θ|/ν, so using the Caccioppoli-type inequality (3.1) and (3.2) we get
By (2.8) and the convexity of the Young function G we have ϕ(h) ≤ cϕ (h), and for r large enough, |∇θ| < 1, so |∇θ| 2 ≤ |∇θ|. So from the previous estimate, we deduce that
We continue again by splitting U 1 into two pieces by U 1 = U 3 ∪ U 4 , where
andσ is a constant to be determined later. Denote Ψ(t) := t 0 ϕ (s) 2 /ϕ(s) ds. Then using the Caccioppoli-type inequality (3.1) and (3.2) with r and Ψ instead of η and ϕ respectively, we can estimate the integral over U 1 by
From (2.9) we see that
for t small enough, and hence
Notice thatc, as well as c 1 , can be chosen arbitrarly close to 1. Collecting these estimates together we arrive at
Next we use the complementary Young functions G and F to estimate the term with ϕ , and G 1 and F 1 to estimate the term with ϕ . So all together we have
For any fixedε > 0, we can choose first σ and ε small enough, then ν big enough andσ = ν such that the coefficient on the left hand side is positive provided that C 0 > 4 +ε. This last inequality is satisfied thanks to the dimension-curvature restriction (1.6) and hence the claim is proved. 
where c is a positive constant depending only on n, ν, s, C S , C 1 and ϕ.
Remark 3.5. Before proving the Lemma we note that increasing the constant ν above increases also the constant c. However, it does not cause problems since ν will always be a fixed constant.
Proof of Lemma 3.4. We denote κ = n/(n−1), B/2 = B(x, s/2), and h = |u−θ|/ν, where ν ≥ ν 0 > 0 will be fixed later. For each j ∈ N we denote s j = s(1 + κ −j )/2 and B j = B(x, s j ). Note that s j → s/2 as j → ∞. Let η j be a Lipschitz function such that 0 ≤ η j ≤ 1, η j |B j+1 ≡ 1, η j |(M \ B j ) ≡ 0, and that
For every m ≥ 1, we have
First we claim that
We notice that, for every m, j ≥ 1, η 2 j ϕ(h) m is a Lipschitz function supported in B j . Using the Sobolev inequality (2.1), we first have
From the assumption
we obtain that |u − θ| ≤ 2C 1 . We can use this to obtain upper bounds for ϕ and ϕ . Namely, we have
is the homeomorphic and convex Young function. Consequently there exist constants ν 0 and c such that
whenever ν ≥ ν 0 . Thus we get estimates
and
The third term on the right hand side of (3.5) can be estimated first as
where U 1 is the set where |∇u| < 1 and U 2 the set where |∇u| ≥ 1. The constant √ 2 comes from (3.2) when we choose σ = 1. Next we notice that η
0 (B j ), since supp η j ⊂B j , and thus we can apply the Caccioppoli-type inequality (3.1) with ϕ m instead of ϕ. We also choose ε 1 = ε 2 = 1/3 in the proof of (3.1) so the constants become 3 and 6. Hence we obtain √ 2
Now the estimate (3.4) follows by inserting the estimates (3.6)-(3.9) into (3.5). We apply (3.4) with m = m j +1, where m j = (n+1)κ j −n. Note that m j+1 = κ(m j +1), so we can write (3.4) as
By denoting
we can write the previous inequality as a recursion formula
where
In order to prove that our solution to the minimal graph equation extends to the boundary ∂ ∞ M and has the desired boundary values, we will also need that the right hand side integrals of Lemma 3.3 are finite. The following ensures that the functions F and F 1 decrease fast enough. Recall that j(x) denotes the infimum of |V r(x) | over Jacobi fields V along the geodesic γ o,x that satisfy V 0 = 0, |V 0 | = 1 and V 0 ⊥γ o,x 0 . Lemma 3.6. Let M be a Cartan-Hadamard manifold satisfying
where K(P ) is the sectional curvature of any plane P ⊂ T x M that contains the radial vector field ∇r(x) and x is any point in M \ B(o, R 0 ). Then there exist F, F 1 ∈ F such that
for any positive constant C and for every x ∈ M outside a compact set.
Proof. We prove the claim only for function F since the case with F 1 (given by Proposition 2.5) is essentially the same. Let λ be as in Proposition 2.5. By (2.5) there exists F ∈ F such that
for all small t. Hence the claim follows if
and taking logarithms, we see that this is equivalent with
It follows from the curvature assumptions that j(x) ≥ cr(x) φ , φ > 1, whenever r(x) ≥R for someR > 0 (see e.g. Lemma 2.1 and [19, Example 1]), so it is enough to show that f (t) := t a log e + t a −λ − C(n − 1) log t − 2 log a ≥ 0 for all t ≥ ca φ when a is big enough. A straightforward computation gives that
so noticing that t/a ≥ ca φ−1 ≥R φ and log(e+t/a) ≤ k(t/a) α , where k is a constant and α > 0 can be made as small as we wish, we obtain
for all t ≥ ca φ and a large enough. Finally we notice that
which clearly is positive when a ≥R is large enough.
3.1. Solving the asymptotic Dirichlet problem with Lipschitz boundary data. In order to prove the main theorem we begin by solving the corresponding Dirichlet problem with Lipschitz boundary data. The asymptotic boundary ∂ ∞ M is homeomorphic to the unit sphere S n−1 ⊂ T o M and hence we may interpret the given boundary function f ∈ C(∂ ∞ M ) as a continuous function on S n−1 . We first solve the asymptotic Dirichlet problem for (1.1) with Lipschitz continuous boundary values f ∈ C(S n−1 ). We assume that, for all x ∈ M and for all 2-planes P ⊂ T x M ,
where a : [0, ∞) → [0, ∞) is a smooth function that is constant in some neighborhood of 0 and
We extend f radially to a continuous function θ on M \ {o}. The radial extension θ is also a locally Lipschitz function and hence, by Rademacher's theorem, differentiable almost everywhere. The gradient of θ can be estimated in terms of an angle function as follows. Let x, y ∈M and let γ o,x and γ o,y be the unique unit speed geodesics joining o to x and y. Denote byx andȳ the corresponding points on S n−1 i.e.x =γ
and we obtain |∇θ| ≤ L|∇ o (·, ·)|. By Lemma 2.3 this implies
and we see that θ satisfies the assumptions of Lemmas 3.3 and 3.4.
We are now ready to solve the asymptotic Dirichlet problem with Lipschitz boundary data. Lemma 3.7. Let M be a Cartan-Hadamard manifold of dimension n ≥ 2 satisfying the curvature assumptions (1.4), (1.5) and (1.6) for all 2-planes P ⊂ T x M with
Then the asymptotic Dirichlet problem for minimal graph equation (1.1) is uniquely solvable with boundary data f .
Proof. Let θ be the radial extension of the given Lipschitz boundary data f ∈ C(∂ ∞ M ) defined above. We exhaust M by an increasing sequence of geodesic balls B k = B(o, k), k ∈ N, and show first that there exist smooth solutions
For this, fix k ∈ N and let (θ Let ξ ∈ ∂ ∞ M and (x i ) be a sequence of points in M with x i → ξ as i → ∞. Applying the estimate (3.13) with x = x i and fixed s ∈ (0, r S ) we obtain, by (3.12) , that (M ) and therefore u is also a solution to (1.1) in M and u = f on ∂ ∞ M . Regularity theory implies that u ∈ C ∞ (M ). For the proof of uniqueness, suppose that u and v are both solutions of (1.1) in M , continuous inM and u = v on the boundary ∂ ∞ M . By symmetry we can assume that u(y) > v(y) for some y ∈ M . Denote δ = u(y) − v(y) /2 and let U ⊂ {x ∈ M : u(x) > v(x) + δ} be the component that contains y. Then U is a relatively compact open domain since both u and v are continuous and coincide on ∂ ∞ M . Furthemore u = v + δ on ∂U and it follows that u = v + δ in U which is a contradiction since we have y ∈ U .
