The stock market is considered one of the most standard investments due to its high revenues. 
Introduction
Prediction in times series data are clearly beneficial in many business areas like bankruptcy prediction, stock market trends, business failure prediction, stock market indexes and other areas [1] [2] [3] [4] . Among all these fields, predicting stock market indices has been a hot topic of research and extensively investigated in the last two decades. Strong motivations for demanding the prediction of stock market prices exists [5] [6] [7] . With the growing investments and trading sizes, people urgently searched for an intelligent tool which helps to increase their gains and minimizing their risks [8] . Researchers focused on developing stock market prediction models due to its wide range of financial applications and commercial advantages which lead to maximization in the financial profit.
On the other hand, stock market is dynamic, complex and non-linear [9] because it is highly affected by a number of macro-economic and sometimes uncontrollable factors such as general economic conditions, monetary policies, bank's interest rates and political situations [10] . Therefore, researchers were motivated to adopt different approaches in order to develop accurate prediction models for stock market.
Predicting stock market based time-series models, using past measurements to provide an estimate of future measurements, have been explored in many articles [7, 11, 12] . It is always required to build a model that has a recurrence relation derived from past measurements. The recurrence relation is then used to provide a near accurate new measurement. These measurements are expected to be good enough compared to the actual measurements.
In general, approaches used by researchers can be classified into two main classes:
• The first one is the econometric models which are statistical based approaches such as Linear Regression, Autoregression and Autoregression Moving Average (ARMA) [13] [14] [15] . However, models like ARIMA are developed based on nonrealistic assumptions like that; the financial time-series data are linear and stationary. Such nonrealistic assumptions can degrade the quality of predictions [16] .
• The second type of research applies soft computing techniques for forecasting market indices.
Soft computing is a term which covers artificial intelligence approaches that resemble biological processes in solving complex and nonlinear problems. Examples of such techniques are Artificial Neural Networks (ANN) [17] , Fuzzy logic (FL) [18] , Support Vector Machines (SVM) [19] and the particle swarm optimization (PSO) [10] .
In this paper, we develop stock market prediction model generated by Genetic programming (GP) and point out some unique advantages of using GP in stock market modeling and compare it with other approaches like fuzzy based models and also Linear models. The paper is organized as follows. In section 2, we introduce the proposed model structure in this study. A brief review for the traditional modeling approach based on linear, fuzzy and GP modeling techniques are presented in sections 3, 4, 5. Section 6 we show the stock market data set adopted in this study, the experimental setup and results for the stock market prediction problem.
Proposed Model Structure
Our goal is to build a GP model structure which has multiple inputs and single output. Consider a dynamical system with x 1 (k), x 2 (k), . . . , x n (k) are the input variables and y(k) as the output variable, respectively. k is the time sample. The relationship between these variables can be represented as:
Our objective is to find the values of the model output y(k) as a function of past outputs. Models generated by the evolutionary cycle of genetic programming can be used to approximate this relationship function f . In order to check the performance of the developed stock market predication model, the VarianceAccounted-For (VAF) and the Root Mean Squares Error (RMSE) were measured. These performance criteria are assessed to measure how close the measured values to the values developed using the genetic programming approach. VAF and RMSE are computed as follows:
where y is real actual value,ŷ it the estimated target value. n is the total number of measurements.
Linear Regression Model
A linear regression model simply has the following mathematical representation.
where x i represents the model input variables and y is the model output variable which is the next week's S&P 500 closing price. a 0 and a i , i = 1, 2, . . . , n are the model parameters which need to be estimated. To show how the parameter estimation process work, we assume we have a system with four input variables x 1 (t), x 2 (t), x 3 (t), y(t) and single output y as in the case under study. Thus, the model mathematical equation can be represented as:
To find the values of the model parameters a's we need to build what is called the regression matrix ϕ. This matrix is developed based on the experiment collected measurements. Thus, ϕ can be presented as follows given there is a set of measurements m:
The parameter vector θ and the output vector y can be presented as follows:
where:
The least squares solution of yields the normal equation:
which has a solution:
But since, the regression matrix ϕ is not a symmetric matrix, we have to reformulate the equation such that the solution for the parameter vector θ is as follows:
Fuzzy Modeling
Fuzzy logic has been successfully used to solve a variety of complex problems in system identification. A fuzzy model structure can be represented by a small set of fuzzy IF-THEN rules that describe local input-output functions of a nonlinear system [20] . A rule-based fuzzy model requires the identification of the following quantities:
• the antecedent,
• the consequent structure of the membership functions,
• the estimation of the consequent regression parameters and
• in [21] , additional parameters was selected, which is the number of rules (clusters) σ. This parameter is specified by the user.
The above quantities have to be defined in various operating regions. The number of rules used to solve the nonlinear modeling problem can be determined automatically. In [21] , author used a variation of Fuzzy logic approach called Takagi-Sugeno for predicting the next week S&P 500 for stock market. This approach is a universal approximator of any smooth nonlinear system was proposed by Takagi and Sugeno [22] . Author investigated the use of fuzzy logic based on a set of clusters to see if the prediction capabilities can be improved using number of linear models. Three clusters where used to split the input data into three individual models given by set of rules.
Genetic Programming
Briefly, GP was evolved by J. Koza [23] [24] [25] at Stanford in 1991. GP is part of the famous evolutionary computation techniques [26] which provide a methodology for the computer to solve wide domain of problems automatically. Moreover, GP can give an insight on the dynamics of the underlying system by generating easy-to-evaluate models in contrast to other soft computing techniques like neural networks and support vector machines.
GP is an evolutionary approach that automatically generates and evolves computer programs in forms of mathematical models [23, 27] . Each of these models can be represented as a tree or as LISP expression. GP evolutionary cycle can be summarized in the following points:
• Initialization: GP starts by generating randomly a number of individuals (models) which form the initial population.
• Fitness evaluation: each individual is evaluated according to a specific measurement. In this research, squared Pearson's correlation coefficient evaluation is used.
• Reproduction: in this process, a new population is created by applying the following three operations:
-Selection mechanism: the mechanism used for selecting two individuals (called parents) for reproduction. Usually the selection is based on fitness value of the parents.
-Crossover: It Creates two new individuals by exchanging and recombining randomly chosen subtrees from selected parents as shown in Figure 1 .
-Mutation: It creates new individual by replacing randomly chosen sub tree of an individual by another randomly generated sub tree. An example of the mutation operation is shown in Figure 2 . 
Experiments Results
The S&P 500 stock market data set used in our case was provided in [28] . The data set consists of 507 weeks of data, which cover an approximately ten-year period. The S&P 500 data were presented and sampled such that data for weeks 1, 3, 5,.., 505, 507 is used for building a genetic programming model. The data for weeks 2, 4, 6,.., 504, 506 is used for testing the developed model (i.e. validation). Figures 3 and 4 show the training and testing data sets. The proposed model has the following Inputs:
• the 1 year Treasury Bill Yield as x 1 (t)
• the earnings per share as x 2 (t)
• dividend per share for the S&P 500 as x 3 (t)
• the current week's S&P 500 as y(t)
The proposed model output is:
• the next week's S&P 500 as y(t + 1)
The data set was loaded into HeuristicLab framework then a symbolic regression via GP was applied with parameters set as shown in Table 1 . HueristicLab framework 1 was used to apply GP in the experiments designed in this research [29] .
The cross validation was tuned to 50% for training and 50% for testing. After a run of 1000 generations GP converged to the best model shown in Figure 5 . The GP best individual obtained was able to model the S&P 500 Stock Market Data with a VAF value of 99.36%, while it was capable of predicting for the testing part with a VAF value of 99.58%. The predicted values based GP model were compared with results obtained by the Multiple Linear Regression (MLR) model and the Fuzzy model developed in [21] . In Table 2 , we show the VAF for the GP model along with Fuzzy model reported in the literature [21] . Obviously, GP model shows better performance for the training case and a very competitive accuracy in the training and testing cases. The predicted values of the next week's S&P 500 closing price along with the actual values are shown in Figure 6 and Figure 7 respectively. The best so far convergence of the GP evolutionary process is shown in Figure 8 .
Conclusions and Future Work
A genetic programming model for the S&P500 index was developed in this paper. The developed GP model provided good estimation and prediction capabilities in both training and testing cases. A comparison between prediction models developed by Fuzzy Logic, Linear Regression and the proposed GP model. Future research shall focus on exploring other advantages of GP, which is the capability of identifying the most important variables in such a dynamic and complex problem.
