Introduction Time discretization approximation schemes for solutions of stochastic dierential equations have been studied by many people and are treated, e.g. in the book of Kloeden-Platen . Since heat kernels are the probability densities of the law of solutions, it might be worth-while to ask if these approximation schemes provide a natural scheme of approximation for heat kenrnels. Purpose of this paper is to propose one of such schemes with a help of Malliavin calculus.
Introduction Time discretization approximation schemes for solutions of stochastic dierential equations have been studied by many people and are treated, e.g. in the book of Kloeden-Platen . Since heat kernels are the probability densities of the law of solutions, it might be worth-while to ask if these approximation schemes provide a natural scheme of approximation for heat kenrnels. Purpose of this paper is to propose one of such schemes with a help of Malliavin calculus. Wiener functional, i.e., a P -measurable mapping (more precisely, an equivalent class of P-measurable mappings) from W to R d . Let T 2 S 0 (R d ) be a Schwartz tempered distribution on R d . We want to give a sense to the composite T F . This should be naturally dened as a limit of Wiener functionals n F , where n 2 S(R d )( the space of test functions on R d ) such that n ! T in S 0 (R d ) and so we need a framework to realize this convergence and to identify the limit. Such a framework is provided by the Malliavin calculus as follows (cf. [Wa84] Proof : In the following, C 1 (p), C 2 (p), 1 1 1 are positive constants depending only on 1 < p < 1. Writing det H n = n and det H = , for simplicity, we have for a given 1 < p < 1, E(j n j 0p ) = E(j n j 0p : j 2 p Ejj 0p := C 1 (p) < 1:
As for I 2 , we can estimate by the Schwartz inequality
By the assumption (iii),
and by (2.8) it is easy to deduce that E(j n 0 j 2k ) C 3 (k) 1 n 02k
for every k > 1. Combining this with (ii),
and hence
By taking k large enough so that (2p) 1 2p < 2k we can conclude (2.9). 2
Remark: In the above proof, the assumption (i) can be replaced by the following weaker assumption: Set further K n;t ( w) = (1 0 t)F (w) + tH n ( w) for t 2 [0; 1]: Then, K n;t ( w) 0 F (w) = t(H n ( w) 0 F (w)) and k(det Kn;t ) 01 k p = O(n 2d t 02d ):
Applying Lemma 2.1 by xing n, we deduce that, for each p > 1, > 0 exists such that
Then applying Lemma 2.1 again, we can conclude that, for each p > 1, sup t;n k(det K n;t ) 01 k p < 1: Indeed, if T = (1 0 1) =2 y ; we can deduce by the same proof that kT(H n ) 0 T (F n )k p;0 = O(n 0 ):
Also we may take as large as we want. To describe the time discretization schemes, we introduce the following operators on
where b k j is the k{th component of the vector b j (k = 1; . . . ; d).
Consider a multi-index = ( 1 ; 2 ; 1 1 1 ; l ) with i 2 f0; 1; 1 1 1 ; rg and write l = l(): If l() 2, we set 0 = ( 2 ; 1 1 1 ; l ) and 0 = ( 1 ; 1 1 1 ; l01 ). Given , we dene an Then Let n be the equal partition of [0; T ]: n : 0 = t 0 < t 1 < 1 1 1 < t n = T where t k = k n T . We write F n = F n . Then F n approximates F in D 10 1 with order . Now we suppose that F is non-degenerate:
(det F ) 01 2 L 10 : (3.14) A sucient condition has been studied, just as the beginning of the Malliavin calculus, by Malliavin [Ma78] and then completely by Kusuoka-Stroock [Ku-St85]. The nondegeneracy of the diusion coecients a kl (x) = P r =1 b k (x)b l (x) at x is sucient: However, a much weaker sucient condition can be given as a H ormander type condition at x for vector elds b involving the Poisson brackets. We do not intend to state explicitly here (c.f. [Ku-St85]). Now F n and F satisfy both conditions (i) and (ii) of the above theorem 2.1 and hence we can conclude that (2.3) holds. Thus we could obtain an approximation scheme for the Donsker's delta function y (X(t; x)) in terms of the Itô-Taylor scheme (3.10) for the solution X(t; x) and thereby for the probability density of X(t; x) and the conditional expectation given X(t; x). In particular, we can summarize Corollary 2.1 in the following Theorem 3.2. Let F n = X n (T; x) and F = X(T; x) for xed x 2 R d and T > 0 and assume that equation (3.1) satisfy the non-degeneracy condition (3.14). For every > 0 and 1 < q < 1, if G n , G 2 D q for > d=q + + 1 and kG n 0 Gk q; = O(n 0" ) for some " > 0 as n ! 1; Note that u(y) = P (T; x; y)E[GjF = y] where P (T; x; y) = E[ y (X(T; x))] is the probability density of the solution X(T; x). We know that P (T; x; y) coincides with the heat kernel for the heat operator L 0 .
If the non-degeneracy condition (2.10) is satised for F n , i.e., sup n k(det F n ) 01 k p < 1; then, by Cor 3.2, u n in (3.15) may be replaced by u n (y) = E[G n 1 y (F n )] = P n (T; x; y)E[G n jF n = y];
where P n (T; x; y) = E[ y (X n (T; x))] and it holds that ku n 0 uk = O(n 0^" ); as n ! 1:
In particular, for any > 0, kP n (T; x; 1) 0 P (T; x; 1)k = O(n 0 ) as n ! 1:
For example, suppose that the coecients of SDE (3.1) satises the uniform ellipticity condition: inf and estimate these two terms separately. We rst note that
I (f) t m ;t m+1 j 2p
) and S k = P k m=0 I (f) tm;t m+1 forms a discrete time martingale. Then we can apply the Burkholder-Davis-Gundy inequality for the discrete time martingale (cf. [Ga73] ) to obtain that Consider the solution X t = X(t; x) of the SDE (3.1) and suppose that coecients satisfy the same assumptions as in Theorem 3.1. This shows the boundedness of (4.9) by the Gronwall lemma. 2 Now we prove Theorem 3.1. We may assume p 2 and hence write it as 2p for p 1:
We give a proof in the case of = 1 : The proof for = 2; 3; . . . can be given in a similar way. 
