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We study the band structure of the Bi2Se3 topological insulator (111) surface using angle-resolved photoe-
mission spectroscopy. We examine the situation where two sets of quantized subbands exhibiting different
Rashba spin-splitting are created via bending of the conduction (CB) and the valence (VB) bands at the surface.
While the CB subbands are strongly Rashba spin-split, the VB subbands do not exhibit clear spin-splitting. We
find that CB and VB experience similar band bending magnitudes, which means, a spin-splitting discrepancy
due to different surface potential gradients can be excluded. On the other hand, by comparing the experimental
band structure to first principles LMTO band structure calculations, we find that the strongly spin-orbit coupled
Bi 6p orbitals dominate the orbital character of CB, whereas their admixture to VB is rather small. The spin-
splitting discrepancy is, therefore, traced back to the difference in spin-orbit coupling between CB and VB in
the respective subbands’ regions.
PACS numbers: 79.60.-i, 73.20.-At, 73,21-Fg, 75.70.-Tj
The narrow bandgap semiconductor Bi2Se3 has been
known for decades for its good thermoelectric properties
[1, 2]. The recent observation of a topologically protected
surface state (TSS) in Bi2Se3 [3, 4] marked the discovery of a
model system for 3D topological insulators (TIs) and has lead
to a surge of renewed interest in the properties of this material.
The Bi2Se3 (111) surface hosts within a gap of bulk bands
projected onto the surface Brillouin zone (BZ) a single TSS
with Dirac cone dispersion [3–5]. Similar TSS dispersion has
been found in other Bi-based systems, such as, Bi2Te3 and
PbBi2Te4 [4, 6]. The TSS is robust against scattering from
non-magnetic perturbations. Moreover, it possesses a helical
character, which infers a defined spin polarization for a partic-
ular momentum value. These characteristics might lend them-
selves to a variety of new applications, especially, in spintron-
ics, where transport and manipulation of spin currents at high
temperatures and with diminutive scattering interactions are
sought out [7–10].
It has already been shown that the modification of the
Bi2Se3 surface with non-magnetic adsorbates [4, 11–14], as
well as heating up to 400 K [15] does not alter TSS protec-
tion. However, it dopes the TSS and can even change sur-
face electronic properties. Surface n-doping creates two sets
of new states at the surface, which appear simultaneously in
the immediate vicinity of the TSS within the projected bulk
conduction band (CB) and valence band (VB) regions. While
parabolic bands with a large Rashba splitting are observed
above the Dirac point (ED), the bands below are M-shaped,
can overlap with the TSS, and do not show a clear spin split-
ting. These two band sets have been mainly interpreted as
quantized subbands resulting from the confinement of a pair
of two-dimensional electron gases (2DEGs) at the surface cre-
ated via CB and VB bending [13, 14, 16–18]. Practically, the
largely spin-split bands add a new feature to Bi2Se3 surface
for spintronic applications [16]. Yet, the reason behind the
discrepancy in Rashba splitting between CB and VB subbands
is still not clear. An analogy with the case of 2DEG formation
at InAs(111) and CdO(001) surfaces would suggest the split-
ting discrepancy to be due to a stronger band bending mag-
nitude at CB than at VB [19]. Here, by analyzing recorded
surface band structures using angular resolved photoemission
spectroscopy (ARPES) from differently treated Bi2Se3 sur-
faces, we examine the formation of the M-bands and their
overlap with the TSS via band bending. We show that the po-
tential gradients at both 2DEGs are similar and therefore not
responsible for the splitting discrepancy. On the other hand,
our first principles calculations show that the contribution of
Bi 6p states to VB is notably smaller than to CB. As the Bi 6p
states are characterized by a strong spin-orbit coupling (SOC),
we hence attribute the spin-splitting discrepancy to a differ-
ence in SOC strength.
The Bi2Se3 crystal was grown following a vertical Bridg-
man method (see details in [20]). The ARPES measure-
ments were done with a hemispherical SPECS HSA3500 elec-
tron analyzer characterized by an energy resolution of about
10 meV. Monochromatized HeI (21.2 eV) radiation was used
as a photon source. During the measurements the vacuum
pressure was less than 3 × 10−10 mbar. The crystal was
cleaved in vacuum at 2 × 10−7 mbar or in air. When cleav-
ing in air, the crystal was immediately put into a load-lock.
Fig.1 shows the second-derivative of experimental surface
band structures of Bi2Se3 obtained at different surface condi-
tions. In Figs.1a and 1b the crystal was cleaved in air then
held in UHV for two and eight hours at 100 K, respectively.
In Figs.1c and 1d the crystal was cleaved in vacuum then ex-
posed to 720 L and 1140 L of water vapor at 100 K, respec-
tively (L : Langmuir)[20]. In all band structures, three main
conduction quantized subbands (CSB) as well as three quan-
tized valence subbands (VSB) induced via a surface reaction
with water vapor are observed in addition to the TSS [14]. De-
2FIG. 1: Second derivative of experimental surface band structures from Bi2Se3 crystal at different conditions: (i) Air cleaved crystal after a.
two hours at 100 K, b. eight hours at 100 K, and (ii) Vacuum cleaved crystal exposed to c. 720 L and d. 1140 L of water vapor at 100 K (L:
Langmuir). e. constant energy cuts at different energies of the band structure in b. The hexagonal warping of the TSS and the outer contour
of C1 is turned by 30◦ as compared to the warping of the VSBs. All the measurements were performed at 100 K. White dashed lines are
guides to the eye. ED, and C1, C2, and C3, and V1, V2, and V3 denote respectively Dirac point, CSBs, and VSBs positions at k‖ = 0 A˚
−1
.
f. Calculated energy contours (white bold lines) and in-plane (blue) and out-of-plane (color scale) spin polarization of the TSS above (upper
panel) and below (lower panel) ED.
pending on the surface reaction with the adsorbates, the bend-
ing of the conduction band minimum (CBM) varies and thus
the CSBs get different Rashba splitting and energy positions
[13, 14]. The Rashba splitting is confirmed by the concentric
contours in the energy cuts at 30 meV shown in Fig.1e. The
VSB energies are also found to depend on time at low temper-
ature and water exposure, but their M-shaped form remains
unaffected. The M-like dispersion shows a band anisotropy,
which is visible in the constant energy cuts at 645 meV and
700 meV, where the VSB contours are hexagonally warped
(Fig.1e). The outer contour of C1 is also hexagonally warped
near the Fermi level [21, 22], however, here the warping is
rotated by 30◦ compared to VSB contours. The warping of
the TSS follows C1 warping above ED. Below ED the spec-
tral intensity of TSS becomes very weak as the TSS vanishes
rapidly in VB. Nevertheless, based on the low-energy model
Hamiltonian of the TSS [23], we find the warping of the Dirac
cone below ED is also rotated by 30◦ compared to the warp-
ing above ED, see Fig.1f. This difference in warping affects
the out-of-plane spin component of both the quantized sub-
bands and the TSS, and might have important implications for
the occurrence of symmetry breaking states on the surface of
Bi2Se3 [18, 22, 24].
The energy positions of ED , CSBs, and VSBs in Figs.1a
to 1d are summarized in Fig.2. The different subbands as
well as ED follow a similar general trend. The VSB posi-
tions are closely associated to the CSB positions, whereby
the subband pairs V1 and C1, V2 and C2, and V3 and C3
are evolving in parallel. As shown in Fig.2b, all three sub-
band pairs are separated by the same energy difference, which
stays constant over the changes of the band structure induced
by surface perturbation. An identical constant energy separa-
tion between the subband pairs has been extracted from all our
measured ARPES data (not all shown here) as well as from all
Bi2Se3 band structures found in the literature where the VSBs
FIG. 2: a. Fitted energy positions of CSBs, VSBs and ED and the
extracted CBM and VBM energies at k‖ = 0 A˚
−1 from surface band
structures shown in Fig.1a, b, c, and d indexed here with b.s.1, b.s.2,
b.s.3, and b.s.4, respectively. b. The difference in energy positions
between paired CSB and VSB as well as between CBM and VBM at
the surface. c. Variation of CBM, VBM and V1 with respect to ED.
d. Variation of surface potential gradients generated by CBM and
VBM bending. The triangular-well model was use to extract VBM,
CBM, and ∇V data (see text).
are shown [12, 13, 18, 25, 26]. This energy offset is equal
to 590 meV ± 10 meV. The parallel evolution of each sub-
band pair strongly supports the fact that they are both a conse-
quence of a similar band bending. Though the occurrence of
the CSBs can easily be understood with a picture of a 2DEG
confined between the CBM and the surface [13, 14, 16, 18],
the simultaneous creation of VSBs via band bending is not
straightforward. It could only be possible in a bending config-
uration comparable to the CBM. Consequently, it is necessary
to have an energy gap within the surface projected bulk va-
3FIG. 3: Sketch of surface bending of CB and VB and the formation of
quantized CSBs and VSBs. a. Experimental band structure (Fig.1.c).
b. Schematic outline of a. c. Representation of the surface with
(left) and without (right) surface band bending at k‖ = 0 A˚−1. d.
schematic outline of e. e. experimental band structure directly after
crystal cleaving in vacuum.
lence band, the minimum of which (VBM) should not be far
below V1. Such a gap is predicted by first-principles calcula-
tions [3, 27, 28]. In order to extract the CBM position and the
surface potential gradient for the different band structures of
Fig.1, a triangular potential well was used to model the CBM
bending [14, 29, 30]. The CSB positions at k‖ = 0 A˚−1 ob-
tained after fit of CSB with parabolic dispersive curves were
taken as input parameters [14]. Similarly, VBM positions and
surface potential gradients were extracted and are presented
together with those for CSB in Fig.2. As the bulk band quan-
tization via bend bending occurs perpendicular to the surface,
the effective mass m∗ of the band dispersion along kz (ΓZ
direction in the 3D BZ) is used in the triangular-well model.
The fit with parabolic curves of the experimental CB and VB
dispersion along kz from ref.[17] gives a value of 0.30me
±0.05me for both bands. m∗ in parallel momentum is found
to be smaller but similar for both subband sets with a value
of 0.20me ±0.01me at the CSBs m∗ and 0.19me ±0.03me
around k‖ = 0 A˚
−1 (beforem∗ changes sign) at the VSBs. As
shown in Fig.2, the VBM follows the variation of the CBM,
whereby ECBM − EVBM is matching the subband pairs’ en-
ergy separation in all cases. The two potential gradients are
nearly identical and the energy separation between CBM and
ED , and, VBM and ED remains almost unchanged reveal-
ing an unaffected bandgap size as a function of band bending,
in contrast to InAs and CdO cases [19]. Accordingly, and as
sketched in Fig.3, a downward band bending of VB parallel to
the CBM creates a quantum well (QW). Yet, the presence of
the valence band maximum (VBMx) as an additional barrier
makes the created QW have special boundary conditions. The
situation is more perceptible for a relatively strong band bend-
ing (see Fig.3). The confining well at the VB side could be
viewed as a quantum well with two different regions: region
I delimited by the crystal surface on one side and the VBM
on the other side; and region II delimited by the VBMx on
one side and the VBM on the other side. The resulting VSBs
from region I are bound to the surface, and therefore, they
should always appear below the TSS in the measured band
structure whatever the band bending is, as it causes a rigid
shift of TSS, CBM, VBMx and VBM. VSBs from region II
are formed deeper in the bulk, and hence, they can overlap in
the spectra with the TSS in the projected band structure un-
der strong band bending. While only VSB below the TSS are
observed here, a situation where one VSB overlaps with the
TSS has been clearly observed in Ref. [13] when excitation
photon energy of 16 eV is used. The overlap of VSBs with
the TSS constitutes an alternative explanation to the apparent
time-reversal symmetry breaking and bandgap opening at ED
in the case of Fe on Bi2Se3 [13, 25, 31]. On the other hand,
the lowest M-shaped band (V1) in Ref. [13] is regarded as
being a surface state rather than a quantized VSB, as it falls
below an estimated position of VBM. Assuming V1 as a sur-
face state suggests that it evolves in parallel with ED position
for the different band bending magnitudes. However, this is
not the case, since the energy separation |ED − V1| does not
remain constant, as shown in Fig.2c.
According to the Rashba-Bychkov model [32] the spin-
degeneracy can be lifted for free electron like states in a con-
fined 2DEG [32, 33]. This effect, which has been initially ob-
served at 2D systems in semiconductor heterojunctions, plays
an important role in the field of spintronics [10, 32–36]. The
Rashba-Bychkov model attributes the splitting effect to the
combination of (1) breaking the inversion symmetry by an
asymmetric confining potential at the surface or at the in-
terface, and (2) SOC effects, which are inherent to the host
semiconductor and/or induced by an effective potential gra-
dient [32, 36]. Rashba splitting is explicit here at the CSBs.
The VSBs, which are characterized by an m∗ similar to CSBs
(see above), do not show any clear splitting, although both
2DEGs are under the same potential gradient, as shown above
(Fig.2). This splitting discrepancy observed simultaneously
at the same surface is principally a direct proof that the po-
tential gradient is a necessary-but-not-sufficient condition to
spin-split the 2DEG bands. This suggests that different atomic
SOC strength at both subband sets is responsible for the split-
ting difference [37, 38]. The p valence orbitals of Se(4p) and
Bi(6p) atoms are characterized by dramatically different SOC.
While for Se(4p) SOC parameter is 0.22 eV, for Bi(6p) it is
five times larger with a value of 1.25 eV [39]. In the crys-
tal, the predominant bonding character is a polar covalent ppσ
type between Bi and Se with charge transfer from Bi to Se
[1]. At first glance, one could adopt a basic picture of en-
ergy bands, where the filled states (VB) and the empty states
(CB) near the band gap are of Se(4p) and Bi(6p) character,
respectively, and argue the splitting discrepancy with the SOC
difference. However, such a description is oversimplified. It
neglects the band inversion that characterizes the topology of
Bi2Se3 at the Γ point, which restructures CB and VB in the
vicinity of the band gap [5, 27] and could therefore result in
strong Bi contribution to VB. In order to check the differ-
ent contributions of the Bi and Se p orbitals, we have per-
formed first principles calculations of Bi2Se3 band structure
using the fully relativistic linear muffin-tin orbital (LMTO)
4FIG. 4: a. Fat bands representation of the projected band structure of Bi2Se3 along high-symmetry lines of a 2D BZ. The size of filled and
open circles is proportional to the weight of p1/2 and p3/2 states of Seout (left), Bi (middle), and Sein (right) in the corresponding Bloch wave
function. The projection onto a 2D BZ was simulated by plotting together bands with 6 equidistant kz values.
method [40, 41]. This implementation of the LMTO method
uses four-component basis functions constructed by solving
the Dirac equation inside an atomic sphere [42], which is cru-
cial for a correct description of p1/2 states of heavy elements
such as Pb or Bi [43]. The self-consistent calculations were
performed for bulk Bi2Se3 with rhombohedral unit cell us-
ing experimental lattice constants [44]. The results of the
calculations are summarized in Fig.4. To compare with the
experimental data, we will focus on the energy/momentum
region delimited by the dashed rectangle in the right panel.
The bands near the top of VB are formed mainly by the p1/2
and p3/2 states of the outer (Seout) and inner (Sein) Se atoms
of a quintuple layer. Because of the band inversion, Bi p1/2
states also contribute to the valence bands. This contribu-
tion is, however, restricted to the topmost bands (close to the
bulk Γ-point [20]) in a small region of k‖ around the Γ¯ point.
The bands near the bottom of CB are dominated by Bi p1/2
states hybridized with the p states of Seout. Sein p-states con-
tribute to the bands at about 1 eV, whereas Bi p3/2-states form
bands above∼1.5 eV. The dominance of the Bi p-states in the
CB bands suggests that the states at CB are subject to strong
SOC. In contrast, the states in VB, especially near the VBM
(close to the bulk Z-point [20]), experience weak SOC as they
are dominated by Se p-states. Hence, the Rashba splitting in
the CSBs is expected to be larger than in the VSBs, which
explains the discrepancy observed in the experimental band
structures. In addition, the M-shape of the VSBs, which is im-
posed by the VB dispersion, is expected to further decrease the
Rashba splitting. Nonparabolicity effects have been found to
reduce considerably the Rashba splitting especially for semi-
conductors with small bandgap, as it is the case for Bi2Se3
[45–47].
In summary, we examined the formation of two sets of
quantized subbands at Bi2Se3 surface and discussed their dis-
crepancy in Rashba splitting observed on experimental sur-
face band structures. All the subbands are treated as result-
ing from bending of the conduction and the valence bands at
the surface. The overlap situation of valence subbands with
the topological surface state under strong band bending is dis-
cussed. Moreover, the band bending magnitude is found to be
the same at both band sides, which makes the two sets of sub-
bands evolve in parallel. LMTO band structure calculations
reveal weak contribution of Bi 6p states that are characterized
by strong spin-orbit coupling to the valence band in compar-
ison to the conduction band. Therefore, the discrepancy in
the Rashba splitting is not due to a difference in potential gra-
dients, but rather, to different spin-orbit coupling strength at
both band sites.
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