Introduction
Many physical systems can be modeled by hyperbolic systems that contain relaxation terms, written in the form
diu + azf(u) = s(u)/T, (1)
where u, f(u), and s(u) are vectors of length p, and is a representative relaxation time. In general, there may be up to p-different relaxation times. For small , we assume that (1) can be accurately represented by the reduced system tjv + t)$g(v) = t+. [D(v) 
where v and g(v) are vectors of length q, with q < p, and D(v) is a q x q matrix (positive semidefinite). This reduced system can be derived through a Chapman-Enskog expansional and is sometimes referred to as the continuum or equilibrium-diffusion limit. See also Liu2 and Whitham3 for more discussion on these systems. A classic example is from gas kinetics, where Eq. 
atv + 6'.U = -v/T.
For small~, this system can be accurately represented by the heat equation
Although this system appears simple, it presents a challenge for many modern numerical methods. Roughly speaking, we seek methods whose discretization of Eq. (1) reduce to an accurate discretization of Eq. (2) when At/r is large, where At is the timestep. The difficulty is that a method that is, say, formally second-order accurate, in a practical sense may only be second-order when At/r is small (so that all time scales are resolved). When At/r is large, there is no guarantee that the method is even consistent with Eq. (2).
These same arguments also apply to the spatial discretization by defining the stiffness parameter as A~/(~~), where Ax is the mesh spacing and A a reference wavespeed. Given an accurate method for Eq.
(1), when A~/(Ar) is large, again there no guarantee the method will reduce to an accurate method for Eq. (2).
Methods for stiff systems have recently been an active area of research .4'6-10Such systems can be found, for example, in combustion, multi-phase flows, and rarefied gas dynamics. In addition, outside of typical aerospace applications, the equations that govern neutron and radiation transport are stiff. Over the past decade, much progress has been made in integrating transport methods. One method that has had good results for transport is Discontinuous Galerkin (DG) with linear elements .11~12 More generally, we denote DG(k) as DG using k'th order polynomials as a basis. We intend to show in this paper that DG may be an excellent choice for other stiff systems.
We stress that our interest is in methods that not only have the proper 'inviscid' (or 'Eulerian') limit, in that they asymptotically reduce to the left-hand side of Eq. (2), but also the method must accurately represent the diffusion term. Even if the interest is only in the inviscid limit, in this study we will demonstrate that if a method has the correct inviscid limit but the incorrect diffusion limit, it may be much too diffusive even when the exact diffusive length scale is sub-grid.
The Discontinuous Galerkin Method
In this section we give a brief overview of our implement ation of the semi-discrete version of DG (k). The discussion here is for only one space dimension. For an excellent description of DG, along with the extension to multiple dimensions, see the series of papers al 13-16Also, all of the results we by Cockburn et.
. present in this study are for k = 1. We review the method for larger k for completeness and to show that our source-term treatment carries over to the general case.
Let the spatial mesh be made up of cells defined as the intervals [Sm_112, rm+1i2] The basis set {~} are Lagrange-Legendre polynomials and the set {cl, &, ..., &} are the Gauss-Lobatto 17 A property of this basis is that integration points. #i((j) = &j,
so that Um ,j rel?resents the value of the solution with respect to cell m at &. See Fig. 1 . Our choice of basis is somewhat unconventional when compared with previous DG work, and as will be seen, is a consequence of our desire to treat the source term implicitly in an efficient manner. For our choice of basis,
where Fm+1j2 u F(Um,n, Um+l,l ) is any suitable flux function. At least in this study, the wave decomposition in the flux solver is based on the "frozen" flux f(u), as opposed to including any effects of the "equilibrium" waves defined by g (v) . This issue will be discussed further in the results section for radiation hydrodynamics.
Following the "quadrature free" approach,18 if the integrals in Eq. (5) be written as
+f%---+%+1++l+
m where the subscript m is henceforth dropped unless needed, and u = (ul, U2, . . ., UJT, B = (JL7-1/2, Rn+I/2)T.
The remaining quantities in Eq. (8) require additional explanation. The first integral in Eq. (5) is computed exactly, with Mu an n x n matrix and each component given by
The matrix MB is n x 2, given by (MB)i,j = &,nc$,2 -&l~j,l.
To account for the possible nonlinearity of f(u), the second integral in Eq. (5) is approximated with nvquadrature points, with nv > n. The quadrature rule has weights {wv} corresponding to the point locations, {&v}. Also,
where fj = f (u(~jv, t)), and Mv is a n x nv matrix:
(Mv)i,j = w:@&c;.
A similar approach could be used to account for the nonlinearities in the source term. However, it is sufficiently accurate to take S=(S1, S2,. ... S?JT, where sj = s(Uj ), and MS = Mi-J. The reason this works is that it is easy to show that there is no approximation (aside from time-integration errors) when s(u) is linear, or when f(u) = O. The advantage of this simplification is that Eq. (8) can then be written as
..
where CB = M~lMB and Cv = M~lMv. These matrices are independent of the particular element so that they can be computed once and stored. Moreover, coupled with our choice of basis, if B and V are treated explicitly, and S implicitly, the method is point implicit. By 'point' we mean a single Uj. For some other Ms # Mu, or for a nonlinear s(u) used with a basis that does not satisfy Eq. (7), the method would be implicit over all n values of Uj within an element.
The ideas we have borrowed from the quadraturefree approach extend to multiple-space dimensions18 and the source-term treatment extends easily as well.
Time Integration
A common approach for DG is to use RungeKutta time-stepping. 19 Runge-Kutta requires the entire residual to be evaluated at the same solution state.
When the relaxation time scale is not import ant, an implicit treatment of the source term is warranted. On the other hand, so that the method is point-implicit, we prefer to treat the remaining terms explicitly. Therefore, instead of Runge-Kutta, we use a simple predictor-corrector approach.
For the predictor, the source term is treated fullyimplicitly over a half-time step, while the remaining terms are explicit. Equation (9) 
At/2~C
BBn -CVV" = S"+1/2, + Axm where the superscript-n denotes the time-level. The corrector-step is then
where O < 0 < 1. We typically use O = 1 (fully implicit), which in general is only first-order in time.
An alternative is $ = 1/2 (Crank-Nicholson), which is second-order when the relaxation time is resolved, but is well known to give oscillatory behavior if the relaxation time is unresolved. In practice, if the relaxation time is unresolved, a fully implicit treatment is sufficiently accurate since the remaining terms are treated with second-order accuracy.
Hyperbolic Heat Equation
In this section we present results for Eq. (3) on the domain x E [0, 1], with periodic boundary conditions, and the initial condition u = v = cos(27rz). For reference, we compare with a high-resolution (HR) method that uses a central-difference slope reconstruction and the same time-integrator presented in the previous section. By no means do we intend to imply that this is a state-of-the-art high-resolution method for stiff systems; instead, HR is meant to represent what happens when a standard method for hyperbolic systems is naively applied to a stiff system.
The DG results were run at a Courant number of 0.3 (stability limit is 1/3), based on the "frozen" wavespeeds of +1. The HR results used a Courant number of 0.8 (stability limit is 1).
The timeintegrator used O = 1/2, although little difference was observed in the values of u with 0 = 1. No slopelimiting was applied in either method. Figure 2 shows the results for two values of~, and the final time set to O.01/T. The exact total amount of damping is the same for both cases. The results show that DG (1) is fairly independent of~, whereas for~= 1 x 10-5, the HR results are significantly overdamped, even for 80-mesh cells. Note that on the same mesh, DG (1) has twice the unknowns per cell as the HR method.
The difficulties for the HR method cannot be overcome by simply lowering the timestep. For example, for the 80-cell case in Fig. 2b , lowering the Courant number from 0.8 to 0.08 decreased the amplitude from 0.46142 to 0.46122; that is, the error increased. Figure 3 shows the error convergence of DG(l) for three values of r and a fixed Courant number. A comparison is made between the two values of O used in the corrector.
For Crank-Nicholson (0 = 1/2), the method is uniformly second order. The O = 1 results initially converge second-order, until the mesh is refined to a point that the error drops below O(T). With further refinement the rate slows to below first-order, until finally the relaxation time-scale is resolved and the method slowly asymptotes to first-order accuracy. The initial second-order behavior is encouraging, in that it demonstrates that the source-term treatment need not be second-order to obtain a second-order representation for the diffusion approximation, Eq. (2).
For strongly nonlinear problems such as radiation hydrodynamics, Crank-Nicholson is not an option because of its oscillatory behavior. For the remainder of this study, @ = 1 is used, which still gives good results, particularly when the diffusion approximation is valid. More accurate time-integration methods are left for future study.
Broadwell Equations
A simple gas kinetics model that is often studied is the Broadwell equations:
were p is the density, m the momentum, and z the pressure. As T + O, the last equation gives that z( m2/p + p)/2 and the first two equations take on a form that resembles the isothermal Euler equations. Figure 4 shows results for similar conditions as those run by Arora & Roe.4 Jinl" has also run the problem shown in Fig. 4d A~=lXIO-3 These problems required the use of Van Leer's double-minmod limiter,20 applied to the characteristic variables of the frozen system after both the predictor In each problem, DG(l) used the same number of cells as Arora & Roe's cell-centered scheme, which translates into DG(l) using twice the number of unknowns. In our experience, to resolve discontinuities with equal resolution as cell-centered methods, even for non-stiff problems DG(l) requires the same number of cells. With this in mind, our results compare very well with those presented by Arora & Roe and by Jin.
A final comment needs to be made about Fig. 4b . For those familiar with shock-capturing methods, the bump near x = -0.2 appear to be an unphysical starting error. However, we believe it is the correct solution. To begin with, both the bump's amplitude and width do not change with increasing mesh size. Moreover, if is changed slowly from~= 1 to~= 1 x 10-2, one sees (although not shown here) a smooth change in the solution from Fig. 4a to 4b .
Radiation Hydrodynamics
The non-relativistic Euler equations of gas dynamics, coupled with a gray Pi-model of radiation transport, can be written in non-dimensional form as21'22 &p+ (9Z(pu)= o, 
dtET i-C&Fy = c~E,
tFT + ;C8zEr = CSF,
where p is the material density, u the velocity, E the total material specific energy, p the material pressure, . ,, .% . ET the radiation energy density, and F. the radiation flux. Assuming negligible scattering and Planckian emission, the energy and momentum depositions are given by, respectively,
SE = cq(T4 -E,) + ot;(F, -$:E.), (lIf) SF = -at(~r -$; E.) + u~;(~4 -Er), (llg)
where Ct is the non-dimensional cross-section (flowlength scale over the photon mean-free-path) and T is the material temperature. There are two nondimensional constants in these equations:
where c is the lightspeed, aR the radiation constant, and 'co' denotes reference conditions, with am the reference soundspeed.
The parameter C is a measure of relativistic effects, while P is proportional to the equilibrium-radiation pressure over the material pressure. Unlike the majority of engineering applications, where P is very small, we are interested in regimes where 'P can become order unity or higher.
For at large, Eqs. (11) can be approximated by
8~(pE*) + & [(PE* + p")v] = & [~/LT4]
, (12c) where
This limit is often referred to as the equililwiumdiflusion limit.21 Note that the left-hand side of Eqs. (12) is in the form of the Euler equations. Equilibrium radiation effectively modifies the equation-of-state. It can be shown that the system (11) satisfies the subcharacteristic condition .22 A flux solver for the frozen flux in Eqs. (11) is straightforward, since in the absence of the source terms, the radiation and hydrodynamics decouple. The hydrodynamic flux is computed with Roe's approximate Riemann solver with entropy correction,23 while the radiation component (Eqs. (1 id-e) ) is simply a linear first-order wave equation with wavespeeds +C/fi and is easily upwinded. Although the frozen flux is used in this study, there is a substantial difference in the wave structures of Eqs. (11) and Eqs. (12).22
The results in this section are generated with C = 100, which is too small, but allows an explicit treatment of the radiation flux at a reasonable cost. An implicit treatment of the radiation waves should not aflect the accuracy properties12 and is left for future study. All results used the Van Leer limiter applied to the characteristic variables of the system (11). and Fr set to their equilibrium values, These conditions result in a shock profile that separates two equilibrium states; that is, the Rankine-Hugoniot conditions are defined through Eqs. (12). Figure 5 compares temperature profiles for DG(l) solutions of Eqs. (11) and an HR solution of Eqs. (12). Also plotted is the exact equilibrium shock-profile, determined by numerically integrating an ordinary differential equation that results from Eq. (12c). The HR solution is a second-order method that uses a centraldifference treatment for the diffusion operator and a general equation-of-state implementation (to account for the radiation effects) of Roe's approximate Riemann solver.24~25 For the same number of cells, the DG(l) results compare well with the HR results.
Also interesting are results when the shock profile is unresolved. Figure 6 shows results for a large enough at such that the exact shock profile is much less than any of the mesh spacings used. For a stationary shock, DG(l) is able to capture the shock over a single mesh cell. We considered two different initial conditions:
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Continuous:
The shock jump is initialized as a linear profile across a single cell.
Discontinuous: The shock jump is placed at a cell interface. This is the method used for aIl calcula- tions.
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Both initial conditions converge to the solution shown in Fig. 6 . However, as one might expect, the continuous method does not deviate from its initial condition. The discontinuous method generates small wiggles at the interface which are then transported out of the domain.
Ideally, the discontinuous initialization should also be a steady solution for this example. In the present implementation, the discontinuous initialization cannot be maintained because the "wrong" Rlemann problem is solved at the cell interface. As atAx increases (i.e., the cell-optical thickness increases), the Riemann problem should transition from that for Eqs. (11) to that for Eqs. (12). This conclusion has also been reached by other researchers for various stiff systems,4' 7-9 and at this point there is no clear approach to resolve the issue so we leave it for future study.
Results for DG(0) are also shown in Fig. 6 . DG(0) is equivalent to a first-order, finite volume method, and is also known in the transport literature as the "step method."
Larsen, Morel, and Millerll prove that steady solutions using the step method for linear transport do not have the proper equilibriumdiffusion limit. This proof can be extended to any high-resolution method whose reconstruction for each dependent variable is based solely on the cell averages of that variable.2G The overly-diffusive DG(0) results demonstrate that the lack of the correct diffusion limit extends to radiation hydrodynamics. Note that DG(0) does obtain the correct shock-jump (it is conservative), which indicates that it obtains the correct inviscid limit. For a different system of equations that also satisfy the sub-characteristic condition, Pember6 showed that Godunov's method coupled with an implicit treatment of the source term converges to the correct inviscid limit. Unfortunately, as shown in our results for radiation hydrodynamics, the correct inviscid limit does not mean the method is practical. The consequences of the improper diffusion limit may be dramatic even in cases where the exact diffusion effects are sub-grid.
We next consider an unsteady case with a larger value of T'. Figures 7 to 9 shows results for various Ut. The conditions for these cases are y = 5/3, = 44.930910, C = 100. The initial condition is (p, u,p) = (1.0, 0.0, 0.6) for z <0.75 and (p, u,p) = (3.122689, -6.797632, 2.874136) for x >0.75, with E. and F. set to their equilibrium values. For at = O, radiation and hydrodynamics decouple, and the exact hydrodynamic solution is two shocks moving to the left separated by a contact discontinuity. Results for at = 100 show that the remnants of the double-shock structure are still apparent, but the contact is diffused away.
As Ot + co, the exact solution approaches a single shock moving to the left at Mach 10. These results are shown Fig. 9 and indicate that DG (1) is able to resolve the equilibrium shock in 2 to 3 cells. Starting errors are also apparent at z = 0.4 and z = 0.7. The bump at x = 0.4 corresponds to an entropy wave, even though there is a bump in the hydrodynamic pressure. The effective pressure, p + Er/3, does not show a bump at x = 0.4. We suspect these starting errors would be smaller if the Rlemann solver included source-term effects.
Conclusions
Promising results using DG have been presented for a variety of systems with stiff relaxation terms. The time-integration method is simple and point-implicit, and therefore the addition of stiff-source terms does not greatly increase the cost. It is possible to obtain second-order results in the diffusion limit even with a first-order treatment for the source term. To obtain a stable, uniformly second-order method over all values of the stiffness parameter, we are currently investigating other time-integrators.
There remains the question as to whether the Rkmann problem should include the source term effects. We believe that for some problems, our current approach of using the frozen limit is sufficiently accurate. For example, DG(l) solutions of the the hyperbolic heat equation appear continuous in the diffusion limit, so that any consistent Rlemann solver will give the same flux. Note that for pure transport problems, the continuity of the DG ( 1) solution in the diffusion limit has been proven to leading order.1112 For radiation transport, this means that the temperature is continuous. The continuity can also be viewed as a consequence of the diffusion terms in Eqs. (4) and (12c). However, when radiation transport is coupled to hydrodynamics, discontinuities can occur in density and velocity, even if the diffusion layer is resolved. The correct wave decomposition may then become critical, although for the results presented here, DG is still able to obtain a reasonably accurate result.
