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the other, the properties of generalized and hypergeneralized projectors related to various matrix partial
orderings are considered. Moreover, the paper demonstrates the usefulness, in studying the properties of
generalized and hypergeneralized projectors, of the representation of complex matrices given in Corollary
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1. Introduction
LetCm,n be the set of m × n complex matrices. The symbols A∗,R(A), and rk(A) will denote
the conjugate transpose, range (column space), and rank, respectively, of A ∈ Cm,n. Further, A†
will stand for the Moore–Penrose inverse of A, i.e., for the unique matrix satisfying the equations
AA†A = A, A†AA† = A†, AA† = (AA†)∗, A†A = (A†A)∗,
and In will be the identity matrix of order n. Moreover, CPIm,n and CCAm,n will denote the subsets of
Cm,n comprising partial isometries and contractions, i.e.,
CPIm,n={A ∈ Cm,n: AA∗A = A} = {A ∈ Cm,n: A† = A∗}, (1.1)
CCAm,n={A ∈ Cm,n: ‖Ax‖  ‖x‖ for all x ∈ Cn,1}, (1.2)
where ‖ · ‖ denotes a vector norm. Finally, CPn , COPn , CQPn , CNn , ,CSDn , CEPn , and CWEPn will stand
for the subsets of Cn,n consisting of projectors (idempotent matrices), orthogonal projectors
(Hermitian idempotent matrices), and quadripotent, normal, star-dagger, EP (range-Hermitian),
and weak-EP matrices, respectively, i.e.,
CPn = {A ∈ Cn,n: A2 = A}, (1.3)
COPn = {A ∈ Cn,n: A2 = A = A∗} = {A ∈ Cn,n: A2 = A = A†}, (1.4)
CQPn = {A ∈ Cn,n: A4 = A}, (1.5)
CNn = {A ∈ Cn,n: AA∗ = A∗A}, (1.6)
CSDn = {A ∈ Cn,n: A∗A† = A†A∗}, (1.7)
CEPn = {A ∈ Cn,n: AA† = A†A} = {A ∈ Cn,n:R(A) = R(A∗)}, (1.8)
CWEPn = {A ∈ Cn,n: AA†A†A = A†AAA†}. (1.9)
The concepts of generalized and hypergeneralized projectors were introduced by Groß and
Trenkler [9, pp. 465, 466]. They may be viewed as weakened versions of the two characteriza-
tions of orthogonal projectors in (1.4), obtained by deleting in each of them the idempotency
requirement. Their explicit specifications are restated in the following.
Definition. A matrix A ∈ Cn,n is called:
(i) generalized projector whenever A2 = A∗,
(ii) hypergeneralized projector whenever A2 = A†.
The two sets of matrices specified in Definition will henceforth be denoted byCGPn andCHGPn ,
respectively.
In the present paper we provide several new results on generalized and hypergeneralized projec-
tors. The next section is devoted to characterizations of the setsCGPn andCHGPn , whereas Section 3
concerns various matrix partial orderings in reference to generalized and hypergeneralized projec-
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tors. Some of the results obtained generalize and/or extend the ones available in the literature and
some are unrelated to the previous considerations. An important aim of the paper is to demonstrate
the usefulness, in studying the properties of generalized and hypergeneralized projectors, of the
representation of complex matrices given in Corollary 6 by Hartwig and Spindelböck [11].
2. Characterizations of generalized and hypergeneralized projectors
According to Corollary 6 in [11], every matrix A ∈ Cn,n of rank r can be represented in the form
A = U
(
K L
0 0
)
U∗, (2.1)
where U ∈ Cn,n is unitary,  = diag(σ1Ir1 , . . . , σt Irt ) is the diagonal matrix of singular values
of A, σ1 > σ2 > · · · > σt > 0, r1 + r2 + · · · + rt = r , and K ∈ Cr,r , L ∈ Cr,n−r satisfy
KK∗ + LL∗ = Ir . (2.2)
From (2.1) it follows that
A† = U
(
K∗−1 0
L∗−1 0
)
U∗. (2.3)
The lemma below provides characterizations of the sets introduced in (1.1)–(1.9) and Defini-
tion, and will be useful in the subsequent considerations.
Lemma 1. Let A ∈ Cn,n be of rank r and have representation (2.1). Then:
(i) A ∈ CPIn,n ⇔  = Ir ,
(ii) A ∈ CCAn,n ⇔ Ir − 2 = CC∗ for some C ∈ Cr,r ,
(iii) A ∈ CPn ⇔ K = Ir ,
(iv) A ∈ COPn ⇔ L = 0,  = Ir , K = Ir ,
(v) A ∈ CQPn ⇔ (K)3 = Ir ,
(vi) A ∈ CNn ⇔ L = 0, K = K,
(vii) A ∈ CSDn ⇔ K∗ = K∗,
(viii) A ∈ CEPn ⇔ L = 0,
(ix) A ∈ CWEPn ⇔ L∗K = 0,
(x) A ∈ CGPn ⇔ L = 0,  = Ir , K3 = Ir ,
(xi) A ∈ CHGPn ⇔ L = 0, (K)3 = Ir .
Proof. We will establish conditions (i), (ii), and (x) only, for the remaining eight equivalences
are obtained similarly, as straightforward consequences of combining representations (2.1), (2.3)
with characterizations (1.3)–(1.9) and point (ii) of Definition.
To show condition (i) first observe that, in view of A ∈ CPIn,n ⇔ A† = A∗, representations (2.1)
and (2.3) entail
A ∈ CPIn,n ⇔ K∗−1 = K∗, L∗−1 = L∗. (2.4)
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Premultiplying equalities on the right-hand side of (2.4) by K and L, respectively, leads to the
conjunction
KK∗−1 = KK∗, LL∗−1 = LL∗,
which, on account of (2.2) implies  = −1. Hence, 2 = Ir , or, since  is a diagonal matrix
with positive diagonal entries,  = Ir . Sufficiency of this condition is clearly visible from (2.4),
and thus point (i) of the lemma is established.
The proof of condition (ii) refers to the known fact that A ∈ CCAn,n can be equivalently expressed
as In − AA∗ = BB∗ for some B ∈ Cn,n, with the latter condition expressing nonnegative defi-
niteness of In − AA∗; see [5, Chapter 4, Ex. 43]. Utilizing this fact, it follows that A ∈ CCAn,n if and
only if Ir − 2 is nonnegative definite. Hence, condition (ii) of the lemma is directly obtained.
Proof of condition (x) is little more involved. From (2.1) it follows that A satisfies A2 = A∗ if
and only if
L = 0, KK = K∗. (2.5)
Substituting L = 0 into (2.2) shows that then K∗ = K−1, and, in consequence, the right-hand side
equality in (2.5) can be rewritten as  = KKK, or as K∗K∗ = K. Taking the conjugate
transpose on both sides of the latter of these conditions gives KK = K∗, what combined
with the former condition entails  = K∗2K. Thus, K = 2K, or, equivalently,  = Ir . The
proof of point (x) of the lemma is concluded by an observation that substituting  = Ir into the
right-hand side equality in (2.5) leads to K3 = Ir . 
Several interesting characterizations of the sets CGPn and CHGPn are obtained as direct conse-
quences of Lemma 1. For instance, it is easily seen that
CHGPn = CQPn ∩ CEPn = CQPn ∩ CWEPn . (2.6)
The former characterization in (2.6) constitute part (a) ⇔ (d) of Theorem 2 in [9], whereas the
latter one was provided in Theorem 3 by Baksalary et al. [1]. Another straightforward observation
originating from Lemma 1 is that
CGPn = CPIn,n ∩ CQPn ∩ CWEPn = CPIn,n ∩ CHGPn ; (2.7)
see Theorem 1 and Corollary on p. 466 in [9] and Theorem in [3].
We begin with providing a characterization of the set CHGPn . From point (2) of Corollary 3
in [7] it follows that if A ∈ CGPn , then A3 is an orthogonal projector onto R(A). On the other
hand, Stewart [17, p. 410] observed that if A ∈ CHGPn , then A3 is an orthogonal projector. In the
theorem below, these statements are combined and generalized.
Theorem 1. Let A ∈ Cn,n. Then A ∈ CHGPn if and only if A3 is the orthogonal projector onto
R(A).
Proof. From (2.1) it follows that
A3 = U
(
(K)3 (K)2L
0 0
)
U∗ (2.8)
and, utilizing case (iv) of Lemma 1, that the orthogonal projector onto R(A) is of the form
PA = U
(
Ir 0
0 0
)
U∗.
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Hence, it is seen that PA = A3 if and only if L = 0 and (K)3 = Ir , i.e., in view of case (xi) of
Lemma 1, A ∈ CHGPn . 
It is known that a necessary condition for a matrix A ∈ Cn,n to be a projector is that rk(A) =
tr(A), where tr(·) denotes the trace of a matrix argument. Hence, it follows from Theorem 1 that
A ∈ CHGPn implies rk(A3) = tr(A3). Another version of this result, obtained by combining (2.8)
with case (xi) of Lemma 1 is given in what follows.
Corollary 1. Let A ∈ CHGPn . Then rk(A) = tr(A3).
Theorem 5 in [1] establishes that for any A ∈ Cn,n,
A ∈ CGPn ⇔ A† ∈ CGPn and A ∈ CHGPn ⇔ A† ∈ CHGPn . (2.9)
A natural question arising in the context of relationships (2.9) is whether the corresponding
equivalences remain valid when the Moore–Penrose inverse of A is replaced by its group inverse
A#, being the unique matrix satisfying the equations
AA#A = A, A#AA# = A#, AA# = A#A.
It is known that not every square matrix has the group inverse and that the necessary and sufficient
condition for a given matrix A ∈ Cn,n to have such an inverse is that it is of index one or, in other
words, that rk(A2) = rk(A). The answer to the above question is given in the following.
Theorem 2. Let A ∈ Cn,n be of index one. Then
A ∈ CGPn ⇔ A# ∈ CGPn and A ∈ CHGPn ⇔ A# ∈ CHGPn . (2.10)
Proof. From cases (viii), (x), and (xi) of Lemma 1 it follows that CGPn ⊆ CHGPn ⊆ CEPn . Hence,
combining the well-known fact that A ∈ CEPn ⇔ A† = A# (see e.g., [5, p. 157]), with (2.9) shows
that the “⇒” parts of equivalences in (2.10) necessarily hold.
To establish the converse implications, first we note that, as is easily checked by direct
verification, the group inverse of matrix A given in (2.1) (if it exists) is of the form
A# = U
(
K−1−1 K−1−1K−1L
0 0
)
U∗. (2.11)
Straightforward calculations show that A# ∈ CGPn if and only if
L = 0 and K(K)2 = . (2.12)
Hence, combining the condition obtained from that latter equality in (2.12) by premultiplying
by , with the condition obtained from the same equality by premultiplying by K∗ (= K−1)
and postmultiplying by K, gives 2 = K∗2K. Thus, taking square roots on both sides, yields
 = K∗K from where K = K follows. Under commutativity, the latter equality in (2.12)
can be rewritten as K3 = −1. Hence, on the one hand,  = (K∗)3, and, on the other (by taking
conjugate transposes on both sides), −1 = (K∗)3. In consequence,  = Ir , what substituted into
the latter equality in (2.12) entails K3 = Ir . In view of case (x) of Lemma 1, the “⇐” part of the
left-hand side equivalence in (2.10) is thus established.
To complete the proof we need to show that A# ∈ CHGPn implies L = 0 and (K)3 = Ir . This
is indeed the case, what can be shown straightforwardly by utilizing the Moore–Penrose inverse
of A# given in (2.11), which is of the form
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(A#)† = U
(
K∗KK 0
L∗KK 0
)
U∗.
The proof is complete. 
Other two characterizations of the set of generalized projectors are given in the consecutive
two theorems. Interestingly, they are obtained from (2.7) by replacing the set of partial isometries
by the sets of star-dagger matrices and contractions, respectively. The theorems are followed by
examples which show that the characterizations provided in them are not trivial.
Theorem 3. For any A ∈ Cn,n,
A ∈ CGPn ⇔ A ∈ CSDn ∩ CQPn ∩ CWEPn . (2.13)
Proof. From cases (v), (vii), and (ix) of Lemma 1 it is seen that A ∈ CSDn ∩ CQPn ∩ CWEPn if and
only if
(K)3 = Ir , K∗ = K∗, L∗K = 0. (2.14)
Combining the first and the last condition in (2.14) yields L = 0. Hence, K∗ = K−1 and the
middle condition in (2.14) can equivalently be expressed as K = K. In consequence, the first
condition in (2.14) entails 3 = (K∗)3, from where, by taking the conjugate transpose on both
sides, we get 3 = K3. Recall that  is a diagonal matrix with real and positive diagonal entries.
This fact, along with 3 = K3 = (K∗)3 = K−3, means that K3 is also a diagonal matrix with
positive diagonal entries (say) αi , i = 1, . . . , r , satisfying αi = α¯i = 1/αi . Thus, clearly, αi = 1,
i = 1, . . . , r , i.e., K3 = Ir . Substituting this condition into the first condition in (2.14) entails
 = Ir , and thus it is seen that (2.14) ensures that A ∈ CGPn . The other direction is obvious. 
Theorem 4. For any A ∈ Cn,n,
A ∈ CGPn ⇔ A ∈ CCAn,n ∩ CQPn ∩ CWEPn . (2.15)
Proof. From cases (v) and (ix) of Lemma 1 it follows that if A of the form (2.1) is quadripotent
and weak-EP, then
A = U
(
K 0
0 0
)
U∗, where (K)3 = Ir . (2.16)
Thus, it is clear that A is a contraction if and only ifK is a contraction. On account of [5, Chapter
4, Ex. 43] this means that Ir − K(K)∗ = Ir − 2 is nonnegative definite, which further entails
that the singular values of K, denoted by σi(K), i = 1, . . . , r , are not greater than one, i.e.,
0  σi(K)  1, i = 1, . . . , r . On the other hand, (K)3 = Ir implies that the eigenvalues of
K, denoted by λi(K), i = 1, . . . , r , satisfy |λi(K)| = 1, i = 1, . . . , r . Hence, from Theorem
3.3.13 in [14] we get
r 
r∑
i=1
σ 2i (K).
In consequence, σ 2i (K) = 1, i = 1, . . . , r , leading to K(K)∗ = Ir . Thus,  = Ir , and com-
bining this condition with (K)3 = Ir gives K3 = Ir .
Conversely, if A of the form (2.1) is a generalized projector, then A ∈ CQPn ∩ CWEPn and, on
account of case (x) of Lemma 1, we have
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A = U
(
K 0
0 0
)
U∗, where K3 = Ir , K∗ = K−1. (2.17)
Hence, Ir − KK∗ = Ir − K3 = 0, which leads to the conclusion that A is a contraction. The proof
is complete. 
The characterizations (2.13) and (2.15) of CGPn strengthen the one in (2.7) by replacing CPIn,n
byCSDn andCCAn,n, respectively. These strengthenings are essential in the sense that, as can be seen
by taking
A =
(
1 1
1 0
)
and A =
(
1
2
1
2
0 12
)
, (2.18)
respectively, the obvious implications A ∈ CPIn,n ⇒ A ∈ CSDn and A ∈ CPIn,n ⇒ A ∈ CCAn,n are in
general not reversible. Moreover, notice that the left-hand side matrix in (2.18) being star-dagger,
is not a contraction, whereas the right-hand side matrix being a contraction, is not star-dagger,
what shows that there is no implication-type relationship between the sets CSDn and CCAn,n.
The last observation concerning relationships (2.7), (2.13), and (2.15) utilizes the matrix
A =
(
1 x
0 − 12 −
√
3
2 i
)
, where x ∈ C, (2.19)
which satisfies A2 = A−1, i.e., is a hypergeneralized projector. If x /= 0, then A in (2.19) is not a
partial isometry, star-dagger, or contraction. Thus, relationships (2.7), (2.13), and (2.15) cannot
be generalized by replacing the set CGPn on their left-hand sides by the set CHGPn .
The next result concerns the product of two matrices belonging to the setCGPn . As was observed
by Groß and Trenkler [9, Theorem 7], commutativity of two generalized projectors is sufficient for
their product to be a generalized projector as well. The theorem below generalizes and extends this
result. The generalization consists in showing that if one of A, B ∈ CGPn is in addition idempotent
(i.e., it is in fact an orthogonal projector; see Theorem 1 in [1]), then condition AB = BA becomes
also necessary for AB ∈ CGPn . Extension consists in introducing the condition referring to the
normality of AB.
Theorem 5. Let A, B ∈ CGPn and let either A or B be idempotent. Then the following statements
are equivalent:
(i) AB ∈ CGPn , (ii) AB ∈ CNn , (iii) AB = BA.
Proof. Let A of the form (2.1) be a generalized projector, i.e., in view of case (x) of Lemma 1, A
is of the form (2.17), and let B ∈ CGPn be partitioned as
B = U
(
D E
F G
)
U∗, where D ∈ Cr,r , G ∈ Cn−r,n−r . (2.20)
Straightforward calculations show that B2 = B∗ if and only if
D∗ = D2 + EF, E∗ = FD + GF, F∗ = DE + EG, G∗ = G2 + FE. (2.21)
From (2.17) and (2.20) it follows that
AB = U
(
KD KE
0 0
)
U∗, (2.22)
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and hence AB ∈ CGPn if and only if E = 0 and KD ∈ CGPr . Combining the former of these
conditions with the third condition in (2.21) gives F = 0, whereas from the first and the last
conditions in (2.21) it is seen that D ∈ CGPr and G ∈ CGPn−r .
Next, utilizing the fact that K∗ = K−1, from (2.22) it follows that AB ∈ CNn can be equivalently
expressed as E = 0 and KDD∗K∗ = D∗D. Clearly, from (2.21) we further obtain F = 0, D ∈ CGPr ,
and G ∈ CGPn−r .
Finally, A and B commute if and only if E = 0, F = 0, and KD = DK, in which case both D
and G are necessarily generalized projectors.
Assume now that A ∈ CPn . Then, from cases (iii) and (x) of Lemma 1 it follows that K = Ir ,
and it is clear that statements (i)–(iii) of the theorem are equivalent.
The proof is completed by an observation that situation corresponding to B ∈ CPn is obtained
from the one corresponding to A ∈ CPn by utilizing the equivalence A ∈ CPn ⇔ A∗ ∈ CPn com-
bined with the fact that conditions (i)–(iii) of the theorem can be equivalently expressed as
B∗A∗ ∈ CGPn , B∗A∗ ∈ CNn , and B∗A∗ = A∗B∗, respectively. 
From (1.3) and (1.4) it is clear that A ∈ CPn if and only if In − A ∈ CPn and, similarly, A ∈ COPn
if and only if In − A ∈ COPn . It appears that such a property is in general not valid for generalized
and hypergeneralized projectors. A counterexample is provided by
A =
(
c 0
0 0
)
, where c = − 12 −
√
3
2 i or c = − 12 +
√
3
2 i. (2.23)
It can easily be verified that this matrix satisfies A2 = A∗ (and thus A2 = A† as well), but fails
to satisfy (I2 − A)4 = I2 − A, which in view of (2.6) and (2.7) is a necessary condition for
A ∈ CHGPn (and thus also for A ∈ CGPn ).
Groß and Trenkler [9, p. 469] gave a remark which sheds some additional light on the relation-
ship considered above. Namely, they noted that if A ∈ CGPn , then In − A ∈ CEPn . (Parenthetically
notice that this result is also obtained by combining inclusion CGPn ⊆ CCAn , being a consequence
of Theorem 4, with Lemma 3.3 in [12].) A substantially strengthened and extended version of
this observation constitutes the following.
Theorem 6. If A ∈ CGPn , then In − A ∈ CNn . Moreover, A ∈ CGPn implies In − A ∈ CGPn if and
only if A ∈ COPn . Similarly, if In − A ∈ CGPn , then A ∈ CNn , and In − A ∈ CGPn implies A ∈ CGPn
if and only if A ∈ COPn .
Proof. In view of cases (vi) and (x) of Lemma 1, it is seen that CGPn ⊆ CNn , and since
A ∈ CNn ⇔ In − A ∈ CNn , (2.24)
the implication A ∈ CGPn ⇒ In − A ∈ CNn is established. The next step is to characterize all those
matrices A with the property A2 = A∗ for which (In − A)2 = (In − A)∗. It can straightforwardly
be verified that this is possible if and only if A = A∗, and combining A = A∗ with A2 = A∗ leads
to A ∈ COPn .
Similarly, from cases (vi) and (x) of Lemma 1 and (2.24) it is clear that In − A ∈ CGPn ⇒
A ∈ CNn . Moreover, when (In − A)2 = (In − A)∗, i.e., A2 − 2A + A∗ = 0, then A2 = A∗ holds
if and only if A2 = A, and combining A2 = A with A2 = A∗ leads again to A ∈ COPn . 
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In view ofCGPn = CQPn ∩ CNn , being a part (b) ⇔ (c) of Theorem 1 in [9] (see also Theorem in
[3]), immediate consequences of (2.24) are the following characterizations of the properties In −
A ∈ CGPn and A ∈ CGPn referring to the conditions A ∈ CGPn and In − A ∈ CGPn , respectively.
Corollary 2. If A ∈ CGPn , then In − A ∈ CGPn if and only if In − A ∈ CQPn , and, similarly, if
In − A ∈ CGPn , then A ∈ CGPn if and only if A ∈ CQPn .
From (2.7) it is seen that another class of matrices which is useful in characterizing CGPn is
CPIn,n. In this context, it seems natural to consider similar problems to those in Theorem 6: whether
A ∈ CGPn does entail In − A ∈ CPIn,n and whether In − A ∈ CGPn does entail A ∈ CPIn,n. It appears
that in both these cases the answer is negative. The matrix A specified in (2.23) is a generalized
projector, but I2 − A is not a partial isometry, and I2 − A with A of the form as in (2.23) having
the only nonzero element c equal to 32 +
√
3
2 i or
3
2 −
√
3
2 i is a generalized projector, but A is not
a partial isometry.
Negative answers are obtained also when considering analogous questions referring to hyper-
generalized projectors, whose the latter characterization in (2.6) involves weak-EP matrices. For
example, matrix (2.19) is a hypergeneralized projector, but, if x /= 0, then I2 − A, having the
Moore–Penrose inverse
(I2 − A)† =
(
0 0
− x¯3+xx¯ 3−
√
3i
2(3+xx¯)
)
,
is not a weak-EP matrix. Conversely, for A˜ chosen so that I2 − A˜ = A, analogous arguments
show that I2 − A˜ ∈ CHGPn , but A˜ /∈ CWEPn .
Although the general formula for the Moore–Penrose inverse of a linear combination of two
matrices was provided by Hung and Markham [15, Theorem 1], in practice it is rather difficult
to handle. The last result of the present section shows that representation (2.1) is very useful
in obtaining the Moore–Penrose inverse of a linear combination of the form αA + βA∗, where
A ∈ CGPn and α, β ∈ C. The key role in establishing this result is played by the following lemma.
Lemma 2. For any α, β ∈ C and K ∈ Cr,r such that K3 = Ir , K∗ = K−1, let G be a linear
combination of the form G = αK + βK∗. Moreover, let γ = α3 + β3. Then, γ /= 0 ensures that
G is nonsingular, in which case
G−1 = 1
γ
(β2K + α2K∗ − αβIr ). (2.25)
Proof. The result follows by direct verification of the condition GG−1 = Ir . 
As was already mentioned, if A given in (2.1) is a generalized projector, then A is of the form
(2.17). Hence,
αA + βA∗ =
(
αK + βK∗ 0
0 0
)
,
and on account of Lemma 2 it is clear that, provided α3 + β3 /= 0,
(αA + βA∗)† =
(
G−1 0
0 0
)
,
where G−1 is given in (2.25).
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3. Results referring to matrix partial orderings
Four partial orderings of matrices in Cn,n are considered, which are in general defined within
Cm,n. The first of them is the star ordering introduced by Drazin [6], characterized here as
A
∗
B ⇔ A∗A = A∗B and AA∗ = BA∗. (3.1)
Modifying (3.1), Baksalary and Mitra [4, p. 76] proposed the left-star and right-star orderings
defined by
A ∗ B ⇔ A∗A = A∗B and R(A) ⊆ R(B), (3.2)
A ∗ B ⇔ AA∗ = BA∗ and R(A∗) ⊆ R(B∗). (3.3)
The fourth partial ordering of interest in this paper is the minus (rank subtractivity) ordering
devised by Hartwig [10] and independently by Nambooripad [16]. It can be specified in several
ways, from which we select the following two:
A
−
B ⇔ rk(B − A) = rk(B) − rk(A) ⇔ BB†A = AB†B = AB†A = A. (3.4)
According to Theorem 2.1 in [4], the left-star and right-star orderings are located between the
star and minus orderings in the sense that
A
∗
B ⇔ A ∗ B and A ∗ B, (3.5)
A ∗ B ⇒ A −B and A ∗ B ⇒ A −B. (3.6)
Definitions (3.2) and (3.3) can be modified when it is known that predecessors in the orderings
specified therein are EP matrices.
Theorem 7. For any A ∈ CEPn and B ∈ Cn,n,
A ∗ B ⇔ A2 = AB and R(A) ⊆ R(B) (3.7)
with the condition A2 = AB being equivalent to A = A†AB (which implies R(A∗) ⊆ R(B∗)).
Similarly,
A ∗ B ⇔ A2 = BA and R(A∗) ⊆ R(B∗) (3.8)
with the condition A2 = BA being equivalent to A = BAA† (which implies R(A) ⊆ R(B)).
Proof. Premultiplying A∗A = A∗B by A†(A†)∗ yields A†A = A†B, and hence, on account of
AA† = A†A,
A2 = A2A†A = A2A†B = AA†AB = AB.
Conversely, premultiplying A2 = AB by A∗A† and using again AA† = A†A leads to A∗A = A∗B,
which in view of (3.2) completes the proof of (3.7). The statement supplementing (3.7) is obtained
by noting that, on account of A ∈ CEPn ,
A2 = AB ⇔ A†A2 = A†AB ⇔ A = A†AB.
The equivalence (3.8) and the supplementary statement follow similarly. 
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In view of (3.5), an immediate consequence of Theorem 7 is an observation that if A ∈ CEPn ,
then, for any B ∈ Cn,n,
A
∗
B ⇔ AB = A2 = BA, (3.9)
which is the content of Lemma 1 in [10].
A natural problem which arises in the context of relationships (3.5) and (3.6) is to characterize
situations where the four partial orderings considered, or some of them, become equivalent.
Hartwig and Styan [13, Theorem 2.3] pointed out that the minus and star orderings are equivalent
within the set COPn , which on account of (3.5) and (3.6) can be extended to the statement that if
A, B ∈ COPn , then
A
−
B ⇔ A ∗ B ⇔ A ∗ B ⇔ A ∗B. (3.10)
It appears that actually all these equivalences are satisfied within a wider class of matrices. Namely,
according to Lemma 2 in [8] (see also Corollary 3.1 in [2]), the chain (3.10) is valid for any A, B ∈
CPIm,n. Since (2.7) implies CGPn ⊆ CPIn,n, it is clear that (3.10) holds for all generalized projectors.
In view of the inclusion CGPn ⊆ CHGPn , being another consequence of (2.7), it is natural to ask
which parts of (3.10), if whichever, remain valid within the class of hypergeneralized projectors.
Unfortunately, the answer is totally negative: nothing can be added to relationships (3.5) and (3.6),
which are known to be valid for any A, B ∈ Cm,n.
The first observation concerning this point is that for A, B ∈ CHGPn the minus order A
−
B does
not in general entail either of the orders A ∗ B and A ∗ B (and thus A ∗B). Counterexamples
are provided by
A =
(
c 0
0 0
)
and B =
(
c 1
0 c−1
)
, (3.11)
where c = − 12 −
√
3
2 i or c = − 12 +
√
3
2 i. It can easily be verified that these matrices satisfy A
2 =
A†, B2 = B†, and rk(B − A) = rk(B) − rk(A), but not A∗A = A∗B, which on account of (3.4)
and (3.2) shows that A ∈ CHGPn is a minus predecessor of B ∈ CHGPn , but is not its left-star
predecessor. Similarly, in view of K ∈ CHGPn ⇔ K∗ ∈ CHGPn , the conjugate transposes of the
matrices given in (3.11) are hypergeneralized projectors as well, but A∗ −B∗ does not entail
A∗ ∗ B∗.
The matrices (3.11) are suitable also to show that the assumption A, B ∈ CHGPn is in general
insufficient to ensure the validity of the implications A ∗ B ⇒ A ∗B and A ∗ B ⇒ A ∗B. It
can easily be verified that they satisfy AA∗ = BA∗ and (obviously)R(A∗) ⊆ R(B∗), but A∗A /=
A∗B. Therefore, A being a right-star predecessor of B is not its star predecessor. Argumentation
concerning the case of the left-star order is analogous: it suffices to replace A and B by their
conjugate transposes.
The remaining part of the paper is concerned with inheritance type properties. Theorem 3 of
Groß and Trenkler [9] asserts that the property of being a hypergeneralized projector is inherited
within the class of EP matrices under the star partial ordering in the sense that if A, B ∈ Cn,n are
such that B ∈ CHGPn and A
∗
B, then A ∈ CHGPn if and only if A ∈ CEPn . This result is strengthened
below by showing that the inheritance property of this type holds also when the pair of equalities
in (3.9) characterizing A ∗B is reduced to any one of them.
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Theorem 8. Let A, B ∈ Cn,n be such that B ∈ CHGPn and A2 = AB or A2 = BA.Then A ∈ CHGPn
if and only if A ∈ CEPn .
Proof. In view of the former characterization in (2.6), only the “if” part is to be proved. Since
B ∈ CHGPn , it is clear that A2 = AB leads to
A2 = ABB†B = AB4 = A5.
On account of the equality AA† = A†A, multiplying A5 = A2 three times by A† yields A2 = A†,
thus completing the proof of the part referring to A2 = AB. The part referring to the condition
A2 = BA follows similarly. 
The paper is concluded by a remark dealing with the inheritance of the hypergenerality property
under the star partial ordering.
Remark. Let A ∈ Cn,n of the form (2.1) be a hypergeneralized projector, i.e., A is of the form
(2.16), and let B ∈ Cn,n be partitioned as in (2.20). Then:
(i) if A ∗B, then
B = U
(
K 0
0 G
)
U∗
and, in consequence, B ∈ CHGPn if and only if G ∈ CHGPn−r ,
(ii) if B ∗A, then
B = U
(
D 0
0 0
)
U∗
and, in consequence, B ∈ CHGPn if and only if D ∈ CHGPr .
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