The work to be described is motivated by the need to simulate a variety of real{world image textures, all of which can be well approximated by stationary Gaussian random elds (SGRFs). Speci cally, given an observed SGRF T, we wish to simulate SGRFs which look like and possess similar statistical properties to T. The main contribution of this paper is the development of an automatic and nonparametric spectrum estimation procedure which is able to produce an estimated spectrum of T in such a way that SGRFs simulated from this estimated spectrum have these desirable characteristics. Two special features of the procedure are: i) it relies on a di erent risk function to that commonly used in nonparametric spectrum estimation; and ii) it chooses its smoothing parameters by the technique of empirical risk estimation. Results from a simulation study and a practical example demonstrate the good performance of the procedure.
Introduction
The work described below is motivated by the need to simulate a variety of real-world textured images, in order to answer a variety of questions about them. As an example, consider the two images taken from boreholes, shown in Fig. 1 . These images have been preprocessed to achieve stationarity, and the objective is to test for the existence of any crack{like features (there are two obvious cracks, from top to bottom, in Fig. 1(a) while there are no apparent cracks in Fig. 1(b) ). More generally, we are interested in developing an automatic method for testing the existence of small features on a textured background. For most real-world images, the probability theory underlying such a testing procedure
To appear in Proceedings of the Interface 28, 1996. appears to be intractable. One solution to this is to use Monte Carlo testing (e.g. see Ripley (1981) ) The general idea is: given an observed image T, rstly simulate m di erent image textures which are similar to the background texture of T (i.e. under the null hypothesis of no cracks present), and then compare T with these m simulated textures (using an appropriate summary statistic for each image) to see if there is a signi cant di erence. Section 5 provides an illustrative example.
In this paper image textures that can be well modelled by stationary Gaussian random elds (SGRFs) will receive primary attention. Our objective is to propose an automatic and nonparametric spectrum estimator which is designed to produce an estimated spectrum of an observed SGRF in such a way that any subsequent SGRFs simulated from this estimated spectrum would i) look like and ii) possess similar statistical properties to the observed SGRF. This contrasts with the traditional approach to spectral estimation, which does not consider the issue of simulating SGRFs from the estimated spectrum. In the process of constructing such a spectral estimator, we have discovered that the choice of the risk function for evaluating the quality of t is of primary importance, and we believe this is a major nding of the paper. We will illustrate our point in later sections. 
where all st 's are independent random variables distributed as the standard exponential distribution, with the exception that 00 , n1 =2;0 (if n 1 is even), 0;n2=2 (if n 2 is even) and n1 =2;n2 =2 (if both n 1 and n 2 are even) are 2 1 random variables. If n 1 and/or n 2 are small, tapering can be applied in order to reduce the bias of the periodogram, and (1) remains approximately valid (see Dahlhaus & Kunsch (1987) 
As suggested in Solo (1986) , if the spectrum f is strictly positive, the multiplicative model (2) can be transformed to an additive model by taking a logarithmic transform: 
where (x) is the digamma function with (1) = 0:57722. Therefore, the spectrum f can be estimated nonparametrically either by: i) smoothing the periodogram under the condition that the errors ( st ) are multiplicative; or ii) after adjusting for the constant
(1), smoothing the log{periodogram (log I st ), followed by an anti{logarithmic transform. In the later case the errors ( st ) are additive and hence standard nonparametric curve estimation techniques can be applied. There are three obvious risk functions for evaluating the quality of a particular set of estimatesf st for f st .
These risk functions are:
1. From our experience, most of the power (and hence information) in many Gaussian image textures is concentrated in the low frequency region of the spectrum. However, the risk functions Risk 2 and Risk 3 implicitly allocate more weight to those frequencies with small magnitude than does Risk 1 , and often in Gaussian image textures these small magnitude frequencies form the majority of the high frequency region of the spectrum (notice that the proportion of high frequencies in 2D data is much higher than in 1D data). In other words, Risk 2 and Risk 3 primarily measure the quality of t for the high frequencies (which contain little useful information for an image) rather than those \information{concentrated" low frequencies. Simulation results reported in Section 4 support this argument. 2. The use of Risk 2 or Risk 3 implies the assumption that the spectrum is strictly positive (i.e. no zero values are allowed). This assumption is often violated (or nearly so) by Gaussian image textures and can cause numerical problems when taking logarithms or reciprocals.
A Nonparametric Procedure for Spectrum Estimation
If Risk 1 is used as the risk function, it is natural (although not necessary) to smooth the periodogram rather than its logarithm. In this section a nonparametric spectrum estimator which directly smoothes the periodogram is proposed. Two special features of the proposed procedure are: i) it works under model (2) which assumes multiplicative errors (in contrast to other standard nonparametric curve estimation methods which assume additive errors); and ii) the smoothing parameters involved are automatically chosen by empirical risk estimation (also known as unbiased risk estimation) | a technique originated from Mallows' C p (Mallows (1973) ).
The procedure estimates a spectrum by applying weighted local smoothing to its corresponding periodogram. The estimator is de ned aŝ The weights w ij 's certainly depend on p and q. However for the sake of clarity, this dependence is suppressed in the notation of w ij 's. Since the spectrum is periodic with period 2 , boundary points in (4) are handled by periodic smoothing.
For the estimator de ned in (4), there are two smoothing parameters (p and q) independently controlling the amount of smoothing in each coordinate direction. In fact, as discussed in Wand & Jones (1993) , up to three independent smoothing parameters can be incorporated for the smoothing of a two{dimensional surface: two for direction and one for orientation. Wand & Jones (1993) also concluded that a kernel type estimator should have the ability to smooth independently by di erent amounts in each direction (such as (4)), and it is quite often that this will provide satisfactory performance. For comparsion purposes, we also developed a similar spectrum estimation procedure based on log{periodgram smoothing. This procedure naturally uses Risk 2 as the risk function to measure the quality of t. Assume the spectrum is strictly positive and de ne y st = log I st + 0:57722. Then under the additive model (3) E(y st ) = log f st and thus f st can be estimated bỹ Again, by using a technique similar to Mallows' C p , it can be shown thatR isk 2 is an unbiased estimator of Risk 2 (under model (3)). 
Simulation Results
The aim of this section is to demonstrate that the risk function Risk 1 is preferable to Risk 2 (which is locally equivalent to Risk 3 ) by means of a simulation study. For the range k = 0; l = ?128; : : :; 127, (6) is plotted in Fig. 3(a) , and the corresponding portion of its spectrum is plotted in Fig. 3(b) . Here the SGRF displayed in Fig. 2 is the observed eld. The periodogram based smoothing procedure (4) with empirical risk estimation choice of spans (p; q) ER , and the log{periodogram based smoothing procedure (5) with empirical risk estimation choice of spans (p 0 ; q 0 ) ER , timated spectra together with their corresponding estimated autocovariance functions (inverse Fourier transforms of the estimated spectra) are also plotted in Fig. 3 . From Fig. 3(b) we can see that the log{periodogram based procedure produces a spectrum which is oversmoothed in the low frequency region. This is because, Risk 2 (the risk function which this log{periodogram based procedure aims to minimize) substantially allocates more weight to the at and smooth high frequency region of the spectrum, and this has caused the log{ periodogram based procedure heavily to smooth the log{ periodgram in order to produce smooth estimates of the high frequencies. Consequently, the low frequency region has been oversmoothed. We have observed the same phenomenon using other smoothers (e.g. the spline smoother developed by Berman (1994) ) whenever Risk 2 is the risk function being minimized. This oversmoothing in the low frequency region drastically a ects the quality of the estimated autocovariance function; see Fig. 3(a) .
With the two estimated spectra, we simulated two SGRFs with the same random number generator seed that was used to simulate the original observed SGRF displayed in Fig. 2 . That means, if a spectrum is perfectly estimated, the simulated SGRF would be identical to the observed one. The two simulated SGRFs are displayed in Fig. 4 and Fig. 5 . By visual judgement it can be concluded that the periodogram based procedure is superior to the log{periodogram based procedure (and other Risk 2 type smoothers).
We have also performed the same experiment on other 256 2 images with the following autocovariance functions: 
An Application to Hypothesis Testing
As mentioned in Section 1, one of the motivations for our work is the need for a method for the automatic testing of the presence of cracks (or other features) in images, such as those displayed in Fig. 1 . We adopted the following strategy: rstly nd the vertical darkest path (de ned below) in a borehole image and then test if this darkest path is \dark enough" to be classi ed as a crack. Now we give the de nition of a vertical darkest path (a horizontal darkest path can be similarly de ned). A vertical path is a set of pixels, one per row, with the property that pixels of this set in adjacent rows are 8{connected neighbours (from now on we omit the word \vertical"). The brightness of a path is the sum of the grey values of the corresponding pixels in the image. That is, the smaller the sum, the darker (on average) the path is. The darkest path is de ned as the path with the least brightness (if there is more than one path having the same least brightness, randomly select one as the darkest path). A fast and reliable method that uses a dynamic programming algorithm to nd the darkest path in an image is described in Rosen & Vincent (1994) . We applied this algorithm to nd the darkest paths of the borehole images displayed in Fig. 1 . The two detected darkest paths are overlaid (in white) on top. Now the only remaining problem is to construct a reliable procedure for testing whether a detected darkest path of an image is in fact a crack or not. This can be achieved by using Monte Carlo testing. Suppose T is the image we would like to test. The rst step of the procedure is to use the periodogram based spectrum estimator developed in Section 3 to estimate the spectrum of T as if there are no cracks in T. Since it is quite often the case (a) (b) Figure 6 : Two typical simulated image backgrounds for images in Fig. 1(a) and Fig. 1(b) . that the number of \non{background pixels" in an image with a small number of cracks is only a small fraction of all the pixels in the image, it is reasonable to expect these \non{background pixels" would not substantially worsen the estimation result. Then with the estimated spectrum, simulate m di erent image backgrounds, and for each of these simulated backgrounds, calculate the brightness of its darkest path. These m di erent simulated backgrounds should resemble the background of T. Fig. 6 displays two typical simulated image backgrounds for the two images (without their darkest paths) displayed in Fig. 1 . Therefore there will be m di erent simulated darkest path brightnesses, and the nal step is to compare the brightness of the darkest path of T with these m simulated brightnesses. If the darkest path's brightness in T is amongst the smallest of all simulated brightnesses, then there is strong evidence that the darkest path of T is in fact a crack.
We applied the above testing procedure to the two borehole images with m = 99. The brightness of the darkest path of the image in Fig. 1(a) is in fact smaller than all its simulated brightnesses, and hence one can conclude with con dence that the image in Fig. 1(a) contains at least one crack. For the image in Fig. 1(b) : the darkest path's brightness is larger than 48 of its simulated brightnesses. Hence one can conclude with condence that there are no cracks in the image displayed in Fig. 1(b) .
