The topic of the present paper has been motivated by a recent computational approach to identify chemical conformations and conformational changes within molecular systems. After proper discretization, the conformations show up as almost invariant aggregates in reversible nearly uncoupled Markov chains. Most of the former work on this subject treated the direct problem: given the aggregates, analyze the loose coupling in connection with the computation of the stationary distribution (aggregation/disaggregation techniques). In contrast to that the present paper focuses on the inverse problem: given the system as a whole, identify the almost invariant aggregates together with the associated transition probabilities. A rather simple and robust algorithm is suggested and illustrated by its application to the n-pentane molecule.
Introduction
The present investigation has been motivated by a novel approach to compute the essential features of molecular dynamical systems, as suggested rst in 3] and, in a much improved form, more recently in 12]. In these approaches chemical conformations are interpreted as almost invariant sets either in the phase space 3] or in the position space 12] of the associated Hamiltonian dynamical system. Both conformations and rates of conformational changes need to be identi ed to obtain information of chemical interest. Any discretization gives rise to nite dimensional Markov chains and to almost invariant aggregates as discrete analogs of the above mentioned almost invariant sets. Given such a Markov chain (usually in terms of the corresponding transition matrix), the task is to identify an unknown number k of almost invariant aggregates in nearly uncoupled Markov chains.
In the setting of 12], the obtained Markov chain is reversible and regular, or, equivalently, the corresponding transition matrix is reversible and primitive|an assumption, which will be crucial for the construction of the algorithm to be presented below. The reversibility implies that all eigenvalues are real and j j 1. In the irreducible case, Perron{Frobenius theory states that = 1 is simple and a corresponding left eigenvector can be chosen to have only positive components. From 3] we conjecture that eigenvectors corresponding to an eigenvalue cluster close to = 1 contain the relevant information of how to decompose the discrete state space into reasonable almost invariant aggregates: there, the case k = 2 has already been worked out in some \Gedankenexperiment" based on left eigenvectors corresponding to two eigenvalues 1 = 1 and 2 1. A possible treatment of the general case k 2 has been demonstrated in 2] for the di erent scenario of almost cyclic aggregates, whereas the case of almost invariant aggregates is only indicated. In contrast to that, the present paper tries to generalize the concept of 3] to k > 2 aiming at a comparable simplicity of both theory and algorithm.
In Section 2, we rst treat the reducible case of an uncoupled Markov chain in terms of the block structure of the corresponding transition matrix. In our application context, such a structure is only present in a perturbed form and, additionally, hidden due to permutations. That is why, in Section 3, we study the case of nearly uncoupled Markov chains in terms of a linear perturbation analysis for the transition matrix|following closely former work of Stewart 15] . On this basis, we are able to extend the above mentioned \Gedankenexperiment" 3] based on right eigenvectors corresponding to k eigenvalues close to 1. From this, we derive a rather simple and robust algorithm in Section 4. Its application to the n-pentane molecule is nally illustrated in Section 5.
Uncoupled Markov Chains
Throughout the paper, the term Markov chain will be used to denote a nite homogeneous Markov chain de ned by a nite set of states fs 1 ; : : : ; s n g and a (row) stochastic matrix P, the transition matrix. Sets of states are called aggregates.
As stated above, we are concerned with reversible regular Markov chains, which bear some hidden structure of almost invariant aggregates. In order to classify the term \almost invariant", we rst treat the situation of invariant aggregates and uncoupled Markov chains here. For this purpose, we need to collect some important de nitions together with spectral properties of the transition matrix.
A Markov chain is called regular, if the corresponding transition matrix P is primitive (irreducible and aperiodic), i.e., if there exists a natural number m > 0 such that P m is componentwise positive 1, 13]. For primitive stochastic matrices the Perron{ Frobenius theorem gives the following insight about the eigenvalue of largest modulus: 
where the transformation is given by D = diag( p i ). In terms of D, equation (1) can be written as D 2 P = P T D 2 , thus hx; Pyi = x T diag( i ) Py = x T D 2 Py = x T P T D 2 y = hPx; yi ; which concludes the assertion.
As a consequence of Lemma 2.2 the stochastic matrix P possesses the following properties:
1. There exists a basis of {orthogonal right eigenvectors, which diagonalizes P. Note that in the case of an UMC, the stationary distribution is not unique, because the corresponding transition matrix is not irreducible. However, in this special case the probabilities are independent of the chosen stationary distribution. If the Markov chain is not reversible, it is necessary to require w(A c ; A) = 0, too. Here our notation deliberately emphasizes that the eigenvectors can be interpreted as characteristic functions of the uncoupled aggregates (see Fig. 1 , left).
In general, any basis fX i g i=1;:::;k of the eigenspace corresponding to = 1 can be written as linear combinations of the characteristic functions A i , i.e., there are coe cients ij 2 R such that
ij A j ; i = 1; : : : k:
As a consequence, eigenvectors corresponding to = 1 are constant on each aggregate (see Fig. 1 , right). With these preparations we are now ready to derive the key tool for our algorithm to be presented in Section 4.
Lemma 2.4 Given a block{diagonal transition matrix P consisting of primitive blocks and a {orthogonal basis fX i g i=1;:::;k of its eigenspace corresponding to = 1. Associate with every state s i its sign structure s i 7 ?! (sign((X 1 ) i ); : : : ; sign((X k ) i )):
Then 1. invariant aggregates are collections of states with common sign structure, 2. di erent aggregates exhibit di erent sign structures.
Proof. In order to prove statement 1, recall that each eigenvector corresponding to = 1 is constant on each of the aggregates, which implies that states belonging to the same aggregate must share the same sign structure.
As for statement 2, let, without loss of generality, every aggregate consist of only one state. In a rst step, we demonstrate the assertion for an orthogonal eigenvector basis fQ i g i=1;:::;k of the symmetric matrix P sym = DPD ?1 (see (2)). In a second step, we then generalize it to the assertion stated in the proposition.
De ne the k k matrix Q = Q 1 Q k ]. Since Q is orthogonal, i.e., Q T = Q ?1 , the transpose Q T is an orthogonal matrix, too. Thus, the rows of Q are orthogonal, a fact that we will exploit in the following. Now consider a {orthogonal eigenvector basis fX i g i=1;:::;k of P as stated in the proposition. In view of (2), we get the following relation between the eigenvector bases: X i = D ?1 Q i for i = 1; : : : ; k. Since the transformation matrix D ?1 has positive diagonal entries, the sign structures of X i and Q i , i = 1; : : : ; k, are the same.
In view of (3), the sign structure of the mth aggregate is equal to the sign structure of the mth row of X = X 1 X k ]. Now suppose there exist two aggregates A i and A j with the same sign structure. Then the ith and jth row of X, and thus of Q, are equal in sign, which is in contradiction to the orthogonality of Q.
Summarizing, Lemma 2.4 states that the set of all k eigenvectors can be used to identify all aggregates via sign structures. Note that this can also be done by using left eigenvectors instead of right eigenvectors, since their sign structures are the same:
For every left eigenvector y = (y i ) there exits an associated right eigenvector x = (x i ) with y i = i x i , hence sign(y i )=sign(x i ).
Perturbation Analysis
In the context of our molecular dynamics applications, nearly uncoupled Markov chains 3 (NUMC) will arise such that the corresponding transition matrix P bears some hidden structure of an (unknown) number k of almost invariant aggregates.
Despite the unknown permutations and perturbations, we will show in this section that eigenvectors of P can nevertheless be used to identify such aggregates. As for the associated perturbation analysis, we closely follow the framework of Stewart 15] .
In this section, we assume the Markov chain to be reversible and primitive. Therefore, in particular, its stationary distribution is unique (see the note following Theorem 2.1), and all transition probabilities are well{de ned with respect to this .
As in the uncoupled case, a statistical characterization of NUMCs will be based on transition probabilities between aggregates. An aggregate A is said to be almost invariant , if the probability to stay in A under the condition of being in A is close to 1, i.e., w(A; A) 1 4 : :
where the o {diagonal blocks E ij are small compared with the diagonal blocks D ii .
For later reference, we set kEk = in terms of the spectral norm. The following perturbation theorem is a speci cation of a theorem due to Stewart 15, Theorem 4.1] reformulated for our present context. Theorem 3.1 Let P be a reversible primitive stochastic matrix satisfying the above regularity condition. Then there exists a {orthogonal basis fX i g i=1;:::;n of eigenvectors, which can be divided into three parts: Remark. Exploiting the fact that the transition matrix P admits a complete basis of eigenvectors (see Lemma 2.2) the above theorem is just a speci cation of the more general Theorem 4.1 of 15]. The reader might notice that, because of Lemma 2.2, the present statement may also be proved by exploiting the well{developed spectral theory of symmetric matrices. In particular, this would allow to gain additional information about the O( )-error term.
By Theorem 3.1, eigenvectors corresponding to the eigenvalue cluster near = 1 essentially preserve the structure of the unperturbed case. Therefore we may as well use the sign structures to identify almost invariant aggregates as presented in the previous section.
MATLAB{Example. To illustrate Theorem 3.1 we de ne the following reversible primitive stochastic matrix P with k = 3 blocks; the notation corresponds to (4).
Generate a symmetric block diagonal matrix D and a symmetric perturbation matrix E, both with equidistributed random entries. Now de ne for > 0 the symmetric matrix P sym = (1 ? )D + E:
A short calculation shows that normalizing the rows of P sym results in a reversible stochastic matrix P = (p ij ); its stationary distribution is given by the normalized sum of the ith row of P sym = ((p sym ) ij ):
(p sym ) ij =kP sym k 1 :
If at least one of the diagonal entries p ii is di erent from zero (which is easy to check) than the matrix is primitive, too 1]. Figure 2 shows an associated eigenvector basis fX 1 ; X 2 ; X 3 g of such a model matrix. Fig. 1 ). The sign structure of the eigenvectors is the same as in Fig. 1 except for X3 on the aggregate A3, where perturbations introduce \erratic" sign structures.
Algorithmic Realization
In this section we present the basic concept of an algorithm for the identi cation of almost invariant aggregates. As derived above, this algorithm explores the special structure of eigenvectors corresponding to an eigenvalue cluster near = 1.
In a rst step we have to determine the number k of almost invariant aggregates. This is done by computing the cluster of eigenvalues near = 1 which is well-separated from the remaining part of the spectrum by a gap (Theorem 3.1). Iterative eigenvalue solvers with simultaneous subspace iteration (see e.g. 9], 4, Section 4]) would be a natural way to perform this task. Frankly speaking, however, in our present version of the algorithm we have simply applied MATLAB to calculate all eigenvalues and split o the cluster near 1 by examination.
Having computed the k ? 1 right eigenvectors (apart from the already known eigenvector e), each of which corresponds to an eigenvalue of the cluster, we are then interested in a decomposition of the state space into k almost invariant aggregates. For an uncoupled Markov chain this could be merely done by aggregating states according to the piecewise constant levels in the eigenvectors or due to their sign structure (see Section 2). Unfortunately, for nearly uncoupled Markov chains perturbations of the eigenvectors disturb their piecewise constant \level structure". Moreover, we a priori do not know the speci c permutation for bringing the transition matrix in a block-diagonally dominant form (4). Both together, unknown permutations and unsuitable numbering of the states, prevent us from exploiting the otherwise intriguing level structure.
The sign structure, however, is also perturbed, but only by the \almost zero" entries of some eigenvectors (see Fig. 2 ). Fortunately, the algorithm to be presented below allows to recover a unique decomposition of the state space by rst treating all almost zero entries as optional positive or negative signs (resulting in k + l provisional aggregates) and in a second step by an iterative condensation to k aggregates.
For this purpose, we introduce an "-threshold and disregard any signs for all values less than " (in modulus). Therefore, all states which have equal sign structure in all components greater than ", can be assigned to the same aggregate. This assignment need not be unique, but by repeatedly increasing " \arti cial" aggregates will be removed. This iterative process terminates as soon as the state space is decomposed into exactly k aggregates. Afterwards we search for unique assignments of the ambiguous states by decreasing " again.
Note that any scaling procedure for the eigenvectors will greatly a ect the performance of the algorithm. In our numerical experiments it turned out that the assignment process to the nal almost invariant aggregates is especially di cult for entries of the eigenvectors near a jump from one almost constant level to another. In order to make our algorithm less sensitive to such assignment problems, we decided to scale the right eigenvectors fX i g i=1;:::;k componentwise using a fractional power r with 0 r 1 (r = 0:1 throughout Section 5) of the stationary distribution such that X i scal = diag( r i ) X i for i = 1; : : : ; k: For r = 0 we then obtain the right eigenvectors, whereas for r = 1 we get the left eigenvectors (see the Remark following Lemma 2.2). The e ect of this scaling is that the above mentioned problematic perturbations will get smeared out. Moreover, to be less dependent on aggregate sizes and absolute values of eigenvectors, we partitioned each scaled eigenvector into its positive and negative part and normalized these parts by their maximum norm. Summarizing, our identi cation algorithm consists of the following steps: 1. Compute eigenvectors corresponding to the cluster of eigenvalues near 1. This includes the determination of k. 
Numerical Example
In order to test our algorithm, we applied it to a problem from molecular dynamics. In the so-called united atom representation 11], the n-pentane molecule CH 3 ? (CH 2 ) 3 ? CH 3 (see Fig. 5 ) consists of 5 mass points, which interact with each other due to bond length, bond angle, dihedral angle and Lennard-Jones potentials. The most exible part is the dihedral angle potential (Fig. 5) with its three minima. On the right: Dihedral angle potential due to 11]. The main minimum corresponds to the trans orientation of the angle, the two side minima to the gauche orientations.
The dynamics of the molecule is described by the Hamiltonian equations of motion corresponding to these potentials. The typical dynamical behavior is characterized by extremely fast bond length and bond angle vibrations, which are nonlinearly coupled to signi cantly slower changes in the orientation of the dihedral angles. Therefore the orientations of the dihedral angles describe the \conformations" of the molecule, i.e., those subsets of the position space that are almost invariant under the ow of the Hamiltonian system.
As worked out in detail in 12], these almost invariant subsets are implicitly de ned via some spatial Markov operator T. The invariant density of T is the well{ known Boltzmann distribution. A Galerkin-type discretization of this operator (by means of a hybrid Monte Carlo method with step size = 160fs) generates a stochastic matrix P, which is primitive and reversible, inheriting the special properties of the operator. Hence, after discretization, the almost invariant sets associated with the operator should show up as almost invariant aggregates of the matrix P.
A uniform discretization of each of the dihedral angles into 20 parts leads us to a number of n = 20 20 = 400 states and a 400 400 stochastic matrix P, the only input required for our herein suggested algorithm (see Section 4).
In our particular case the stationary distribution of P is a priori known explicitly (being the spatial discretization of the Boltzmann distribution). It is represented in Fig. 4 . This gure also shows the connection between the dihedral angle potential and regions with high probability for the system to be within. For example, the main maximum of the distribution corresponds to a n-pentane structure, where both dihedral angles are in the trans-orientation. The other maxima can be interpreted in the The rst nine ones are positive. From the 10th one on negative eigenvalues appear frequently. As can be seen, a rst spectral gap arises between 5 and 6 , and an even more signi cant one between 7 and 8 . We therefore tested our algorithm both for k = 5 and for k = 7. In Fig. 5 the right eigenvectors corresponding to 1 = 1 and 2 = 0:986 are illustrated. Of course, for 1 = 1, we obtain e, which in grid representation is just a at plateau (ignoring zeroes for cut-o states). For 2 , the right eigenvector contains more information. Just as in our model example (see Fig. 2 ), we can distinguish between di erent plateau levels, which seem to indicate di erent almost invariant aggregates. Fig . 6 represents the rst seven eigenvectors split into their positive and negative parts (as described in Section 4). The right eigenvectors show the expected almost constant level structure, which allows to decompose the state space due to the algorithm explained in the previous section. In contrast to this, the left eigenvectors have distinct maxima only at the center of each constant level.
For k = 5, our identi cation algorithm started with 13 di erent sign structures (l = 8) and ended up with the ve aggregates as illustrated in Fig. 7 . All ve aggre- gates possesses a high probability to stay within. In addition, we can also compute all transition probabilities w(A i ; A j ) between the identi ed almost invariant aggregates.
The resulting coupling matrix is given below. Its entries may be interpreted as the probability that the system moves from A i to A j within the underlying discrete time For k = 7, there were 29 sign structures in the beginning (l = 22), which were reduced to the seven aggregates in Fig. 8 . Observe, that the eigenvectors corresponding to 6 and 7 (see Fig. 6 ) contain the additional information about the separation of the +gauche/+gauche-and the ?gauche/?gauche-conformation. Therefore, we obtain a more detailed partitioning of the state space, even though the probabilities to stay within the additional conformations are much lower. This example demonstrates that the algorithm can even produce good results, if some of the almost invariant aggregates possess a further substructure, which will be explored by eigenvectors corresponding to smaller eigenvalues. Both results, for k = 5 and for k = 7, are in good accordance with chemically observed conformations.
