Abstract-In this work, we present an efficient framework to generate a motion trajectory of a robot that has a high degree of freedom (e.g., a humanoid robot). High-dimensionality of the robot configuration space often leads to difficulties in utilizing the widely-used motion planning algorithms because the volume of the decision space increases exponentially with the number of dimensions. To handle complications arising from the large decision space, and to solve a corresponding motion planning problem efficiently, two key concepts were adopted. First, the Gaussian process latent variable model (GP-LVM) was utilized for low-dimensional representation of the original configuration space. Second, an approximate inference algorithm was used, exploiting through the duality between control and estimation, to explore the decision space and to compute a high-quality motion trajectory of the robot. Utilizing the GP-LVM and the duality between control and estimation, we construct a fully probabilistic generative model with which we transform a high-dimensional motion planning problem into a tractable inference problem. Finally, we compute the optimal motion trajectory via an approximate inference algorithm based on a variant of the particle filter. Numerical experiments are presented to demonstrate the applicability and validity of the proposed approach. The resulting motions can be viewed in the supplemental video.
I. INTRODUCTION
For robotic motion planning, a trajectory is designed for robot states through a complex configuration space from an initial state to perform a given task. The planning problem is formulated as an optimal control problem considering the robot dynamics for a feasible motion trajectory and the cost function for the task. The optimal trajectory is reconstructed from the optimal cost-to-go function (also called the value function), which is obtained by solving the Bellman equation through dynamic programming procedures [1] . Though these approaches guarantee the global optimality of the solution, they are not scalable with the dimensionality of the decision space because of the curse of dimensionality: the size of the decision space increases exponentially with the number of dimensions. In the motion planning literature, samplingbased algorithms such as RRT* [2] or FMT* [3] , and their variants, are widely used. These algorithms simultaneously construct and extend the approximate state space (represented in a graph or a tree structure), and then update the approximate solution. They are applicable to mediumsized problems but it is almost impossible to extend the graph into extremely high-dimensional space and obtain the solution without limiting the sampling space. Another option is a trajectory optimization based on iterative local optimization [4] - [7] . These approaches approximate the problem around the current solution using the first or second order Taylor expansion and update the solution iteratively. The solution from these approaches only guarantees local optimality from its nature. For high-dimensional problems, it is often required to give a valuable initial guess for the optimization, which is then painstakingly handcrafted by a user/designer, because the problem may have many poor local optima. In addition, the local approximation for all dimensions can cause the solution procedure to diverge.
One question that arises at this point is whether the decision space of the planning problem we need to search has to be so large. When we determine our motion, the sequence of our poses, the configurations we really consider are actually very limited; for example, we generally do not consider walking on our hands to get to the goal region. That is, it is reasonable to assume that, although a robot has very high degrees of freedom, the valuable configurations take up a very small portion in the original space, and that they form some sort of (low-dimensional) manifolds. This is the spirit behind the latent variable model. There have been many studies aimed at finding the embedding of manifolds in highdimensional space within a low-dimensional latent space [8] - [11] . Specifically, the Gaussian process latent variable model (GP-LVM) assumes that there exists a probabilistic model for mapping from low-dimensional latent space to highdimensional observation space, and then finds the mapping and the corresponding latent space [11] . Moreover, the Gaussian process dynamical model (GPDM) extends the GP-LVM such that dynamics in the observation space can be represented by that of the latent space [12] . Human motions in 50+dimensional configuration space have successfully been embedded into 2-3 dimensional latent space by GPDM, and the model has been utilized to generate new motions of a human character [12] - [14] and for 3-D tracking of people [15] .
On the other hand, it is known that there is a duality between optimal control and estimation [16] - [20] . The idea is that, if we consider an artificial binary observation of which emission probability is given by the exponential of a negative cost, an optimal control problem can be reformulated as an equivalent inference problem. In this case, the objective is to find the trajectory or control policy that maximizes the likelihood of the observations along the trajectory. To address the transformed inference problem, several approximate inference techniques were utilized. If transitions between time steps are made approximately Gaussian [5] Fig. 1 . Graphical representations of (a) the GPDM, (b) the probabilistic model for optimal control, and (c, d) the fully-probabilistic model for optimal motion planning with the GPDM.
with the current control policy, the resulting algorithm becomes (locally) equivalent to the iterative linear quadratic Gaussian method [4] . In path integral control approaches, particles propagated by the current approximate control policy [18, 21] , or the control policy induced by a higher-level path planner [22] , are used to approximate the distribution for the inference. The user-designed probability model can also be utilized as a priori to solve the transformed inference problem [20] . Finding a valuable proposal distribution is essential to the efficient inference method; just like finding a valuable search-space is essential for the planning problem.
In this work, we first build a fully-probabilistic generative model using the GPDM and control-estimation duality that represents the stochastic dynamics in latent space, and formulates the optimal control problem, respectively. The GPDM is constructed using motion capture data. The obtained model is utilized as a proposal density for the transformed inference problem. The proposed framework has several advantages.
1) It does not require knowledge of system dynamics, because this is learned from the motion capture data. 2) Rather than exploring the original configuration space [20] , our framework uses the stochasticity of the latent space for exploration and this provides valuable search space. The idea of utilizing latent space for the planning is similar to [14] , in which the control policies in the latent space were computed in offline training phase for given user-specified tasks and then utilized for an online interactive controller. However, our framework exploits a fully-probabilistic model representing the optimal control problem itself. 3) In order to obtain the most likely trajectory, our framework utilizes a Markov property of the resulting probability model. This provides a more efficient solution method than provided by naive optimization approaches, where the trajectory itself along all the time steps is considered an (huge) optimization variable [12, 13] .
Numerical experiments about motion planning of a humanoid robot through complex environments are presented to demonstrate the applicability and validity of the proposed approach.
II. OVERVIEW
This work addresses a motion planning problem of a humanoid robot with 56-dimensional configuration space. The objective of the planning problem is to generate a sequence of configurations that achieves a given task and satisfies certain constraints, while being smooth in terms of the robot dynamics. Rather than solving the planning problem in the original configuration space, we construct a latent variable model with dynamics of much lower number of dimensions and then solved the problem utilizing them. The latent model with dynamics is learned using human motion capture data from the Carnegie Mellon University motion capture (CMU mocap) database. The 56-dimensional configurations consist of angles of all joints, roll and pitch angles, vertical position of the root, yaw rate of the root, and horizontal velocity of the root. The learned latent model shown in Fig. 1(a) represents a probabilistic mapping from the latent space to the configuration space, and of the stochastic dynamics in the latent space. A detailed description of the latent variable model is shown in Section III.
The model is combined with the probabilistic model for optimal control (shown in Fig. 1(b) ), and is built using the duality between optimal control and Bayesian estimation. The intuition behind the duality is that the likelihood of a trajectory for an optimally controlled system is equivalent to the posterior probability when the cost related artificial observation is observed. (More details will be addressed in Section IV-A.) The combined fully-probabilistic model is shown in Figs. 1(c) and 1(d). With this we can convert the original motion planning problem into an inference problem, where the objective is to find the maximum a posteriori (MAP) trajectory given the artificial observation, O 1:K . This allows for efficient solution, because every piece of dynamic information is encoded in the low-dimensional latent space.
Descriptions of the combined probabilistic model and proposed solution method are given in Section IV-B and IV-C, respectively.
III. CONSTRUCTING A LATENT VARIABLE MODEL A. Gaussian Process Latent Variable Model with Dynamics
The GP-LVM [11] is a generative model that represents a probabilistic mapping from a latent space X to the obser-
T ∈ R N ×D be the observation matrix, where each row of the matrix represents a single high-dimensional observation of training sequential data, and
T ∈ R N ×d be the matrix whose rows represent corresponding latent coordinations of the observations. In the GP-LVM, the mapping is assumed to be Gaussian process with a covariance function k Y (·, ·) :
and then the likelihood of the observation data is given by:
where
If the observations are assumed to be obtained from a dynamic system, it would also be possible to construct a probabilistic dynamic model in the latent space [12] . With this model, the likelihood of the latent variable sequence is given by:
where the kernel matrix K X ∈ R (N −1)×(N −1) is constructed by X 1:N −1 with kernel hyper-parameters α and x 1 is assumed to have a Gaussian prior.
We utilized the commonly-used radial basis function (RBF) for k X and k Y :
As is widely used, we used the uninformative prior on the kernel hyper-parameters:
and a half-normal prior on W:
By maximizing the posterior which is proportional to the following probability of the time series observation,
we constructed a latent variable model with stochastic dynamics.
B. Topology in the Latent Space with Back-constraints
Because the GP-LVM is a generative model that ensures smooth mapping from the latent space to the observation space, the learning process optimizes the model such that two points that are close together in the latent space are mapped just as close in the observation space. Equivalently, two points that are far apart in the observation space cannot have close latent coordinates, which condition is called dissimilarity preservation, and the reverse is only guaranteed for linear mappings. In order to make the GP-LVM have the property of similarity preservation, back-constraints were introduced into the latent variable model [23] . The backconstraints enforce a smooth mapping from the observation space to the latent space. For example, the kernel based regression model could be used as smooth mapping:
where closeness in the observation space is measured by the kernel function k(·, ·). Any differentiable mapping (e.g., neural network) could utilized here; then, the optimization process with respect to the latent coordination X will simply turn into that with respect to the mapping parameters {a jm } using the chain rule. Through the back-constraints, it is also possible to inject prior knowledge into latent space structure [13] . We adopted the approach introduced in [13] : because the locomotion has some periodicity, the corresponding latent variable model also does. First, we extracted the phase of the motion φ and augmented it to the observation Y. Then, the backconstraints were used such that the last two latent dimensions had periodic structures:
Moreover, the standard RBF back constraints were used in other dimensions. With these back constraints, it was observed that the learned latent space was well-organized where each part of the latent space had a different meaning, as shown in Section V.
C. Latent Space Dynamical System
With the constructed latent variable model, we have the following stochastic dynamics in the latent space:
where the mean µ X and the variance Σ X are given by the posterior of the Gaussian process:
and w k is a d-dimensional standard Gaussian random noise. Here, k X (x) ∈ R N −1 is a vector of which ith element represents k X (x, x i ). Moreover, the corresponding pose is also normally distributed:
where the mean µ Y and the variance Σ Y is given by
and k Y (x) ∈ R N is similarly defined as above. Combining (10) and (12), the graphical representation of the learned generative model is shown in Fig. 1(a) .
IV. OPTIMAL MOTION PLANNING IN HIGH DIMENSION VIA APPROXIMATE INFERENCE A. Optimal Control via Inference
Suppose we have an uncontrolled and controlled stochastic dynamics,
respectively, and the cost rate
where q(x) is an instantaneous state cost rate that encodes a given task and D KL (π||p) penalizes a deviation of the controlled dynamics from the uncontrolled one. Then a stochastic optimal control problem is formulated with the total cost:
The above optimal control problem can be solved by defining the value function,
and solving the Bellman equation on it. Especially, it is known that a solution of the above optimal control problem satisfies the linear Bellman equation on the exponentiated value function, called the desirability function, z k (x) = exp(−v k (x)) as:
where the linear operator G,
denotes the average value of the function f at the next timestep. The optimally controlled dynamics is also obtained as:
Then, the probability of the trajectory x 1:K ≡ {x 1 , x 2 , ..., x K } when the state evolves with the optimal transition dynamics π * from the initial state x 0 is given as:
For the detailed derivation, we refer readers to [1, 19, 24] and the references therein. The optimal control problem above can be transformed into the Bayesian inference problem. Suppose we have an artificial binary observation o t whose emission probability is given by exponential of a negative cost, i.e.,
The corresponding graphical model is shown in Fig. 1(b) ; the transition of the state x is governed by p k and it emerges the observation o with p o . Then the probability of the trajectory x 1:K given the initial state x 0 and the observation o k = 1, ∀k = 1, ..., K is given as:
From (20) and (22), we observe that the optimal control problem (14)- (17) is closely related to a Bayesian estimation problem that infers the state trajectory x 1:K when the observation o 1:K = 1 and the initial state x 0 is given (see Fig. 1(b) ). The trajectory (or state) distribution induced by the optimal control policy is equivalent to the posterior distribution of the trajectory in the inference problem. Once the inference problem is formulated, any approximate inference method, such as expectation propagation [5] , particle belief propagation [20] , or adaptive importance sampling [18, 21, 22] , can be utilized to solve the optimal control problem efficiently.
B. High-dimensional Motion Planning as MAP Trajectory Estimation
The objective of a motion planning problem is to find the trajectory that performs a given task while being feasible to the system dynamics. A motion planning problem for a highdimensional system easily becomes intractable because the size of the state space exponentially grows with the number of dimensions, which is called the curse of dimensionality. In this work, we propose an efficient motion planning algorithm for high-dimensional systems by combining ideas of the latent variable model and the Bayesian interpretation of an optimal control problem.
The graphical representation of a combined fullyprobabilistic model for the optimal motion planning problem is shown in Fig. 1(d) . As mentioned before, the global (horizontal) position and heading orientation are not encoded in the latent variable model. The output of the learned model only includes angles of all joints, roll and pitch angles and vertical position of the root, yaw rate of the root, and horizontal (forward and lateral) velocity of the root. Let g ∈ R 3 be the vector of the horizontal position, (x, y), and heading angle, θ, of the robot and (y) v ∈ R 3 denote components corresponding to the forward/lateral velocities and yaw rate of the robot. Then, g also has stochastic dynamics as:
 is a rotation matrix and t ∼ N (0, I 3 ) follows the standard normal distribution.
Together with the dynamics in the latent space, we define the augmented latent variable asx
, and then the arrows between the above-most nodes in Fig. 1(d) represent the temporal structure of the motion planning problem. Moreover, the latent state at each time step induces robot pose, y as in (12) . In the planning problem, a cost function, q k , takes robot pose y as well as its global position and orientation g as arguments and encodes specifications of a given task, e.g., collision with obstacles, deviation from desired velocity, or distance from a goal region, etc. Therefore, {y, g} induces the emission probability of an artificial observation in the proposed probabilistic model in Fig. 1(d) as:
In this work, we define the optimal motion plan as the most likely trajectory when the robot's (stochastic) dynamics is optimally controlled. From the close relationship between (20) and (22), the problem of finding the most likely trajectory under the optimally controlled dynamics can be converted into the Bayesian estimation problem. For the transformed estimation problem, the objective is to compute the MAP trajectory y * 
(25)
In the next section, we propose an efficient inference algorithm to solve the above problem.
C. Dynamic Programming for Computing MAP Trajectory using Particle Filter
The estimation problem in (25) 
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difficulty can be addressed by exploiting the Markov property of the probability model. Then, the posterior probability of the trajectory is factorized along the time axis as:
For the discrete state space, the estimation problem above can be solved via a simple dynamic programming called the Viterbi algorithm [25] . However, the observation space Y, as well as the latent space X in our problem, is continuous; so we need a scheme for approximation of distributions over the continuous space. In this work, we modify the approximate inference algorithm introduced in [26] , where the continuous state space is discretized by the particles obtained from the particle filter procedure, and the Viterbi algorithm is performed along the approximate discrete state space. The particles of the particle filter are expected to span valid regions of the state space due to the resampling procedure during the filtering procedure. The proposed algorithm, shown in Algorithm 1, is based on the dynamic programming procedure, and consists of forward recursion and backtracking. In the forward recursion, the algorithm constructs the discrete state space by propagating particles of the particle filter and computes the optimal (partial) trajectories using dynamic programming recursion up to the current time-step. If the final time is reached, it finds the most-likely final state and the backtracking procedure constructs the optimal trajectory from the chosen state in the backward direction. In detail, through the forward recursion, the augmented latent variables are propagated as in (10) and (23), and the corresponding pose is also realized (line 5-7). We restrict the noise in the GP realization (12) to 0, i.e., y = µ Y (x), because this noise does not crucially affect the planning problem. However, this restriction can be easily removed if more complex poses are necessary for the planning. If we take the log to (26) , the equation is simplified further with summation as:
= argmax
with constraints, y k = µ Y (x k ), ∀k ∈ {1, ..., K}, where ldet stands for log det of a positive definite matrix. Then the parent nodes that maximize the log-posteriors up to the current state are determined and the log-posteriors of the partial trajectories are computed (line 9-11). Note that in line 9 and (28), log p(x k |x k−1 ) has a simple closed form because the dynamics of x and g follows the Gaussian distributions as in (10) and (23), respectively. By computing the weight of particles in line 13, the algorithm can perform resampling, which helps the discrete approximation of the space to span valid regions in the original continuous space; the states having low posterior probabilities (or equivalently, having high costs in the planning problem) up to the current timestep tend not to be re-sampled (line [15] [16] . After the forward recursion, the algorithm picks the most likely final state y * K (line [18] [19] , and then constructs the whole trajectory with backtracking by looking at its ancestry, i.e., the final state→parent→parent→parent..., and so on; (see line 20-23).
V. RESULTS
For the first numerical experiment, we trained the model using the CMU motion capture data sets for walking, fast walking and jogging. The original data were written at 120 Hz, but we down-sampled them by a factor of '4'. The latent space was set to be 3-D, where the first and the last two dimensions were initialized as being associated with the forward velocity of the root and the phases, respectively. The proper initialization is crucial because the learning algorithm was based on the gradient descent method. The task for the first experiment was to move forward without stepping on the red lines shown in Fig. 2 . We set the cost function to create a penalty for the deviation from a desired heading angle, θ d = 0, a desired x position, x d = 0, forward velocity, v d = 5m/s , and when the robot's foot touched the red lines, i.e., q(y, g) = q obs (y, g) + θ 2 + 0.01|x| + 0.
The foot positions were computed through the forward kinematics:
where F K f oot (·) is the function of the forward kinematics for the foot joints. 500 particles were used in the Algorithm 1 with time horizon K = 90 (i.e., T f = 3sec). In addition, we restricted noise in the last 2 dimensions of latent space (which is for phase) to 0 because we found that that noise made the resulting motion too jerky and was not helpful for the planning. Fig. 2 (a) and (b) show the MAP trajectory without and with collision checking, respectively. It is shown that the proposed algorithm can find the natural movements that step over the forbidden regions while the motion from the passive dynamics steps on the red lines. In addition, even though our training data consists of around 3-4 cycles for each motion, it was observed that the learned generative model produced natural movement continuously.
For the second experiment, we added the datasets for left and right turns to see the trajectory make detours around obstacles. The latent space was set to be 4-D here, where the first two dimensions were initialized as corresponding to the forward velocity and yaw rate of the root, while the last two dimensions were for the phases, as in the first example. The cost function penalized the situations when the robot collided with any obstacle, or left the domain, or reached positions too the distant from the goal region, i.e., q(y, g) = q obs (y, g) + q bnd (g) + 10
−5 q goal (g),
where q obs (y, g) = ∞, if F K(y, g) ∈ D obstacle , 0, otherwise, , q bnd (g) = ∞, if g / ∈ D, 0, otherwise, and q goal (g) is the square of the distance to the goal region, computed using the FMT* algorithm [3] . The domain D and the goal region were set to be [−45, 45] × [0, 250] and around (30, 230) , respectively. 1000 particles were used in the Algorithm 1 with time horizon K = 450 (i.e., T f = 15sec). We ran our algorithm for the cases of various initial positions and orientations and the resulting motion trajectories are shown in Fig. 3 . It is shown that the proposed algorithm is able to generate smooth and natural motion sequences toward the goal region without collision.
Finally, Fig. 4 represents the learned 4-D latent space constructed by various motions. As is shown in the legend, motions of left turns have more yellow while those of right turns have more green. Moreover, the color gets brighter as the forward velocity of the robot increases. We observed that the motions with different forward velocity are distinguished along the first latent dimension (Fig. 4 (a) ) and the motions with different yaw rates are well differentiated along the second latent dimension (Fig. 4 (b) ). Except for the phaserelated dimensions, Fig. 4 (c) shows the well-organized structure of the latent space.
VI. CONCLUSIONS
In this paper, we proposed an efficient framework for generating the motion trajectory of a robot with high degrees of freedom. The framework presented herein included probabilistic generative model for the motion sequence from the motion capture data using the GP-LVM method. The constructed low-dimensional model was then combined with the probabilistic model of the optimal control problem. Finally, we proposed an efficient approximate MAP trajectory estimation algorithm modified to utilize the dynamic programming procedure. Numerical experiments showed the validity and applicability of the proposed approach.
In future work on our model, we expect to incorporate explicit dynamics of the robot including contacts, such as the approaches used in [27, 28] . By incorporating dynamics including contacts as additional components of the probabilistic model, our model can generate more natural and more useful motion sequences within the same structure. Another future direction is to utilize other generative models for latent space with more expressive power, e.g., deep Gaussian processes [29] or deep neural networks [30, 31] .
