To predict the structures, properties, and chemistry of materials involving silicon and silicon oxides; interfaces between these materials; and hydrolysis of such systems, we have developed the ReaxFF SiO , reactive force field. The parameters for this force field were obtained from fitting to the results of quantum chemical (QC) calculations on the structures and energy barriers for a number of silicon oxide clusters and on the equations of state for condensed phases of Si and SiO 2 from QC. We expect that ReaxFF SiO will allow accurate dynamical simulations of bond breaking processes in large silicon and silicon oxide systems. ReaxFF SiO is based closely on the potential functions of the ReaxFF CH reactive force field for hydrocarbons, so that it should also be useful for describing reactions of organics with Si and SiO 2 systems.
Introduction
Information about the atomic level detail at interfaces between dissimilar materials is often critical for developing new and improved materials and devices, but all too often, it is difficult to obtain such information from experiment. Thus, it is important to use theory and computation to elicit the structures and properties of such interfaces. Because the spatial scales are often far too large for quantum mechanics, it would be useful to have force fields (FFs) that accurately describe structures, properties, and chemical processes associated with interfaces. Because the structures at these interfaces may differ substantially from either parent phase, it is essential that the FF is capable of describing all possible environments and that it allow the structure to evolve from any particular guess to the final optimum structures. Ideally, the FF would describe the reactions used to synthesize the interface because the actual structure may be determined by the kinetics.
A number of empirical FFs have been developed for silicon oxides and related structures. [1] [2] [3] [4] [5] [6] [7] [8] [9] These FFs have been successful in providing valuable insight into the structures 10, 11 and have been used to simulate interactions of silicon oxides with organic compounds. 12, 13 However, such empirical FFs are generally reliable only near equilibrium with fixed bond orders and fixed charges designed specifically for a limited range of silicon oxide morphologies, reducing the transferability to new structures. Improvements lifting some of these restrictions include allowing charges to migrate in the dynamics (charge equilibration QEq 9, 14 or EEM 5, 15 ) and replacing rigid bond energy and bond angle terms with more versatile potential functions applicable to a range of Si and O coordinations. 5 However, such approaches have not been systematically introduced into FF describing reactions.
We present here a new generation of force field (the Reactive Force Field, ReaxFF SiO ) that aims at providing a consistent description appropriate for both covalent systems (crystalline Si) and all forms of silicon oxides (including the high pressure 6-coordinate Stishovite phase and low-density zeolites) and capable of describing the reactions between the covalent and ionic limits to describe the interfaces between these phases. The development strategy for ReaxFF SiO closely follows that of the reactive force field for hydrocarbons 16 (ReaxFF CH ). All parameters are determined from QC calculations (no empirical data is used) making it a first-principles FF.
The QC test set used to derive the ReaxFF SiO parameters includes the following: a variety of SiO-clusters to test the capability of the force field for describing a variety of equilibrium structures and for describing the continuous dissociation of various bonds; crystalline phases with all known coordinations (4 and 6 for bulk Si, 4 and 6 for SiO 2 ) in a wide volume range, including pressures up to 500 GPa in compression and -10 GPa in tension.
ReaxFF SiO allows practical molecular dynamics studies of reactive systems combining silicon and silicon oxide, providing the means to characterize the chemistry and structures at their interfaces. We expect that it will be possible to extend these methods, so that reactive force fields might eventually capture the reactivity for the remainder of the periodic table.
Force Field
The potential functions in ReaxFF SiO are the same as those used in ReaxFF CH , 16 with just a few exceptions as described below. Thus, we will describe here just the general concepts of common aspects of ReaxFF, with a more detailed discussion only of the exceptions. The system energy is partitioned into the several partial energy contributions in eq 1 A fundamental difference between ReaxFF and most other force fields is that ReaxFF does not use fixed connectivity assignments for the chemical bonds. Instead the bond order, BO′, is calculated directly from the instantaneous interatomic distances r ij (eq 2), which are updated continuously. This allows for the creation and dissociation of bonds during a simulation. The bond energy (E bond ) is determined solely from BO as in eq 3 Furthermore, all other covalent interactions (e.g., the functions describing bond angles and torsion angles, E val and E tors ) are expressed in terms of these bond orders so that all terms dissociate properly as any bond is broken. This ensures that all partial energy contributions associated with valence interactions disappear smoothly upon dissociation of any of the bonds making up the valence or torsion angle.
Because bonds are breaking and reforming during dynamics, we cannot exclude Coulomb and van der Waals interactions for bonded atoms as commonly done in many FF. Instead, we must include these pairwise nonbond interactions between every atom pair, independent of the instantaneous connectivity. This is very natural for the coulomb interactions because QEq treats the atomic charges as having the finite size of the atom, leading to shielding of the Coulomb interaction for shorter distances. We also include a similar shielding for van der Waals interactions between close atoms.
To To employ three bond dissociation energies, the total bond order is partitioned into contributions from sigma-bonds, pibonds, and double pi-bonds (triple bonds), as indicated in eq 2. As in ReaxFF CH , the bond orders BO′ as obtained from eq 2 are corrected for overcoordination. Using these corrected contributions (BO), eq 3 is used to calculate bond energies in ReaxFF SiO Figure 1 shows the interatomic distance dependency of the Si-Si bond order. Unlike hydrocarbon systems, formation of triple bonds is not a viable option in Si-Si systems. Thus, SiHSiH forms a single bond not a triple bond as in HCCH, and no double pi-bond contribution is calculated for these systems. Figure 2 shows the interatomic distance dependency of the van der Waals and bond energy terms in the Si-Si diatomic system.
Lone Pair Electrons.
The second new potential function used in ReaxFF SiO is the addition of an energy term associated with lone electron pairs [E lp , eq 1]. Lone electron pairs generally play little role in hydrocarbon chemistry, but lone pairs on heteroatoms such as oxygen and nitrogen can affect dramatically the response of these atoms to over-and undercoordination. Furthermore, the presence of these lone electron pairs influences the valence angles around atoms (this aspect was already incorporated in ReaxFF CH ). In addition, by delocalizing, they can contribute to the stability of conjugated systems.
Equation 4 is used to determine the number of lone pairs around an atom. ∆ i e in eq 4 is the difference between the total number of outer shell electrons (6 for oxygen, 4 for silicon, and 1 for hydrogen) and the sum of bond orders around an atomic center For oxygen with normal coordination (total bond order ) 2, ∆ i e ) 4), eq 4 leads to 2 lone pairs. As the total bond order associated with a particular O starts to exceed 2, eq 4 causes a lone pair to gradually break up. This is accompanied by an energy penalty, as calculated by eq 5. ∆ lp,i in eq 5 depicts the n lp,i ) int (
deviation of the number of lone pairs around an atom from the number of lone pairs at normal coordination (2 for oxygen, 0 for silicon and hydrogen)
To further account for the influence of lone pairs on molecular stability, the energy expressions used in ReaxFF CH to calculate the contributions of over-coordination energy (E over ) have been expanded to account for deviations in the number of lone pairs. Thus, eqs 6a-c are used in ReaxFF SiO to calculate the overcoordination energy
The overcoordination for ReaxFF SiO differs from that for ReaxFF CH in that the overcoordination penalty gets diminished for systems such as H 2 CdNdN and R-NO2 which contain an over coordinated atom as a result of breaking up a formal lone electron pair (∆ lp,i ) 1) next to a formally undercoordinated atom(s). For the silicon oxide systems discussed here, these modifications in the overcoordination functions have only a minor influence on the system energy. However, we expect them to be important as ReaxFF is extended to treat such atoms as nitrogen.
Valence Angle Function.
The third modification involves the influence of lone pairs and undercoordination on the valence angle energy contribution. The Si atoms in the -Si crystal (white Sn structure) are six-coordinate Si with bond angles that range from 152.7°(for a volume V ) 9.93 Å 3 per Si) to 154.5°(for a volume V ) 17.02 Å 3 per Si), leading to significant valence angle strain. We found that with the undercoordination expression from ReaxFF CH (which with symmetric expansion around a 4-coordinated atom results in modification of the equilibrium angle Θ 0 ) we could not reproduce the equation of state for -Si crystal. This problem was resolved by replacing the part of the ReaxFF CH potential describing the influence of bond orders on Θ 0 with eq 7d. The ∆ lp,j in eq 7d is the deviation from the number of lone pairs calculated by eq 4. The remainder of the valence angle potential [eq 7a-c] retains the same form as in ReaxFF CH . All of the modifications described can be incorporated in the original ReaxFF CH force field, and we will report later the reoptimized ReaxFF CH parameters
Computational Details.
Parameter values for the potential functions (see Appendix tables) were obtained by optimization against a set of data obtained from quantum chemical (QC) methods. For the noncondensed systems, DFT simulations were performed using the Jaguar program (version 4.0) with the B3LYP functional and a 6-31G** basis set.
We also used DFT to perform QC calculations on crystalline Si and SiO 2 systems. We used the plane-wave code CASTEP 17 using the generalized gradient approximation (GGA) for the exchange-correlation potential and ultrasoft pseudopotentials to replace the core electrons. For the Si crystal calculations, we used the Perdew, Burke, and Ernzerhof (PBE) implementation of GGA 18 and a kinetic energy cutoff of 350 eV. We used the Monkhorst-Pack 19 scheme to generate the k-space grid, and the number of k points in the irreducible Brillouin zone was 28 for the 2-atom a unit cell, 120 for the 2-atom b unit cell, and 20 for the simple cubic lattice. For the SiO 2 crystals, we used the Perdew-Wang implementation of GGA, 20 a kinetic energy cutoff of 380 eV and also used the Monkhorst-Pack scheme to generate the k-space grid using a spacing of 0.1 Å -1 .
A successive one-parameter search technique 21 was used to optimize the force field. 22 In each case, DFT-dissociation curves were calculated for the singlet and triplet systems. To optimize the ReaxFF SiO -parameters we used DFT for the singlet state from the equilibrium distance up to the point where it is comparable to the dissociation limit (to the lowest of either the singlet or triplet full bond dissociation energies).
Results
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Valence Angles Terms.
To optimize the valence angle parameters for ReaxFF SiO , we calculated angle bend energies from DFT calculations on various small clusters of silicon and silicon oxide. For HSiO systems, there are 12 different valence angle cases (X-Y-Z) (excluding YdH). For each of these 12 valence angles, we took a representative monomer (e.g., H 3 Si-O-SiH 3 for the Si-O-Si angle). Using DFT, the geometry of each monomer was minimized for various fixed values of the angle of interest ((31, (17, (9, (5, (3, and (1°from the value in the relaxed structure). For each fixed valence angle, the rest of the geometry was reoptimized to obtain an adiabatic DFT valence energy curve against which the ReaxFF SiO parameters could be optimized. To further test and optimize the valence angle parameters for ReaxFF SiO , we carried out DFT calculations on cyclic six membered rings: c-(SiH 2 -O) 3 and c-(SiH 2 ) 6 . Each ring was first minimized and subsequently distorted by modifying the distances between the molecular center of mass and three Si atoms. Figures 10 and 11 show how ReaxFF SiO performs in reproducing the DFT-distortion energies for these six-membered rings.
3.3. Torsion Angle Terms. To determine the ReaxFF SiO torsion potentials, additional DFT calculations were performed on the chair, boat, and planar conformations of c-(SiH 2 ) 6 (Table  1 ). 
Under/Overcoordination.
To provide input data from QC on the relation between bond order, coordination, and valence, we carried out DFT calculations on model compounds containing 2-and 4-coordinated oxygen atoms and on model compounds containing 4-and 6-coordinated silicon atoms. To describe oxygen overcoordination/undercoordination, we determined the reaction energy for the addition of two H 3 Si groups to the oxygen atom in H 3 Si-O-SiH 3 . To describe silicon overcoordination/undercoordination, we determined the reaction energy for adding two OH groups to the silicon atom in Si(OH) 4 This is important in forming zeolites and plays a role in stresscorrosion cracking of silica glass. To provide data for this process, we carried out DFT and ReaxFF SiO calculations on the reaction of a water molecule with a Si 9 H 10 cluster modeling the (100) surface of Si crystal. Figure 12 shows the energetics for the reactants, reaction product, and various reaction intermediates.
In addition we considered (1) the condensation of two Si(OH) 4 clusters to form (OH) 3 Si-O-Si(OH) 3 The DFT-and ReaxFF SiO -results for these are compared in Table 3 .
3.6. Crystal Data. Simulations of condensed-phase Si and SiO 2 systems including their interfaces, surface reactions, etc. are key applications for ReaxFF SiO . The ability of the ReaxFF SiO potential to predict condensed phase stabilities was tested against 
a variety of crystal structures for silicon and silicon oxides. For each system, the cohesive energy and densities were compared against QC data (Tables 4-6 ). In addition, for five of these crystal phases, the QC energies were obtained for a broad range of compression and expansion and compared against ReaxFF SiO (Figures13 and 14) . We see that ReaxFF correctly describes the equations of state of R, , and simple cubic Si as well as R-cristobalite, coesite, and stishovite SiO 2 .
As the DFT methods applied here to provide QC data to test the force field against do not describe intermolecular forces very well, no specific test cases were generated for the ReaxFF SiO nonbonded potentials. However, the good performance of ReaxFF SiO for these crystal data, and especially the equations for state, indicates that ReaxFF SiO provides a good description of van der Waals and Coulomb interactions.
3.7. Charge Distribution. Charge distributions in ReaxFF SiO are calculated using the EEM method. 15 EEM parameters were optimized against Mulliken charge distributions obtained from DFT calculations. In ReaxFF SiO , the MD calculations treat Coulomb interactions using a 7th order Taper function, 24 with an outer cutoff radius R cut ) 10 Å.
For the Si(OH) 4 cluster, the DFT/Mulliken partial charges for the Si, O, and H atoms are +1.054, -0.597, and +0.336, respectively. ReaxFF SiO calculates partial charges for the Si, O, and H atoms of +1.068, -0.620, and +0.353, respectively.
In SiH 4 , ReaxFF SiO assigns a partial charge to Si of 0.273, compared to a DFT/Mulliken value of 0.34.
For R-quartz, ReaxFF SiO assigns charges of +1.346 to the Si and -0.673 to the O atoms, which is very similar to the QEq 14 Figure 13 . Equation of state (compression and expansion) for three phases of silicon [R is tetrahedral (diamond), is the 6 coordinate white Sn structure, and cubic is a simple cubic 6 coordinate structure] calculated using ReaxFF and DFT methods. 
+34.4 +38.8 Figure 15a . These slabs were initially separated by about 1.8 Å. To form an amorphous layer of SiO2 in contact with the crystalline Si, we carried out NVT MD simulations (constant volume and constant temperature using a Berendsen thermostat 36 ) using different temperature regimes as follows:
(a) We set the temperature of the Si slab at 100 K with a temperature-damping constant of 2.5 fs, set the temperature of the SiO2 phase at 7000 K with a temperature-damping constant of 50 fs, and carried out 1.75 ps of MD simulations. During this simulation, the quartz melts while the cold R-Si retains its crystalline order (Figure 15b) .
(b) Next, we used MD to cool the central region (SiO 2 ) from 7000 to 300 K in 7.5 ps. During this time, the Si/SiO 2 interface forms (Figure 15c ). During the cooling process, we used the same two-thermostat technique used to melt the SiO 2 region, keeping the R-Si region cooled at about 100 K.
In these simulations, a MD time step of 0.5 fs was used. Atomic charges were updated at every MD iteration. We analyzed the partial bond orders and valence angles in the annealed structure (Figure 15c ) and found that all oxygen atoms have a total bond order of 2 to silicon atoms, indicating that no oxygen radicals remain in the system after annealing ( Figure  16 ); no oxygen-oxygen bonds remain in the annealed system; Si-O-Si angle analysis (Figure 17) shows that most of the Si-O-Si angles are in the range of 135 to 170°, but about 10% have angles near 90°indicating some oxygens with 3 silicon neighbors (as in stishovite) even though the total bond order is 2. This shows that most oxygens are two-coordinate; the total bond order at the Si in bulk a-Si is 3.4 and in bulk R-quartz is 3.8. [ Figure 16 shows that these values remain about the same with no substantial dip at the interface (4 Si have bond orders as low as 3.2). This indicates that there are no Si radicals in the system.]; the fraction of the Si bonds that are Si-Si bonds drops rapidly (in 5 Å) from 100% to 0%, whereas the fraction that is Si-O increases rapidly (in 5 Å) from 0% to 100% ( Figure  16 ).
These results suggest that ReaxFF SiO creates a credible interface.
Further simulations and more detailed analyses are required to validate these observations by constructing the interface in different ways from a variety of string points. These results can then be compared to full QC results. [37] [38] [39] In addition, to validate these results, we must make more detailed comparisons to experimental observations of the interface, and we also plan to perform QC simulations on suitably small interface systems to supply a direct validation of ReaxFF SiO . However, the simulations presented here provide a flavor of the possibilities available using ReaxFF SiO . This entire simulation took 14 h on a singleprocessor Compaq XP1000 workstation, demonstrating that ReaxFF, especially if incorporated in a parallel computing framework, should be able to simulate reactions in very large systems.
Discussion
As discussed by Kramer et al., 3 there is a distinct difference between hydrocarbons force fields and silica force fields. Most hydrocarbon force fields employ an intricate potential function scheme, [40] [41] [42] using various partial energy contributions and a large number of parameters, but silica force fields tend to use far fewer terms with only a limited number of parameters. Furthermore, hydrocarbon force fields tend to be strictly covalent, whereas silica force fields are sometimes either completely ionic or partially ionic.
As demonstrated by the success of generic force fields such as DREIDING 43 or UFF, 44 there is no direct reason for these fundamental differences between hydrocarbon and silica force field design. Electronegativity equalization and charge equilibration schemes 14, 15 which have been successfully applied to both hydrocarbons 16,17 and silica 5, 9 force fields help to bridge the gap between covalent and borderline ionic systems, allowing similar potential functions to capture the remaining nonCoulombic interactions. This is demonstrated by the good agreement between the QC and the ReaxFF SiO data presented in this work. The biggest deviations from the QC data (e.g., the location of the SidO equilibrium bond length in Figure 6 ; and the crystal densities in Table 6 ) arise because the force field systematically predicts a somewhat lower density for the silicon oxide phases than experiment. This is primarily due to compromises made to fit both the cluster and the condensed phase data with a single force field. Neither of these deviations are serious, and the general quality of the fit between QC and ReaxFF SiO combined with the scope of silicon chemistry covered by the QC-based training set indicate that ReaxFF SiO should have a broad range of applications.
To facilitate future force field development, we chose to employ all of the partial energy functions used in ReaxFF CH also for ReaxFF SiO . The instability of the Si-Si double bond (Figures 3-4) , however, makes several partial energy contributions virtually negligible in ReaxFF SiO . Obvious examples of these are the conjugation and penalty energy (E conj and E pen , eq 1), which are directly related to a certain amount of π-bond order. Furthermore, torsion energy contributions are practically zero, indicating that in silicon σ-bonded systems rotation barriers can be described by nonbonded interactions. This seems to be in agreement with findings by Pophristic and Goodman, 45 who found that in disilane the rotational barrier is much reduced compared to that in ethane. If we were to target the reactive force field exclusively at silicon and silicon oxide systems, these partial energy contributions could be removed from the force field, generating a force description not much more complicated than that of most empirical silica force fields.
Conclusions
We have developed the ReaxFF SiO reactive force field for silicon and silicon oxide systems based on the ReaxFF CH reactive force field for hydrocarbons. 16 ReaxFF SiO has been tested against a substantial data set derived from quantum chemical calculations on small clusters and on condensed systems and covering both reactive and nonreactive aspects of silicon oxides. The good agreement between the QC and ReaxFF SiO results for these systems indicates that the ReaxFF SiO can be used to simulate aspects of silicon oxide reactivity opening up new possibilities for the role of computational chemistry in materials sciences. 
