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ON ENTANGLED INFORMATION AND QUANTUM CAPACITY.
VIACHESLAV P BELAVKIN
Abstract. The pure quantum entanglement is generalized to the case of
mixed compound states on an operator algebra to include the classical and
quantum encodings as particular cases. The true quantum entanglements are
characterized by quantum couplings which are described as transpose-CP, but
not Completely Positive (CP), trace-normalized linear positive maps of the
algebra.
The entangled (total) information is defined in this paper as a relative
entropy of the conditional (the derivative of the compound state with respect
to the input) and the unconditional output states. Thus defined the total
information of the entangled states leads to two different types of the entropy
for a given quantum state: the von Neumann entropy, or c-entropy, which is
achieved as the supremum of the information over all c-entanglements and thus
is semi-classical, and the true quantum entropy, or q-entropy, which is achieved
at the standard entanglement. The q-capacity, defined as the supremum over
all entanglements, coincides with the topological entropy. In the case of the
simple algebra it doubles the c-capacity, coinciding with the rank-entropy.
The conditional q-entropy based on the q-entropy, is positive, unlike the von
Neumann conditional entropy, and the q-information of a quantum channel is
proved to be additive.
1. Introduction
Quantum theory, which celebrated its 100 years anniversary last December, gives
new possibilities for transmission of information which cannot be explained in the
framework of information theory based on the classical (Kolmogorovian) probability
theory. These possibilities are due to the entanglements, the specifically quantum
(q-) correlations which were first studied by Schro¨dinger who introduced this term
in his analysis of EPR paradox (for more details of this history see the anniversary
review paper [1]).
Many authors have recently suggested to use the entanglements for quantum in-
formation processes in quantum computation, quantum teleportation, and quantum
cryptography [2, 3, 4]. The mathematical study of entanglement as a special type of
quantum correlations from an operational point of view has been initiated in [5, 6].
In these papers the entangled mutual information was introduced as the von Neu-
mann entropy of the entangled compound state related to the product of marginal
states in the sense of Lindblad, Araki and Umegaki relative entropy [7, 8, 9]. The
corresponding quantum mutual information leads to an entropy bound for quantum
capacity, the additivity of which is not obvious for non-trivial quantum channels.
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In this paper we will use another possibility to define the entangled mutual
entropy, based on the alternative definition of relative entropy first introduced in
[10, ?]. As it was proved in [13] our relative entropy is larger than the LAU relative
entropy, so that based on it quantum mutual information will give a larger entropy
bound for quantum capacity.
We are going to prove that this bound for quantum capacity is in a sense additive,
so that there is no need to consider under certain conditions this mutual information
for the powers of quantum channel in order to guarantee that this entropy bound
gives the real upper bound for long quantum block encodings. As far as we know
this is first such measure of quantum capacity, although it is larger of [5, 6] and all
other earlier suggested measures.
For the benefit of reader we repeat all needed definitions and notations related
to the entanglement from [5, 6] in the first part of this paper. As in these papers
we shall use the word entanglement in the generalized sense including the classical
(c-) correlations as c-entanglements, and calling non-classical correlations as true
quantum entanglements.
We shall show that any compound state can be achieved by a generalized entan-
glement, and the classically (c-) entangled states of c-q encodings and q-c decod-
ings can be achieved by d-entanglements, the diagonal c-entanglements for these
disentangled states. The pure orthogonal disentangled compound states are most
informative among the c-entangled states in the sense that the maximum of mutual
information over all c-entanglements is achieved on the extreme c-entangled states
as the von Neumann entropy S(ς) of a given normal state ς. Thus the maximum of
mutual entropy over all classical couplings, described by c-entanglements of a clas-
sical probe systems A to the system B, is bounded by the c-capacity C = log rankB,
where rankB is the dimensionality of a maximal Abelian subalgebra A ⊂ B.
We prove that the truly entangled states are most informative in the sense that
the maximum of mutual entropy over all entanglements to the quantum system B is
achieved by an extreme entanglement of the probe system A = B, called standard
for a given ς . The mutual information for such extreme q-compound state defines
another type of entropy, the q-entropy H (ς) ≤ 2S(ς). The maximum of mutual
entropy over all quantum couplings, described by true quantum entanglements of
probe systems A to the system B is bounded by Cq = log dimB.
In this paper we consider the case of a discrete decomposable W*-algebra B for
which the results are achieved by relatively simple proofs. The purely quantum
case of a simple algebra B = L (H), for which some proofs are rather obvious, will
be also published elsewhere.
2. Compound States and Entanglements
Let H denote a separable Hilbert space of quantum system, and L (H) be the
algebra of all linear operators B : H → H having the Hermitian adjoints B† on H.
In order to include the classical discrete systems as a particular quantum case, we
shall fix a decomposable subalgebra B ⊆ L (H) of bounded observables B ∈ B of the
block-diagonal form B =
[
B (i) δki
]
, where B (i) ∈ L (Hi) are arbitrary bounded
operators in Hilbert subspaces Hi corresponding to an orthogonal decomposition
H = ⊕iHi.
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A normal state on B is a positive linear functional ς : B → C which can be
expressed as
ς (B) = TrGχ
†Bχ = TrBσ, B ∈ B.(2.1)
Here G is another separable Hilbert space, χ is a Hilbert-Schmidt operator from G to
H, χ† is its adjoint H → G, and TrG (or simply Tr if there is no ambiguity) denotes
trace in G (or in H). This χ is called the amplitude operator (just amplitude if G
is one dimensional space C, χ = ψ ∈ H with χ†χ = ‖ψ‖2 = 1 in which case χ† is
the functional ψ† from H to C). If the normal state ς is pure on the decomposable
algebra B, then the density operator σ = χχ† is uniquely defined as one dimensional
projector P = ψψ† ∈ B. For mixed states the σ in (2.1) may not be unique, but it is
uniquely defined as a positive trace one operator (σ ≥ 0, Trσ = 1) by an additional
condition σ ∈ B, and is called in this case the probability operator on B, denoted
as σ =PB.
The amplitude operator is not unique, however it is defined uniquely up to a
unitary transform χ† 7→ Uχ† in G as a probability amplitude by the additional
condition χχ† ∈ B. Such a χ always exists as square root of the decomposable
probability operator PB = ⊕PB (i) ∈ B with the components PB (i) ∈ L (Hi)
normalized as
p (i) = TrHiPB (i) ≥ 0,
∑
i
p (i) = 1.
We denote by B∗ ⊂ B the predual space to B identified with the Banach subspace
T (H) ∩ B = ⊕T (Hi) of trace class operators σ = ⊕σi, where σi ∈ T (Hi). The
probability operators (the unique densities) PA, PB of the states ̺, ς on different
algebras A ⊆ L (G), B ⊆ L (H) will be usually denoted by the variables ρ ∈ A∗ and
σ ∈ B∗ corresponding to their Greek variations ̺ and ς.
In general, G is not one dimensional, the dimensionality dimG must not be less
than rankρ, the dimensionality of the range ranχ† of the density operator ρ˜ = χ†χ
coinciding with rankσ of the probability operator σ = χχ†. This implies that
the rankA of any discretely decomposable subalgebra A ⊆ L (G) having ρ as the
probability operator ρ ∈ A must not be less than rankσ if σ = χχ†.
We can always equip H (and we will equip the other Hilbert spaces) with an
isometric involution J = J†, J2 = I, having the properties of complex conjugation
on H,
J
∑
λjηj =
∑
λ¯jJηj , ∀λj ∈ C, ηj ∈ H,
with respect to which the fixed density σ is invariant, JσJ = σ, as a real element
of an invariant Abelian subalgebra A = JAJ of L (H). The latter can also be
expressed as the symmetricity property ς˜ = ς of the state ς (B) = TrBσ given by the
real Hermitian and so symmetric density operator σ˜ = σ¯ on H with respect to the
complex conjugation B¯ = JBJ and the tilde operation (transposition) B˜ = JB†J
on B. One can always assume that J is the standard complex conjugation in an
eigen-representation of σ, and take the maximal Abelian subalgebra A ⊂ L (H) of
all diagonal operators in this basis.
Given the amplitude operator χ, one can define not only the states ς by σ = χχ†
on the algebra B but also a pure compound state ̟ on the algebra of all bounded
operators on the tensor product Hilbert space G ⊗H by
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̟ (A⊗B) = TrHBχA˜χ
† = TrGχ
†BχA˜.
Thus defined ̟ is uniquely extended by linearity to a normal state on the alge-
bra L (G ⊗H) generated by all the linear combinations C =
∑
λjAj ⊗ Bj due to
̟ (I ⊗ I) = Trχ†χ = 1 and
̟
(
C†C
)
=
∑
i,k
λ¯iλkTrGA˜kA˜
†
iχ
†B†iBkχ
=
∑
i,k
λ¯iλkTrGA˜
†
iχ
†B†iBkχA˜k = TrGX
†X ≥ 0,
where X =
∑
j λjBjχA˜j .
This compound state ̟ is pure on L (G ⊗H), and it is entangled unless its
marginal state ς is also pure. Indeed, ̟ corresponds to the amplitude ψ ∈ G ⊗ H
defined by an involution J in G as
(ζ ⊗ η)
†
ψ = η†χJζ, ∀ζ ∈ G, η ∈ H.
This definition implies
ψ† (A⊗B)ψ = TrBχJA†Jχ† ∀A ∈ L (G) , B ∈ L (H)
as it can be easily seen for A = ζζ†, B = ηη†, and ς and ̺ are the marginals of ̟
defined as
ψ† (I ⊗B)ψ = TrHBσ, ψ
† (A⊗ I)ψ = TrGAρ.(2.2)
As follows from the next theorem, any pure compound state
̟ (A⊗B) = ψ† (A⊗B)ψ, A ∈ A, B ∈ B
given on the decomposable A ⊗ B by a probability amplitude ψ ∈ G ⊗ H with
ψψ† ∈ A⊗B, can be achieved as described by a unique entanglement of its marginal
states ̺ and ς .
Theorem 1. Let ̟ : A⊗ B → C be a compound state
̟ (A⊗B) = TrFυ
† (A⊗B) υ,(2.3)
defined by an amplitude operator υ : F → G ⊗ H on a separable Hilbert space F
into the tensor product Hilbert space G ⊗H with
υυ† ∈ A⊗ B, TrFυ
†υ = 1.
Then this state is achieved by an entangling operator χ : G → F ⊗H as
̟ (A⊗B) = TrF⊗H (I ⊗B)χA˜χ
† = TrGχ
† (I ⊗B)χA˜(2.4)
of the states (2.2) with ρ = Jχ†χJ and σ = TrFχχ
†, where χ is an operator
G → F ⊗H satisfying the conditions
TrFχAχ
† ⊂ B, χ† (I ⊗ B)χ ⊂ A.
The amplitude operator χ is uniquely defined by χ˜U = υ, where
(ζ ⊗ η)
†
χ˜ξ = (Jξ ⊗ η)
†
χJζ, ∀ξ ∈ F , ζ ∈ G, η ∈ H,(2.5)
up to a unitary transformation U of the minimal space F = ranυ† equipped with an
isometric involution J .
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Proof. Without loss of generality we can assume that the space F is a subspace of
ℓ2 (N) for the diagonal representation of υ†υ equipped with the standard complex
conjugation C just as the space G is in a diagonal representation of χ†χ. In these
canonical basises of F and G the amplitude operator χ =
∑
χ (n) 〈n| can be defined
as the block-matrix
∑
|k〉 ⊗ χk (n) 〈n| transposed to
∑
|n〉 ⊗ χk (n) 〈k|, where the
amplitudes ψk (n) ∈ H are given by the matrix elements η
†χk (n) =
(
〈n| ⊗ η†
)
υ|k〉:
TrGA˜χ
† (I ⊗B)χ =
∑
n,m
〈n| A˜ |m〉χ†k (m)Bχk (n)
=
∑
n,m
χ†k (m) 〈m|A |n〉Bχk (n) = TrFυ
† (A⊗B) υ .
In any other ortho-normal basis {ξk} ⊂ F the involution J : F → F satisfying
Jξk = ξk is defined as U
†CU , and υ =
∑
|n〉⊗ψk (n) ξ
†
k = χ˜U , where U =
∑
|k〉ξ†k.
The isometric transformation U of {ξk} into the canonical basis {|k〉} ⊂ ℓ
2 (N) is
real in the sense U¯ := CUJ = U , and thus U˜ := CU †J = U †. Hence amplitude
operator χ : G → F ⊗ H which was defined above by the transposition of υU † =
υU˜ ≡ χ˜, is equivalent to υ˜: χ = (U ⊗ I) υ˜. Thus
Jχ†χJ = TrHυυ
† = ρ, TrFχχ
† = TrGυυ
† = σ.
Moreover, it satisfies the conditions (2.3) since ω = υυ† ∈ A⊗ B:
Jχ† (I ⊗B)† χJ = TrH (I ⊗B)ω ∈ A, TrFχA˜χ
† = TrG (A⊗ I)ω ∈ B.
The uniqueness up to the U follows from the obvious isometricity of the families{∑
k
|k〉η†ψk (n) : n ∈ N, η ∈ H
}
,
{∑
k
η†ψk (n) ξ
†
k : n ∈ N, η ∈ H
}
of vectors
(
I ⊗ η†
)
χ|n〉 in F ⊆ ℓ2 (N) and of
(
〈n| ⊗ η†
)
υ in F† which follows from
TrG |n〉〈m|χ
†
(
I ⊗ ηη†
)
χ = TrFυ
†
(
|m〉〈n| ⊗ ηη†
)
υ.
Thus they are unitary equivalent in the minimal space F . So the entangling oper-
ator χ is defined in the minimal F up to unitary equivalence corresponding to the
unitary operator U in F intertwining the involutions C and J .
Note that the entangled state (2.4) is written as
̟ (A⊗B) = TrHBπ
∗ (A) = TrGAπ (B) ,
where the operator π∗ (A) = TrFχA˜χ
† ∈ B, bounded by ‖A‖ σ ∈ B∗, is in the
predual space B∗ for any A ∈ L (G), and
π (B) = Jχ†
(
I ⊗B†
)
χJ = ˜χ† (I ⊗B)χ(2.6)
is in A∗ as a trace-class operator in G, bounded by ‖B‖ ρ ∈ A∗. The linear map
π is written in the Steinspring form [14] of the normal completely positive map
B 7→ π˜ (B), while π∗ : A → B∗ is written in the Kraus form [15] of the normal CP
map A 7→ π∗
(
A˜
)
in the canonical orthonormal basis |k〉 of F ⊆ ℓ2 (N):
π∗ (A) =
∑
k
(〈k| ⊗ I)χA˜χ† (|k〉 ⊗ I) .
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A linear map π : B → A is called completely positive (CP) if the operator matrix
π (B) = π ([Bik]) = [π (Bik)]
is positive (in the sense of non-negative definiteness) for every positive operator-
matrix B = [Bik] (which is thus Hermitian, B
†
ik = Bki). But the defined in (2.6)
†-map π
(
B†
)
= π (B)
†
is not necessarily CP but tilde-completely positive (TCP)
in the sense that the map B 7→ π˜ (B) given by the transposed operator-matrix
π˜ (B) :=
[
Jπ (Bik)
†
J
]
= [Jπ (Bki)J ] ≡ π
− (B′)
is positive (in the sense of non-negative definiteness) for every positive operator-
matrix [Bik] =
[
B†ki
]
. Obviously every tilde-positive π : B → A∗ as π
− (B) =
Jπ (B)J is positive for every positive B, but it is not necessarily CP even if it is
TCP unless A (or B) is Abelian. The TCP maps can be obtained simply by partial
tracing
π∗ (A) = TrG ((A⊗ I)ω) , π (B) = TrH ((I ⊗B)ω) .(2.7)
in terms of the compound density operator ω = υυ† for the entangled state
̟ (A⊗B) = Tr (A⊗B)ω.
Definition 1. The normal TCP map π : B → A∗ (and its dual map π
∗ : A → B∗)
normalized to a probability operator ρ = π (I) as TrGπ (I) = 1 (to σ = π
∗ (I) as
TrHπ
∗ (I) = 1) is called coupling of the state ς on B to ̺, (or generalized entangle-
ment of the state ̺ on A to ς). The coupling π (or entanglement π∗) is called truly
quantum if it is not CP, i.e. if there exists a positive operator-matrix B = [Bik] with
Bik ∈ B for which π (B) = [π (Bik)] is not positive. The copling (entanglement)
π = πq = π∗ by
πq (B) = σ1/2B˜σ1/2, B ∈ B(2.8)
of the state ̺ = ς on the algebra A = B is called standard for the system (B, ς).
Note that the standard entanglement is true as soon as the reduced algebra
Bσ = EσBEσ on the support Eσ = EσH of the state ς is not Abelian. (Here
Eσ is the minimal orthoprojector E ∈ A with ς (E) = 1.) In the case of the
simple algebra B = L (H) it is obvious as πq restricted to Bσ is the composition of
the nondegenerated multiplication Bσ ∋ B 7→ σ
1/2B σ1/2 (which is CP) and the
transposition B˜ = JB†J on Bσ (which is TCP but not CP if dim Eσ > 1).
The standard compound state
̟q (A⊗B) = TrHBσ
1/2A˜σ1/2 = TrHAσ
1/2B˜σ1/2
on the algebra B ⊗ B is pure in this case, given by the amplitude υ ≃ |σ1/2〉 ≡ ψ,
where |σ1/2〉 = χ˜ with χ = σ1/2 and χ˜ defined in (2.5) as (ζ ⊗ η)
†
χ˜ = η†χJζ. In
particular, any pure compound state is truly entangled if rankρ = rankσ is not one
because π∗ (A) = χA˜χ† can be decomposed as
χAχ† = Jσ1/2U †JAJUσ1/2J = πq
(
U †A˜U
)
,
where U : σ1/2Jη 7→ Jχ†η is a unitary operator from Eσ onto the support of ρ in G
with nonabelian Bσ = U
†AU = L (Eσ).
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In the general case of a discretely decomposable (B, ς) with the density operator
σ = ⊕σ (i) having more than one components σ (i) = σip (i) with nonzero proba-
bility p (i) = Trσ (i) and positive trace one σi ∈ T (Hi), the standard compound
state is mixed, described by the decomposable density operator
ωq = ⊕i,jp (j) δ
i
j |σ
1/2
j 〉〈σ
1/2
j |, A,B ∈ B(2.9)
with zero components ωq (i, j) = δ
i
jp (j)ωj at i 6= j, corresponding to the pure
compound states ωj = ψjψ
†
j. The amplitudes υj ≃ |σ
1/2
j 〉 ≡ ψj ∈ Hj ⊗Hj define
the orthogonal decomposition
υq = ⊕i,jp (j)
1/2
|σ
1/2
j 〉δ
i
j〈i| = ⊕ijψ (i) δ
i
j〈i|
of the standard amplitude operator υq : F → ⊕Hi ⊗ Hj on F = ℓ
2 (N) with the
components
υq (i, j) = υq (j) δ
i
j , υq (j) = ψ (j) 〈i|,
where ψ (j) = p (j)1/2 ψj . It corresponds to the block-diagonal entangling operator
χ =
[
χ (j) δij
]
with
χ (j) = |j〉 ⊗ σ (j)
1/2
= υ˜q (j) .
The so called separable compound states, which are given by convex combinations
̟c (A⊗B) =
∑
n
̺n (A) ςn (B)µ (n)
of the product states ̺n⊗ ςn, are obviously not true entangled as the corresponding
map
πc (B) =
∑
n
ςn (B) ρnµ (n)(2.10)
is both CP and TCP.
3. Quantum Entropy via Entanglements
As we shall prove in this section, the most informative for a quantum system
(B, ς) is the standard entanglement πq = π
q = π∗q to the probe system
(
A0, ̺0
)
=
(B, ς), described in (2.8).
Let us consider the entangled information and quantum entropies of states by
means of the entangled compound states. To define the quantum information, we
need to apply a quantum version of the relative entropy to compound state on the
algebra A ⊗ B. In classical information theory the relative entropy is defined as
the expectation of the logarithm of the derivation of the state ̟ with respect to
a reference measure ϕ. The relative entropy measures the information divergence
of the state ̟ with respect to ϕ. This information divergence is equal to the
expectation of lnωφ−1 = lnω− lnφ in the state ̟, where ω and φ are the densities
of̟ and ϕ with respect to Lebesgue or any other appropriate measure (with respect
to which φ is invertible, φ−1φ = I = φφ−1). Such defined, it should be better
called the relative information rather than entropy: indeed many authors reserve
the term relative entropy for the expectation of − lnωφ−1 such that it coincides
with Boltzmann entropy if φ = 1.
8 VIACHESLAV P BELAVKIN
In quantum case, however,
lnωφ−1 6= lnω − lnφ 6= lnφ−1ω
for noncommuting density operators ω and φ, thus giving different possibilities
for definition of relative entropy for quantum state ̟ with respect to ϕ. In [5,
6] we investigated the possibility for entangled mutual information based on the
most common definition of quantum relative entropy (information) as the quantum
expectation of the difference lnω − lnφ, but it was hard to prove the additivity of
the corresponding estimate for quantum capacity of the nontrivial channels.
Here we take another choice
R (̟ : ϕ) = Trω lnω1/2φ−1ω1/2(3.1)
suggested in [10, ?] for quantum relative entropy of the state ̟ on an algebra M
with respect to a weight ϕ, given by a positive invertible operator φ ∈ M. Note
that this quantum information divergence is well defined as
R (̟ : ϕ) = Trφη
(
φ−1ω
)
= TrFυ
†υ ln υ†φ−1υ,
where η (x) = x ln x, ω = υυ† and
η
(
φ−1ω
)
:= φ−1/2η
(
φ−1/2ωφ−1/2
)
φ1/2
as soon as the quantum Radon-Nicodim derivative φ−1/2ωφ−1/2 of the state ̟ with
respect to ϕ is defined as a positive operator in the Hilbert space. This definition
can be extended to any state ̟ absolutely continuous with respect to ϕ [12], i.e.
if ̟ (E) = 0 for the maximal null-orthoprojector Eφ = 0 (otherwise the entropy is
infinite by definition). As proved in [13], it gives a larger relative entropy than the
expectation of lnω− lnφ, and it has a positive value R (̟ : ϕ) ∈ [0,∞] if the states
are equally normalized, say (as usually) Trω = 1 = Trφ.
The most important property of the information divergence R is its monotonicity
property [16], i. e. nonincrease of the divergence R (̟0 : ϕ0) after the application
of the pre-dual K∗ of a normal completely positive unital map K :M→M
0 to the
state ̟0 and ϕ0 on a von Neumann algebra M
0:
̟ = ̟0K, ϕ = ϕ0K⇒ R (̟ : ϕ) ≤ R (̟0 : ϕ0) .(3.2)
A quantum statistical morphism K can only decrease their information divergence;
it can even be made zero by ̟0K = ϕ0K.
Let π : B → A∗ be an entanglement of the state ̺ corresponding to the density
operator ρ = π (I). We shall define the entangled entropy (or, better, entangled
information) E (π) as the relative entropy (information) (3.1) of the achieved com-
pound state ̟ onM = A⊗B with respect to the weight ϕ = ̺⊗Tr corresponding
to the density operator φ = ρ⊗ I:
E (π) = Trω lnω1/2 (ρ⊗ I)
−1
ω1/2 = TrFυ
†υ ln υ† (ρ⊗ I)
−1
υ,(3.3)
where ρ−1 is quasiinverse to ρ in the case of rankρ 6= dimG.
If ω = ψψ† is one dimensional orthoprojector (corresponding to a pure state on
the decomposable algebra A⊗ B with υ ≃ ψ ∈ G ⊗H), then υ†υ = 1, and
υ† (ρ⊗ I)−1 υ = Trχρ−1χ† = TrGρ
1/2ρ−1ρ1/2 = rankρ.
In this case E (π) = ln rankρ ≥ 0, where rankρ = rankσ is the dimensionality of the
range ranχ or ranχ†. Thus for quantum entanglements π corresponding to pure ω
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but mixed ρ = χ†χ and σ = χχ† (with rank > 1) the entangled entropy is strictly
positive. However it might be negative as it is in the case of an Abelian A when
π (B) =
∑
|n〉ςn (B) 〈n|µ (n) ≡ π
d (B) .(3.4)
In this case ω =
∑
|n〉σ (n) 〈n|, ρ =
∑
|n〉µ (n) 〈n|, and E (π) = −S(π), where
S (π) = −Trω ln
ω
ρ⊗ I
=
∑
µ (n)S
(
ς (n)
µ (n)
)
≥ 0
is the mean of the conditional von Neumann entropy
S (ςn) = −Trσn lnσn
on B corresponding to σn = σ (n) /µ (n). We can call the (mixed) state ω essentially
disentangled (or separable) if E (π) ≤ 0; if ω is pure and E (π) > 0, it is truly
entangled as the entangling map π is obviously not CP in this case.
The total entangled information I (π) is defined as the sum of the von Neumann
entropy
S (ς) = −Trσ lnσ(3.5)
corresponding to the state ς (B) = Trπ (B) and the entangled entropy (information)
E (π):
I (π) = Trω
(
ln (ρ⊗ I)−1 ω − ln (I ⊗ σ)
)
.(3.6)
Note that I (π) ≥ 0, but in general I (π) 6= I (π∗) unless ρ⊗ I commutes with ω as in
the case of d-entanglement or Abelian A when the total information I (π) = I (π∗)
coincides with the mutual information IA;B (π) = IB;A (π
∗) defined in [5, 6]. In the
classical case when both algebras A and B are Abelian, I (π) coincides with the
Shannon mutual information IA;B (π).
The following proposition follows from the monotonicity property (3.2) of the
relative entropy on M = A ⊗ B with respect to the predual K∗ (ω0) = ̟0 (K⊗ I)
to the ampliation K⊗ I of a normal completely positive unital map K : A → A0.
Proposition 1. Let π : B → A∗ be an entanglement of (B, ς) of a state ς (B) =
Trπ (B), B ∈ B to (A, ̺) with the density operator ρ = π (I), and π0 : A
0 →
B∗ be an entanglement defining π by the composition π
∗ = π0K with a normal
completely positive unital map K : A → A0. Then E (π) ≤ E
(
π0
)
, where π0 = π∗0,
and thus I (π) ≤ I
(
π0
)
. In particular, for any separable π = πc where πc is the
convex combination (2.10) with
∑
ςnµ (n) = ς, there exists a not less informative
entanglement πd : B → A0 with the same ς (B) = Trπd (B) and Abelian A0, and the
standard entanglement π0 = πq to ̺0 = ς with A
0 = B is the maximal one in the
sense that for any entanglement π there exists not less informative q-entanglement
with the same (B, ς).
Proof. The first proposition follows from the monotonicity property (3.4) applied
to the ampliation K (A⊗B) = K (A) ⊗ B of the CP map K from A → A0 to
A ⊗ B → A0 ⊗ B, with the compound state K∗ (ω0) = ̟0 (K⊗ I) (I denotes the
identity map B → B) corresponding to the entanglement π∗ = π0K and K∗ (φ0) =
̺⊗ ς with ̺ = ̺0K corresponding to ϕ0 = ̺0 ⊗ ς.
If π is separable entanglement (2.10), πc = π
∗ can be decomposed as
π∗ (A) =
∑
n
˜̺n (A) σnµ (n) = π0 (K (A)) .
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Here K (A) =
∑
|n〉̺n (A) 〈n| is a normal unital CP map on A into the Abelian
algebra A0 of diagonal operators on G0 = ℓ2 (N), and π0 = π∗0 = π
d is the diago-
nalizing entanglement (3.4).
The inequality (3.4) can be also applied to the standard entanglement cor-
responding to the compound state (2.6) on B ⊗ B = ⊕i,jB (i) ⊗ B (j), where
B (i) = L (Hi). It is described by the density operator
ωq = ⊕i,jPB⊗B (i, j) = ⊕iψiψ
†
ip (i) ,(3.7)
where PB⊗B (i, j) = δ
j
iωip (i) is concentrated on the diagonal ⊕iB (i) ⊗ B (i) of
B ⊗ B. The amplitudes ψi ∈ Hi ⊗ Hi are defined in (2.6) as ψi = |σ
1/2
i 〉 by the
components χ0 (i) = |i〉⊗σ (i)
1/2 of the standard entangling operator χ0 on G0 = H
into ℓ2(N)⊗H. Indeed, any entanglement π∗ (A) = TrFχAχ
† as a normal CP map
A → B normalized to the density operator σ = TrFχχ
† can be represented as the
composition π0K of the standard entanglement π
0 = πq on
(
A0, ̺0
)
= (B, ς) and a
normal unital CP map K : A → B. The CP map K is defined by σ1/2K(A)σ1/2 =
π∗
(
A˜
)
. It has the form
K (A) = TrF
−
X†AX, A ∈ A
where X is an operator F− ⊗H → G, TrF
−
X†X = I defining the entangling oper-
ator χ = (I− ⊗ χ0)X
† for π. Thus the standard entanglement πq (B) = σ1/2B˜σ1/2
corresponds to the maximal mutual information.
Note that the supremum of the information gain (3.6) over all c-entanglements to
the system (B, ς) is the von Neumann entropy (3.5). It is achieved on any extreme
entanglement π0 with an Abelian A0, given by a decomposition ς =
∑
ςnµ (n) into
pure states ςn. For example by a Schatten decomposition σ =
∑
n |n〉〈n|ν (n), cor-
responding to ςn (B) = 〈n|B|n〉 and µ (n) = ν (n). The maximal value ln rankB of
the von Neumann entropy on the algebra B is restricted by ln dimB as (dimB)1/2 ≤
rankB ≤ dimB.
Definition 2. The maximal total information
H (ς) = sup
pi(I)=σ
I (π) = I (πq) ,(3.8)
achieved on A0 = B by the standard q-entanglement πq (B) = σ1/2B˜σ1/2 for a fixed
state ς (B) = TrHBσ, is called q-entropy of the state ς. The difference
H (π) = H (ς)− I (π)
is called the q-conditional entropy on B with respect to A.
Obviously, H (π) is positive in contrast to S (ς)− I (π) = −E (π) which is positive
as the averaged conditional entropy S (π) in the case of Abelian A, but which can
achieve also the negative value
S (ς)− H (ς) = − ln dimσ(3.9)
the following theorem states.
Theorem 2. Let B be a discrete decomposable algebra on H = ⊕iHi, with the state
ς = ⊕ςip (i) given by normal states ςi on L (Hi), and C ⊆ B be its center with the
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state p = ς |C induced by the probability distribution p (i). Then the q-entropy is
given by
H (ς) = S (ς) +
∑
i
p (i) ln rankσi = H (p) +
∑
i
H (ςi) p (i) ,(3.10)
where H (p) = −
∑
i p (i) ln p (i) = S (p), and
H (ςi) = ln rankσi − TrHiσi lnσi = S (ςi) + ln rankσi.
It is positive, H (ς) ∈ [0,∞], and if the reduced algebra Bσ = EσBEσ is finite
dimensional, it is bounded, with the maximal value H (ς◦) = ln dimBσ, achieved on
the tracial σ◦ = (dim Eσ)
−1
Eσ, with Eσ = EσH.
Proof. The q-entropy H (ς) is the supremum (3.8) of the mutual information (3.6)
which is achieved on the standard entanglement, corresponding to the density op-
erator (3.7) of the standard compound state (2.6) with A = B, ρ = σ. Thus
H (ς) = E (πq)+S(ς), where
E (πq) =
∑
i
ψ (i)† ψ (i) lnψ (i)† (σ (i)⊗ I)−1 ψ (i) =
∑
i
p (i) ln rankσi
as σ (i) = σip (i), υq (i) = ψ (i) 〈i|, ψ (i) = |σ
1/2
i 〉p (i)
1/2
, and
ψ (i)
†
(σ (i)⊗ Ii)
−1
ψ (i) = 〈σ
1/2
i |
(
σ−1 ⊗ Ii
)
|σ
1/2
i 〉
= TrHσ (i)
1/2
σ (i)
−1
σ (i)
1/2
= rankσi.
Decomposing the von Neumann entropy as
S (ς) =
∑
i
(S (ςi)− ln p (i)) p (ι) ,
we obtain the corresponding decomposition for q-entropy
H (ς) =
∑
i
(H (ςi)− ln p (i)) p (ι) ,
where H (ςi) = ln rankσi + S (ςi). Due to 0 ≤ S (ςi) ≤ ln rankσi, each H (ςi) is
positive, and it is bounded by 2 ln rankσi = ln dimBi, where we took into account
that Bi = EσL (Hi)Eσ = L (Ei) has the squared dimensionality dim Ei = rankσi of
Ei = EσHi. This gives the dimensional bound
H (ς) ≤ ln
∑
i
(dim Ei)
2 = ln dimBσ
for the q-entropy of a state on the reduced algebra Bσ = ⊕Bi. Actually this
boundary is achievable, as well as dimensional capacity
Cq (B) = sup
p
∑
i
p (i)
(
2 sup
ςi
S (ςi)− ln p (i)
)
= − inf
p
∑
i
p (i) (ln p (i)− 2 ln dimHi) = ln dimB.
of the algebra B (in case of finitedimensional B). Here we used the fact that the
supremum of von Neumann entropies
S (ςi) = −
∑
i
TrHiσi lnσi
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for the simple algebras B (i) = L (Hi) with dimB (i) = (dimHi)
2
<∞ is achieved
on the tracial density operators σi = (dimHi)
−1 Ii ≡ σ◦i , and the infimum of the
relative entropy
I (p; p◦) =
∑
i
p (i) (ln p (i)− ln p◦ (i)) ,
where p◦ (i) = dimB (i) / dimB, is zero, achieved at p = p◦.
4. Quantum Channel and its Q-Capacity
Let H1 be a Hilbert space describing a quantum input system and H describe
its output Hilbert space. A quantum channel is an affine operation sending each
input state defined on H1 to an output state defined on H such that the mixtures
of states are preserved. A deterministic (noiseless) quantum channel is defined by
a linear isometry Y : H1 → H with Y
†Y = I1 (I1 is the identify operator in H1)
such that each input state vector η1 ∈ H1, ‖η1‖ = 1, is transmitted into an output
state vector η = Y η1 ∈ H, ‖η‖ = 1. The orthogonal mixtures σ1 =
∑
n σ1 (n) of
the pure input states σ1 (n) = η1 (n) η1 (n)
† are sent into the orthogonal mixtures
σ =
∑
n σ (n) of the corresponding pure states σ (n) = Y σ1 (n)Y
†.
A noisy quantum channel sends pure input states ς1 on the algebra B
1 = L (H1)
into mixed ones ς = Λ∗ (ς1) given by the predual Λ∗ = Λ
∗|B1∗ to a normal completely
positive unital map Λ : B → B1,
Λ (B) = TrF1Y
†BY, B ∈ B
where Y is a linear operator from H1 ⊗F+ to H with TrF+Y
†Y = I, and F+ is a
separable Hilbert space of quantum noise in the channel. Each input mixed state
ς1 is transmitted into an output state ς = ς1Λ given by the density operator
Λ∗ (σ1) = Y
(
σ1 ⊗ I
+
)
Y † ∈ B∗
for each density operator σ1 ∈ B
1
∗, where I
+ is the identity operator in F+.
The input entanglements π1 = A → B1∗ dual to π1 : B
1 → A will be denoted as
π1 = κ = π∗1. They define the quantum-quantum correspondences (q-encodings) of
probe systems (A, ̺) with the density operator ρ = κ∗
(
I1
)
, to the input
(
B1, ς1
)
of the channel Λ with σ1 = κ (I). If K : A → A
0 is a normal completely positive
unital map
K (A) = TrF
−
X†AX, A ∈ A,
whereX is a bounded operator F−⊗G0 → G with TrF
−
X†X = I0, the compositions
κ = π10K, π = Λ
∗κ are the entanglements of the probe system (A, ̺) with the
channel input
(
B1, ς1
)
and to the output (B, ς) via this channel. The state ̺ = ̺0K
is given by
K∗ (ρ0) = X
(
I− ⊗ ρ0
)
X† ∈ A∗
for each density operator ρ0 ∈ A
0
∗, where I
− is the identity operator in F−. The
resulting entanglement π = λ∗K defines the compound state ̟ = ̟01 (K⊗ Λ) on
A⊗ B with
̟01
(
A0 ⊗B1
)
= Tr A˜0π01
(
B1
)
= Tr υ†01
(
A0 ⊗B1
)
υ01
on A0 ⊗B1. Here υ01 : F01 → G0 ⊗H1 is the amplitude operator, uniquely defined
by the input compound state ̟01 ∈ A
0
∗ ⊗ B
1
∗ up to a unitary operator U
0 on F01,
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and the effect of the input entanglement κ and the output channel Λ can be written
in terms of the amplitude operator of the state ̟ as
υ = (X ⊗ Y )
(
I− ⊗ υ01 ⊗ I
+
)
U
up to a unitary operator U in F = F− ⊗ F01 ⊗ F+. Thus the density operator
ω = υυ† of the input-output compound state ̟ is given by ̟01 (K⊗ Λ) with the
density
(K⊗ Λ)
∗
(ω01) = (X ⊗ Y )ω01 (X ⊗ Y )
†
,(4.1)
where ω01 = υ01υ
†
01.
Let K1q be the set of all normal TCP maps κ : A → B
1
∗ with any probe algebra A,
normalized as Trκ (I) = 1, and Kq (ς1) be the subset of all κ ∈ K
1
q with κ (I) = ς1.
Each κ ∈ K1q (ς1) can be decomposed as κ0K, where κ
∗
0 = π
q
1 = κ0 ∈ Kq (ς1)
is the standard entanglement on
(
A0, ̺0
)
=
(
B1, ς1
)
, and K is a normal unital
CP map A → B1. Further let K1c be the set of all c-entanglements κ described
by κ (A) =
∑
n ˜̺n (A)σ1 (n), i.e.. κ
∗ = πc1 are convex combinations (??) on B1,
and Kc (ς1) denotes the subset of Kc corresponding to a fixed κ (I) = ς1. Each
κ ∈ Kc (ς1) can be represented as κ = κ0K, where κ
∗
0 = π
d
1 is an extreme d-
entanglement of an Abelian A0 to
(
B1, ς1
)
, by a proper choice of the CP map
K : A → B1.
Now, let us maximize the entangled mutual entropy for a given quantum channel
Λ (and a fixed input state ς1) by means of the above two types of quantum (true) and
classical (not true) entanglements κ. The entangled entropy (3.3) was defined in the
previous section by the derivative of the probability operator ω of the corresponding
compound state̟ on A⊗B with respect to the density operator ρ⊗I of the product
ϕ = ̺⊗ TrH. In each case
̟ = ̟01 (K⊗ Λ) , ϕ = ̺0K⊗ Tr,
where K is a CP map A → A0 = B1, ̟01 is one of the corresponding extreme
compound states ̟q1, ̟d1 on B
1 ⊗ B1, and ̺0
(
A0
)
= ̟01
(
A0 ⊗ I1
)
.
Proposition 2. The entangled information achieves the following maximal values
Eq (ς1,Λ) := sup
κ∈Kq(ς1)
E (κ∗Λ) = E (πq1Λ) ,(4.2)
Ec (ς1,Λ) := sup
κ∈Kc(ς1)
E (κ∗Λ) = −S (ς1,Λ) .
Here S (ς1,Λ) is the minimal von Neumann mean conditional entropy
S (ς1,Λ) = sup
pi1
d
S
(
πd1Λ
)
≡ S (πo1Λ) ,
which is achieved on an extreme (optimal) diagonalizing map πo1 = π
d
1 with Trπ
o
1 =
ς1 for all B ∈ B
1. The total entangled information achieves respectively the follow-
ing maximal values
Iq (ς1,Λ) := sup
κ∈Kq(ς1)
I (κ∗Λ) = S (ς1Λ) + E (π
q
1Λ) ,
Ic (ς1,Λ) := sup
κ∈Kc(ς1)
I (κ∗Λ) = S (ς1Λ)− S (π
o
1Λ) .
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They are ordered as
Eq (ς1,Λ) ≥ Ec (ς1,Λ) , Iq (ς1,Λ) ≥ Ic (ς1,Λ)(4.3)
Proof. Owing to the monotonicity
R (̟01 (K⊗ Λ) : ̺0K⊗ Tr) ≤ R (̟01 (I⊗ Λ) : ̺0 ⊗ Tr) ,
the supremum of over all κ ∈ Kq (ς1) is achieved on the standard entanglement
B1 → A
0 given by κ∗ = πq1 ≡ κ
0. Due to the same reason the supremum over all
c-entanglements κ ∈ Kc (ς1) coincides with the supremum over all normal unital
maps κ0 on an Abelian A
0 satisfying the condition κ0
(
I0
)
= σ1. However the
entangled information E
(
πd1Λ
)
for the not true entanglements κ∗0 = π
d
1 ≡ κ
0 is not
positive, coinciding with the minus the averaged conditional von Neumann entropy
S
(
πd1Λ
)
. The minimum of S
(
πd1Λ
)
over all diagonalizing maps πd1 is achieved on
an optimal pure d-entanglement κ0 = πo1 on
(
B1, ς1
)
.
The same arguments apply also for the total informations I (π) = E (π) + S (ς),
however the suprema Iq (ς,Λ) and Ic (ς,Λ) can be obtained now straightforward as
S (ς) does not depend on the input entanglements with a fixed κ (I) = σ1. The
inequalities in (4.3) simply follow from Kq (ς1) ⊇ Kc (ς1)
Definition 3. The suprema
Cq (Λ) := sup
κ∈K1q
I (κ∗Λ) = sup
ς1
Iq (ς1,Λ) ,
Cc (Λ) := sup
κ∈K1c
I (κ∗Λ) = sup
ς1
Ic (ς1,Λ) ,(4.4)
are called the q- and c-capacities respectively for the quantum channel defined by a
normal unital CP map Λ : B → B1.
Obviously the capacities (4.4) satisfy the inequalities
Cc (Λ) ≤ Cq (Λ) .
Theorem 3. Let Λ (B) = Y †BY be a unital CP map B → B1 describing a quantum
deterministic (noiseless) channel. Then
Ic (ς1,Λ) = S (ς1) , Iq (ς1,Λ) = H (ς1) ,
and thus in this case
Cc (Λ) = ln rankB
1, Cq (Λ) = ln dimB
1
Proof. It was proved in the previous section for the case of the identity channel
Λ = I, and thus it is also valid for any isomorphism Λ described by a unitary
operator Y . In the case of non-unitary Y we can use the identity
Tr Y
(
σ1 ⊗ I
+
)
Y † lnY
(
σ1 ⊗ I
+
)
Y † = Tr S
(
σ1 ⊗ I
+
)
lnS
(
σ1 ⊗ I
+
)
,
where S = Y †Y . Due to this S(ς1Λ) = −Tr S (σ1 ⊗ I
+) lnS (σ1 ⊗ I
+). However in
the case of the noiseless channel I+ = 1, S = I, and thus
S (ς) = S (ς1Λ) = S (ς1) .
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Moreover, as υ = (X ⊗ Y ) (I− ⊗ υ01), υ
†υ = (I− ⊗ υ01)
†
(R ⊗ I) (I− ⊗ υ01) =
υ†1υ1, where R = X
†X , υ1 = (X ⊗ I) (I
− ⊗ υ01), and
υ† (ρ⊗ I)
−1
υ =
(
I− ⊗ υ01
)† (
X†ρ−1X ⊗ I
) (
I− ⊗ υ01
)
= υ†1 (ρ⊗ I)
−1
υ1,
where ρ = X (I− ⊗ ρ0)X
†. Hence
E (π1Λ) = TrFυ
†
1υ1 ln υ
†
1 (ρ⊗ I)
−1
υ1 = E (π1) ,
where π1 = κ
∗. Thus Cq (Λ) = supς1 H (ς1), Cc (Λ) = supς1 S (ς1) due to
sup
κ∈Kq(ς1)
E (κ∗Λ) = H (ς1) , sup
κ∈Kc(ς1)
E (κ∗Λ) = S (ς1) .
Therefore Cq (Λ) = ln dimB
1 = Cq
(
B1
)
, Cc (Λ) = ln rankB
1 = Cc
(
B1
)
.
In order to consider block entanglements let us introduce the product systems
(B⊗n, ς⊗n) on the tensor product H⊗n = ⊗nl=1Hl of identical spaces Hl = H, and
the product channels Λ⊗n∗ : B
n
∗ 7→ B
⊗n
∗ , the preduals of the normal unital CP
product maps
Λ⊗n : B⊗n → Bn = ⊗nl=1B
1
l , Λ
⊗n
(
B⊗n
)
= Λ (B)⊗n ,
where Bl = B
1 for all l. Obviously
S
(
ς⊗n
)
= nS (ς) , Cc
(
B⊗n
)
= nCc (B) ,
H
(
ς⊗n
)
= nH (ς) , Cq
(
B⊗n
)
= nCq (B) .
However it not obvious that this additivity should take place for
I
n
c (ς1,Λ) = Ic
(
ς⊗n1 ,Λ
⊗n
)
, Cnc (Λ) = Cc
(
Λ⊗n
)
,
I
n
q (ς1,Λ) = Iq
(
ς⊗n1 ,Λ
⊗n
)
, Cnq (Λ) = Cq
(
Λ⊗n
)
.
the suprema of the mutual information I (κ∗Λ⊗n) over the set Kq
(
ς⊗n1
)
of all input
entanglements κ : A → Bn∗ with any probe algebra A, normalized as κ (I) = σ
⊗n
1 ,
and with any such normalization respectively, κ ∈ Knq . It is easily seen, by applying
the monotonicity property (3.2) with respect to the normal unital CP map K : A →
A0 = Bn in the decomposition κ = πnqK, where
πnq
(
A0
)
=
(
σ⊗n1
)1/2
A˜0
(
σ⊗n1
)1/2
, A0 ∈ Bn,
that the quantities Inq (ς1,Λ) are additive:
I
n
q (ς1,Λ) = nIq (ς1,Λ) , C
n
q (Λ) = nCq (Λ) .
Note that if the supremum supςn Iq (ςn,Λ
⊗n) is taken over all states ςn ∈ B
n
∗ but
not just over ς⊗n1 , it might be possible to achieve more than nCq (Λ). However
for the classical entanglements this additivity cannot be proved even in the case of
ςn = ς
⊗n
1 :
I
n
c (ς1,Λ) ≥ nIc (ς1,Λ) , C
n
c (Λ) ≥ nCc (Λ) .
The superadditivity implies that the quantities inc = I
n
c /n, c
n
c = C
n
c /n have the
limits
ic (ς1,Λ) = lim
n→∞
1
n
I
n
c ((ς1,Λ)) ≥ Ic (ς1,Λ) , cc (Λ) = limn→∞
1
n
C
n
c (Λ) ≥ Cc (Λ)
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which are usually taken as the bounds of classical information and capacity [17, 18]
for a quantum channel Λ. As it has been recently proved in [19] under a certain
regularity condition, the upper bound C (Λ) is indeed asymptotically achievable
by long block classical-quantum encodings. Note that the c-quantities inc , c
n
c are
not easy to evaluate for each n, but they all are bounded by the corresponding
q-quantities iq =
1
n I
n
q = Iq and cq = lim
1
nC
n
q :
ic (ς1,Λ) ≤ iq (ς1,Λ) , cc (Λ) ≤ cq (Λ) .
In order to measure the ”real” entangled information of quantum channels ”with-
out the classical part”, another quantity, the ”coherent information” was introduced
in [3]. It is defined in our notations as
Is (ς1,Λ) = Iq (ς1,Λ)− S (ς) , C
1
s (Λ) = sup
ς1
Is (ς1,Λ)
Obviously Is (ς1,Λ) ≤ E (ς1,Λ), and C
1
s (Λ) ≤ C
1
e (Λ) = supς1 E (ς1,Λ). The supre-
mum Cns (Λ) = Cs (Λ
⊗n) of Is (ς
n
1 ,Λ
⊗n) over all states ςn1 ∈ ⊗
n
1B
1
∗ in general is not
additive but superadditive, and the coherent capacity is defined as the limit
cs (Λ) = lim
n→∞
1
n
C
n
s (Λ) ≤ lim
n→∞
1
n
C
n
e (Λ) = ce (Λ) .
Obviously this capacity has the bounds cs (Λ) ≤ cq (Λ) as ce (Λ) ≤ cq (Λ) due to
Es (ς
n
1 ,Λ
⊗n) ≤ Iq (ς
n
1 ,Λ
⊗n) ≥ 0 for each input state ς1.
Thus the entangled information Iq (ς1,Λ) for a single channel corresponding to
the standard entanglement κ gives upper bound of all other informations and is
good analog of the corresponding classical quantities.
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