ABSTRACT To solve the problem of large training samples requirement of space time adaptive processing (STAP), a jointly sparse matrices recovery-based method is proposed for clutter plus noise covariance matrix estimation by exploiting the transmitting waveform orthogonality of multiple-in multipleout (MIMO) radar. The clutter spatio-temporal spectrum estimation problem is modeled as a sparse matrix reconstruction problem. Multiple training samples are generated based on the received signal of MIMO radar from a single training range cell. In order to recover the spatio-temporal spectrum matrices corresponding to different training samples, a jointly 2-D iterative adaptive approach is formulated to provide high accuracy and efficiency. Compared with the existing sparse recovery (SR)-based STAP method with single training range cell, due to the application of matricization process and MIMO radar, the proposed method can not only improve the clutter covariance matrix estimation accuracy but also reduce the computational complexity. In the heterogeneous and non-stationary environment, the proposed method can achieve better clutter suppression performance than conventional SR-based STAP methods using multiple training range cells. Simulation results are given to demonstrate the advantages of the proposed method over existing methods.
I. INTRODUCTION
To detect slowly moving targets in a strong ground clutter background, space-time adaptive processing (STAP) technique is widely used for airborne/spaceborne radar [1] , [2] . Since the operating environment is unknown in a prior, the performance of STAP method is normally determined by the clutter plus noise covariance matrix (CNCM) estimation accuracy for the range cell under test (CUT). Classically, the CNCM of the CUT is estimated by its adjacent training range cells via the maximum likelihood estimate [3] . However, requiring a large number of independently and identically distributed (IID) target-free training range cells, the optimal full-rank STAP processor is difficult to apply to the practice, especially in the seriously heterogeneous environments, where the clutter characteristics may change fast and dynamically.
Aiming to reduce the requirement of IID training range cells, many different kinds of sub-optimal STAP methods have been proposed in the past decades, including reduced-dimension (RD) methods [4] , [5] , reduced-rank methods (RR) [6] , [7] , direct data domain (D3) methods [8] , knowledge-aided (KA) methods [9] , [10] , and sparse recovery/representation (SR) based methods [11] - [21] . For RD and RR methods, the required number of training range cells can be reduced to twice of the reduced dimension or twice of the clutter rank, but maybe still relatively large in the seriously heterogeneous scenario. D3 STAP methods only use the data of CUT, bypassing the problem of training range cell requirement and eliminating the impacts of nonhomogeneous environments. However, D3 methods will reduce the system degree of freedom (DOF) because only partial statistical information is used, which causes the performance degradation. Although KA STAP methods have gained significant attention, the accuracy of the prior knowledge of environment is still hard to guarantee.
In recent years, motivated by the development of SR and compressive sensing (CS) theory [22] - [24] , SR STAP methods have been extensively studied [25] - [29] . By exploiting the intrinsic sparsity of the clutter spatio-temporal spectrum, these methods can achieve accurate CNCM estimation with only a small number of IID training range cells. However, there are two obstacles that prevent current SR STAP methods from coming into practical use. The first problem is the high computational and memory usage, making the real-time processing impossible. Although some fast approaches have been proposed, such as the spectrum-aided reduced-dimension method in [25] and the beam-space postDoppler dimension reduced method in [26] , SR STAP methods always require high computational complexity and huge memory cost because of the vectorization of the received signal and the big size of the pre-defined sparsifying dictionary. Secondly, the performance of SR STAP methods is mainly dependent on the adopted SR algorithms, while the reconstruction accuracy of SR processing needs to be further improved in the noisy environment. Originally, SR STAP methods only use single training range cell to estimate the clutter spectrum, called as single measurement vector (SMV) based SR STAP methods. More recently, to improve the accuracy by making sufficient use of the adjacent multiple training range cells, multiple measurement vector (MMV) based SR STAP methods were put forward [27] , [29] . However, the required training range cells for MMV based SR STAP methods are usually difficult to obtain in the seriously heterogeneous scenario, for example, in the short-range clutter environment of a non-side looking airborne radar system.
On the other hand, it is known that the theory of STAP is initially developed for the conventional airborne phased array radar system that can be viewed as a single-input multipleoutput (SIMO) radar system. In recent years, multiple-input multiple-output (MIMO) radar has been shown to have the superiority over conventional SIMO radar [30] , [31] . To exploit the potentials for clutter suppression, MIMO STAP methods have drawn interests [32] - [37] . It is claimed that, compared to SIMO radar, MIMO radar enjoys higher DOF and thus better clutter suppressing performance thanks to the virtual array generated by different pairs of transmitters and receivers. However, for MIMO radar STAP, the computational load and the needed IID training samples are significantly increased due to the added dimension created by the orthogonal waveforms. Fortunately, with a slight modification, many SIMO radar oriented sub-optimal methods mentioned above can be easily extended to the MIMO radar case. It should also be pointed that, although two different classes of MIMO radar, i.e. distributed MIMO radar and collocated MIMO radar [32] , can be employed according to the system configuration, the collocated MIMO radar system is mainly considered for airborne radar STAP and is focused in this paper.
In the previous researches, different from the conventional application of MIMO concept in STAP, i.e. to improve the system DOF and the clutter resolution based on the larger virtual array, we have proposed to use the transmitting diversity of MIMO radar to generate multiple training samples for SR STAP method [38] , [39] . In such case, only one IID training range cell is needed for the MMV based SR STAP methods. We have demonstrated that, based on the advanced MMV SR algorithms, including temporally correlated multiple sparse Bayesian learning algorithm [40] and multiple focal underdetermined system solver (M-FOCUSS) [41] , the CNCM can be more accurately estimated, resulting in better clutter mitigation performance than conventional SR STAP methods. However, the problems of computational efficiency and memory usage are not solved. In this paper, we focus on improving the estimation accuracy and efficiency of the clutter spatiotemporal spectrum for airborne radar clutter suppression. Instead of using multiple training samples that were obtained from different IID training range cells, the received signal from a single IID training range cell of MIMO radar is decomposed to multiple matrices with same sparse structure. Then, different from existing SR STAP methods that convert the 2D received signal matrix and the 2D clutter spectrum to 1D vectors to fit the classical SR theory, we modeled the clutter spatio-temporal spectrum estimation problem as a jointly sparse matrices reconstruction problem. Besides, two separate sparsifing dictionaries with much smaller size are defined to reduce the memory cost. Furthermore, a jointly 2D iterative adaptive approach (IAA) is proposed to effectively and accurately solve the established reconstruction problem. At last, the CNCM and space-time adaptive weight of STAP processor are calculated based on the estimated clutter spectrum. Simulation results show that the proposed STAP algorithm can achieve better clutter suppression performance than the conventional SR STAP methods, while the computational complexity and memory cost are also reduced.
The remainder of this paper is organized as follows: in section II, the signal model for airborne radar STAP is developed. Conventional SR STAP methods with SMV model and MMV model are briefly reviewed and their problems are discussed. In section III, the jointly sparse matrices recovery model for clutter spectrum estimation is formulated. By using the waveform orthogonality of MIMO radar, multiple training samples are generated from only one training range cell. A jointly 2D IAA algorithm is then proposed to reconstruct the clutter spectrum matrices. Section V provides some simulation results to demonstrate the estimation accuracy and computing efficiency of the proposed method. Finally, Section VI concludes this paper.
Notations: E[·] denotes the expectation, (·) H denotes the conjugate transpose, (·) T denotes the transpose, (·) * denotes the conjugate, (·) −1 denotes the matrix inverse, ⊗ denotes the Kronecker product, denotes the Hadamard product, Mat(·) denotes the matricization operation, Vec(·) denotes the vectorization operation, | · | 2 denotes the element-wise power of a vector or a matrix, · F denotes the Frobenius norm of a matrix, · 0 denotes the number of nonzero entries in a vector or a matrix, (·) † denotes the pseudo-inversion, diag(·) denotes the diagonalization, and · 2,0 is a mixed norm defined as the number of non-zero elements of the vector formed by the l 2 -norm of each row vector of a matrix.
II. SIGNAL MODEL AND SR STAP METHODS

A. SIGNAL MODEL FOR AIRBORNE RADAR STAP
The airborne radar flying at altitude H with a constant moving velocity V and a uniformly linear array (ULA) is considered, as shown in Fig. 1 . The ULA consists of N elements with an interelement spacing d R . With the pulse repetition frequency (PRF) f r = 1/T r , K pulses are transmitted in a coherent processing interval (CPI), where T r is the pulse repetition interval (PRI).
In this paper, jamming signals and the range ambiguous clutter are not considered. Therefore, for the CUT including the target, assuming there are totally N c clutter patches in this range cell and the clutter patches are evenly distributed in the azimuth angles, the radar received signal at the n-th array element corresponding to the k-th pulse can be represented as [2] 
where n = 1, 2, . . . , N , and k = 1, 2, . . . , K . In the right side of (1), the first term denotes the target: 2V cos ϕ i cos (θ i − θ p )/λf r are the normalized spatial frequency and Doppler frequency of the i-th clutter patch, respectively. At last, n 0 n,k in (1) denotes the additive thermal noise. The received signal of the CUT collected over all pulse repetition periods and all array elements can be stacked as an NK×1 vector x 0 , given by
where x T ,0 is the target component, x C,0 is the clutter component, x N ,0 is the noise component, s With the assumption that the clutter patches are mutually independent, we can get the clutter covariance matrix (CCM) as [1] 
Furthermore, supposing the thermal noise x N ,0 is a zeromean complex Gaussian signal with covariance matrix R N = σ 2 I NK and is uncorrelated with the clutter patches, the CNCM can be calculated by
where σ 2 is noise power, and I NK is an NK×NK identity matrix.
The goal of STAP is to find a linear combination of the received signal x 0 so that the output signal-to-clutter-plusnoise ratio (SCNR) can be maximized. The SCNR maximization can be achieved by minimizing the total covariance of the received signal while keeping the target response unity, expressed as
where w is the spatio-temporal weighting vector of the STAP processor. The solution of (5), i.e. the so-called minimum covariance distortionless response beamformer, is given by
The problem is that, in practice, the CNCM of the CUT is unknown in advance and should be estimated by the training range cells. If the clutter signals of L target-free range cells are all IID with the clutter signal of the CUT, the CNCM can be estimated by the sample matrix inversion (SMI) method [2] as
where l = 1, 2, . . . , L, and x l is the received signal of the l-th training range cell. However, the estimation of CNCM by SMI method converges slowly. Thus, advanced methods that can reduce the number of IID training range cells should be employed.
B. SR STAP METHODS
By exploiting the sparsity of clutter spatio-temporal spectrum, recently proposed SR STAP methods [17] , [18] can effectively estimate the CNCM of the CUT with much reduced training range cells than the SMI method. For these methods, generally, the spatial frequency domain and the Doppler frequency domain are discretized into Q grids and P grids, respectively. Based on these discretized Doppler and spatial frequency pairs, the received signal of the l-th targetfree training range cell can be approximated by [13] vectorized clutter spatio-temporal spectrum of the l-th range cell. Normally, to get high resolution, Q and P are bigger than N and K , respectively. In such a case, (8) becomes heavily ill-posed, i.e. the row dimension of is much smaller than its column dimension. Thus, SMV based SR STAP methods try to solve (8) by the following minimization problem.
where ε l is the noise level. Eq. (9) is NP-hard but can be solved by many state-of-theart algorithms, such as orthogonal matching pursuit (OMP) algorithm [42] , smoothed l 0 norm (SL0) algorithm [43] , and IAA algorithm [44] . It can be learned from (9) that SMV based SR STAP methods attempt to represent the received signal vector x l by the least number of atoms in the predesigned sparsifying dictionary . Since the sparsity information of clutter spectrum is well exploited, with only one training range cell and assuming its clutter is IID with the CUT, SMV based SR STAP methods can estimate the CNCM by [17] 
where α l p,q is the (p-q)-th element of α l . One problem of estimating the CNCM by (10) is that, although more and more fast reconstruction algorithms have been proposed, the computational cost to solve the 1D minimization problem shown in (9) is always very high. In general, greedy algorithms [42] , [45] , [46] are much more computationally efficient and easier to implement in practice than other algorithms. However, taking the OMP algorithm as an example and assuming its iteration number is G, the total complexity to solve (9) is given by O(GNKPQ) [42] , which will be quite large for the big N , K , P and Q case. Besides, the large size of sparsifying matrix results in huge memory usage. Another important factor that limits the applications of SMV based SR STAP methods is the estimation accuracy. Since only one training range cell is used, in the noisy environment, the SMV based SR STAP methods will suffer from performance degradation due to the reconstruction error produced in the procedure of solving (9) via the parameter dependent SR algorithms.
To improve the estimation accuracy and inspired by the emergence of MMV based SR algorithms [40] , [41] , some advanced SR STAP methods have been put forward. With the MMV model and L available IID training range cells, the received signal matrix is organized into the following form.
where
is the spatio-temporal spectra matrix, and N is the thermal noise matrix. Assuming the spatio-temporal spectra of different range cells have same sparse structure, i.e. the position of non-zero entries in every column of A is identical, the spatio-temporal spectra matrix A can be estimated by solving (12) where the noise level ε l is assumed to be same for
After straightly extending the typical SMV SR algorithms to the MMV model to solve (12) , the CNCM of the CUT can be calculated by
where A l p,q is the (p-q)-th element of the l-th column of A. By using the information within multiple adjacent range cells simultaneously, the MMV based SR STAP methods can achieve better CNCM estimation accuracy and thus better clutter suppression performance than the SMV case. However, two problems should be pointed out. Although the number of IID training range cells in (12) is much smaller than that in (7), the requirement may still be insatiable in the severely heterogeneous environment. Secondly, since many MMV SR algorithms are directly derived from the SMV ones, the computational burden and memory cost problem are not solved.
III. JOINTLY SPARSE MATRICES RECOVERY AND MIMO RADAR
To overcome the limitations of SR STAP methods for airborne radar clutter suppression and target detection, in this section, we propose a jointly sparse matrices recovery model for clutter spectrum estimation using MIMO radar. Specifically, to reduce the computational complexity and memory cost, the vectorization process in existing SR STAP methods is avoided and the received signal is directly processed in the matrix form. Two separate sparsifying dictionaries, i.e. spatial dictionary and temporal dictionary, are designed according to the property of Kronecker product to reduce the memory usage. Then, to improve the estimation accuracy, multiple training samples are generated from one training range cell based on the transmitting diversity of MIMO radar.
A. JOINTLY SPARSE MATRICES RECOVERY MODEL
To solve the large computational complexity and memory usage problem of conventional SR STAP methods, instead of estimating the reflection coefficient vector α l in (8), we propose to recover the matrix formed spatio-temporal spectrum l directly by solving a 2D sparse matrix reconstruction problem. Rewritten in the matrix form, the 2D received signal of the l-th training range cell is given as
where Then, similar with the conventional SR STAP methods, the sparsity of l is exploited to restrict the possible solutions of (14) , resulting in the following optimization problem.
After obtaining l , the CNCM can be calculated based on (9) , where α l = Vec( l ). Compared to solving (9), the memory usage in solving (15) is reduced to O(KP)+O(NQ) since only matrix t and s are needed to hold. Furthermore, several algorithms have been proposed to solve (15) effectively, such as 2D OMP algorithm [47] , 2D SL0 algorithm [48] , and 2D IAA [49] . Although these algorithms are directly derived from their 1D counterparts, their computational complexity are much reduced since the matrixvector multiplication operation is replaced by the matrixmatrix multiplication operation. For example, in OMP-type algorithms, the most time-consuming part is the index finding step. At each iteration, dominated by (PQ×NK)×(NK×1) matrix-vector multiplication, the complexity of the index finding in 1D OMP is O(NKPQ). On the contrary, in 2D OMP algorithm, the index finding step is dominated by
the complexity for each iteration is thus given by O(NP(K + Q)).
Similar with the 1D sparse vector reconstruction with single measurement, the problem of using (15) is the reconstruction accuracy. As the MMV based SR algorithms can achieve better performance, in cases where we can obtain some related sparse matrices, we can expect that their simultaneous estimation has better performance than estimating each matrix independently. If L IID training range cells are available, with the assumption that different spatio-temporal spectrum matrices l are jointly sparse (i.e. different range cells share the same sparsity support), a jointly sparse matrices recovery model is defined to estimate
The jointly sparse model denotes that the positions of nonzero elements in different l are same, but the value of these elements can be different, which corresponds to the IID assumption and same clutter subspace assumption of different training range cells [11] . Therefore, better estimation results can be obtained by solving (16) and the CNCM of the CUT can be calculated based on (13) with α l = Vec( l ) and l = 1, 2, . . . , L. Now, there are two problems left for us. The first one is how to get enough IID training samples for model (16) in a severely heterogeneous environment, where the clutter characteristics of training range cells may change dynamically. The second one is how to solve (16) effectively based on the 2D reconstruction algorithms developed for single measurement. In the following sub-sections, we try to solve these problems based on the transmitting diversity of MIMO radar and the 2D IAA algorithm.
B. MULTIPLE TRAINING SAMPLES GENERATION
In this sub-section, how to generate multiple training samples from only one range cell by exploiting the waveform orthogonality of MIMO radar is derived. At first, the signal model of MIMO radar STAP is introduced. In order to keep consistent with the signal model established in the previous section, the elements of the ULA in the previous model is redefined as the N receivers of the MIMO array, and all other parameters are unchanged. Fig. 2 shows the geometry of the MIMO radar system under consideration. (17) where m = 1, 2, . . . , M , t represents the time within the pulse (i.e. the fast time), f is the carrier frequency, and u m (t) is the m-th orthogonal waveform satisfying the following property:
Based on the property of the transmitting waveforms, at each receiving element, a matched filterbank including M filters is used to extract the echoed signal from the target and clutter. For the CUT including the target, the output of the m-th filter at the n-th receiver corresponding to the k-th pulse can be represented as [32] (19) where m = 1, 2, . . . , M and n 0 n,m,k denotes the thermal noise.
VOLUME 6, 2018
For conventional MIMO STAP methods, the received signal collected over all pulse repetition periods and all transceivers is stacked as an MNK×1 vector, given by Then, with a slight modification, many STAP methods developed for conventional SIMO radar, including the SR based methods, can also be applied to the MIMO case. Due to the higher clutter resolution and extra system DOF created by the MIMO array, the clutter suppression performance can be improved compared to the SIMO case. However, the IID training samples requirement for MIMO radar becomes more challenging because of the extra dimension created by the orthogonal waveforms. Therefore, instead of using multiple transmitters to generate a larger virtual array, we have proposed to use these transmitters to generate multiple training samples in [38] and [39] . For the m-th transmitter, the received signal matrix from a single targetfree training range cell can be expressed as [38] 
where α m i denotes the reflection coefficient of the i-th clutter patch corresponding to the m-th transmitter.
Thus, for m-th transmitter, the CCM can be calculated by
Since collocated MIMO radar is considered, the reflection coefficient of the i-th clutter patch for each transmitter can be assumed to be constant, i.e. (24) where ε m denotes the noise level of the mth training sample. To reduce the computational complexity, vectorization process should be avoided as discussed above, giving
and
In [11] , it is shown that SR STAP methods are attempting to recover the clutter subspace by the least number of atoms in a pre-defined spatio-temporal dictionary. The sparse property for each training samples are determined by its clutter subspace. Since M training samples enjoy the same CCM, they also have the same clutter subspace. Therefore, it can be derived that m (m = 1, 2, . . . , M ) have nonzero entries at same locations, i.e. m are jointly sparse and thus can be estimated at the same time based on the jointly sparse matrices recovery model, given by
C. JOINTLY 2D IAA ALGORITHM Although the l 0 norm is the best to measure the sparsity of a signal in the absence of noise, its computational cost is very expensive since it is discontinuous. Therefore, to effectively and accurately solve (27) , some advanced algorithms should be adopted. A simple method is to extend a specific algorithm, which can solve the sparse matrix recovery problem in (26) , to solve the jointly sparse matrices recovery problem in (27) . Among the algorithms mentioned in Section III-A, 2D OMP algorithm needs to know the number of targets, which is commonly unknown in practice. For 2D SL0 algorithm, many parameters need to be tuned, which requires a lot of efforts in some cases. Therefore, although the joint 2D OMP and joint 2D SL0 algorithms have been proposed, they are not considered here. On the contrary, 2D IAA algorithm is a nonparametric and user parameter-free algorithm. Therefore, in this sub-section, 2D IAA algorithm is extended to solve the jointly sparse matrices recovery problem. At first, 1D and 2D IAA are briefly reviewed to provide the foundation for the proposed algorithm.
1) REVIEW OF 1D AND 2D IAA
According to [44] , the basic idea of the 1D IAA algorithm is to solve (24) by minimizing the following weighted leastsquares (LS) cost function. (29) Since R m C is unknown in advance and depends on α m p,q , IAA algorithm operates in an iterative way to get (29) . For most practical applications, convergence occurs after no more than 10-15 iterations. The initialization of the 1D IAA algorithm is given by [24] α m,0
and the o-th
is the (o − 1)-th estimation of the covariance matrix of x m .
To reduce the processing load and the required memory of solving (24) via 1D IAA algorithm, a 2D IAA algorithm that can be adopted to solve (26) directly has been proposed in [49] . At first, by using the Capon filter property [50] , the vector form of (31) 
Then, based on the properties of Kronecker product and Hadamard product, the 2D CG algorithm is derived to approx-
m ) to avoid the time-consuming vector processing of (33) .
At last, by making use of the minimum l 2 -norm solution [48] , the initialization of the 2D IAA algorithm is given by 
By replacing the matrix-vector multiplication operation with matrix-matrix multiplication operation, the computational cost of solving (26) via 2D IAA is considerably reduced compared to solving (24) via 1D IAA.
2) DERIVATION OF JOINTLY 2D IAA
Although the spatio-temporal spectra m (m = 1, 2, . . . , M ) of different training samples can be estimated by the 2D IAA algorithm individually based on (26), the reconstruction accuracy can be further improved since the same clutter subspace property and the joint sparsity of m are not exploited yet. Therefore, we propose to solve (27) by minimizing the following cost function. (29) , the solution of (36) is given by
Using the Capon filter property, we have
M . An iterative process should be employed to get (38) due to the unknown R C and the matricization operation should be conducted to reduce the computation load. Therefore, the initialization of the proposed jointly 2D IAA algorithm is same as the 2D IAA algorithm, while the o-th
is effectively calculated by the 2D CG algorithm. Table 1 gives the main steps of the proposed jointly 2D IAA algorithm, which mainly consists of initialization, estimation and update steps. Note that the details of 2D CG algorithm are not provided in Table 1 for concision, which can be found in [49] . 
Since only a single matrices summation and average operation is added in each iteration, the proposed jointly 2D IAA algorithm has similar computational complexity with 2D IAA, which is much faster than 1D IAA due to the no vectorization process. Therefore, the proposed method can save computational time with respect to the SMV/MMV based SR STAP methods using IAA algorithm. Since the received signal is directly processed in the matrix form, if K , N , P, and Q are big, the proposed method using IAA algorithm will enjoy smaller computation burden than SMV/MMV based SR STAP methods using faster SR algorithms than IAA (such as OMP). Besides, the proposed method can also reduce the memory usage from O(KNPQ) to O(KP) +O(NQ).
IV. SIMULATION RESULTS
In this section, simulation results are provided to show the effectiveness of the proposed STAP method and its advantages over conventional SR STAP methods. Simulation parameters are as follows [29] , [33] : range resolution 75 m, wavelength λ = 0.23 m, receiver inter-spacing d R = λ/2, PRF f prf = 2434.8 Hz, platform height H = 6 km, airplane velocity V = 140 m/s. There are 181 clutter patches that distribute from −π/2 to π /2 in each range cell. Thermal noise is modeled as a zero-mean complex Gaussian signal with σ = 1, and the CNR is 40 dB. For MIMO radar, the number of transmitters is M = 8 and the transmitter inter-spacing is d T = λ/2. The range of CUT is set to 7.5 km to mimic the short-range applications. For the SMV based SR STAP method, two types of sparse recovery algorithms, including OMP algorithm (which is referred to a typical computationally efficient algorithm) and 1D IAA with CG algorithm, are employed. As to the MMV based SR STAP method, the number of used training range cells is 8, and the MMV OMP (M-OMP) algorithm [42] and 1D jointly IAA with CG algorithm (J-IAA) are applied. The iteration number of OMP algorithm is N + K − 1, and 10 iterations are performed for 1D/2D IAA with 1D/2D CG.
In Section IV-A, we set N = K = 8 and P = Q = 81, and two kinds of scenarios are considered with different angles (θ p ) between the array and the platform flight direction to assess the proposed method with homogeneous and heterogeneous scenes. In Section IV-B, we compare the clutter suppression performance of different STAP methods based on the Improvement Factor (IF) against the target normalized Doppler frequency. In Section IV-C, we change the values of N , K , P, and Q to illustrate the advantage of the proposed method in terms of computational complexity.
A. CNCM ESTIMATION ACCURACY COMPARISON
With side looking geometry (θ p = 0), we simulate the homogeneous environment. The clutter spatio-temporal spectra obtained by different methods are shown in Fig. 3 with dynamic range 60 dB. As a comparison purpose, the Capon spectrum of clutter plus noise calculated by the optimal STAP (with known CNCM) is shown in Fig. 3 (a) .
From Fig. 3 (b) and Fig. 3 (c) , it can be learned that SMV based SR STAP methods, using OMP algorithm and IAA algorithm, can approximately estimate the spectrum of clutter. However, since only one training range cell is used, the estimation accuracy needs to be improved. For OMP based method, the estimated clutter spatio-temporal spectrum is not exactly a ridge in the angle-Doppler plane, producing inaccurate estimation of the clutter covariance matrix and CNCM. As to the IAA based method, some outliers are produced in the estimation result, which should be avoided. By comparing Fig. 3 (b) with Fig. 3 (d) and comparing Fig. 3 (c) and Fig. 3 (e) , we observe that, by using 8 training range cells, the MMV based SR STAP method can provide more accurate estimation result, which is in accordance with the theoretical analysis. The estimation result of the proposed method is given in Fig. 3 (f) , due to the proposed multiple training samples generation method and the proposed jointly 2D IAA algorithm, it is clear that the proposed method can obtain accurate clutter spatiotemporal spectrum estimation with only one single training range cell.
Then, to simulate the environment where the characteristics of clutter from different range cells change fast, the airborne radar with non-side looking geometry is considered. In this case, we set the angle between the array and the platform flight direction to θ p = π /3. Since the CUT is in short range, it can be assumed that the clutter in two range cells that have big distance are not IID. The estimated spatiotemporal spectra are presented in Fig. 4 . Although the results are similar with the results in Fig. 3 , some new features appear. Considering Fig. 4 (b) and Fig. 4 (d) , MMV based SR STAP method does not show big improvement, many outliers are still produced around the ground-truth clutter spectrum presented by Fig. 4 (a) . Fig. 4 (e) is more continuous than Fig. 4 (c) , however, since different range cells have different clutter properties, the spectrum estimated by the MMV based SR STAP method using joint 1D IAA algorithm is 'wider' than its SMV counterpart, causing inaccurate CNCM estimation and weighting vector calculation, whose negative influences will be shown in the next sub-section. As shown in Fig. 4 (f) , since only the nearest training range cell is used, the spectrum obtained by the proposed method is close to the optimal one, which demonstrates the superiority of the proposed method.
B. CLUTTER SUPPRESSION PERFORMANCE COMPARISON
To measure the clutter suppression performance of different STAP methods, IF is used, which is defined as the ratio of output SCNR to input SCNR, given by
IFs against the target normalized Doppler frequency of different methods with side looking and non-side looking geometries are shown in Fig. 5 and Fig. 6 , respectively. As we can see from Fig. 5 , the proposed method achieves closest clutter suppression performance to the optimal one. MMV based SR STAP methods using OMP and IAA can achieve acceptable performance, but worse than the proposed method. Since the CNCMs are not accurately estimated, SMV based SR STAP methods, which use 1D IAA and OMP, fail to get sufficient 'deep' null in the zero-Doppler location that corresponds to the main-lobe clutter.
In the simulated heterogeneous environment with non-side looking geometry, both SMV based and MMV based methods cannot get good clutter mitigation performance, as shown in Fig. 6 . As mentioned in sub-section IV-A, since the estimated spatial-temporal spectrum by MMV based method using IAA is 'wider' than its SMV counterpart, the calculated weighting vector is not accurate. As shown in Fig. 6 , the IF of the MMV based SR STAP method using IAA has a null with incorrect bottom position, resulting in worse minimum detectable velocity (MDV). At last, it can be learned from Fig. 6 that, with non-side looking geometry, the performance of the proposed method is also degraded because training range cell is used to estimate the CNCM of the CUT. However, its performance is still better than other SR STAP methods.
C. COMPUTATIONAL COMPLEXITY COMPARISON
At last, to illustratively compare the computational complexity of different SR STAP methods, their computing time are measured based on the TIC and TOC instruction in MATLAB. Simulations are conducted in MATLAB 2015b on a Core i5, 2.5GHz, 8GB RAM PC, and all results are given via 100 Monte -Carlo trials. With P = Q = 81, Fig. 7 presents the computational time of five used methods as a function of the number of pulses, where we keep N = K . Fig. 8 shows the running time of different methods versus the number of grids of the discretized spatial and Doppler frequency, where we set N = K = 8 and P always equals Q.
We can observe from these two figures that, in general, IAA algorithm takes more running time than OMP algorithm. Besides, since more training range cells needed to be processed, the MMV based methods always have higher complexities than the SMV ones. It is obvious that, among these five methods, ID J-IAA based STAP method with 8 training range cells has the highest computational cost. On the contrary, thanks to the proposed 2D jointly IAA algorithm, the computational burden of the presented method with the same number of training samples is reduced. Moreover, as analyzed above, when the values of transceivers, pulses, and discretized grids become big, the proposed method using IAA will have smaller complexity than the SMV based SR STAP method using OMP. As shown by the purple and blue lines in Fig. 7 , if the pulse number and transceiver number become larger than 18, the proposed method will have lowest complexity. Furthermore, although it cannot be presented illustratively, it should be pointed out that, since only t and s that have much smaller size than are needed to keep, the memory usage is also reduced by the proposed method.
V. CONCLUSIONS
In this paper, we have proposed and validated a novel clutter plus noise covariance matrix estimation method for airborne radar space time adaptive processing in the heterogeneous environment. The proposed method has two main characteristics: multiple training samples generation by exploiting the orthogonal waveforms of multiple-input multiple-output radar, and clutter spatio-temporal spectrum estimation based on the joint sparse matrices reconstruction model. Besides, conventional 2D iterative adaptive approach is extended to the jointly sparse matrices case, providing accurate and effective clutter covariance matrix estimation. Simulation results demonstrate the superiority of the proposed method over conventional sparse recovery based methods. With reduced computational complexity and memory usage, the proposed method has the potential to be applied to airborne radar for real-time ground moving target detection in the non-stationary/heterogeneous environment. For practical applications, non-ideal factors, such as the element gain/phase errors, channel mismatch, intrinsic clutter motion, and the waveform orthogonality degradation of MIMO radar, must be considered. Therefore, the next step is to explore the influences of these factors on the sparsity of the clutter, and to propose some compensation or modification approaches for the proposed method to improve its accuracy. Moreover, to make it more effective and accurate, another consideration is to combine the proposed method with the strength of knowledge-aided methods and the off-grid sparse recovery techniques.
