Clarification dialogues in Question Answering
Open domain Question Answering (QA) Systems, as defined for example in the TREC evaluation framework which currently provides a widely accepted standard baseline for research in this area (see Voorhees 2002 for an outline of the framework and an overview of current systems), aim to determine an answer to a question (which is not limited to a particular task or topic) by searching for a response in a collection of documents such as newspaper articles. In order to achieve this (see for example Harabagiu, Moldovan, Pasca, Surdeanu, Mihalcea, Gîrju, Rus, Lacatusu, Morarescu and Bunescu 2002) , systems narrow down the search by using information retrieval techniques to select a subset of documents, or paragraphs within documents, containing keywords from the question and a concept which corresponds to the correct question type (e.g. a question starting with the word "Who?" would require an answer containing a person). The exact answer sentence is then sought by either attempting to unify the answer semantically with the question, through some kind of logical transformation (e.g. Moldovan and Rus 2001) or by some form of pattern matching (e.g. Soubbotin 2002; Harabagiu et al. 1999 ).
Often, though, a single question is not enough to meet users' goals: a wider dialogue (which, in the case of TREC-style QA systems is limited to a series of question/answer pairs, and not, as happens in human dialogue, also question/question pairs), either elaborating and building on information gathered, or clarifying previously given information is required, i.e. a dialogue which will enable the users to fully achieve their informational goals. We shall hence refer to such exchanges as clarification dialogues, following the terminology used for example by Purver et al. (2003; and Ginzburg (1998) , as the questions that constitute them either clarify previous questions or answers or clarify the mental picture the user is trying to build by elaborating on previously asked or given information: the expression "clarification dialogue" indicates that we are in fact a) examining a dialogue, albeit a very limited one, where only one party in the dialogue asks questions and only one party gives answers; and b) we are considering a dialogue which clarifies some concept in the questioner's mind, whether this be by asking for some new information related to the topic investigated or asking for an explanation of something already given.
One example of a clarification dialogue is in the form of questions which seek to clarify the meaning of an answer, for example when the user has not understood a term contained in the answer, as in the following exchange:
(1) Q 1 : What is a fairy tale?
A 1 : The American Heritage dictionary tells me it is a fanciful tale of legendary deeds and creatures.
Q 2 : What does fanciful mean?
A 2 : … On other occasions users want to expand on a given answer in order to have more details, as in the following example, where the user, having discovered a need (the necessity to have a license to fish) wants more details about how to go about fulfilling that need (the cost of the license):
(2) Q 1 : Do I need a license to fish in the Tiber river?
A 1 : Yes.
Q 2 : How much?
A 2 : … In other cases the user's goal is to form a broad picture about some topic and a number of separate questions are needed in order to achieve the breadth of information required: A: … In (4) there is no relationship between the questions or between the questions and previous answers and hence in seeking an answer there is no immediate reason to take into consideration previously asked questions or previously given answers. In fragments (1) to (3), however, in order to answer the questions correctly it is necessary to take into consideration the previous context in order to satisfy the user's goals. In (1), for example, the user isn't asking for the generic meaning of the word fanciful (the American Heritage Dictionary, for example, gives three separate meanings for the word fanciful) but the specific meaning that word takes in the sentence "it is a fanciful tale of legendary deeds and creatures". Similarly in (2) the question "How much?" makes no sense, and cannot be answered, without reference to the context. Exchanges such as those in examples (1) to (3) therefore have in common the feature that to answer a question satisfactorily some reference must be made to previously asked questions and previously given answers. While a number of researchers have looked at clarification dialogue from a theoretical point of view (e.g. Purver et al. 2003; Purver et al. 2002; Ginzburg 1998; Ginzburg and Sag 2000; van Beek at al. 1993) , or from the point of view of task oriented dialogue within a narrow domain (e.g. Ardissono and Sestero 1996) , there has been little work on clarification dialogue for open domain question answering systems such as the ones presented at the TREC workshops, where the task that the user is pursuing and the subject matter of the user's investigations are not known a priori. Initial work in this direction has consisted of a series of experiments carried out for the (subsequently abandoned) "context" task in the TREC-10 QA workshop (Voorhees 2002; Harabagiu et al. 2002) and the initial experiments presented by De Boni and Manandhar (2003b) . Here we seek to partially address this problem by looking at a particular aspect of clarification dialogues in the context of open domain question answering: the problem of recognizing that a clarification dialogue is occurring, i.e. how to decide whether the current question is part of an on-going series (i.e. clarifying previous questions) or the start of a new series; we then show how the recognition that a clarification dialogue is occurring can simplify the problem of answer retrieval.
3 The TREC Context Experiments
The TREC-2001 QA track included a "context" task which aimed at testing systems' ability to track context through a series of questions (Voorhees 2002) . In other words, systems were required to respond correctly to a kind of clarification dialogue in which (according to the intentions of the organizers) questions could only be answered satisfactorily if previous questions had been interpreted correctly. In order to test the ability to answer such questions correctly, a total of 42 questions were prepared by NIST staff, divided into 10 series of related question sentences which therefore constituted a type of clarification dialogue; the dialogues varied in length between 3 and 8 questions, with an average of 4 questions per dialogue. These clarification dialogues were however presented to the question answering systems already classified and hence systems did not need to recognize that clarification was actually taking place. Consequently systems that simply looked for an answer in the subset of documents retrieved for the first question in a series performed well without any understanding of the fact that the questions constituted a coherent series.
In a more realistic approach, systems would not be informed in advance of the start and end of a series of clarification questions and would not be able to use this information to limit the subset of documents in which an answer is to be sought. where a question are referring to some previously mentioned object through a pronoun ("it").
Analysis of the TREC context questions
The use of personal pronouns ("he", "it", …) and possessive adjectives ("his", "her",…) which did not have any referent in the question under consideration was therefore considered an indication of a clarification question. Notice there is no need to use any form of coreference resolution to classify these questions as being part of a wider series. where there is a semantic relation between "museum" and "galleries", and between "explosion", "killing" and "explosive". Questions belonging to a series were "about" the same subject, and this aboutness could be seen in the use of semantically related words. A particular case of semantic relation between words was the repetition of proper nouns, as in: 
Experiments in Clarification Dialogue Recognition
We speculated that an algorithm which made use of these features would successfully recognize the occurrence of clarification dialogue. In order to verify this hypothesis we collected two sets of new data on which to test the algorithm: we made use of the first set to carry out an initial evaluation; following this initial evaluation changes were made to the algorithm and therefore a second set of data was necessary in order to test the changes. The collected questions were fed into a system implementing the algorithm, which attempted to recognize the occurrence of a clarification dialogue; the results given by the system were then compared to the previously tagged clarification dialogues.
We then conducted a number of experiments to verify the usefulness of clarification dialogue recognition in improving answer retrieval performance in a question answering system. Data collection was carried out in two stages: a first collection which aimed at testing the algorithm and understanding problems associated both with the algorithm and the collection of the dialogue data itself; a second collection which improved the data collection process in light of the problems noted in collecting the first data and was used to test any modifications of the algorithm made in light of the first collection.
Dialogue Collection A
Given that the only available data was the collection of "context" questions used in TREC-10, it was felt necessary to collect further data in order to test our algorithm rigorously. This was necessary both because of the small number of questions in the TREC data and the fact that there was no guarantee that an algorithm built for this dataset would perform well on "real" user questions. A collection of 253 questions was therefore put together using the method described below.
A number of questions on a wide range of topics were chosen from the TREC collection used for the TREC open domain question answering track (not the context question collection) and used as a collection of possible dialogue topics. 24 users were then invited to interact with a question answering system using the "Wizard of Oz" method (see Preece, Rogers., Sharp, Benyon, Holland and Carey 1994 for a description of this methodology). First they were required to choose a topic from the given collection of topics. They were then asked to seek information on the given topic; no details were given as to how much information or what type of information was to be collected and users were told it was up to them what information and how much information was to be gathered.
As an "ice-breaker" they were then invited to ask the QA system the exact question on the topic as given in the TREC collection, after which they were free to interact with the system as they felt appropriate. In order to ensure a realistic interaction which was not dependant on the performance of the Question Answering system itself, the questions were answered by an operator using the Google search engine to find relevant answers. These questions thus collected made up 24 clarification dialogues, varying in length from 3 questions to 23, with an average length of 12 questions (the data is available from the main author upon request). A typical interaction would therefore proceed as follows:
Question topic chosen: Philadelphia.
Initial "ice-breaker" question (n. 1526 in the TREC-11 question series): "What is the city of brotherly love?" System: "Philadelphia" At this point the user was free to ask any question to the system and proceeded with:
User: "Where is Philadelphia" [sic] System: "USA"
User: "Where more precisely?" etc.
Unlike the TREC collection, the dialogues we gathered highlighted the tendency of users to make use of cue-words such as "exactly" or "precisely" (as in "where exactly?") to clarify previously asked questions. Other than this there did not appear to be any significant difference in the type of questions asked in the TREC collection and in the collection we gathered (apart from one single user who attempted to have a lifelike dialogue with the system with some very intricate questions). The average length of a dialogue interaction was significantly higher in our collection (an average of 12 questions per dialogue as opposed to an average of 4) with, as would be expected, a wider range of extremes (the shortest dialogue in our collection was of 3 questions, the longest 23, as opposed to 4 and 8 in the TREC context questions).
Dialogue Collection B
It was noted that the method used to collect dialogue data was lacking in rigour due to: a) not having given the users a specific task to accomplish: without a specific goal in mind it was difficult to compare the dialogues b) not having a well-defined procedure for deciding what answer to give the user: follow-up questions depended on the type of answer given to the previous question More experimental data was therefore gathered. In this case, users were given the task of collecting enough information from the system in order to then be able to write a short paragraph on a given topic which they had no extensive information about beforehand (they were asked if they had any in-depth information about a topic before starting the experiment). They then interacted with the QA system using the wizard-of-Oz methodology in order to gather information. The operator of the QA system consulted the Google search engine for an answer by using the question in its entirety as a query and looking in the retrieved documents in the precise order in which they were given for the sentence snippet which answered the question in the most concise manner; this then constituted the answer which was given by the system. A total of 16 dialogues were collected: question length was much more consistent than collection A, with an average length of 9 questions per dialogue, a maximum of 17 and a minimum of 5.
There appeared to be no significant difference in the type of questions asked compared to the previously collected dialogues.
The differences between the TREC "context" collection and the new collections are summarized in the following 
Clarification Recognition Algorithm
Our approach to clarification dialogue recognition looks at certain features of the question currently under consideration (e.g. pronouns and proper nouns) and compares the semantic properties (which could, in a very loose sense, be said to make up the "meaning") of the current question with the semantic properties of previous questions to determine whether they are "about" the same matter.
Given:
-a question q i -a question window n which determines how far back a question can refer within the clarification dialogue sequence -n previously asked questions q i-1 ..q i-n we have a function Clarification_Question which is true if a question is considered a clarification of a previously asked question. Empirical work such as Ginzburg (1998) and Purver et al. (2002) indicates that questioners do not usually refer back to questions which are very distant, and this was consistent with our data. In particular Purver et al. analyzed the English dialogue transcripts of the British National Corpus, finding that clarification request source separation (CSS, the distance between a question and the question or answer which it is attempting to clarify) was at most 15 sentences and usually less than 10 sentences. We therefore set the question window to be the average length of the clarification dialogues in the two sets of data, and hence considered the set of the previously mentioned 8 questions, i.e. set the question window n=8 . This is consistent with the empirical observations of Purver et al. as our maximum distance of 8 questions is equivalent to a CSS of 16 sentences (i.e. 8 pairs of questions and answers).
A question is deemed to be a clarification of a previous question if:
1. There are direct references to nouns mentioned in the previous n questions through the use of pronouns (he, she, it, …) or possessive adjectives (his, her, its…) which have no references in the current question; this was altered after the experiments carried out on the first sample of collected data to also include cue-words such as "precisely", "exactly" etc. clearly indicating a ref-
erence to a previous question or answer 2. The question does not contain a verb phrase 3. There are explicit references to proper and common nouns mentioned in the previous n questions; or there is a strong sentence similarity between the current question and the previously asked questions.
In other words:
is true if 1. q i has pronoun and possessive adjective references to q i-1 ..q i-n 2. q i does not contain any verbs 3. q i has repetition of common or proper nouns in q i-1 ..q i-n or q i has a strong semantic similarity to some q ∈ q i-1 ..q i-n This basic algorithm was improved by using a sigmoid function to simulate decaying importance of previous questions in order to avoid a sharp step. The algorithm above can be considered a step function with an abrupt cut-off point which makes a binary decision on the possible relevance of previous questions to the current question. In particular, a question which is too far back to be included in the question window n will be ignored, no matter how strongly it is related to the current question; furthermore, no differentiation is made between recently asked questions and questions which are significantly more distant in time as long as they are within the allowed window: hence, when looking at similarities between previous questions and the current question, there is no distinction between the question which immediately preceded the current one and a question which was uttered 6 moves ago in the dialogue. What we really want is a stronger similarity the further away a question is: we are therefore looking for a scaling factor which ensures that in the limit weak similarities between very close questions are more important than strong similarities between very distant questions. Fig. 1 shows the initial function used in the algorithm above, a step function which ignores any questions outside the given window of 8 questions. Fig.2 shows the function used instead of the step function, derived from a basic sigmoid function 1 : this is much more satisfactory as it ensures that questions outside the given window are not simply ignored but considered relevant with a lower degree of probability.
1 Given the basic sigmoid function y = 1 / ( 1 + exp( -x ) ) ) we are seeking a function which rapidly decays once it has reached the given question window n. The sought-after function is therefore: 
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The algorithm above was therefore modified so that when looking at similarities between current and past questions the distance between the questions was also taken into account. In particular the similarity measure was weighted according to formula (a). This ensured that as the distance between questions increased the similarity between the questions had to increase in order to be considered relevant, i.e. part of the same dialogue. We therefore have: Similarity between questions is therefore measured as a decaying function, allowing for references to questions far back in the dialogue, but without running into the danger of overplaying similarities which, due to the distance between the questions, should not be considered significant.
Sentence Similarity Metric
A major part of our clarification dialogue recognition algorithm is the sentence similarity metric which looks at the similarity in meaning between the current question and previous questions.
WordNet (Miller 1999; Fellbaum 1998) , a lexical database which organizes words into synsets, sets of synonymous words, and specifies a number of relationships such as hypernym, synonym, meronym which can exist between the synsets in the lexicon, has been shown to be fruitful in the calculation of semantic similarity. One approach has been to determine similarity by calculating the length of the path or relations connecting the words which constitute sentences (see for example (2002) found WordNet glosses, considered as micro-contexts, to be useful in determining conceptual similarity. Our sentence similarity measure followed on these ideas, adding to the use of WordNet relations, part-of-speech information, compound noun, proper noun and word frequency information, based on the algorithm examined in De Boni and Manandhar (2003), to which we refer the reader for a more detailed discussion of the individual components and experimental data which justifies their use.
In particular, sentence similarity was considered as a function which took as arguments a sentence s and a second sentence t and returned a value representing how closely related in meaning s was with respect to t in the context of some background knowledge B, i.e.
Sentence-similarity( s, t, B ) = n
Sentence-similarity(s 1 ,t,B) < Sentence-similarity(s 2 ,t, B) represents the fact that sentence s 1 is not as closely related in meaning as s 2 in respect to the sentence t and the context B. In our experiments, B was taken to be the full set of semantic relations given by WordNet. Clearly, the use of a different knowledge base would give different results, depending on its completeness and correctness.
In order to calculate the semantic similarity between a sentence s 1 and another sentence s 2 , s 1 and s 2 were considered as sets P and Q of word lemmas. The similarity between each word in the two sentences was then calculated and the sum of the closest matches gave the overall similarity. In other words, given two sets Q and P representing the current question and a previous question,
where Q={qw 1 ,qw 2 ,…,qw n } and P={pw 1 ,pw 2 ,…,pw m }, the similarity between Q and P is given by ∑ 1<p<n Argmax m similarity( qw p , pw m )
Note that the asymmetry of the function was not an issue as similar results were obtained inverting the order of the arguments. The function similarity( w 1 , w 2 ) maps the lemmas of the two words w 1 and w 2 to a similarity measure m representing how semantically related the two words are; similarity( w i , w j )< similarity( w i , w k ) represents the fact that the word w j is less semantically related than w k in respect to the word w i . In particular similarity=0 if two words are not at all semantically related or if w 1 ∈ST ∨ w 2 ∈ST, where ST is a set containing 100 stop-words (e.g. "the", "a", "to") which were judged to be too common to be able to be usefully employed to estimate semantic similarity. On the other hand, similarity=1 if the words are the same. In all other cases similarity( w 1 , w 2 ) = h, where h is calculated by comparing the words w 1 and w 2 using all the available WordNet relationships (is-a, satellite, similar, pertains, meronym, entails, etc.). Each relationship is given a weighting indicating how related two words are, with a "same as" relationship indicating the closest relationship, followed by synonym relationships, hypernym, hyponym, then satellite, meronym, pertains, entails.
So, for example, given the question "Who went to the mountains yesterday?" and the second question "Did Fred walk to the big mountain and then to mount Pleasant?", Q would be the set {who, go, to, the, mountain, yesterday} and P would be the set {Did, Fred, walk, to, the, big, mountain, and, then, to, mount, Pleasant}.
In order to calculate similarity the algorithm would consider each word in turn. "Who" would be ignored as it is a common word and hence part of the list of stop-words. "Go" would be related to "walk" in a is-a relationship and receive a score h 1 . "To" and "the" would be found in the list of stop-words and ignored. "Mountain" would be considered most similar to "mountain" (same-as relationship) and receive a score h 2 : "mount" would be in a synonym relationship with "mountain"
and give a lower score, so it is ignored. "Yesterday" would receive a score of 0 as there are no semantically related words in Q. The similarity measure of Q in respect to P would therefore be given
Additional information which has been shown to improve performance of the similarity measure (see De Boni and Manandhar 2003 for a complete discussion) was then considered, in particular:
• Compound noun information. The motivation behind this is similar to the reason for using chunking information, i.e. the fact that the word "status" in "status quo" should not be considered similar to "status" as in "status symbol". Compound nouns were identified using WordNet.
• Proper noun information. The intuition behind this is that titles (of books, films, etc.) should not be confused with the "normal" use of the same words: "blue lagoon" as in the sentence "the film Blue Lagoon was rather strange" should not be considered as similar to the same words in the sentence "they swam in the blue lagoon" as they are to the sentence "I enjoyed Blue Lagoon when I was younger". A simple set of rules seeking sequences of words which were not at the beginning of a sentence and which started with capitalized letters was found to be sufficient to identify proper nouns.
• Word frequency information. This is a step beyond the use of stop-words, following the intuition that the more a word is common the less it is useful in determining similarity between sentences. So, given the sentences "metatheoretical reasoning is common in philosophy" and "metatheoretical arguments are common in philosophy", the word "metatheoretical" should be considered more important in determining relevance than the words "common", "philosophy"
and "is" as it is much more rare and therefore less probably found in irrelevant sentences. Word frequency data was taken to be the word frequency given in the British National Corpus (see BNCFreq 2003) . The top 100 words, making up 43% of the English Language, were then used as stop-words and were not used in calculating semantic similarity.
An implementation of the algorithm was evaluated on the TREC context questions used to develop the algorithm and then on the collection of new clarification dialogue questions. Initially, the individual components of the algorithm were evaluated separately to gauge their contribution to the overall performance of the algorithm. The overall algorithm was then evaluated. The evaluation consisted in testing the algorithm's ability to:
• recognize the start of a new series of questions (indicated by N, for "New", in the results table)
• recognize that the current question is clarifying a previous question (indicated by C, for "Clarification", in the table)
We calculated N as the percentage of all questions which the algorithm correctly recognized as being the first in a new series, while C indicated the percentage of questions which were correctly recognized as being clarification questions. In order to understand the overall performance of the algorithm an F-measure or weighted harmonic mean (van Rijsbergen 1979) is used, based on the
The individual components were evaluated as follows:
• Common Words (CW). This was the baseline method which did not use any linguistic information and simply took a question to be a clarification question if it had any words in common with the previous n questions (excepting the list of stop words which was also used for the semantic similarity algorithm), else took the question to be the beginning of a new series.
• Reference Words (RW). This method employed point 1 of the algorithm described in section 6 by looking for "reference" keywords such as "he", "she", "this", "so", etc. which clearly referred to previous questions. This did not misclassify any "new" questions.
• Absence of Verbs (AV)+RW. This method employed points 1 and 2 of the algorithm described in section 6 by looking for the absence of verbs combined with keyword lookup.
• Noun Similarity (NS1) +AV+RW. This method implemented the algorithm described in section 6 by looking at the similarity between nouns in the current question and nouns in the previous questions, in addition to reference words and the absence of verbs. Note that the data was manually checked to identify and correct gross errors in compound noun identification (compound noun identification was carried out following the procedure outlined in De Boni and Manandhar 2002) which were noted in initial experiments (which were responsible for degrading performance in the identification of new sequences of collection A to 67%).
• Noun Similarity (NS2) +AV+RW. This differed from the previous method in that it specified a similarity threshold when employing the similarity measure.
• Decaying Function (DF)+PS+NS2+AV+RW. This implemented the full algorithm, with the use of a decaying function to give a weighting to the similarities between questions in a sequence (i.e. using point 3.a above as opposed to 3). Moreover this method employed a similarity threshold which was experimentally set for best performance based on an analysis of the results of the experiments carried out on the TREC data.
• An examination of the results of experiments carried out on test Collection A with the features examined above, indicated that it was also necessary to consider Answer Similarity (ANS) (this feature was not evident in the TREC data collection due to the way the data was put together), for instance clarifying the meaning of a word contained in the answer, or building upon a concept defined in the answer. An example was the question "What did Antonio Carlos Tobim play?" following "Which famous musicians did he play with?" in the context of a series of questions about Frank Sinatra: Antonio Carlos Tobim was referred to in the answer to the previous question, and nowhere else in the exchange. ANS indicated a strong semantic relationship between the current question and the answer given immediately before the question was asked. In the gathered data questions referred to the immediately preceding answer, and not to answers within a given "window"; consequently, our algorithm only considered the immediately preceding answer. The fact that this feature was identified following an analysis the experiments carried out on Collection A made it necessary to gather and experiment on Collection B to verify the strength of the algorithm.
The results on the TREC data, which was used to develop the algorithm, are summarized in the following The same experiments, using all the features available to the full algorithm, were then carried out on the Dialogue Collection B; the only modification to the algorithm was the addition of cue words to point 1 of the algorithm. Results were similar to the results for Collection A, as can be seen in the following summarizing diagram:
F-measure 94%
In the experiments above the data was provided to the algorithm in the order in which it was collected. In order to verify how the particular order in which the questions were given influenced the results another series of experiments were carried out in which the dialogues from Collection A and Collection B were reshuffled and fed into the full algorithm. Results are given in the following ta- As can be seen, the particular order in which the dialogues were given had a negligible effect on the results.
Problems noted were:
• False positives: questions following a similar but unrelated question series. E.g. "Are they all
Muslim countries?" (talking about religion, but in the context of a general conversation about Saudi Arabia) followed by "What is the chief religion in Peru?" (also about religion, but in a totally unrelated context).
• Absence of relationships in WordNet, e.g. between "NASDAQ" and "index" (as in share index). Absence of verb-noun relationships in WordNet, e.g. between "to die" and "death", between "battle" and "win" (i.e. after a battle one side generally wins and another side loses),
"airport" and "visit" (i.e. people who are visiting another country use an airport to get there).
As can be seen from the tables above, the same experiments conducted on the TREC context questions yielded slightly worse results; a failure analysis revealed this was mostly due to the inability to find semantic relationships in WordNet between words in the domain of two of the ten questions: explosives (explosion -explosives -bomb) and wine growing (winery -grape). The small sample size meant that errors in only two of the questions significantly affected the results for the overall performance (the errors in the two questions were in fact responsible for 71% of the mistakes made by the system) .
The performance of the individual components of the algorithm followed a similar pattern in both the TREC collection and collection A, with the individual components cumulatively contributing to increasing ability to recognize clarification or the start of a new dialogue, which confirmed the usefulness of the components. The results on Collection B confirmed the strength of the algorithm even with a slightly different type of dialogue setting.
Usefulness of Clarification Dialogue Recognition
Recognizing that a clarification dialogue is occurring only makes sense if this information can then be used to improve answer retrieval performance. We hypothesized that clarification dialogue recognition would in fact enable us to simplify the answer retrieval process (and hence improve performance) by adding constraints to what the answer could be. Noting that a questioner is trying to clarify previously asked questions is in fact important in order to determine the context in which an answer is to be sought: answers to certain questions are constrained by the context in which they have been uttered. The question "What does attenuate mean?", for example, may require a generic answer outlining all the possible meanings of "attenuate" if asked in isolation, or a particular meaning if asked after the word has been seen in an answer (i.e. in a definite context which constrains its meaning). In other cases, questions do not make sense at all out of a context: no answer could be given to the question "where?" asked on its own, while following a question such as "Does Sean have a house anywhere apart from Scotland?" it becomes an easily intelligible query.
The usual way in which Question Answering systems constrain possible answers is by restricting the number of documents in which an answer is sought by filtering the total number of available documents through the use of an information retrieval engine. The information retrieval engine selects a subset of the available documents based on a number of keywords derived from the question at hand. In the simplest case, it is necessary to note that some words in the current question refer to words in previous questions or answers and hence use these other words when formulating the IR query. For example, the question "Is he married?" cannot be used as is in order to select documents, as the only word passed to the IR engine would be "married" (possibly the root version "marry") which would return too many documents to be of any use. Noting that the "he" refers to a previously mentioned person (e.g. "Sean Connery") would enable the answerer to seek an answer in a smaller number of documents. Using co-reference resolution to add terms to the query would not however always work: questions such as "Where more precisely?" or "How much?", would require a much more comprehensive ability to understand and manipulate language than current methods for co-reference resolution. In all these examples, however, we hypothesized that, given that the current question is asked in the context of a previous question, the documents retrieved for the previous related question could provide a context in which to initially seek an answer.
In order to verify the usefulness of constraining the set of documents in which to seek an answer, a subset made of 15 clarification dialogues (about 100 questions) from the given question data was analyzed by taking the initial question for a series, submitting it to the Google Internet Search Engine and then manually checking to see how many of the questions in the series (excepting the very first question) could be answered simply by using the first 20 documents retrieved for the first question in a series. The results are summarized in the following diagram ( Fig. 3 ): • 69% of clarification questions could be answered by looking within the documents used for the first question in the series, thus indicating the usefulness of noting the occurrence of clarification dialogue. In contrast, simulating a standard QA system which simply used the clarification question as a query to be sent to the search engine, only 37% of the answers could be found in the first 20 retrieved documents.
• For the remaining 31% a different approach had to be taken, in particular:
• 6% could be answered after retrieving documents by using the words in the current question as search terms (e.g. "What caused the boxer uprising?");
• 14% required some form of coreference resolution and could be answered by combining the words in the question with the words to which the relative pronouns in the question referred (e.g. "What film is he working on at the moment", with the reference to "he" resolved, which gets passed to the search engine as "What film is Sean Connery working on at the moment?");
• 7% required more than 20 documents to be retrieved by the search engine or other, more complex techniques: for example, a question such as "Where exactly?" required both an understanding of the context in which the question was asked ("Where?" makes no sense on its own) and the previously given answer (which was probably a place, but not restrictive enough for the questioner).
• 4% constituted subdialogues within a larger clarification dialogue (a slight deviation from the main topic which was being investigated by the questioner) and could be answered by looking at the documents retrieved for the first question in the subdialogue.
Recognizing that a clarification dialogue is occurring therefore can simplify the task of retrieving an answer by specifying that an answer must be in the set of documents used to answer the first question in a series. This is consistent with the results found in the TREC context task (Voorhees 2002) , which indicated that systems were capable of finding most answers to questions in a context dialogue simply by looking at the documents retrieved for the initial question in a series. As in the case of clarification dialogue recognition, simple techniques can resolve the majority of cases; nevertheless, a full solution to the problem requires more complex methods. The last case indicates that it is not enough simply to look at the documents provided by the first question in a series in order to seek an answer: it is necessary to use the documents found for a previously asked question which is related to the current question (i.e. the questioner could "jump" between topics). For example, given the following series of questions starting with Q 1 : where Q 6 should be related to Q 5 but Q 7 should be related to Q 1 , and not Q 6 . In this case, given that the subject matter of Q 1 is more immediately related to the subject matter of Q 7 than Q 6 (although the subject matter of Q 6 is still broadly related, it is more of a specialized subtopic), the documents retrieved for Q 1 will probably be more relevant to Q 7 than the documents retrieved for Q 6 (which would probably be the same documents retrieved for Q 5 )
Conclusion
In order to fully meet users' needs and goals attention must be paid to the occurrence of clarification dialogues: in the case of clarification dialogue the meaning of, and the intention behind, users' questions is constrained by previously asked questions and previously given answers. But this in turn constrains the answer: in order to satisfactorily answer a question it is therefore necessary to refer to the previous exchange of questions and answers. From this it follows that recognizing that the question that is currently being examined by a question answering system is part of a clarification dialogue is an important task to be carried out before attempting to find an answer. An algorithm was developed based on the "context" question sequences prepared by NIST for the TREC-QA task in order to recognize the occurrence of clarification dialogue. The algorithm was then tested on a new collection of clarification dialogues which was gathered for this purpose. The component parts of the algorithm were examined in detail and it was shown to have a good performance. Finally, it was shown experimentally that in automated open-domain question answering the use of an algorithm to recognize that a clarification dialogue is occurring can simplify the task of answer retrieval by constraining the subset of documents in which an answer is to be sought.
