 Abstract-In this article, application of soft-sensors for indirect determination of biomass and product concentration in a complex fed-batch biotechnological process is discussed. Three advanced techniques for softsensor design were investigated: feed-forward artificial neural networks, support vector regression model, and relevance vector regression model. Glucose /lactose feed rates and oxygen uptake rate along with its integrated quantity were used as direct reference measurements for estimation. Estimation quality of analyzed soft-sensors was tested using data generated by mechanistic process model. All three analyzed estimation techniques provided very similar estimation results from statistical point of view; nevertheless employment of regression models has some advantage because of its simplicity. Based on that, recommendations for application of the elaborated softsensors are given.
I. INTRODUCTION
Biotechnology and bioengineering play an increasing role in the modern industry and health sectors. Many of the new important active pharmaceutical ingredients are recombinant therapeutic proteins. They are formed in genetically modified microorganisms or animal cells. These biotechnological processes are very complicated and require precise real-time monitoring and state estimation of process variables [1] , [2] . In state estimation, one is faced with the problem of determining in real-time the actual state of the process represented by a set of important process variables. Without information about these variables, it is impossible to supervise and control the biotechnological processes efficiently. Preferentially, various measurement devices are employed to determine the values of the quantities characterizing the state of bioprocess [1] . Nevertheless the key quantities of biotechnological processes state (e. g., biomass and product concentrations, biomass specific growth rate, substrate specific consumption rate, etc.) cannot be measured online, at least not with justifiable expenditures and/or sufficiently short response times with respect to changes in the process. And even if the key quantities can be determined, it is often done not with the desired accuracy or with the desired sampling frequency. Hence the quantities must be determined indirectly using soft-sensors [3] - [5] . The central idea behind a soft sensor is to use (relatively) easily accessible on-line data for the estimation of other important process variables. Softsensors determine important process variables from easily measurable quantities by means of expressions, relating the corresponding quantities with each other. Easy-to-use black-box estimators can be taken to represent the complex relationships between the on-line measured variables and bioprocess state. The diversity of black-box soft-sensors for process monitoring is very broad [6] . However, recently more and more attention is drawn to soft-sensors based on so-called "intelligent soft-sensors" [7] . Specially, the flexible artificial neural networks, support vector machines and relevance vector machines are often in the focus of researchers. Unfortunately, comparative analysis of these techniques for monitoring of biotechnological processes is not well explored. This paper investigates the quality of the above-mentioned intelligent soft-sensors for estimation of biomass and product concentration during a recombinant protein production process. The paper is structured as follows. In section 2, biotechnological process and data generation procedure is presented. Section 3 provides information about employed soft-sensors techniques. The quality of the employed soft-sensors and recommendations for users are discussed in section 4. To make comparative analysis of the intelligent softsensors, the authors applied them for state estimation purpose in a complex recombinant protein production process. The data for this analysis was generated by firstprinciple mathematical model developed for recombinant protein production process [8] , [9] . In this fed-batch process, Escherichia coli B carrying the plasmid pUBS 520 was used as the host. A second plasmid p12023, which is a derivate of the pKK223-3, was introduced into the strain. The bacterium was able to express the Fvfragment of the antibody MAK33 under the control of the tac-promoter. The structure and the parameters of the first-principle mathematical model were identified using data from a series of fed-batch processes on a defined medium. Initially, the culture was grown on a glucosebased medium until the glucose was depleted and the biomass concentration reached a value of about 1-2 [g kg -1] . Then, the production of the recombinant protein was induced by addition of lactose, which was then utilized by the cells simultaneously as inducer and as carbon source. The biomass growth and product formation were controlled by means of glucose and lactose feed rates (FS and FL) and dissolved oxygen (O2) concentration control. Additional details on the experimental set-up for the analyzed process, model development steps and process optimization procedure are given in [8] , [9] . Mathematical model of the fed-batch cultivation process consists of differential equations for the main state variables: biomass (X), glucose (S), acetate (A), lactose (L), target product (P), dissolved oxygen (O), and broth weight (W). Additionally, the specific reaction rates for biomass growth (µ), glucose and lactose consumption (qS, qL), acetate production/consumption (qA) as well as for the target product formation (qP) were build using the well-known Monod, Haldane, Moser, and Pirt-type kinetics. This first-principle mathematical model was used as a "virtual bioreactor" to generate various data sets for the soft-sensors. The process can be divided into two distinct phases: 1) biomass (X) growth on glucose (S) and 2) biomass growth on lactose (L) with the simultaneous product (P) formation. In the first phase, during the biomass growth on glucose, acetate (A) is built. Its production rate was described by means of the bottleneck kinetics. In the second part of the first phase (3.0-6.0 cultivation hours), when the glucose consumption rate drops below the critical value due to substrate limitation, acetate is gradually consumed. In the first phase, there is no product generation as the inducer (lactose) is not present in the medium. In the second phase, which starts immediately after the glucose and acetate are consumed and lactose is fed, the production of the recombinant protein (P) is induced. The protein specific production rate depends on many factors but the most important ones are: relatively high specific growth rate (µ0.4 [h-1]) and sufficient inducer (lactose) concentration (L1.0 [g kg-1]) in medium. Oxygen uptake rate (OUR) and carbon dioxide production rate (CPR) are related to biomass growth rate and biomass concentration. This relationship was modelled using wellknown Luedeking-Piret equation with different yield coefficients in growth and product production phases. Typical trajectories of the analyzed biotechnological process are presented in Fig. 1 .
II. BIOTECHNOLOGICAL PROCESS
To design the soft-sensors for biomass and product concentration estimation 60 data sets with various glucose and lactose feed profiles were generated. 40 randomly selected data sets were used to identify the parameters of estimators and 20 data sets for testing the quality of the estimators. As input variables for the estimators the following on-line measurable variables were chosen: glucose feed rate, lactose feed rate (adjusted for reactor weight, W), oxygen uptake rate (OUR), and integrated value of OUR. Output variables for the softsensors were biomass concentration and product concentration with measurement interval of 0.5 hour. To secure more realistic working conditions, all measurement data were disturbed by adding white noise disturbances (3% from the real value) to the simulation data. The quality of the soft-sensors was evaluated by comparison of root mean square errors (RMSE) between true and estimated values of biomass (RMSE X ) and product (RMSE P ) concentrations.
III. ESTIMATORS

A. Model Based on Artificial Neural Network
Artificial neural networks (ANN) are universal and highly flexible function approximators first used in pattern recognition, classification, and time series forecasting tasks [10] , [11] and recently employed also in bioprocess monitoring tasks [12] , [13] . In this paper, the authors use feed-forward artificial neural networks for estimation of biomass and product concentrations in bioprocess. The general idea behind the ANN-based softsensor is to allow the ANN to map the nonlinear relationships between various measurable process variables and biomass and product concentrations. The most important components in the design of neural network models are the structure of the chosen ANN and the data necessary to train the network. In this study, the authors have used the data from the mentioned "virtual reactor" to train and evaluate a three-layer feed-forward neural network. The neural network was trained using Levenberg-Marquardt optimization method, and root mean square error between the predicted and real values was the optimization criteria. The input variables for ANN were coded values of glucose feed rate, lactose feed rate (adjusted for reactor weight, W), oxygen uptake rate (OUR), and integrated value of OUR. The output variable of ANN was biomass and product concentrations. The number of neurons in the hidden layer was chosen relatively high (10 hyperbolic tangents neurons in the hidden layer). Such neural network can approximate very complex relationships between input and output variables but the generalization properties of such complex neural network can be very pure. Consequently, the authors used a special cross-validation procedure for ANN training. where y d ,y -desired and real output, w-ANN weights, Iunit matrix, α -reguliarization term, N-number of data. Regularization term allows to control the complexity of the ANN and to improve ANN's generalization quality [11] . Optimal regularization term α was determined using cross-validation procedure. Software package NNSYSID [14] was used for realization of ANN based soft-sensor.
B. Model Based on Support Vector Regression Method
Support vector machine (SVM) procedure is a new and promising technique for data classification and regression [15] . The basic idea of SVM is to map the linear nonseparating training data from the input space into a higher dimensional feature space by means of a special function Φ and then to construct a separating hyperplane with maximum margin in the feature space. Consequently, although one cannot determine linear function in the input space to decide what class of the given data is, one can easily determine a hyperplane that can discriminate between two classes of data. Support vector regression (SVR) is a special modification of support vector machine technique dedicated for solving of regression problems. Given training data (
, where x i are input vectors and y i are the associated output value thereof, the support vector regression solves the following optimization problem [15] , [16] : where x i is an input variable mapped to a higher dimensional space by the nonlinear function Φ; ξ i and ξ i * are the upper and lower training errors subject to the ε-insensitive tube |y-(w T Φ(x)+b)| ≤ ε, w -model parameter vector. The parameters, which control the regression quality, are the cost of error C, the width of the insensitive tube ε, and the mapping function Φ. These parameters must be set by user. The constraints in equation (2) w. In the case of using classical least-square regression technique, ε is always zero and original data is not mapped into higher dimensional spaces. Equation (2) can be minimized by solving a quadratic programming problem, which is uniquely solvable. This is very important characteristic of support vector regression techniques because the training of a SVM involves only the solving of a quadratic optimisation task, which has one unique solution and does not involve the random initialisation of weights as training of ANN does. There are a lot of public available software libraries for realization of SVR methods. The authors used well-known SVM public software library LIBSVM [18] in their experimental investigations. When training an SVR model, user must choose some important parameters. The latter influence the performance of an SVR model. In order to get a satisfactory model, these parameters need to be selected properly. As it was already mentioned, the most important parameters are: mapping function, cost of error C, and the width of the ε -insensitive tube. The radial basis function (RBF) is one of the most commonly used kernel function in SVR technique and the authors used it in their experiments.
C. Model Based on Relevance Vector Regression
Method Relevance vector regression technique is a Bayesian sparse kernel technique for regression that is very similar to the support vector regression technique but uses Bayesian inference to obtain parameters of the regression model [19] . When designing soft-sensors, the objective is to find an underlying functional model y(x) that estimates output values well, given input vector x, and is not compromised by noisy, real-world data. Such model y(x) could be of the following form:
This model is linear in the parameters and has a number of analytic advantages. Nevertheless, by choosing the basis functions Φ m (x) to be nonlinear, y(x;w) will be nonlinear too. In particular, the basis functions often are given by kernels, with one kernel associated with each of the data points from the training set. This type of model is very flexible, and if statistical complexity of the model is appropriately managed, it can be very effectively applied to build efficient soft-sensors for various processes. In the presented experiments the authors used radial basis functions kernels for RVR model. Recently the sparse Bayesian methodology has been designed to estimate the regression parameters w i very efficiently [19] . As a result, the relevance vector regression models derived by these methodology comprise only few non-zero parameters w i and the model incorporates a compact set of basis functions only. In this application the authors used SparseBayes software package (MATLAB environment) for implementation of RVR algorithms [18] .
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IV. RESULTS AND CONCLUSIONS
The quality of the analyzed soft-sensors was evaluated by calculating the root mean square error and maximum error for biomass and product concentration estimates in 20 test-cultivation runs. All three analyzed estimation techniques provided very similar estimation results from statistical point of view. The testing results are presented in Table I . The obtained estimation quality, especially for biomass concentration, is good enough to involve the analyzed soft-sensors for practical implementation in real bioreactors. Typical estimation patterns for biomass and product concentration in two cultivation runs are shown in Fig. 3 . The obtained forecasting results are in some disparity with the today's opinion about the possibilities of SVR and RVR techniques. It is assumed that SVR and RVR should provide significantly better results as compared to the traditional feed-forward neural networks. Despite of the extensive attempts of the authors to find the best parameters for SVR and RVR models, their experimental results could not confirm this opinion. Nevertheless, SVR and RVR techniques have some important features, which are very useful in practical applications and could give some advantage when comparing with ANN based soft-sensors:
-SVR and RVR estimators require less time and expertise to design and train the models in comparison with the feed-forward artificial neural networks; -SVR is trained with a structured algorithm (quadratic optimisation), which has one unique solution and so consistently produces the same results when trained with identical data and parameters; -RVR algorithm fixes the complexity of the model automatically using Bayesian inference to obtain a compact model; -SVR and RVR techniques are more robust for soft-sensor models with multidimensional inputs. In addition, the ANN based sensor has one significant drawback: estimation results depend on initial weights of the neural network. Consequently, when designing such sensors, different initial weights should be tested and only the best network should be selected for the real application. In the future the authors are planning to carry out more extensive studies to widen application area of SVR and RVR estimators in various industrial bioprocesses. 
