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Chapitre 1
Introduction
Les besoins des syste`mes de communication tendent vers un e´largissement des
bandes, une augmentation des de´bits et plus de versatilite´. Ces caracte´ristiques doivent
eˆtre prises en compte tout au long d’une chaˆıne de re´ception et particulie`rement a`
l’interface entre le monde analogique et le monde nume´rique. Les techniques de conver-
sion analogique/nume´rique actuelles ne permettent pas de re´pondre aux besoins fu-
turs. En effet, on constate que les convertisseurs dont les fre´quences d’e´chantillonnage
sont les plus e´leve´es ont des re´solutions en nombre de bits trop limite´es et que les
convertisseurs les plus pre´cis travaillent a` des cadences trop faibles. Les progre`s des
technologies vont certes vers une augmentation des fre´quences d’e´chantillonnage et
des re´solutions en bit mais il semble indispensable de re´fle´chir a` de nouvelles archi-
tectures intrinse`quement plus rapides et plus pre´cises. De plus, afin de re´pondre au
mieux aux besoins de la conversion du futur, il faut envisager des syste`mes qui soient
capables de s’adapter aux diffe´rents types de signaux a` convertir. Pour cela, il faudra
pouvoir modifier dynamiquement les caracte´ristiques de ces syste`mes, c’est ce qu’on
appelle la versatilite´.
Ce travail a pour objectif d’e´tudier un dispositif qui, pour une cadence d’e´chan-
tillonnage donne´e, permette d’e´largir la bande de fre´quence de conversion analo-
gique/nume´rique et dont les caracte´ristiques soient modifiables. L’orientation choisie
est celle des structures paralle`les et en particulier des bancs de filtres hybrides (BFH).
Le principe des BFH repose sur une de´composition fre´quentielle du signal en plusieurs
sous-bandes via un banc de filtres analogiques appele´ banc d’analyse. Pour chaque
sous-bande, le signal est nume´rise´ a` l’aide d’un convertisseur analogique/nume´rique
classique a` une cadence plus faible que la fre´quence de Nyquist du signal d’entre´e
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du BFH. Enfin, un banc de filtres nume´riques appele´ banc de synthe`se recompose les
signaux en un signal que l’on souhaite le plus proche possible du signal d’entre´e du
BFH qui serait e´chantillonne´ a` la fre´quence de Nyquist. Une telle architecture permet
d’e´largir la bande de conversion a` partir d’une cadence d’e´chantillonnage donne´e.
Ces e´tudes ont e´te´ effectue´es au cours des the`ses de Caroline Lelandais-Perrault et
Tudor Petrescu mene´es en partie en collaboration. Elles font partie d’un projet plus
vaste sur les syste`mes de nume´risation du futur, ce qui a permis d’e´changer des ide´es
et des re´sultats avec des chercheurs d’autres e´quipes (P. Duhamel du LSS, M. Barret
et J-L. Collette de Supe´lec a` Metz) et d’aboutir a` des publications communes. Ces
syste`mes a` BFH sont aussi une des trois architectures qui vont faire l’objet du projet
RNRT intitule´ « VersaNUM » labellise´ en septembre 2005.
Notre travail a abouti a` de nouvelles me´thodes de synthe`se de BFH, une extension
de leurs fonctionalite´s et une e´tude de leur sensibilite´ par rapport aux imperfections
de re´alisation. Ces re´sultats sont de´taille´s ci-apre`s (les initiales de l’auteur principal
sont pre´cise´es entre parenthe`ses).
La particularite´ des me´thodes de synthe`se de BFH de´veloppe´es ici est qu’elles
prennent en compte les contraintes de re´alisation des filtres analogiques. En effet elles
partent d’un banc d’analyse quelconque mais suppose´ connu. Elles calculent alors un
banc de synthe`se compose´ de filtres nume´riques. Il y a tout d’abord les me´thodes
exploitant l’e´chantillonnage de la re´ponse fre´quentielle : celle qui utilise la transfor-
me´e de Fourier inverse (TP), la me´thode d’approximation locale aux moindres carre´s
(CLP) et la me´thode d’approximation globale aux moindres carre´s (TP). Une autre
classe de me´thodes repose sur la minimisation d’un crite`re continu soit la me´thode
d’approximation continue (CLP). D’autres me´thodes permettent d’obtenir des filtres
de synthe`se a` re´ponse impulsionnelle infinie (CLP en collaboration avec D. Silion,
stagiaire a` Supe´lec). De plus, a` partir d’un BFH calcule´ par l’une des me´thodes pre´ce´-
dentes, on peut chercher a` optimiser les bancs d’analyse et/ou les bancs de synthe`se
(TP).
Un autre re´sultat est l’extension de la the´orie des BFH passe-bas au cas passe-
bande (CLP). On montre notamment comment les me´thodes de synthe`se des BFH
passe-bas peuvent eˆtre transpose´es au cas passe-bande.
Toujours dans le cadre de l’extension des fonctionalite´s des BFH, un atout des
BFH est leur versatilite´ potentielle offerte par le banc de synthe`se. En effet, les filtres
de synthe`se e´tant nume´riques, leurs coefficients peuvent donc eˆtre modifie´s en fonc-
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tion des besoins. Nous avons exploite´ cette ide´e et obtenu une me´thode qui permet
d’ame´liorer la re´solution potentielle dans une bande de fre´quence restreinte (CLP).
Enfin, nous avons e´tudie´ l’influence de la quantification (du signal et des coeffi-
cients des filtres de synthe`se) ainsi que la sensibilite´ vis-a`-vis des imperfections de
l’analogique (TP). Les BFH s’ave`rent tre`s sensibles a` ces imperfections. Ce proble`me
majeur a donc engendre´ des recherches sur les solutions possibles. Pour pallier le
proble`me de sensibilite´, une me´thode de calibration a e´te´ mise au point.
Organisation du rapport :
Nous avons choisi de poursuivre notre collaboration dans l’e´criture de nos me´-
moires de the`se. Nos deux manuscrits se composent donc d’une partie commune (l’in-
troduction, les chapitres 2 et 3 et la conclusion) et d’une partie qui est propre a` chacun
(chapitre 4). En ce qui concerne la partie commune, nous nous en sommes partage´ la
re´daction. Dans le re´sume´ des chapitres qui suit, les initiales du re´dacteur sont cite´es
entre parenthe`ses.
Le chapitre 2 pre´sente les besoins en termes d’applications qui ame`nent a` reconsi-
de´rer les techniques de conversion analogique/nume´rique. Les performances souhaite´es
pour ces futurs syste`mes de nume´risation sont pre´sente´es (CLP). Les solutions poten-
tielles de type structures paralle`les sont explique´es. Puis le rapport se focalise sur les
BFH dont les bases the´oriques et les me´thodes de synthe`se classiques sont re´sume´es
(TP).
Le chapitre 3 pre´sente nos me´thodes de conception des BFH. Tout d’abord, nous
e´nume´rons les possibilite´s de re´alisation des filtres analogiques du banc d’analyse
qui nous ont amene´s a` choisir les caracte´ristiques des bancs d’analyse (CLP). En-
suite, nous exposons les me´thodes de synthe`se des BFH de´veloppe´es et les re´sultats
(CLP,TP).
Le chapitre 4 de la the`se de Tudor Petrescu traite de la sensibilite´ des BFH par
rapport aux erreurs de re´alisation des filtres analogiques et nume´riques. Le bruit de
quantification total d’un convertisseur analogique nume´rique imple´mente´ en structure
BFH est e´tudie´. Une me´thode de calibration des filtres nume´riques visant a` compenser
les erreurs d’imple´mentation de l’analogique est pre´sente´e et ses performances sont
e´tudie´es.
Le chapitre 4 de la the`se de Caroline Lelandais-Perrault e´tend les fonctionnali-
te´s des BFH afin de mieux re´pondre aux besoins exprime´s dans le chapitre 2. Tout
d’abord, nous pre´sentons l’extension des me´thodes de synthe`se de BFH au cas passe-
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bande. Nous montrons ensuite la capacite´ des BFH a` effectuer une focalisation spec-
trale. Les me´thodes de synthe`se pour obtenir des filtres a` re´ponse impulsionnelle
infinie sont expose´es.
Pour conclure, nous proposons une me´thodologie de conception de BFH qui met
en oeuvre nos re´sultats. Enfin, apre`s un bilan de notre travail, nous pre´sentons les
perspectives ouvertes par cette e´tude dans le domaine des syste`mes de nume´risation.
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Chapitre 2
La nume´risation a` hautes
performances
2.1 Besoins
2.1.1 Besoins applicatifs
Au de´but des anne´es 1990, la fin de la guerre froide a amene´ la de´fense ame´ri-
caine a` re´organiser ses activite´s de radiocommunications. Constatant la tre`s grande
diversite´ et l’incompatibilite´ des syste`mes radio utilise´s par les militaires, le DOD
(Department Of Defense) initia le concept de Radio Logicielle [53]. Il s’agissait alors
d’e´tudier des syste`mes e´tant capables de s’adapter a` diffe´rentes fre´quences, diffe´rentes
modulations, diffe´rentes normes. A` en croire le nombre tre`s important de publications
sur le sujet, cette ide´e a e´te´ adopte´e sur le plan international aussi bien dans le monde
acade´mique qu’industriel, ceci pour des applications de te´le´communication plus ge´-
ne´rales, dont les applications commerciales. Les applications de la radio logicielle
auront un impact important sur nos modes de communication personnels, et aussi
sur l’industrie, tous domaines confondus. En effet, les souscripteurs de services dis-
poseront d’un syste`me compatible a` l’international, d’une plus grande flexibilite´ dans
les services et donc d’une plus grande faculte´ de personnalisation de ces services. Les
ope´rateurs pourront de´velopper de nouveaux produits plus complets et plus person-
nalise´s plus rapidement qu’aujourd’hui. Les fabricants de terminaux et de stations
de base profiteront des e´conomies d’e´chelle et d’une production plus flexible. Pour ce
faire, on imagine dans la litte´rature le te´le´chargement de nouveaux logiciels dans le
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terminal et la reconfiguration du mate´riel (FPGA [12]). Quant a` la conversion ana-
logique/nume´rique actuelle, des travaux effectue´s a` l’occasion de cette the`se e´tudient
comment re´aliser une nume´risation modifiable et adaptable en fonction du besoin.
Puis vint l’ide´e de la Radio Cognitive [55] qui est une extension de la radio lo-
gicielle. Aujourd’hui, dans les re´seaux mobiles standards, le terminal mesure des pa-
rame`tres qu’il transmet au re´seau et rec¸oit des de´cisions en retour qu’il exe´cute. En
radio cognitive, le terminal n’est plus seulement un syste`me qui s’adapte aux ordres
mais il est capable d’analyser son environnement et de prendre lui-meˆme des de´ci-
sions. Cette « intelligence » du terminal permet d’envisager une optimisation globale
des ressources radio du re´seau. Une tendance actuelle (ou future) de la radio logicielle
(ou cognitive) est de choisir les caracte´ristiques d’un lien radio, en premier lieu la fre´-
quence centrale, de fac¸on optimale. A` l’heure actuelle, les principaux efforts portent
sur la de´tection d’e´ventuels « trous » dans le spectre disponible. Sur un exemple
aussi simple, on conc¸oit bien que, pour optimiser re´ellement un tel choix, il faudrait
effectuer une analyse spectrale dans la totalite´ de la bande a priori possible, ce qui
impliquerait d’avoir pu nume´riser toute cette bande. Certes il existe des solutions a`
balayage, dont le principe est de faire varier l’oscillateur local pour convertir se´quen-
tiellement toute la bande. Mais cette solution peut poser proble`me si le signal est non
stationnaire (par exemple l’UWB). D’autre part, cette solution ne prend en compte
que la puissance du signal alors qu’il faudrait permettre des traitements moins triviaux
que la simple mesure de puissance continue (c’est le cas du CDMA). Une conversion
analogique/nume´rique large-bande permettrait une gestion plus flexible du spectre.
On pourrait alors utiliser des algorithmes d’optimisation des ressources radio plus so-
phistique´s que ceux pre´ce´demment cite´s. Cette e´volution technique pourrait favoriser
une e´ventuelle de´re´gulation des fre´quences dans le futur.
Enfin, les communications radio ne concernent plus uniquement les te´le´commu-
nications comme le GSM ou l’UMTS par exemple. Elles sont utilise´es dans de plus
en plus de domaines afin d’offrir plus de services (GPS, Wifi, etc). Pourquoi ne pas
imaginer une interface radio mate´rielle ge´ne´rique qui pourrait re´pondre a` tous les
besoins de communication radio possibles? Ceci engendrerait une e´conomie d’e´chelle.
Pour aboutir a` cela, il faut encore imaginer la reconfigurabilite´ du logiciel des sys-
te`mes (te´le´chargement de nouveaux logiciels par le lien radio) et du mate´riel (confi-
guration de FPGA par exemple). Quant a` la nume´risation du signal, la conversion
analogique/nume´rique classique (en bande de base ne´cessitant une ou plusieurs trans-
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position(s) en fre´quence) ne re´pond pas a` la question. Il faut la` aussi re´fle´chir a`
la reconfigurabilite´ de la conversion analogique/nume´rique ce qui justifie pleinement
notre e´tude.
En conclusion, ces applications futures ne pourront eˆtre imple´mente´es que si les
syste`mes de nume´risation acquie`rent des caracte´ristiques et des possibilite´s de conver-
sion large-bande versatiles.
2.1.2 Besoins en termes de performances
La plupart des auteurs e´tudiant la Radio Logicielle imaginent un convertisseur
analogique/nume´rique ide´al RF et large-bande [54], [83]. En effet, on a inte´reˆt a`
nume´riser le signal le plus toˆt possible dans la chaˆıne de re´ception afin d’e´conomiser
des e´tages de transposition de fre´quence. De plus, pour re´pondre aux besoins de Radio
Logicielle, on doit disposer d’un signal qui nume´rise la totalite´ de la bande. Enfin, il
serait inte´ressant que l’on puisse parame´trer ce syste`me de nume´risation en fonction
des besoins. Le convertisseur analogique/nume´rique ide´al pourrait donc conduire a` la
chaˆıne de re´ception de la figure 2.1.
 
 
Radio Fréquence 
CAN 
Large-bande 
Haute fréquence 
 
Logiciel LNA 
Traitement du signal  
numérique 
Conversion 
Fig. 2.1 – Conversion analogique/nume´rique ide´ale
Le convertisseur ide´al devra avoir des performances que nous pouvons classer
dans trois cate´gories que sont l’aspect fre´quentiel, les aspects de re´solution et de
consommation. De plus, on souhaite qu’il soit versatile.
Performances fre´quentielles
Large-bande
En prenant l’exemple de la te´le´phonie mobile dans le cadre de la radio logicielle,
le convertisseur ide´al devrait convertir la bande [500MHz-2GHz]. Si on conside`re que
l’on est en large-bande de`s lors que ∆f/fcentrale > 0.25, alors il s’agit bien d’une
conversion large-bande.
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Bande passante
La fre´quence d’e´chantillonnage minimale d’un signal en bande de base couvrant
la bande [0, B] est de 2B. Dans le cas de signaux en bande passante compris entre
fmax − B et fmax, la fre´quence d’e´chantillonnage minimale de´pend de la position de
la bande dans le spectre [86]. La figure 2.2 repre´sente la fre´quence d’e´chantillonnage
minimale en fonction de fmax.
1 1.5 2 2.5 3 3.5 4 4.5 5
2
2.2
2.4
2.6
2.8
3
3.2
3.4
3.6
3.8
4
f
max
/B
f e(m
in)
/B
Fig. 2.2 – Fre´quence d’e´chantillonnage minimale (f (min)e ) en fonction de la fre´quence
maximale (fmax)
On remarque que tant que fmax est infe´rieure a` 2B, la fre´quence minimale d’e´chan-
tillonnage vaut 2fmax. De`s que fmax de´passe cette valeur, la fre´quence d’e´chantillon-
nage minimale chute. Dans ce dernier cas, il est alors inte´ressant d’e´chantillonner en
bande passante.
Dans le cas de la bande [500MHz-2GHz], fmax/B = 1.33, la fre´quence d’e´chan-
tillonnage minimale vaut 2fmax soit 4 GHz. On ne peut donc pas tirer profit d’une
nume´risation en bande passante dans l’optique de minimiser la fre´quence d’e´chan-
tillonnage. Ceci est valable dans le cas d’une nume´risation classique effectue´e directe-
ment a` la fre´quence d’e´chantillonnage avec un seul convertisseur. Il serait inte´ressant
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d’e´tudier si on peut re´duire cette fre´quence minimale d’e´chantillonnage graˆce a` de
nouvelles architectures de syste`mes de nume´risation.
Hautes fre´quences
L’e´largissement des bandes s’accompagne d’une e´le´vation des fre´quences absolues.
Les bandes d’entre´e des convertisseurs devront donc augmenter. Il s’agit ici d’un
aspect technologique qui concerne la partie e´chantilloneur-bloqueur des convertisseurs
et qui ne fait pas partie de cette e´tude.
Hauts de´bits
Devant l’accroissement de quantite´ d’information a` communiquer, les de´bits de
donne´es ne cessent de croˆıtre. Des de´bits allant jusqu’a` 1Gbit/s sont envisageables.
Ce besoin joue dans le meˆme sens que l’e´largissement des bandes passantes.
Re´solution
Toute application ne´cessite de travailler avec des signaux qui ont au moins une
certaine pre´cision afin d’obtenir les performances souhaite´es. Les signaux doivent donc
eˆtre nume´rise´s a` l’aide d’un convertisseur d’une pre´cision au moins e´gale a` celle exi-
ge´e par l’application. La pre´cision d’un convertisseur est e´value´e en nombre de bits
et appele´e re´solution. On de´finit plusieurs re´solutions pour un meˆme convertisseur.
L’annexe A rappelle ces de´finitions. Pour la suite de ce paragraphe, nous nous inte´-
ressons a` la re´solution effective de´finie par la relation (A.2). Il s’agit de la re´solution
d’un convertisseur qui est limite´e par les phe´nome`nes de bruit. Plus ge´ne´ralement,
pour un bruit blanc d’origine X, il correspond une re´solution maximale NX qui est
lie´e a` la puissance de ce bruit par la relation :
SNRX(dB) = 6NX (2.1)
Si on calcule NX pour chaque type de bruit, on peut ainsi identifier celui qui est le
plus limitant.
Plusieurs sources de bruits contribuent au bruit total. Tout d’abord la quantifica-
tion qui engendre un bruit tel que le rapport signal sur bruit vaut 6N dB ou` N est le
nombre de bits de codage du convertisseur. Or, on choisit le nombre de bits de codage
au cours de la conception en tenant compte d’autres phe´nome`nes plus contraignants
que sont [95]:
- le bruit thermique, que nous allons de´tailler plus loin ;
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- l’incertitude sur les instants d’e´chantillonnage, c’est ce que l’on appelle la gigue
de phase ;
- l’incertitude due au comparateur. Pour des niveaux tre`s proches de la tension
seuil, la sortie du comparateur rend une valeur interme´diaire qui n’est ni un niveau
haut ni un niveau bas. Dans ce cas, la bascule qui suit le comparateur se mettra dans
un e´tat me´tastable qui deviendra soit un « 0 » soit un « 1 » au bout d’un temps τ
non pre´dictible [34] [97].
Un exemple de limitations dues a` ces phe´nome`nes est donne´ sur la figure 2.3
(extrait d’un document re´dige´ par une e´quipe de l’ENST sur la conversion analo-
gique/nume´rique dans le cadre de l’action CNRS Radio Logicielle).
 
Fig. 2.3 – Limitations de la re´solution en fonction de la fre´quence d’e´chantillonnage
On peut y voir que pour les fre´quences les plus basses, le bruit thermique est le
plus limitant. Puis, pour les fre´quences de quelques dizaines de MHz a` quelques GHz,
l’influence de la gigue de phase est pre´ponde´rante. Au dela` de 5 GHz, l’ambigu¨ıte´
du comparateur l’emporte. Dans le domaine de fre´quence [500MHz-2GHz], c’est donc
la gigue de phase qui limite les performances des convertisseurs. En supposant que
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les progre`s technologiques parviennent a` repousser cette limite, le bruit thermique
pourrait redevenir le bruit pre´dominant.
Influence du bruit thermique :
Le bruit thermique est, par de´finition, celui qu’engendre l’agitation thermique
des porteurs. Or, dans la litte´rature, on de´signe parfois par bruit thermique le bruit
fondamental qui est un ensemble de bruits engendre´s par plusieurs causes [95]. Ce
bruit fondamental se compose du ve´ritable bruit thermique, du bruit de grenaille (ou
shot noise) et du bruit en 1/f .
Comme son nom l’indique, le bruit en 1/f de´croit en fonction de la fre´quence et
devient ne´gligeable devant le bruit thermique pour les hautes fre´quences (dans le pire
cas a` partir de 10 MHz). Ce bruit n’a donc pas d’impact sur les performances de notre
application.
Le bruit de grenaille se cre´e dans les jonctions. C’est un bruit blanc inde´pendant
de la tempe´rature et proportionnel a` la composante continue du courant. L’expression
(2.2) donne la densite´ spectrale de courant.
Si(f) = 2qIDC (2.2)
avec q = 1.6× 10−19 C.
On observe le bruit thermique uniquement dans les dispositifs re´sistifs. Les lois
de la physique quantique permettent d’e´tablir une bonne approximation de la densite´
spectrale de puissance de bruit e´mise par une re´sistance a` la tempe´rature TK (relation
(2.3)).
γ(f) ≈ kTK (2.3)
avec k = 1.38× 10−23 J.K−1 et ou` TK est la tempe´rature en Kelvin.
On en de´duit deux repre´sentations possibles e´quivalentes du bruit thermique ap-
porte´ par une re´sistance R dans un circuit (figure 2.4). La premie`re de type The´venin
comporte une source de tension eth ge´ne´rant un bruit blanc de densite´ spectrale (2.4) :
Sv(f) = 4kTKR (2.4)
La seconde de type Norton comporte une source de courant ith ge´ne´rant un bruit
blanc de densite´ spectrale (2.5) :
Si(f) = 4kTK/R (2.5)
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Fig. 2.4 – Mode´lisation du bruit thermique dans une re´sistance R
De la meˆme manie`re, une jonction peut eˆtre mode´lise´e par sa re´sistance dynamique
en paralle`le avec une source de courant igr qui fournit un bruit blanc de densite´
spectrale (2.2).
Sans la connaissance du circuit, il est donc impossible de donner la puissance totale
du bruit fondamental. Toutefois, on peut dire que cette puissance ne pourra pas eˆtre
infe´rieure a` une valeur plancher cause´e par le bruit thermique dans un conducteur
seul. La densite´ spectrale de puissance de bruit thermique donne´e par l’expression
(2.3) nous donne un plancher de bruit de -174 dBm a` 290 K dans une bande de 1 Hz.
La puissance de bruit thermique e´mise dans une bande B vaut :
Pth = kTKB (2.6)
Donc pour une fre´quence d’e´chantillonnage de 3 Ge´ch/s (ce qui permet d’e´chantillon-
ner un signal de largeur de bande B = 1.5 GHz), la puissance de bruit sur la totalite´ de
la bande sera d’au moins -82 dBm. En conside´rant un signal a` nume´riser de puissance
+0dBm, la relation (2.1) conduit a` une re´solution Nth de 13.7 bit. Cette re´solution
est la meilleure performance que l’on puisse obtenir dans ces conditions. Cette consi-
de´ration permet ainsi de relier la largeur de bande souhaite´e a` la re´solution maximale
que l’on peut espe´rer.
Consommation
L’e´largissement des bandes de conversion conduit ine´vitablement a` une augmen-
tation de la consommation. Mais cela ne sera pas un frein au de´veloppement de
tels syste`mes si le rapport performance/consommation est satisfaisant. On peut citer
l’exemple de l’UMTS qui, malgre´ une augmentation de la consommation d’un facteur
six par rapport au GSM, a vu malgre´ tout le jour.
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La faible consommation est une contrainte forte pour les syste`mes mobiles. Il s’agit
en revenche d’une contrainte de second ordre pour les syste`mes fixes. Les syste`mes de
nume´risation large-bande existeront donc sans doute d’abord dans les stations fixes.
Des recherches supple´mentaires seront ne´cessaires pour minimiser leur consommation
et ainsi pour pouvoir les inte´grer dans des syste`mes portables. La versatilite´ pourrait
d’ailleurs jouer un roˆle positif dans la gestion de la consommation du syste`me. On
peut imaginer, par exemple, que lorsque les performances requises le permettent, le
logiciel puisse diminuer la quantite´ d’e´chantillons par seconde globale du syste`me ainsi
que le nombre d’ope´rations.
Versatilite´
Dans le futur, le logiciel devrait pouvoir modifier les caracte´ristiques des syste`mes
de nume´risation. Par exemple, si l’on conside`re le choix d’un canal de largeur b dans
une bande B, il serait bon de disposer d’un syste`me qui, tout d’abord, nume´rise avec
une certaine re´solution la bande B, e´value l’emplacement du canal optimal, puis,
augmente sa re´solution dans b autour du canal. C’est ce que l’on pourrait appeler la
focalisation spectrale commande´e par logiciel. Cette ide´e est illustre´e par la figure 2.5.
On peut y voir un exemple dans lequel un syste`me cherche un canal dans toute la
bande B (α), s’adapte a` un premier (β) puis (par exemple apre`s un dialogue avec un
interlocuteur se place vers (γ).
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Fig. 2.5 – Focalisation spectrale
Conclusion
Ces performances ne sont pas atteignables simultane´ment a` leur niveau d’exigence
le plus e´leve´. Aujourd’hui, il n’existe pas de convertisseur de fre´quence d’e´chantillon-
nage 3 Ge´ch/s avec une re´solution de 12 bit, le plus rapide ayant une cadence d’e´chan-
tillonnage de 1.5 Ge´ch/s pour une re´solution de 8 bit (voir l’annexe A). On pourrait
attendre que les progre`s technologiques y parviennent mais on ne peut pas pre´voir
a` quelle e´che´ance. Une alternative est d’e´tudier des architectures qui, a` partir d’une
fre´quence d’e´chantillonnage donne´e, permette d’e´tendre les performances, c’est-a`-dire
d’augmenter les facteurs de me´rite P et F . C’est pourquoi nous nous inte´ressons aux
structures paralle`les. De plus, la versatilite´ est indispensable pour ces syste`mes de
nume´risation. Nous verrons en quoi la solution BFH peut re´pondre a` ce besoin.
2.2 Solutions potentielles
Afin d’augmenter la bande de conversion pour une fre´quence d’e´chantillonnage
donne´e, on envisage dans la litte´rature des structures de type paralle`le selon le principe
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illustre´ sur la figure 2.6. Ces syste`mes sont souvent appele´s syste`mes multi de´bit.
x (t)2 x (n)2
Conversion A/N
Conversion A/N
Conversion A/N
y(n)
Décomposition Recomposition
x(t)
x (t)
x   (t)
x (n)
x   (n)
1 1
M M
Fig. 2.6 – Structure paralle`le pour CAN
On cherche a` nume´riser un signal x(t) a` une pe´riode T . Le signal analogique x(t)
est de´compose´ enM signaux xm(t), m ∈ {1,...,M}. Sur chaque voie, le signal est sous-
e´chantillonne´ a`
1
MT
. Enfin, les sous-signaux e´chantillonne´s xm(n),m ∈ {1,...,M} sont
recompose´s selon une re`gle spe´cifique pour reconstituer un signal y(n) correspondant
ide´alement au signal x(t) e´chantillonne´ a`
1
T
. Avec un sous-e´chantillonnage avant la
conversion et un sur-e´chantillonnage apre`s celle-ci, la fre´quence d’e´chantillonnage du
convertisseur e´quivalent peut eˆtre M fois supe´rieure a` celle du convertisseur situe´ sur
chacune des voies.
2.2.1 De´composition temporelle
La premie`re technique de paralle´lisation qui a e´te´ utilise´e pour augmenter la vitesse
de la conversion analogique/nume´rique est l’entrelacement temporel (”time interlea-
ving”) [6], [71]. La figure 2.7 pre´sente le sche´ma fonctionnel d’un tel convertisseur.
Dans cette technique, M CAN e´chantillonnent un signal a` bande π/T a` des pe´riodes
d’e´chantillonnage de MT . Les instants d’e´chantillonnage des CAN sont de´cale´s les
uns par rapport aux autres d’une dure´e T . Les signaux de commande des e´chantillon-
neurs sont repre´sente´s dans la Figure 2.8. Apre`s l’e´chantillonnage, un multiplexeur
reconstruit le signal de sortie a` partir des e´chantillons sur chaque branche.
La pe´riode d’e´chantillonnage du convertisseur e´quivalent est donc T . En figure 2.9
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T1
S/H
S/H
S/H
q
q
MUX
T2
MT
1
2
Mq
x(t) y(n)
T
Fig. 2.7 – Convertisseur a` entrelacement temporel - sche´ma fonctionnel
MT
T
T
T
1
2
M
T
Fig. 2.8 – Signaux de commande des e´chantillonneurs dans un convertisseur a` entrelace-
ment temporel
on pre´sente le sche´ma de principe e´quivalent. La re´solution du convertisseur e´qui-
valent est the´oriquement e´gale a` la re´solution du convertisseur individuel sur chaque
branche.
Dans la pratique, les quantificateurs ne sont pas identiques. Les caracte´ristiques
de quantification ont des gains diffe´rents (erreurs de gain dans les CAN). Les am-
plificateurs des e´chantillonneurs et les caracte´ristiques des quantificateurs pre´sentent
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Fig. 2.9 – Convertisseur a` entrelacement temporel - sche´ma de principe
e´galement des erreurs de de´calage. Il existe aussi des erreurs de phase des e´chantillon-
neurs. Ces trois sources d’erreurs limitent en pratique la re´solution du convertisseur a`
entrelacement temporel. Des me´thodes de correction de ces erreurs ont e´te´ propose´es
dans [17], [24], [25], [71], [90], [91].
La socie´te´ Agilent produit un convertisseur analogique/nume´rique de ce type pour
des oscilloscopes ayant une fre´quence d’e´chantillonnage de 20 GE´ch/s pour une re´so-
lution de 8 bit [2]. Il contient 80 convertisseurs analogique/nume´rique a` 250 ME´ch/s
re´alise´s en architecture pipeline et utilise des techniques de calibration pour compenser
les erreurs e´nume´re´es ci-dessus. Pour de meilleures re´solutions, Analog Devices pro-
duit un convertisseur de 12 bit et 400 ME´ch/s (l’AD 12401) [4], [38]. Celui-ci utilise
des techniques de calibration lui permettant de compenser les erreurs d’appariement
de gain, de phase et de de´calage. Il contient deux CAN a` 12 bit, entrelace´s.
2.2.2 De´composition fre´quentielle
Une autre manie`re d’augmenter la fre´quence d’e´chantillonnage est d’utiliser une
de´composition spectrale du signal d’entre´e.
Cette de´composition peut se faire avec un banc de filtres analogique (banc d’ana-
lyse). Les signaux qui en re´sultent sont ensuite e´chantillonne´s a` des cadences moins
e´leve´es que la fre´quence Nyquist du signal d’entre´e, sur-e´chantillonne´s et recompose´s
utilisant un banc de filtres nume´rique (banc de synthe`se) pour reconstituer le signal
nume´rique de´sire´. Un tel syste`me s’appelle banc de filtres hybride.
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Une autre manie`re de re´aliser une de´composition fre´quentielle est d’utiliser des mo-
dulateurs sigma-delta en paralle`le, chaque modulateur convertissant une sous-bande
de la bande totale du signal. Cette architecture n’est pas aborde´e dans ce rapport.
Bancs de filtres hybrides a` temps discret
La Figure 2.10 repre´sente un BFH a` temps discret. On suppose que x(t) est de
T
y(n)+
(z)MF
(z)2F
(z)1F
T
(z)
(z)
(z)
MH
Banc d’analyse
1H
2H
M
M
M
Banc de synthese
M
M
MMq
2
q
1q
x(t)
(n)1x
(n)Mx
(n)2x
Fig. 2.10 – Banc de filtres hybride a` temps discret
bande limite´e a` π/T par un filtre externe. Cette fois, le banc d’analyse est constitue´ de
filtres analogiques a` temps discret de fonctions de transfert H1(z), H2(z), ... , HM(z)
(par exemple des filtres a` capacite´s commute´es). Le signal x(t) est tout d’abord e´chan-
tillonne´ et ensuite filtre´ par les filtres H1(z), H2(z), ... , HM(z). Ensuite, les signaux
x1(n), x2(n), ... , xM(n) sont sous-e´chantillonne´s et quantifie´s a` une cadence M fois
infe´rieure a` la cadence ne´cessaire dans le cas d’une conversion analogique/nume´rique
directe du signal x(t). Apre`s la quantification, les signaux sont sur-e´chantillonne´s et
filtre´s par le banc de synthe`se (F1(z), F2(z), ... , FM(z)). Le signal y(n) obtenu par la
somme des signaux de sortie des filtres de synthe`se repre´sente le signal d’entre´e x(t),
nume´rise´. L’avantage du banc de filtres hybride a` temps discret est que les filtres a`
capacite´s commute´es peuvent eˆtre imple´mente´s avec une meilleure pre´cision que les
filtres analogiques a` temps continu. L’inconve´nient de ce type de structure est que
l’e´chantillonnage du signal x(t) qui a lieu avant le filtrage d’analyse doit se faire avec
une cadence correspondant a` la bande totale de ce signal. Un autre inconve´nient est
lie´ a` la bande re´duite des filtres a` temps discret puisqu’on est limite´ par la fre´quence
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maximale des filtres a` temps discret qui est de l’ordre de la fre´quence maximale des
CAN.
Les bancs de filtres hybrides a` temps discret pour la conversion analogique/nume´rique
ont e´te´ introduits pour la premie`re fois dans [63]. L’effet du bruit de quantification
total a` la sortie des convertisseurs utilisant des BFH a` temps discret a e´te´ e´tudie´ dans
[64]. L’analyse de l’influence des imperfections analogiques sur les performances des
BFH a` temps discret a e´te´ faite dans [69] ou [70].
Bancs de filtres hybrides a` temps continu
La figure 2.11 repre´sente un BFH a` temps continu. Cette structure a e´te´ propose´e
+
Banc d’analyse
MT
MT
MT1
(s)H
(z)MF
(z)2F
(z)1F
(s)2H M
MMq
2
q
1q
(n)Mx
(n)2x
(n)1x
T
y(n)x(t)
Banc de synthese
(s)MH
M
Fig. 2.11 – Banc de filtres hybride a` temps continu
dans [84]. Dans ce cas, le spectre du signal analogique d’entre´e x(t) est directement
de´compose´ par les filtres de synthe`se H1(s), H2(s), ... , HM(s) qui sont maintenant a`
temps continu. Supposons que x(t) a la bande limite´e a` ]−π/T,π/T ] par un filtre ex-
terne. LesM signaux qui en re´sultent apre`s le filtrage sont e´chantillonne´s et quantifie´s
a` la cadence 1/MT , donc a` une cadenceM fois plus basse que si on avait e´chantillonne´
et quantifie´ directement le signal x(t). Ensuite, les signaux nume´riques x1(n), x2(n),
... , xM(n) sont quantifie´s, sur-e´chantillonne´s et filtre´s par les filtres nume´riques du
banc de synthe`se F1(z), F2(z), ... , FM(z). Enfin, le signal de sortie y(n) est constitue´
de la somme des signaux de sortie des filtres nume´riques. On cherche a` trouver les
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filtres Hm(s) et Fm(z), pour m ∈ {1,...,M} pour que le signal y(n) soit le plus proche
possible du signal d’entre´e, nume´rise´ x(nT ) a` un retard pre`s.
L’avantage des bancs de filtres hybrides a` temps continu provient de la nature
des filtres analogiques qui permettent des fre´quences de travail plus e´leve´es que les
filtres a` capacite´s commute´es. Donc les fre´quences d’e´chantillonnage des convertisseurs
analogique/nume´rique re´alise´s dans ce type de structures peuvent eˆtre plus grandes
que dans le cas temps discret. L’inconve´nient principal de ces structures est lie´ a`
l’impre´cision de re´alisation des filtres analogiques, plus grande que l’impre´cision de
re´alisation des filtres a` capacite´s commute´es.
Certains travaux sur les bancs de filtres hybrides a` temps continu ont e´te´ publie´s.
Une analyse fre´quentielle des BFH peut eˆtre trouve´e dans [39], [42], et [90]. Plusieurs
me´thodes de synthe`se pour des bancs de filtres a` deux voies peuvent eˆtre trouve´es dans
[39], [41], [43], [44], [45], [47]. Des me´thodes de synthe`se des BFH, qui ne contiennent
pas force´ment seulement deux voies se trouvent dans [77], [90], ou [93]. Dans [58] et
[59], partant d’un prototype de banc de filtres discret, les re´ponses ide´ales des filtres
d’analyse sont calcule´es. Le bruit de quantification est e´tudie´ dans [39]. Une analyse
des erreurs d’appariement des CAN qui se trouvent sur chaque voie du BFH est faite
dans [39], [46] et [90]. Certaines techniques de conception de BFH ont e´te´ brevete´es
par Velazquez [88], [89], [87].
Dans [35], [36], [37], [65], [66] et [68] se trouvent nos contributions pour l’e´labo-
ration de me´thodes de synthe`se de BFH adapte´es aux contraintes de re´alisation. Ces
articles contiennent des exemples de synthe`se pour des bancs de filtres a` huit voies.
2.2.3 Inte´reˆt de la solution BFH
Dans cette section, les avantages de la solution a` BFH par rapport a` la solution a`
entrelacement temporel pour la re´alisation des convertisseurs analogique/nume´rique
sont montre´s. Petraglia et al. [63], Velazquez [90] ou Lo¨wenborg et al. [46] montrent
que les filtres d’analyse atte´nuent les erreurs introduites par les imperfections des
convertisseurs analogique/nume´rique sur chaque branche. On a vu dans le paragraphe
2.2.1 qu’il y a trois types d’erreurs dans les convertisseurs analogique/nume´rique : les
erreurs de gain, les erreurs de de´calage et les erreurs de phase. Les erreurs ci-dessus
peuvent eˆtre mode´lise´es par [62], [90] :
xqm(n) = am(n) ∗ xm(n) + bm (2.7)
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ou` xqm(n) est le signal e´chantillonne´ et quantifie´ sur la branche m, bm repre´sente le
de´calage du convertisseur de la branche m, xm(n) repre´sente le signal e´chantillonne´
ide´alement, et am(n) est la re´ponse impulsionnelle de la fonction de transfert du CAN
de la branche m.
Pour e´valuer l’impact de ces erreurs, on applique a` l’entre´e un signal sinuso¨ıdal :
x(t) = S0 cos(2πF0t). (2.8)
Le spectre de la sortie du convertisseur analogique/nume´rique contiendra une raie
spectrale sur la fre´quence F0 (le signal utile), des raies sur d’autres fre´quences (les
signaux d’erreurs de repliement) et du bruit provenant de la quantification et des
autres sources de bruit dans le convertisseur. On utilise la notion de ”Spurious Free
Dynamic Range” qui est de´finie comme [80], [90] :
SFDR =
E{|Amplitude signal sur F0 en sortie|2}
max(E{|Amplitude signaux sur d’autres fre´quences en sortie|2}) (2.9)
ou` E{x} est l’espe´rance mathe´matique de la variable ale´atoire x. C’est le rapport entre
la moyenne quadratique de l’amplitude du signal de fre´quence F0, pre´sent a` la sortie
et le maximum des moyennes quadratiques des amplitudes des autres signaux sur
d’autres fre´quences, pre´sents dans le signal de sortie. Les valeurs des SFDR ont e´te´
calcule´es dans [90] pour le cas d’un BFH a` temps discret et pour le cas des syste`mes
a` entrelacement temporel.
Ci-apre`s nous donnons les expressions du SFDR pour le cas d’un syste`me a` en-
trelacement temporel et pour le cas d’un BFH a` temps continu, dans un cas typique.
Ces expressions sont montre´es en Annexe C.
Erreurs de gain
On conside`re tout d’abord qu’il y a uniquement des erreurs de gain (les erreurs
de phase des e´chantillonneurs et les erreurs de de´calage sont nulles). Dans ce cas, le
SFDR pour un syste`me a` entrelacement temporel est :
SFDRET =
M
E{a˜2} . (2.10)
ou` E{a˜2} est la variance des erreurs de gain sur toutes les voies.
Pour un BFH, si le signal parasite « tombe » dans la bande coupe´e on a une valeur
typique du SFDR :
SFDRBFHtypique =
1
2E{a˜2}(h)2 (2.11)
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ou` h est le rapport entre le module des filtres dans la bande coupe´e (conside´re´ constant
dans toute la bande coupe´e) et le module des filtres dans la bande passante des filtres
(conside´re´ constant dans toute la bande passante des filtres).
Erreurs de phase des e´chantillonneurs
On conside`re maintenant qu’il n’y a que les erreurs de phase, les erreurs de gain et
les erreurs de de´calage e´tant nulles. Une valeur typique du SFDR est obtenue quand
les signaux parasites ont de fre´quences de type
(2k + 1)π
2M
, |k| < 2M − 1
2
:
SFDRETtypique =
4M
π2E{d2} . (2.12)
ou` E{d2} est la variance des erreurs de phase des e´chantillonneurs sur toutes les voies.
La valeur typique pour un BFH a` temps continu s’obtient aussi pour des fre´quences
des signaux de repliement de type
(2k + 1)π
2M
, |k| < 2M − 1
2
:
SFDRBFHtypique =
2
π2E{d2}h2 (2.13)
ou` h est de´fini dans le paragraphe pre´ce´dent.
Erreurs de de´calage
Enfin, on suppose que les erreurs de gain et de phase sont nulles et il y a uni-
quement des erreurs de de´calage. Pour un syste`me avec entrelacement temporel, le
SFDR est :
SFDRET =
M
4E{b2} . (2.14)
ou` E{b2} est la variance des erreurs de de´calage. Pour un BFH a` temps continu ayant
des convertisseurs analogique/nume´rique pre´sentant un de´calage, le SFDR est :
SFDRBFH =
1
4E{b2} . (2.15)
Pour conclure, on remarque que les erreurs de gain, de phase et de de´calage des
CAN de branche de´gradent les performances des convertisseurs analogique/nume´rique
construits en structure paralle`le, que ce soit avec de´composition temporelle ou` fre´quen-
tielle.
En ce qui concerne les erreurs de gain et de phase, ce n’est pas l’e´cart par rapport
a` la valeur nominale qui empeˆche l’annulation des termes de repliement. Si tous ces
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e´carts sur toutes les voies sont e´gaux, et si la structure permet a` l’origine la recons-
truction parfaite, nous verrons dans le chapitre 3 que la structure paralle`le permet,
meˆme apre`s l’imple´mentation, l’annulation des termes de repliement. Par contre, si
les erreurs de gain et de phase ne sont pas e´gales entre les voies, on va constater
que les termes de repliement ne s’annulent plus (e´quations (2.52)-(2.54)). Cependant,
cet effet est estompe´ par l’atte´nuation des filtres dans le cas des BFH. Pour analy-
ser cela d’une manie`re quantitative, une mesure est typiquement e´tudie´e (SFDR).
Cette mesure quantifie le niveau des erreurs de repliement. Plus le SFDR est grand,
meilleures sont les performances du convertisseur. Pour le cas des structures a` entre-
lacement temporel, le SFDR est proportionnel au nombre de voies parce qu’un effet
de compensation statistique des erreurs se produit (les erreurs de gain sont suppose´es
des variables ale´atoires de moyenne nulle) (e´quations (2.10),(2.12)). Pour le cas des
structures a` BFH cet effet de compensation n’apparaˆıt pas, mais le SFDR typique
de ces structures est multiplie´ par le rapport entre le gain dans la bande passante et
le gain dans la bande coupe´e des filtres (e´quations (2.11), (2.13)). Si ce rapport est
suffisamment grand, le SFDR des bancs de filtres peut eˆtre meilleur que le SFDR
des structures a` entrelacement temporel.
Les erreurs de de´calage de´gradent aussi le SFDR des structures de type paralle`le.
Pour les structures a` entrelacement temporel, le meˆme effet de compensation statis-
tique se produit que dans le cas des erreurs des gain et de phase (e´quation (2.14)). Au
contraire, cet effet ne se produit pas dans le cas des BFH (e´quation (2.15)), donc, les
erreurs de de´calage sont plus grandes dans les structures a` de´composition fre´quentielle
que dans les structures a` de´composition temporelle.
2.3 E´tudes actuelles sur les BFH
Dans cette section, les expressions de la sortie des bancs de filtres hybrides a` temps
discret et a` temps continu sont d’abord rappele´es. Ensuite, une analyse du spectre du
signal de sortie des BFH est faite. Les me´thodes actuelles de synthe`se des BFH sont
re´sume´es.
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2.3.1 The´orie des BFH
Bancs de filtres hybrides a` temps discret
Soit X(ejω) la transforme´e de Fourier du signal d’entre´e e´chantillonne´ x(nT ) :
X(ejω) = T F{x(nT )} (2.16)
La transforme´e de Fourier du signal xm(n) pour m ∈ {1,...,M} dans la figure 2.10
est :
Xm(e
jω) =
1
M
M−1∑
p=0
X(ej(ω−2pip)/M)Hm(e
j(ω−2pip)/M). (2.17)
Pour l’instant, on ne prend pas en compte la quantification. Apre`s le sur-e´chantillonnage
et le filtrage nume´rique, la sortie du filtre Fm(e
jω) est :
Ym(e
jω) =
1
M
M−1∑
p=0
X(ej(ωM−2pip)/M)Hm(e
j(ωM−2pip)/M)Fm(e
jω). (2.18)
La sortie sera donc :
Y (ejω) =
M∑
m=1
Ym(e
jω)
=
1
M
M∑
m=1
M−1∑
p=0
X(ej(ω−2pip/M))Hm(e
j(ω−2pip/M))Fm(e
jω).
(2.19)
Avec la notation :
Tp(e
jω) =
1
M
M∑
m=1
Hm(e
j(ω−2pip/M))Fm(e
jω) (2.20)
l’e´quation (2.19) devient :
Y (ejω) =
M−1∑
p=0
Tp(e
jω)X(ej(ω−2pip/M)). (2.21)
Le spectre de la sortie est donc la somme du spectre du signal utile et de M − 1
de´cale´s de 2πp/M avec p ∈ {1,...,M − 1}. Dans la somme (2.21) les termes pour
p ∈ {1,...,M−1} sont des termes de repliement de spectre. Tp(ejω) pour p ∈ {1,...,M−
1} s’appellent les fonctions de repliement. Pour que le signal de sortie soit e´gal au
signal d’entre´e, ces termes doivent s’annuler. Le terme pour p = 0 contient le spectre
du signal utile multiplie´ par T0(e
jω). T0(e
jω) s’appelle la fonction de distorsion. On
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veut que le signal de sortie soit e´gal au signal d’entre´e, e´ventuellement retarde´ de d
e´chantillons et multiplie´ par une constante c. Alors, les conditions de reconstruction
parfaite s’e´crivent :
Tp(e
jω) =
ce
−jωd , p = 0
0 , p ∈ {1,...,M − 1}.
(2.22)
Bancs de filtres hybrides a` temps continu
Soit X(jΩ) la transforme´e de Fourier du signal d’entre´e x(t) :
X(jΩ) = F{x(t)}. (2.23)
La figure 2.11 pre´sente le sche´ma du BFH a` temps continu. Dans ce cas, le banc
d’analyse est compose´ de filtres analogiques a` temps continu et le signal d’entre´e x(t)
est aussi a` temps continu. Alors, la transforme´e de Fourier des signaux xm(t) pour
m ∈ {1,...,M} est :
Xm(jΩ) =
1
MT
∞∑
p=−∞
X
(
j
(
Ω− 2πp
MT
))
Hm
(
j
(
Ω− 2πp
MT
))
. (2.24)
Apre`s le sur-e´chantillonnage et le filtrage nume´rique, la sortie du filtre Fm(e
jω) est :
Ym(e
jω) =
1
MT
∞∑
p=−∞
X
(
j
(
Ω− 2πp
MT
))
Hm
(
j
(
Ω− 2πp
MT
))
Fm(e
jω) (2.25)
ou` :
ω = ΩT.
La sortie sera donc :
Y (ejω) =
M∑
m=1
Ym(e
jω)
=
1
MT
M∑
m=1
∞∑
p=−∞
X
(
j
(
Ω− 2πp
MT
))
Hm
(
j
(
Ω− 2πp
MT
))
Fm(e
jω).
(2.26)
Avec la notation :
Tp(e
jω) =
1
M
M∑
m=1
Hm
(
j
(
Ω− 2πp
MT
))
Fm(e
jω) (2.27)
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l’e´quation (2.26) devient :
Y (ejω) =
1
T
∞∑
p=−∞
Tp(e
jω)X
(
j
(
Ω− 2πp
MT
))
. (2.28)
Donc le spectre de la sortie est la somme du spectre de l’entre´e, multiplie´ par T0(e
jω)
et des de´cale´s de 2πp/MT, p ∈ Z du spectre de l’entre´e, multiplie´s par Tp(ejω), p 6= 0
(termes de repliement spectral). Si les fonctions Fm(e
jω) et Hm(jΩ) sont telles que
les fonctions Tp(e
jω) s’annulent pour p 6= 0, le repliement est e´limine´. Et si Fm(ejω)
et Hm(jΩ) sont telles que T0(e
jω) repre´sente un retard, le banc de filtres n’introduit
pas de distorsion. Alors on peut e´crire les conditions de reconstruction parfaite pour
le banc de filtres hybride a` temps continu :
Tp(e
jω) =
ce
−jωd , p = 0
0 , p ∈ Z\{0}.
(2.29)
La the´orie des bancs de filtres nume´riques (pour lesquels les filtres du banc d’ana-
lyse et les filtres du banc de synthe`se sont nume´riques)[84] montre qu’il existe des
BFH a` temps discret a` reconstruction parfaite. Ceci provient a` l’origine du fait que
les conditions de reconstruction parfaite (2.22) constituent un syste`me de M e´qua-
tions a` M inconnues (dans lequel on conside`re que les filtres d’analyse sont donne´s et
les filtres de synthe`se {Fm(ejω)} sont les inconnues). La nature analogique des filtres
d’analyse dans le cas des BFH fait l’analyse un peu plus difficile mais nous allons mon-
trer que pour des signaux d’entre´e a` spectre borne´ on peut trouver, dans certaines
conditions, des BFH a` temps continu a` reconstruction parfaite.
On suppose donc que le spectre du signal d’entre´e est de bande limite´e a` π/T
(X(jΩ) = 0, pour |Ω| ≥ π/T ). Pour que la fonction X(jΩ) soit non-nulle, son ar-
gument doit eˆtre compris entre −π/T et π/T , c’est-a`-dire, pour le de´cale´ d’ordre p,
l’argument doit ve´rifier :
−π
T
< Ω− 2πp
MT
<
π
T
. (2.30)
On conside`re pour la sortie, la bande de pulsation normalise´e B =] − π,π]. Il suffit
d’analyser la sortie sur cet intervalle puisque, le signal de sortie e´tant nume´rique, son
spectre est une fonction pe´riodique par rapport a` la pulsation, de pe´riode 2π. On veut
trouver les de´cale´s du spectre du signal d’entre´e qui ont des contributions dans la
bande B. On prend donc en compte l’intervalle −π < ω ≤ π soit :
−π
T
< Ω ≤ π
T
. (2.31)
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A` partir des ine´quations (2.30) et (2.31), on peut e´crire :
−π
T
< −π
T
− 2πp
MT
<
π
T
ou
−π
T
<
π
T
− 2πp
MT
<
π
T
.
(2.32)
A` partir de (2.32), on trouve :
−M < p < M (2.33)
ou` e´quivalent p ∈ {−(M − 1), − (M − 2),...,M − 2,M − 1}. Alors, l’e´quation (2.28)
devient :
Y (ejω) =
1
T
M−1∑
p=−(M−1)
Tp(e
jω)X
(
j
(
Ω− 2πp
MT
))
(2.34)
et les conditions de reconstruction parfaite peuvent s’e´crire :
Tp(e
jω) =
ce
−jωd ,p = 0
0 ,p ∈ {−(M − 1),...,− 1,1,...,M − 2,M − 1}.
(2.35)
Il y a donc 2M − 1 termes de repliement de spectre pour l’intervalle −π < ω <
π. T0(e
jω) s’appelle la fonction de distorsion et Tp(e
jω) pour p 6= 0 s’appellent les
fonctions de repliement.
De plus, d’apre`s [26] et [85], pour chaque fre´quence dans la bande −π < ω ≤ π,
seulement M termes ont des contributions non-nulles dans la somme (2.34). Pour
montrer cela, on conside`re une fre´quence Ω0 ∈]− π/T,π/T ]. De nouveau, pour que la
fonction X
(
jΩ0 − j 2πp
MT
)
soit non-nulle, son argument doit satisfaire :
−π
T
< Ω0 − 2πp
MT
<
π
T
(2.36)
parce que X(jΩ) est de bande limite´e a` π/T . Par conse´quent, on trouve :
pmax =
⌈
M
2
+ Ω0
MT
2π
⌉
− 1
pmin =
⌈
−M
2
+ Ω0
MT
2π
⌉ (2.37)
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ou` ⌈x⌉ repre´sente arrondi supe´rieur de x. Donc le nombre de termes de repliement
non nuls qui interviennent en (2.34) pour une fre´quence Ω0 ∈]− π/T,π/T [ est de :
pmax − pmin + 1 =M. (2.38)
Si on conside`re les filtres d’analyse donne´s et on cherche les filtres de synthe`se pour
constituer un BFH a` reconstruction parfaite, pour chaque intervalle
Ik =]− π/T + 2π(k − 1)/MT,− π/T + 2πk/MT [, k ∈ {1,2,...,M} (2.39)
(2.35) repre´sente un syste`me deM e´quations avecM inconnues (les filtres de synthe`se
Fm(e
jω), m ∈ {1,2,...,M}) [26]. Pour montrer cela on e´crit les conditions pour que,
pour un certain p, le de´cale´ X
(
jΩ− j 2πp
MT
)
, soit situe´ en dehors de l’intervalle Ik :
π
T
+
2πp
MT
≤ −π
T
+ 2π
k − 1
MT
ou
−π
T
+
2πp
MT
≥ −π
T
+ 2π
k
MT
.
(2.40)
D’ou` il re´sulte : 
p ≤ −M + k − 1
ou
p ≥ k
(2.41)
avec k ∈ {1,...,M}. Donc, les de´cale´s X
(
jΩ− j 2πp
MT
)
auront des contributions e´ner-
ge´tiques dans l’intervalle Ik pour p ∈ R, ou`
R = {−M + k,...,k − 1}. (2.42)
Il y a doncM termes en (2.34) qui ont des contributions non nulles dans l’intervalle Ik
et, par conse´quent, (2.35) repre´sente un syste`me de M e´quations avec M inconnues.
Si le de´terminant du syste`me est diffe´rent de ze´ro pour tout Ω, on peut trouver les
filtres de synthe`se (pas ne´cessairement re´alisables) pour que le banc de filtres soit a`
reconstruction parfaite.
Exemple 1.
Soit un BFH a` 3 voies et on choisit les filtres de synthe`se comme suit :
H1(s) = 1
H2(s) = s
H3(s) = s
2.
(2.43)
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Le spectre du signal d’entre´e est repre´sente´ en Figure 2.12. Les spectres des de´cale´s
A
0 Ωpi
T
− pi
T
X(jΩ)
Fig. 2.12 – Spectre du signal d’entre´e pour l’exemple 1
X
(
jΩ− j 2πp
MT
)
sont repre´sente´s en Figure 2.13 pour p ∈ {−3, − 2, − 1,0,1,2,3}.
On peut voir clairement que seulement les de´cale´s pour p ∈ {−2, − 1,0,1,2} ont de
l’e´nergie dans l’intervalle −π/T < Ω < π/T . Donc, comme nous l’avons montre´ ci-
dessus, la somme (2.28) contient seulement 2M−1 = 5 termes diffe´rents de ze´ro pour
−π/T < Ω < π/T .
= 1 = 2= −1 = 3= −3p = −2 = 0p p p p p p
A
− 2pi
3T
− 4pi
3T − pi3T−
pi
T
0 pi
3T
2pi
3T
pi
T
4pi
3T
Ω
Fig. 2.13 – Spectres des de´cale´s du signal d’entre´e X(jΩ− j2pip/MT ) pour l’exemple 1
Les termes de repliement ayant des contributions non-nulles dans les trois inter-
valles de type (2.39) sont montre´s dans le Tableau 2.1.
En e´crivant les conditions de reconstruction parfaite pour chacun des intervalles
indique´s dans le Tableau 2.1 on obtient trois syste`mes de trois e´quations avec les
inconnues, les fonctions de transfert des filtres de synthe`se, F1(e
jω), F2(e
jω), F3(e
jω).
En calculant ensuite la transforme´e de Fourier inverse pour chacune des fonctions de
transfert on obtient les re´ponses impulsionnelles des trois filtres (voir Annexe B) :
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Tab. 2.1 – Les termes de repliement ayant des contributions non-nulles dans l’e´quation
(2.34) applique´e a` l’exemple 1
Intervalle Intervalle Intervalle
−pi
T
< Ω < − pi
3T
− pi
3T
< Ω <
pi
3T
pi
3T
< Ω <
pi
T
p -2,-1,0 -1,0,1 0,1,2

f1(n) =Mc
sin a
′(n−d)
2
(24 + 3(n− d)2a′2)
8π(n− d)3a′2
f2(n) =MTc
3 sin a
′(n−d)
2
π(n− d)2a′2
f3(n) =MT
2c
3 sin a
′(n−d)
2
2π(n− d)a′2
(2.44)
ou` a′ = 2π/3.
Erreurs d’appariement des CAN sur chaque voie des BFH a` temps continu
On a vu dans le paragraphe 2.2.3 que les erreurs d’appariement entre les CAN sur
les voies du BFH sont mode´lise´es par (2.7). La transforme´e de Fourier de la re´ponse
impulsionnelle des erreurs de gain, am(n) peut s’e´crire :
Am(e
jω) = T F{am(n)} = (1 + a˜m)e−jωdm (2.45)
ou` a˜m est l’erreur de gain sur la branche m et dm repre´sente l’erreur de phase des
e´chantillonneurs. ω = ΩMT est la pulsation normalise´e. Pour la transforme´e de Fou-
rier du terme de de´calage on part de la transforme´e de Fourier d’un signal en temps
continu bm(t) = bm ou` bm est une constante re´elle. Alors :
F{bm(t)} = Bm(jΩ) = 2πbmδ(Ω) (2.46)
ou` δ(Ω) est la distribution Dirac de´finie par :∫ ∞
−∞
x(Ω)δ(Ω)dΩ = x(0). (2.47)
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Le de´calage en temps discret bm(n) est obtenu par l’e´chantillonnage du signal bm(t)
avec la pe´riode d’e´chantillonnage MT , des convertisseurs de branche. La transforme´e
de Fourier du terme de de´calage est alors :
T F{bm(n)} = 1
MT
∞∑
p=−∞
Bm(j(Ω− 2πp
MT
)) =
2π
MT
bm
∞∑
p=−∞
δ(Ω− 2πp
MT
). (2.48)
On peut donc e´crire :
Bm(e
jω) = T F{bm(n)} = 2πbm
∞∑
p=−∞
δ(ω − 2πp) (2.49)
avec ω = ΩMT .
On a vu dans le paragraphe 2.3.1 que la sortie du BFH continu est :
Y (ejω) =
1
T
M−1∑
p=−(M−1)
X
(
j
(
Ω− 2πp
MT
))
Tp(e
jω) (2.50)
ou` Tp(e
jω) est :
Tp(e
jω) =
1
M
M∑
m=1
Fm(e
jω)Hm
(
j
(
Ω− 2πp
MT
))
. (2.51)
D’une manie`re similaire que dans le paragraphe 2.3.1 on peut de´duire le spectre de la
sortie du filtre de synthe`se Fm(e
jω) en tenant compte des imperfections des conver-
tisseurs :
Ym(e
jω) =
1
MT
M−1∑
p=−(M−1)
X
(
j
(
Ω− 2πp
MT
))
Hm
(
j
(
Ω− 2πp
MT
))
Am(e
jωM)Fm(e
jω)+
+Fm(e
jω)Bm(e
jωM)
(2.52)
avec ω = ΩT . La sortie sera :
Y (ejω) =
1
T
M−1∑
p=−(M−1)
X
(
j
(
Ω− 2πp
MT
))
Tˆp(e
jω) +
M∑
m=1
Fm(e
jω)Bm(e
jωM) (2.53)
ou` Tˆp(e
jω) est donne´ par :
Tˆp(e
jω) =
1
M
M∑
m=1
Am(e
jωM)Fm(e
jω)Hm
(
j
(
Ω− 2πp
MT
))
. (2.54)
Dans les e´quations (2.53) et (2.54) on peut voir l’effet des imperfections sur la sortie
du banc de filtres. Si le banc de filtres e´tait a` reconstruction parfaite, c’est-a`-dire :
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Tp(e
jω) =
1
M
M∑
m=1
Fm(e
jω)Hm
(
j
(
Ω− 2πp
MT
))
= 0 (2.55)
pour p ∈ {−(M−1),...,M−1}\{0}, maintenant la fonction Tˆp(ejω) n’est plus nulle en
ge´ne´ral. En fait, les diffe´rences entre les imperfections (de gain et de phase) empeˆchent
l’annulation des termes de repliement. Si
A1(e
jω) = A2(e
jω) = . . . = AM(e
jω) = A(ejω)
la fonction A(ejω) sort en facteur commun dans la somme (2.54) et
Tˆp(e
jω) = A(ejωM)Tp(e
jω) = 0
pour p ∈ {−(M − 1),...,M − 1}\{0}. Si p = 0, la fonction de distorsion est seulement
multiplie´e par A(ejωM). Donc les termes de repliement s’annulent toujours si toutes
les imperfections des CAN sont e´gales. Par contre, les erreurs de de´calage existeront
meˆme si les valeurs des de´calages des M convertisseurs analogique/nume´rique sont
e´gales. En effet, le terme:
M∑
m=1
Fm(e
jω)Bm(e
jωM)
reste toujours diffe´rent de ze´ro dans la somme (2.53).
2.3.2 Me´thodes de synthe`se classiques
Cette section passe brie`vement en revue les me´thodes existantes de synthe`se des
BFH a` temps continu.
Une premie`re ide´e qui a e´te´ exploite´e e´tait de partir d’un banc de filtres nume´rique
a` reconstruction parfaite et de trouver un banc de filtres analogiques d’analyse qui
approximent dans un certain sens les filtres nume´riques d’analyse [58], [92]. Ainsi, un
BFH peut eˆtre obtenu. Velazquez [92] construit une transformation de « z vers s » :
z−1 → G(s) = GB(s)
GA(s)
. (2.56)
Alors, les filtres recherche´s sont :
Hˆm(s) = Hm(z)|z−1=G(s). (2.57)
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Une transformation G(s) est cherche´e afin de minimiser l’erreur :
ǫm =
∫ pi
−pi
∣∣∣Hˆm(jω/T )−Hm(ejω)∣∣∣2 dω. (2.58)
Des transformations de « z vers s » ayant de bonnes performances supposent des
degre´s e´leve´s pour les polynoˆmes GB(s) et GA(s) en (2.56). Ceci signifie que l’ordre
des filtres analogiques qui en re´sultent est e´leve´, ce qui amplifie les proble`mes lie´s a`
l’impre´cision de l’imple´mentation.
La synthe`se des BFH est une taˆche plus difficile que la synthe`se des bancs de
filtres nume´riques a` cause de l’impre´cision de re´alisation des structures analogiques.
Les erreurs d’imple´mentation des e´le´ments analogiques introduisent des erreurs de
distorsion et de repliement dans le signal de sortie ce qui se traduit finalement par
la diminution de la pre´cision de la conversion. Par conse´quent, une approche de la
synthe`se des BFH qui parte des filtres analogiques et qui trouve les filtres nume´riques
adapte´s semble plus prometteuse de ce point de vue. Velazquez [93], [90] a de´veloppe´
des me´thodes qui e´laborent les filtres de synthe`se a` partir de filtres d’analyse quel-
conques. Pour trouver les filtres de synthe`se, il utilise des me´thodes d’approximation
des re´ponses fre´quentielles ide´ales des filtres de synthe`se. Mais un crite`re d’optimi-
sation global fournirait sans doute de meilleurs re´sultats. Par ailleurs, il optimise les
poˆles et les ze´ros des filtres d’analyse a` l’aide d’un crite`re global mais il serait plus
re´aliste d’optimiser les parame`tres des filtres d’analyse lie´s a` l’imple´mentation comme
la fre´quence centrale et le facteur de qualite´ par exemple. D’autre part, il met en
oeuvre ces me´thodes pour des filtres d’analyse d’ordre assez e´leve´ or il serait plus
facile de re´aliser des filtres analogiques d’ordre faible (infe´rieur ou e´gal a` deux).
Quant aux me´thodes de Lo¨wenborg et al. [41], [43], [47] , elles sont conc¸ues pour
un type bien de´fini de fonctions de tranfert des filtres d’analyse et dans le cas de BFH
a` deux voies seulement.
Shu et al. [77] transforment la re´solution des e´quations de reconstruction parfaite
dans un proble`me d’optimisation H∞ comprenant seulement des syste`mes en temps
discret. Ce proble`me est re´solu en utilisant des techniques connues de la the´orie de
l’automatique et un exemple de synthe`se d’un BFH est donne´. Cependant, la com-
plexite´ du proble`me d’optimisation augmente d’une manie`re tre`s importante avec le
nombre des voies du banc.
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2.3.3 Crite`res d’e´valuation d’un banc de filtres hybrides
Afin de comparer diffe´rentes me´thodes de synthe`se, il faut e´tablir des crite`res de
performance pour les BFH. Nous conside´rerons ici, comme la litte´rature, la distorsion
et le repliement.
Distorsion
C’est la grandeur qui caracte´rise l’e´cart entre la transmittance globale du BFH et
la transmittance ide´ale qui est un retard. On calcule donc la fonction :
R(ω) =
T0(e
jω)
ce−jωd
(2.59)
ou` T0(e
jω) est le terme de distorsion de´fini par l’expression (2.27) pour p = 0 et ce−jωd
est la fonction de transfert ide´ale du BFH. D’apre`s l’e´quation pour p = 0 du syste`me
(2.35) (reconstruction parfaite), la fonction R(ω) a ide´alement un module unitaire
et une phase nulle. Pour des valeurs ωk e´quire´parties sur [−π,π[, on caracte´rise la
distorsion en module par la valeur maximale maxmodule de |R(ωk)| avec la formule
(2.60).
maxmodule = max
k
|R(ωk)| (2.60)
De meˆme, on caracte´rise la distorsion en phase par la valeur maximale maxphase de
|arg(R(ω))| par la formule (2.61).
maxphase = max
k
|arg(R(ωk))| (2.61)
Repliement
En ce qui concerne le repliement, on peut calculer chaque terme de repliement et en
de´duire certaines caracte´ristiques telles que valeurs moyennes et valeurs maximales de
chacun. Cela engendre 2×2(M−1) valeurs. Il devient alors difficile de comparer deux
BFH. Nous proposons de faire une synthe`se de ces caracte´ristiques au prix de quelques
hypothe`ses simplificatrices. On suppose que l’on peut assimiler les repliements a` des
bruits de´corre´le´s entre eux. Dans ce cas, les puissances des repliements s’ajoutent.
Nous de´finissons donc le repliement total par la somme de repliement au sens des
puissances. La densite´ spectrale de puissance de ce repliement total est donc :
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Sr(ω) =
M−1∑
p=−(M−1)
∣∣∣∣Tp(ejω)X (j (ω − 2πp/M)T
)∣∣∣∣2
=
M−1∑
p=−(M−1)
∣∣Tp(ejω)∣∣2 ∣∣∣∣X (j (ω − 2πp/M)T
)∣∣∣∣2 (2.62)
Si l’on suppose que le signal d’entre´e est large-bande et tel que sa densite´ spectrale
de puissance est constante (et e´gale a` SX) sur toute la bande, alors :
Sr(ω) =
M−1∑
p=−(M−1)
∣∣Tp(ejω)∣∣2 SX (2.63)
La puissance du repliement total sur toute la bande est donc :
Pr = SX
1
2π
∫ pi
−pi
M−1∑
p=−(M−1)
∣∣Tp(ejω)∣∣2 dω (2.64)
Si on appelle SNRr le rapport signal sur bruit qui en de´coule :
SNRr = −10 log10
(
SX
Pr
)
= −10 log10
 1
2π
∫ pi
−pi
M−1∑
p=−(M−1)
∣∣Tp(ejω)∣∣2 dω
 (2.65)
On approche cette expression en calculant l’inte´grale nume´riquement par la me´thode
des rectangles pour les pulsations ωk. D’ou` :
SNRr ≃ −10 log10
 1
K
K∑
k=1
M−1∑
p=−(M−1)
∣∣Tp(ejωk)∣∣2
 (2.66)
Pour chaque BFH, on donnera la repre´sentation (en dB) de la fonction repliement
total de´finie comme suit :
RepliementTotal(ω) =
M−1∑
p=−(M−1)
∣∣Tp(ejω)∣∣2 (2.67)
Cette fonction repre´sente la densite´ spectrale de puissance du repliement total en
conside´rant un signal d’entre´e de densite´ spectrale uniforme. La valeur moyenne et
la valeur maximale de cette fonction seront donne´es pour tous les BFH. La valeur
moyenne correspond a` la valeur de −SNRr. Ces caracte´ristiques seront inscrites dans
les tableaux de re´sultats sous le terme de repliement total moyen et maximal.
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2.3.4 Conclusion
Dans ce chapitre nous avons de´crit deux techniques qui permettent d’e´largir la
bande de la conversion analogique/nume´rique.
Une premie`re technique est l’entrelacement temporel. Cette technique est utilise´e
en pratique : par exemple en mettant en paralle`le 80 convertisseurs 8 bit a` 250 ME´ch/s,
Agilent fabrique un convertisseur analogique/nume´rique 8 bit a` 20 GE´ch/s.
Une deuxie`me technique est la de´composition a` bancs de filtres hybrides.
Les deux techniques utilisent un nombre de convertisseurs analogique/nume´rique
fonctionnant en paralle`le a` une fre´quence d’e´chantillonnage infe´rieure a` la fre´quence
d’e´chantillonnage de la conversion globale.
Les erreurs d’appariement de gain, de phase et de de´calage des CAN limitent la
re´solution de ces deux structures de type paralle`le. Velazquez [90] et Petraglia [63]
montrent que les BFH a` temps discret atte´nuent les erreurs d’appariement de gain et
de phase entre les convertisseurs analogique/nume´rique de branche. Plus l’atte´nuation
des filtres est grande plus l’effet de ces erreurs est atte´nue´. On montre ici que les meˆmes
re´sultats sont obtenus dans le cas d’un BFH a` temps continu. Les erreurs de de´calage
ne sont pourtant pas atte´nue´es. L’avantage de la de´composition fre´quentielle utilisant
des BFH consiste donc dans leur proprie´te´ d’atte´nuation des erreurs d’appariement
de gain et de phase.
Les me´thodes de synthe`se classiques ne prennent pas en compte les difficulte´s
de re´alisation. Les structures des filtres d’analyse doivent eˆtre facilement re´alisables.
C’est la raison pour laquelle dans le Chapitre 3 on e´tudie des me´thodes de synthe`se
des BFH adapte´es a` des structures d’analyse tre`s simples.
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Chapitre 3
Me´thodes de synthe`se de BFH
adapte´es aux contraintes de
re´alisation
Nous avons vu dans le Chapitre 2 l’inte´reˆt des structures paralle`les pour e´largir les
bandes de conversion. De plus, les syste`mes a` de´composition fre´quentielle comme les
BFH ont un avantage devant les syste`mes a` entrelacement temporel qui est d’atte´nuer
les erreurs d’appariement entre les CAN des diffe´rentes voies.
La suite de l’e´tude concerne les me´thodes de synthe`se des BFH qui nous donnent
les fonctions de transfert des bancs d’analyse et de synthe`se. Tout d’abord, pour
orienter ce travail, nous avons tente´ d’anticiper les limitations et les difficulte´s de
re´alisation d’un BFH. Or les BFH font appel a` trois domaines que sont le filtrage
analogique, la conversion analogique/nume´rique et le filtrage nume´rique.
En ce qui concerne la partie nume´rique, la limitation vient de la vitesse d’exe´cution,
de la puissance calculatoire disponible et de la pre´cision des calculs. Il est e´vident
que l’e´volution de la technologie permettra de repousser ces limites. Mais il faudra
ne´anmoins toujours chercher a` minimiser la taille et la consommation du banc de
synthe`se nume´rique.
Les convertisseurs analogique/nume´rique sont limite´s en fre´quence d’e´chantillon-
nage et en re´solution. C’est d’ailleurs pour cela que l’on e´tudie les BFH afin d’augmen-
ter la fre´quence d’e´chantillonnage tout en conservant une bonne re´solution. D’autre
part, pour utiliser des convertisseurs dans une structure a` BFH, la bande d’en-
tre´e de chaque CAN doit eˆtre au moins e´gale a` la fre´quence maximale du signal
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a` convertir. Si on conside`re un convertisseur analogique/nume´rique compose´ d’un
e´chantillonneur-bloqueur suivi d’un bloc de conversion, il est donc ne´cessaire de dispo-
ser d’un e´chantillonneur-bloqueur plus rapide que le bloc de conversion (par exemple,
pour un BFH a` huit voies sur la bande de 0-1GHz, les CAN fonctionneront a` la fre´-
quence d’e´chantillonnage de 125 Me´ch/s mais devront admettre en entre´e des signaux
jusqu’a` 1 GHz).
Coˆte´ analogique, l’inte´gration d’un filtre analogique hautes fre´quences est de´licate.
Les difficulte´s sont d’autant plus grandes que l’ordre du filtre est e´leve´ ou que le facteur
de qualite´ est grand. Et surtout, les imperfections de re´alisation vont jusqu’a` 20%
d’erreur, voire plus, sur les valeurs des composants passifs. De plus, ces imperfections
e´voluent dans le temps (en fonction du vieillissement et de la tempe´rature). Dans le
cadre des BFH, de telles diffe´rences entraˆınent des erreurs tre`s importantes sur la
reconstruction du signal (voir le dernier chapitre de la the`se).
Finalement, la partie analogique est sans doute la plus contraignante a` re´aliser
dans le cadre des BFH a` cause des imperfections de re´alisation. Pour re´soudre ce pro-
ble`me, une premie`re ide´e est d’utiliser une structure re´glable (tuning). Mais il s’agit
la` de structures d’autant plus complexes que la pre´cision e´xige´e est grande et qui
sont donc couˆteuses. La strate´gie qui a e´te´ ici retenue est de relaˆcher les contraintes
sur la re´alisation de l’analogique. Les filtres analogiques sont donc des re´sonateurs
quelconques. Ils peuvent donc eˆtre choisis les plus simples possibles. Les erreurs en-
gendre´es par la re´alisation doivent eˆtre compense´es dans la partie nume´rique. Pour
cela, on peut imaginer des solutions comme la calibration (voir le Chapitre 4 de la
the`se de Tudor Petrescu). On pense aussi a` estimer les erreurs a` l’aide d’algorithmes
auto-re´gressifs [33] ou d’estimation aveugle (the`se de Davud Asemani en cours).
3.1 Filtres analogiques envisageables
Pour un re´sonateur, plusieurs structures de re´alisation sont possibles. On peut
diffe´rencier les re´sonateurs purement e´lectriques des re´sonateurs e´lectro-me´caniques.
Parmi les re´sonateurs purement e´lectriques nous envisageons les circuits LC et les re´so-
nateurs a` simulation d’inductance (gyrateur). Parmi les re´sonateurs e´lectro-me´caniques,
nous pensons aux filtres a` onde de surface (SAW), aux filtres a` ondes de volume (BAW)
et aux micro-syste`mes de type MEMS.
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3.1.1 Exemples de re´alisation des re´sonateurs
Re´sonateurs purement e´lectriques
La re´alisation la plus naturelle d’un re´sonateur est une structure de type LC. En
pratique, on parle plus souvent de Gm-LC car il s’ave`re presque toujours ne´cessaire
d’amplifier le signal. Le sche´ma de principe de ce type de re´sonateur est donne´ dans
la figure 3.1. Rp est la re´sistance parasite pre´sente en sortie de la transconductance.
L’expression (3.1) donne la fonction de transfert de ce circuit.
 
Gm 
- 
+ 
Vin 
Vout 
Iout 
Rp L C 
 
Fig. 3.1 – Re´sonateur Gm-LC
H(s) =
Gm
C
s
s2 +
1
RpC
s+
1
LC
(3.1)
L’inconve´nient de cette solution est la surface occupe´e par l’inductance sur le
circuit. D’autre part, si plusieurs inductances cohabitent sur une meˆme puce, (ce qui
serait le cas pour un banc de re´sonateurs), des phe´nome`nes de couplage apparaissent.
L’avantage est une bonne line´arite´ car il y a moins de composants actifs que dans les
solutions a` simulation d’inductance pre´sente´es ci-apre`s.
Une alternative est d’utiliser des structures de type Gm-C utilisant le principe du
gyrateur [82]. Cela consiste a` simuler le comportement d’une inductance a` l’aide d’une
capacite´ et de deux transconductances. Ce principe est illustre´ par la figure 3.2.
L’expression (3.2) donne l’impe´dance e´quivalente de ce circuit.
Z =
Vin
Iin
=
sC
Gm1Gm2
(3.2)
Cette structure se comporte donc comme une inductance de valeur :
L =
C
Gm1Gm2
(3.3)
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Fig. 3.2 – Principe du gyrateur
Les gyrateurs sont a` la base de nombreux filtres analogiques. Ils doivent eˆtre combi-
ne´s avec des e´le´ments passifs pour re´aliser des filtres passe-bas ou passe-bande. Un
re´sonateur Gm-C pre´sente l’avantage d’un moindre couˆt car il est re´alisable dans des
technologies standards. Nous pre´sentons ici deux structures possibles pour re´aliser un
re´sonateur d’ordre 2.
Circuit I :

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Fig. 3.3 – Re´sonateur Gm-C - circuit I
Le filtre pre´sente´ dans la figure 3.3 a la fonction de transfert suivante :
Vout/Vin =
s
C2Gm1
Gm2Gm3
s2
C1C2
Gm2Gm3
+ s
C2Gm1
Gm2Gm3
+ 1
(3.4)
Ainsi la fre´quence centrale est :
ωc =
√
Gm2Gm3
C1C2
(3.5)
et le facteur de qualite´ :
Q =
√
Gm2Gm3
Gm1
(3.6)
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E´tant donne´e la syme´trie des roˆles de C1 avec C2 et Gm2 avec Gm3, il est naturel
de choisir les meˆmes valeurs pour les deux capacite´s, ainsi que pour Gm2 et Gm3. La
transconductance Gm1 est assimilable a` une re´sistance et influe sur le coefficient de
qualite´. En se donnant des valeurs pour Gm2 et Gm3, il est possible d’agir sur la fre´-
quence centrale par l’interme´diaire des capacite´s. Si on prend en compte la re´sistance
parasite de sortie Rp de la transconductance Gm2, on obtient alors la transmittance
suivante :
Vout/Vin =
Gm1(1 +RpC2s)
s2(RpC2 + C1) + s(Gm1RpC2 + C1) +Gm1 +RpGm2Gm3
(3.7)
On constate donc que cette transmittance comporte une composante passe-bas.
On peut citer [18] qui utilise ce type de circuit pour re´aliser un banc de filtres
pour des signaux audio-fre´quence.
Circuit II :
 
 
V  ✂✁
C ✄
+ 
- 
G ☎✝✆
G ☎✟✞
- 
+ 
R ✄
V ✠☛✡✌☞
C ✞R ✞
Fig. 3.4 – Re´sonateur Gm-C - circuit II
Pour re´aliser un re´sonateur selon ce principe, il faut placer des re´sistances (R1 et
R2) afin de re´gler le facteur de qualite´. La fonction de transfert de ce circuit est :
Vout/Vin =
sC2Gm2 +
Gm2
R2
s2C1C2 + s
R1C1 +R2C2
R1R2
+
1 +Gm2Gm3R1R2
R1R2
(3.8)
On remarque que cette transmittance comporte une composante passe-bas.
La solution Gm-C est sans doute plus e´conomique que la solution Gm-LC car elle
est plus facile a` inte´grer. Par contre, ce type de circuit est plus de´favorable sur le plan
de la line´arite´.
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Re´sonateurs e´lectro-me´caniques
Les filtres a` ondes de surface ou SAW (Surface Acoustic Wave) utilisent l’effet
pie´zo-e´lectrique pour convertir l’e´nergie e´lectrique en e´nergie me´canique et vice-versa.
Ils sont couramment utilise´s pour re´aliser les filtres d’antenne en te´le´communications
mobiles. Les facteurs de qualite´ peuvent aller jusqu’a` 400 a` des fre´quences jusqu’a` 2
GHz.
Les filtres a` ondes de volume ou BAW (Bulk Acoustic Wave) utilisent le meˆme
principe de propagation d’une onde acoustique mais dans ce cas, l’onde se propage
dans l’e´paisseur du mate´riau pie´zo-e´lectrique. L’impe´dance d’un re´sonateur BAW se
caracte´rise par une fre´quence de re´sonance et une fre´quence d’anti-re´sonance (voir
figure 3.5).
 
 
Z 
fréquence 
Fig. 3.5 – Module de l’impe´dance d’une re´sonateur BAW
En assemblant plusieurs re´sonateurs BAW, on construit des filtres passe-bande
dont la re´ponse fre´quentielle ressemble a` celle de la figure 3.6. Les re´sonateurs BAW
 
 
Atténuation 
Fréquence 
Fig. 3.6 – Exemple de module de la re´ponse fre´quentielle d’un filtre BAW
offrent des facteurs de qualite´ et des fre´quences plus e´leve´es que les filtres SAW (Q
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jusqu’a` 1500 a` des fre´quences jusqu’a` 20 GHz). Cette technologie e´mergente est pro-
metteuse essentiellement graˆce a` sa grande capacite´ d’inte´gration [52]. Ainsi ce type
de filtre est envisage´ pour re´aliser des filtres RF [74].
Enfin, on peut citer aussi les re´sonateurs me´caniques de la famille des MEMS
(Micro-Electro-Mechanical Systems) [30]. Ils sont reconnus pour leurs facteurs de
qualite´ tre`s e´leve´s.
En conclusion, la solution la plus e´conomique est sans doute celle a` simulation
d’inductance. Par contre, elle est certainement la moins performante sur le plan de
la line´arite´. A` l’oppose´, les filtres passifs LC pre´sentent surement une bonne line´arite´
mais ils sont couˆteux car les inductance occupent une grande surface. Les filtres a`
ondes de volume sont peut-eˆtre un bon compromis entre couˆt et line´arite´ par rapport
a` notre application.
3.1.2 Hypothe`se sur les filtres d’analyse
Tout circuit a des caracte´ristiques limite´es en terme de rapport signal sur bruit
et en terme de line´arite´. Mais pour notre e´tude, nous supposons ces caracte´ristiques
ide´ales. Il faudra bien suˆr prendre en compte ces phe´nome`nes dans le calcul du rapport
signal sur bruit et de la line´arite´ du circuit final.
De plus, quelle que soit la structure retenue, on n’obtient pas une transmittance de
re´sonateur pur. Il y a la plupart du temps une composante passe-bas due a` l’influence
de composants parasites ou alors une re´jection de fre´quence comme pour les filtres
BAW par exemple. Ne´anmoins, il nous faut partir d’une fonction de transfert connue
pour valider les me´thodes de conception des BFH. E´tant donne´e la diversite´ des
structures de re´alisation que nous avons envisage´es, nous prendrons comme fonction de
transfert des filtres d’analyse, celle d’un re´sonateur pur d’ordre deux dont l’expression
est donne´e par (3.9). Il s’agit donc d’une approximation mais qui n’est pas ge´nante
car les filtres de synthe`se sont e´labore´s a` partir de filtres d’analyse quelconques.
Hm(s) =
Ωm
Qm
s
s2 +
Ωm
Qm
s+ Ω2m
(3.9)
ou` Ωm est la fre´quence de re´sonance du re´sonateur et Qm son facteur de qualite´ (ou
coefficient de surtension). On nume´rotera toujours les filtres d’analyse par fre´quence
de re´sonance croissante. Nous avons suppose´ que tous les filtres ont un gain de 1.
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Dans le cas des BFH passe-bas, il est ne´cessaire qu’au moins un des filtres ait une
composante passe-bas afin que le signal basse-fre´quence puisse eˆtre reconstruit. Nous
avons choisi que le premier filtre du banc soit un filtre RC du premier ordre dont on
donne la fonction de transfert dans (3.10).
H1(s) =
Ω1
s+ Ω1
, Ω1 =
1
R1C1
. (3.10)
Plusieurs bancs d’analyse ont e´te´ choisis pour e´laborer nos BFH. Chaque banc d’ana-
lyse a un label associe´ du type « Bancx » avec x ∈ {1,2,3,4}. L’annexe D donne les
caracte´ristiques de tous ces bancs (fre´quences de re´sonance et facteurs de qualite´).
3.2 Inte´reˆt d’un faible sur-e´chantillonnage du si-
gnal d’entre´e
Pour faciliter la lecture, nous rappelons ci-apre`s quelques re´sultats obtenus pre´ce´-
demment. Nous avons montre´ dans le paragraphe 2.3.1 que si le signal d’entre´e d’un
BFH est de bande limite´e a` π/T , la sortie du banc de filtres repre´sente´ en figure 2.11
est :
Y (ejω) =
1
T
M−1∑
p=−(M−1)
Tp(e
jω)X
(
j
(
Ω− 2πp
MT
))
avec :
Tp(e
jω) =
1
M
M∑
m=1
Hm
(
j
(
Ω− 2πp
MT
))
Fm(e
jω).
Les conditions de reconstruction parfaite sont :
Tp(e
jω) =
ce
−jωd ,p = 0
0 ,p ∈ {−(M − 1),...,− 1,1,...,M − 2,M − 1}.
Nous avons e´galement montre´ que, pour chaque pulsation normalise´e ω avec −π <
ω ≤ π, dans l’expression de Y (ejω), seulement M termes sont diffe´rents de ze´ro.
3.2.1 Influence d’un faible sur-e´chantillonnage du signal d’en-
tre´e sur les performances des BFH
Supposons une synthe`se de BFH sur toute la bande du signal d’entre´e [− π
T ′
,
π
T ′
[
voir figure 3.7-(a). On remarque souvent que la fonction de repliement Tp(e
jω) a
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des valeurs tre`s grandes autour des pulsations normalise´es Ω′p+ =
2πp
MT ′
− π
T ′
pour
p > 0 et Ω′p− =
2πp
MT ′
+
π
T ′
pour p < 0 (voir l’exemple de synthe`se par la me´thode
ALMC - paragraphe 3.3.2). Par conse´quent, on constate une grande puissance de
bruit de repliement autour de ces fre´quences. En revanche, supposons un le´ger sur-
e´chantillonnage du signal d’entre´e voir figure 3.7-(b) ou` :
B =
π
T ′
= η
π
T
.
Maintenant, le spectre du signal d’entre´e occupe un intervalle [−η π
T
,η
π
T
[, 0 < η <
1, η tre`s proche de 1 pour garder la fre´quence d’e´chantillonnage tre`s proche de la
fre´quence de Nyquist. Le bruit de repliement autour des fre´quences Ωp+ =
2πp
MT
− π
T
et Ωp− =
2πp
MT
+
π
T
est e´limine´. Le facteur de sur-e´chantillonnage du signal d’entre´e
est 1/η.
(a)
(b)
0
0
|X(jΩ)|
|X(jΩ)|
Ω
Ωpi
T ′
- pi
T ′
pi
T
-B B- pi
T
Fig. 3.7 – Repre´sentation sche´matique du spectre du signal d’entre´e pour un e´chantillon-
nage a` la fre´quence de Nyquist (a), et pour un le´ge´r sur-e´chantillonnage (b)
De la meˆme manie`re, la fonction de distorsion est souvent de´grade´e a` la fin de la
bande (autour de
π
T
). Mais, si X (jΩ) = 0, pour Ω autour de
π
T
graˆce a` la limitation
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de la bande (ou au sur-e´chantillonnage), cette distorsion n’apparaˆıt pas dans le signal
de sortie. Ceci est illustre dans le paragraphe 3.3.2.
3.2.2 Utilisation d’un faible sur-e´chantillonnage dans le pro-
cessus de synthe`se des BFH
Si les filtres d’analyse sont donne´s et si on cherche les filtres de synthe`se tels que
le BFH soit a` reconstruction parfaite, les conditions (2.35) forment un syste`me de M
e´quations avec M inconnues (les filtres de synthe`se) pour chaque intervalle [26] :
Ik =]− π/T + 2π(k − 1)/MT,− π/T + 2πk/MT [, k ∈ {1,2,...,M}. (3.11)
Soit Fmk(e
jω), m ∈ {1,2,...,M} la solution du syste`me (2.35) e´crit pour l’intervalle Ik.
En ge´ne´ral, Fmk(e
jω) et Fmk+1(e
jω) n’ont pas les meˆmes valeurs pour ω = −π+2πk/M .
Par exemple, on prend le banc de filtres analogique avec 3 voies de l’exemple 1 cite´
dans le paragraphe 2.3.1. La fonction de transfert du filtre analogique sur la troisie`me
branche est :
F3(jΩ) =

−E 1
2a2
,− π
T
< Ω < − π
3T
E
1
a2
,− π
3T
< Ω <
π
3T
−E 1
2a2
,
π
3T
< Ω <
π
T
(3.12)
avec E = cMTe−jΩdT et a = 2π/3T .
On voit clairement que F3(jΩ) n’est pas continue en Ω = − π
3T
et en Ω =
π
3T
.
Puisque le filtre nume´rique correspondant est construit en e´chantillonnant la re´ponse
impulsionnelle du filtre analogique a` la pe´riode T (voir Annexe B) on peut dire que
F3(e
jω) est e´galement discontinue en ω = −π
3
et en ω =
π
3
.
Les discontinuite´s que l’on peut constater rendent la synthe`se des filtres nume´-
riques difficile. Si l’on prend le cas des filtres a` re´ponse impulsionnelle finie (RIF), une
discontinuite´ de la transforme´e de Fourier implique un nombre infini (ou tre`s grand
pour une bonne approximation) de coefficients pour la re´ponse impulsionnelle. Ceci
est e´videmment impossible a` imple´menter en pratique et l’on est contraint d’utiliser
une troncature de la re´ponse impulsionnelle. La transforme´e de Fourier de la re´ponse
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impulsionnelle tronque´e sera seulement une approximation de la transforme´e de Fou-
rier initiale, pre´sentant la discontinuite´. Dans les calculs ante´rieurs on a suppose´ que
le signal d’entre´e est de bande limite´e a` π/T . Supposons maintenant que, graˆce a` un
sur-e´chantillonnage, le spectre du signal d’entre´e occupe seulement un inte´rvalle :
−η π
T
< Ω < η
π
T
avec η e´tant un nombre re´el, positif, infe´rieur a` 1, et tre`s proche de 1. Il y a des
cas (voir paragraphes 3.3.3 ou 3.5) ou` les conditions de reconstruction parfaite sont
utilise´es pour former divers crite`res d’erreur que l’on minimise ensuite. Dans ces cas,
avant de former le crite`re a` minimiser, ces conditions peuvent eˆtre relaˆche´es pour les
pulsations :
η
π
T
< |Ω| < π
T
.
Ceci peut eˆtre fait a` l’aide d’une fonction de ponde´ration :
W (jΩ) =
r1 ,− η
π
T
< Ω < η
π
T
r2 , sinon
(3.13)
ou` r1,r2 ∈ R,r1,r2 > 0 et r1 >> r2. On e´crit alors les conditions de reconstruction
parfaite de la manie`re suivante :
TWp (e
jΩT ) =
ce
−jΩTdW (jΩ) ,p = 0
0 ,p ∈ {−(M − 1),...,− 1,1,...,M − 1}
(3.14)
ou`
TWp (e
jΩT ) =
1
M
M∑
m=1
Fm(e
jω)Hm(jΩ− j 2πp
MT
)W (jΩ− j 2πp
MT
). (3.15)
L’inte´reˆt de cette fonction de ponde´ration est qu’on relaˆche les contraintes sur
les fonctions de repliement (et de distorsion) autour des fre´quences des discontinuite´s
Ω = −π/T + 2πk/MT , k ∈ {1,2,...,M − 1}.
Dans le cas des filtres de synthe`se RIF, ne pas tenter de reproduire les disconti-
nuite´s dans le processus de synthe`se permettra de mieux approcher les autres parties
de la fonction de transfert.
On a donc vu que le sur-e´chantillonnage ame´liore les performances. Autrement
dit, pour un signal de bande limite´e donne´e, on a inte´reˆt a` le sur-e´chantillonner d’un
facteur
1
η
.
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Le sur-e´chantillonnage du signal d’entre´e a donc un impact sur les performances
d’un BFH donne´ et d’autre part un impact sur la synthe`se du BFH si la me´thode de
synthe`se permet de prendre en compte cette hypothe`se. Afin de ne pas confondre ces
deux cas, nous adopterons la convention suivante: quand il s’agira de sur-e´chantillonner
simplement le signal d’entre´e on notera 1/ηX le facteur de sur-e´chantillonnage (ou
ηX le facteur de limitation de la bande, puisque limiter la bande ou sure´chantillon-
ner sont e´quivalentes du point de vue des calculs, dans notre cas). Quand ce sur-
e´chantillonnage est en plus pris en compte lors de la synthe`se, on notera 1/ηS le
facteur de sur-e´chantillonnage (ou ηS le facteur de limitation de la bande).
3.3 Me´thodes exploitant l’e´chantillonnage de la re´-
ponse fre´quentielle
Ces me´thodes sont base´es sur un e´chantillonnage de la re´ponse fre´quentielle des
filtres analogiques d’analyse et des filtres nume´riques de synthe`se. Toutes partent des
filtres d’analyse comme donne´es initiales connues et cherchent les filtres de synthe`se
qui satisfont au mieux les conditions de reconstruction parfaite (2.27), (2.35). Consi-
de´rant des signaux re´els et des coefficients de filtre re´els, seules les fre´quences positives
seront repre´sente´es dans les figures.
3.3.1 Utilisation de la transforme´e de Fourier inverse (TFI)
Velazquez a de´crit cette me´thode dans [90] pour la synthe`se d’un BFH a` deux
voies dont les filtres d’analyse sont d’ordre supe´rieur a` trois. Nous expliquons son
principe et nous l’appliquons a` notre choix de banc d’analyse.
Principe
On conside`re une discre´tisation uniforme de l’intervalle de pulsation normalise´e
[−π,π[ :
P = {ω1,...,ωK}. (3.16)
1. On e´crit pour chaque fre´quence ωk ∈ P les e´quations de reconstruction parfaite
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(2.35) :
Tp(ωk) =
ce
−jωkd , p = 0
0 , p ∈ {−(M − 1),...,− 1,1,...,M − 1}
(3.17)
k ∈ {1,2,...,K},
ou` :
Tp(ωk) = 1
M
M∑
m=1
Fm(ωk)Hm(jΩk − j 2πp
MT
) (3.18)
et ΩkT = ωk. On a montre´ dans le paragraphe 2.3.1 que, pour un signal d’entre´e
de bande limite´e a`
π
T
et une pulsation normalise´e ωk avec −π < ωk < π,
il y a uniquement M termes de repliement qui interviennent (la somme (2.34)
contient uniquementM termes non nuls). Donc, les e´quations (3.17) constituent
un syste`me deM e´quations avecM inconnues. Les inconnues sont Fm(ωk), pour
m ∈ {1,...,M}, c’est-a`-dire les re´ponses fre´quentielles des filtres de synthe`se en
ω = ωk. On e´crit ce syste`me pour tous les ωk ∈ P et on obtient donc K
syste`mes de M e´quations avec M inconnues. Toutes les solutions des syste`mes
nous donnent donc les e´chantillons des fonctions Fm(e
jω) aux pulsations de
l’ensemble P.
2. Maintenant, on cherche les filtres a` re´ponse impulsionnelle finie qui approchent
les re´ponses fre´quentielles dont les valeurs ont e´te´ obtenues pre´ce´demment. En
calculant la transforme´e de Fourier discre`te inverse des {Fm(ωk)} on trouve M
re´ponses impulsionnelles de longueur K. Les re´ponses impulsionnelles des filtres
sont donc :
f (m)n =
1
K
K−1∑
k=0
Fm(ωk)ej2pikn/K (3.19)
et m ∈ {1,...,M}.
3. Si on choisit une discre´tisation tre`s fine de l’intervalle de fre´quence [−π,π[, le
nombre K de coefficients est grand, ce qui rend l’imple´mentation complexe. On
essayera donc d’obtenir des se´quences plus courtes. Pour cela, on effectue une
troncature des re´ponses impulsionnelles obtenues en calculant la transforme´e
de Fourier discre`te inverse. Soit gm(n) les re´ponses impulsionnelles des filtres
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obtenues par la limitation de la longueur des se´quences f
(m)
n :
gm(n) = f
(m)
n w(n) (3.20)
ou`
w(n) =
 1, n ∈ {0,...,K
′ − 1}
0, n ∈ {K ′,...,K − 1}
(3.21)
K ′ ∈ N,0 < K ′ < K et m ∈ {1,...,M}.
Simulation et re´sultats
On conside`re un BFH a` 8 voies pour gagner a` peu pre`s un ordre de grandeur en
vitesse de conversion. Les parame`tres de cette synthe`se se trouvent dans le tableau
3.1.
Tab. 3.1 – Parame`tres pour une synthe`se par TFI - « Banc1 »
Nb. de voies M = 8
Filtres d’analyse « Banc1 » (voir annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Retard d = 64
Le syste`me de´crit par (3.17) et (3.18) est re´solu et les filtres RIF de longueur 256
sont calcule´s par transforme´e de Fourier discre`te inverse (3.19). Les se´quences qui en
re´sultent sont longues et on garde seulement K ′ = 128 coefficients pour les filtres de
synthe`se, parce que la diffe´rence de performances entre K ′ = 128 et K ′ = 256 est tre`s
petite. Les filtres d’analyse sont de´crits dans l’annexe D.
La fonction de distorsion est repre´sente´e dans la figure 3.8.
Les figures 3.9 et 3.10 repre´sentent les fonctions de repliement T1(e
jω), T2(e
jω),
T3(e
jω) et T4(e
jω). Les autres fonctions de repliement sont similaires. Dans la figure
3.11, on repre´sente le repliement total dont la densite´ spectrale de puissance est de´finie
par l’expression (2.67). Une autre simulation, utilisant cette fois des filtres d’analyse
Butterworth d’ordre 3 au lieu de re´sonateurs a e´te´ effectue´e. Les re´sultats de ces deux
simulations sont re´sume´s dans le tableau 3.2.
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Fig. 3.8 – Distorsion - me´thode TFI et parame`tres du tableau 3.1
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Fig. 3.9 – Module des fonctions de repliement T1(ejω) et T2(ejω) - me´thode TFI et para-
me`tres du tableau 3.1
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Fig. 3.10 – Module des fonctions de repliement T3(ejω) et T4(ejω) - me´thode TFI et
parame`tres du tableau 3.1
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Fig. 3.11 – Repliement total - me´thode TFI et parame`tres du tableau 3.1
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Tab. 3.2 – Performances du BFH synthe´tise´ par la me´thode TFI avec les parame`tres du
tableau 3.1
Re´sonateurs (« Banc1 ») Butterworth
Repliement total moyen (dB) -39 -45
Repliement total maximum (dB) -31 -35
Distorsion d’amplitude moyenne (dB) 0.003 6,5 · 10−4
Distorsion d’amplitude maximum (dB) 0.9 0.9
Distorsion de phase moyenne (radian) 0.004 0.003
Distorsion de phase maximum (radian) 0.06 0.006
Une autre synthe`se utilise des re´sonateurs avec des facteurs de qualite´ identiques
pour tous les filtres d’analyse (voir les parame`tres de cette simulation dans le tableau
3.3).
Tab. 3.3 – Parame`tres pour une synthe`se par TFI - « Banc2 »
Nb. de voies M = 8
Filtres d’analyse Banc2 (voir annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Retard d = 64
Les re´sultats de cette synthe`se sont montre´s dans le tableau 3.4. On constate que
les performances du BFH avec le « Banc1 » sont meilleures que les performances du
BFH avec le « Banc2 ». Ceci est duˆ au fait que les filtres dans le « Banc1 » sont
re´partis line´airement dans la bande. On verra d’ailleurs dans le paragraphe 3.5.2 une
me´thode d’optimisation de la re´partition des filtres d’analyse.
3.3.2 Approximation locale aux moindres carre´s (ALMC)
Dans [93], Velazquez pre´sente cette me´thode pour la synthe`se d’un BFH a` deux
voies dont les filtres d’analyse sont d’ordre supe´rieur a` trois. Nous reprenons cette
me´thode afin de l’appliquer a` notre choix de banc d’analyse.
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Tab. 3.4 – Performances du BFH synthe´tise´ par la me´thode TFI avec les parame`tres du
tableau 3.3
Re´sonateurs (Banc2)
Repliement total moyen (dB) -24
Repliement total maximum (dB) -12
Distorsion d’amplitude moyenne (dB) 0.005
Distorsion d’amplitude maximum (dB) 0.9
Distorsion de phase moyenne (radian) 0.0025
Distorsion de phase maximum (radian) 0.017
Principe
On discre´tise l’intervalle [−π,π[ de manie`re uniforme sur un grand nombre de
points K.
P = {ω1,...,ωK}. (3.22)
1. La premie`re e´tape est commune a` celle de la me´thode pre´ce´dente (utilisation
de la TF inverse). Pour chaque pulsation ωk de P , on re´sout le syste`me des
e´quations de reconstruction parfaite pour lequel les inconnues sont les re´ponses
fre´quentielles ide´ales Fm(ωk), m allant de 1 a`M . On obtient alors les valeurs de
la re´ponse fre´quentielle ide´ale des filtres de synthe`se aux pulsations de P. Pour
cela, le syste`me est re´solu par la me´thode des moindres carre´s.
2. On cherche ensuite a` approcher ces re´ponses fre´quentielles ide´ales par des filtres
a` re´ponses impulsionnelles finies Fm(z) de longueur N .
Fm(z) =
N−1∑
n=0
f (m)n z
−n
Les coefficients {f (m)n } sont calcule´s par minimisation du crite`re quadratique J
suivant en utilisant un algorithme de type Gauss-Newton.
J =
∑
k
|Fm(ωk)− Fm(ejωk)|2
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La diffe´rence de cette me´thode avec la pre´ce´dente (TFI) est que le nombre des
points de fre´quence est inde´pendant de l’ordre du filtre RIF recherche´. Il n’y a donc
pas a` faire de troncature.
Simulation et re´sultats
On calcule un banc de synthe`se a` partir des parame`tres donne´s dans le tableau
3.5.
Tab. 3.5 – Parame`tres pour une synthe`se par ALMC - « Banc1 »
Nb. de voies M = 8
Filtres d’analyse « Banc1 » (voir annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Pour ce BFH, deux re´sultats sont fournis. Le premier re´sultat donne les perfor-
mances avec un signal d’entre´e couvrant toute la bande (ηX = 1). Le second donne les
performances avec un signal d’entre´e couvrant une bande plus restreinte (ηX = 0.9).
Ce dernier cas illustre l’influence d’un faible sur-e´chantillonnage du signal d’entre´e
sur les performances d’un BFH vu dans le paragraphe 3.2.1. La figure 3.12 montre la
distorsion. La figure 3.13 montre le repliement total. Les re´sultats sont re´sume´s dans
le tableau 3.6.
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Fig. 3.12 – Distorsion - me´thode ALMC et parame`tres du tableau 3.5. En trait pointille´ :
ηX = 1. En trait plein : ηX = 0.9.
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Fig. 3.13 – Repliement total - me´thode ALMC et parame`tres du tableau 3.5. En trait
pointille´ : ηX = 1. En trait plein : ηX = 0.9.
Tab. 3.6 – Performances du BFH synthe´tise´ par la me´thode ALMC avec les parame`tres
du tableau 3.5
ηX = 1 ηX = 0.9
Repliement total moyen (dB) -35 -43
Repliement total maximal (dB) (maximum) -19 -32
Distorsion d’amplitude moyenne (dB) −3.1 · 10−3 −6.0 · 10−4
Distorsion d’amplitude maximale (dB) 1.6 0.13
Distorsion de phase moyenne (radian) 5.4 · 10−3 7.5 · 10−4
Distorsion de phase maximale (radian) 0.3 1.4 · 10−2
Une autre synthe`se est effectue´e a` partir du banc d’analyse « Banc2 ». Les para-
me`tres de ce BFH sont re´capitule´s dans le tableau 3.7.
Tab. 3.7 – Parame`tres pour une synthe`se par ALMC - « Banc2 »
Nb. de voies M = 8
Filtres d’analyse Banc2 (voir annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
La figure 3.14 montre le terme de distorsion. La figure 3.15 montre le repliement
total avec ou sans filtre anti-repliement a` l’entre´e du BFH. Les re´sultats sont re´sume´s
dans le tableau 3.8.
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Fig. 3.14 – Distorsion - me´thode ALMC et parame`tres du tableau 3.7. En trait pointille´ :
ηX = 1. En trait plein : ηX = 0.9.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−70
−60
−50
−40
−30
−20
−10
0
10
Pulsation ω (x pi rad/éch)
R
ep
lie
m
en
t t
ot
al
 (d
B)
Fig. 3.15 – Repliement total - me´thode ALMC et parame`tres du tableau 3.7. En trait
pointille´ : ηX = 1. En trait plein : ηX = 0.9.
3.3.3 Approximation globale aux moindres carre´s (AGMC)
Dans les deux paragraphes pre´ce´dents, la synthe`se des BFH part des filtres d’ana-
lyse conside´re´s connus et trouve les re´ponses fre´quentielles ide´ales des filtres de syn-
the`se. Ensuite, a` l’aide de diverses transformations du domaine fre´quence au domaine
temps, les re´ponses impulsionnelles des filtres de synthe`se de type RIF sont trouve´es.
Donc, en utilisant des filtres RIF de longueur raisonnable, une erreur apparaˆıt entre
la fonction de transfert ide´ale des filtres de synthe`se (qui re´sulte de la re´solution des
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Tab. 3.8 – Performances du BFH synthe´tise´ par la me´thode ALMC avec les parame`tres
du tableau 3.7
ηX = 1 ηX = 0.9
Repliement total moyen (dB) -18 -28
Repliement total maximal (dB) 0.51 -19
Distorsion d’amplitude moyenne (dB) −1.7 · 10−4 1.4 · 10−4
Distorsion d’amplitude maximale (dB) 0.17 8.8 · 10−2
Distorsion de phase moyenne (radian) 2.8 · 10−3 1.9 · 10−3
Distorsion de phase maximale (radian) 8.6 · 10−2 9.7 · 10−3
e´quations de reconstruction parfaite) et la fonction de transfert re´alise´e. Dans ce para-
graphe, une me´thode qui trouve directement les re´ponses impulsionnelles (sans passer
par l’interme´diaire des re´ponses frequentielles ide´ales des filtres) est pre´sente´e. On
e´limine ainsi une des sources des erreurs qui peuvent apparaˆıtre lors de la synthe`se,
comme les erreurs introduites par la transforme´e du domaine fre´quence au domaine
temps.
De nouveau, les filtres d’analyse sont conside´re´s connus. Les transforme´es de Fou-
rier des filtres de synthe`se recherche´s sont :
Fm(e
jω) =
N−1∑
n=0
f (m)n e
−jωn, m ∈ {1,2,...,M}. (3.23)
Il s’agit donc de filtres a` re´ponse impulsionnelle finie de longueur N . On cherche les
coefficients {f (m)n } pour m ∈ {1,2,...,M} et n ∈ {0,1,...,N − 1}. On utilise toujours
le meˆme ensemble de pulsations P discre´tisant l’intervalle [−π,π[, (3.22). On e´crit les
conditions de reconstruction parfaite pour toutes les pulsations de P :
Tp(e
jωk) =
ce
−jωkd ,p = 0
0 ,p ∈ {−(M − 1),...,− 1,1,...,M − 1}
(3.24)
k ∈ {1,2,...,K}, ou` :
Tp(e
jωk) =
1
M
M∑
m=1
Fm(e
jωk)Hm(jΩk − j 2πp
MT
). (3.25)
Comme on a pu le voir pre´ce´demment (voir paragraphe 2.3.1), pour un signal d’en-
tre´e a` spectre borne´, l’expression (3.24) constitue un syste`me de 2M − 1 e´quations
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complexes avec MN inconnues (f
(n)
m pour m ∈ {1,...,M} et n ∈ {0,1,...,N − 1}). En
e´crivant les expressions (3.24) pour toutes les pulsations ωk ∈ P , on obtient un sys-
te`me de (2M −1)K e´quations complexes avec MN inconnues. Pour e´crire ce syste`me
sous forme matricielle, on utilise les vecteurs suivants :
ek =
[
1 e−jωk · · · e−j(N−1)ωk
]T
(3.26)
Ek = diag(ek), k ∈ {1,2,...,K} (3.27)
E =

E1
E2
...
EK
 (3.28)
ou` AT repre´sente la transposition de la matrice A. Le vecteur des coefficients des
filtres de synthe`se est :
f =
[
f
(1)
0 f
(1)
1 · · · f (1)N−1 · · · f (M)0 f (M)1 · · · f (M)N−1
]T
. (3.29)
La matrice des « de´cale´s » du filtre Hm est :
Hm =

H
(0)
m
H
(1)
m
...
H
(M−1)
m
H
(−1)
m
...
H
−(M−1)
m

. (3.30)
ou` H
(p)
m est donne´e par :
H(p)m =

H
(p)
m (jΩ1) · · ·H(p)m (jΩ1)︸ ︷︷ ︸
N
0 · · · 0︸ ︷︷ ︸
N
0 · · · 0︸ ︷︷ ︸
N
· · · 0 · · · 0︸ ︷︷ ︸
N
0 · · · 0︸ ︷︷ ︸
N
H
(p)
m (jΩ2) · · ·H(p)m (jΩ2)︸ ︷︷ ︸
N
0 · · · 0︸ ︷︷ ︸
N
· · · 0 · · · 0︸ ︷︷ ︸
N
...
...
...
. . .
...
0 · · · 0︸ ︷︷ ︸
N
0 · · · 0︸ ︷︷ ︸
N
0 · · · 0︸ ︷︷ ︸
N
· · · H(p)m (jΩK) · · ·H(p)m (jΩK)︸ ︷︷ ︸
N

(3.31)
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et H
(p)
m (jΩ) est :
H(p)m (jΩ) = Hm(jΩ− j
2πp
MT
). (3.32)
Avec les notations suivantes :
Hem = HmE (3.33)
Hc =
[
He1 He2 · · · HeM
]
(3.34)
tc = cM
[
e−jω1d e−jω2d · · · e−jωKd 0(2M−2)K
]T
(3.35)
H =
 Re {Hc}
Im {Hc}
 (3.36)
et
t =
 Re {tc}
Im {tc}
 (3.37)
la forme matricielle des e´quations de reconstruction parfaite pour l’ensemble de pul-
sations P s’e´crit donc :
Hf = t. (3.38)
En (3.35), 0(2M−2)K est un vecteur ligne contenant (2M − 2)K ze´ros. Re {A} et
Im {A} repre´sentent les parties re´elle et imaginaire de la matrice A.
K est en ge´ne´ral choisi de telle manie`re que 2(2M−1)K > MN . Le syste`me (3.38)
est donc sur-de´termine´ et incompatible. Pourtant, une solution au sens des moindres
carre´s peut eˆtre trouve´e [79] :
f = H+t (3.39)
ou` H+ est la pseudoinverse de la matrice H. Cette solution minimise la somme des
carre´s des e´le´ments du vecteur d’erreur (la norme du vecteur d’erreur) :
∆ = ‖Hf − t‖2. (3.40)
Le vecteur Hf est donc la projection orthogonale de t sur l’espace colonne de la
matrice H, et si les colonnes sont line´airement inde´pendantes, cette projection ortho-
gonale est uniquement exprime´e en fonction des colonnes. Donc, si les colonnes de la
matrice H sont line´airement inde´pendantes, la solution qui minimise l’erreur∆ existe
et elle est unique. La pseudoinverse peut eˆtre calcule´e avec la formule :
H+ = (HTH)−1HT (3.41)
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parce que les colonnes de H sont line´airement inde´pendantes.
Meˆme si les colonnes de H ne sont pas line´airement inde´pendantes, il existe tou-
jours une solution qui minimise l’erreur∆. Si f est une solution minimisant ‖Hf−t‖2,
Hf est toujours la projection orthogonale de t sur l’espace colonne de la matrice H.
Mais comme les colonnes ne sont pas line´airement inde´pendantes la projection ortho-
gonale ne s’exprime plus de manie`re unique en fonction des colonnes de H, donc il y a
plusieurs solutions minimisant∆. En ge´ne´ral, on choisit comme solution celle qui a la
norme minimale. Ce choix a aussi un sens particulie`rement important dans le contexte
de notre proble`me : le bruit de quantification sur chaque branche sera proportionnel a`
la somme des carre´s des coefficients des filtres nume´riques de synthe`se. Donc, parmi
les solutions minimisant ∆ on a inte´reˆt a` choisir celle ayant la longueur minimale.
Dans ce cas, la pseudoinverse est :
H+ = Q2Σ
+Q1
T (3.42)
ou` Q2, Q1 et Σ donnent la de´composition en valeurs singulie`res de H :
H = Q1ΣQ2
T. (3.43)
Si H est une matrice (2(2M − 1)K,MN), Q1, Q2 sont des matrices orthogonales de
dimensions (2(2M − 1)K,2(2M − 1)K) et respectivement (MN,MN). Σ est une ma-
trice contenant les valeurs singulie`res de H sur les premie`res positions de la diagonale
principale et des ze´ros partout ailleurs. La matrice Σ+ peut facilement eˆtre trouve´e,
elle contient les inverses des valeurs singulie`res de H sur la diagonale principale et des
ze´ros partout ailleurs.
Sur-e´chantillonnage
On utilise ici la technique de sur-e´chantillonnage dans le processus de synthe`se
de´crite au paragraphe 3.2.2. Tenant compte de (3.14) et (3.15) on e´crit les conditions
de reconstruction parfaite :
TWp (e
jωk) =
ce
−jωkdW (jΩk) ,p = 0
0 ,p ∈ {−(M − 1),...,− 1,1,...,M − 1}
(3.44)
ou`
TWp (e
jωk) =
1
M
M∑
m=1
Fm(e
jωk)Hm(jΩk − j 2πp
MT
)W (jΩk − j 2πp
MT
). (3.45)
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W (jΩ) est la fonction de ponde´ration donne´e en (3.13). Si (3.32) et (3.35) sont re´-
e´crites comme ci-dessus :
H(p)m (jΩ) = Hm(jΩ− j
2πp
MT
)W (jΩ− j 2πp
MT
) (3.46)
tc = cM
[
e−jω1dW (jΩ1) e
−jω2dW (jΩ2) · · · e−jωKdW (jΩK) 0(2M−2)K
]T
(3.47)
toutes les matrices et la me´thode de synthe`se donne´es dans le paragraphe pre´ce´-
dent restent les meˆmes. On effectue ainsi une minimisation du crite`re quadratique du
paragraphe pre´ce´dent ponde´re´ par la fonction W (jΩ). Les re´sultats sont nettement
ame´liore´s, comme on pourra le constater dans le paragraphe suivant.
Simulation et re´sultats
De nouveau, un banc de filtres a` M = 8 voies a e´te´ e´tudie´. Les parame`tres de
cette premie`re synthe`se sont donne´s dans le tableau 3.9.
Tab. 3.9 – Parame`tres pour une synthe`se par AGMC - « Banc1 »
Nb. de voies M = 8
Filtres d’analyse « Banc1 » (voir annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Sur-e´chantillonnage Cas I : ηS = 1, Cas II : ηS = 0.93
Retard d = 64
Pour les valeurs choisies, on a bien 2(2M − 1)K > MN . Par conse´quent, (3.38)
est un syste`me sur-de´termine´ et incompatible. Mais on a trouve´ la solution dans le
sens des moindres carre´s donne´e par (3.39).
Dans le Cas I, une synthe`se sans sur-e´chantillonnage a e´te´ effectue´e. La figure 3.16
repre´sente la distorsion du BFH obtenu. Les performances de ce BFH sont montre´es
dans le tableau 3.10.
Dans le Cas II, une synthe`se e´te´ effectue´e utilisant un sur-e´chantillonnage - ηS =
0.93 (voir e´quation (3.13)). Dans la figure 3.17 on a repre´sente´ la distorsion. On peut
remarquer un tre`s bon comportement en ce qui concerne la distorsion d’amplitude
et de phase de ce syste`me. Les re´sultats de la synthe`se se trouvent dans le tableau
3.10. Dans les figures 3.18 et 3.19 sont repre´sente´s, comparativement, les modules des
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Fig. 3.16 – Distorsion - me´thode AGMC et parame`tres du tableau 3.9, Cas I : ηS = 1
quatre fonctions de repliement pour les cas d’une synthe`se sans sur-e´chantillonnage et
pour le cas d’une synthe`se avec sur-e´chantillonnage (ηS = 0.93). Le repliement total
est repre´sente´ dans la figure 3.20. On peut observer une ame´lioration e´vidente par
rapport au cas sans sur-e´chantillonnage.
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Fig. 3.17 – Distorsion - me´thode AGMC et parame`tres du tableau 3.9, Cas II : ηS = 0.93.
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Fig. 3.18 – Module des fonctions de repliement T1(ejω) et T2(ejω) - me´thode AGMC et
parame`tres du tableau 3.9.
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Fig. 3.19 – Module des fonctions de repliement T3(ejω) et T4(ejω) - me´thode AGMC et
parame`tres du tableau 3.9.
Une autre synthe`se a e´te´ effectue´e utilisant un banc de filtres a` huit branches
utilisant des re´sonateurs a` facteur de qualite´ constant, « Banc2 ». Les parame`tres de
cette synthe`se sont donne´s dans le tableau 3.11.
Les re´sultats sont pre´sente´s dans le tableau 3.12. De nouveau, les performances
pour le « Banc1 » sont meilleures que les performances pour le « Banc2 » graˆce a`
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Fig. 3.20 – Repliement total - me´thode AGMC et parame`tres du tableau 3.9.
Tab. 3.10 – Performances du BFH synthe´tise´ par la me´thode AGMC avec les parame`tres
du tableau 3.9.
Synthe`se sans Synthe`se pour
sur-e´chantillonnage ηS = 0.93
Repliement total moyen (dB) -39 -113
Repliement total maximal (dB) -19 -111
Distorsion d’amplitude moyenne (dB) 0.002 3.4 · 10−8
Distorsion d’amplitude maximum (dB) 0.4 1.3 · 10−5
Distorsion de phase moyenne (radian) 0.006 7 · 10−7
Distorsion de phase maximum (radian) 0.63 3.6 · 10−6
Tab. 3.11 – Parame`tres pour une synthe`se par AGMC - « Banc2 »
Nb. de voies M = 8
Filtres d’analyse « Banc2 » (voir annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Sur-e´chantillonnage ηS = 0.93
Retard d = 64
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une re´partition line´aire des filtres d’analyse.
Tab. 3.12 – Performances du BFH synthe´tise´ par la me´thode AGMC avec les parame`tres
du tableau 3.11
Synthe`se pour
ηS = 0.93
Repliement total moyen (dB) -115
Repliement total maximal (dB) -108
Distorsion d’amplitude moyenne (dB) 2.9 · 10−8
Distorsion d’amplitude maximum (dB) 2.9 · 10−5
Distorsion de phase moyenne (radian) 4.5 · 10−7
Distorsion de phase maximum (radian) 3.3 · 10−6
Il est e´vident que la re´solution maximale d’un CAN a` BFH est lie´e au niveau de
repliement total. Tenant compte de l’e´quation (A.2), une valeur re´aliste du nombre
maximal de bits de quantification est donc donne´e par la valeur maximale du replie-
ment total divise´e par 6. On obtient donc pour le cas du BFH avec « Banc1 » et
sur-e´chantillonnage une re´solution de 18 bit et une re´solution de 6 bit pour le cas sans
sur-e´chantillonnage. Il est bien suˆr possible de trouver un autre compromis qui serait
en ade´quation avec une re´solution comprise entre 6 et 18 bit.
3.4 Me´thode d’approximation continue (AC)
Les me´thodes pre´ce´dentes reposent sur un e´chantillonnage de la re´ponse fre´quen-
tielle. Un grand nombre de pulsations doit donc eˆtre conside´re´ afin que le crite`re soit
le plus pre´cis possible. On peut aussi envisager un crite`re continu prenant donc en
compte toutes les fre´quences utiles et pas seulement un e´chantillonnage de celles-ci.
Nous proposons une expression analytique des coefficients des filtres de synthe`se qui
repose sur un crite`re de type inte´grale.
Principe
Approcher au mieux la reconstruction parfaite d’un BFH a` une pulsation ω donne´e
au sens des moindres carre´s, revient a` minimiser le crite`re suivant :
J(ω) = ||A(ω)f − t(ω)||2 (3.48)
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ou` f est le vecteur compose´ des coefficients des filtres de synthe`se de´fini dans l’expres-
sion (3.29). A(ω) est une matrice compose´e des valeurs des re´ponses fre´quentielles des
filtres d’analyse et de leurs de´cale´s en ω. Elle est fonction aussi de l’ordre des filtres
de synthe`se RIF recherche´s.
A(ω)=

H1(jω/T )e(ω) H2(jω/T )e(ω) · · · HM(jω/T )e(ω)
H1(j(ω − 2piM )/T )e(ω) H2(j(ω − 2piM )/T )e(ω) · · · HM(j(ω − 2piM )/T )e(ω)
...
...
...
H1(j(ω − 2pi(M−1)M )/T )e(ω)H2(j(ω − 2pi(M−1)M )/T )e(ω) · · ·HM(j(ω − 2pi(M−1)M )/T )e(ω)
H1(j(ω +
2pi
M
)/T )e(ω) H2(j(ω +
2pi
M
)/T )e(ω) · · · HM(j(ω + 2piM )/T )e(ω)
...
...
...
H1(j(ω +
2pi(M−1)
M
)/T )e(ω)H2(j(ω +
2pi(M−1)
M
)/T )e(ω) · · ·HM(j(ω + 2pi(M−1)M )/T )e(ω)

(3.49)
e(ω)=
[
1 e−jω · · · e−j(N−1)ω
]
(3.50)
et :
t(ω)= cM
[
e−jωρ 0(2M−2)
]T
(3.51)
Apre`s de´veloppement de cette expression, on obtient :
J(ω) = (A(ω)f − t(ω))†(A(ω)f − t(ω))
= f †A(ω)†A(ω)f − f †A(ω)†t(ω)− t(ω)†A(ω)f + t(ω)†t(ω) (3.52)
ou` † est l’ope´rateur qui transpose et conjugue. En inte´grant cette expression sur l’in-
tervalle [0,π], on obtient le crite`re :
J = f †Σf − f †α−α†f + r (3.53)
ou` :
Σ =
∫ pi
0
A(ω)†A(ω)dω (3.54)
α =
∫ pi
0
A(ω)†t(ω)dω (3.55)
r =
∫ pi
0
t(ω)†t(ω)dω (3.56)
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Σ est une matrice (MN,MN). α est un vecteur colonne de longueur MN . r est un
scalaire. Du fait du caracte`re hermitien de Σ, on a Σij = Σ
∗
ji (ou`
∗ est l’ope´rateur qui
conjugue). De plus les coefficients des filtres nume´riques recherche´s sont re´els, d’ou` :
f †Σf = fTRe(Σ)f (3.57)
Comme on a de plus fTα = αTf (car c’est le produit scalaire de deux vecteurs, l’un
en ligne, l’autre en colonne), le crite`re devient finalement :
J = fTRe(Σ)f − fTα− fTα∗ + r (3.58)
Le crite`re est minimal quand sa de´rive´e par rapport a` f est nulle, soit quand :
∂J
∂f
= 2Re(Σ)f −α−α∗ = 0 (3.59)
Il suffit donc de re´soudre le syste`me suivant aux moindres carre´s :
Re(Σ)f = Re(α) (3.60)
Le re´sultat final de´pend de la pre´cision avec laquelle sont calcule´s les termes in-
te´grales qui composent les matrices Σ et α. Si on approche les inte´grales par la me´-
thode des rectangles sur les points de P (de´fini dans les me´thodes d’e´chantillonnage
de la re´ponse fre´quentielle), alors on retrouve la me´thode d’approximation globale aux
moindres carre´s de´crite dans le paragraphe 3.3.3. Ici, nous avons choisi la me´thode
adaptative de Simpson.
Simulation et re´sultats
On synthe´tise un banc de synthe`se pour les parame`tres donne´s dans le tableau 3.13.
Pour ce BFH, deux re´sultats sont fournis. Le premier re´sultat montre les performances
Tab. 3.13 – Parame`tres pour une synthe`se par AC - « Banc3 »
Nb. de voies M = 4
Filtres d’analyse « Banc3 » (voir annexe D)
Filtres de synthe`se RIF, longueur 64
Retard d = 32
avec un signal d’entre´e couvrant toute la bande (ηX = 1). Le deuxie`me re´sultat
donne les performances avec un signal d’entre´e couvrant une bande plus restreinte
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Fig. 3.21 – Distorsion - me´thode AC et parame`tres du tableau 3.13. En trait pointille´ :
ηX = 1. En trait plein : ηX = 0.9
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Fig. 3.22 – Repliement total - me´thode AC et parame`tres du tableau 3.13. En trait poin-
tille´ : ηX = 1. En trait plein : ηX = 0.9
(ηX = 0.9). La figure 3.21 montre la distorsion. La figure 3.22 montre le repliement
total. Les re´sultats sont re´sume´s dans le tableau 3.14.
Ces re´sultats sont a` comparer a` ceux de la me´thode d’approximation globale aux
moindres carre´s. Pour le meˆme banc d’analyse et la meˆme longueur de filtres de
synthe`se, un BFH a e´te´ synthe´tise´ par cette dernie`re avec les parame`tres donne´s dans
le tableau 3.15.
On constate que les performances (tableau 3.16) sont similaires a` celles du BFH
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Tab. 3.14 – Performances du BFH synthe´tise´ par la me´thode AC avec les parame`tres du
tableau 3.13
ηX = 1 ηX = 0.9
Repliement total moyen (dB) -36.3 -39.3
Repliement total maximal (dB) -23.9 -31.9
Distorsion d’amplitude moyenne (dB) −5.1 · 10−2 7.7 · 10−4
Distorsion d’amplitude maximum (dB) 5.0 0.49
Distorsion de phase moyenne (radian) 1.0 · 10−2 3.9 · 10−3
Distorsion de phase maximum (radian) 1.1 1.6 · 10−2
Tab. 3.15 – Parame`tres pour une synthe`se par AGMC - « Banc3 »
Nb. de voies M = 4
Filtres d’analyse « Banc3 » (voir annexe D)
Filtres de synthe`se RIF, longueur 64
Nb. de points de fre´quence K = 512
Retard d = 32
obtenu par approximation continue. En effet, the´oriquement la me´thode d’approxi-
mation globale est similaire a` la me´thode d’approximation continue dans laquelle on
aurait calcule´ l’inte´grale par la me´thode des rectangles. Les re´sultats montrent que
le nombre de pulsations conside´re´es est suffisant pour obtenir la meˆme pre´cision que
dans le cas continu.
La me´thode par approximation continue peut prendre en compte un le´ger sur-
e´chantillonnage du signal d’entre´e. Cette fonctionnalite´ n’a pas e´te´ imple´mente´e mais
Tab. 3.16 – Performances du BFH synthe´tise´ par la me´thode AGMC avec les parame`tres
du tableau 3.15
ηX = 1 ηX = 0.9
Repliement total moyen (dB) -36.6 -39.6
Repliement total maximal (dB) (maximum) -24.8 -31.9
Distorsion d’amplitude moyenne (dB) −5.2 · 10−2 7.8 · 10−4
Distorsion d’amplitude maximum (dB) 13.3 0.49
Distorsion de phase moyenne (radian) 1.0 · 10−2 3.9 · 10−3
Distorsion de phase maximum (radian) 1.1 1.6 · 10−2
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on peut en donner le principe. Il est identique a` celui donne´ pour la me´thode d’approxi-
mation globale. Il s’agit de multiplier les re´ponses fre´quentielles des filtres d’analyse
ainsi que la re´ponse fre´quentielle ide´ale du BFH (retard de d e´chantillons) par la
fonction de ponde´ration de´finie par l’expression (3.13).
3.5 Me´thodes d’ame´lioration
Une fois qu’une solution (M filtres d’analyse et M filtres de synthe`se) est trouve´e,
on peut chercher a` ame´liorer les performances du BFH en minimisant divers crite`res
d’erreur. Deux types d’optimisation peuvent eˆtre effectue´es : une optimisation des
filtres de synthe`se ou une optimisation des filtres d’analyse.
3.5.1 Me´thodes d’ame´lioration des filtres de synthe`se
On suppose de nouveau que les filtres d’analyse sont donne´s et qu’on a trouve´
par une me´thode quelconque les filtres de synthe`se (voir par exemple les paragraphes
3.3.1, 3.3.2, 3.3.3). On conside`re alors le crite`re suivant :
φ =
∫ pi
−pi
∣∣T0(ejω)− ce−jωd∣∣2 dω + M−1∑
p=−(M−1)
p 6=0
cp
∫ pi
−pi
∣∣Tp(ejω)∣∣2 dω. (3.61)
En effet, il permet, graˆce aux facteurs cp, de ponde´rer l’erreur de distorsion par rapport
a` l’erreur de repliement. En fonction du type et du niveau d’erreur qu’on peut accepter,
les cp varient.
Pour calculer les inte´grales dans la relation (3.61), on utilise la meˆme discre´tisation
de l’intervalle [−π,π[ qu’on a utilise´e pre´ce´demment :
P = {ω1,...,ωK} (3.62)
et on e´crit :
φd =
K∑
k=1
∣∣T0(ejωk)− ce−jωkd∣∣2 + M−1∑
p=−(M−1)
p 6=0
cp
K∑
k=1
∣∣Tp(ejωk)∣∣2 . (3.63)
Le crite`re ci-dessus peut eˆtre minimise´ par diverses techniques d’optimisation.
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Sur-e´chantillonnage - optimisation ponde´re´e
En utilisant la fonction de ponde´ration de´finie en (3.13) on e´crit alors le crite`re en
(3.61) comme suit :
φ =
∫ pi
−pi
∣∣(T0(ejω)− ce−jωd)W (jΩ)∣∣2 dω+ M−1∑
p=−(M−1)
p 6=0
cp
∫ pi
−pi
∣∣∣∣Tp(ejω)W (jΩ− j 2πpMT )
∣∣∣∣2 dω
(3.64)
ou, en e´quivalent discret :
φd =
K∑
k=1
∣∣(T0(ejωk)− ce−jωkd)W (jΩk)∣∣2+ M−1∑
p=−(M−1)
p 6=0
cp
K∑
k=1
∣∣∣∣Tp(ejωk)W (jΩk − j 2πpMT )
∣∣∣∣2 .
(3.65)
Cas de filtres de synthe`se a` re´ponse impulsionnelle finie (RIF)
On peut remarquer que, si le banc de synthe`se est constitue´ de filtres a` re´ponse
impulsionnelle finie, le crite`re (3.63) pour cp = 1, p ∈ {−(M − 1),...,(M − 1)}\{0} et
la norme du vecteur d’erreur (3.40) de´fini dans la me´thode AGMC (paragraphe 3.3.3)
ont les meˆmes expressions, a` un facteur pre`s. Pour cp 6= 1 l’expression (3.65) peut
eˆtre la meˆme (a` un facteur pre`s) que la version « ponde´re´e » de (3.40) en remplac¸ant
W (jΩ) en (3.44), (3.45), (3.46) par :
Wp(jΩ) = cpW (jΩ). (3.66)
Donc les coefficients des filtres qui minimisent le crite`re en (3.63) sont donne´s par
l’e´quation (3.39). Par conse´quent, dans le cas des filtres RIF, les deux me´thodes de
synthe`se aboutissent au meˆme re´sultat. En revanche, la me´thode de ce paragraphe
peut aussi eˆtre utilise´e dans le cas des filtres a` re´ponse impulsionnelle infinie.
Cas de filtres de synthe`se a` re´ponse impulsionnelle infinie (RII)
Comme on a pu le constater dans le paragraphe 2.2.3, l’inte´reˆt de la solution BFH
re´side dans l’atte´nuation de l’influence de l’appariement des CAN. Plus l’atte´nuation
des filtres d’analyse et de synthe`se est grande, plus l’atte´nuation des erreurs d’apparie-
ment est grande. Les re´sonateurs sont plus facilement re´alisables mais leur atte´nuation
dans la bande coupe´e n’est pas tre`s grande. Dans le cas ou` on aurait besoin de valeurs
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d’atte´nuation plus importantes pour atte´nuer les erreurs d’appariement, des filtres
analogiques d’ordre plus e´leve´ ou des re´sonateurs avec des facteurs de qualite´ plus
e´leve´s peuvent eˆtre utilise´s. En principe, plus l’ordre des filtres augmente, plus la
complexite´ de re´alisation augmente. On doit donc, en pratique, trouver le meilleur
compromis entre l’atte´nuation des erreurs d’appariement et la facilite´ de re´alisation.
En utilisant des filtres d’analyse d’ordre plus e´leve´ ou des re´sonateurs avec des fac-
teurs de qualite´ plus grands, les filtres de synthe`se auront aussi des atte´nuations plus
grandes dans les bandes coupe´es et des bandes de transitions plus e´troites. Ce type de
caracte´ristique est en principe plus facilement re´alisable, pour un ordre donne´, avec
des filtres RII qu’avec des filtres RIF.
Adaptation de la me´thode au cas de filtres de synthe`se RII
Les filtres a` re´ponse impulsionnelle infinie peuvent pre´senter des proble`mes de
stabilite´. Pour s’assurer qu’ils restent stables, on peut modifier le´ge`rement l’optimisa-
tion en y ajoutant une contrainte. L’ide´e e´vidente est d’utiliser des formes en treillis.
L’optimisation du crite`re (3.63) est alors effectue´e en imposant comme contrainte que
les coefficients de re´flexion soient infe´rieurs a` 1. Tous les filtres obtenus seront donc
stables.
Simulation et re´sultats
Un BFH a` huit voies a e´te´ synthe´tise´. Les filtres d’analyse sont des re´sonateurs
ayant le meˆme facteur de qualite´ (re´aliste), Q = 15.
Pour de´terminer les longueurs optimales des nume´rateurs et de´nominateurs des
filtres RII on peut utiliser le crite`re suivant:
εd =
M∑
m=1
K∑
k=1
|Fm(ωk)− Fm(ejωk)|2. (3.67)
ou` Fm(ωk) sont les valeurs des re´ponses fre´quentielles des filtres de synthe`se obtenues
en re´solvant les conditions de reconstruction parfaite et Fm(e
jωk) peuvent eˆtre par
exemple obtenus par la me´thode de l’approximation locale aux moindres carre´s. Soit
P la longueur des nume´rateurs et R la longueur des de´nominateurs des fonctions
de transfert des filtres de synthe`se. La somme des longueurs des nume´rateurs et des
de´nominateurs des filtres RII est garde´e constante et on calcule le crite`re (3.67) pour
diffe´rentes valeurs de P et R. Le tableau 3.17 montre les valeurs de ce crite`re (divise´
par le nombre de points de fre´quence K). Il s’ave`re que les meilleurs re´sultats sont
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Tab. 3.17 – Valeurs du crite`re (3.67) pour diffe´rentes longueurs des de´nominateurs et
nume´rateurs des filtres RII. L + R = 128
Type du filtre Valeur de εd/K
RIF, L=128, R=1 0.281
RII, L=122, R=6 0.202
RII, L=118, R=10 0.137
RII, L=114, R=14 0.104
RII, L=109, R=19 0.103
RII, L=108, R=20 0.098
RII, L=106, R=22 0.099
RII, L=100, R=28 0.101
obtenus pour R = 20. Nous cherchons donc les filtres de synthe`se de longueur 20 pour
le de´nominateur et 108 pour le nume´rateur.
Tab. 3.18 – Parame`tres pour une synthe`se par ALMC et ame´lioration des filtres de syn-
the`se
Nb. de voies M = 8
Filtres d’analyse Re´sonateurs, Q=15=const.
Filtres de synthe`se RII, L = 108, R = 20
Nb. de points de fre´quence K = 256
Sur-e´chantillonnage ηS = 0.93
Retard d = 80
Facteurs de ponde´ration cp = 10
Donc il s’agit en fait d’un filtre « tout poˆle » suivi d’un filtre RIF. Pour la synthe`se
du banc de filtres on a utilise´ la me´thode locale aux moindres carre´s (paragraphe 3.3.2)
pour obtenir un point initial convenable de l’optimisation. Ensuite, on a applique´ la
me´thode d’ame´lioration des filtres de synthe`se explique´e dans ce meˆme paragraphe.
Le tableau 3.19 re´sume les re´sultats de la synthe`se. Les re´sultats obtenus dans le cas
des filtres RII sont compare´s avec les re´sultats obtenus dans le cas des filtres RIF de
meˆme complexite´ (des filtres RIF de longueur 128 ont e´te´ utilise´s). Dans l’e´quation
(3.65) on a pris cp = 10, pour souligner la minimisation des erreurs de repliement;
c’est la raison pour laquelle les erreurs de distorsion ne diminuent pas apre`s l’optimi-
sation. On voit clairement que, pour la meˆme complexite´ des filtres de synthe`se, de
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Tab. 3.19 – Performances du BFH synthe´tise´ par la me´thode ALMC puis ame´liore´ par la
me´thode d’ame´lioration des filtres de synthe`se avec les parame`tres du tableau
3.18
RIF RII RII
avec sans avec
optimisation optimisation optimisation
Repliement total moyen (dB) -32 -24 -53
Repliement total maximal (dB) -21 -16 -41
Distorsion d’amplitude
0.0038 0.17 0.007
moyenne (dB)
Distorsion d’amplitude
0.6 0.86 0.2
maximum (dB)
Distorsion de phase
0.0058 0.0032 0.0042
moyenne (radian)
Distorsion de phase
0.055 0.0332 0.0243
maximum (radian)
meilleures performances sont obtenues quand on utilise des filtres a` re´ponse impul-
sionnelle infinie. L’optimisation a e´te´ effectue´e utilisant un sur-e´chantillonnage et a`
l’aide d’une fonction W (jΩ) comme celle de´finie en (3.13) avec ηS = 0.93. Dans cette
optimisation, les parame`tres des filtres d’analyse restent toujours constants. L’algo-
rithme d’optimisation utilise la me´thode de la re´gion de confiance imple´mente´e en
Matlab par la fonction lsqnonlin.
3.5.2 Me´thodes d’ame´lioration des filtres d’analyse
Dans le paragraphe pre´ce´dent nous avons vu une me´thode d’optimisation des filtres
de synthe`se. De la meˆme manie`re, une optimisation des filtres d’analyse peut eˆtre
effectue´e. On prend en compte le meˆme crite`re de´fini en (3.61). Dans [90], Velazquez
optimise les poˆles et les ze´ros des filtres d’analyse avec ce meˆme crite`re. Dans la boucle
d’optimisation, il calcule les filtres de synthe`se avec une me´thode d’approximation
locale. Dans notre cas, nous faisons varier des parame`tres des filtres d’analyse qui
sont lie´s a` l’imple´mentation comme leur fre´quence de re´sonance et leur facteur de
qualite´. De plus, pour le calcul des filtres de synthe`se, nous utilisons la me´thode
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AGMC qui fournit de meilleurs filtres de synthe`se que les me´thodes d’approximation
locale.
Si on conside`re un sur-e´chantillonnage et une ponde´ration faite a` l’aide d’une
fonction donne´e en (3.13), on obtient le meˆme crite`re discret que dans le paragraphe
pre´ce´dent :
φd =
K∑
k=1
∣∣(T0(ejωk)− ce−jωkd)W (jΩk)∣∣2+ M−1∑
p=−(M−1)
p 6=0
cp
K∑
k=1
∣∣∣∣Tp(ejωk)W (jΩk − j 2πpMT )
∣∣∣∣2 .
Simulation et re´sultats
On synthe´tise un BFH avec la me´thode AGMC a` partir des parame`tres du tableau
3.20.
Tab. 3.20 – Parame`tres pour une synthe`se par AGMC et optimisation des filtres d’analyse
Nb. de voies M = 8
Filtres d’analyse « Banc1 » (voir annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Sur-e´chantillonnage ηS = 0.93
Retard d = 64
On effectue une optimisation du crite`re (3.65). Mais cette fois, le crite`re de´pend
des parame`tres des filtres d’analyse.
Il est important de remarquer le fait que les fonctions de repliement et la fonction
de distorsion qui composent le crite`re (3.65) ne de´pendent que des parame`tres des
filtres d’analyse, parce que les coefficients des filtres RIF sont calcule´s a` partir de
l’e´quation (3.39).
La figure 3.23, repre´sente la distorsion sans (trait pointille´) et avec (trait continu)
optimisation. On observe une ame´lioration e´vidente des performances en termes de
distorsion du banc de filtres. Dans les figures 3.24 et 3.25 on repre´sente a` titre
d’exemple les modules des quatre premie`res fonctions de repliement. La` aussi, on
peut observer l’ame´lioration apporte´e par l’optimisation. La figure 3.26 repre´sente le
repliement total.
Dans la figure 3.27 on a repre´sente´ les modules des huit filtres d’analyse pour
montrer comment ils ont e´te´ affecte´s par le processus d’optimisation. On observe
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Fig. 3.23 – Distorsion - me´thode AGMC et parame`tres du tableau 3.20 - en trait pointille´ :
sans optimisation des filtres d’analyse - en trait plein : avec optimisation
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Fig. 3.24 – Module des fonctions de repliement T1(ejω) et T2(ejω) - en trait pointille´ :
sans optimisation des filtres d’analyse - en trait plein : avec optimisation
qu’une le´ge`re modification de la position des fre´quences centrales et des facteurs de
qualite´ des filtres d’analyse a un impact tre`s be´ne´fique sur les performances du BFH.
Le niveau moyen de repliement est ame´liore´ de 14 dB graˆce a` l’optimisation, soit
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Fig. 3.25 – Module des fonctions de repliement T3(ejω) et T4(ejω) - en trait pointille´ :
sans optimisation des filtres d’analyse - en trait plein : avec optimisation
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Fig. 3.26 – Repliement total - en trait pointille´ : sans optimisation des filtres d’analyse -
en trait plein : avec optimisation
un gain de plus de 2 bit de re´solution. Le tableau 3.21 re´sume les performances avec
et sans optimisation.
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Fig. 3.27 – Module des filtres d’analyse - en trait pointille´ : sans optimisation des filtres
d’analyse - en trait plein : avec optimisation - parame`tres du tableau 3.20
Tab. 3.21 – Performances du BFH synthe´tise´ par la me´thode de l’approximation globale
au moindres carre´s puis ame´liore´ par la me´thode d’optimisation des filtres
d’analyse avec les parame`tres du tableau 3.20.
Sans Avec
optimisation optimisation de l’analogique
Repliement total moyen (dB) -113 -127
Repliement total maximal (dB) -111 -125
Distorsion d’amplitude moyenne (dB) 3.4 · 10−8 2.3 · 10−9
Distorsion d’amplitude maximum (dB) 1.3 · 10−5 3 · 10−6
Distorsion de phase moyenne (radian) 7 · 10−7 1 · 10−7
Distorsion de phase maximum (radian) 3.6 · 10−6 3 · 10−6
3.6 E´le´ments de comparaison
Ce paragraphe compare les me´thodes de synthe`se expose´es dans ce chapitre. Le
tableau 3.22 re´capitule les performances pour les me´thodes d’e´chantillonnage de la
re´ponse fre´quentielle.
Les trois me´thodes TFI, ALMC, AGMC synthe´tisent des BFH de performances
e´quivalentes pour un signal d’entre´e occupant la totalite´ de la bande. Les perfor-
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Tab. 3.22 – Comparaison des me´thodes d’e´chantillonnage de la re´ponse fre´quentielle
TFI ALMC ALMC AGMC AGMC
ηX = 1 ηX = 0.9 ηS = 1 ηS = 0.93
Repliement total -39 -35 -43 -39 -113
moyen (dB)
Repliement total -31 -19 -32 -19 -111
maximal (dB)
Distorsion d’amplitude 3 · 10−3 −3.1 · 10−3 −6.0 · 10−4 2 · 10−3 3.4 · 10−8
moyenne (dB)
Distorsion d’amplitude 0.9 1.6 0.13 0.4 1.3 · 10−5
maximum (dB)
Distorsion de phase 4.0 · 10−3 5.4 · 10−3 7.5 · 10−4 6 · 10−3 7.1 · 10−7
moyenne (radian)
Distorsion de phase 6 · 10−2 0.3 1.4 · 10−2 0.63 3.6 · 10−6
maximum (radian)
mances en repliement sont insuffisantes (puisque -39 dB correspond a` une re´solution
de 6.5 bit). Meˆme si on a vu que l’on pouvait ame´liorer les performances en sur-
e´chantillonnant le´ge`rement le signal d’entre´e (voir le paragraphe 3.2.1), l’ame´lioration
engendre´e n’est pas suffisante. Par exemple, on constate une ame´lioration de seule-
ment 8 dB sur le repliement total moyen pour un sur-e´chantillonnage d’environ 10 %
(ηX = 0.9). La me´thode la meilleure est la me´thode par approximation globale aux
moindres carre´s qui exploite le sur-e´chantillonnage dans le processus de synthe`se. Sur
l’exemple cite´, on obtient ainsi une ame´lioration de 74 dB sur le repliement total pour
un sur-e´chantillonnage d’environ 7.5 % (ηS = 0.93).
On peut comprendre pourquoi les me´thodes de la transforme´e de Fourier inverse
et d’approximation locale aux moindres carre´s sont limite´es. Elles passent par l’e´labo-
ration des re´ponses fre´quentielles ide´ales. Puis le crite`re consiste a` minimiser l’e´cart
entre les re´ponses fre´quentielles des filtres de synthe`se et les re´ponses ide´ales. Chaque
endroit du spectre a donc le meˆme poids dans le crite`re. Mais ces re´ponses fre´quen-
tielles ide´ales peuvent eˆtre difficiles a` approcher, surtout en certains points particuliers
ou` les spectres de´cale´s se « raccordent » (tous les 2π/M). Or, ces points venant du
signal d’entre´e en bout de bande, on peut supposer que l’on ait peu de puissance
dans ces zones. Cette hypothe`se est re´aliste en sur-e´chantillonnant le´ge`rement le si-
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gnal. La me´thode AGMC permet de prendre en compte cela. Quant a` la me´thode
d’approximation continue, elle est comparable a` la me´thode AGMC. Toutes les deux
reposent en effet sur le meˆme principe. La me´thode AGMC peut eˆtre vue comme un
cas particulier de la me´thode AC.
La me´thode d’ame´lioration des filtres de synthe`se est utile pour re´soudre un type
de proble`mes non-line´aires comme celui ge´ne´re´ par l’utilisation des filtres de synthe`se
en structure RII. Cette me´thode minimise un crite`re quadratique composite entre le
repliement et la distorsion. Les diffe´rents termes peuvent eˆtre ponde´re´s pour favoriser
la minimisation des erreurs de distorsion ou au contraire celle des erreurs de replie-
ment. Si les filtres utilise´s sont de type RIF, la me´thode d’ame´lioration des filtres de
synthe`se, telle qu’elle est formule´e, est identique a` la me´thode globale aux moindres
carre´s, le crite`re e´tant le meˆme.
La me´thode d’ame´lioration des filtres d’analyse optimise a` la fois le banc d’ana-
lyse mais aussi, implicitement, le banc de synthe`se. En effet le crite`re a` optimiser,
comportant les termes de repliement et le terme de distorsion est exprime´ unique-
ment en fonction des parame`tres des filtres d’analyse. Les coefficients des filtres RIF
de synthe`se, ne´cessaires pour le calcul des fonctions de repliement et de distorsion,
sont de´duits en fonction des parame`tres des filtres d’analyse, par la me´thode AGMC.
Par conse´quent, il s’agit d’une optimisation globale du banc d’analyse et du banc
de synthe`se. Une simple modification des fre´quences de re´sonance et des facteurs de
qualite´ des re´sonateurs composant le banc d’analyse permet une ame´lioration im-
portante des performances. En meˆme temps, cette dernie`re affirmation peut signifier
aussi qu’une petite modification des parame`tres des filtres d’analyse risque de de´-
grader d’une manie`re significative les performances du BFH. Et, comme il s’agit des
filtres analogiques, l’imple´mentation impliquera que les valeurs obtenues en pratique
seront diffe´rentes des valeurs calcule´es. Les bancs de filtres obtenus par cette der-
nie`re me´thode risquent donc d’eˆtre plus sensibles aux erreurs d’imple´mentation que
les bancs de filtres obtenus par les autres me´thodes.
3.7 Simulation temporelle
Dans les paragraphes pre´ce´dents diverses me´thodes de synthe`se des BFH ont e´te´
propose´es et le repliement total et la distorsion moyenne ont e´te´ e´value´s par un cal-
cul dans le domaine fre´quentiel. On a montre´ que, le repliement total moyen, donne´
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par l’e´quation (2.66) repre´sente l’inverse du rapport signal sur bruit de repliement du
BFH. Pour ve´rifier ces re´sultats, des simulations temporelles ont e´te´ effectue´es. On ap-
plique a` l’entre´e du BFH un signal constitue´ d’une somme de sinuso¨ıdes d’amplitudes
e´gales et de phases ale´atoires. Les fre´quences des sinuso¨ıdes sont line´airement dis-
tribue´es dans l’intervalle [0, π[. Premie`rement, une simulation temporelle d’un BFH
synthe´tise´ par AGMC sans sur-e´chantillonnage (ηS = 1) a e´te´ effectue´e. Le signal
d’erreur (la diffe´rence entre l’entre´e et la sortie du BFH) est montre´ dans la figure
3.28.
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Fig. 3.28 – Diffe´rence entre les signaux d’entre´e et de sortie dans le cas d’un BFH syn-
the´tise´ par AGMC, ηS = 1
Pour comparaison, un BFH synthe´tise´ par la me´thode AGMC avec un sur-e´chantillonnage
- ηS = 0.93 a e´te´ simule´. La diffe´rence entre l’entre´e et la sortie du BFH est pre´sente´e
dans la figure 3.29.
Dans la figure 3.30 on a repre´sente´ un de´tail de la figure 3.29 pour distinguer
l’ordre de grandeur de l’erreur dans le cas ηS = 0.93.
Afin de ve´rifier les re´sultats obtenus dans le domaine fre´quentiel, on calcule la
puissance du signal d’erreur du BFH obtenu par AGMC, ηS = 0.93. Le rapport
signal sur bruit calcule´ comme la puissance du signal d’entre´e sur la puissance du
signal d’erreur a une valeur de 112.5 dB, ce qui est en concordance avec la valeur
du repliement total moyen obtenu au paragraphe 3.3.3 (-113 dB). On remarque donc
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Fig. 3.29 – Diffe´rence entre les signaux d’entre´e et de sortie dans le cas d’un BFH syn-
the´tise´ par AGMC, ηS = 0.93 (meˆme e´chelle que dans la figure 3.28)
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Fig. 3.30 – Diffe´rence entre les signaux d’entre´e et de sortie dans le cas d’un BFH syn-
the´tise´ par AGMC, ηS = 0.93 - de´tail de la figure 3.29
que le bruit de repliement est le seul qui compte dans le calcul du rapport signal sur
bruit, la distorsion e´tant tre`s petite.
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Chapitre 4
Caracte´risation et optimisation des
bancs de filtres hybrides
Dans le premier paragraphe de ce chapitre on e´tudie le bruit de quantification
global d’un CAN a` BFH.
Dans le deuxie`me paragraphe, on analyse la sensibilite´ des BFH aux erreurs d’im-
ple´mentation des filtres analogiques et a` la repre´sentation en virgule fixe des coeffi-
cients des filtres nume´riques.
Enfin, une me´thode de calibration est propose´e dans le paragraphe 4.3 afin de
compenser la de´gradation importante des performances constate´e dans l’analyse de
la sensibilite´ des BFH aux erreurs d’imple´mentation des filtres analogiques.
4.1 Bruit de quantification dans les bancs de filtres
hybrides
Pour l’analyse de ce chapitre on a besoin de rappeler les de´finitions suivantes :
De´finition 1. Un processus ale´atoire x(n) est stationnaire au sens large si :
1. E{x(n)} =E{x(n+ k)},∀k,n ∈ Z
2. E{x(n)x∗(n− k)} = Rxx(k),∀k,n ∈ Z
Dans la de´finition ci-dessus, Rxx(k) est la fonction de corre´lation du processus
stationnaire qui ne de´pend donc que de la diffe´rence de temps entre deux de ses
e´chantillons.
De´finition 2. Un processus ale´atoire x(n) est cyclo-stationnaire au sens large
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avec la pe´riode M si :
1. E{x(n)} = E{x(n+ kM)},∀k,n ∈ Z
2. Rxx(n,k) = Rxx(n+M,k),∀k,n ∈ Z
Dans la de´finition ci-dessus, Rxx(n,k) est la fonction de corre´lation du processus
cyclo-stationnaire :
Rxx(n,k) = E{x(n)x∗(n− k)}.
Pour analyser le bruit total de quantification on part du mode`le classique utilise´
pour le bruit de quantification a` savoir celui de la figue 4.1.
x(n) q(n)
e(n)
+
Fig. 4.1 – Mode`le line´aire du quantificateur utilise´ pour l’analyse du bruit de quantification
x(n) est le signal a` temps discret a` nume´riser, q(n) est le signal quantifie´ et e(n)
est le bruit de quantification. Le signal e(n) est assimile´ a` un bruit blanc, stationnaire
ayant une densite´ de probabilite´ uniforme entre −∆/2 < e(n) < ∆/2, ou` ∆ est le pas
de quantification. On suppose aussi que e(n) n’est pas corre´le´ avec le signal.
Soit σ2qm la densite´ spectrale de puissance (constante) du bruit de quantification
introduit par le quantificateur qui se trouve sur la branche m du BFH. Comme les
quantificateurs sont identiques, on peut e´crire :
σ2q1 = σ
2
q2 = . . . = σ
2
qM = σ
2
q . (4.1)
Soit em(n) le bruit de quantification sur la voiem et zm(n) le bruit de quantification
sur-e´chantillonne´ et filtre´ par le filtre Fm(z) (voir Figure 4.2).
e  (n)
m
M F  (z)
m
m
z  (n)
Fig. 4.2 – Le bruit de quantification est sur-e´chantillonne´ et filtre´ sur chaque voie du BFH
On doit maintenant calculer la densite´ spectrale de puissance du bruit de quan-
tification sur chaque voie apre`s le sur-e´chantillonnage et le filtrage nume´rique. On a
montre´ [76] que, meˆme si le signal em(n) est stationnaire au sens large, la sortie du
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Fm(e
jω)
F1(e
jω)
2pi
M
(M−1)pi
M
pi
M
FM (e
jω)F2(e
jω)
ω0 pi
M
Fig. 4.3 – Module des filtres de synthe`se
syste`me repre´sente´ dans la Figure 4.2 n’est plus stationnaire au sens large. zm(n) est
un signal cyclo-stationnaire de pe´riode M . Ceci rend plus difficile l’analyse du bruit
de quantification a` la sortie du banc de filtres.
Pourtant, pour certains types de filtres Fm(z), on montre que la sortie du syste`me
de la Figure 4.2 est stationnaire au sens large si l’entre´e est stationnaire au sens large.
Les filtres qui permettent ceci sont indique´s dans le the´ore`me suivant, dont la preuve
se trouve dans [76] :
The´ore`me 1. Soit le syste`me de la Figure 4.2. Le signal d’entre´e em(n) est suppose´
stationnaire au sens large. Le signal de sortie zm(n) est stationnaire au sens large si
et seulement si la de´cimation d’un facteur M de la re´ponse impulsionnelle du filtre
Fm(z) ne cre´e pas de repliement spectral. Si le filtre Fm(z) a la proprie´te´ e´nonce´e, la
densite´ spectrale de puissance du signal de sortie est :
Szmzm(e
jω) =
1
M
Semem(e
jωM)
∣∣Fm(ejω)∣∣2 . (4.2)
Supposons maintenant que les modules des filtres de synthe`se sont comme ceux
de la Figure 4.3.
On peut remarquer qu’une de´cimation d’un facteurM de la re´ponse impulsionnelle
de ces filtres ne ge´ne`re pas de repliement. On se trouve donc dans les conditions du
the´ore`me 1. L’amplitude des filtres de synthe`se est e´gale a` M pour que le signal
de sortie soit une version e´chantillonne´e du signal d’entre´e - a` un retard pre`s (voir
l’expression de la sortie du banc de filtres (2.26) ou` l’on conside`re que les modules
des filtres d’analyse ont la meˆme forme que les modules des filtres de synthe`se et que
leur amplitude est e´gale a` 1).
On peut choisir pour les modules des filtres d’analyse et de synthe`se des valeurs telles
que leur produit soit e´gal a` M (par exemple
√
M et
√
M , etc.) mais le rapport signal
a` bruit de quantification restera le meˆme.
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Pour les calculs qui suivent on conside`re que les bruits de quantification sur chaque
branche sont de´corre´le´s. Avec le re´sultat du the´ore`me 1, la densite´ spectrale de puis-
sance du bruit de quantification a` la sortie d’un des filtres sur une branche est :
σ2qom =
1
M
σ2q
∣∣Fm(ejω)∣∣2 . (4.3)
La puissance du bruit de quantification a` la sortie d’une voie, dans le cas des filtres
de synthe`se indique´s dans la figure 4.3 est donc :
Pzm =
1
M
σ2q
1
2π
∫ pi
−pi
∣∣Fm(ejω)∣∣2 dω = σ2q . (4.4)
Par conse´quent le bruit total de quantification a` la sortie du banc de filtres est :
Pz =
M∑
m=1
Pzm =Mσ
2
q . (4.5)
On rappelle que σ2q est aussi la puissance du bruit de quantification pour un quantifi-
cateur individuel, situe´ sur chaque branche. Par conse´quent, la puissance du bruit de
quantification d’un CAN a` BFH est M fois plus e´leve´e que celle du CAN sur chaque
branche.
Pour valider les re´sultats the´oriques pre´ce´dents, plusieurs simulations temporelles
ont e´te´ effectue´es. On a pris en conside´ration un BFH synthe´tise´ par la me´thode
AGMC avec les parame`tres donne´s dans le tableau 3.9 dans le cas II. Le signal d’en-
tre´e est constitue´ d’une somme de sinuso¨ıdes de fre´quences uniforme´ment distribue´es
dans la bande conside´re´e : ]-
π
T
,
π
T
]. Les phases de ces sinuso¨ıdes sont ale´atoires. Des
simulations pour des quantificateurs sur 8, 10, 12, 14 et 16 bit ont e´te´ effectue´es pour
des bancs de filtres a` 2, 3, 4, 6 et 8 voies. Les filtres d’analyse sont des re´sonateurs
e´quidistants choisis tels que le facteur C en (4.6), pour les filtres de synthe`se qui re´-
sultent en appliquant la me´thode AGMC, soit le plus petit que possible. Les re´sultats
de ces simulations sont donne´s en figure 4.4. On observe l’allure logarithmique des
courbes (due au logarithme log(CQ2/12M), ou` C est de´fini en (4.6)).
A` titre indicatif, les modules des filtres de synthe`se sont repre´sente´s dans la figure
4.5. Le tableau 4.1 pre´sente les re´sultats des simulations pour le cas de 16 bit de quan-
tification. σ2o repre´sente la densite´ spectrale de puissance du bruit de quantification
a` la sortie du banc de filtres obtenue en simulation et Q2/12 est le bruit de quanti-
fication d’un quantificateur individuel, ou` Q est le pas de quantification. Comme en
pratique les filtres de synthe`se ne sont pas conformes a` la figure 4.3, on doit prendre
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en conside´ration leur gain pour le calcul the´orique du bruit de quantification. Dans
la deuxie`me ligne du tableau 4.1, C est le gain des filtres de synthe`se et il est calcule´
avec la formule :
C =
M∑
m=1
1
2π
∫ pi
−pi
∣∣Fm(ejω)∣∣2 dω = M∑
m=1
N−1∑
n=0
|f (m)n |2 (4.6)
ou` f
(m)
n est le n-ie`me coefficient du m-ie`me filtre de synthe`se. L’expression the´orique
du bruit de quantification qui se trouve dans le tableau 4.1 (CQ2/12M) re´sulte direc-
tement des e´quations (4.3) (4.4) et (4.5) en gardant des expressions litte´rales pour les
fonctions de transfert des filtres de synthe`se, puisqu’en ge´ne´ral les filtres de synthe`se
n’ont pas la forme montre´e en figure 4.3.
Tab. 4.1 – Bruit de quantification pour les BFH
M = 2 M = 3 M = 4 M = 6 M = 8
σ2o - simulation (dB) -103.0 -101.4 -100 -97.9 -96.8
CQ2/12M - the´orie (dB) -103.1 -101.5 -100.0 -98.1 -96.7
On remarque une bonne concordance entre les re´sultats estime´s et les re´sultats
obtenus par simulation. Les diffe´rences sont dues aux approximations. Par exemple,
on a conside´re´ que les bruits de quantification sur chaque branche e´taient de´corre´le´s,
ce qui n’est pas tout a` fait exact. Aussi, les fonctions de transfert des filtres de synthe`se
obtenus ge´ne`rent du repliement a` une de´cimation d’un facteurM . Mais le calcul donne
toutefois une bonne estimation du bruit de quantification d’un BFH.
Les simulations mettent en e´vidence l’importance de la somme des inte´grales des
modules carre´s des fonctions de transfert des filtres de synthe`se (le facteur C). C est un
facteur de gain du bruit et doit eˆtre minimise´. On a vu dans le paragraphe 3.3.3 que,
si l’e´quation (3.38) accepte plusieurs solutions, on choisit celle de norme minimale.
Ce choix a l’avantage de minimiser le facteur C et donc, le bruit de quantification
en sortie du banc de filtres. De meˆme, pour exploiter cette ide´e tre`s importante, une
synthe`se de BFH qui minimise a` la fois la distorsion, le repliement mais aussi le facteur
C a e´te´ conc¸ue en [8].
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Fig. 4.4 – Niveau de bruit de quantification pour 8, 10, 12, 14 et 16 bit de quantification.
Simulation pour des bancs de filtres a` M = 2, 3, 4, 6 et 8 voies
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Fig. 4.5 – Modules des filtres de synthe`se utilise´s pour les simulations de bruit de quanti-
fication du BFH
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4.2 Sensibilite´ des bancs de filtres hybrides
Dans ce paragraphe, on analyse la sensibilite´ des BFH. On pre´sente tout d’abord,
l’effet de la repre´sentation en virgule fixe sur l’imple´mentation des filtres nume´riques.
Ensuite, dans le paragraphe 4.2.2, la sensibilite´ des BFH aux imperfections analo-
giques est e´tudie´e. Ces re´sultats sont publie´s dans [67].
4.2.1 Effet de la repre´sentation en virgule fixe des coefficients
des filtres nume´riques
Dans le cas ou` le banc de synthe`se du convertisseur analogique/nume´rique est
imple´mente´ dans des structures tre`s simples pour lesquelles des calculs en virgule
flottante ne sont pas disponibles, les coefficients des filtres doivent eˆtre quantifie´s sur
un certain nombre de bits en virgule fixe. De plus, les dimensions, la consommation, le
temps de calcul, la taille me´moire ne´cessaire et le couˆt de fabrication sont plus faibles
dans le cas des processeurs en virgule fixe que dans le cas des processeurs en virgule
flottante.
La plupart des imple´mentations des BFH dans la litte´rature, mais aussi dans ce
rapport sont faites avec des filtres de synthe`se a` re´ponse impulsionnelle finie. On
suppose que les filtres RIF sont re´alise´s en forme directe. On suppose aussi que les
multiplications sont faites avec une pre´cision interne plus grande que la pre´cision des
coefficients et que seule la sortie de chaque filtre est quantifie´e. Cela est souvent le
cas en pratique. On analyse une imple´mentation des coefficients en virgule fixe et on
suppose que l’imple´mentation analogique se fait sans erreurs.
L’erreur introduite par la quantification des coefficients peut facilement eˆtre e´va-
lue´e. La fonction de transfert des filtres est :
Fm(e
jω) =
N−1∑
n=0
f (m)n e
−jωn, m ∈ {1,2,...,M}. (4.7)
Si les coefficients quantifie´s sont :
f˜ (m)n = Q{f (m)n }, m ∈ {1,2,...,M}, n ∈ {0,1,...,N − 1} (4.8)
ou` Q{·} symbolise l’ope´ration de quantification, la fonction de transfert imple´mente´e
est :
F˜m(e
jω) =
N−1∑
n=0
f˜ (m)n e
−jωn. (4.9)
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L’erreur introduite par la quantification des coefficients est :
Em(e
jω) = F˜m(e
jω)− Fm(ejω) =
N−1∑
n=0
ǫ(m)n e
−jnω (4.10)
ou` :
ǫ(m)n = f˜
(m)
n − f (m)n . (4.11)
Si par exemple on utilise une quantification par troncature on a :
ǫ(m)n ∈ [0,∆[ , (4.12)
ou`
∆ = 2−B (4.13)
et B est la longueur du mot binaire des coefficients, on peut e´crire :
∣∣Em(ejω)∣∣ ≤ N−1∑
n=0
|ǫ(m)n | ≤ N∆. (4.14)
On veut trouver l’influence de la quantification sur les fonctions de distorsion et de
repliement. L’expression de ces fonctions est donne´e par (2.27) :
Tp(e
jω) =
1
M
M∑
m=1
Hm
(
j
(
Ω− 2πp
MT
))
Fm(e
jω) (4.15)
pour p ∈ {−(M − 1),..., − 1,0,1,...,M − 1}. Alors, les fonctions de distorsion et de
repliement apre`s la quantification des coefficients des filtres de synthe`se sont :
T˜p(e
jω) =
1
M
M∑
m=1
Hm
(
j
(
Ω− 2πp
MT
))
F˜m(e
jω)
=
1
M
M∑
m=1
Hm
(
j
(
Ω− 2πp
MT
))
(Em(e
jω) + Fm(e
jω))
(4.16)
donc on peut e´crire :
T˜p(e
jω) = Tp(e
jω) +
1
M
M∑
m=1
Em(e
jω)Hm(jΩ− j 2πp
MT
), (4.17)
p ∈ {−(M − 1),...− 1,0,1,...,(M − 1)}.
On de´finit l’erreur sur les fonctions de distorsion comme suit :
ETp(e
jω) = T˜p(e
jω)− Tp(ejω) (4.18)
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ou, tenant compte de (4.17) :
ETp(e
jω) =
1
M
M∑
m=1
Em(e
jω)Hm(jΩ− j 2πp
MT
). (4.19)
Maintenant on suppose que |Hm(jΩ)| ≤ 1 et que les filtres d’analyse sont unifor-
me´ment re´partis dans la bande (par exemple on suppose qu’on a des re´sonateurs avec
des fre´quences de re´sonance uniforme´ment re´parties). Par conse´quent, a` la fre´quence
ou` le module d’un des filtres d’analyse (correspondant a` un indice m0 ∈ {1,...,M}) est
maximal (c’est a` dire 1), les autres filtres (pour m 6= m0) pre´sentent des atte´nuations
suffisamment e´leve´es pour qu’on puisse ne´gliger dans la somme (4.19) les termes pour
m 6= m0. Tenant aussi compte de (4.14), on peut donc e´crire :∣∣ETp(ejω)∣∣max ≈ 1M maxm,ω ∣∣Em(ejω)∣∣ = 1MN∆. (4.20)
Si on fait une quantification par arrondi, on trouve de la meˆme manie`re :∣∣ETp(ejω)∣∣max ≈ 1M maxm,ω ∣∣Em(ejω)∣∣ = 1MN∆2 . (4.21)
L’e´quation (4.20) est utile dans la synthe`se des BFH. En effet, apre`s avoir calcule´
les bancs d’analyse et de synthe`se on peut l’utiliser pour de´cider du nombre de bits
ne´cessaire a` la quantification des coefficients des filtres de synthe`se. (E´videmment,
l’erreur introduite par la quantification des coefficients doit eˆtre infe´rieure au niveau
des erreurs de repliement et de distorsion.)
Pour montrer la validite´ de ce re´sultat, on effectue la synthe`se par la me´thode
AGMC d’un BFH a` huit voies. Les parame`tres du BFH utilise´ sont donne´s dans le
tableau 4.2. Des calculs pour B = 16, 18, 20, 22 et 24 bit de quantification en virgule
Tab. 4.2 – Parame`tres de simulation de l’effet de la repre´sentation en virgule fixe
Nb. de voies M = 8
Filtres d’analyse «Banc1» (annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Sur-e´chantillonnage η = 0.93
Retard d = 64
fixe ont e´te´ effectue´s. Par exemple, pour B = 16, le niveau the´orique de l’erreur de
quantification sur les fonctions de repliement estime´ par la relation (4.20) est de :∣∣ETp(ejω)∣∣max = 20 log(128 ∗ 2−16/8) = −72.2 dB.
92
4.2. Sensibilite´ des bancs de filtres hybrides
0 0.2 0.4 0.6 0.8 1
−140
−120
−100
−80
−60
−40
−20
ω  (×pi rad/éch)
|T 1
(ej
ω
)| (
dB
)
B=12
B=8
B=16
B=25
Fig. 4.6 – Influence de la quantification des coefficients des filtres de synthe`se sur le module
de la premie`re fonction de repliement d’un BFH
Le niveau obtenu apre`s la simulation est de -72.9 dB. Le niveau the´orique de l’erreur
de quantification sur les fonctions de distorsion estime´ par la relation (4.20) est de :∣∣ETp(ejω)∣∣max = 20 log(1 + 128 ∗ 2−16/8) = 0.002 dB
alors qu’apre`s la simulation on obtient un niveau maximal de distorsion de 0.001 dB.
Le tableau 4.3 re´sume les re´sultats obtenus. On remarque la validite´ des re´sultats
the´oriques, ainsi que le fait qu’a` partir de 24 bit de quantification pour les coefficients
des filtres de synthe`se, les erreurs de quantification deviennent infe´rieures aux erreurs
de repliement et de distorsion puisqu’on retrouve les meˆmes valeurs pour ces fonctions
sans quantifier les coefficients des filtres de synthe`se.
La figure 4.6 pre´sente l’influence de la quantification des coefficients des filtres de
synthe`se sur la premie`re fonction de repliement. Des quantifications sur B = 8, 12, 16,
et 25 bit ont e´te´ effectue´es. On pre´cise que la courbe pour B = 25 se superpose a` la
courbe obtenue avec les coefficients non-quantifie´s. Les autres fonctions de repliement
ont un comportement similaire.
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Tab. 4.3 – Performances des BFH en pre´sence d’erreurs de quantification des coefficients
des filtres de synthe`se
Repliement Repliement Distorsion Distorsion
maximal maximal maximale maximale
the´orique simulation the´orique simulation
(dB) (dB) (dB) (dB)
16 bit -72.9 -72.2 0.002 0.001
virgule fixe
18 bit -84.6 -84.2 0.0042 0.0023
virgule fixe
20 bit -78.3 -78.7 0.0005 0.0003
virgule fixe
22 bit -108.3 -108.1 3.3 · 10−5 2.2 · 10−4
virgule fixe
24 bit -120.4 -112 8.2 · 10−6 1.3 · 10−5
virgule fixe
4.2.2 Sensibilite´ des bancs de filtres hybrides aux erreurs
d’imple´mentation analogique
Le proble`me qui se pose maintenant est de savoir comment les erreurs d’imple´-
mentation des e´le´ments analogiques influent sur les performances globales des BFH,
a` savoir les fonctions de repliement et les fonctions de distorsion.
On commence par l’e´tude d’un BFH ayant des re´sonateurs comme filtres d’analyse.
Leur fonction de transfert est :
Hm(s) =
Ωm
Qm
s
s2 +
Ωm
Qm
s+ Ω2m
, m ∈ {2,...,M}. (4.22)
Cela correspond a` une structure LC paralle`le avec :
Ωm =
1√
LmCm
, Qm =
Rpm
ΩmLm
.
Pour H1(s), une structure passe-bas est conside´re´e, comme par exemple un simple
circuit RC :
H1(s) =
Ω1
s+ Ω1
, Ω1 =
1
R1C1
(4.23)
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ou` Ω1 est la fre´quence de coupure du filtre. Si on tient compte des erreurs de re´alisa-
tion, les e´quations (4.22) et (4.23) deviennent :
Hm(s) =
Ωm
Qm
(1 + ∆1m)s
s2 +
Ωm
Qm
(1 + ∆1m)s+ Ω
2
m(1 + ∆2m)
, (4.24)
m ∈ {2,...,M},
H1(s) =
Ω1(1 + ∆11)
s+ Ω1(1 + ∆11)
. (4.25)
En (4.24) et (4.25), ∆1m et ∆11 sont les erreurs relatives des coefficients des filtres
d’analyse :
∆1m =
εRmεCm + εCm + εRm
1 + εRmεCm + εCm + εRm
, m ∈ {1,...,M} (4.26)
∆2m =
εLmεCm + εCm + εLm
1 + εLmεCm + εCm + εLm
, m ∈ {2,...,M} (4.27)
ou` εRm , εCm et εLm sont les erreurs relatives de re´alisation des composants analogiques
des re´sonateurs (les tole´rances de fabrication).
Pour e´valuer l’effet des erreurs de re´alisation sur les fonctions de repliement et
de distorsion, une simulation de type Monte Carlo a` 1000 essais a e´te´ effectue´e. Les
parame`tres du BFH conside´re´ sont donne´s dans le tableau 4.4. Le BFH a e´te´ obtenu
par la me´thode AGMC.
Tab. 4.4 – Parame`tres de simulation de l’effet des erreurs analogiques
Nb. de voies M = 8
Filtres d’analyse «Banc1» (annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de points de fre´quence K = 256
Sur-e´chantillonnage η = 0.93
Retard d = 64
On a introduit d’abord une erreur de 10% pour les re´sistances et inductances et
1% pour les condensateurs :
εRm = 0.1, m ∈ {1,...,M},
εLm = 0.1, m ∈ {2,...,M},
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Fig. 4.7 – Modules des filtres d’analyse de type re´sonateurs d’ordre 2 ide´aux (trait continu)
et affecte´s par des erreurs analogiques (trait pointille´) - εRm = εLm = 0.1 et
εCm = 0.01
εCm = 0.01, m ∈ {1,...,M}.
La figure 4.7 repre´sente les modules des filtres d’analyse initiaux et les modules des
filtres d’analyse affecte´s par des erreurs analogiques pour une re´alisation particulie`re
(εRm = εLm = 0.1 et εCm = 0.01).
Les re´sultats de la simulation se trouvent sur la dernie`re ligne du tableau 4.5. On
a effectue´ la moyenne sur 1000 essais des valeurs moyennes des fonctions de replie-
ment global et ensuite on a calcule´ la valeur correspondante en de´cibels : −19 dB. La
moyenne des valeurs maximales des fonctions de repliement est de -14 dB. La moyenne
sur 1000 essais des valeurs moyennes de la fonction de distorsion est de 0.04 dB tan-
dis que la moyenne des valeurs maximales de la fonction de distorsion est de 0.4 dB.
On constate donc une de´gradation majeure des performances du BFH. Les valeurs
obtenues pour les fonctions de repliement et de distorsion ne sont pas acceptables du
point de vue de la conversion analogique/nume´rique, d’autant plus que les valeurs
de tole´rance de fabrication des composants analogiques sont plutoˆt optimistes. (Par
exemple, pour certaines technologies de fabrication des circuits inte´gre´s, les tole´rances
actuelles pour les re´sistances peuvent meˆme aller jusqu’a` 100%.)
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Pour voir l’influence du nombre de voies du banc de filtres sur la sensibilite´, plu-
sieurs simulations ont ensuite e´te´ faites en faisant varier le nombre de voies. Des bancs
de filtres avec M = 6, 4, 3 et 2 voies ont e´te´ synthe´tise´s. Les filtres d’analyse sont
toujours des re´sonateurs avec des largeurs de bande e´gales et dont les fre´quences de
re´sonance sont e´quidistantes. Les filtres de synthe`se (des RIF a` 128 coefficients) sont
calcule´s par la me´thode AGMC. Des simulations de type Monte Carlo a` 1000 essais
ont e´te´ effectue´es. Les erreurs relatives des composants des filtres analogiques sont :
εRm = εLm = 0.1 et εCm = 0.01. Les re´sultats de ces simulations sont montre´s dans le
tableau 4.5.
Tab. 4.5 – Influence du nombre de voies sur la sensibilite´ des BFH - simulation pour
εRm = εLm = 0.1 et εCm = 0.01 avec des re´sonateurs
Sans Avec
erreurs analogiques erreurs analogiques
|T0(ejω)| |T0(ejω)| Repl. Repl. |T0(ejω)| |T0(ejω)| Repl. Repl.
moyenne maximum moyen maximal moyenne maximum moyen maximal
(dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB)
M = 2 1.5 · 10−9 1.2 · 10−6 -153 -136 0.001 0.1 -33 -28
M = 3 1.7 · 10−9 2.6 · 10−6 -150 -138 0.01 0.2 -29 -24
M = 4 1.7 · 10−9 1.2 · 10−6 -148 -135 0.01 0.3 -26 -21
M = 6 1.9 · 10−9 1.5 · 10−6 -142 -127 0.02 0.6 -22 -17
M = 8 3.4 · 10−8 1.3 · 10−5 -113 -111 0.04 0.4 -19 -14
On observe dans le tableau 4.5 presque la meˆme de´te´rioration des performances
des BFH pour toutes les valeurs deM . Il y a toutefois une de´te´rioration moins grande
si le nombre de voies diminue, mais ceci est duˆ au fait que les performances initiales
des bancs de filtres correspondants, non-affecte´s par les erreurs d’imple´mentation,
e´taient meilleures.
Ensuite, plusieurs simulations Monte Carlo a` 1000 essais ont e´te´ effectue´es en
faisant varier l’erreur relative des composants analogiques. Les parame`tres du BFH
synthe´tise´ par la me´thode AGMC sont donne´s dans le tableau 4.4. Les re´sultats sont
montre´s dans le tableau 4.6. La figure 4.8 repre´sente le module de la premie`re fonction
de repliement (obtenue sur un seul essai d’une simulation Monte Carlo) du BFH a`
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huit voies dans trois cas :
– Cas 1 - BFH affecte´ par εRm = εLm = 0.1 et εCm = 0.01,
– Cas 2 - BFH affecte´ par εRm = εLm = 0.01 et εCm = 0.005,
– Cas 3 - BFH non-affecte´ par les erreurs analogiques.
Tab. 4.6 – Sensibilite´ d’un BFH a` huit voies aux erreurs d’imple´mentation des filtres
analogiques. Le banc d’analyse est constitue´ de re´sonateurs
Sans erreurs
εRm =0.1, εRm =0.05, εRm =0.01, εRm =0.01,
εLm =0.1, εLm =0.05, εLm =0.01, εLm =0.01,
εCm = 0.01 εCm = 0.01 εCm = 0.01 εCm = 0.005
Distorsion
3.4 · 10−8 0.04 0.01 0.001 0.0005moyenne
(dB)
Distorsion
1.3 · 10−5 0.4 0.46 0.15 0.12maximale
(dB)
Repliement
-113 -19 -25 -34 -39moyen
(dB)
Repliement
-111 -14 -20 -30 -35maximal
(dB)
La figure 4.9 montre les modules de la fonction de distorsion obtenus. On peut
observer dans les figures 4.8 et 4.10 un phe´nome`ne inte´ressant. A` la pulsation nor-
malise´e ω =
π
4
les fonctions de repliement ont des valeurs tre`s bonnes (tre`s re´duites),
quel que soit le taux d’erreur analogique. Ceci est duˆ au fait que les caracte´ristiques
des re´sonateurs ont des ze´ros a` l’origine et que, pour le calcul de la premie`re fonction
de repliement (pour p = 1) l’origine des fonctions de transfert des filtres analogiques
est de´cale´e sur le point
2πp
M
=
π
4
(voir la relation de calcul des fonctions de repliement
(2.27)). Comme on peut le constater dans la formule (4.24), le ze´ro des caracte´ristiques
de transfert des re´sonateurs n’est pas affecte´ par les erreurs analogiques.
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Fig. 4.8 – Module de la premie`re fonction de repliement d’un BFH a` huit voies dans 3
cas : Cas 1 - BFH affecte´ par εRm = εLm = 0.1 et εCm = 0.01, Cas 2 - BFH
affecte´ par εRm = εLm = 0.01 et εCm = 0.005, et Cas 3 - BFH ide´al. Le banc
d’analyse est le «Banc1»
La figure 4.10 pre´sente l’e´volution du module de la premie`re fonction de repliement
sur 40 essais d’une simulation Monte Carlo, pour le cas εRm = εLm = 0.1 et εCm = 0.01.
Ces re´sultats montrent une tre`s grande sensibilite´ des fonctions de repliement et
de distorsion aux erreurs analogiques, quel que soit le nombre de canaux du banc
de filtres. Meˆme pour des erreurs infe´rieures a` ce que l’on peut rencontrer dans des
techniques inte´gre´es a` couˆt raisonnable, les performances des BFH deviennent inac-
ceptables du point de vue de la conversion analogique/nume´rique.
On effectue la meˆme e´tude en partant d’un banc d’analyse compose´ de filtres
Butterworth d’ordre trois. La figure 4.11 donne le sche´ma d’un filtre Butterworth
passe bas d’ordre trois.
Les valeurs norme´es des composants dans la figure 4.11 sont :
r0 = r4 = c1 = c3 = 1
l2 = 2.
99
4.2. Sensibilite´ des bancs de filtres hybrides
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
ω  (×pi rad/éch)
|T 0
(ej
ω
)| (
dB
)
Cas 1
Cas 2
Cas 3
Fig. 4.9 – Module de la fonction de distorsion d’un BFH a` huit voies dans 3 cas : Cas 1
- BFH affecte´ par εRm = εLm = 0.1 et εCm = 0.01, Cas 2 - BFH affecte´ par
εRm = εLm = 0.01 et εCm = 0.005, et Cas 3 - BFH ide´al. Le banc d’analyse est
le «Banc1»
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Fig. 4.10 – E´volution de la premie`re fonction de repliement d’un BFH a` huit voies sur
40 essais Monte Carlo - BFH affecte´ par εRm = εLm = 0.1 et εCm = 0.01. Le
banc d’analyse est le «Banc1»
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U1 U2c 1
l 2
c 3
r 0
r 4
Fig. 4.11 – Filtre Butterworth d’ordre 3 utilise´ dans l’e´tude de la sensibilite´ des BFH
Les valeurs re´elles sont calcule´es avec les formules bien connues :
Rk = rkR0, k ∈ {0,4} (4.28)
Lk = lk
R0
Ωt
, k = 2 (4.29)
et
Ck = ck
1
R0Ωt
, k ∈ {1,3} (4.30)
ou` Ωt est la pulsation de coupure du filtre passe-bas et R0 est une re´sistance de
re´fe´rence. Pour le filtre passe-bas, on a choisi
Ωt =
π
MT
.
Les filtres passe-bande sont obtenus a` partir du prototype passe-bas par une trans-
formation de fre´quence. Si la fre´quence complexe normalise´e pour le filtre passe-bas
est :
snB =
sB
Ωt
et la fre´quence complexe normalise´e pour le passe-bande est :
snPB =
sPB
Ω0
la transformation de fre´quence utilise´e est :
snB =
s2nPB + 1
snPBδ
(4.31)
ou` δ est la largeur de la bande passante :
δ =
Ωt2 − Ωt1
Ω0
et Ω0 est la moyenne ge´ome´trique des deux pulsations de coupure :
Ω0 =
√
Ωt1Ωt2.
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La relation (4.31) transforme les inductances norme´es (de valeur l) dans un circuit
se´rie LC, avec une inductance de valeur norme´e l/δ et une capacite´ de valeur norme´e
δ/l. La capacite´ est transforme´e par (4.31) dans un circuit paralle`le LC, avec une
inductance de valeur norme´e δ/c et une capacite´ de valeur norme´e c/δ. Pour obtenir
les valeurs re´elles des e´le´ments des filtres passe bande, les meˆmes relations sont utilise´es
- (4.28), (4.29) et (4.30) - dans lesquelles on remplace Ωt par Ω0. Les pulsations de
coupure des filtres passe bande pris en compte pour la simulation sont :
Ωt1m =
(m− 1)π
MT
Ωt2m =
mπ
MT
pour
m ∈ {2,...,M}
ou` Ωt1m et Ωt2m sont les deux pulsations de coupure du filtre Hm(jΩ). On effectue
des simulations Monte Carlo a` 1000 essais pour plusieurs valeurs des erreurs relatives
de re´alisation des composants analogiques. On conside`re un banc de filtres a` 4 voies.
Tab. 4.7 – Sensibilite´ d’un BFH a` 4 voies aux erreurs d’imple´mentation des filtres analo-
giques. Le banc d’analyse est constitue´ de filtres Butterworth d’ordre 3. Com-
paraison a` un BFH re´alise´ avec des re´sonateurs
εRm =0.1, εRm =0.05, εRm =0.01, εRm =0.01,
Sans erreurs εLm =0.1, εLm =0.05, εLm =0.01, εLm =0.01,
εCm = 0.01 εCm = 0.01 εCm = 0.01 εCm = 0.005
Distorsion Butterworth 4.6 · 10−7 0.04 0.01 0.001 0.0005
moyenne (dB) Re´sonateurs 1.7 · 10−9 0.01 0.02 0.0004 0.0004
Distorsion Butterworth 3.3 · 10−4 0.4 0.2 0.07 0.05
maximale (dB) Re´sonateurs 1.2 · 10−6 0.3 0.2 0.05 0.04
Repliement Butterworth -96 -26 -32 -43 -45
moyen (dB) Re´sonateurs -148 -26 -31 -41 -43
Repliement Butterworth -88 -17 -23 -34 -36
maximal (dB) Re´sonateurs -135 -22 -27 -37 -39
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Fig. 4.12 – Modules des filtres d’analyse de type Butterworth d’ordre 3 ide´aux (trait
continu) et affecte´s par des erreurs analogiques (trait pointille´) - εRm = εLm =
0.1 et εCm = 0.01
Les filtres de synthe`se (des RIF a` 128 coefficients) ont e´te´ trouve´s par la me´thode
AGMC. Les modules des filtres d’analyse sont montre´s en figure 4.12 pour un essai
d’une simulation Monte Carlo, pour εRm = εLm = 0.1 et εCm = 0.01. En trait continu
on a repre´sente´ les modules non-affecte´s par les erreurs analogiques, et en trait poin-
tille´, les modules affecte´s par les erreurs analogiques. Le tableau 4.7 donne les re´sultats
et permet de comparer ces re´sultats avec ceux obtenus avec le banc d’analyse constitue´
par des re´sonateurs.
On constate dans le cas des BFH avec des filtres d’analyse Butterworth la meˆme
de´gradation des performances a` cause des erreurs d’imple´mentation analogique que
dans le cas des re´sonateurs.
La sensibilite´ des BFH est par conse´quent extreˆmement importante pour des er-
reurs analogiques meˆme tre`s re´duites.
Pour comprendre les causes de cette grande sensibilite´ des BFH par rapport aux
valeurs des composantes des filtres analogiques on part de l’e´quation donnant les
fonctions de distorsion et de repliement d’un BFH :
Tp(e
jω) =
1
M
M∑
m=1
Hm
(
j
(
Ω− 2πp
MT
))
Fm(e
jω) (4.32)
pour p ∈ {−(M − 1),..., − 1,0,1,...,M − 1}. Pour le cas d’un BFH affecte´ par des
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erreurs analogiques on peut e´crire :
T˜p(e
jω) =
1
M
M∑
m=1
H˜m
(
j
(
Ω− 2πp
MT
))
Fm(e
jω) (4.33)
ou` H˜m(jΩ) est la fonction de transfert du m - ie`me filtre analogique apre`s l’imple´-
mentation :
H˜m(jΩ) = Hm(jΩ) +Hme(jΩ). (4.34)
Hme(jΩ) est donc l’erreur sur la fonction de transfert due a` l’imple´mentation. L’erreur
sur les fonctions de repliement et de distorsion est :
ETp(e
jω) = T˜p(e
jω)− Tp(ejω)
=
1
M
M∑
m=1
Hme(jΩ− j 2πp
MT
)Fm(e
jω).
(4.35)
Supposons maintenant que les filtres de synthe`se ont les modules indique´s dans la
figure 4.3. Par conse´quent, pour tout ω0 ∈ [−π π[, la somme en (4.35) a un seul terme
diffe´rent de ze´ro. On peut donc e´crire :
|ETp(ejω)| =
1
M
M∑
m=1
|Hme(jΩ− j 2πp
MT
)Fm(e
jω)| (4.36)
et aussi :
|ETp(ejω)|Max ≈ max
ω,m
1
M
|Hme(jΩ− j 2πp
MT
)Fm(e
jω)| (4.37)
pour un certain m ∈ {1,...,M}.
On peut donc affirmer que le module de l’erreur sur les fonctions de distorsion et
de repliement a le meˆme ordre de grandeur que le module de l’erreur sur les fonctions
de transfert des filtres analogiques. Prenons les re´sonateurs comme exemple de filtres
d’analyse. En e´valuant les fonctions de transfert avec des erreurs de 1% pour les
inductances et les re´sistances et 0.5% pour les capacite´s, on constate que le module
maximum de l’erreur sur les fonctions de transfert (maxω,m |Hme(jΩ)|) est de l’ordre
de 0.01, et donc le repliement maximal va aussi eˆtre de l’ordre de 0.01, soit -40 dB,
re´sultat confirme´ par les simulations Monte Carlo.
De tre`s petites erreurs d’imple´mentation provoquent de tre`s petites erreurs sur les
fonctions de transfert analogiques. L’ordre de grandeur des erreurs sur les fonctions
de repliement et de distorsion est comparable a` l’ordre de grandeur des erreurs sur les
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fonctions de transfert. Si ces erreurs peuvent paraˆıtre acceptables pour les dernie`res,
elles ne le sont pas du point de vue des fonctions de repliement et donc, du bruit
introduit sur le signal e´chantillonne´.
4.3 Calibration des bancs de filtres hybrides
On a vu dans le paragraphe pre´ce´dent que les BFH sont tre`s sensibles a` de tre`s
petites erreurs d’imple´mentation analogique. Des erreurs de l’ordre de 10% pour les
re´sistances et les inductances et 1% pour les capacite´s rendent les BFH inutilisables
pour la re´alisation des convertisseurs analogique/nume´rique.
Ce chapitre pre´sente une me´thode de calibration des BFH pour atte´nuer les effets
des erreurs analogiques.
4.3.1 Approche de calibration
Apre`s l’imple´mentation, a` cause des erreurs de re´alisation, les conditions de re-
construction parfaite (2.29) ne sont plus satisfaites. Les filtres analogiques obtenus
apre`s la re´alisation doivent eˆtre estime´s pour pouvoir recalculer le banc de filtres de
synthe`se afin que les conditions de reconstruction parfaite soient de nouveau appro-
che´es le mieux possible. Pour calculer les filtres de synthe`se, les me´thodes pre´sente´es
dans le chapitre 2 ont besoin seulement d’un nombre fini (K) de valeurs des re´ponses
en fre´quence des filtres d’analyse. Dans la phase d’estimation, le signal d’entre´e de
test suivant (normalise´ a` sa valeur maximale) est utilise´ :
st(t) =
K∑
k=1
sin(k
π
T (K + 1)
t), (4.38)
ou` K est un nombre entier, positif. Ce signal repre´sente un « peigne » dans le do-
maine fre´quence avec les raies e´quidistantes. Dans la pratique, il pourrait eˆtre ge´ne´re´
se´quentiellement sans que le principe de la calibration change. En appliquant ce signal
a` l’entre´e du BFH, les signaux sur chaque canal apre`s le filtrage analogique sont (voir
figure 4.13) :
xm(t) =
K∑
k=1
∣∣∣∣Hm(jk πT (K + 1))
∣∣∣∣ · sin(k πT (K + 1)t+ arg
{
Hm(jk
π
T (K + 1)
)
})
. (4.39)
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Fig. 4.13 – Banc de filtres hybride
Soit xms(n) la version e´chantillonne´e de xm(t) avec la pe´riode d’e´chantillonnage e´gale
a` T :
xms(n) = xm(nT ). (4.40)
Le signal en (4.40) est un signal pe´riodique de pe´riode 2(K + 1) et admet un de´ve-
loppement en se´rie exponentielle dont les coefficients nous donneront les valeurs des
re´ponses en fre´quence des filtres analogiques dont on a besoin. Soit xmsd la version
de´cime´e d’un facteur M du signal xms(n) :
xmsd(n) = xms(Mn). (4.41)
Puisque la pulsation maximale du signal en (4.39) est
Kπ
(K + 1)T
, l’e´chantillonnage
avec Ts = MT ge´ne`rera des repliements de spectre. La transforme´e de Fourier du
signal xmsd(nT ) est :
Xmsd(e
jΩMT ) =
1
MT
∞∑
p=−∞
Xm
(
j(Ω− p 2π
MT
)
)
. (4.42)
La pulsation normalise´e des signaux sur chaque canal (xmsd(n)) est ωd = ΩMT .
L’intervalle d’inte´reˆt est −π < ωd < π, soit −π/MT < Ω ≤ π/MT . Par conse´quent,
on peut e´crire : 
− Kπ
(K + 1)T
+
2πp
MT
≤ π
MT
Kπ
(K + 1)T
+
2πp
MT
> − π
MT
(4.43)
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d’ou` il re´sulte que les termes inte´ressants correspondent a` des valeurs de p dans
l’intervalle suivant :
−
(
1
2
+
M
2
K
K + 1
)
< p ≤ 1
2
+
M
2
K
K + 1
. (4.44)
La superposition de deux dents arrive si, apre`s le sous-e´chantillonnage, deux raies
appartenant a` deux de´cale´s distincts de Xm(jΩ) ont la meˆme fre´quence, soit :
π
K + 1
k1 − 2π
M
p1 =
π
K + 1
k2 − 2π
M
p2 (4.45)
k1, k2 ∈ {−K,...,− 1,1,...,K}
p1, p2 satisfaisant la condition (4.44). Tenant compte de (4.45), on peut e´crire :
k1 = k2 − (p2 − p1) 2
M
(K + 1) (4.46)
et il est e´vident que si aucun des termes 2(p2 − p1)(K + 1) avec p1, p2 satisfaisant
(4.44) n’est divisible par M , l’e´quation (4.45) n’a pas de solution pour k1, k2, p1 et
p2 entiers. Par conse´quent, le sous-e´chantillonnage des signaux en (4.39) ne ge´ne`rera
pas de superposition de raies si :
2(p2 − p1)(K + 1) mod M 6= 0 (4.47)
avec p1, p2 satisfaisant la condition (4.44) ou` mod signifie la fonction modulo. En
choisissant par exemple M et K + 1 premiers, la condition (4.47) est clairement
satisfaite. De plus, le signal de´cime´ est aussi un signal pe´riodique avec la pe´riode
Tx = 2(K + 1). Il contient donc le meˆme nombre de composantes spectrales et les
meˆmes coefficients de la se´rie exponentielle que le signal en (4.40) (comme il n’y a pas
de repliement, les diffe´rents composantes spectrales ne se superposent pas, donc les
2(K+1) coefficients de la se´rie exponentielle du signal de´cime´ sont les meˆmes que les
2(K+1) coefficients de la se´rie exponentielle du signal non-de´cime´). La diffe´rence entre
les deux se´ries est que l’ordre des coefficients de la se´rie du premier signal n’est pas
respecte´ dans la se´rie du deuxie`me signal. Nous disposons donc du signal de´cime´ et,
par une analyse fre´quentielle, on peut trouver les coefficients de sa se´rie exponentielle.
Ensuite, il faut les mettre dans l’ordre correct pour retrouver les coefficients de la se´rie
exponentielle du signal non-de´cime´ et donc, les valeurs de la transforme´e de Fourier
de chaque filtre d’analyse dans les points de fre´quence choisis.
Pour chaque valeur de p dans l’intervalle de´fini par (4.44) on peut calculer l’ordre k
des composantes spectrales du signal non-de´cime´ (dont le spectre est de´cale´ de
2πp
MT
)
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qui entrent dans l’intervalle d’inte´reˆt (−π < ωd < π ou, e´quivalent −π/MT < Ω ≤
π/MT ) :
− π
MT
< k
π
(K + 1)T
+
2πp
MT
<
π
MT
(4.48)
et on obtient les valeurs maximales et minimales de k :
km,p =
⌈−1− 2p
M
(K + 1)
⌉
(4.49)
et
kM,p =
⌊
1− 2p
M
(K + 1)
⌋
(4.50)
ou` ⌈x⌉ signifie arrondi supe´rieur de x et ⌊x⌋ signifie arrondi infe´rieur de x.
Maintenant, la fre´quence d’une composante spectrale du signal de´cime´ est de type
k′
π
(K + 1)MT
. Cette composante provient d’une composante du signal non-de´cime
de type k
π
(K + 1)T
, de´cale´e de
2πp
MT
. Donc on en de´duit la relation entre les indices
des composantes spectrales re´sulte en posant :
k′
π
(K + 1)MT
= k
π
(K + 1)T
+
2πp
MT
(4.51)
ou :
k′ = kM + 2p(K + 1). (4.52)
Soit ak les composantes spectrales du signal non-de´cime´ et a
′
k les composantes
spectrales du signal de´cime´. On peut donc de´duire un algorithme pour trouver la
relation entre ak et a
′
k :
i. Pour chaque valeur de p satisfaisant (4.44), on calcule :
km,p =
⌈−1− 2p
M
(K + 1)
⌉
(4.53)
et
kM,p =
⌊
1− 2p
M
(K + 1)
⌋
(4.54)
ii. Pour chaque valeur de p dans l’intervalle (4.44) et pour k ∈ {km,p,...,kM,p}, on
calcule ak avec :
ak = a
′
kM+2p(K+1). (4.55)
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4.3.2 Effet du bruit de quantification sur la calibration
Cette section e´tudie l’influence du bruit de quantification des quantificateurs qui
se trouvent sur chaque canal sur le processus de calibration. Dans le paragraphe 4.3.1
on a pre´sente´ une me´thode de calibration base´e sur l’analyse de Fourier des re´ponses
sous-e´chantillonne´es des filtres analogiques a` un signal de test de type peigne. Cette
analyse fre´quentielle nous donne les coefficients de la se´rie exponentielle des signaux
sur chaque canal et donc, on obtient ainsi les valeurs des re´ponses fre´quentielles des
filtres d’analyse pour un certain nombre de points de fre´quence. A` partir de ces valeurs
on recalcule les filtres de synthe`se (avec l’une des me´thodes expose´es dans le chapitre
3) qui permettent de reconstruire le signal le mieux possible. Mais les quantificateurs
affectent les signaux sur chaque voie, donc les valeurs des re´ponses fre´quentielles
des filtres d’analyse ne seront pas exactement estime´es. Supposons que f
(m)
en pour
m ∈ {1,...,M} sont les re´ponses impulsionnelles des filtres de synthe`se obtenus apre`s
la calibration.
Pour e´valuer l’erreur, soit hm(t) les re´ponses impulsionnelles re´elles et hme(t),m ∈
{1,...,M} les re´ponses impulsionnelles des filtres d’analyse e´value´es par la calibration.
L’erreur entre hm(t) est hme(t) :
nm(t) = hm(t)− hme(t). (4.56)
Elle peut eˆtre vue comme un bruit additif (un bruit blanc, stationnaire au sens large,
avec une densite´ uniforme de probabilite´). Les signaux sur chaque canal sont :
xm(t) = x(t) ∗ hm(t) = x(t) ∗ hme(t) + x(t) ∗ nm(t) (4.57)
ou` ∗ est l’ope´rateur de convolution. Apre`s un e´chantillonnage a` la pe´riode MT et
apre`s la quantification :
xm(n) = umD(n) + dmD(n) + em(n) (4.58)
ou` em(n) est le bruit de quantification, um(n) = [x(t) ∗ hme(t)]|t=nT , dm(n) = [x(t) ∗
nm(t)]|t=nT et vD(n) = v(Mn) est la version de´cime´e d’un facteur M du signal v(n).
Si vI(n) est la version sur-e´chantillonne´e d’un facteur M du signal v(n), alors on
peut e´crire :
y(n) =
M∑
m=1
[
umDI(n) ∗ f (m)en
]
+
M∑
m=1
[
dmDI(n) ∗ f (m)en
]
+
M∑
m=1
[
emI(n) ∗ f (m)en
]
. (4.59)
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La transforme´e de Fourier de la premie`re somme de l’expression (4.59) peut eˆtre e´crite
comme en (2.28) :
Ye(e
jω) =
1
T
M−1∑
p=−(M−1)
X(jΩ− j 2πp
MT
)Tpe(e
jω) (4.60)
avec :
Tpe(e
jω) =
1
M
M∑
m=1
Fme(e
jω)Hme(jΩ− j 2πp
MT
) (4.61)
ou` {Hme} sont les re´ponses fre´quentielles des filtres d’analyse e´value´s et {Fme} les
re´ponses fre´quentielles des filtres de synthe`se obtenus a` partir de Hme par une des
me´thodes de synthe`se des BFH. Par conse´quent, la premie`re somme de (4.59) repre´-
sente le terme de´sire´ qui de´crit la reconstruction presque parfaite du signal d’entre´e.
La deuxie`me somme repre´sente l’erreur introduite par les quantificateurs dans le pro-
cessus de calibration. La troisie`me somme est l’erreur classique de quantification. Les
effets de ces erreurs sont e´tudie´s ci-dessous.
Supposons que l’erreur nm(t)|t=nT est un bruit blanc stationnaire au sens large de
moyenne ze´ro et de variance σ21. Par conse´quent, la densite´ spectrale de puissance de
dm(n) est :
Φddm(e
jω) =
∣∣X(ejω)∣∣2 σ21 (4.62)
ou` X(ejω) est la transforme´e de Fourier de la version e´chantillonne´e du signal d’entre´e,
x(nT ). On suppose aussi que la transforme´e de Fourier du signal d’entre´e est :
X(jΩ) =
1 ,− ΩM < Ω < ΩM0 ,ailleurs. (4.63)
Alors, apre`s la de´cimation d’un facteur M , on peut facilement trouver la densite´
spectrale de puissance de dmD(n) :
ΦddmD(e
jωM ) = σ21 (4.64)
avec ωM = ΩMT . Pour trouver une estimation de l’erreur due aux quantificateurs,
supposons de nouveau que les filtres de synthe`se ont les modules comme dans la
figure 4.3. On rappelle que l’amplitude des filtres de synthe`se est e´gale a` M pour que
l’amplitude du signal de sortie du banc de filtres soit e´gale a` l’amplitude du signal
d’entre´e (voir l’expression de la sortie du banc de filtres (2.26) ou` l’on conside`re que
les modules des filtres d’analyse ont la meˆme forme que les modules des filtres de
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synthe`se et que leur amplitude est e´gale a` 1). Comme une de´cimation d’un facteur M
de la re´ponse impulsionnelle de ces filtres ne ge´ne`rera pas de repliement de spectre,
les sorties des filtres de synthe`se lorsque leurs entre´es sont les signaux dmD(n), sur-
e´chantillonne´s d’un facteur M , sont des signaux stationnaires au sens large avec la
densite´ spectrale de puissance donne´e par [76] :
Φyym(e
jω) =
1
M
ΦddmD
(
ejωM
) |Fm (ejω) |2. (4.65)
On suppose que les bruits de quantification sur chaque voie sont de´corre´le´s. La puis-
sance totale de bruit qu’on retrouve dans le signal de sortie a` cause de l’effet de la
quantification sur le processus de calibration est alors :
Pcn =
M∑
m=1
1
2π
∫ pi
−pi
Φyym(e
jω)dω. (4.66)
A` l’aide de (4.64) et (4.65), on peut trouver :
Pcn =Mσ
2
1. (4.67)
On a vu dans le paragraphe 4.1 que la puissance du bruit de quantification a` la
sortie d’un BFH est :
Pe =Mσ
2
2 (4.68)
ou` σ22 est la variance du signal em(n) suppose´ un bruit blanc, stationnaire au sens
large, avec la moyenne ze´ro.
De (4.67) et (4.68), la puissance totale du bruit duˆ a` la quantification dans la phase
de calibration du CAN, mais aussi a` la quantification dans la phase de fonctionnement
normal du CAN est :
P = Pcn + Pe =M(σ
2
1 + σ
2
2). (4.69)
Comme les quantificateurs sont les meˆmes dans les deux phases de fonctionnement
on peut supposer que σ21 = σ
2
2 = σ
2, et donc que :
P = Pcn + Pe = 2Mσ
2. (4.70)
Mais en pratique, les filtres de synthe`se ne sont pas comme sur la figure 4.3. Pour
tenir compte de l’effet d’amplification du bruit de quantification par les filtres de
synthe`se, on peut e´crire, comme dans le paragraphe 4.1 :
P = Pcn + Pe = 2Cσ
2/M. (4.71)
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ou`, en supposant que les filtres de synthe`se sont des filtres a` re´ponse impulsionnelle
finie :
C =
M∑
m=1
1
2π
∫ pi
−pi
∣∣Fm(ejω)∣∣2 dω = M∑
m=1
N−1∑
n=0
|f (m)n |2 (4.72)
et f
(m)
n est le n-ie`me coefficient du m-ie`me filtre de synthe`se. La formule (4.71) peut
eˆtre facilement obtenue a` partir de (4.65) et (4.66) en gardant les inte´grales sous forme
litte´rale, puisque maintenant on ne connaˆıt pas l’expression des fonctions de transfert
des filtres de synthe`se.
L’e´quation (4.70) (ou (4.71)) montre que la puissance totale de bruit de quantifi-
cation dans le cas d’un CAN a` BFH calibre´ est deux fois plus e´leve´e que dans le cas
d’un CAN re´alise´ avec un BFH ide´al, comme on peut l’obtenir apre`s synthe`se.
Une simulation temporelle d’un BFH affecte´ par des erreurs analogiques a e´te´
effectue´e. Le BFH a e´te´ obtenu par la me´thode AGMC et a e´te´ affecte´ par des erreurs
analogiques. Les parame`tres de la simulation sont donne´s dans le tableau 4.8.
Tab. 4.8 – Parame`tres de simulation pour la me´thode de calibration
Nb. de voies M = 8
Filtres d’analyse «Banc1» (annexe D)
Filtres de synthe`se RIF, longueur 128
Nb. de sinuso¨ıdes dans le signal de test K = 128
Sur-e´chantillonnage η = 0.93
Retard d = 64
Erreurs analogiques εRm = εLm = 0.1, εCm = 0.01
On utilise des quantificateurs a` 16 bit sur chaque canal. On applique la proce´dure
de calibration expose´e dans le paragraphe 4.3.1 et les re´ponses fre´quentielles des filtres
d’analyse sont estime´es. A` partir de ces estimations, les coefficients des re´ponses im-
pulsionnelles des filtres de synthe`se sont recalcule´s par la me´thode AGMC, donc le
banc de filtres est calibre´. Le tableau 4.9 re´sume les performances du banc de filtres
sans erreurs d’imple´mentation et les performances avec erreurs de re´alisation, avant
et apre`s la proce´dure de calibration.
Il est e´vident que, tout comme les erreurs de quantification, plus le nombre de
bits de quantification est e´leve´, plus les erreurs de calibration dues a` la quantification
diminuent. En utilisant la formule (4.70) on peut de´duire, pour un BFH particulier,
le nombre de bits ne´cessaires pour que le bruit de quantification (affectant l’ope´ration
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normale du CAN en structure BFH avec erreurs analogiques et calibre´) soit compa-
rable au bruit de repliement.
Tab. 4.9 – Performances d’un BFH a` huit voies affecte´ par des erreurs de re´alisation
avant et apre`s la calibration. Parame`tres de la simulation - donne´s au tableau
4.8. La quantification se fait sur 16 bit.
Repliement Repliement Distorsion Distorsion
moyen maximal moyenne maximale
(dB) (dB) (dB) (dB)
Sans erreurs analogiques -113 -111 3.4 · 10−8 1.3 · 10−5
Avec erreurs analogiques
-19 -14 0.04 0.4
avant calibration
Avec erreurs analogiques
-96 -85 2.2 · 10−8 3.9 · 10−4
apre`s calibration
La figure 4.14 montre le module de la premie`re fonction de repliement pour le
BFH ide´al et pour le meˆme banc de filtres affecte´ par des erreurs analogiques de
εRm = εLm = 0.1 avant et apre`s calibration.
La figure 4.15 pre´sente le module de la fonction de distorsion pour la meˆme si-
mulation et les meˆmes cas que dans la figure pre´ce´dente. Dans la figure 4.15 les deux
courbes de distorsion correspondant aux cas ide´al et calibre´ sont superpose´es. La fi-
gure 4.16 repre´sente un de´tail de la figure 4.15 pour pouvoir observer la fonction de
distorsion dans les deux cas. On observe dans les trois figures l’ame´lioration e´vidente
apporte´e par la calibration.
Pour ve´rifier les re´sultats the´oriques obtenus au paragraphe 4.3.2 une simulation
temporelle du BFH calibre´ a aussi e´te´ effectue´e. Le signal d’entre´e est un signal ale´a-
toire similaire a` celui utilise´ dans les simulations temporelles du paragraphe 4.1. Il
s’agit d’un signal compose´ d’une somme de sinuso¨ıdes de meˆme amplitude, avec les fre´-
quences reparties uniforme´ment dans l’intervalle conside´re´. Les phases des sinuso¨ıdes
sont ale´atoires.
La quantification des signaux se fait sur 16 bit, donc l’erreur de quantification
est beaucoup plus importante que l’erreur de repliement. Par conse´quent dans cette
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Fig. 4.14 – Module de la premie`re fonction de repliement d’un BFH a` huit voies en trois
cas -BFH ide´al, BFH affecte´ par εRm = εLm = 0.1 et εCm = 0.01 et BFH
affecte´ par les erreurs analogiques et calibre´. Parame`tres de la simulation -
donne´s au tableau 4.8. La quantification se fait sur 16 bit.
simulation on pourra observer l’effet de la quantification sur la calibration.
La variance de l’erreur en sortie pour un BFH affecte´ par des imperfections ana-
logiques et calibre´ est de 4.23 · 10−10 tandis que la variance de l’erreur en sortie pour
le banc de filtres sans erreurs analogiques et de 2.12 · 10−10. On observe donc que la
variance de l’erreur dans le cas avec des erreurs et calibre´ est deux fois supe´rieure a`
la variance de l’erreur dans le cas ide´al, comme estime´ the´oriquement par la formule
(4.70) ou, plus ge´ne´ral (4.71). La variance du bruit de quantification total estime´e par
la formule (4.71) est de 4.25 · 10−10 ce qui constitue donc une estimation correcte de
la variance de bruit obtenu en simulation.
4.3.3 Ame´lioration de la me´thode de calibration
Pour diminuer, voire e´liminer l’effet du bruit de quantification sur le processus de
calibration, on propose dans ce paragraphe une me´thode de calibration modifie´e.
Dans cette me´thode on utilise comme signal de test :
st(t) =
K∑
k=1
bk sin(k
π
T (K + 1)
t), (4.73)
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Fig. 4.15 – Module de la fonction de distorsion d’un BFH a` huit voies en trois cas -BFH
ide´al, BFH affecte´ par εRm = εLm = 0.1 et εCm = 0.01 et BFH affecte´ par
les erreurs analogiques et calibre´. Parame`tres de la simulation - donne´s au
tableau 4.8. La quantification se fait sur 16 bit.
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Fig. 4.16 – De´tail de la figure 4.15
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Maintenant, chaque sinus est multiplie´e par une amplitude bk. Alors, les signaux sur
chaque canal apre`s le filtrage analogique sont :
xm(t) =
K∑
k=1
∣∣∣∣Hm(jk πT (K + 1))
∣∣∣∣ bk · sin(k πT (K + 1)t+ arg
{
Hm(jk
π
T (K + 1)
)
})
. (4.74)
Par conse´squent, apre`s le sous-e´chantillonnage et la quantification on a :
xmq(n) =
K∑
k=1
∣∣∣∣Hm(jk πT (K + 1))
∣∣∣∣ bk · sin(k πT (K + 1)nMT + arg
{
Hm(jk
π
T (K + 1)
)
})
+ zm(n) (4.75)
ou` zm(n) est le bruit de quantification introduit par le quantificateur sur la voie m.
Pour e´liminer l’effet du bruit de quantification sur la calibration, l’ide´e est d’ap-
pliquer plusieurs fois le signal de test en faisant varier les valeurs de bk. On suppose
que les bk, pour k ∈ {1,...,K} sont des variables ale´atoires. Apre`s chaque test, sur
chaque voie, on enregistre le signal apre`s le quantificateur. Enfin, on fait la moyenne
des tests :
E{xmq(n)} =
K∑
k=1
∣∣∣∣Hm(jk πT (K + 1))
∣∣∣∣E{bk} · sin(k πT (K + 1)nMT + arg
{
Hm(jk
π
T (K + 1)
)
})
+ E{zm(n)}. (4.76)
Mais le bruit de quantification est suppose´ une variable ale´atoire de moyenne nulle,
donc E{zm(n)} = 0. Ainsi, l’effet du bruit de quantification est annule´. Ensuite on
peut appliquer la me´thode expose´e dans le paragraphe pre´ce´dent pour trouver les
valeurs des fonctions de transfert des filtres analogiques pour les fre´quences choisies.
La seule diffe´rence est que maintenant, le module de la transforme´e de Fourier des
filtres d’analyse a` la fre´quence k
π
T (K + 1)
est multiplie´ par le facteur E{bk}. Comme
les signaux de test sont connus, ce facteur de multiplication est aussi connu.
Pour ve´rifier cette me´thode de calibration ame´liore´e, une simulation du meˆme BFH
dont les parame`tres sont donne´s dans le tableau 4.8 a e´te´ effectue´e. Mille signaux de
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type (4.73) ont e´te´ applique´s a` l’entre`e du BFH. bk sont des variables ale´atoires,
uniforme`ment distribue´es dans l’intervalle [0.5, 1]. On utilise des quantificateurs sur
16 bits. Le niveau de repliement moyen obtenu apre`s la calibration ame´liore´e est de
-112 dB par rapport aux -113 dB dans le cas du BFH ide´al. Dans la figure 4.17 on
pre´sente comparativement la premie`re fonction de repliement pour un BFH ide´al,
affecte´ par les erreurs analogiques, et calibre´ par les deux methodes.
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Apres calibration amelioree
Fig. 4.17 – Module de la premie`re fonction de repliement d’un BFH a` huit voies en
quatre cas -BFH ide´al, BFH affecte´ par εRm = εLm = 0.1 et εCm = 0.01
et BFH affecte´ par les erreurs analogiques et calibre´ par les deux me´thodes.
Parame`tres de la simulation - donne´s au tableau 4.8.
Dans ce chapitre on a e´tudie´ plusieurs caracte´ristiques des BFH, comme le bruit
de quantification total a` la sortie des bancs de filtres, les effets ge´ne´re´s par la quanti-
fication en virgule fixe des coefficients des filtres de synthe`se, la sensibilite´ des BFH
aux erreurs d’imple´mentation analogiques. On a constate´ une grande sensibilite´ des
BFH par rapport aux imperfections d’imple´mentation. Pour y reme´dier, une me´thode
de calibration du BFH apre`s la re´alisation a e´te´ propose´e et e´value´e. Elle permet
d’obtenir un BFH re´el avec des performances similaires a` un BFH ide´al. Meˆme si la
mise en oeuvre de cette me´thode reste difficile elle permet cependant de montrer qu’il
existe au moins une solution the´orique au proble`me de l’hypersensibilite´ des BFH aux
imperfections de l’analogique.
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Conclusion
En guise de conclusion, les re´sultats principaux de cette e´tude sont tout d’abord
rassemble´s sous la forme d’une marche a` suivre pour dimensionnner les BFH. Enfin,
le bilan de ces travaux nous permet de proposer une suite a` ces recherches afin de
valider la solution a` BFH comme une solution pour les syste`mes de nume´risation du
futur.
5.1 Dimensionnement d’un CAN a` BFH
Le cahier des charges pour la conception d’un BFH doit fournir une bande de
fre´quence [fl, fu] et une re´solution N (en bit) (figure 5.1). Nous proposons une me´-
thodologie de conception afin d’aboutir a` un BFH qui re´ponde au mieux au cahier
des charges. Cette me´thodologie fait appel aux re´sultats obtenus au cours de ces deux
the`ses.
 
 
fréquence f    f ✁  
résolution 
N 
B 
Fig. 5.1 – Objectif de conversion
L’organigramme donne´ en figure 5.2 de´crit les e´tapes de conception du BFH.
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Choix des CAN élémentaires 
Choix des filtres d’analyse 
Synthèse par la méthode AGMC 
Repliement  
et  distorsion OK ? 
Sensibilité 
OK ? 
SNR et  
SFDR total 
OK ? 
SNR et SFDR 
analogiques OK ? 
Y 
N 
N 
Y 
N 
Y 
(a) 
(b) 
(g) 
Y 
N 
Choix des caractéristiques des filtres de synthèse 
(type et nombre de coefficients) 
(c) 
(d) 
(e) 
(f) 
(h) 
Fig. 5.2 – Organigramme de conception d’un BFH
E´tape (a) : choix des convertisseurs e´le´mentaires et de leur nombre
Il faudra tout d’abord de´terminer la re´solution minimale ne´cessaire pour chaque
convertisseur e´le´mentaire.
Une e´tude sur le bruit de quantification [40] montre que la re´solution d’un BFH
compose´ de M voies conserve la re´solution du CAN e´le´mentaire pour un signal large-
bande. Par contre, pour un signal bande e´troite, le rapport signal sur bruit est de´grade´
de 10 log10(M) dB. Ceci est duˆ au fait que les bruits de quantification des M voies
s’ajoutent. Mais on peut imaginer que, une fois identifie´ un signal d’inte´reˆt a` bande
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e´troite, on reconfigure le BFH afin qu’il travaille sur un nombre plus re´duit de voies.
Dans le cas d’un signal tre`s e´troit (sinuso¨ıde par exemple), on peut reconstruire le
signal a` partir d’une voie seulement. On se rame`ne alors a` une conversion classique
avec la re´solution du CAN e´le´mentaire. On conside`re donc qu’un BFH ne de´grade pas
la re´solution en terme de quantification the´orique des convertisseurs e´le´mentaires. On
peut donc choisir un CAN e´le´mentaire dont la re´solution est N .
Supposons que l’on dispose d’un CAN de fre´quence d’e´chantillonnage fe = 2b.
On en de´duit donc que le nombre de voies doit eˆtre au moins e´gal a` l’arrondi entier
supe´rieur de B/b. Dans le cadre de notre e´tude, nous avons choisi le nombre de voies
M e´gal a` cette valeur car nous souhaitions minimiser le nombre de filtres analogiques
et de CAN e´le´mentaires.
Remarque : On rappelle que chaque CAN e´le´mentaire doit avoir une bande pas-
sante d’entre´e (soit celle de l’e´chantillonneur/bloqueur) compatible avec la bande de
fre´quence [fl, fu].
E´tapes (b) et (c) : choix du banc d’analyse
Ce choix est fortement lie´ a` la technologie vise´e. L’ide´e est de partir de la solution la
plus simple a` re´aliser en analogique. Nous avons vu que la solution la plus e´conomique
est celle a` simulation d’inductance. C’est donc la premie`re a` de´velopper. Celle-ci peut
s’ave´rer insuffisante a` cause des points suivants :
- le proble`me de la line´arite´ ;
- la de´gradation du rapport signal sur bruit due a` l’e´lectronique.
Dans ce cas, il faudra envisager une autre solution comme les filtres BAW qui
semblent plus avantageux au niveau de la line´arite´ et du rapport signal sur bruit.
A` partir d’une structure donne´e a priori satisfaisante sur le plan de la line´arite´
et du rapport signal sur bruit, on doit re´partir les filtres d’analyse en fonction de
leurs caracte´ristiques. Nous avons vu dans l’annexe D, que si les filtres pre´sentent
des largeurs de fre´quence identiques, on privile´gie une re´partition line´aire, alors que
si les filtres ont des facteurs de qualite´ identiques, on les re´partit plutoˆt de manie`re
logarithmique.
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E´tape (d) : choix du type de filtres de synthe`se et du nombre de coefficients
Si des contraintes sont connues sur la cible mate´rielle de la partie nume´rique
du BFH (DSP, FPGA, solutions mixtes ...), il faut en tenir compte a` ce stade afin
d’e´valuer la dimension maximale du filtrage nume´rique. D’autre part, la re´solution
souhaite´e permet de dimensionner la largeur minimale (en nombre de bits) pour les
donne´es. Pour celle-ci, on en de´duit le nombre de coefficients maximal des filtres.
Dans un premier temps, on de´veloppera la solution a` filtres RIF. On pourra tout
d’abord partir d’un nombre de coefficients faible. Si le re´sultat de l’e´tape (d) n’est
pas satisfaisant, alors on augmente le nombre de coefficients. Si des contraintes sont
connues ou si les longueurs deviennent de´raisonnables (par exemple 1024 coefficients
pour une donne´e de 16 bit), alors, il faudra remettre en question les filtres analogiques
(par exemple en choisissant une autre structure).
Pour eˆtre exhaustif, il faudra aussi envisager la solution RII et re´-ite´rer le meˆme
traitement pour ce type de filtres.
E´tape (e) : synthe`se par la me´thode AGMC ou AC
Pour le banc d’analyse, chaque type (RIF et RII) et chaque dimension de filtre de
synthe`se envisage´e, il faudra utiliser la me´thode AGMC ou AC pour les RIF (ALMC
ou Pade´ comple´te´ par une optimisation pour les RII).
A` cette e´tape, on pourra e´ventuellement rajouter une optimisation des caracte´ris-
tiques des filtres d’analyse.
E´tape (f) : validation des performances
La synthe`se pre´ce´dente de´bouche sur des performances en terme de repliement
total et en terme de distorsion. Il faudra ve´rifier si le repliement est compatible avec
la re´solution de´sire´e. Si le re´sultat est positif alors on poursuivra la conception. Si le
re´sultat est ne´gatif, on a plusieurs possibilite´s. Dans la mesure du possible, on peut
relaˆcher les contraintes sur la distorsion et effectuer une nouvelle synthe`se. Sinon, il
faudra augmenter le nombre de coefficients des filtres jusqu’a` obtenir satisfaction ou
de´passer les dimensions maximales des filtres nume´riques.
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E´tape (g) : calcul des SNR et SFDR totaux
La synthe`se fournit des coefficients flottants pour les filtres de synthe`se qui rem-
plissent les conditions requises en terme de repliement et de distorsion. Il faudra
ensuite prendre en compte la quantification du signal, celle des coefficients des filtres
nume´riques ainsi que la pre´cision des calculs. Il faudra aussi tenir compte des limi-
tations analogiques. On devra ainsi e´valuer le SNR et le SFDR total du BFH. Si ce
dernier est compatible avec la re´solution souhaite´e, on poursuivra par une e´tude de la
sensibilite´. Si ce n’est pas le cas, suivant l’origine de la faiblesse de performance, il fau-
dra soit reprendre le traitement au niveau du dimensionnement du banc de synthe`se
(e´tape (d)) soit remettre en cause le banc d’analyse (e´tape b).
E´tape (h) : e´valuation de la sensibilite´
A` cette e´tape, il faut calculer l’impact des de´fauts de l’analogique sur les per-
formances du BFH. Si le BFH est trop sensible aux imperfections, il faut alors re-
conside´rer le banc d’analyse dans l’objectif d’ame´liorer sa sensibilite´. Or ce travail
montre l’importance de la sensibilite´ des BFH (voir le chapitre 4 de la the`se de Tu-
dor Petrescu). Il est peu probable qu’en changeant simplement de structure de filtre
d’analyse, ce proble`me soit re´solu. Il faudra sans doute faire appel a` des bancs d’ana-
lyse dont on peut faire varier les caracte´ristiques ou imaginer un dispositif qui mesure
les caracte´ristiques du banc d’analyse afin de recalculer les filtres de synthe`se corres-
pondants (comme la calibration).
5.2 Bilan
Ce travail a montre´ certaines caracte´ristiques supple´mentaires des BFH (en plus
de leur capacite´ d’e´largissement de la bande utile) :
– leur versatilite´ graˆce a` la me´thode de focalisation spectrale,
– leur capacite´ a` eˆtre baˆtis a` partir de filtres analogiques facilement imple´men-
tables,
– leur capacite´ a` eˆtre synthe´tise´s a` l’aide des diffe´rentes me´thodes dont ce travail
a montre´ partiellement les avantages et les inconve´nients,
– leur grande sensibilite´ aux imperfections de la partie analogique.
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Plus pre´cise´ment, graˆce au travail sur les me´thodes de synthe`se, on peut, en fonction
d’une technologie de filtrage analogique disponible, e´laborer des filtres de synthe`se
qui minimisent le repliement et la distorsion. On retiendra essentiellement le principe
de la me´thode d’approximation globale qui, parmi les me´thodes e´tudie´es, est celle qui
donne les meilleures performances en terme de repliement et de distorsion. De plus,
nous avons montre´ que graˆce a` cette me´thode et en sur-e´chantillonnant de quelques
pourcents le signal d’entre´e, on ame´liore les performances pour une longueur donne´e
des filtres de synthe`se.
De plus, cette e´tude pre´sente´e dans le chapitre 4 du me´moire de Caroline Lelandais-
Perrault permet de concevoir un syste`me dynamiquement modifiable et adaptable a`
diffe´rentes modulations et diffe´rentes largeurs de bande. En effet, le banc de synthe`se
e´tant nume´rique, on peut modifier ses caracte´ristiques par logiciel. Or nous avons mis
au point un crite`re (celui utilise´ par la me´thode AGMC) qui est parame´trable et qui
permet de choisir les caracte´ristiques du BFH. On peut ainsi favoriser la distorsion par
rapport au repliement, ainsi que favoriser la re´solution dans une bande de fre´quence
donne´e (focalisation spectrale).
Conclusion et perspectives sur la caracte´risation et l’optimisation
Dans le chapitre 4, nous avons e´tudie´ plusieurs caracte´ristiques des bancs de filtres
hybrides. Tout d’abord le bruit de quantification a e´te´ e´tudie´ et nous avons montre´ par
calcul the´orique mais aussi par simulation que la puissance du bruit de quantification
d’un quantificateur qui se trouve sur une voie est multiplie´e non seulement par le
nombre de voies mais aussi par un facteur qui de´pend du gain des filtres nume´riques
de synthe`se.
Ensuite, nous avons e´tudie´ les effets de la quantification des coefficients des filtres
de synthe`se sur nombre fini de bits. Le cas des filtres a` re´ponse impulsionnelle finie
(le plus souvent rencontre´ dans la pratique) a e´te´ conside´re´ et les quantifications en
virgule fixe ont e´te´ examine´es. Une formule the´orique qui estime le bruit introduit par
la quantification des coefficients des filtres de synthe`se a e´te´ de´duite et des simulations
qui confirment la validite´ de la formule ont e´te´ effectue´es.
Le caracte`re hybride des bancs de filtres e´tudie´s implique des proble`mes spe´cifiques
lie´s a` l’imple´mentation analogique. C’est la raison pour laquelle l’e´tude de l’effet des
imperfections de re´alisation analogique s’impose obligatoirement. Nous avons montre´
que de tre`s petites variations des valeurs des composants analogiques par rapport aux
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valeurs nominales obtenues apre`s la synthe`se, de´te´riorent gravement les performances
du banc de filtres. Si les valeurs de repliement e´taient initialement infe´rieures a` -120 dB
on obtient des valeurs de repliement de -30 dB pour un banc de filtres hybride affecte´
par des erreurs d’imple´mentation. Ces valeurs sont inacceptables du point de vue
de l’utilisation des bancs de filtres hybrides pour la conversion analogique-nume´rique
et expliquent pourquoi, a` notre connaissance il n’existe pas encore de re´alisations
ope´rationnelles.
Nous avons donc propose´ une solution originale a` ce proble`me. Il s’agit d’une ca-
libration du banc de filtres apre`s sa re´alisation. A` l’aide d’un signal de test, nous
estimons les fonctions de transfert des filtres analogiques obtenues apre`s leur imple´-
mentation. A` partir de ces estimations, nous ajustons les filtres de synthe`se afin que
les conditions de reconstruction parfaite soient de nouveau satisfaites. Nos e´tudions
ensuite les performances de cette me´thode de calibration et nous montrons par calcul
the´orique que, a` cause des quantificateurs, le processus de calibration est aussi affecte´
par un bruit. Nous montrons que la puissance du bruit total de quantification dans le
cas d’un banc de filtres hybride affecte´ par des erreurs d’imple´mentation et calibre´ est
deux fois supe´rieure a` la puissance du bruit de quantification a` la sortie d’un banc de
filtres ide´al (qui n’est pas affecte´ par des erreurs d’imple´mentation). Nous proposons
aussi une me´thode de calibration conc¸ue pour annuler l’effet du bruit de quantifica-
tion sur la calibration. Le repliement moyen apre`s la calibration revient a` de niveaux
autour de -120 dB pour un banc de filtres contenant des quantificateurs sur 16 bits.
Tous les re´sultats the´oriques sont confirme´s par des simulations.
D’autres aspects des BFH sont encore a` e´tudier. L’e´tude pre´sente sur la calibration
se limite encore a` une simple faisabilite´ : dans l’optique d’une ve´ritable imple´menta-
tion, le signal de test devrait eˆtre ge´ne´re´ par logiciel, donc eˆtre vraisemblablement
moins complexe. Il serait donc ne´cessaire d’e´tudier les signaux ade´quats a` utiliser.
Une perspective tre`s amont poursuivie a` l’heure actuelle dans le De´partement des Si-
gnaux et Syste`mes E´lectroniques (the`se de Davud Asemani) serait d’estimer de fac¸on
aveugle (c’est-a`-dire en ne faisant que des hypothe`ses simples sur le signal d’entre´e)
les imperfections des filtres analogiques.
L’influence de la quantification n’a e´te´ e´tudie´e que sur le signal et les coefficients
des filtres nume´riques. La quantification des variables de calcul reste a` e´tudier. De la
meˆme manie`re, l’optimisation de la complexite´ calculatoire par des me´thodes de type
« minimisation du nombre de 1 », telles que l’on rencontre dans les convertisseurs
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sigma-delta pourrait amener des ame´liorations significatives.
En re´agissant maintenant sur les me´thodes de synthe`se, on pourrait songer aussi
a` inte´grer une certaine optimisation vis-a`-vis justement de la sensibilite´ aux imper-
fections (analogiques ou ge´ne´re´es par les quantifications). La synthe`se s’e´crirait alors :
« Minimiser l’influence des imperfections sous des contraintes de recouvrement ou de
distorsion ». Cette voie pourrait eˆtre tre`s avantageuse, mais il semble difficile d’en
trouver une approche satisfaisante du point de vue the´orique.
Un autre aspect reste a` explorer. Il s’agit de l’e´tude de l’effet du repliement spectral
dans le cas des signaux re´els qui ne sont pas de bande parfaitement limite´e. Effective-
ment, avant la conversion analogique-nume´rique, le signal a` convertir est typiquement
filtre´ pour limiter la bande. Mais comme ces filtres ne sont pas ide´aux, une analyse de
l’effet de repliement du spectre en dehors de la bande utile conside´re´e jusqu’a` pre´sent
devrait eˆtre faite, en tenant compte des caracte´ristiques des filtres de limitation de
bande.
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Annexe A
Conversion analogique/nume´rique
classique - Rappel des
caracte´ristiques et e´tat de l’art
Rappelons les quatre caracte´ristiques principales d’un convertisseur classique de
type Nyquist sont :
- sa fre´quence d’e´chantillonnage maximale ;
- sa re´solution ou nombre de bits de codage ;
- sa re´solution effective (a` ne pas confondre avec la re´solution dans le sens nombre
de bits de codage) ;
- sa bande de fre´quence d’entre´e (lie´e a` la performance de l’e´chantillonneur-bloqueur
e´ventuel) ;
- sa consommation.
Pour un convertisseur analogique/nume´rique, il existe plusieurs caracte´ristiques
que l’on appelle re´solution. Tout d’abord, la re´solution qui correspond au nombre
de bits de codage. Mais ce nombre de bits de codage est en fait choisi lors de la
conception du convertisseur en fonction d’une autre caracte´ristique qu’est la re´solution
effective qui est le plus souvent de´finie comme ci-apre`s. On suppose que l’on injecte un
signal sinuso¨ıdal d’excursion maximale a` l’entre´e du convertisseur, on de´finit alors la
re´solution effective lie´e au rapport signal sur bruit mesure´ en sortie. Cette re´solution
note´e NSNR est de´finie par la relation (A.1).
SNR(dB) = 6.02NSNR + 1.76 (A.1)
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Celle-ci peut eˆtre approche´e sans grande erreur par la relation :
SNR(dB) ≃ 6NSNR (A.2)
En plus du bruit, le signal utile est de´forme´ a` cause des non-line´arite´s. On e´va-
lue cette de´formation en mesurant en sortie le SFDR (spurious-free dynamic range)
soit le rapport quadratique entre les amplitudes du signal utile et de la plus grande
composante parasite pre´sente dans le spectre de sortie. On de´finit alors une re´solution
effective lie´e aux non-line´arite´s (note´e NSFDR) a` l’aide de la relation (A.3).
SFDR(dBc) ≃ 6NSFDR (A.3)
En fait, les convertisseurs les plus rapides ont les re´solutions les plus faibles. On ne
peut donc pas les comparer facilement entre eux. C’est pourquoi, on e´value souvent
la performance d’un convertisseur analogique/nume´rique par le produit P :
P = 2Nefffech (A.4)
Pour prendre en compte la consommation, on e´value le facteur de me´rite F :
F = P/Pdiss =
2Nefffech
Pdiss
(A.5)
ou` Pdiss est la puissance dissipe´e.
Performances actuelles de la conversion analogique/nume´rique
On distingue les convertisseurs de type Nyquist des convertisseurs a` sur-e´chantillonnage.
Les premiers fonctionnent avec une horloge de meˆme cadence que la fre´quence d’e´chan-
tillonnage du signal de sortie. Les seconds ne´cessitent de recevoir une horloge dont la
fre´quence soit un multiple de la fre´quence d’e´chantillonnage du signal de sortie. On
e´nume`re ici rapidement les principales familles de convertisseurs analogique/nume´rique
disponibles sur le marche´ et leurs principales caracte´ristiques.
Les convertisseurs sigma-delta sont des convertisseurs permettant une tre`s bonne
re´solution et une fre´quence d’e´chantillonnage allant jusqu’a` quelques Me´ch/s (par
exemple on a 24 bit a` 105 Ke´ch/s pour l’ADS 1271 de Texas Instruments ou 18 bit a`
1.25 Me´ch/s pour l’ADS 1625 de Texas Instruments [81]).
Les convertisseurs a` approximations successives sont plus rapides mais ont des re´-
solutions plus faibles. Ils ont des re´solutions de 8 a` 18 bit pour des cadences infe´rieures
a` 10 Me´ch/s.
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Les convertisseurs pipeline travaillent a` des fre´quences d’e´chantillonnage de l’ordre
de plusieurs dizaines de Me´ch/s (16 bit a` 100 Me´ch/s pour l’AD9446 de Analog
Devices).
Les convertisseurs flash sont tre`s rapides mais leur re´solution est limite´e par les
non-appariements des composants, la dimension et la consommation (8 bit a` 1.5
Ge´ch/s pour l’ADC08D1500 de National Semiconductor).
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Annexe B
Calcul des filtres de synthe`se pour
un BFH a` reconstruction parfaite
(exemple 1)
On part d’un banc de filtres entie`rement analogique (repre´sente´ en figure B.1 :
les filtres du banc d’analyse sont analogiques et les filtres du banc de synthe`se sont
e´galement analogiques). On e´crit les conditions de reconstruction parfaite pour les
1F
(s)2H
(s)
MT
MT
MT
y(t)+
Banc d’analyse
1(s)H
(s)MF
(s)2F
Banc de synthese
(s)MH
(t)Mx
(t)2x
(t)1x
x(t)
Fig. B.1 – Banc de filtres continus
trois intervalles indique´s dans le Tableau 2.1. Dans chacun de ces trois intervalles il y
a seulement deux termes de repliement intervenant dans la somme (2.28). Par conse´-
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quent les conditions de reconstruction parfaite constituent pour chaque intervalle, un
syste`me de trois e´quations avec trois inconnues :
1
MT
(H1(jΩ)F1(jΩ) +H2(jΩ)F2(jΩ) +H3(jΩ)F3(jΩ)) = ce
−jΩd′
1
MT
(
H1(jΩ + j
4π
3T
)F1(jΩ) +H2(jΩ + j
4π
3T
)F2(jΩ) +H3(jΩ + j
4π
3T
)F3(jΩ)
)
= 0
1
MT
(
H1(jΩ + j
2π
3T
)F1(jΩ) +H2(jΩ + j
2π
3T
)F2(jΩ) +H3(jΩ + j
2π
3T
)F3(jΩ)
)
= 0.
(B.1)
pour −π
T
< Ω < − π
3T
. Pour − π
3T
< Ω <
π
3T
on a :

1
MT
(H1(jΩ)F1(jΩ) +H2(jΩ)F2(jΩ) +H3(jΩ)F3(jΩ)) = ce
−jΩd′
1
MT
(
H1(jΩ + j
2π
3T
)F1(jΩ) +H2(jΩ + j
2π
3T
)F2(jΩ) +H3(jΩ + j
2π
3T
)F3(jΩ)
)
= 0
1
MT
(
H1(jΩ− j 2π
3T
)F1(jΩ) +H2(jΩ− j 2π
3T
)F2(jΩ) +H3(jΩ− j 2π
3T
)F3(jΩ)
)
= 0.
(B.2)
Enfin, pour − π
3T
< Ω <
π
3T
on a :

1
MT
(H1(jΩ)F1(jΩ) +H2(jΩ)F2(jΩ) +H3(jΩ)F3(jΩ)) = ce
−jΩd′
1
MT
(
H1(jΩ− j 2π
3T
)F1(jΩ) +H2(jΩ− j 2π
3T
)F2(jΩ) +H3(jΩ− j 2π
3T
)F3(jΩ)
)
= 0
1
MT
(
H1(jΩ− j 4π
3T
)F1(jΩ) +H2(jΩ− j 4π
3T
)F2(jΩ) +H3(jΩ− j 4π
3T
)F3(jΩ)
)
= 0.
(B.3)
Les trois syste`mes d’e´quations (B.1), (B.2) et (B.3) sont pour le cas particulier des
filtres donne´s par (2.43) en mettant s = jΩ :
F1(jΩ) + jΩF2(jΩ)− Ω2F3(jΩ) = cMTe−jΩd′
F1(jΩ) + j(Ω +
4π
3T
)F2(jΩ)− (Ω + 4π
3T
)2F3(jΩ) = 0
F1(jΩ) + j(Ω +
2π
3T
)F2(jΩ)− (Ω + 2π
3T
)2F3(jΩ) = 0
(B.4)
pour −π
T
< Ω < − π
3T
. Pour − π
3T
< Ω <
π
3T
on a :
F1(jΩ) + jΩF2(jΩ)− Ω2F3(jΩ) = cMTe−jΩd′
F1(jΩ) + j(Ω +
2π
3T
)F2(jΩ)− (Ω + 2π
3T
)2F3(jΩ) = 0
F1(jΩ) + j(Ω− 2π
3T
)F2(jΩ)− (Ω− 2π
3T
)2F3(jΩ) = 0.
(B.5)
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Enfin, pour − π
3T
< Ω <
π
3T
on a :
F1(jΩ) + jΩF2(jΩ)− Ω2F3(jΩ) = cMTe−jΩd′
F1(jΩ) + j(Ω− 2π
3T
)F2(jΩ)− (Ω− 2π
3T
)2F3(jΩ) = 0
F1(jΩ) + j(Ω− 4π
3T
)F2(jΩ)− (Ω− 4π
3T
)2F3(jΩ) = 0.
(B.6)
Avec les notations a = 2π/3T et E = cMTe−jΩd
′
les solutions des trois syste`mes
sont :
F1(jΩ) =

E
Ω2 + 3Ωa+ 2a2
2a2
,− π
T
< Ω < − π
3T
−EΩ
2 − a2
a2
,− π
3T
< Ω <
π
3T
E
Ω2 − 3Ωa+ 2a2
2a2
,
π
3T
< Ω <
π
T
(B.7)
F2(jΩ) =

jE
2Ω + 3a
2a2
,− π
T
< Ω < − π
3T
−jE 2Ω
a2
,− π
3T
< Ω <
π
3T
jE
2Ω− 3a
2a2
,
π
3T
< Ω <
π
T
(B.8)
F3(jΩ) =

−E 1
2a2
,− π
T
< Ω < − π
3T
E
1
a2
,− π
3T
< Ω <
π
3T
−E 1
2a2
,
π
3T
< Ω <
π
T
(B.9)
Ensuite, on calcule les transforme´s de Fourier inverses :
fm(t) =
1
2π
∫ pi
T
− pi
T
Fm(jΩ)e
jΩtdΩ (B.10)
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pour m ∈ {1,2,3}. En calculant les inte´grales on obtient :
f1(t) =MTc
sin a(t−d
′)
2
(24 + 3(t− d′)2a2)− sin 3a(t−d′)
2
(8 + (t− d′)2a2)
8π(t− d′)3a2
f2(t) =MTc
3 sin a(t−d
′)
2
− sin 3a(t−d′)
2
π(t− d′)2a2
f3(t) =MTc
3 sin a(t−d
′)
2
− sin 3a(t−d′)
2
2π(t− d′)a2 .
(B.11)
Si on choisit les filtres de synthe`se comme ci-dessus, la sortie sera :
y(t) = cx(t− d). (B.12)
Soit xm(kMT ) le signal de sortie dum-ie`me filtre d’analyse, e´chantillonne´, alors ym(t),
le signal de sortie du m-ie`me filtre de synthe`se est :
ym(t) =
∞∑
k=−∞
xm(kMT )fm(t− kMT ). (B.13)
Soit xmi(kT ) de´fini comme suit :
xmi(kT ) =
 xm(kT ) k =Mr0 k 6=Mr (B.14)
pour r ∈ Z. On de´finit aussi :
ymi(t) =
∞∑
k=−∞
xmi(kT )fm(t− kT ). (B.15)
De la de´finition (B.14) il re´sulte directement que :
ymi(t) = ym(t). (B.16)
Soit fm(n) le filtre nume´rique qui re´sulte en e´chantillonnant la re´ponse impulsionnelle
du m-ie`me filtre de synthe`se avec la pe´riode T :
fm(n) = fm(t)|t=nT . (B.17)
A` la place des filtres de synthe`se analogiques on met maintenant les filtres en temps
discret de´finis en (B.17). La sortie du m-ie`me filtre sera un signal e´chantillonne´ :
ym(n) =
∞∑
k=−∞
xmi(kT )fm(nT − kT ). (B.18)
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On a utilise´ xmi(kT ) (qui est un signal en temps discret de cadence T ) a` la place
de xm(kMT ) (qui est un signal en temps discret de cadence MT ) parce que fm(n)
est un signal en temps discret de cadence T . On peut donc remarquer que le signal
ym(n) en (B.18) est une version e´chantillonne´e du signal ymi(t) en (B.13). Mais on
a vu (B.16) que ymi(t) = ym(t). Donc ym(n) est une version e´chantillonne´e du signal
ym(t). Tenant compte du fait que :
y(t) =
M∑
m=1
ym(t) (B.19)
et
y(nT ) =
M∑
m=1
ym(n) (B.20)
on peut affirmer que, si on met a` la place des filtres de synthe`se a` temps continu,
leurs versions a` temps discret (B.17), la sortie repre´sente le signal y(t) e´chantillonne´.
Le banc de filtres analogique, initial e´tant a` reconstruction parfaite, le banc hybride
de´rive´ sera lui aussi a` reconstruction parfaite (dans l’hypothe`se que le signal d’entre´e
est de bande limite´e). Donc, on peut obtenir ainsi un banc de filtres hybride a` temps
continu. Les re´ponses impulsionnelles des filtres nume´riques sont donc :
f1(n) =Mc
sin a
′(n−d)
2
(24 + 3(n− d)2a′2)
8π(n− d)3a′2
f2(n) =MTc
3 sin a
′(n−d)
2
π(n− d)2a′2
f3(n) =MT
2c
3 sin a
′(n−d)
2
2π(n− d)a′2
(B.21)
ou` a′ = 2π/3 et d = d′/T .
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Annexe C
Calcul du SFDR pour un banc de
filtres hybride a` temps continu
Les valeurs du SFDR pour les cas des structures a` entrelacement temporel et
pour les BFH a` temps discret ont e´te´ calcule´es dans [90]. Dans cette annexe on
montre que les valeurs trouve´es dans le cas des BFH a` temps discret, peuvent aussi
s’appliquer pour les BFH a` temps continu. Pour calculer le SFDR d’un convertisseur
analogique/nume´rique on applique a` son entre´e un signal sinuso¨ıdal :
x(t) = S0 cos(2πF0t). (C.1)
En analysant le spectre de sa sortie, on va observer une raie spectrale sur la fre´quence
du signal d’entre´e, F0 (le signal utile). On va e´galement observer des raies sur d’autres
fre´quences et du bruit de quantification et provenant d’autres sources. Le SFDR se
de´finit ([80], [90]) comme la moyenne quadratique de l’amplitude de la composante
sur F0 sur le maximum des moyennes quadratiques des autres amplitudes des raies
parasites. On a vu dans le paragraphe 2.3.1 que, dans le cas d’un BFH a` temps
continu, le spectre de sa sortie est :
Y (ejω) =
1
T
M−1∑
p=−(M−1)
X
(
j
(
Ω− 2πp
MT
))
Tˆp(e
jω) +
M∑
m=1
Fm(e
jω)Bm(e
jωM) (C.2)
ou` Tˆp(e
jω) est :
Tˆp(e
jω) =
1
M
M∑
m=1
Am(e
jωM)Fm(e
jω)Hm
(
j
(
Ω− 2πp
MT
))
(C.3)
134
C.1. Erreurs de gain et de phase
et
ω = ΩT.
Les fonctions Am(e
jω) et Bm(e
jω) sont donne´es par (2.45) et (2.49) et mode´lisent
les erreurs de gain, de phase et de de´calage. Comme am(n) sont nume´riques, leurs
transforme´es de Fourier sont pe´riodiques en pulsation, de pe´riode 2π/MT , ou, en
pulsation normalise´e, 2π. Alors, on peut e´crire la relation (2.45) :
Am(e
jω) = T F{am(n)} = (1 + a˜m)e−j(ω mod 2pi)dm (C.4)
ou` a˜m est l’erreur de gain sur la branche m et dm repre´sente l’erreur de phase. L’utili-
sation de la fonction modulo en (C.4) est faite pour mettre en e´vidence la pe´riodicite´
de la fonction de transfert Am(e
jω) avec la pe´riode 2π. Cette mise en e´vidence de la
pe´riodicite´ de la fonction Am(e
jω) est ne´cessaire pour des de´veloppements ulte´rieurs.
C.1 Erreurs de gain et de phase
On conside`re d’abord que les erreurs de de´calage sont nulles et on s’inte´resse aux
erreurs de gain et de phase. En regardant l’e´quation (C.2) il est clair que, en dehors du
signal sur f0, la sortie aura des signaux sur les pulsations de repliement ±2πf0+ 2πp
M
,
ou` f0 = F0T et p ∈ {−(M − 1),...,M − 1}\{0}. La transforme´e de Fourier du signal
d’entre´e e´tant :
X(jΩ) = F{x(t)} = S0π [δ(Ω− Ω0) + δ(Ω + Ω0)] (C.5)
la transforme´e de Fourier de la sortie sera :
Y (ejω) =
1
T
M−1∑
p=−(M−1)
S0π
[
δ(Ω− Ω0 + 2πp
MT
) + δ(Ω + Ω0 +
2πp
MT
)
]
Tˆp(e
jω). (C.6)
Donc, le spectre de sortie est compose´ d’une raie utile sur la fre´quence normalise´e f0
(le terme pour p = 0) et des raies parasites sur les pulsations normalise´es
ωp = ±2πf0 + 2πp
M
(C.7)
pour p ∈ {−(M −1),...,M −1}\{0}. Alors, tenant compte de la de´finition du SFDR,
on peut e´crire :
SFDR =
E
{∣∣∣Tˆ0(ejω)∣∣∣2
ω=ω0
}
max
ωp
{
E
{∣∣∣Tˆp(ejω)∣∣∣2
ω=ωp
}} ∣∣∣∣
p∈{−(M−1),...,M−1}\{0}
. (C.8)
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On calcule tout d’abord E
{∣∣∣Tˆp(ejω)∣∣∣2}:
E
{∣∣∣Tˆp(ejω)∣∣∣2} =
= E
{
1
M2
M∑
m=1
M∑
k=1
[
Hk
(
j
(
Ω− 2πp
MT
))
H∗m
(
j
(
Ω− 2πp
MT
))
Fk(e
jω)F ∗m(e
jω)Ak(e
jωM)A∗m(e
jωM)
]}
.
(C.9)
Avec l’e´quation (C.4) on a :
E
{∣∣∣Tˆp(ejω)∣∣∣2} =
=
1
M2
M∑
m=1
M∑
k=1
[
Hk
(
j
(
Ω− 2πp
MT
))
H∗m
(
j
(
Ω− 2πp
MT
))
Fk(e
jω)F ∗m(e
jω)·
· (1 + E{a˜k}+ E{a˜∗m}+ E{a˜ka˜∗m}) E
{
ej(ωM mod 2pi)(dm−dk)
} ]
.
(C.10)
Mais les erreurs de gain sur les voies sont suppose´es ale´atoires de moyenne nulle et
variance E{a˜2}, inde´pendantes et identiquement distribue´es. Cette supposition est
vraie surtout dans le cas des technologies des composants discrets. Pour les circuits
inte´gre´s, cette supposition n’est plus vraie mais, pour avoir une ide´e de l’influence des
BFH sur les erreurs d’appariement on va accepter cette approximation. Dans ce cas,
l’e´quation (C.10) devient :
E
{∣∣∣Tˆp(ejω)∣∣∣2} =
=
1
M2
M∑
m=1
M∑
k=1
Hk
(
j
(
Ω− 2πp
MT
))
H∗m
(
j
(
Ω− 2πp
MT
))
Fk(e
jω)F ∗m(e
jω)·
· (1 + E{a˜ka˜∗m}) E
{
ej(ωM mod 2pi)(dm−dk)
}
.
(C.11)
On peut mettre (C.11) sous la forme :
E
{∣∣∣Tˆp(ejω)∣∣∣2} = 1
M2
M∑
m=1
(1 + E{a˜2})|Fm(ejω)|2
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2+
+
1
M2
M∑
m=1
M∑
k=1
k 6=m
Hk
(
j
(
Ω− 2πp
MT
))
H∗m
(
j
(
Ω− 2πp
MT
))
Fk(e
jω)F ∗m(e
jω)E
{
ej(ωM mod 2pi)(dm−dk)
}
(C.12)
Il est facile a` montrer que E
{
ej(ωM mod 2pi)(dm−dk)
}
ne de´pend pas de m et k parce
que les variables dm, m ∈ {1,...,M} sont identiquement distribue´es. Donc on peut
le sortir en facteur commun. Comme E
{∣∣∣Tˆp(ejω)∣∣∣2} est un re´el et on va voir que
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M∑
m=1
M∑
k=1
k 6=m
Hk
(
j
(
Ω− 2πp
MT
))
H∗m
(
j
(
Ω− 2πp
MT
))
Fk(e
jω)F ∗m(e
jω) est aussi un nombre re´el,
on peut e´crire :
E
{∣∣∣Tˆp(ejω)∣∣∣2} = 1
M2
M∑
m=1
(1 + E{a˜2})|Fm(ejω)|2
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2+
+
1
M2
E {cos((ωM mod 2π)(dm − dk))} ·
·
M∑
m=1
M∑
k=1
k 6=m
Hk
(
j
(
Ω− 2πp
MT
))
H∗m
(
j
(
Ω− 2πp
MT
))
Fk(e
jω)F ∗m(e
jω).
(C.13)
Mais, pour v << 1, en de´veloppant cos v en se´rie de McLaurin et en gardant les deux
premiers termes, on a :
cos v = 1− v
2
2
. (C.14)
Mais les erreurs de phase sont suppose´es ale´atoire de moyenne nulle et de variance
E{d2}. Par ailleurs elles sont inde´pendantes et identiquement distribue´es (dans une
premie`re approximation). Comme dm sont petits, on peut e´crire ωM(dm − dk) << 1
et l’expression (C.13) devient :
E
{∣∣∣Tˆp(ejω)∣∣∣2} = 1
M2
M∑
m=1
(1 + E{a˜2})|Fm(ejω)|2
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2+
+
1
M2
M∑
m=1
M∑
k=1
k 6=m
Hk
(
j
(
Ω− 2πp
MT
))
H∗m
(
j
(
Ω− 2πp
MT
))
Fk(e
jω)F ∗m(e
jω)
︸ ︷︷ ︸
D
·
·(1− (ωM mod 2π)2E{d2}).
(C.15)
Pour calculer le terme note´ avec D dans l’e´quation (C.15) on part de l’expression
qui donne les fonctions de repliement et de distorsion(2.27) et on calcule |Tp(ejω)|2 :
|Tp(ejω)|2 = 1
M2
M∑
m=1
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2 ∣∣Fm(ejω)∣∣2 +D. (C.16)
Le BFH conside´re´ sans les imperfections est suppose´ avoir la proprie´te´ de reconstruc-
tion parfaite. Donc, utilisant l’e´quation (2.35) on peut e´crire :
|Tp(ejω)|2 =
c
2 ,p = 0
0 ,p ∈ {−(M − 1),...,M − 1}\{0}.
(C.17)
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Enfin, en utilisant les e´quations (C.16) et (C.17), on peut e´crire l’e´quation (C.15)
pour les diffe´rentes valeurs de p comme suit :
• Pour p ∈ {−(M − 1),...,M − 1}\{0} :
E
{∣∣∣Tˆp(ejω)∣∣∣2} =
=
1
M2
(
(ωM mod 2π)2E{d2}+ E{a˜2}) M∑
m=1
|Fm(ejω)|2
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2 .
(C.18)
• Pour p = 0 :
E
{∣∣∣Tˆ0(ejω)∣∣∣2} = 1
M2
(1 + E{a˜2})
M∑
m=1
|Fm(ejω)|2 |Hm(jΩ)|2+
+(1− (ωM mod 2π)2E{d2})
(
c2 − 1
M2
M∑
m=1
|Hm(jΩ)|2
∣∣Fm(ejω)∣∣2
)
.
(C.19)
En ge´ne´ral on conside`re un BFH pour lequel, s’il n’y a pas d’erreurs de distorsion
et de repliement, la sortie est l’entre´e e´chantillonne´e et retarde´e. Donc on va
conside´rer par la suite c = 1. Comme les variances des erreurs de gain et de
de´calage sont tre`s petites :
E{a˜2} << 1
(ωM mod 2π)2E{d2} << 1
on a :
E
{∣∣∣Tˆ0(ejω)∣∣∣2} ≃ 1. (C.20)
Pour pouvoir calculer les valeurs du SFDR pour le cas d’un BFH a` temps continu,
quelques hypothe`ses sont ne´cessaires en ce qui concerne les caracte´ristiques d’ampli-
tude des filtres. On suppose donc que le module des filtres a la forme suivante :
|Hm(jΩ)| =

√
M ,|Ω| ∈
(
(m− 1)π
MT
+ ǫ,
mπ
MT
− ǫ
)
BT ,|Ω| ∈
(m− 1)πMT − ǫ︸ ︷︷ ︸
Ωmin(m)
,
(m− 1)π
MT
+ ǫ
 ∪
mπMT − ǫ, mπMT + ǫ︸ ︷︷ ︸
ΩMax(m)

h′ , sinon
(C.21)
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|Fm(ejω)| =

√
M , |ω|
T
∈
(
(m− 1)π
MT
+ ǫ,
mπ
MT
− ǫ
)
BT , |ω|
T
∈
(
(m− 1)π
MT
− ǫ,(m− 1)π
MT
+ ǫ
)
∪
(mπ
MT
− ǫ, mπ
MT
+ ǫ
)
h′ , sinon
(C.22)
pour m ∈ {2,...,M} et pour m = 1 :
|H1(jΩ)| =

√
M ,|Ω| ∈
(
0,
π
MT
− ǫ
)
BT ,|Ω| ∈
( π
MT
− ǫ, π
MT
+ ǫ
)
h′ , sinon
(C.23)
|F1(ejω)| =

√
M , |ω|
T
∈
(
0,
π
MT
− ǫ
)
BT , |ω|
T
∈
( π
MT
− ǫ, π
MT
+ ǫ
)
h′ , sinon.
(C.24)
Dans les e´quations (C.21), (C.22), (C.23) et (C.24) « BT » symbolise la bande de
transition dans laquelle, le module des filtres diminue de la valeur dans la bande
passante jusqu’a` la valeur en bande coupe´e. On conside`re que ǫ <<
π
MT
. h′ est
l’atte´nuation dans la bande coupe´e. On suppose qu’au milieu des bandes de transition
se trouvent les fre´quences de coupure (3 dB) :∣∣∣Hm(j mπ
MT
)
∣∣∣ = ∣∣∣∣Hm(j (m− 1)πMT )
∣∣∣∣ =
√
M√
2
(C.25)
∣∣∣Fm(jmπ
M
)
∣∣∣ = ∣∣∣∣Fm(j (m− 1)πM )
∣∣∣∣ =
√
M√
2
(C.26)
pour m ∈ {2,...,M}.
Avec ces hypothe`ses concernant les caracte´ristiques d’amplitude des filtres on peut
calculer le SFDR dans le cas du BFH a` temps continu affecte´ par les erreurs des
convertisseurs de branche.
Erreurs de gain
Maintenant, on conside`re qu’il y a uniquement les erreurs de gain (les erreurs
de phase et de de´calage sont nulles - E{d2} = E{b2} = 0). Alors, l’e´quation (C.18)
devient :
E
{∣∣∣Tˆp(ejω)∣∣∣2} = 1
M2
E{a˜2}
M∑
m=1
|Fm(ejω)|2
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2 . (C.27)
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On a vu en (C.8) que, pour calculer le SFDR, on doit estimer E
{∣∣∣Tˆp(ejω)∣∣∣2} aux
pulsations parasites ωp. Si une des fre´quences parasites se trouve dans une des bandes
de transition, le SFDR est minimum, parce que l’atte´nuation des filtres est faible.
En effet, si par exemple ωp =
kπ
M
pour un certain k ∈ {−(M − 1),...,M − 1}\{0} :
E
{∣∣∣Tˆp(ej kpiM )∣∣∣2} = 1
M2
E{a˜2}
M∑
m=1
|Fm(ej kpiM )|2
∣∣∣∣Hm(j( kπMT − 2πpMT ))
∣∣∣∣2 . (C.28)
On e´tudie maintenant la somme en (C.28). Pour voir les termes qui ont des contri-
butions non-ne´gligeables, on suppose que h′ = 0. |Fm(ej kpiM )|2 est diffe´rent de ze´ro si
m = |k| ou m = |k| + 1. En re´alite´, h′ 6= 0, mais si on choisit les filtres telles que h′
soit tre`s petit, les autres termes vont eˆtre tre`s petits par rapport aux termes m = |k|
ou m = |k| + 1. Alors, on va limiter notre analyse a` seuls ces deux termes. Donc, on
peut e´crire :
E
{∣∣∣Tˆp(ej kpiM )∣∣∣2} =
=
1
M2
E{a˜2}
(
|F|k|(ej kpiM )|2
∣∣∣∣H|k|(j( kπMT − 2πpMT ))
∣∣∣∣2 +
+|F|k|+1(ej kpiM )|2
∣∣∣∣H|k|+1(j( kπMT − 2πpMT ))
∣∣∣∣2
)
.
(C.29)
Pour que la somme en (C.29) soit diffe´rente de ze´ro, il faut qu’au moins un des
termes
∣∣∣∣H|k|(j( kπMT − 2πpMT ))
∣∣∣∣ et ∣∣∣∣H|k|+1(j( kπMT − 2πpMT ))
∣∣∣∣ soit diffe´rent de ze´ro.
Ceci arrive quand :
−ΩMax(|k|) < k − 2p
MT
π < −Ωmin(|k|)
ou
−ΩMax(|k|+ 1) < k − 2p
MT
π < −Ωmin(|k|+ 1)
(C.30)
pour k > 1, ou : 
Ωmin(|k|) < k − 2p
MT
π < ΩMax(|k|)
ou
Ωmin(|k|+ 1) < k − 2p
MT
π < ΩMax(|k|+ 1)
(C.31)
pour k < −1. Mais on a suppose´ que MT
π
ǫ << 1, donc la seule solution possible est
p = k.
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Pour k = 1, |F1(ej piM )|2 et |F2(ej piM )|2 sont diffe´rentes de ze´ro et
∣∣∣∣H1(j( πMT − 2πpMT ))
∣∣∣∣
et
∣∣∣∣H2(j( πMT − 2πpMT ))
∣∣∣∣ sont diffe´rentes de ze´ros si p = 1. Et, de la meˆme manie`re,
pour k = −1 on doit avoir p = −1.
Donc, si la pulsation du signal de repliement est ωp =
kπ
M
pour un certain k ∈
{−(M − 1),...,M − 1}\{0},
∣∣∣Tˆp(ej kpiM )∣∣∣2 aura deux termes diffe´rents de ze´ro si p = k.
Ces termes correspondent a` m = |k| et m = |k| + 1. On peut aussi remarquer que si
ωp =
kπ
M
est la pulsation d’un signal de repliement il y aura aussi une raie spectrale
sur ωp = −kπ
M
. Donc
∣∣∣Tˆk(ej kpiM )∣∣∣2 mais aussi ∣∣∣Tˆ−k(ej kpiM )∣∣∣2 auront deux termes diffe´rents
de ze´ro. On peut e´crire (C.29) :
E
{∣∣∣Tˆk(ej kpiM )∣∣∣2} =
=
1
M2
E{a˜2}
(
|F|k|(ej kpiM )|2
∣∣∣∣H|k|(j( kπMT − 2πkMT ))
∣∣∣∣2 +
+|F|k|+1(ej kpiM )|2
∣∣∣∣H|k|+1(j( kπMT − 2πkMT ))
∣∣∣∣2
)
=
=
1
M2
E{a˜2}2
(√
M√
2
)2(√
M√
2
)2
.
(C.32)
On peut finalement e´crire les erreurs maximales de gain pour un BFH a` temps continu :
E
{∣∣∣Tˆk(ej kpiM )∣∣∣2} = E{a˜2}
2
. (C.33)
Utilisant les expressions (C.8), (C.20) et (C.33) on trouve le SFDR minimum pour
un BFH affecte´ par des erreurs de gain dans les convertisseurs analogique/nume´rique
de branche:
SFDRBFHmin =
2
E{a˜2} . (C.34)
Comme on a vu, il est de´duit dans la situtation la plus de´favorable, quand un des
signaux de repliement tombe dans une bande de transition des filtres composant le
banc. Une situation plus probable arrive quand la fre´quence du signal de repliement
est situe´e dans une des bandes passantes des filtres du banc :
ωp
T
∈
(
(k − 1)π
MT
+ ǫ,
kπ
MT
− ǫ
)
(C.35)
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pour k ∈ {1,...,M}. On e´crit alors :
E
{∣∣∣Tˆp(ejω)∣∣∣2} = 1
M2
E{a˜2}
M∑
m=1
|Fm(ejωp)|2
∣∣∣∣Hm(j(ωpT − 2πpMT ))
∣∣∣∣2
=
1
M2
E{a˜2}
(
|Fk(ejωp)|2
∣∣∣∣Hk(j(ωpT − 2πpMT ))
∣∣∣∣2+
+
M∑
m=1
m6=k
|Fm(ejωp)|2
∣∣∣∣Hm(j(ωpT − 2πpMT ))
∣∣∣∣2

(C.36)
pour p ∈ {−(M − 1),...,M − 1}\{0}. Tenant compte du fait que p 6= 0 on peut e´crire
le premier terme de la dernie`re somme dans l’e´quation ci-dessus :
|Fk(ejωp)|2
∣∣∣∣Hk(j(ωpT − 2πpMT ))
∣∣∣∣2 =Mh′2. (C.37)
Pour calculer le reste de la somme, on remarque que si
ωp
T
est dans l’une des bandes
passantes des filtres, Ω0 = 2πF0 est aussi dans l’une des bandes passantes des filtres.
Et comme
ωp
T
− 2πp
MT
= ±Ω0 (C.38)
il existe un unique m ∈ {1,...,M}, m 6= k pour lequel :∣∣∣∣Hm(j(ωpT − 2πpMT ))
∣∣∣∣ = |Hm(±jΩ0)| = √M.
Pour cette valeur de m, on a :
|Fm(ejωp)| = h′
puisque m 6= k. On peut donc e´crire :
E
{∣∣∣Tˆp(ejω)∣∣∣2} = 1
M2
E{a˜2}2Mh′2 = 2E{a˜2}h2 (C.39)
ou` h est de´fini comme le rapport entre l’atte´nuation dans la bande coupe´e et l’atte´-
nuation dans la bande passante pour les deux cas (le cas des filtres d’analyse et le cas
des filtres de synthe`se) :
h =
h′√
M
. (C.40)
Alors, tenant compte des e´quations (C.20), (C.39) et (C.8) on peut calculer le SFDR
typique pour un BFH a` temps continu en pre´sence des erreurs de gain sur les conver-
tisseurs analogique/nume´rique de branche :
SFDRBFHtypique =
1
2E{a˜2}h2 . (C.41)
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C.1. Erreurs de gain et de phase
Plus l’atte´nuation des filtres est grande, plus p est petit, donc le SFDR prend de
bonnes valeurs.
Pour un CAN re´alise´ avec une structure a` entrelacement temporel, le SFDR est
[90] :
SFDRET =
M
E{a˜2} . (C.42)
Erreurs de phase
Maintenant on conside`re que les erreurs de gain et de de´calage sont nulles et on a
uniquement les erreurs de phase E{a˜2} = E{b2} = 0 :
E
{∣∣∣Tˆp(ejω)∣∣∣2} =
=
1
M2
(ωM mod 2π)2E{d2}
M∑
m=1
|Fm(ejω)|2
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2 . (C.43)
Comme on l’a vu dans le paragraphe pre´ce´dent, le terme |Fm(ejω)|2
∣∣∣∣Hm(j(Ω− 2πpMT ))
∣∣∣∣2
prend ses plus grandes valeurs dans les bandes de transition des filtres. Donc, si un
des signaux de repliement « tombe » dans une de ces bandes (ωp =
kπ
M
et que, de
plus, k est impaire auquel cas ωM mod 2π prend sa valeur maximale (π) le SFDR
prend sa valeur minimale. Avec un calcul similaire que dans le paragraphe pre´ce´dent
et tenant compte de (C.43) on obtient :
E
{∣∣∣Tˆk(ej kpiM )∣∣∣2} = 1
M2
E{d2}π22
(√
M√
2
)2(√
M√
2
)2
=
1
2
π2E{d2}. (C.44)
A` l’aide des e´quations (C.8), (C.20) et (C.44) on trouve l’expression du SFDR mini-
mum dans le cas d’un BFH affecte´ par les erreurs de phase des convertisseurs analo-
gique/nume´rique de branche :
SFDRBFHmin =
2
π2E{d2} . (C.45)
Dans les meˆmes conditions, le SFDR pour un CAN a` entrelacement temporel est
[90] :
SFDRETmin =
M
π2E{d2} . (C.46)
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C.2. Erreurs de de´calage
De nouveau, une situation plus probable est quand les signaux parasites de re-
pliement ne « tombent » pas dans les bandes de transition des filtres mais dans les
bandes passantes. Par exemple, si les pulsations des signaux parasites sont de type
ωp =
(2k + 1)π
2M
avec |k| < 2M − 1
2
, apre`s un calcul similaire que celui du paragraphe
pre´ce´dent on trouve :
E
{∣∣∣Tˆp(ej kpiM )∣∣∣2} = 1
M2
E{d2}π
2
4
2M2h2 = E{d2}π
2
2
h2. (C.47)
Et, conside´rant les e´quations (C.8), (C.20) et (C.47), on obtient la valeur typique
du SFDR dans le cas d’un BFH affecte´ par les erreurs de phase des convertisseurs
analogique/nume´rique de branche :
SFDRBFHtypique =
2
h2π2E{d2} . (C.48)
De nouveau on peut remarquer que, tenant compte que h est le rapport entre l’at-
te´nuation des filtres dans la bande coupe´e et l’atte´nuation des filtres dans la bande
passante, plus l’atte´nuation des filtres est grande, la valeur typique du SFDR est
meilleure.
La valeur typique pour un syste`me a` entrelacement temporel, obtenue dans les
meˆmes conditions (c’est-a`-dire les pulsations des signaux parasites sont de type ωp =
(2k + 1)π
2M
avec |k| < 2M − 1
2
) est [90] :
SFDRETtypique =
4M
π2E{d2} . (C.49)
C.2 Erreurs de de´calage
Dans cette section on ne va conside´rer que les erreurs de de´calage - E{a˜2} =
E{d2} = 0. On conside`re par ailleurs que le banc de filtres est a` reconstruction parfaite,
donc les fonctions de repliement Tp(e
jω) pour p 6= 0 sont nulles. Dans ces conditions,
l’e´quation (2.53) devient :
Y (ejω) = X (jΩ)T0(e
jω) +
M∑
m=1
Fm(e
jω)Bm(e
jωM). (C.50)
Avec l’e´quation (2.48) on a :
Y (ejω) = X (jΩ)T0(e
jω) +
M∑
m=1
Fm(e
jω)
2π
MT
bm
∞∑
p=−∞
δ(Ω− 2πp
MT
). (C.51)
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C.2. Erreurs de de´calage
Donc, il y aura des raies parasites sur les pulsations ΩpCC =
2πp
MT
, pour
p ∈
{
−
⌈
M
2
+ 1
⌉
,...,
⌊
M
2
− 1
⌋}
. Pour calculer le SFDR on doit e´valuer :
E

∣∣∣∣∣
M∑
m=1
Fm(e
jω)Bm(e
jωM)
∣∣∣∣∣
2
 = 4π2(MT )2E{b2}
∞∑
p=−∞
M∑
m=1
∣∣Fm(ejω)∣∣2 δ(Ω− 2πp
MT
).
(C.52)
On a suppose´ les erreurs de de´calage ale´atoires, inde´pendantes et identiquement dis-
tribue´es. En e´valuant la quantite´ ci-dessus a` une pulsation particulie`re, Ω = ΩpCC on
a :
E

∣∣∣∣∣
M∑
m=1
Fm(e
jω)Bm(e
jωM)
∣∣∣∣∣
2
 = 4π2(MT )2E{b2}
(√M√
2
)2
+
(√
M√
2
)2 δ(Ω− 2πp
MT
)=
=
4π2
MT 2
E{b2}δ(Ω− 2πp
MT
).
(C.53)
On suppose que la constante c = 1 dans les conditions de reconstruction parfaite
(2.35) et que l’amplitude du signal d’entre´e en (C.1) est S0 =
1√
M
pour que l’am-
plitude de la sinuso¨ıde soit 1 a` l’entre´e des convertisseurs analogique/nume´rique. Le
spectre du signal d’entre´e est donne´ en (C.5). Le SFDR est de´fini en (A.3) comme le
rapport entre la moyenne quadratique de l’amplitude du signal sur F0 et la moyenne
quadratique des amplitudes des signaux sur des fre´quences parasites. Donc on peut
e´crire a` partir de (C.5), (C.53) :
SFDRBFH =
(
π√
MT
)2
4π2
MT 2
E{b2}
. (C.54)
Donc le SFDR pour un BFH a` temps continu contenant des convertisseurs analo-
gique/nume´rique de branche affecte´s par des erreurs de de´calage est :
SFDRBFH =
1
4E{b2} . (C.55)
On remarque donc, que le SFDR dans ce cas est constant par rapport au nombre de
voies ou a` l’atte´nuation des filtres.
Pour un CAN imple´mente´ en structure a` entrelacement temporel, le SFDR est
[90] :
SFDRET =
M
4E{b2} . (C.56)
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Annexe D
Caracte´ristiques des bancs
d’analyse utilise´s pour les
simulations
Cette annexe de´crit pourquoi et comment ont e´te´ choisis les filtres d’analyse.
Chaque banc d’analyse est compose´ de re´sonateurs avec e´ventuellement un filtre passe-
bas du premier ordre. Pour chacun, on donne les caracte´ristiques des filtres a` savoir
leur nombre (M), leur facteur de qualite´ ou leur largeur de bande et la re`gle qui
permet d’obtenir leur fre´quence de re´sonance. On repre´sente le module des fonctions
de transfert dans la bande utile.
Rappelons la fonction de transfert retenue pour mode´liser les re´sonateurs :
Hm(s) =
Ωm
Qm
s
s2 +
Ωm
Qm
s+ Ω2m
(D.1)
ou` Ωm est la pulsation de re´sonance du re´sonateur et Qm son facteur de qualite´ (ou
coefficient de surtension). Pour les filtres passe-bas, le fonction de transfert est :
H1(s) =
Ω1
s+ Ω1
(D.2)
Remarque : Les signaux et les coefficients des filtres e´tant re´els, on ne conside`re
que les fre´quences positives. De plus, on utilise dans la suite les pulsations normalise´es
par rapport a` la fre´quence d’e´chantillonnage du signal de sortie du BFH, soit ω = ΩT .
De manie`re ge´ne´rale, selon le principe des BFHs, le roˆle des filtres d’analyse est
d’effectuer une de´composition fre´quentielle du signal. Pour cela, nous de´finissons le
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module global du banc d’analyse comme maxm |Hm(jΩ)|. Il faudrait intuitivement que
l’ondulation de ce module soit minimale. Ceci va en faveur d’une re´partition line´aire
des filtres quand ceux-ci ont une largeur fre´quentielle constante ou logarithmique
quand ceux-ci ont un facteur de qualite´ constant. De plus, les filtres analogiques
offrent un rapport signal sur bruit limite´. Par conse´quent, l’optimisation du rapport
signal sur bruit en sortie du banc d’analyse va dans le sens d’une re´partition line´aire
(ou logarithmique selon le cas) des fre´quences centrales.
Caracte´ristiques du banc d’analyse « Banc1 »
Le premier banc d’analyse « Banc1 » est un banc a` 8 voies de type passe-bas,
donc couvrant la bande normalise´e [0,π]. Ce banc est constitue´ de sept re´sonateurs
et d’un filtre passe-bas du premier ordre pour recouvrir les fre´quences proches de
0. Les largeurs de bande des re´sonateurs ont e´te´ choisies identiques (soit π/8). Les
fre´quences centrales des re´sonateurs ont e´te´ re´parties line´airement entre 0 et π selon
la re`gle suivante :
ωm =
(2m− 1)π
16
pour m=2,...,8 (D.3)
La fre´quence de coupure du filtre passe-bas H0(s) vaut π/8.
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Fig. D.1 – Module des fonctions de transfert des filtres du banc d’analyse « Banc1 »
Caracte´ristiques du banc d’analyse « Banc2 »
Le deuxie`me banc d’analyse « Banc2 » est un banc de type passe-bas a` M =
8 voies. Cette fois, les re´sonateurs ont un facteur de qualite´ identique Q = 2. La
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fre´quence de re´sonance du dernier re´sonateur H8(s) vaut 8π/9. Les autres fre´quences
sont telles que :
ωm =
ω8
1.15M−m
pour m=2,...,7 (D.4)
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Fig. D.2 – Module des fonctions de transfert des filtres du banc d’analyse « Banc2 »
Caracte´ristiques du banc d’analyse « Banc3 »
Le troisie`me banc d’analyse « Banc3 » est un banc de type passe-bas a` M = 4
voies. Le facteur de qualite´ des re´sonateurs est Q=5. La fre´quence de coupure du filtre
passe-bas est a` ω0 = π/4. Les fre´quences de re´sonance des re´sonateurs sont telles que :
ωm = ω0(1.7)
m−1 pour m=2,3,4 (D.5)
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Fig. D.3 – Module des fonctions de transfert des filtres du banc d’analyse passe-bas «
Banc3 »
Caracte´ristiques du banc d’analyse « Banc4 »
Le quatrie`me banc d’analyse « Banc4 » est un banc de type passe-bande a` M =
4 voies, sur la bande [4π,5π]. Il est constitue´ de quatre re´sonateurs de facteur de
qualite´ identique (Q = 11). Les fre´quences centrales des re´sonateurs ont e´te´ re´parties
uniforme´ment sur une e´chelle logarithmique. La fre´quence centrale du premier filtre est
ω1 = 4π rad/s. Le quatrie`me filtre a e´te´ place´ a` l’autre extre´mite´ de la bande, ω4 = 5π
rad/s. Les deux autres fre´quences se de´duisent par la re`gle : ωm = ωm−1.(ω4/ω1)
1/3.
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Fig. D.4 – Module des fonctions de transfert des filtres du banc d’analyse passe-bande «
Banc4 »
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Abbre´viations et notations
Nous pre´sentons ci-apre`s les abbre´viations rencontre´es dans le manuscrit et les
notations les plus souvent utilise´es.
AC Approximation Continue
AGMC Approximation Globale aux Moindres Carre´ees
ALMC Approximation Locale aux Moindres Carre´es
BFH Banc de Filtres Hybrides
CAN Convertisseur Analogique Nume´rique
CDMA Code Division Multiple Access
ET Entrelacement Temporel
GSM Global System for Mobile Communications
RII Re´ponse Impulsionnelle Infinie
OFDM Orthogonal Frequency Division Multiplexing
RIF Re´ponse Impulsionnelle Finie
UMTS Universal Mobile Telecommunication System
SNR Rapport Signal sur Bruit
SFDR Spurious Free Dynamic Range
UWB Ultra Wide Band
TFI Transforme´e de Fourier Inverse
AT Repre´sente la matrice transpose´e de A
a∗ Repre´sente le conjugue´ de a
A† Repre´sente la matrice transpose´e et conjugue´e de A
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am(n) Re´ponse impulsionnelle de la fonction de transfert du CAN de la branche m
a˜m Erreur de gain du CAN sur la voie m
bm(n) De´calage du convertisseur de la branche m
δ(Ω) Distribution Dirac
ηS Facteur de sur-e´chantillonnage (lors de la synthe`se du BFH)
ηX Facteur de sur-e´chantillonnage (simple sur-e´chantillonnage du signal d’entre´e)
d Retard introduit par le BFH
dm Erreur de phase de l’e´chantillonneur sur la voie m
E{x} Moyenne statistique de la variable ale´atoire x
f
(m)
n Re´ponse impulsionnelle du m-e`me filtre de synthe`se du BFH
Fm(z) Fonctions de transfert des filtres de synthe`se pour un banc de filtres discret
Fm(e
jω) Fonctions de transfert des filtres de synthe`se pour un BFH
Hm(z) Fonctions de transfert des filtres d’analyse pour un banc de filtres discret
Hm(s) Fonctions de transfert des filtres d’analyse pour un BFH
m Indice repre´sentant une voie d’un BFH
M Nombre de voies d’un BFH
ω Pulsation du signal discret
Ω Pulsation signal continu
qm Quantificateur se trouvant sur la voie m d’un BFH
x(t) Signal continu a` e´chantillonner
y(n) Signal de sortie du BFH
T Pe´riode d’e´chantillonnage du signal continu x(t)
T0(e
jω) Fonction de distorsion
Tp(e
jω) Fonction de repliement d’ordre p, pour p 6= 0
Z L’ensemble des nombres entiers
R L’ensemble des nombres re´els
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Re´sume´
Ce travail avait pour objectif d’e´tudier un dispositif qui, pour une cadence d’e´chan-
tillonnage donne´e, permette d’e´largir la bande de fre´quence de conversion analo-
gique/nume´rique. L’orientation choisie est celle des structures paralle`les et en par-
ticulier des bancs de filtres hybrides (BFH). Nous avons propose´ certaines me´thodes
de synthe`se des BFH. Leur particularite´ est qu’elles prennent en compte les contraintes
de re´alisation des filtres analogiques. Diverses ame´liorations de ces me´thodes en par-
ticulier leur optimisation vis-a`-vis de certains parame`tres ont e´te´ propose´es. Le bruit
de quantification a e´te´ e´tudie´ et nous avons montre´ par un calcul the´orique mais aussi
en simulation l’influence sur la sortie du bruit de quantification du quantificateur de
chaque voie. Ensuite, nous avons e´tudie´ les effets de la quantification des coefficients
des filtres de synthe`se. Une formule the´orique qui estime le bruit introduit par la quan-
tification de ces coefficients a e´te´ de´duite. Des simulations qui confirment la validite´
de cette formule ont e´te´ effectue´es. Le caracte`re hybride des bancs de filtres e´tudie´s
implique des proble`mes spe´cifiques lie´s a` l’imple´mentation analogique. Nous avons
ainsi montre´ que de tre`s petites variations des valeurs des composants analogiques
par rapport aux valeurs nominales obtenues apre`s la synthe`se de´te´riorent gravement
les performances du banc de filtres. Nous avons alors propose´ une solution originale
a` ce proble`me. Il s’agit d’une calibration du banc de filtres apre`s re´alisation.
Mots cle´s
Conversion analogique/nume´rique - Bancs de filtres hybrides - Bruit de quan-
tification - Nombre fini de bit - Sensibilite´ aux imperfections analogiques - Sur-
e´chantillonnage - Calibration - Contraintes d’imple´mentation
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Abstract
This PhD thesis deals with a technique allowing to increase the speed of Analog
to Digital Converters (ADC). Parallel structures together with Hybrid Filter Banks
(HFB) were designed. Synthesis methods of HFB that take into account analog fil-
ters implementation constraints were conceived. Some optimization methods of the
synthesis procedures were also proposed. The effect of the quantization noise of a
branch quantizer on the HFB output was studied through theoretical estimations
strengthened by simulations. The effect of finite word implementation of synthesis
filters coefficients was also studied. A theoretical estimation of the noise introduced
by coefficient quantization was given. Simulations confirming this theoretical estima-
tion were performed. The hybrid nature of HFB generates analog implementation
problems. One of the most important challenges in designing HFB was identified: the
dramatic performance degradation in the presence of small analog filters implementa-
tion errors. Consequently, readjustment of synthesis filters coefficients after physical
implementation of the analysis bank appears as mandatory and a calibration method
was also proposed.
Key words
Analog/digital conversion - Hybrid filter banks - Quantization noise - Quantization
effects - Analog imprecisions sensitivity - Oversampling - Calibration - Realization
constraints
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