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Abstract
The critical behavior of one-dimensional interacting Fermi systems is expected to display
universality features, called Luttinger liquid behavior. Critical exponents and certain ther-
modynamic quantities are expected to be related among each others by model-independent
formulas. We establish such relations, the proof of which has represented a challenging
mathematical problem, for a general model of spinning fermions on a one dimensional lat-
tice; interactions are short ranged and satisfy a positivity condition which makes the model
critical at zero temperature. Proofs are reported in two papers: in the present one, we
demonstrate that the zero temperature response functions in the thermodynamic limit are
Borel summable and have anomalous power-law decay with multiplicative logarithmic cor-
rections. Critical exponents are expressed in terms of convergent expansions and depend on
all the model details. All results are valid for the special case of the Hubbard model.
1 Main Results
1.1 Introduction
The charge carriers in metals are described by a gas of non relativistic quantum particles
(fermions). In the absence of interactions their thermodynamic properties can be computed
and provide a good understanding of the physical properties of several systems. However, the
free gas description fails in many important cases and cannot explain phenomena, such as the
superconductivity, which are of the greatest importance both from the applicative and theoret-
ical point of view, providing a dramatic manifestation of quantum physics at the macroscopic
scales.
The analytic study of the properties of interacting fermions at zero temperature and in
the thermodynamic limit is an extremely difficult task, and in several important cases even a
convincing qualitative picture is lacking. From the point of view of mathematical physics, to
this date only in two cases the ground state properties of a gas of weakly interacting fermions
in dimensions greater than one has been constructed with full mathematical rigor by using
Renormalization Group methods coming from Constructive Quantum Field Theory: the case
of non symmetric Fermi surface [1] and the case of fermions on the honeycomb lattice at half-
filling[2]. Both cases are rather special, as the interaction does not qualitatively modify the
physical properties even at zero temperature. The rigorous study of an interacting model with
a non trivial behavior in two or three dimensions is still a challenging problem.
The situation is analytically more accessible for a one dimensional gas of interacting fermions,
where the interaction produces a number of remarkable effects which are believed to have a
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counterpart even at higher dimensions, in some special cases [3]. In addition to this role as a
benchmark for higher dimensions, the rapid progress of technology is producing materials which
are a physical realization of such systems. One dimensional fermion gases have been extensively
analyzed in the physical literature in the last forty years by a variety of methods. Their behavior
is radically different with respect to the free gas, and the physical picture which is commonly
accepted is the so-called Luttinger liquid conjecture proposed by Haldane [4] (extending previous
ideas by Kadanoff [5], and Luther and Peschel [6]): according to such conjecture, the low energy
properties at zero temperature of a wide class of interacting many body fermion systems in one
dimension are characterized by: a) anomalous dimensions, that is the presence of critical model
dependent exponents in the correlations decay; b) universality, in the sense that the exponents
and other thermodynamic quantities verify a set of model independent relations.
The universality property is particularly remarkable; in experiments we have a poor knowl-
edge of the microscopic parameters, but the validity of the universal relations imply that one
can predict exact and parameter-free relations among exponents which could be experimentally
measured. The universal Luttinger liquid relations are verified in a special solvable spinless
models, the Luttinger model, which is the prototype of Luttinger liquid behavior. Its exact solv-
ability relies on the absence of the spin and on the linear dispersion relation of the fermions,
two features allowing for the mapping in a model of free bosons by Mattis and Lieb [7]. Non
relativistic fermions have a non linear dispersion relation, but Haldane [8] provided arguments
that, at least in some cases, the relations can be true even if the mapping to free bosons is
lost. The conjecture was partially verified in a solvable model, the XYZ spin chain, which is
equivalent to a system of spinless fermions on the lattice with a nearest neighbor interaction,
whose ground state energy can be computed by the Bethe ansatz. The solvability relies however
on special and non generic peculiarity of certain models, and traditional methods cannot say
too much on the validity of the Luttinger liquid relations in generic non solvable models. For
instance, Field theoretic Renormalization Group analysis [9] confirms the existence of anomalous
exponents and shows that the contributions from the non-linear part of the dispersion relation is
irrelevant in the Renormalization Group sense; however such irrelevant terms, which contribute
to the exponents, are simply discarded in this approach so that nothing can be concluded on
the validity of the universal relations. In recent times indeed a caveat for a not too extensive
application of the Luttinger liquid picture has been emerged; in particular, it appeared that non
linear bands surely affect the finite temperature and the dynamical properties, see e.g. [10]. In
addition, the possibility of different physical properties, at least for the finite temperature and
the dynamical properties, between integrable and non integrable 1D models has been extensively
investigated, especially regarding the conduction properties.
All the above considerations surely provide a strong motivation for a mathematical proof of
the Luttinger liquid relations, and we will provide here such a proof for a standard (generically
non solvable) model of a gas of spinning fermions on a one dimensional lattice with a short range
interaction satisfying a positivity condition, to be defined later. We will call such system extended
Hubbard model, as it reduces to the (solvable) Hubbard model in the special case of ultralocal
interaction. As it will clear by our analysis, the proof will be independent from the details of
the model considered, and it could be generalized to a wider class of systems. However, for
definiteness and sake of simplicity, we will not try to consider the most general class of models.
We use non-perturbative Renormalization Group methods implemented with Ward Identities
at each Renormalization Group step, using a technique introduced in [11, 12]. Such methods
have provided for the first time the self-consistent construction (that is, without resorting to
properties found by exact solutions as was done in previous works [13]) of an interacting non
solvable many body model with a non trivial behavior (that is, where the interaction produces a
different behavior with respect to the free case); namely a system of weakly interacting spinless
fermions in one dimension. Subsequently, by such methods the Luttinger liquid relations [14, 15]
for this spinless case were proven.
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The analysis of the spinning case, which is discussed in the present work, present considerable
new difficulties. Indeed the fact that the inclusion of the spin in one dimensional physics produces
new phenomena, such as the spin charge separation, logarithmic corrections and the possibility
of metal-insulator transitions, is well known in the physical literature, see e.g. [3, 16, 17].
The approximations leading to the solvable Luttinger model in the spinless case, namely the
linearization of the dispersion relation, in the spinning case lead to a non solvable model. Power
law decay with anomalous exponents are found only for repulsive interactions and in the non half
filled band case; besides the power law decay has multiplicative logarithmic corrections. Despite
such features, we can establish for the first time the validity of a number of universal Luttinger
liquid relations connecting the exponents and other thermodynamical quantities in a generic non
solvable model of 1D spinning fermions on a lattice.
The proof is split in two papers. In the present one we present the Renormalization Group
construction of the model, which allows us to analyze the asymptotic behavior of the correla-
tions, to prove the existence of critical exponents and logarithmic corrections and to establish
their Borel summability, assuming the validity of a property called asymptotic vanishing of the
Beta function. The exponents and the other physical quantities are expressed by sophisticated
expansions, and while the validity of the universal relations can be checked at lowest order, a
direct verification at all orders from the expansions look essentially impossible. Therefore, in
the subsequent paper [18], we introduce an effective model verifying a several extra symmetries
(which are only asymptotic in the lattice model); by fine tuning of its parameters one can show
that its exponents are the same as in the original model, and on the other hand such symme-
tries imply Ward Identities, from which the asymptotic vanishing of the Beta function and the
universal relations can be derived. This method is a way to implement the concept of emerging
symmetries in a rigorous mathematical setting.
1.2 Extended Hubbard Model and Physical Observables
The Hamiltonian of a standard model of spinning fermions on a one dimensional lattice (also
called extended Hubbard model) is
H = −1
2
∑
x∈C
s=±
(a+x,sa
−
x+1,s+ a
+
x,sa
−
x−1,s)+ µ¯
∑
x∈C
s=±
a+x,sa
−
x,s+λ
∑
x,y∈C
s,s′=±
vL(x− y)a+x,sa−x,sa+y,s′a−y,s′ (1.1)
where
1. C = {−[L/2] ≤ x ≤ [(L− 1)/2]} is a one dimensional lattice of step 1 and L sites;
2. a±x,s are fermion creation and annihilation operators at site x with spin s, verifying
{a+x,s, a−x′,s′} = δx,x′δx,x′ {a+x,s, a+x′,s′} = {a+x,s, a+x′,s′} = 0 (1.2)
and such that a±−[L/2],s = a
±
−[(L−1)/2]+1,s (periodic boundary conditions);
3. vL(x) is a function on Z, periodic of period L, such that vL(x) = v(x) for x ∈ C, v(x)
being an even function on Z satisfying the short range condition |v(x)| ≤ Ce−κ|x|;
4. −µ¯ ∈ (−1,+1) is the chemical potential.
The results of this paper are only valid under the following condition on the potential v(x),
that we call the positivity condition:
λ vˆ(2 arccos(µ¯)) ≥ 0 (1.3)
The model is SU(2) symmetric, as the Hamiltonian is invariant under the transformation
a±x,s →
∑
s′ Ms,s′a
±
x,s′ , with M ∈ SU(2), and includes the standard (exactly solvable, [19]) and
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the U-V Hubbard models, corresponding to the interactions λv(x− y) = Uδx,y and λv(x− y) =
Uδx,y +
1
2V δ|x−y|,1, respectively: in the former case the positive condition is U ≥ 0.
We consider the operators a±x,s = e
x0Ha±x e
−Hx0 , with
x = (x, x0) , 0 ≤ x0 < β (1.4)
for some β > 0 (β−1 is the temperature); on x0 antiperiodic boundary conditions are imposed,
that is, if a±x,s = a
±
x,x0,s, then a
±
x,β,s = −a±x,0,s. Defining
〈 · 〉L,β :=
Tr[e−βH ·]
Tr[e−βH ]
(1.5)
and 〈 · 〉TL,β the corresponding truncated expectation, the energy of the thermal ground state is
E(λ) := − lim
β→∞
lim
L→∞
(Lβ)−1 logTr[e−βH ] , (1.6)
The Schwinger functions are defined as
Sβ,Ln (x1, ε1, s1; ...;xn, εn, sn) = 〈T{aε1x1,s1 · · ·aε1xn,sn}〉Tβ,L (1.7)
where T is the operator of time ordering, acting on a product of fermion fields as:
T(aε1x1,s1 ...a
εn
xn,sn) = (−1)pia
εpi(1)
xpi(1),σpi(1) ...a
εpi(n)
xpi(n),spi(n) (1.8)
where π is a permutation of {1, . . . , n}, chosen in such a way that xpi(1)0 ≥ · · · ≥ xpi(n)0, and
(−1)pi is its sign. [If some of the time coordinates are equal each other, the arbitrariness of
the definition is solved by ordering each set of operators with the same time coordinate so that
creation operators precede the annihilation operators.] Note that Sβ,Ln is L-periodic in each xi,
β-antiperiodic in x0,i and is identically zero if
∑n
i=1 εi 6= 0.
We will introduce also the densities ραx :
ρCx =
∑
s=±
a+x,sa
−
x,s (charge density)
ρSix =
∑
s,s′=±
a+x,sσ
(i)
s,s′a
−
x,s′ (spin densities)
(1.9)
ρSCx =
1
2
∑
s=±
ε=±
s aεx,sa
ε
x,−s (singlet Cooper density)
ρTCix =
1
2
∑
s,s′=±
ε=±
aεx,sσ˜
(i)
s,s′a
ε
x+e,s′ , e = (1, 0) (triplet Cooper densities)
where i = 1, 2, 3 and
σ(1) =
(
0 1
1 0
)
σ(2) =
(
0 −i
i 0
)
σ(3) =
(
1 0
0 −1
)
σ˜(1) =
(
1 0
0 0
)
σ˜(2) =
(
0 1
1 0
)
σ˜(3) =
(
0 0
0 1
)
The response functions are defined by the following truncated correlations:
Ωα,β,L(x− y) := 〈Tραxραy〉Tβ,L := 〈Tραxραy〉β,L − 〈ραx〉β,L〈ραy〉β,L (1.10)
where, if Ox is quadratic in the fermion operators, TOxOy = OxOy if x0 ≥ y0 and OyOx if
x0 ≤ y0. If x − y = (ξ, τ), the response functions are defined in (−L,L) × [−β, β] and are
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β-periodic in τ and L-periodic in ξ. If Fβ,L is any function of this type, we define its Fourier
transform as
Fˆβ,L(p) =
∫ β
2
− β2
dx0
∑
x∈C
eipx Fβ,L(x) (1.11)
where p = (p, p0), with p =
2pi
L n, −[L/2] ≤ n ≤ [(L− 1)/2] and p0 ∈ 2piβ Z.
In the following we will be interested in the zero temperature limit of the Schwinger func-
tions and response functions, calculated in the thermodynamic limit. We shall denote these
functions by the same symbols, without the β and L labels; for example, we shall write:
limβ→∞ limL→∞ ΩˆL,β,α(p) ≡ Ωˆα(p). Note that the thermodynamic limit L → ∞ is taken
before the zero temperature limit β → ∞; this allows us to derive properties of the thermal
ground state. To shorten the notation, in the following we shall use the definition
lim
β,L→∞
≡ lim
β→∞
lim
L→∞
(1.12)
1.3 The non interacting case
In absence of interaction, the Hamiltonian is
H0 = −1
2
∑
x∈C
s=±
(a+x,sa
−
x+1,s + a
+
x,sa
−
x−1,s) + µ
∑
x∈C
s=±1
a+x,sa
−
x,s (1.13)
Being H0 quadratic, the 2n-point (not truncated) correlation functions of the a
±
x,s operators
satisfy the Wick rule, i.e.
〈T{a−x1,s1 · · · a−xn,sna+y1,s′1 · · ·a
+
yn,s′n
}〉β,L = detG ,
Gij = δsi,s′j 〈T{a−xi,sia+yj,s′j}〉β,L . (1.14)
Therefore, all the n–point Schwinger function Sβ,Ln (x1, ε1, s1; . . . ;xn, εn, σn) (truncated by def-
inition) are identically zero for any n > 2, and, in order to construct the whole set of response
functions, it is enough to compute the 2–point function gβ,L(x − y) = 〈T{a−x,sa+y,s}〉β,L, which
is equal to
gβ,L(x− y) = Tr
[
e−βH0T(a−x a
+
y )
]
Tr[e−βH0 ]
=
1
L
∑
k∈DL
e−ik(x−y)gˆβ,L(k, x0 − y0) =
=
1
L
∑
k∈DL
e−ik(x−y)
{
e−(x0−y0)e(k)
1 + e−βe(k)
I(x0 − y0 > 0)− e
−(β+x0−y0)e(k)
1 + e−βe(k)
I(x0 − y0 ≤ 0)
} (1.15)
where I(t) is the indicator function, DL = {(2πn)/L, n ∈ Z} and
e(k) = µ− cos k (1.16)
The function gˆβ,L(k, τ) is defined only for −β < τ < β, but we can extend it periodically
over the whole real axis. This periodic extension is smooth in τ for τ 6= nβ, n ∈ Z, but has
a jump discontinuity at τ = nβ equal to (−1)n. It follows that gβ,L(x, x0) is smooth in x0
for x0 6= nβ, n ∈ Z, with a jump discontinuity at x0 = nβ equal to (−1)nδx,y; hence, it is
discontinuous only at x = (0, nβ)
The function gˆβ,L(k, τ) is antiperiodic in τ of period β; hence its Fourier series is of the form
gˆβ,L(k, τ) =
1
β
∑
k0=
2pi
β (n0+
1
2 )
gˆβ,L(k0, k)e
−ik0τ (1.17)
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with
gˆβ,L(k) =
∫ β
0
dτeiτk0
e−τe(k)
1 + e−βe(k)
=
1
−ik0 + e(k) (1.18)
It is a classical result that, because of the jump discontinuities, this series is not absolutely
convergent; however, if we call gβ,LN (k, τ) the sum over the terms with |k0| ≤ N , gβ,LN (k, τ) is
pointwise convergent and the limit is given by gˆβ,L(k, τ) at the continuity points, while at the
discontinuities it is given by the mean of the right and left limits. Hence, if x− y 6= (0, nβ), we
can write
gβ,L(x− y) = lim
N→∞
1
βL
∑
k∈DL,β,|k0|≤N
e−ik(x−y)
−ik0 + e(k) (1.19)
with DL,β := DL ×Dβ , DL := 2piL C, Dβ := 2piβ (Z+ 12 ).
It is convenient, for reasons that will appear clear below, to slightly modify the representation
(1.19) in the following way. Let us take a smooth even compact support function χ0(t), equal to
1 for |t| < 1 and equal to 0 if |t| ≥ γ, for a given scaling parameter γ > 1, fixed throughout the
paper. In App. A we prove that (1.19) is completely equivalent to the representation
gβ,L(x− y) = lim
M→∞
1
βL
∑
k∈Dβ,L
χ0(γ
−Mk0)
e−ik(x−y)
−ik0 + e(k) (1.20)
In particular, the above equality is not true for x− y = (0, nβ), where the propagator is equal,
to gL,β(0, 0−)→β,L→∞ −pF /π while the r.h.s. is equal to
gβ,L(0, 0+) + gβ,L(0, 0−)
2
→β,L→∞ −pF
π
+
1
2
(1.21)
where pF = cos
−1 µ is the Fermi momentum. The Fermi momentum appears in the period of
the oscillations of the large distance behavior of the propagator; for |x| large,
lim
β,L→∞
gβ,L(x) ≡ g(x) ∼
∑
ω=±
e−iωpFx
vFx0 + iωx
, vF ≡ sin pF (1.22)
where ∼ means up to faster decaying terms; vF is usually called the Fermi velocity.
1.4 The interacting case
The first step of our construction consists in computing the large distance behavior at zero
temperature and in the thermodynamic limit of the two-points Schwinger function and of the
response functions, proving the presence of anomalous critical exponents and logarithmic cor-
rections.
Theorem 1.1 Let us consider the Schwinger and response functions, (1.7) and (1.10), with
Hamiltonian (1.1). If µ¯ 6= 0 and vˆ(2 arccos(µ¯)) > 0, there exists λ0 > 0 such that, if 0 ≤ λ ≤ λ0,
it is possible to find a continuous function pF ≡ pF (µ¯, λ) = arccos(µ¯) + O(λ) verifying the
conditions
pF 6= 0, π/2, π , vˆ(2pF ) > 0 (1.23)
such that, setting vF = sin pF and defining
x˜ := (x, vFx0) , L(x) := 1 + bλv̂(2p¯F ) log |x| , b = 2(π sin pF )−1
Ω¯0(x) :=
x20 − x2
x20 + x
2
, S¯0(x) :=
vFx0 cos pF − x sin pF
|x˜|
(1.24)
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in the limit β, L → ∞ (1.12), the large |x| asymptotic behavior of the two-points Schwinger
function S2(x) ≡ S2(x,−, s;0,+, s) is of the form
S2(x) ∼
[
S¯0(x) +R2(x)
] L(x)ζz
|x˜|1+η (1.25)
where R2(x) is a continuous function of λ and x, such that, for any ϑ < 1 and a suitable positive
constants Cϑ, |R2(x)| ≤ Cϑλ1−ϑ; the sign ∼ means up to terms bounded by C|x|−1−ϑ. Moreover,
the large |x| asymptotic behavior of the correlations is of the form
for α = C, Si Ωα(x) ∼ Ω¯0(x˜) +Rα(x)
π2|x˜|2 + cos[2pFx]
L(x)ζα
π2|x˜|2Xα
[
1 + R˜α(x)
]
for α = SC Ωα(x) ∼ −
[
Ω¯0(x˜) + R˜α(x)
]
cos(2pFx)
L(x)ζ˜α
π2|x˜|2X˜α −
1
π2
L(x)ζα
|x˜|2Xα [1 +Rα(x)]
for α = TCi Ωα(x) ∼ −v
2
F
π2
L(x)ζα
|x˜|2Xα [1 +Rα(x)] (1.26)
with the functions Rα(x) and R˜α(x) having the same properties of R2(x); the sign ∼ means up
to terms bounded by C|x|−2−ϑ.
The critical exponents η and Xα are continuous functions of λ, such that η(0) = Xα(0)−1 = 0
and η/λ2 > 0, while the exponents ζ˜SC and ζα of the logarithmic corrections could also depend
on x (we can not exclude it), but satisfy the bounds |ζ˜SC | ≤ Cλ and |ζα− ζ¯α| ≤ Cλ, for a suitable
constant C, with
ζ¯z = 0 , ζ¯C = −3
2
, ζ¯Si =
1
2
, ζ¯SC = −3
2
, ζ¯TCi =
1
2
(1.27)
Finally, given δ ∈ (0, π/2), there exists ε ≡ ε(δ) > 0, such that the free energy, the two-points
Schwinger functions and the density correlations are analytic in the set
Dε,δ = {λ ∈ C : 0 < |λ| < ε, |Arg λ| < π − δ} (1.28)
continuous in the closure D¯ε,δ and Borel summable in λ = 0.
This Theorem will be proved in §3. It is completely based on the multi-scale analysis of the
Grassmannian functional representation of the model, which is discussed in §2. In this analysis
we choose, for technical reasons, to fix the Fermi momentum pF of the interacting model by
adding to the chemical potential a finite counterterm ν(λ, pF ), which is uniquely determined by
the condition that the multi-scale expansion is well defined; in §2.9 we prove that the relation
between pF and ν can be inverted, so determining the function pF (µ¯, λ).
Remarks.
1. If µ¯ = 0, a different behavior is expected, as proved in [19] for the (exactly solvable)
Hubbard model.
2. In the free λ = 0 case the response functions decay for large distance with power law
of exponent equal to 2. The interaction partially removes such degeneracy by producing
anomalous exponents which are (in general) non trivial functions of the coupling.
3. While the presence of non universal exponents in the model (1.1) is a common feature
with the Luttinger model, both in the spinless [7] and spinning case [20], the presence of
logarithmic corrections is a striking difference. Such corrections remove the degeneracy in
the response of charge and spin densities, present in the spinning Luttinger model.
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4. The exponents of the non oscillating part of charge or spin density correlations are the
same as in the free case; also logarithmic corrections are excluded.
5. In the Luttinger model the exponents, as function of the coupling, are analytic in a complex
disk around λ = 0, both in the spinless and spinning case. This property is valid also for the
a general spinless model with short range interaction [13, 21], but in the present spinning
case the perturbative expansion in λ = 0 is only Borel summable.
6. Our analysis could be extended to the generic 2l-point Schwinger function, by using the
same strategy used in §2.3 of [22] to analyze the corresponding tree expansion in the case
of the Thirring model.
2 RG Analysis for the extended-Hubbard Model
2.1 Functional integral representation
The analysis of the Hubbard model correlations is done by a rigorous implementation of the RG
techniques. To begin with, we need a functional integral representation of the model, because
the RG techniques are optimized for that.
We find convenient (even if not necessary) to fix the value of the singularities of two-point
function Fourier transform Sˆβ,L2 (k) (that is, of the Fermi momentum pF ) by writing the chemical
potential µ¯ in (1.1) in the form
µ¯ = µ+ νβ,L(λ) , µ = cos pF,L (2.1)
where pF,L =
2pi
L (nF +
1
2 ), with nF = [(pFL)/(2π)]; then we show that it is possible to choose
νβ,L(λ), uniquely up to corrections of order min{L−1, β−1}, so that the interacting Fermi mo-
mentum is indeed pF , in the limit β, L→∞ (1.12). Our results can be translated in the form of
Theorem 1.1, because we can show that the equation (2.1) has a unique solution pF = pF (µ¯, λ)
in a right interval of λ = 0, small enough (how small depending on pF ).
The choice, at finite L, of pF,L in place of pF is motivated by technical reasons, see §2.4
below; this choice does not affect the infinite volume limit, since it changes µ for terms of order
1/L and νβ,L(λ) is defined up to terms of the same order.
The main object we will study is the functional W(J, η) (depending on M , L and β), defined
by
W(J, η) = −LβeC+rC
∫
dxJCx + log
∫
P (dψ) exp
{
− V(M)(ψ) + B(M)(ψ, J, η)
}
(2.2)
−V(M)(ψ) = −V(ψ)− νN (ψ) − νCN (ψ) (2.3)
B(M)(ψ, J, η) =
∑
α
∫
dxJαx ρ
α
x +
∑
s
∫
dx[η+x,sψ
−
x,s + ψ
+
x,sη
−
x,s] (2.4)
where ψ±x,s and η
±
x,s are Grassmann variables and the fermion density operators ρ
α
x are defined
as in (1.9), with ψ±x,s in place of a
±
x,s, J
α
x are commuting variables,
∫
dx is a short form for∑
x∈C
∫ β/2
−β/2
dx0, P (dψ) is a Grassmann-valued Gaussian measure in the field variables ψ
±
x,s with
covariance (the free propagator) given by∫
P (dψ) ψεx,sψ
ε
y,s′ = 0 ,
∫
P (dψ) ψ−x,sψ
+
y,−s = 0 ,
g¯β,L,M(x− y) :=
∫
P (dψ) ψ−x,sψ
+
y,s =
1
βL
∑
k∈DL,β
χ0(γ
−Mk0)e
−ik(x−y)
−ik0 + (cos pF,L − cos k) . (2.5)
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In the above formulae, χ0(t) and DL,β are defined as in (1.20),
V(ψ) = λ
∑
s,s′=±
∫
dxdy ψ+x,sψ
−
x,sv(x− y)ψ+y,s′ψ−y,s′ (2.6)
with v(x − y) = δ(x0 − y0)vL(x− y),
N (ψ) =
∑
s=±
∫
dx ψ+x,sψ
−
x,s (2.7)
and
νC = 2λvˆL(0)rC := λvˆL(0)[g
β,L(0, 0+)− gβ,L(0, 0−)]
−eC := −λvˆL(0)r2C + νrC
(2.8)
Note that, while the presence in the interaction of the term νN (ψ) is needed, as explained above,
to fix the Fermi momentum of the measure, the terms νCN (ψ) and rC
∫
dxJCx and the constant
eC have the role to correct the value of the free propagator at the discontinuity points, in the
limit M =∞, where this correction is important. To better explain this point, let us define the
free energy at finite M as EM,β,L = logW (0, 0), the Schwinger functions at finite M as
SM,β,Ln (x1, s1, ε1; ....;xn, sn, εn) =
∂n
∂η−ε1x1,s1 ...∂η
−εn
xn,sn
W(J, η)
∣∣∣
0,0
(2.9)
and the response functions at finite M as
ΩMα,β,L(x− y) =
∂2
∂Jαx ∂J
α
y
W(J, η)
∣∣∣
0,0
(2.10)
and recall that one can express their perturbative expansion in terms of connected Feynmann
graphs. Each Feynmann graphG is defined by a set of internal points y = (y1, . . . ,yn), associated
with one of the three terms in (2.3), a set of external points x = (x1, . . . ,xm), associated with
one of the three terms in (2.4), and a set of lines l = (ul, zl), with ul, zl ∈ x ∪ y, and has a
value proportional to an integral of the form
∫
dy
∏
l∈G g¯
β,L,M(ul − zl). The same claim is true
for the perturbative expansion of the Schwinger functions Sβ,Ln , defined in (1.7), with the only
difference that one has to substitute everywhere g¯β,L,M with gβ,L, defined as in (1.15). Now, the
possibility to study our model in terms of the functionalW (J, η) is of course related with the fact
that the perturbative expansions coincide for M → ∞. This would be trivial if no Feynmann
graph had a tadpole, that is a line with ul = zl, or a line connecting two coinciding external
points. In fact, one can see easily that, for any graph G,
lim
N→∞
∫
dy
∏
l∈G
g¯β,L,M(ul − zl) =
∫
dy
∏
l∈g
g¯β,L(ul − zl)
with g¯β,L(x) defined as in (1.20), hence equal to gβ,L(x) for x 6= (0, nβ); it follows that, if the
graph G has no tadpole and there are no coinciding external points, we can substitute everywhere
g¯β,L with gβ,L, by changing the integrand in a set of zero measure. Note that the lines connecting
two external points can be present only in the graphs of the response functions and in the trivial
graph connecting two η fields with a free propagator; in any case, let us suppose, from now
on, that there are no coinciding points. Hence, there is a problem only if there are tadpoles
and, in such case, their contribution is a constant
∏
l tadpole g¯
β,L(0, 0−), which is different from∏
l tadpole g
β,L(0, 0−).
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Note now that, if we consider the graphs contributing to the Schwinger functions (those with
at least two external lines), any tadpole can only be obtained by contracting the two fields based
on one of the two vertices of a λ term, while the other two fields are contracted with two other
fields based on two other (possibly coinciding) vertices; hence, the presence of a tadpole implies
that in the value of G there is a factor of the form
g¯β,L(x1 − x) (2νT ) g¯β,L(x− x2) , 2νT := −λvˆL(0)[gL,β(0, 0+) + gL,β(0, 0−)]
where we used (1.21) and the fact that there are two ways to choose the couple of fields contracted
in the tadpole. On the other hand, given a graph G of this type, there is another graph G˜, which
differs from it only because, in place of the term V(ψ) which produced the tadpole, there is a
vertex νCN (ψ). If we sum the values of G and G˜, we get a number which is equal to the value
of G, with 2νT + νC = −2λvˆL(0)gL,β(0, 0−) in place of 2νT . By iterating this argument, we see
that the sum over all the graph can be rewritten as the sum over the graph obtained by putting
νC = 0 and g¯
β,L(xl − yl) = gβ,L(xl − yl) everywhere.
The previous procedure is not sufficient to “correct” completely the perturbative expansion
of the free energy. In fact, in this case there is a graph of first order in ν, whose value is
ν[gL,β(0, 0+) + gL,β(0, 0−)]/2, and two graphs of first order in λ, one with a λ-vertex and two
tadpoles, whose value is −(λvˆL(0)/4)[gL,β(0, 0+) + gL,β(0, 0−)]2, the other with a νC vertex
and one tadpole, whose value is (νC/2)[g
L,β(0, 0+) + gL,β(0, 0−)]. Their sum is different from
the correct value νgL,β(0, 0−) − λvˆL(0)[gL,β(0, 0−)]2, but the difference is compensated by the
constant eC .
As concerns the functional derivatives containing at least one derivative with respect to the
external fields Jαx , the only graph which is not “corrected ” by the counterterm νCN (ψ), is the
graph with one vertex J and no λ or ν vertex. This graph has a value different from 0 only if
α = C and, in that case, is corrected by the term rC
∫
dxJCx .
Another important remark is that, for M finite, the integrand in the r.h.s. of (2.2) can be
seen as a polynomial in the Grassmann variables ψˆ+k,s, defined as the Fourier transform of the
field ψ+x,s:
ψ+x,s =
1
Lβ
∑
k∈DL,β
e−ikx ψˆ+k,s (2.11)
In fact, thanks to the ultraviolet cutoff (UV cutoff) on k0, only a finite set of the variables ψˆ
+
k,s,
those such that χ0(γ
−Mk0) 6= 0, may give a contribution to the Grassmann integral, and these
variables are anticommuting. Hence, the structure of the interaction implies that the integral is
a polynomial in λ and ν and that the functions SM,β,Ln (x1, s1, ε1; ....;xn, sn, εn) are analytic in
λ and ν at least in a small set around λ = ν = 0.
We can now prove that the Grassmann integral (2.2) can be used to compute the ther-
modynamical properties of the model with Hamiltonian (1.1). This follows from the following
proposition.
Proposition 2.1 Assume that, for any finite β and L, there is a function νβ,L(λ) such that
νβ,L(0) = 0 and both νβ,L(λ) and the Schwinger functions at finite M SM,β,Ln , see (2.9), with
ν = νβ,L(λ), see (2.8), are analytic and bounded in
D = {λ, |λ| < cε0max{(log β)−1, (logL)−1}}
⋃
{|λ| < ε0, | argλ| < π
2
+ δ} (2.12)
with c, ε0 > 0, 0 < δ < π/2 independent of β and L, and that they are uniformly convergent as
M →∞. Then, if λ ∈ D,
Sβ,Ln (x1, s1, ε1; ....;xn, sn, εn) = lim
M→∞
SM,β,Ln (x1, s1, ε1; ....;xn, sn, εn) ; (2.13)
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where Sβ,Ln is defined as in (1.7), with H given by (1.1) with µ¯ = µ+ ν
β,L(λ).
A similar statement is true for the thermal ground state energy and the response functions.
Proof - The main point, strictly related with the fact that we are treating a fermion problem,
is that, for L and β finite, Sβ,Ln is the ratio of the traces of two matrices whose coefficients
are entire functions of λ and ν, hence it is the ratio of two entire functions of λ and ν. On
the other hand, the hypotheses on νβ,L(λ) and SM,β,Ln and the Weierstrass theorem imply that
νβ,L(λ) and limM→∞ S
M,β,L
n are analytic in D. It follows, in particular, that S
β,L
n , calculated
with ν = νβ,L(λ), is the ratio of two functions analytic in D; hence, it may have a singularity in a
point λ0 ∈ D only if Tr[e−βH] vanishes there, which certainly does not happen in a neighborhood
of λ = 0 small enough (how small possibly depending on L, β), since ν(λ) is of order λ. Moreover,
also the r.h.s. of (2.13) is analytic in a small neighborhood of λ = 0 and, as we have explained
above, its power expansion in λ and ν, hence also its power expansion in λ for ν = νβ,L(λ)
coincide with that of Sβ,Ln ; hence, the two functions coincide in a disk D˜L,β with center in
λ = 0 and radius εβ,L possibly vanishing as β, L → ∞. However, Sβ,Ln , being the ratio of two
functions analytic in D, may have only isolated poles in D\D˜L,β; hence, if E is the set of poles,
Sβ,Ln is analytic in D\E and necessarily coincide with the r.h.s. of (2.13) in this set, since the
two functions coincide in D˜L,β ⊂ D\E. It follows that, if E were not empty, Sβ,Ln would be
unbounded in D\E, while this is not of course true for the other function.
A similar argument can be used for the response functions and the thermal ground state
energy.
The RG analysis will allow us to prove that the analyticity domain of the r.h.s. of (2.13)
is indeed of the form D and this allows us to extend this result to all the physical quantities
studied in this paper and to prove all results described before.
The proof of Theorem 1.1 is done in two steps; first we write µ¯ = µ + ν, µ = cos pF,L
and we show that it is possible to choose ν(µ, λ) so that the expansions are convergent in
the zero temperature and infinite volume limit, if λ ∈ D; the second step is to prove that
|∂ν(µ, λ)/∂µ| ≤ Cε0 in D, so that, if Cε0 ≤ 1/2, the equation (2.1) can be uniquely solved with
respect to pF and the solution is of the form pF = arccos(µ¯) + O(λ) (with pF real for λ real
positive), that is the interacting Fermi momentum is a well defined function of the parameters
in the Hamiltonian, as expected.
2.2 The ultraviolet integration
In the following, to simplify the notation, we shall in general drop the superscripts M , β and
L. Moreover, we shall denote T the one dimensional torus [0, 2π], ‖k − k′‖T the usual distance
between k and k′ in T and ‖k‖T = ‖k − 0‖T. Analogously ‖x − y‖ will denote the distance on
the the space-time C × [−β, β], with periodic boundary conditions.
We introduce a positive function χ(k′) ∈ C∞(T×R), k′ = (k′, k0), such that χ(k′) = χ(−k′)
and χ(k′) = 1, if |k′| < t0 = a0vF /γ, and χ(k′) = 0 if |k′| > a0vF , where vF = sin pF ,
a0 = min{ pF2 , pi−pF2 } and |k′| =
√
k20 + v
2
F ‖k′‖2T. The above definition is such that the supports
of χ(k − pF , k0) and χ(k + pF , k0) are disjoint and the C∞ function on T×R
fˆu.v.(k) := 1− χ(k − pF , k0)− χ(k + pF , k0) (2.14)
is equal to 0, if v2F ‖
[|k| − pF ]‖2T + k20 < t20. We want to apply this identity with k ∈ DL; hence
k′ = k ± pF ∈ D′L = 2piL (C + 12 ), since pF = 2piL (nF + 12 ). It follows that, if D′L,β = D′L ×Dβ , we
can write the fermion propagator in the following way:
g(x− y) = g(u.v)(x− y) +
∑
ω=±
e−iωpF (x−y)g(i.r.)ω (x− y) (2.15)
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g(u.v.)(x− y) = 1
βL
∑
k∈DL,β
e−ik(x−y)
fˆu.v.(k)χ0(γ
−Mk0)
−ik0 + (cos pF − cos k) (2.16)
g(i.r.)ω (x− y) =
1
βL
∑
k′∈D′L,β
e−ik
′(x−y) χ(k
′, k0)
−ik0 + Eω(k′) (2.17)
Eω(k
′) = ωvF sink
′ + cos pF (1− cos k′) (2.18)
The properties of Grassmann integration imply the following identity for the functional integral
in the r.h.s. of (2.2):
eW(J,η) = e−LβeC+rC
∫
dxJCx
∫
P (dψ(i.r.))
∫
P (dψ(u.v.)) e−V
(M)(ψ)+B(M)(ψ,J,η) =
= e−LβE0+S0(J,η)
∫
P (dψ(i.r.)) e−V
(0)(ψ(i.r.))+B(0)(ψ(i.r.),J,η)
(2.19)
where ψ±x,s =
∑
ω e
±iωpF xψ
(i.r.)
x,ω,s + ψ
(u.v.)
x,s and P (dψ(u.v.)) and P (dψ(i.r.)) are the Grassmann
gaussian integrations with propagator g(u.v.)(x) and g(i.r.)(x) respectively; moreover
− LβE0 + S0(J, η)− V(0)(ψ(i.r.)) + B(0)(ψ(i.r.), J, η) =
=
∑
n≥1
1
n!
ETu.v.
(
− V(M)(ψ(i.r.) + ψ(u.v.)) + B(M)(ψ(i.r.) + ψ(u.v.), J, η);n
)
(2.20)
where V(0)(ψ) is fixed by the condition V(0)(0) = 0 and, given a function F (ψ) on the Grassmann
algebra, which is a polynomial in the variables ψˆk,s (see remark around (2.11), the truncated
expectation ETu.v.[F (ψ(i.r.) + ψ(u.v.))] is a polynomial in the variables ψ(i.r.)k,s , defined as
ETu.v.[F (ψ(i.r.) + ψ(u.v.))] =
∂n
∂λn
log
∫
P (dψ(u.v.))eλF (ψ
(i.r.)+ψ(u.v.))]
∣∣∣
λ=0
(2.21)
We will see that, if we put x = (x1, . . . ,x2l), ω = (ω1, . . . , ω2l), s = (s1, . . . , s2l) and ψx,ω,s =∏l
i=1 ψ
+
xi,ωi,si
∏2l
i=l+1 ψ
−
xi,ωi,si , the effective potential V(0)(ψ) can be represented as
V(0)(ψ(i.r.)) =
∑
l≥1
∑
ω,s
∫
dx W
(0)
s,2l(x)e
ipF
∑2l
i=1 εiωixiψ(i.r.)x,ω,s (2.22)
where W
(0)
s,2l(x) =
∑
ζ∈AWζ(x), with A a finite set, and Wζ(x) = Fζ(x)
∏
(i,j)∈Lζ
δ(xi − xj),
where Fζ(x) is a smooth function and Lζ is a subset of the couples (i, j). In the following we
shall use the notation∫
dx|W (0)s,2l(x)| :=
∑
ζ∈A
∫
dx|Fζ(x)|
∏
(i,j)∈Lζ
δ(xi − xj) (2.23)
A similar representation can be written for the functional B(0)(ψ(i.r.), J, η) (containing all
terms which are of order greater than 0 both in the external fields J, η and in ψ), for S(0)(J, η)
(containing only the terms without ψ external fields), and LβE0 (containing the terms without
external fields). In all cases, the corresponding kernels are called W
(0)
α,ε,s,mψ,mJ ,mη (x), with
mψ, mJ , mη the number of ψ fields, J fields, η fields, respectively, x = (x1, . . . ,xmψ+mJ+mη ),
α = (α1, . . . , αmJ ) (the α indices of the J
α fields), ε = (ε1, . . . , εmψ+mη ) (the ε indices of the ψ
ε
and ηε fields in a fixed arbitrary order); note that mψ +mη has to be even, hence we shall also
define mψ +mη = 2l. We shall also use the notation W
(0)
α,ε,s,2l,0,0(x) = W
(0)
s,2l(x). Moreover we
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shall define the Fourier transform Wˆ
(0)
α,ε,s,mψ,mJ ,mη(k), k = (k1, . . . ,kmψ+mJ+mη−1), so that, if
m∗ = mψ +mJ +mη
W (0)α,ε,s,mψ,mJ ,mη =
1
(Lβ)m¯−1
∑
k
ei
∑m∗−1
j=1 εjkj(xj−xm∗ )Wˆ (0)α,ε,s,mψ,mJ ,mη (k) (2.24)
where, if mJ > 0, εj = +1 for the indices corresponding to the J fields.
Lemma 2.2 The constant E0 and the kernels W
(0)
α,ε,s,mψ,mJ ,mη are given by power series in λ
and ν, convergent for |λ|, |ν| ≤ ε0, for ε0 small enough and independent of β, L,M . They satisfy
the following bounds:
|E0| ≤ Cε0 ,
∫
dx
∣∣W (0)α,ε,s,mψ,mJ ,mη (x)∣∣ ≤ βLCl+mεkl,m0 , (2.25)
for some constant C > 0 and kl,m = max{1, l−1}, if mJ+mη = 0, otherwise kl,m = max{0, l−1}.
Moreover, limM→∞ E0 and limM→∞ Wˆ
(0)
α,ε,s,mψ,mJ ,mη(k) do exist and are reached uniformly
in M , so that, in particular, the limiting functions are analytic in the same domain.
The proof of Lemma 2.2 is quite standard, but we present it here with some details, as this
will allow us to introduce in a simple case a number of techniques and concepts we will use
throughout the paper. Note that the proof could be generalized without any problem to the
multi-dimensional Hubbard model.
2.3 Proof of Lemma 2.2
We start writing
g(u.v.)(x) =
M∑
h=1
g(h)(x) , (2.26)
where
g(h)(x) =
1
βL
∑
k∈Dβ,L
e−ikx
fˆu.v.(k)Hh(k0)
−ik0 + (cos pF − cos k) (2.27)
with H1(k0) = χ0(γ
−1|k0|) and, if h ≥ 2, Hh(k0) = χ0(γ−h|k0|) − χ0(γ−h+1|k0|). We shall use
also the notation g[h1,h2] :=
∑h2
h=h1
g(h).
Note that, for any integer K ≥ 0, g(h)(x) satisfies the bound
|g(h)(x)| ≤ CK
1 + (γh|x0|β + |x|L)K , (2.28)
where | · |β is the distance on the one dimensional torus of size β and | · |L is the distance on
the periodic lattice of size L. Moreover, g(h)(x) admits a Gram representation: g(h)(x − y) =∫
dzA∗h(x− z) · Bh(y − z), with
Ah(x) =
1
βL
∑
k∈Dβ,L
√
fu.v.(k)Hh(k0)
eikx
k20 + (cos pF − cos k)2
,
Bh(x) =
1
βL
∑
k∈Dβ,L
√
fu.v.(k)Hh(k0) e
ikx(ik0 + cos pF − cos k) (2.29)
and
||Ah||2 =
∫
dz|Ah(z)|2 ≤ Cγ−3h , ||Bh||2 ≤ Cγ3h , (2.30)
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for a suitable constant C. Moreover ∫
dx|g(h)(x)| ≤ Cγ−h (2.31)
The decomposition of the UV propagator (2.26) allows us to make the decomposition of
the measure P (dψ(u.v.)) =
∏M
h=1 P (dψ
(h)) and the corresponding decomposition of the field
ψ
(u.v.)
x,s =
∑M
h=1 ψ
(h)
x,s. Hence, we can integrate iteratively the fields ψ(M), ψ(M−1), ..., ψ(h) with
h ≥ 1 and, if we define ψ(≤0) = ψi.r. and ψ(≤h) = ψi.r. +∑hj=1 ψ(j), if h ≥ 0, we get:
eW(J,η) = e−LβEh+Sh(J,η)
∫
P (dψ≤h) e−V
(h)(ψ(≤h))+B(h)(ψ(≤h),J,η) (2.32)
This definition agrees with (2.2), if we put
EM = eC , SM (J, η) = rC
∫
dxJCx (2.33)
Let us consider first the effective potentials on scale h, V(h)(ψ(≤h)) and B(h)(ψ(≤h), J, η). We
want to show that they can be expressed as sums of terms, each one associated to an element of
a family of labeled trees; we shall call this expansion the tree expansion. The tree definition can
be followed looking at Fig. 1.
r v0
v
h h+ 1 hv M M + 1
Figure 1: A tree appearing in the tree expansion of V(h)
Let us consider the family of all trees which can be constructed by joining a point r, the
root, with an ordered set of n¯ ≥ 1 points, the endpoints of the unlabeled tree, so that r is not a
branching point. n¯ will be called the order of the unlabeled tree and the branching points will
be called the non trivial vertices. The unlabeled trees are partially ordered from the root to
the endpoints in the natural way; we shall use the symbol < to denote the partial order. Two
unlabeled trees are identified if they can be superposed by a suitable continuous deformation,
so that the endpoints with the same index coincide. It is then easy to see that the number of
unlabeled trees with n¯ end-points is bounded by 4n¯. We shall also consider the set TM,h,n,m
of the labeled trees with n +m endpoints (to be called simply trees in the following); they are
defined by associating some labels with the unlabeled trees, as explained in the following items.
1) We associate a label V , J or η to each endpoint, so that there are n endpoints with label V ,
to be called normal endpoints, and m = mJ +mη endpoints, mJ with label J and mη with label
η, to be called special endpoints. We shall also call TM,h,n,mJ ,mη the family of trees with fixed
values od mJ and mη.
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2) We associate a label h ≤M with the root. Moreover, we introduce a family of vertical lines,
labeled by an integer taking values in [h,M +1], and we represent any tree τ ∈ TM,h,n,m so that,
if v is an endpoint or a non trivial vertex, it is contained in a vertical line with index hv > h,
to be called the scale of v, while the root r is on the line with index h. In general, the tree
will intersect the vertical lines in set of points different from the root, the endpoints and the
branching points; these points will be called trivial vertices. The set of the vertices will be the
union of the endpoints, of the trivial vertices and of the non trivial vertices; note that the root is
not a vertex. Every vertex v of a tree will be associated to its scale label hv, defined, as above,
as the label of the vertical line whom v belongs to. Note that, if v1 and v2 are two vertices and
v1 < v2, then hv1 < hv2 .
3) There is only one vertex immediately following the root, which will be denoted v0; its scale is
h+ 1. If v0 is an endpoint, the tree is called the trivial tree; this can happen only if n+m = 1.
4) Given a vertex v of τ ∈ TM,h,n,m that is not an endpoint, we can consider the subtrees of τ
with root v, which correspond to the connected components of the restriction of τ to the vertices
w ≥ v; the number of endpoint of these subtrees will be called nv. If a subtree with root v
contains only v and one endpoint on scale hv + 1, it will be called a trivial subtree.
5) Given an end-point, the vertex v preceding it is surely a non trivial vertex, if n+m > 1.
Our expansion is build by associating a value to any tree τ ∈ TM,h,n,m in the following way.
First of all, given a normal endpoint v ∈ τ with hv = M + 1, we associate to it one of the
three terms contributing to the potential V(M)(ψ) in (2.3), that is −V(ψ(≤M)), −νN (ψ(≤M))
or −νCN (ψ(≤M)), while, if hv ≤ M , we associate to it one of the four terms appearing in the
following expression:
−V(ψ(<hv))− νN (ψ(<hv))− 2λ
∑
s
∫
dxdyv(x − y)g[hv ,M ](x− y)ψ+(<hv)x,s ψ−(<hv)y,s +
+
(
−νC + 2λvˆ(0)g[hv,M ](0)
)∑
s
∫
dxψ+(<hv)x,s ψ
−(<hv)
x,s
(2.34)
If v is a special endpoint, we associate to it one of the terms contributing to the potential
B(M)(ψ, J, η) in (2.4), with ψ(<hv) in place of ψ.
All these possible choices will be distinguished by a label a in a set Aτ , depending on τ .
Moreover, for any a ∈ Aτ , we introduce a field label f to distinguish the field variables appearing
in the different terms associated to the endpoints and a source label αv for each special endpoint;
the set of field labels associated with the endpoint v will be called Iv. Analogously, if v is not
an endpoint, we shall call Iv the set of field labels associated with the endpoints following the
vertex v and Sv the set of special endpoints following v; x(f), ε(f), s(f) and ω(f) will denote
the space-time point, the ε index, the s index and the ω index, respectively, of the Grassmann
field variable with label f .
The previous definitions imply that, if 0 ≤ h < M , the following iterative equations are
satisfied:
− V(h)(ψ(≤h)) + B(h)(ψ(≤h), J, η)− βLeh + sh(J, η) =
∞∑
n=1
∑
τ∈TM,h,n,m
a∈Aτ
V¯(h)J (τ, a, ψ(≤h)) , (2.35)
where, if v0 is the first vertex of τ and τ1, . . . , τs, s ≥ 1, are the subtrees with root in v0,
V¯(h)J (τ, a, ψ(≤h)) =
(−1)s+1
s!
ETh+1
[V¯(h+1)J (τ1, a1, ψ(≤h+1)); . . . ; V¯(h+1)J (τs, as, ψ(≤h+1))] , (2.36)
where V¯(h+1)J (τi, ψ(≤h+1)) is equal to V¯(h+1)J (τi, ψ(≤h+1)) if the subtree τi contains more than
one end-point, otherwise it is given by one of the terms contributing to the potentials in (2.3)
15
or (2.4), if hv = N + 1, or one of the addends in (2.34), if hv ≤M , the choice depending on the
label a.
The identity (2.35) implies, in particular, that the constant Eh and the functional Sh(J)
defined in (2.32) are given by
Eh =
M∑
j=h
ej , Sh(J, η) =
M∑
j=h
sh(J, η) (2.37)
with EM = eM and SM (J, η) = sM (J, η) given by (2.33).
Note that
1
Lβ
∫
dxdy
∣∣v(x− y)g[h,M ](x− y)∣∣ ≤ Cγ−h (2.38)
and ∣∣∣−νC + 2λvˆ(0)g[h,M ](0)∣∣∣ ≤ C|λ| (2.39)
with a constant C independent of M and h.
The above definitions imply, in particular, that, if n + m > 1 and v is not an endpoint,
then n(v) > 1, with n(v) denoting the number of endpoints following v on τ ; in fact the vertex
preceding an end-point is necessarily non trivial, if n+m > 1.
Using its inductive definition, the right hand side of (2.35) can be further expanded, and in
order to describe the resulting expansion we need some more definitions.
We associate with any vertex v of the tree a subset Pv of Iv, the external fields of v, and
the set xv of all space-time points associated with one of the end-points following v; moreover,
we shall denote xJv ⊂ xv and xηv ⊂ xv the set of all space time points associated with the
special endpoints following v of type J and η, respectively. The subsets Pv must satisfy various
constraints. First of all, |Pv| ≥ 2, if v > v0; moreover, if v is not an endpoint and v1, . . . , vsv are
the sv ≥ 1 vertices immediately following it, then Pv ⊆ ∪iPvi ; if v is an endpoint, Pv = Iv. If v
is not an endpoint, we shall denote by Qvi the intersection of Pv and Pvi ; this definition implies
that Pv = ∪iQvi . The union Iv of the subsets Pvi \Qvi is, by definition, the set of the internal
fields of v, and is non empty if sv > 1. Given τ ∈ TM,h,n,m, there are many possible choices of
the subsets Pv, v ∈ τ , compatible with all the constraints. We shall denote Pτ the family of all
these choices and P the elements of Pτ .
With these definitions, we can rewrite V¯(h)J (τ, a,Ψ(≤h)) in the r.h.s. of (2.35) as:
V¯(h)J (τ, a,Ψ(≤h)) =
∑
P∈Pτ
V¯(h)J (τ, a,P) ,
V¯(h)J (τ, a,P) =
∫
dxv0 Ψ˜
(≤h)(Pv0)J˜(Sv0)η˜(Hv0)K
(h+1)
τ,P (xv0) , (2.40)
where Sv and Hv denote the set of endpoints of type J and η, respectively, following v and
ψ˜(≤h)(Pv) =
∏
f∈Pv
ψ
(≤h)ε(f)
x(f),s(f) , J˜(Sv) =
∏
v∈Sv
Jαvxv , η˜(Hv) =
∏
v∈Hv
ηεvxv (2.41)
and K
(h+1)
τ,P (xv0) is defined inductively by the equation, valid for any v ∈ τ which is not an
endpoint,
K
(hv)
τ,P (xv) =
1
sv!
sv∏
i=1
[K(hv+1)vi (xvi )] EThv [ψ˜(hv)(Pv1 \Qv1), . . . , ψ˜(hv)(Pvsv \Qvsv )] , (2.42)
where Ψ˜(hv)(Pvi \ Qvi) has a definition similar to (2.41). Moreover, if vi is an endpoint,
K
(hv+1)
vi (xvi ) is equal to the kernel of one of the terms contributing to the potential in (2.3)
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or (2.4), if hvi = N + 1, or one of the four terms in (2.34), if hvi ≤ N ; if vi is not an endpoint,
K
(hv+1)
vi = K
(hv+1)
τi,Pi
, where Pi = {Pw, w ∈ τi}.
In order to get the final form of our expansion, we need a convenient representation for the
truncated expectation in the r.h.s. of (2.42). Let us put s = sv, Pi ≡ Pvi \ Qvi ; moreover
we order in an arbitrary way the sets P±i ≡ {f ∈ Pi, ε(f) = ±}, we call f±ij their elements
and we define x(i) = ∪f∈P−i x(f), y
(i) = ∪f∈P+i y(f), xij = x(f
−
ij ), yij = x(f
+
ij ). Note that∑s
i=1 |P−i | =
∑s
i=1 |P+i | ≡ k, otherwise the truncated expectation vanishes. A couple l ≡
(f−ij , f
+
i′j′) ≡ (f−l , f+l ) will be called a line joining the fields with labels f−ij , f+i′j′ . Then, by using
the Brydges-Battle-Federbush formula (see [23, 24]), we get, if s > 1,
ETh (ψ˜(h)(P1), . . . , ψ˜(h)(Ps)) =
∑
T
∏
l∈T
[
g(h)(xl − yl)
] ∫
dPT (t) detG
h,T (t) , (2.43)
where T is a set of lines forming an anchored tree graph among the clusters of points x(i) ∪ y(i),
that is T is a set of lines, which becomes a tree graph if one identifies all the points in the same
cluster. Moreover t = {tii′ ∈ [0, 1], 1 ≤ i, i′ ≤ s}, dPT (t) is a probability measure with support
on a set of t such that tii′ = ui · ui′ for some family of vectors ui ∈ Rs of unit norm. Finally
Gh,T (t) is a (k − s+ 1)× (k − s+ 1) matrix, whose elements are given by
Gh,Tij,i′j′ = tii′δsij ,si′j′ g
(h)(xij − yi′j′) (2.44)
with (f−ij , f
+
i′j′) not belonging to T and sij , si′j′ the corresponding spin variables. In the following
we shall use (2.43) even for s = 1, when T is empty, by interpreting the r.h.s. as equal to 1, if
|P1| = 0, otherwise as equal to detGh = ETh (ψ˜(h)(P1)).
The l.h.s. of (2.35) can also be written in the form, analogous to (2.22),
V(h)(ψ(≤h)) + B(h)(ψ(≤h), J, η) + βLeh + sh(J, η) =∑
mψ,mJ ,mη≥0
∑
α,ε,s
∫
dxdydzW (h,M)α,ε,s,mψ,mJ ,mη(x,y, z)ψ
(≤h)
x,s Jα,yηε,z
(2.45)
where x = (x1, . . . ,xmψ ), y = (y1, . . . ,ymJ ), z = (z1, . . . , zmη ). The kernels W
(h,M) admit a
tree expansion that can be easily obtained from the previous discussion. Note that these kernels
coincide, for h = 0, with those of Lemma 2.2, only if mψ > 0, otherwise they are the kernels of
the terms βLeh and sh(J), which have to be summed up over h to get the corresponding kernels,
see (2.37).
If ε0 = max{|λ|, |ν|}, by using (2.42) and (2.43), we get the bound
1
βL
∫
dxdydz|W (h,M)α,ε,s,mψ,mJ ,mη (x,y, z)| ≤
∑
n≥kl,m
(Cε0)
n
∑
τ∈TM,h,n,mJ ,mη
a∈Aτ
∑
P∈Pτ
|Pv0 |=mψ
·
·
∑
T∈T
∫ ∏
l∈T
d(xl − yl) ·
[ ∏
v not e.p.
1
sv!
max
tv
∣∣detGhv ,Tv (tv)∣∣ ∏
l∈Tv
∣∣g(hv)(xl − yl)∣∣
] (2.46)
where, given the tree τ , T is the family of all tree graphs joining the space-time points associated
to the endpoints, which are obtained by taking, for each non trivial vertex v, one of the anchored
tree graph Tv appearing in (2.43), and by adding the lines connecting the two vertices associated
to non local endpoints.
A standard application of Gram–Hadamard inequality, combined with (2.30), see [24, 13, 21],
implies the dimensional bound (without factorials):
|detGhv ,Tv (tv)| ≤ C
∑sv
i=1 |Pvi |−|Pv|−2(sv−1) . (2.47)
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By the decay properties of g(h)(x) given by (2.31), it also follows that∏
v not e.p.
1
sv!
∫ ∏
l∈Tv
d(xl − yl) ||g(hv)ωl (xl − yl)|| ≤ Cn+m
∏
v not e.p.
1
sv!
γ−hv(sv−1) (2.48)
We can now perform the sum
∑
T∈T, which erases the 1/sv! up to a C
n factor. Then, by using
the identity
∑
v′≥v(sv′ − 1) = nv − 1 and the bound
∑
v≥v0
[
∑sv
i=1 |Pvi | − |Pv| − 2(sv − 1)] ≤
4n+ 2m− 2(n+m− 1), we easily get the final bound
1
βL
∫
dxdydz|W (h,M)α,ε,s,mψ,mJ ,mη(x,y, z)| ≤
∑
n≥kl,m
Cn+mεn0
∑
τ∈TM,h,n,mJ ,mη
a∈Aτ
·
·
∑
P∈Pτ
|Pv0 |=mψ
γ−h(n−1)
[ ∏
v not trivial
γ−(hv−hv′ )(nv−1)
] (2.49)
where v′ is the non trivial vertex immediately preceding v or v0. This bound is suitable to
control the expansion, if n + m > 1, since nv > 1 for any non trivial vertex, see above, and
there is in such case at least one non trivial vertex. If n +m = 1, the resummation implicit in
the definition (2.34) of the terms associated to the endpoints implies that the allowed trees have
only one endpoint of scale h+ 1, hence there is no problem.
Note that
∑
T∈T can be bounded by
∏
v sv!C
∑sv
i=1 |Pvi |−|Pv|−2(sv−1) ≤ cn+m∏v sv!, see again
[24, 13, 21]. In order to bound the sum over τ and a ∈ Aτ , note that the number of unlabeled
trees is ≤ 4n and that, given τ , |Aτ | ≤ CM ; moreover, as n(v) ≥ 2 and, if v > v0, 2 ≤ |Pv| ≤
4nv − 2(nv − 1), so that nv − 1 ≥ |Pv|/6,[ ∏
v not trivial
γ−(hv−hv′ )(n(v)−1)
]
≤
[ ∏
v not trivial
γ−
2
5 (hv−hv′ )
][ ∏
v not e.p.
γ−
|Pv |
10
]
(2.50)
The factor γ−
2
5 (hv−hv′) can be used to bound the sum over the scale labels of the tree; moreover,
see [13], ∑
P∈Pτ
γ−
|Pv |
10 ≤ Cn+m (2.51)
Since the constant C is independent ofM,β, L, the bounds above imply analyticity of the kernels
in λ and ν, if ε0 is small enough.
Finally in order to prove the uniform convergence as M →∞, we shall first consider the case
l ≥ 1,m = 0 and we prove that, if M ′ > M and 0 < ϑ < 1, there is a constant Cϑ such that∫
dx|W (0,M ′)s,2l (x)−W (0,M)s,2l (x)| ≤ Cϑεmax{1,l−1}0 γ−ϑM , (2.52)
In order to prove this bound, we note that the tree expansion of W
(0,M ′)
s,2l (x) differs from that of
W
(0,M)
s,2l (x) only for two reasons:
1) The trees contributing to W
(0,M ′)
s,2l (x) are the same contributing to W
(0,M)
s,2l (x) plus a set of
trees with at least one endpoint of scale h0 > M + 1. It is easy to see that the sum over the
values associated to these trees satisfies a bound like (2.52), which differs from the overall bound
(2.25) only for a factor γ−ϑM . This factor is obtained by taking, for each tree τ of this type,
an arbitrary endpoint v0 of scale h0 ≥ M + 1 and by extracting from the bound (2.49) a factor
γ−ϑ(hv−hv′ ) for each line connecting two non trivial vertices on the path which connects v0 with
the root on τ . This operation changes the factors γ−(hv−hv′ )(n(v)−1) associated to these lines in
γ−(hv−hv′ )(n(v)−1−ϑ), which is still good enough for the bounds following (2.49), since n(v) ≥ 2
and ϑ < 1.
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2) Note that the single scale propagator (2.27) is independent of M , for any h ≤ M . Hence,
the other trees contributing to W
(0,M ′)
s,2l (x) differ from the corresponding trees contributing to
W
(0,M ′)
s,2l (x) only because, for some choices of the label α ∈ Aτ , the potentials associated to some
endpoints, those depending on g[hv,M
′], are substituted with g[hv,M ]. For all these labels, the
difference between the corresponding tree values can be written, if n is the order of the tree τ ,
as the some over at most n terms, such that there is at least one endpoint whose associated
potential contains g[hv,M
′] − g[hv,M ]. On the other hand, by (2.27),
g[hv,M
′] − g[hv,M ](x) = 1
L
∑
k∈DL
e−ikx∆M,M ′(k, x0)
∆M,M ′(k, x0) =
1
β
∑
k0∈Dβ
e−ik0x0
fˆu.v.(k) [HM ′ (k0)−HM+1(k0)]
−ik0 + (cos pF − cos k)
so that, by proceeding as in the proof of (1.20) in App. A, we can easily prove that |g[hv,M ′](x)−
g[hv,M ](x)| ≤ Cγ−M . It follows that the bound (2.52) is verified also by the sum over the values
associated to these trees.
The bound (2.52) implies that, for any k = (k1, . . . ,k2l), the sequence of functions FM (λ, ν) :=
Wˆ
(0,M)
s,2l (k), M ≥ 0, is a Cauchy sequence, uniformly in k and in the domain |λ|, |ν| ≤ ε0, where
the FM (λ, ν) are analytic. Hence, by Weierstrass theorem, the kernels Wˆ
(0,M)
s,2l (k) admit a limit
Wˆ
(0)
s,2l(k) as M →∞; the limit is analytic in |λ|, |ν| ≤ ε0 and its Taylor coefficients are the limits
of the coefficients of Wˆ
(0,M)
s,2l (k).
Let us now consider the constant E0, which can be written as in (2.37). We can write ej in
terms of a tree expansion, which can be described exactly as before, the only difference being
that the root has scale j and |Pv0 | = 0. The bound (2.49) implies that |ej | ≤ Cε0γ−j , hence
|E0| ≤ Cε0. The claim about limM→∞ E0 is proved exactly as before.
A similar argument applies to the kernels W
(0,M)
α,ε,s,mψ,mJ ,mη(x,y, z), with mψ = 0 and m =
mJ +mη > 0, if we write them as in (2.37) and use the bound (2.49).
2.4 Infrared integration
If χ(k′) is the function defined in §2.2, we put, for any integer h ≤ 0,
fh(k
′) = χ(γ−hk′)− χ(γ−h+1k′) (2.53)
which has support t0γ
h−1 ≤ |k′| ≤ t0γh+1 and equals 1 at |k′| = t0γh; then
χ(k′) =
0∑
h=hL,β
fh(k
′) (2.54)
where
hL,β := min
{
h : t0γ
h+1 > |km|
}
for km = (π/β, π/L) . (2.55)
For h ≤ 0 we also define
fˆh(k) = fh(k − pF , k0) + fh(k + pF , k0) (2.56)
(for h = 1 the definition is (2.14)). This definition implies that, if h ≤ 0, the support of fˆh(k) is
the union of two disjoint sets, A+h and A
−
h . In A
+
h , k is strictly positive and ‖k−pF‖T ≤ t0γh ≤ t0,
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while, in A−h , k is strictly negative and ‖k + pF ‖T ≤ t0γh. The label h is called the scale or
frequency label. Note that, if we redefine fˆ1(k) the function fˆu.v.(k) of (2.14), we have
1 =
1∑
h=hL,β
fˆh(k) (2.57)
We can write the infrared propagator introduced in (2.15) in the following way
g(i.r.)ω (x− y) =
0∑
h=hL,β
g(h)ω (x− y) (2.58)
where
g(h)ω (x− y) =
1
βL
∑
k′∈D′L,β
e−ik
′(x−y) fh(k
′)
−ik0 + Eω(k′) (2.59)
The integration of the infrared scales h ≤ 0 is done iteratively in the following way. Suppose
that we have integrated the scales 0,−1,−2, .., j + 1, obtaining
eW(J,η) = e−LβEj+Sj(J,η)
∫
PZj ,Cj(dψ
≤j)e−V
(j)(
√
Zjψ
≤j)+B(j)(
√
Zjψ
≤j ,J,η) (2.60)
where, if we put Cj(k
′)−1 =
∑j
h=hL,β
fh(k
′), PZj ,Cj is the Grassmann integration with propa-
gator
1
Zj
g(≤j)ω (x− y) =
1
Zj
1
βL
∑
k∈D′L,β
e−ik(x−y)
C−1j (k)
−ik0 + Eω(k′) (2.61)
V(j)(ψ) is of the form
V(j)(ψ) =
∑
l≥1
∑
ω,s
∫
dxW
(j)
ω,s,2l(x)ψx,ω,s (2.62)
while Sj(J, η) and B(j)(ψ≤j , J, η) contain all terms which are of order at least one in the source
field J and of order 0 or at least 2, respectively, in the field ψ≤j . For j = 0, Z0 = 1 and
the functional V(0), S0 and B(0) are those appearing in (2.19), with W (0)ω,α,ε,s,mψ,mJ ,mη (x) =
W
(0)
α,ε,s,mψ,mJ ,mη(x)e
ipF
∑mψ+mη
i=1 εiωixi (in other words, we have included in the definition of the
kernel the eipFωixi factors appearing in the decomposition of the infrared field associated to
(2.15)). We find also convenient to write V(j)(ψ) as
V(j)(ψ(≤h)) =
∞∑
l=1
1
(Lβ)2l
∑
k′1,...,k
′
2l
,
ε,s,ω
2l∏
i=1
ψˆ
(≤j)εi
k′i,ωi,si
Wˆ
(j)
2l,ε,s,ω(k
′
1, ...,k
′
2l−1)δ(
2l∑
i=1
εi(k
′
i + pF )) (2.63)
where
δ(k) = δ(k)δ(k0) , δ(k) = L
∑
n∈Z
δk,2pin , δ(k0) = βδk0,0 (2.64)
In order to integrate ψ(j) we split V(j) as LV(j)+RV(j), where R = 1−L and L, the localization
operator, is a linear operator on functions of the field defined in the following way by its action
on the kernels Wˆ
(j)
2l,ε,s,ω.
1) If 2l = 4, then
LWˆ (j)4,ε,s,ω(k′1,k′2,k′3) = δ∑4i=1 εiωipF ,0Wˆ
(j)
4,ε,s,ω(k¯++, k¯++, k¯++) (2.65)
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where
k¯ηη′ =
(
η
π
L
, η′
π
β
)
(2.66)
2) If 2l = 2 and s1 = s2, ω1 = ω2, ε1+ ε2 = 0 (otherwise W
(j)
2,ε,s,ω = 0, by spin symmetry and
the compact support properties of the propagators g(≤j)),
LWˆ (j)2,ε,s,ω(k′) =
1
4
∑
η,η′=±1
Wˆ
(h)
2,ε,s,ω(k¯ηη′)
{
1 + η
L
π
(
bL + aL
E(k′)
vF
)
+ η′
β
π
k0
}
(2.67)
where
aL
L
π
sin
π
L
= 1 ,
cos pF
v0
(1− cos π
L
) + bL
L
π
sin
π
L
= 0 (2.68)
In order to better understand this definition, note that, if L = β =∞,
LWˆ (j)2,ε,s,ω(k′) = Wˆ (j)2,ε,s,ω(0) +
E(k′)
vF
∂Wˆ
(j)
2,ε,s,ω
∂k′
(0) + k0
∂Wˆ
(j)
2,ε,s,ω
∂k0
(0) (2.69)
Hence, LWˆ (h)2,ε,s,ω(k′) has to be understood as a discrete version of the Taylor expansion up to
order 1. Since aL = 1 + O(L
−2) and bL = O(L
−2), this property would be true also if aL = 1
and bL = 0; however the choice (2.67) has the advantage to share with (2.69) another important
property, that is L2Wˆ (h)2,ε,s,ω(k′) = LWˆ (h)2,ε,s,ω(k′).
3) In all the other cases
LWˆ j2l,ε,s,ω(k′1, . . . ,k′2l−1) = 0 (2.70)
Note that the operator L satisfies the relation RL = 0. By the above definition we get
LV(j)(√Zjψ) = γjnjFν(√Zjψ) + ajFα(√Zjψ) + zjFz(√Zjψ)
+ l1,jF1(ψ) + l2,jF2(
√
Zjψ) + l4,jF4(
√
Zjψ)
(2.71)
where
Fν =
∑
ω,s
∫
dxψ+x,ω,sψ
−
x,ω,s , F1 =
1
2
∑
ω,s,s′
∫
dxψ+x,ω,sψ
−
x,−ω,sψ
+
x,−ω,s′ψ
−
x,ω,s′
Fα =
∑
ω,s
∫
dxψ+x,ω,sDψ−x,ω,s , F2 =
1
2
∑
ω,s,s′
∫
dxψ+x,ω,sψ
−
x,ω,sψ
+
x,−ω,s′ψ
−
x,−ω,s′ (2.72)
Fz =
∑
ω,s
∫
dxψ+x,ω,s∂0ψ
−
x,ω,s , F4 =
1
2
∑
ω,s
∫
dxψ+x,ω,sψ
−
x,ω,sψ
+
x,ω,−sψ
−
x,ω,−s
and Dψx,ω,s = 1Lβ
∑
k′ e
ik′x Eω(k
′)ψ+k′,ω,s (see definition (2.18)). Note that
l4,0 = 2λvˆ(0) +O(λ
2) l2,0 = 2λvˆ(0) +O(λ
2) l1,0 = 2λvˆ(2pF ) +O(λ
2) (2.73)
and in writing (2.71) the SU(2) spin symmetry has been used. In the case of local interactions,
vˆ(p) = 1. We will call F1 in (2.72) backward interaction and F2, F4 are the forward interactions;
the umklapp interaction is not present in LV(j), as well as other terms quadratic in the fields.
The reason is that the condition pF 6= 0, pi2 , π says that such terms are vanishing for j smaller
than a suitable constant (depending on |pF −π/2|), because they cannot satisfy the conservation
of the momentum, so there is no need to localize them (more details are in [25]).
21
Let us now consider B(j)(√Zjψ, J, η). The following analysis shows that it is necessary to
localize only the terms with mJ = 1 and mψ = 2. Hence we define
LB(j)(√Zjψ, J, η) = ∫ dx J (α)x
[ ∑
α6=TCi
Z
(1,α)
j
Zj
O(1,α)x (
√
Zjψ) +
∑
α
Z
(2,α)
j
Zj
O(2,α)x (
√
Zjψ)
]
(2.74)
where O(1,α) are
O(1,C)x =
∑
ω,s
ψ+x,ω,sψ
−
x,ω,s
O(1,Si)x =
∑
ω,s,s′
ψ+x,ω,sσ
(i)
s,s′ψ
−
x,ω,s′ (2.75)
O(1,SC)x =
∑
ε,ω,s
s e2iεωpF xψεx,ω,sψ
ε
x,ω,−s
while O(2,α) are
O(2,C)x =
∑
ω,s
e2iωpF xψ+x,ω,sψ
−
x,−ω,s
O(2,Si)x =
∑
ω,s,s′
e2iωpF xψ+x,ω,sσ
(i)
s,s′ψ
−
x,−ω,s′
(2.76)
O(2,SC)x =
∑
ε,ω,s
s ψεx,ω,sψ
ε
x,−ω,−s
O(2,TCi)x =
∑
ε,ω,s,s′
e−iεωpFψεx,ω,sσ˜
(i)
s,s′ψ
ε
x,−ω,s′
These definitions are such that the difference between −V(j)+B(j) and −LV(j) +LB(j) is made
of irrelevant terms.
Note that the factor e−iεωpF in the definition of O
(2,TCi)
x comes from the fact that the two aε
operators in the definition (1.9) of the triplet Cooper density are located in two different lattice
sites (otherwise the density would vanish). Moreover, there is no local operator O
(1,TCi)
x because∑
s,s′ ψ
ε
x,ω,sσ˜
(i)
s,s′ψ
ε
x,ω,s′ ≡ 0 by anticommutation of the fermion fields.
We then renormalize the integration measure, by moving to it part of the quadratic terms of
the effective potential, that is −zj(βL)−1
∑
ω,s
∑
k[−ik0 + Eω(k)]ψ+k,ω,sψ−k,ω,s; equation (2.60)
takes the form:
eW(J,η) = e−Lβ(Ej+tj)+Sj(J,η)
∫
PZ˜j−1,Cj (dψ
(≤j))e−V˜
(j)(
√
Zjψ
≤j)+B(j)(
√
Zjψ
≤j ,J,η) (2.77)
where V˜(j) is the remaining part of the effective interaction, PZ˜j−1,Cj (dψ≤j) is the measure whose
propagator is obtained by substituting in (2.61) Zj with
Z˜j−1(k) = Zj [1 + zjCj(k)
−1] (2.78)
and tj is a constant coming from the normalization of the measure. It is easy to see that we can
decompose the fermion field as ψ(≤j) = ψ(≤j−1) + ψ(j), so that
PZ˜j−1,Cj(dψ
≤j) = PZj−1,Cj−1(dψ
(≤j−1))PZj−1,f˜−1j
(dψ(j)) (2.79)
where f˜j(k) (see eq. (2.90) of [21]) has the same support and scaling properties as fj(k). Hence,
if we make the field rescaling ψ → [√Zj−1/√Zj ]ψ and call Vˆ(j)(√Zj−1ψ≤j) the new effective
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potential, we can write the integral in the r.h.s. of (2.77) in the form∫
PZj−1,Cj−1(dψ
(≤j−1))
∫
PZj−1,f˜−1j
(dψ(j))e−Vˆ
(j)(
√
Zj−1ψ
(≤j))+Bˆ(j)(
√
Zj−1ψ
(≤j),J,η)
If we perform the integration over ψ(j) and we call
Ej−1 = Ej + tj + E˜j , Sj−1(J, η) = Sj(J, η) + S˜j(J, η) (2.80)
the result, we finally get (2.60), with j− 1 in place of j and In order to analyze the result of this
iterative procedure, we note that LVˆ(j)(ψ) can be written as
LVˆ(j)(ψ) = γjνjFν(ψ) + δjFα(ψ) + g1,jF1(ψ) + g2,jF2(ψ) + g4,jF4(ψ) (2.81)
where νj = (
√
Zj/
√
Zj−1)nj , δj = (
√
Zj/
√
Zj−1)(aj − zj) and gi,j = (
√
Zj/
√
Zj−1)
2li,j ,
i = 1, 2, 4, are called the running coupling constants (r.c.c.) on scale j and denoted all together
by vj . Analogously, LBˆ(j)(ψ, J) can be written as in (2.74), with Z(i,α)j /Zj−1 in place of Z(i,α)j /Zj.
Let us now call W
(h)
ω,α,ε,s,mψ,mJ ,mη (x) the kernels of the various terms contributing to
B(h)(√Zh−1ψ(≤h−1), J, η) (in this case mψ 6= 0) or to S˜h(J, η) (in this case mψ = 0). We
shall prove the following Lemma, which follows from a careful dimensional analysis of the tree
expansion, similar to that used in many previous papers, see for example [21].
Lemma 2.3 Assume that
max{|λ|, sup
j>h
|vj |} ≤ ε0 , sup
j>h
Zj/Zj−1 ≤ ec1ε20 , sup
j>h
i,α
Z
(i,α)
j /Zj−1 ≤ ec1ε0 (2.82)
for some c1 > 0. The constant Eh and the L
1 norm of the kernels W
(h)
ω,α,ε,s,mψ,mJ ,mη (defined as
in (2.23)) are given by power series in {vj}j>h, convergent in the complex disc supj>h |vj | ≤ ε0,
for ε0 small enough and independent of β and L; moreover, if 2l = mψ +mη, m = mJ +mη
and Dmψ,mJ ,mη = −2 + l +mJ(1 + c1ε0) +mη(1 + 12c1ε20), they satisfy the following bounds:
|Eh − Eh+1| ≤ Cε0γ2h ,
∫
dx
∣∣W (h)ω,α,ε,s,mψ,mJ ,mη (x)∣∣ ≤ βLCl+mεkl,m0 γ−hDmψ,mJ,mη (2.83)
for some constant C > 0 and kl,m = max{1, l− 1}, if m = 0, otherwise kl,m = max{0, l− 1}.
2.5 Proof of Lemma 2.3
The constants E˜h and the kernels W
(h)
ω,α,ε,s,mψ,mJ ,mη can be written in terms of a tree expansion
similar to that used in §2.3, but with some important differences, which we shall describe with
the help of Fig. 2.
1) The scale index now is an integer taking values in [h, 2], h being the scale of the root.
Moreover, there is only one vertex v0 immediately following the root, as before, but now it
can not be an endpoint. The number of endpoints is still n + m, but now nv will denote the
number of normal endpoints following v and we introduce three new symbols mJ,v, mη,v and
mv = mJ,v +mη,v to denote the number of special endpoints following v of type J , type η and
both type, respectively.
2) With each vertex v of scale hv = +1, which is not an endpoint, we associate one of the terms
contributing to −V(0)(ψ(≤0)) + B(0)(ψ(≤0), J, η), in the limit M =∞, see (2.20). The endpoints
of scale h = +2 are associated with one of the terms contributing to the potentials in (2.3) and
(2.4).
3) With each endpoint v of scale hv ≤ 1 we associate one of local terms that contribute to
LV (hv−1), see (2.81), or LB(hv−1), see (2.74), or one of the two terms linear in ψ and η appearing
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r v0
v
h h+ 1 hv 0 +1 +2
Figure 2: A renormalized tree for V(h)
in the (2.4) (recall that they are not renormalized). With each trivial or non trivial vertex v > v0,
which is not an endpoint, we associate the R = 1 − L operator, acting on the corresponding
kernel.
4) If v is one endpoint of scale hv ≤ 1, it is still true that its scale is hv′ + 1, if v′ is the non
trivial vertex immediately preceding it or v0, but this property does not apply to the endpoints
of scale h = +2 involved in the localization procedure, that is those associated with the non
local potential V(ψ) of (2.4); note that, in this case,the trivial vertex preceding them carry an
R operator.
5) If there is only one endpoint, the previous conditions imply that its scale must be equal to
+2 or h + 2, if h ≤ 0. However, we need also to define the trivial tree, which is the tree with
one endpoint of scale h + 1; these trees do not belong to Th,n,m with n +m = 1, if h ≤ 0, and
are associated with one of the terms in the local part of Vˆ , see (2.81), or one of the terms in the
r.h.s. of (2.74).
The previous definitions imply that the following iterative equations, similar to (2.35), are
satisfied:
−V(h)(
√
Zhψ
(≤h)) + B(h)(
√
Zhψ
(≤h), J, η)− LβE˜h+1 + S˜h(J, η) =
=
∞∑
n=1
∑
τ∈Th,n,m
a∈Aτ
V¯
(h)
J (τ, a,
√
Zhψ
(≤h)) (2.84)
where, if v0 is the first vertex of τ and τ1, .., τs (s = sv0) are the subtrees of τ with root v0,
V¯
(h)
J (τ, a,
√
Zhψ
(≤h)) is defined inductively by the relation
V¯
(h)
J (τ, a,
√
Zhψ
(≤h)) = (2.85)
(−1)s+1
s!
ETh+1[V¯ (h+1)J (τ1, a1,
√
Zhψ
(≤h+1)); ..; V¯
(h+1)
J (τs, as,
√
Zhψ
(≤h+1))]
and V¯ (h+1)(τi, ai,
√
Zhψ
(≤h+1))
a) is equal to RVˆ(h+1)(τi, ai,
√
Zhψ
(≤h+1)) if the subtree τi is not trivial;
b) if τi is trivial and h ≤ −1, it is equal to one of the terms associated with the corresponding
endpoint (of scale h+ 1), as described in item 3) above, or, if h = 0, to one of the terms in the
r.h.s. of (2.3) or (2.4).
The main difference with respect to the proof of Lemma 2.2 is in the presence of the R = 1−L
operators. Let us assume first that R = 1, so that, in particular, we do not perform the free
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measure renormalization; in this case we can repeat exactly the analysis leading from (2.40) to
(2.49), with ε0 having the same meaning. The only difference is just that g
(h)
ω (x) admits a Gram
representation: g
(h)
ω (x− y) =
∫
dzA∗h(x− z) ·Bh(y − z), with
Ah(x) =
1
βL
∑
k′∈D′β,L
√
f˜h(k′)
eik
′x
k20 + Eω(k
′)2
Bh(x) =
1
βL
∑
k′∈D′β,L
√
f˜h(k′) e
ik′x(ik0 + Eω(k
′))
(2.86)
and
||Ah||2 =
∫
dz|Ah(z)|2 ≤ Cγ−2h , ||Bh||2 ≤ Cγ4h , (2.87)
for a suitable constant C. Therefore the Gram–Hadamard inequality implies that
|detGhv ,Tv (tv)| ≤ c
∑sv
i=1 |Pvi |−|Pv|−2(sv−1) · γ hv2 [
∑sv
i=1 |Pvi |−|Pv |−2(sv−1)] . (2.88)
By the decay properties of g
(h)
ω (x), it also follows that∏
v not e.p.
1
sv!
∫ ∏
l∈Tv
d(xl − yl) ||g(hv)ωl (xl − yl)|| ≤ Cn+m
∏
v not e.p.
1
sv!
γ−hv(sv−1) . (2.89)
Note now that |Iv| = 4n4,v+2n2,v+mη,v+2mJ,v, where n4,v and n2,v are the number of normal
endpoints with four and two ψ fields, respectively. Hence,
∑
v˜≥v
{
1
2
( sv˜∑
i=1
|Pvi | − |Pv|
)
− 2(sv˜ − 1)
}
=
1
2
(|Iv| − |Pv|)− 2(nv +mv − 1) =
= 2− 1
2
|Pv| − n2,v −mJ,v − 3
2
mη,v
(2.90)
Therefore, repeating the same steps leading from (2.41) to (2.48) we get, instead of (2.49)∑
n≥kl,m
Cn+mεn0
∑
τ∈Th,n,mJ ,mη
a∈Aτ
∑
P∈Pτ
|Pv0 |=mψ
∑
T∈T
γ−(Dv0+n2,v0 )h
[ ∏
v not e.p.
v>v0
1
sv!
γ−(Dv+n2,v)
]
(2.91)
where
Dv = −2 + 1
2
|Pv|+mJ,v + 3
2
mη,v (2.92)
Dv is called scaling dimension.
The fact that the scaling dimension Dv can be negative or vanishing prevents the possibility
of performing the sum over the scales, as we did in the equations leading from (2.49) to (2.51).
The action of the R operator (2.71) has the effect that instead of (2.91) the following bound is
found
∑
n≥kl,m
∑
τ∈Th,n,m
a∈Aτ
∑
P∈Pτ
|Pv0 |=2l
∑
T∈T
Cn+mεn0
[
mJ∏
t=1
Zit,αthvt
Zhvt−1
][
mη∏
s=1
1√
Zhv¯s−1
]
·
· γ−Dv0h
[ ∏
v not e.p.
v>v0
( Zhv
Zhv−1
)|Pv|/2 1
sv!
γ−[Dv+z(|Pv |,mv)]
] (2.93)
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where ε0 is defined as in (2.82), vt, t = 1, . . . ,mJ , and v¯s, s = 1, . . . ,mη, are the special endpoints
of type J and η, respectively; moreover, z(2, 0) = 2, z(4, 2) = 1, z(2, 1) = 1 and z(p,m) = 0
otherwise.
The proof of this bound is by now rather standard, but does not depend at all on the details
of the model, hence we address the reader to §3 of [21], where a similar bound is obtained. In any
case, the change of the dimensional factors is easy to understand. First of all, n2,v disappears,
because it is erased by the effect of the dimensional factor γj which multiplies the r.c.c. νj
in (2.81). Moreover, the presence of z(|Pv|,mv) is explained by the simple remark that the R
operation on the kernel W (hv)(k′1, . . . ,k
′
2l−1), associated to the vertex v of scale hv, see (2.63),
has roughly the effect of substituting it with the rest of the Taylor expansion of order z − 1 in
at least one of its variables, let us say k′1, see (2.69). The derivative of order z acting on k
′
1
will produce a ”bad factor” at most equal to γ−zhv , while the size of |k′1| gives a ”good factor”
at least equal to γ−zhv˜ , where v˜ < v is the vertex where the external field of momentum k′1 is
contracted or v0, if it belongs to Pv0 .
Note that
Dv + z(|Pv|,mv) > 0 , ∀v > v0 (2.94)
except in the case |Pv| = mη,v = 1 and mJ,v = 0. However, thanks to support properties of the
single scale covariance in the k variables, this can happen only in the non trivial vertex where
an endpoint of type η is connected to the tree, otherwise the tree value vanishes. It follows
immediately that this exception does not give any problem in the evaluation of the sum over the
scale indices, which is out of control only if one can find an arbitrary long chain of tree vertices
with non positive scale dimension.
In order to bound in (2.93) the sums over the scale labels and the set Pτ , we first use (2.82),
by adding the hypothesis that c1ε0, c1ε
2
0 ≤ 1/16; we get
[
mJ∏
t=1
Zit,αthvt
Zhvt−1
][ mη∏
s=1
1√
Zhv¯s−1
][ ∏
v not e.p.
v>v0
( Zhv
Zhv−1
)|Pv|/2
γ−[Dv+z(|Pv |,mv)]
]
≤
≤ emJc1ε0h+ 12mηc1ε20
[ ∏
v non trivial
γ−
1
40 (hv−hv′ )
][ ∏
v not e.p.
γ−
|Pv |
40
] (2.95)
Then we can continue as in the proof of Lemma 2.2.
Remark 1 - An easy corollary of the above proof is that the bound for the value associated
to trees with root h and at least one non trivial vertex of scale j can be improved by a factor
γϑ(j−h) with 0 < ϑ < 1. It is sufficient to notice that, thanks to (2.94), one can extract from the
bound in the first line of (2.95) one factor γϑ(hv−hv′ ) for each non trivial vertex on the path C
connecting the vertex v∗ of scale j with v0. Hence, there is αϑ > 0 such that the bound in the
second line of (2.95) can be substituted with the product of emJc1ε0h+
1
2mηc1ε
2
0 times
γϑ(j−h)
∏
v˜∈C
nontrivial
γ−αϑ(hv˜−hv˜′ )
∏
v∈C
note.p.
γ−αϑ|Pv |
∏
v/∈C
nontrivial
γ−
1
40 (hv−hv′ )
∏
v/∈C
note.p.
γ−
|Pv |
40 (2.96)
This important property will be called in the following the short memory property.
Remark 2 - The tree expansion has another important property, that will be used many times
in the following to translate “rough” dimensional arguments into rigorous dimensional bounds.
Suppose that we make a small change of one of the parameters of the model, so that the main
objects involved in the tree expansion, such as the r.c.c., the ren.c.’s or the single scale propaga-
tors, are subject to a small perturbation. Then, by using the “stability” of the Gram-Hadamard
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inequality (2.47) under a small perturbation of the propagator and the short memory property,
one can see, by an iterative argument, that the sum over the trees with n endpoints is subject to
a small variation, up to a Cn factor in the bounds. This property, which is model independent,
is explained with enough details in §4.6 of [21] in a particular case. We shall call it the stability
property of the tree expansion.
2.6 The flow of the running coupling constants
In order to use Lemma 2.3, we must show that the assumptions (2.82) are verified for any
h > hL,β. Let us consider first the r.c.c. and define for them the following vector notations:
~vh ≡ (v1,h, v2,h, v4,h, vδ,h, vν,h) = (g1,h, g2,h, g4,h, δh, νh) ≡ (~gh, δh, νh) ≡ (vh, νh) . (2.97)
The r.c.c. satisfy a set of recursive equations, which can be obtained by applying the localization
operator to the r.h.s. of (2.84); the result can written in the form:
vα,j−1 = Aαvα,j + βˆ
(j)
α (vj ; ..., v0;λ, ν) (2.98)
with Aν = γ, Aα = 1 for α 6= ν. These equations have been already analyzed in [25], where it
has been proved that, if λ is real positive and small enough, then it is possible to choose ν so
that, fixed ϑ < 1, |νh| ≤ Cλγϑh, ∀h ≤ 0, and 0 < g1,h < λ(1 + a¯λ|h|)−1, for some a¯ > 0, while
the other r.c.c. stay bounded by Cλ and converge for h→ −∞. In this paper, in order to proof
Borel summability of perturbation theory, we extend the proof to complex values of λ, restricted
to the set Dε,δ defined in (1.28); this implies that we need an analysis a bit more precise of the
flow equations (2.98).
To begin with, we put ν1 ≡ ν and we suppose that the sequence {νh}h≤1 is made of known
functions of λ, analytic in Dε,δ, such that
sup
j≤1
γ−ϑj |νj | ≤ ξ|λ| (2.99)
and study the flow equations of the other variables. The idea is that this restricted flow has
properties such that, by a fixed point argument, the sequence {νh}h≤1, satisfying the last equa-
tion of (2.98), can be uniquely determined, for ξ large enough. This point can be treated in a
way similar to that used in the spinless case (see App. 5 of [26] or §4.3 of [21], where a different
method is used); we shall give the main details below, see §2.8. Hence, from now on, we shall
consider the restriction of (2.98) to vj , see (2.97).
The next step is to extract from the functions βˆ
(j)
α the leading terms for j → −∞. Observe
that the propagator g˜
(j)
ω of the single scale measure PZj−1,f˜−1j
, can be decomposed as
g˜(j)ω (x) =
1
Zj
g
(j)
D,ω(x) + r
(j)
ω (x) (2.100)
where g
(j)
D,ω is the Dirac propagator (with cutoff) and describes the leading asymptotic behavior
g
(j)
D,ω(x) :=
1
βL
∑
k∈DL,β
e−ikx
f˜j(k)
−ik0 + ωvFk , (2.101)
while the remainder r
(j)
ω satisfies, for any q > 0 and 0 < ϑ < 1, the bound
|r(j)ω (x)| ≤
γ(1+ϑ)j
Zj
Cq,ϑ
1 + (γj |x|)q . (2.102)
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Let us now call ZD,j the values of Zj one would obtain by substituting V(0) with LV(0) in (2.19)
and by using for the single scale integrations the propagator (2.100) with r
(i)
ω (x) ≡ 0 for any
i ≥ j. It can be proved by an inductive argument that, if all the r.c.c. stay of order λ,∣∣∣∣ ZjZj−1 − ZD,jZD,j−1
∣∣∣∣ ≤ Cε2jγϑj (2.103)
where
εj := max{|λ|, max
0≥h≥j
|~gh|, max
0≥h≥j
|δh|}
It is then convenient to decompose the functions βˆ
(j)
α as
βˆ(j)α (~vj ; ..., ~v0;λ, ν) = β
(j)
α (vj , ...,v0) + β¯
(j)
α (~vj ; ..., ~v0;λ, ν) (2.104)
where β
(j)
α (vj , ...,v0) is given by the sum of all trees containing only endpoints with r.c.c. δh, ~gh,
0 ≥ h ≥ j, modified so that the propagators g(h)ω and the wave function renormalizations Zh,
0 ≥ h ≥ j, are replaced by g(h)D,ω and ZD,h; β¯(j)α contains the correction terms together with the
remainder of the expansion. (2.103) and (2.99) imply that there two constants c¯ and C, such
that
|β¯(j)α (~vj ; ..., ~v0;λ)| ≤
{
Cε2jγ
ϑj if α 6= δ
(c¯ ε0 + Cε
2
j )γ
ϑj if α = δ
(2.105)
Remark Note that the constant C in (2.103) and (2.105) depends on the constant ξ of (2.99). It
is easy to see that, if we call C1 the constant appearing in (2.93), then C = C1max{C1, ξ} and all
bounds of this section are verified only if, say, max{C1, ξ}ε0 ≤ 1/2. In the following discussion,
the only constant which depends on C under this smallness hypothesis, is the constant b2 of
(2.116) below. Hence, all the other constants will be independent of ξ, if the first condition in
(2.134) is also verified.
The leading term in (2.104), that is β
(j)
α , can be further decomposed as
β(j)α (vj , ...,v0) = β˜
(j)
α (vj) + rα,j(vj , ...,v0) (2.106)
where β˜
(j)
α (v) = β
(j)
α (v, ...,v). We can write:
β˜(j)α (vj) =
∑
i=0,1
b
(j)
α,i(vj) + b
(j)
α,≥2(vj) (2.107)
where b
(j)
α,i(vj) is the contribution of order i in g1,j, wile b
(j)
α,≥2(vj) is the contributions of all trees
with at least two endpoints of type g1. The crucial property is the following one, called partial
vanishing of the beta function, whose proof is in Appendix C
|b(j)α,i(vj)| ≤ Cε2j [γϑj + γ−(j−hL,β)] , i = 0, 1 (2.108)
Now, let us extract from β˜
(j)
α (vj) the second order contributions, which all belong to b
(j)
α,≥2(vj);
we get:
β˜(j)α (vj) = −aαg21,j +
∑
i=0,1
b
(j)
α,i(vj) + r˜α,j(vj) (2.109)
with a1 = a
(j)
L,β > 0, a2 = a
(j)
L,β/2, a4 = aδ = 0, and, for some b1 > 0,
|r˜α,j(vj)| ≤ b1εj |g1,j|2 . (2.110)
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Note that, if we put
a = 2 lim
h→−∞
1
|h|
∫
dk
(2π)2
ĝ
(≥h)
D,+ (k)ĝ
(≥h)
D,− (k) =
log γ
πvF
(2.111)
where g
(≥h)
D,ω ≡
∑0
j=h g
(j)
D,ω, then
|a(j)L,β − a| ≤ Cγ−(j−hL,β) (2.112)
Let us now analyze in more detail the functions r
(j)
α (vj , ...,v0), which appear in (2.106). If
we define, for j′ ≥ j + 1,
D(j,j
′)
α (vj , ...,v0) = β
(j)
α (vj , ...,vj ,vj′ , ...,v0)− β(j)α (vj , ...,vj ,vj , ...,v0) (2.113)
we can decompose r
(j)
α (vj , ...,v0) in the following way:
rα,j(vj , ...,v0) =
0∑
j′=j+1
D(j,j
′)
α (vj , ...,v0) (2.114)
Note that D
(j,j′)
α (vj , ...,v0) is obtained from β
(j)
α (vj , ...,v0), by changing the values of the r.c.c.
in the following way: the r.c.c. of scale lower than j′ are put equal to the corresponding r.c.c.
of scale j; those of scale greater than j′ are left unchanged; at least one of the r.c.c. vr,j′ is
substituted with vr,j′ − vr,j . By using the stability property (remark 2 after (2.96), we can show
that , if εj is small enough,
|D(j,j′)α (vj , ...,v0)| ≤ b3εjγ−(j
′−j)ϑ|vj′ − vj | (2.115)
for some b3 > 0. If we insert in the flow equation (2.98) the equations (2.104), (2.106), (2.109),
(2.114) and use the bounds (2.105), (2.108), (2.110), (2.112) and (2.115), we get, if εj is small
enough,
|vj−1 − vj | ≤ (a+ b1εj)|g1,j |2 + (c¯ ε0 + b2ε2j)γϑj + b2ε2jγ−(j−hL,β)+
+ b3εj
0∑
j′=j+1
γ−ϑ(j
′−j)|vj′ − vj |
(2.116)
for some b2 > 0. The form of this bound implies that, in order to control the flow, it is sufficient
to prove that g1,j goes to 0 as j → −∞ so fast that |g1,j |2 is summable on j. Hence, we have to
look more carefully to the flow equation of g1,j. By proceeding as before, we can write
g1,j−1 = g1,j − ag21,j + r˜1,j + r1,j + r¯1,j (2.117)
|r˜1,j | ≤ b1εj|g1,j |2 , |r1,j | ≤ b3εj
0∑
j′=j+1
γ−ϑ(j
′−j)|vj′ − vj |
|r¯1,j | ≤ b2εj |g1,j|[γϑj + γ−(j−hL,β)]
(2.118)
where, in the bound of r¯1,j , we used the fact that, for symmetry reasons, b
(j)
1,0(vj) = 0.
The proof that, if g1,0 ∈ Dε0,δ, g1,j goes to 0 as j → −∞ so fast that |g1,j |2 is summable on
j, uniformly in L and β, would be rather simple if r¯1,j = 0. This is not true, hence we have to
show that its contribution is in any case negligible; however, this claim looks reasonable only if
both |j| and j − hL,β are large enough. To control the “small” values of j, we use the remark
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that, as it is easy to show, if ε0 is small enough, there is a constant c4, such that, if g1,0 ∈ Dε0,δ
and c4|j0||g1,0|2 ≤ |g1,0|2−η, η < 1, then, for j ≥ j0,
g1,j ∈ D2ε0,δ/2 , |g1,0|/2 ≤ |g1,j| ≤ 2|g1,0| , εj ≤ 2ε0 (2.119)
Hence we put j0 = −(c4|g1,0|1/2)−1 and suppose ε0 so small that
εj0γ
ϑ
2 j0 ≤ 2c5|g1,j0 |γ
ϑ
2 j0 ≤ |g1,j0 |3 (2.120)
where we also used the fact that, since vˆ(2pF ) > 0, ε0 ≤ c5|g1,0|, for some constant c5.
Lemma 2.4 If g1,0 ∈ Dε0,δ and j ≥ j0, then, if ε0 is small enough,
|vj−1 − vj | ≤ 2a|g1,j|2 + 2c¯ε0γ ϑ2 j + 2b2ε2jγ−(j−hL,β) (2.121)
Proof - We shall proceed by induction. By (2.119), if ε0 is small enough, c¯ ε0+ b2ε
2
j ≤ (3/2)c¯ ε0
and a+ b1εj ≤ 3a/2; hence, (2.121) is true for j = 0. Let us suppose that (2.121) is verified for
j > h > 0. By (2.119), if j ≥ h ≥ j0, |g1,j |/|g1,h| ≤ 4; hence, by using (2.116) and (2.121), we
get:
|vh−1 − vh| ≤ (3/2)a|g1,h|2 + (3/2)c¯ ε0γϑh + b2ε2hγ−(h−hL,β)+
b3εh
0∑
j=h+1
γ−ϑ(j−h)(j − h)
 maxh<j′≤j [2a|g1,j′ |2 + 2c¯ε0γ ϑ2 j′]+ 2b2ε2j′
j∑
j′=h+1
γ−(j
′−hL,β)

≤ |g1,h|2
[
(3/2)a+ 64ab3ε0
∞∑
n=0
n γ−ϑn
]
+ γ
ϑ
2 hε0
[
(3/2)c¯+ 4c¯b3ε0
∞∑
n=0
nγ−
ϑ
2 n
]
+
b2ε
2
hγ
−(h−hL,β)
[
1 + 4b3ε0
∞∑
n=1
γ−n
]
Hence, (2.121) is verified also for j = h, if ε0 is small enough.
The previous analysis implies that the flow is essentially trivial up to values of j of order
|g1,0|−1/2 (or even |g1,0|−η, 0 < η < 1). Let us now consider the region j ≤ j0, where the term
proportional to γϑj in the bound of r¯1,j is expected to be negligible, thanks to the condition
(2.120), so that we can hope to prove that |g1,j| is decreasing. However, since the the term
proportional to γ−(j−hL,β) is not negligible for j − hL,β “too small”, we have to put some
restriction on the values of j. We choose to restrict the detailed analysis of the flow to the
region
j ∈ [j0, h∗L,β] , h∗L,β := min{j < j0 : γ−(j−hL,β) ≤ |g1,j |2} (2.122)
In this region we write (2.117) in the form
g1,j−1 = g1,j − aj g21,j , aj ≡ a−
r˜1,j + r1,j + r¯1,j
g21,j
(2.123)
and we define Aj0 = 0 and, for j < j0,
Aj =
1
j0 − j
j0∑
j′=j+1
aj′ g˜1,j =
g1,j0
1 +Ajg1,j0(j0 − j)
(2.124)
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Lemma 2.5 There are constants c1, c2, c3 such that, if g1,0 ∈ Dε0,δ and it ε0 is small enough,
then the following bounds are satisfied, for all j ∈ [j0, h∗L,β).
εj ≤ c3ε0 (2.125)
|vj − vj+1| ≤ c1|g1,j+1|2 (2.126)
|g1,j − g˜1,j | ≤ |g˜1,j |3/2 (2.127)
|aj − a| ≤ c2|g1,j0 | (2.128)
If j ∈ [h∗L,β + 1, hL,β), we can only say that
|g1,j | ≤ 2|g1,h∗
L,β
| , εj ≤ 2c3 (2.129)
Proof - We shall proceed by induction. By using (2.120), (2.121), (2.122) and (2.119), we see that
the bounds (2.125) and (2.126) are satisfied for j = j0, if c3 ≥ 2, c1 ≥ 3a and (c¯/c5)ε0+8b2ε20 ≤ a.
Moreover, g1,j0 = g˜1,j0 and, by proceeding as in the proof of Lemma 2.4 and using (2.120), it is
easy to prove that there is a constant c¯2, such that
|aj0 − a| ≤ c¯2|g1,j0 |
Hence, all the bounds are verified (for ε0 small enough) for j = j0, if c1 ≥ 3a, c2 ≥ c¯2 and c3 ≥ 2.
Suppose that they are verified for j0 ≥ j ≥ h.
The validity of (2.127) for j = h − 1 follows from Prop. B.2, which only rests on the
bound (2.128) for j ≥ h. On the other hand, (2.127) implies that, if ε0 is small enough,
2−1|g˜1,j| ≤ |g1,j | ≤ 2|g˜1,j|; hence, using (2.124), we get, for j > h∣∣∣∣ g1,jg1,h
∣∣∣∣ ≤ 4 |1 +Ahg1,j0(j0 − h)||1 +Ajg1,j0(j0 − j)| (2.130)
Let us now define, as in App. B, Aj = αj + iβj, αj = ℜAj , and suppose that
2c2ε0 ≤ a/2 (2.131)
so that, by (2.119), αj ≥ a/2, |βj | ≤ 2c2ε0, |Aj | ≤ 3a/2, for j > h. By proceeding as in the
proof of the bound (B.8) in App. B, we get, if j > h and |Arg g1,0| ≤ π − δ, δ > 0 (so that
|Arg g1,j0 | ≤ π − δ/2, see (2.119)),
|1 + g1,j0αj(j0 − j)| ≥
1
3
sin(δ/2)[1 + |g1,j0 |αj(j0 − j)]
and, if we put 1 +Ajg1,j0(j0 − j) = 1 + αjg1,j0(j0 − j) + wj , we choose ε0 so that
|wj |
|1 + g1,j0αj(j0 − j)|
≤ 6c2ε0|g1,j0 |(j0 − j)
sin(δ/2)|g1,j0 |(a/2)(j0 − j)
=
12c2ε0
a sin(δ/2)
≤ 1
2
(2.132)
Then, by using (2.130), we get∣∣∣∣ g1,jg1,h
∣∣∣∣ ≤ 24sin(δ/2) 1 + (3a/2)|g1,j0|(j0 − h)|1 + (a/2)|g1,j0 |(j0 − j)| ≤ Cδ(j − h) (2.133)
for some constant Cδ, only depending on δ and a. Moreover, since εh ≤ c3ε0, then c¯ ε0+ b2ε2h ≤
2c¯ ε0 and a+ b1εj + b2ε
2
j ≤ 2a, if
b2c
2
3ε0 ≤ c¯ , and b1c3ε0 + b2c23ε20 ≤ a (2.134)
31
Hence, by using the bounds (2.116), (2.126), (2.120), (2.122), (2.134) and (2.133), we get
|vh−1 − vh| ≤ 2a|g1,h|2 + c¯ ε0
c5
γ−ϑ(j0−h)|g1,j0 |2 + c1b3εh
0∑
j=h+1
γ−ϑ(j−h)(j − h) max
h<j′≤j
|g1,j′ |2
≤ |g1,h|2
[
2a+
c¯ ε0
c5
C2δ max
n≥0
γ−nϑn2 + c1εhb3C
2
δ
∞∑
n=0
γ−ϑnn3
]
It follows that (2.126) is satisfied also for j = h, if
2a+
c¯ ε0
c5
C2δ max
n≥0
γ−nϑn2 + 2c1c3ε0b3C
2
δ
∞∑
n=0
γ−ϑnn3 ≤ c1 (2.135)
Moreover, by using (2.126) and |g1,j| ≤ 2|g˜1,j|, we get, for some b4 > 0, only depending on a,
under the condition (2.131):
εh−1 ≤ ε0 +
0∑
j=h
|vj−1 − vj | ≤ ε0 + b4c1ε0
so that εh−1 ≤ c3ε0, if
1 + b4c1 ≤ c3 (2.136)
The bound for ah−1 − a can be done in the same way; it is easy to see that
|ah−1 − a| ≤
[
b1c3 + b2c
2
3ε0C
2
δ max
n≥0
γ−nϑn2 + 2c1c3b3C
2
δ
∞∑
n=0
γ−ϑnn3
]
ε0 (2.137)
Hence, (2.128) is verified for j = h− 1, if
c˜2 ≡ 2c¯ C2δ max
n≥0
γ−nϑn2 + 2c1c3b3C
2
δ
∞∑
n=0
γ−ϑnn3 ≤ c2 (2.138)
The conditions (2.131), (2.132), (2.134), (2.135), (2.136) and (2.138) can be all satisfied, by
taking, for example, c1 = 4a, c3 = 1 + 4ab4 and c2 = max{c¯2, c˜2}, if ε0 is small enough.
We still have to analyze the flow in the region j ∈ [h∗L,β, hL,β + 1], in order to prove the
bounds (2.129). We should again proceed by iteration, but we prefer to explain the idea of the
proof, which can be by now easily translated in the longer formal proof.
Let us consider first the flow equation for g1,j. In this region it is not convenient to include the
term bounded by b2εj|g1,j |γ−(j−hL,β) (see (2.118)) in the definition of aj ; hence, we decompose
r¯1,j as r¯1,j = r¯
(ϑ)
1,j + r¯
(L,β)
1,j and we write (2.117) in form
g1,j−1 = g1,j − a′j g21,j + r¯(L,β)1,j , a′j ≡ a−
r˜1,j + r1,j + r¯
(ϑ)
1,j
g21,j
|r¯(L,β)1,j | ≤ b2εj |g1,j|γ−(j−hL,β)
(2.139)
Note that, if εj satisfies the second condition in (2.129), a
′
j satisfies a bound like (2.128), so that
the term −a′j g21,j has still the effect to lower the value of |g1,j | as j decreases. This remark can
be translated easily in the claim that |g1,j | can be bounded by the solution of the flow equation
g¯1,j−1 = g¯1,j[1 + 2c3b2ε0γ
−(j−hL,β)] , g¯1,h∗L,β = |g1,h∗L,β |
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whose solution satisfies, for ε0 small enough, the bound
g¯1,h ≤ |g1,h∗
L,β
| exp
2c3b2ε0
h∗L,β∑
j=h+1
γ−(j−hL,β)
 ≤ 2|g1,h∗L,β | (2.140)
Let us now consider the other couplings; even in this case we have to separate the term propor-
tional to b2ε
2
jγ
−(j−hL,β) from the others; however it is easy to see, by proceeding as before, that
the only consequence is that the bound (2.126) has to be modified as
|vj − vj+1| ≤ c′1|g1,j+1|2 + c′′1ε2jγ−(j−hL,β) (2.141)
so that, if h ∈ [h∗L,β, hL,β + 1]
|vh| ≤ |vh∗
L,β
|+ c′1
h∗L,β−1∑
j=h+1
|g1,j+1|2 + c′′1
h∗L,β−1∑
j=h+1
ε2jγ
−(j−hL,β)
By using (2.140), (2.125), the inductive hypothesis that εj ≤ 2c3ε0 and the fact that, by (2.122),
h∗L,β − hL,β − 1 ≤ log |g1,h∗L,β |−2, we get
|vh| ≤ c3ε0 + 2c′1|g1,h∗L,β |2 log |g1,h∗L,β |−2 + 4c23c′′1ε20
∞∑
n=1
γ−1 ≤ 2c3ε0
if ε0 is small enough.
We finally show that the running coupling constants are well defined in the zero temperature
and thermodynamic limit.
Lemma 2.6 For any fixed sequence νh, h ∈ (hL,β , 1], satisfying (2.99) and any fixed j ≤ 0,
limmin{β,L}→∞ vj = v¯j does exist; moreover, limj→−∞ v¯j = v−∞ with
g2,−∞ = g2,0 − 1
2
g1,0 +O(|λ|3/2) = [2vˆ(0)− vˆ(2pF )]λ+O(|λ|3/2) (2.142)
g4,−∞ = g4,0 +O(λ
2) = 2λvˆ(0) +O(λ2)
δ−∞ = O(λ) (2.143)
Proof - By applying the localization procedure (see (2.65), (2.67)) to the effective potential
V(0)(ψ), we see that
v0 = v∞ +
∞∑
j=0
∞∑
n=1
∑
τ∈Tj,n
∑
P:|Pv0 |=mα
∫
ΛM
d(xv0/x0)K
(j+1)
L,τ,L,β,P(xv0 ) (2.144)
where mα = 4, if α = 1, 2, 4, mα = 2, if α = δ, Λ = C × (−β/2, β/2), x0 is an arbitrary fixed
point in the set xv0 , M is the number of points in xv0/x0, Tj−1,n is the family of trees with scale
root j − 1, n normal endpoints and no special endpoint. Moreover, v∞ is the term of order 1 in
λ and the kernels K
(j+1)
L,τ,P,L,β(xv0 ) are obtained from the kernels (2.42) (where the dependence
on L and β was hidden) by the procedure described after (2.62). Let us now define
v¯0 = v¯∞ +
∞∑
j=1
∞∑
n=1
∑
τ∈Tj−1,n
∑
P:|Pv0 |=mα
∫
ΛM∞
d(xv0/x0)K
(j+1)
L,τ,P(xv0) (2.145)
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where Λ∞ = Z×R, K(j+1)L,τ,P(xv0) := limmin{β,L}→∞K(j+1)L,τ,L,β,P(xv0 ), v¯∞ := limmin{β,L}→∞ v∞ =
(2λvˆ(0), 2λvˆ(0), 2λvˆ(2pF ), δ0). We want to prove that
|v0 − v¯0| ≤ C0|λ|γhL,β (2.146)
It is easy to see that a bound of this type is valid for |v∞− v¯∞|. Hence, if we call Tj,L,β and Tj,∞
the contribution of the trees with scale root j to the sum in (2.144) and (2.145), respectively,
the bound (2.146) will be proved, if we prove that
|Tj,L,β − Tj,∞| ≤ C|λ|γ−jγ−(j−hL,β) (2.147)
which differs from the dimensional bound of Tj,L,β and Tj,∞ for the factor γ
−(j−hL,β) ≤ γhL,β .
Note that
|Tj,L,β − Tj,∞| ≤
∞∑
n=1
∑
τ∈Tj−1,n
∑
P:|Pv0 |=mα
(
∆j,1 +∆j,2
)
, where (2.148)
∆j,1 :=
∫ ∗
d(xv0/x0)
∣∣∣K(j+1)L,τ,β,L,P(xv0 )−K(j+1)L,τ,P(xv0)∣∣∣ (2.149)
∆j,2 :=
∫ ∗∗
ΛM
d(xv0/x0)
∣∣∣K(j+1)L,τ,β,L,P(xv0)∣∣∣+ ∫ ∗∗
ΛM∞
d(xv0/x0)
∣∣∣K(j+1)L,τ,P(xv0 )∣∣∣ (2.150)
where
∫ ∗
d(xv0/x0) denotes the integration over the rectangle centered in x0 and with sides of
length L/4 and β/4, while
∫ ∗∗
d(xv0/x0) denotes the integration over the complementary region.
In order to bound ∆j,1, we note that the difference between the two kernels comes from
the oscillating factors eik¯ηη′x, which appear in the R operation written in coordinate space
(obtained by Fourier transforming (2.65) and (2.67)) and from the differences between g(k)(x)
and its β, L → ∞ limit g(k)∞ (x). Regarding the first kind of contributions, we note that the
difference between the two kernels can be written as a sum over O(n) terms with at least one
factor eik¯ηη′x − 1 associated with a tree vertex; this factor modifies the bound by a factor
γ−k+hL,β , where k is the scale of the vertex. Since k ≥ j + 1, the dimensional bound of a
single tree is modified by a factor γ−j+hL,β , without modifying the dimensional properties of the
sum over the tree expansion. Regarding the second kind of contributions, if we write g(k)(x) =
g
(k)
∞ (x) + δg
(k)
∞ (x), we get the dimensional bounds:
|δg(k)∞ (x)| ≤ Cγkγ−(k−hL,β) ,
∫
|x|≤β/4,
|x0|≤
β
4
dx|δg(k)∞ (x)| ≤ Cγ−kγ−(k−hL,β)
which differ from the bounds of g(k)(x) by a factor γ−k+hL,β , with k ≥ j. By using the stability
property (see Remark 2 at the end of §2.5), we see that the sum over the tree expansion is
modified again by a factor γ−j+hL,β .
In order to bound ∆j,2, we note that, given any contribution to the one of the kernels, one
can select in the spanning tree used to perform the integration (see (2.89)) a chain of propagators
connecting x0 with a point xˆ at a distance greater that min(L, β), and this produces an extra
factor much smaller than γ−(j−hL,β) in the bound, in an obvious way. This concludes the proof
of (2.147).
We now prove that limmin{β,L}→∞ vj = v¯j does exist even for j < 0. By using the notation
of §2.5, we can write, if hL,β < j − 1: vα,j−1 = vα,j + β(j)α,L,β(v) , with β(j)α,L,β(v) of the form
β
(j)
α,L,β(v) =
∞∑
n=1
∑
τ∈Tj,n
∑
P:|Pv0 |=mα
∫
ΛM
d(xv0/x0)K
(j+1)
L,τ,L,β,P(xv0 ,v) (2.151)
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We now call v¯α,j the solution of the recurrence equation: v¯α,j−1 = v¯α,j + β
(j)
α (v¯), with
β(j)α (v¯) =
∞∑
n=1
∑
τ∈Tj−1,n
∑
P:|Pv0 |=mα
∫
ΛM∞
d(xv0/x0)K
(j+1)
L,τ,P(xv0 , v¯) (2.152)
where K
(j+1)
τ,P (xv0 ,v) = limmin{β,L}→∞K
(j+1)
τ,L,β,P(xv0 ,v). We prove by induction that, if j < 0
and λ is small enough,
|vj − v¯j | ≤ γ−(j−hL,β) (2.153)
Note that this bound is not optimal, but it is sufficient for our purposes and very easy to prove.
We can write:
|vα,j−1 − v¯α,j−1| ≤ |vα,0 − v¯α,0|+
0∑
k=j
|β(k)α,L,β(v)− β(k)α (v¯)| (2.154)
The bound (2.153) is an immediate consequence of this inequality and (2.146), if we prove that
|β(k)α,L,β(v) − β(k)α (v¯)| ≤ C|λ|γ−(k−hL,β) (2.155)
Let us write
β
(k)
α,L,β(v)− β(k)α (v¯) = [β(k)α,L,β(v) − β(k)α,L,β(v¯)] + [β(k)α,L,β(v¯)− β(k)α (v¯)] (2.156)
The first term can be easily bounded by induction, thanks to the stability property of the tree
expansion, while the second term can be bounded as in the proof of (2.147) and taking into
account the following facts. If α 6= δ, there is no term of order 1 in λ in (2.151) and (2.152),
so that we can iterate the bound (2.153), by using it only once in the endpoints of the tree
expansion of [β
(k)
α,L,β(v) − β(k)α,L,β(v¯)]. This is not true if α = δ; however, in this case the only
terms with n = 1 in (2.151) and (2.152) depend only on v0 and v¯0, respectively, since they are
obtained by contracting on scale k < 0 the irrelevant term produced on scale 0 by the action of
the R operator. Hence, even in this case, we get a factor |λ| in the bound, after the insertion of
(2.153).
We still have to prove that limj→−∞ v¯j = v−∞ does exist and satisfies (2.142) and (2.143).
The first claim is essentially trivial, since it is obvious that v¯ satisfies Lemma 2.5, and, in
particular, this implies that, if g¯1,0 ∈ Dε,δ, with ε small enough (how small depending on δ), g¯1,j
goes to 0, as j → −∞, and∑0j=h |g¯1,j |2 ≤ Cδ−1|λ|, uniformly in h. This is an easy consequence
of the condition (2.127) and the condition vˆ(2pF ) > 0; note that the power 3/2 in the r.h.s. of
(2.127) could be replaced by 2 − η, η > 0, but 2 is not allowed. Finally, the form of the flow
(2.98) implies also that g¯2,j , g¯4,j and δ¯j converge, as j → −∞, to some limits g2,−∞, g4,−∞ and
δ−∞ of order λ, satisfying (2.142) and (2.143).
Let us now suppose that λ is a (small) positive number; the previous bounds imply that
g¯1,j > 0, for any j ≤ 0. The following Lemma will allow us to control the logarithmic corrections
to the power law fall-off of the correlations.
Lemma 2.7 There are four sequences wi,h, δi,h, i = 1, 2, h ≤ j0, such that
j0∑
j=h
g¯1,j = (1 + w1,h)
1
a
log[1 + ag¯1,j0(j0 − h)] + δ1,h (2.157)
j0∑
j=h
[
g¯2,j − g2,−∞
]
= (1 + w2,h)
1
2a
log[1 + ag¯1,j0(j0 − h)] + δ2,h (2.158)
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with
|wi,h| ≤ Cλ , |δi,h| ≤ Cλ1/2 (2.159)
|wi,h−1 − wi,h| ≤ Cλ
[1 + ag¯1,j0(j0 − h)] log[1 + ag¯1,j0(j0 − h)]
(2.160)
Proof - Let us put g0 = g¯1,j0 , and a(s) the function of s ≥ 0, such that a(s) = aj0−n, if
n ≤ s < n+ 1. Then, by using (2.124), (2.127) and (2.128), it is easy to see that∣∣∣∣∣∣
j0∑
j=h
g¯1,j − Ij0−h
∣∣∣∣∣∣ ≤ Cλ1/2 , In =
∫ n
0
ds
g0
1 + g0
∫ s
0
dt a(t)
(2.161)
On the other hand, (2.128) also implies that a(s) = a+ λr(s), with |r(s)| ≤ C; hence
In =
∫ n
0
ds
g0
1 + g0as
− λ
∫ n
0
ds
g20
∫ s
0 dt r(t)
[1 + g0
∫ s
0 dt a(t)][1 + g0as]
implying that∣∣∣∣In − 1a log(1 + ag0n)
∣∣∣∣ ≤ 4Cλa2
∫ ag0n
0
dx
x
(1 + x)2
<
4Cλ
a2
log(1 + ag0n)
Hence there is a constant w˜n such that In = (1/a + w˜n) log(1 + ag0n), with |w˜n| ≤ Cλ; this
bound, together with the bound in (2.161), proves (2.159) for i = 1. To prove (2.160), note that
|In+1 − In| ≤
∫ n+1
n
ds
g0
1 + g0
a
2 s
=
2
a
log
(
1 +
ag0
2 + ag0n
)
In+1 − In = (1/a+ w˜n+1) log
(
1 +
ag0
1 + ag0n
)
+ (w˜n+1 − w˜n) log(1 + ag0n)
so that, if λ is small enough,
|w˜n+1 − w˜n| log(1 + ag0n) ≤
(
3
a
+ Cλ
)
log
(
1 +
ag0
1 + ag0n
)
≤ 4g0
1 + ag0n
To prove (2.159) and (2.160) for i = 2, note that, by (2.109) and Lemma 2.5, if j ≤ j0,
g¯2,j − g2,−∞ =
j∑
h=−∞
[a
2
+O(λ)
]
g21,h =
[a
2
+O(λ)
] ∫ ∞
|j|
ds
g21,0
(1 + ag1,0s)2
+O(g˜
3/2
1,j )
=
[
1
2
+O(λ)
]
g˜1,j +O(g˜
3/2
1,j )
Hence, the proof of (2.159) is almost equal to the previous one, while the proof of (2.160) needs
a slightly different algebra; we omit the details.
2.7 The flow of renormalization constants
The renormalization constant of the free measure satisfies
Zj−1
Zj
= 1 + β(j)z (~gj , δj , ..., ~g0, δ0) + β¯
(j)
z (~vj ; .., ~v0;λ) ; (2.162)
36
while the renormalization constants of the densities, for α = C, Si, SC, TCi and i = 1, 2, satisfy
the equations
Z
(i,α)
j−1
Z
(i,α)
j
= 1 + β
(j)
(i,α)(~gj, δj , ..., ~g0, δ0) + β¯
(j)
(i,α)(~vj ; .., ~v0;λ) . (2.163)
In these two formulas, by definition, the β
(j)
t functions, with t = z or (i, α), are given by a sum
of multiscale graphs, containing only vertices with r.c.c. ~gh, δh, 0 ≥ h ≥ j, modified so that
the propagators g
(h)
ω and the renormalization constants Zh, Z
(i,α)
h , 0 ≥ h ≥ j, are replaced by
g
(h)
D,ω, Z
(D)
h , Z
(D,i,α)
h (the definition of Z
(D,i,α)
h is analogue to the one of Z
(D)
h ); the β¯
(j)
t functions
contain the correction terms together the remainder of the expansion. Note that, by definition,
the constants Z
(D)
j are exactly those generated by (2.162) and (2.104) with β¯
(j)
z = β¯
(j)
α = 0.
Note also that |β¯(j)z | ≤ Cv¯2j γϑj , while |β¯(j)(i,α)| ≤ Cv¯jγϑj .
By using (2.162) and (2.163), we can write
Z
(1,α)
j−1
Zj−1
=
Z
(1,α)
j
Zj
[
1 + β
(j)
z,(1,α)(~gj , δj) + βˆ
(j)
z,(1,α)(~vj ; .., ~v0;λ)
]
(2.164)
with |βˆz,(1,α)| ≤ Cv¯jγϑj . If we define β˜(j)z,(1,α)(~g, δ) the value of β(j)z,(1,α)(~gj, δj ; ...;~g0, δ0) at
(~gi, δi) = (~g, δ), j ≤ i ≤ 0 and β˜(j,≤1)z,(1,α)(~g, δ) the sum of its terms of order 0 and 1 in g1,h, it
turns out that
|β˜(j,≤1)z,(1,α)(~g, δ)| ≤ C[max{|g1||g2|, |g4|, |δ|}]2
[
γϑh + γ−(j−hL,β)
]
, if α = C (2.165)
This bound, as crucial as the analogous bound (2.108), has been proved in [27]; see App. C for
some detail. The bound (2.165), together with
∑0
k=j |g1,k|2 ≤ C|λ| and the fact that Z(1,Si)h =
Z
(1,C)
h by the SU(2) spin symmetry, imply that∣∣∣∣∣Z
(1,α)
j
Zj
− 1
∣∣∣∣∣ ≤ C|ε¯2j | , α = C, Si (2.166)
Regarding the flow of the other renormalization constants, we can write
Z
(t)
j = γ
−ηtjZˆ
(t)
j (2.167)
where Z
(z)
j = Zj and, by definition,
ηt ≡ lim
j→−∞
ηt,j := logγ
[
1 + β
(0,j)
t (g2,−∞, g4,−∞, δ−∞; ...; g2,−∞, g4,−∞, δ−∞)
]
(2.168)
Note that the exponents ηt are functions of ~v−∞ only, an observation which will play a crucial
role in the following. Moreover, by an explicit first order calculation, we see that
ηt =

(2πvF )
−1g2,−∞ +O(λ
2) t = (2, C), (2, Si)
−(2πvF )−1g2,−∞ +O(λ2) t = (2, SC), (2, TCi)
O(λ2) otherwise
(2.169)
while
Zˆ
(t)
h−1
Zˆ
(t)
h
= 1 +O(g˜1,hλ) + r
(t)
h , t = z, (1, α), α 6= TCi
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Zˆ
(2,C)
h−1
Zˆ
(2,C)
h
= 1− ag1,h + a
2
(g2,h − g2,−∞) +O(g˜1,hλ) + r(2,C)h
Zˆ
(2,Si)
h−1
Zˆ
(2,Si)
h
= 1 +
a
2
(g2,h − g2,−∞) + O(g˜1,hλ) + r(2,Si)h (2.170)
Zˆ
(2,SC)
h−1
Zˆ
(2,SC)
h
= 1− a
2
g1,h − a
2
(g2,h − g2,−∞) +O(g˜1,hλ) + r(2,SC)h
Zˆ
(2,TCi)
h−1
Zˆ
(2,TCi)
h
= 1 +
a
2
g1,h − a
2
(g2,h − g2,−∞) +O(g˜1,hλ) + r(2,TCi)h
where a and g˜1,h are defined as in (2.111) and (2.124), respectively, and
∑0
h=−∞ |r(t)h | ≤ C|λ|2.
Let us define:
q
(h)
t =
log Zˆ
(t)
h
log(1 + ag1,0|h|) (2.171)
Hence, by using (2.157), (2.158) and (2.159), we get
|q(h)t | ≤ Cλ , t = z, (1, α), α 6= TCi
|q(h)t −
1
2
ζ¯α| ≤ Cλ , t = (2, α)
(2.172)
where the constants ζ¯α are those of (1.27).
The existence of the zero temperature and thermodynamic limit can be done exactly as in
Lemma 2.6.
2.8 Flow of νh and calculation of ν.
The sequence νj , hL,β ≤ j ≤ 1, must satisfy the recursive equation (2.98) with α = ν. If we
decompose βˆ
(j)
ν as in (2.104), the function β
(j)
ν is exactly equal to 0, because of the oddness of the
propagator g
(h)
D,ω and the fact that all endpoints are local (those with scale 2 are excluded), hence
do not contain oscillator factors. As concerns the function β¯
(j)
ν , in this case we have to extract
the contribution of the trees with at least one endpoint of type ν and we get, if ϑ < ϑ′ < 1,
νj−1 = γνj + β¯
(j)
ν = γνj + εj
1∑
i=j
νi β¯j,iγ
−ϑ′(i−j) + εjγ
ϑ′j β¯j , |β¯j,i|, |β¯j | ≤ c0 (2.173)
If we iterate this equation, we get νh = γ
−h+1[ν1 +
∑1
j=h+1 γ
j−2β¯
(j)
ν ]. We want to show that
it is possible to choose ν1 = ν so that the sequence νh solves (2.173) and satisfies, for λ small
enough, the bound (2.99) (with ξ large enough, see Remark after (2.105)) and g1,0 ∈ Dε0,δ (see
Lemma 2.4); these are indeed the conditions that allowed us to control the flow of the r.c.c. and
the renormalization constants. The choice of ν1 is of course not unique, at finite L and β, hence
we add the constraint that νhL,β = 0, so that the sequence νh must satisfy the equation
νh = −
h∑
j=hL,β+1
γ−(h−j+1)β¯(j)ν := T(ν)h (2.174)
if ν denotes the sequence νh. Let us now consider the Banach space Bϑ of the sequences ν with
norm ‖ν‖ϑ = maxj γ−ϑj |νj |. We want to show that the operator T is well defined on the closed
ball Mξ = {ν : ‖ν‖ϑ ≤ ξ|λ|} as a bounded operator T : Mξ 7→ Mξ, if ξ is large enough and λ
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is small enough. This implies that the solution of our problem is a fixed point of the operator T
in Mξ and that this solution does exist and is unique, if we also prove that T is a contraction
on Mξ.
Let us first prove that T is a bounded operator of Mξ into Mξ. By using (2.173), we easily
see that, if ν ∈Mξ, λ ∈ Dε0,δ and εj ≤ c3ε0, then
‖T(ν)‖ ≤ c3c0ε0
∞∑
n=0
γ−(1+ϑ
′−ϑ)n[1 + ξ|λ|
∞∑
n=0
γ−(ϑ
′−ϑ)n] := c2ε0(1 + c¯2|λ|ξ)
Hence, ‖T(ν)‖ ≤ ξ|λ|, if c2c¯2ε0 ≤ 1/2 and ξ ≥ 2c2ε0/|λ|. The proof that T is a contraction on
Mξ, if |λ| is small enough, is a bit more subtle, since now we can not ignore that the r.c.c. and
the renormalization constants do depend on ν. Let us call vj and v
′
j the r.c.c. corresponding to
the sequences ν ∈ Mξ and ν′ ∈ Mξ, respectively; analogously, we shall define zj = Zj−1/zj − 1
and z′j . We see immediately that max{|v0 − v′0|, |z0 − z′0|} ≤ c0|λ||ν1 − ν′1|; we shall prove
iteratively that there exists c1 > c0 such that
max{|vh − v′h|, |zh − z′h|} ≤ c1|λ|‖ν − ν′‖ϑ (2.175)
The bound for zh− z′h follows easily from that for vh−v′h; hence we shall discuss in some detail
only the bound for vh−v′h. Suppose that (2.175) is satisfied for h ≥ j+1. In order to iterate this
bound, we have to control very carefully the flow of the quantity ∆h := g1,h − g′1,h. The result
can be easily explained, if one consider the approximate flow of g1,h, obtained by substituting
the r.h.s. of (2.109) with − 12ag21,j . In this case we should get
∆h−1 = ∆h − a
2
∆h[g1,h + g
′
1,h] (2.176)
which easily implies, by using the bound (2.127) (which is uniform in ν), that
|∆h| ≤ |g1,0 − g′1,0|e−c2 log(1+a¯|λ||h||)| ≤
c0|λ||ν1 − ν′1|
(1 + a¯|λ||h||)c2 (2.177)
for some positive constants c2 and a¯. A careful analysis of the real flow can be done by proceeding
as in the proof of Lemma 2.4 and Lemma 2.5; of course it involves also the other r.c.c. and has
to use the bound (2.175) for h ≥ j + 1 to shows that this bound is correct for h = j. One can
see that the bound (2.177) is indeed true, if one substitutes c0 with some other constant c¯0 > c0
and |ν1 − ν′1| with ‖ν − ν′‖ϑ, that is
|∆h| ≤ c¯0|λ|‖ν − ν
′‖h
(1 + a¯|λ||h||)c2 (2.178)
By using (2.98), we can write
vh − v′h = v0 − v′0 +
0∑
j=h+1
[βˆ(j) − βˆ(j)′ ] (2.179)
with βˆ
(j)
α = βˆ
(j)
α (vj , . . . ,v0;λ, ν1) and βˆ
(j)′
α = βˆ
(j)
α (v′j , . . . ,v
′
0;λ, ν
′
1). Moreover, by analyzing in
detail the structure of the functions βˆ
(j)
α discussed in §2.6 and the short memory property, one
can see that
|βˆ(j) − βˆ(j)′ | ≤ c3
[
|g˜1,j∆j |+ (|g˜1,j |2 + εjγϑj)(c1|λ|+ 1)‖ν − ν′‖ϑ
]
(2.180)
Hence, if c1|λ| ≤ 1, |vh − v′h| ≤ |v0 − v′0|+ c4εj‖ν − ν ′‖ϑ ≤ c5|λ|‖ν − ν′‖ϑ. It follows that the
bound (2.175) is true for c5 = c1 and c1|λ| ≤ 1.
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By using (2.174) and (2.173), we have
|T(ν)h −T(ν ′)h| ≤
h∑
j=hL,β+1
γ−(h−j+1)|β(j)ν − β(j)ν | ≤
h∑
j=hL,β+1
γ−(h−j+1)[c1γ
ϑj sup
h
|vh − v′h|+ c2|λ|γϑj‖ν − ν′‖ϑ] ≤ c3|λ|γϑh‖ν − ν′‖ϑ
(2.181)
Hence, T is a contraction, if c3|λ| < 1.
2.9 Calculation of pF (µ¯, λ)
Let us consider the equation (2.174) in the limit L, β → ∞; its solution gives the sequence
νh, whose first element ν1 is the unique value of the function ν(µ, λ) which allows us to fix at
pF = arccosµ the value of the interacting Fermi momentum. We want to show that the equation
µ¯ = µ+ ν(λ, µ) (2.182)
can be solved with respect to µ by a function µ(µ¯, λ), if λ is small enough; the interacting Fermi
momentum will then be given by pF (µ¯, λ) = arccosµ(µ¯, λ). In order to prove this statement, it
is of course sufficient to prove that |∂ν/∂µ| ≤ C|λ|; since |µ| < 1, this is equivalent to prove that
|∂ν/∂pF | ≤ C|λ|.
We do not have an explicit expression of ν, but we know that it is equal to the first element ν1
of the sequence ν which uniquely solves the equation (2.174). If we make explicit the dependence
of T on pF , we have ν = T(ν, pF ). Note that the operator T(ν, pF ) depends on pF explicitly
through the kernels appearing in the tree expansion of the functions β¯
(j)
ν and indirectly trough
the r.c.c. vj :
Th(ν, pF ) = −
h∑
j=−∞
γ−(h−j+1)β¯(j)ν
(
vj(ν≥j, pF ), . . . ,v0(ν≥0, pF ); ν≥j , pF
)
(2.183)
where ν≥j = (νj , . . . , ν1). Hence, we can calculate the sequence ξ = ∂ν/∂pF , by solving the
equation
(I −A)ξ = b , Ah,i = ∂Th
∂νi
, bh =
∂Th
∂pF
(2.184)
The fact that |∂ν/∂pF | ≤ C|λ|, for λ small enough, immediately follows from the following
Lemma.
Lemma 2.8 If B−η is defined as after (2.174), then b ∈ B−η, for any η ∈ (0, 1) (hence the
sequence bh can diverge as h→ −∞) and ‖b‖−η ≤ c¯η|λ|, with c¯η →∞ if ϑ→ 0+. Moreover, A
is a bounded linear operator on B−η, with norm ‖A‖ ≤ cη|λ|, so that, if cη|λ| ≤ 1/2, ξ ∈ B−η
and ‖ξ‖−η ≤ 2‖b‖−η.
Proof - By using (2.183), we get
bh = −
h∑
j=−∞
γ−(h−j+1)
∂β¯(j)ν
∂pF
+
0∑
k=j
∂β¯
(j)
ν
∂vk
∂vk
∂pF
 (2.185)
Thanks to the short memory property, the bound (2.105) is valid also for ∂β¯
(j)
ν /∂vk with εj in
place of ε2j . Hence, we get, if ϑ < 1 and ν ∈ Bϑ,
|bh| ≤
h∑
j=−∞
γ−(h−j+1)
[∣∣∣∂β¯(j)ν
∂pF
∣∣∣+ C|λ|γϑj max
k≥j
∣∣∣∂vk
∂pF
∣∣∣] (2.186)
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In order to evaluate the derivatives with respect to pF , note that there is a dependence related
to the dependence on pF of the single scale UV propagators g
(h)(x), h ≥ 1 (see (2.27)) and the
single scale IR propagators g
(h)
ω (x), h ≤ 0 (see (2.59)); it does not give any trouble, since the
bound of ∂g
(h)
ω (x)/∂pF is similar to that of g
(h)
ω (x), as concerns dimensional arguments (even
better in the UV case).
In the IR scales there is also a dependence on the oscillator factors eipF x, which appear on
the representation (2.22) of the effective potential V(0) in terms of the ψ±x,ω,s fields. In the kernel
of a tree this dependence will produce a bad factor (x − y) multiplying the propagator of scale
j joining the points x and y, hence a factor γ−j in the dimensional bound. However, such
oscillating factors are not present in the local part of V(0); they only appear if the tree has at
least one endpoint of scale +2. It follows that∣∣∣∂β¯(j)ν
∂pF
∣∣∣ ≤ C|λ|2(γ−(1−ϑ)j + γϑj) ≤ C|λ|2γ−(1−ϑ)j (2.187)
In a similar way we can bound ∂vk/∂pF . However, since vk depends on pF also trough vj ,
j > k, we get a diverging contribution also from the trees without oscillating factors. A simple
analysis allows us to show, starting from the decomposition of the Beta function (2.104), that∣∣∣∂vj−1
∂pF
∣∣∣ ≤ ∣∣∣ ∂vj
∂pF
∣∣∣+ C1|λ|2γ−(1−ϑ)j + C2|λ|max
k≥j
∣∣∣ ∂vk
∂pF
∣∣∣ (2.188)
which implies the bound ∣∣∣ ∂vj
∂pF
∣∣∣ ≤ C|λ|γ−(1−ϑ)j (2.189)
If we insert this bound and (2.187) in (2.186), we get that |bh| ≤ C|λ|γ−(1−ϑ)h.
To complete the proof, we shall now prove that, for any ϑ′ ∈ (0, 1),
|Ah,i| ≤ C|λ|γ−ϑ′|h−i| (2.190)
By using (2.183) and the fact that β¯
(j)
ν and vj are independent of νi and vi, if i < j, we get
Ah,i = −
min{i,h}∑
j=−∞
γ−(h−j+1)
∂β¯(j)ν
∂νi
+
i∑
k=j
∂β¯
(j)
ν
∂vk
∂vk
∂νi
 (2.191)
By proceeding as in the proof of (2.189), we see that, if i ≥ k, for any ϑ ∈ (0, 1),∣∣∣∂vk
∂νi
∣∣∣ ≤ C|λ|γ(1−ϑ)(i−k) (2.192)
On the other hand, by using the properties of β¯
(j)
ν described before (2.173) and the fact that the
only term of order 1 in λ does not depend on vj , j ≤ 0, we get, if i ≥ j and k ≥ j,∣∣∣∣∣∂β¯(j)ν∂νi
∣∣∣∣∣ ≤ C|λ|γ−ϑ(i−j) ,
∣∣∣∣∣∂β¯(j)ν∂vk
∣∣∣∣∣ ≤ C|λ|γϑjγ−ϑ(k−j) (2.193)
Hence, if i ≤ h,
|Ah,i| ≤ C|λ|γ−(h−i)
i∑
j=−∞
γ−(i−j)
γ−ϑ(i−j) + i∑
k=j
γϑjγ−ϑ(k−j)γ(1−ϑ)(i−k)

≤ C|λ|[1 + γϑi]γ−(h−i) ≤ C|λ|γ−(h−i)
(2.194)
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In the case i > h, we have, if ϑ > 1/2,
|Ah,i| ≤ C|λ|
h∑
j=−∞
γ−(h−j)
[
γ−ϑ(i−j) + γϑiγ(1−2ϑ)(i−j)
]
≤ C|λ|γ−(2ϑ−1)(i−h) (2.195)
Hence, the bound (2.190) is proved, with ϑ′ = 2ϑ − 1. The Lemma then follows immediately
from (2.190) with 1 > ϑ′ > η.
3 Proof of Theorem 1.1
3.1 The zero temperature and thermodynamic limit of the free energy
Note first that the Grassmann integrals for the free energy and the Schwinger functions are
analytic in the domain D (2.12), as a consequence of Lemmas 2.2, 2.3, 2.4 and 2.5; therefore,
by proposition 2.1, they coincide with the free energy and Schwinger functions of the Hubbard
model.
Let us prove first the zero temperature and thermodynamic limit of the free energy Eβ,L,
which is given (see (2.37) and (2.80) for the notation) by
E = lim
β→∞
lim
L→∞
 0∑
j=hL,β
(t
(β,L)
j + E˜
(β,L)
j ) +
∞∑
j=1
e
(β,L)
j
 (3.1)
We can indeed prove an even stronger result, that is the convergence under the condition that
min{β, L} → ∞. In fact, we shall prove that, given ε > 0, there exists h∗ε, such that, if
min{β, L} ≥ h∗ε, then ∣∣∣∣∣∣
0∑
j=hL,β
E˜
(β,L)
j −
0∑
j=−∞
E˜j
∣∣∣∣∣∣ ≤ ε (3.2)
where E˜j = limmin{β,L}→∞ E˜
(β,L)
j and this limit does exist, since, by Lemma 2.6, the r.c.c.
involved in the tree expansion converge in the same limit, as well as the kernels involved in the
definition of E˜
(β,L)
j , by the same arguments used in the proof of Lemma 2.6.
In order to prove (3.2), we note that, given ε > 0, there exists hε such that |
∑hε
j=hL,β
E˜
(β,L)
j −∑hε
j=−∞ E˜j | ≤ ε/2, as |E˜L,βj |+ |E˜j | ≤ Cγ2j , by Lemma 2.3, eq. (2.83) and Lemmas 2.4 and 2.5.
Moreover,
E˜
(β,L)
j =
∞∑
n=1
∑
τ∈Tj−1,n
∑
P:Pv0=0
∫
ΛM∞
d(xv0/x0)K
(j+1)
τ,P (xv0 , v¯) (3.3)
so that, by using Lemma 2.6 and the procedure described in its proof, we get;∣∣∣∣∣∣
0∑
j=hε
E˜
(β,L)
j −
0∑
j=hε
E˜j
∣∣∣∣∣∣ ≤ C|λ|γ−(hε−h∗ε) ≤ ε2 (3.4)
for h∗ε large enough. This argument can be repeated for ej using that, by Lemma 2.2, |ej | ≤ Cγ−j ,
while the convergence of the contribution of tj follows immediately from its very definition, see
the lines after (2.78).
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3.2 Tree expansion for the density correlations
Let us consider now the density correlations. The tree expansion described in §2.5 implies that
Ωα(x − y) can be written as the sum over the values associated with all trees with 2 special
endpoints of type Jα and fixed space-time points x and y, a number n ≥ 0 of normal endpoints
and a root of scale h ≤ 0; moreover, these trees must satisfy the condition that |Pv0 | = 0 (no
external legs in the vertex v0 of scale h+1 following the root), while (as always) |Pv| > 0 for all
other vertices. We shall call vx and vy the two special endpoints and hx + 1, hy + 1 their scale
labels; moreover, we shall denote vx,y the higher vertex such that vx,y < vx, vy and we shall call
hx,y its scale.
Let un consider for definiteness ΩC(x). The corresponding trees can be grouped in three
classes:
1) the trees with both special end-points associated to the field monomial [Z
(1,α)
j /Zj]O
(1,C)
x with
j = hx ≤ 0 or j = hy ≤ 0, see (2.74);
2) the trees with both special end-points associated to the field monomial [Z
(2,α)
j /Zj ]O
(2,C)
x ;
3) the other trees, that is those which have at least one special endpoint of scale +2 and those
which have both special endpoint of scale ≤ 1, associated one to O(1,C)x and the other to O(2,C)x .
If one extracts from the first two classes the trees with no normal endpoints and substitutes
in their values the propagators g
(h)
ω (x) with their asymptotic expressions g
(h)
D,ω(x), see (2.101),
one gets the following expression
ΩC(x) = Ω
(1,C)(x) + cos(2pFx)Ω
(2,C)(x) + Ω(3,C)(x) (3.5)
Ω(1,C)(x) = 2
∑
ω
0∑
h,h′=hL,β
[
Z
(1,C)
h∨h′
]2
ZhZh′
g
(h)
D,ω(x)g
(h′)
D,ω(x) +
0∑
h=hL,β
[
Z
(1,C)
h
Zh
]2
R
(h)
1 (x) (3.6)
Ω(2,C)(x) = 4
0∑
h,h′=hL,β
[
Z
(2,C)
h∨h′
]2
ZhZh′
g
(h)
D,+(x)g
(h′)
D,−(x) +
0∑
h=hL,β
[
Z
(2,C)
h
Zh
]2
R
(h)
2 (x) (3.7)
Ω(3,C)(x) =
1∑
h=hL,β
Z
(1,C)
h Z
(2,C)
h
Z2h
R
(h)
3 (x)
where h∨h′ = max{h, h′} and the definition of Z(i,C)h has been extended to h = 1 as Z(i,C)1 = 1.
R
(h)
i (x − y) is defined, for i = 1, 2 as the sum over all trees of the class i with n ≥ 1 normal
endpoints, such that hx,y = h and hr = hL,β−1, if hr is the scale of the root, plus the corrections
to the terms with no normal endpoints. R
(h)
3 (x− y) is the sum over all trees of the class 3, such
that hx,y = h and hr = hL,β − 1.
The functions R
(h)
i (x), i = 1, 2, 3 have the role of corrections, since we can show that
|R(h)i (x− y)| ≤ CN (|λ|+ γϑh)
γ2h
1 + [γh|x− y|]N (3.8)
|R(h)3 (x− y)| ≤ CN
γ2hγϑh
1 + [γh|x− y|]N (3.9)
In order to prove (3.8), let us consider a tree in the tree expansion of R
(h)
i (x − y) and note
that, given a fixed spanning tree graph T defined as in (2.46), there is a unique path Cx,y ∈ T
joining vx with vy; for each line l of this path, there is a propagator of scale hl ≥ h = hx,y.
If one takes into account the effects of the regularization procedure, some of these propagators
are derived and join some interpolated points in place of the space-time points associated to
the endpoints following vx,y; however, by using the fact that |g(j)ω (x)| ≤ CNγj[1 + (γj |x|)N ]−1,
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one can show (see §5.9 of [21]) that one can extract from these chain of propagators at least
a decaying factor CN (2n + 1)
N [1 + (γj |x|)N ]−1, where n is the number of normal endpoints;
note that this bound is trivial in absence of regularization. After this operation, one can bound
the sum over all trees as in the proof of (2.83), with two main differences. First of all, one has
to perform the sum over the scale indices by fixing h in place of hr, but this does not change
nothing, since the scaling dimensions of the non trivial vertices are all positive, except that of
v0, which is 0. The second difference is that one has to take into account that now two of the
space-time points are fixed; hence, in order to perform the integrals over the other points, one
can still use the propagators in the spanning tree graphs, but one has to neglect one of them;
since the path Cx,y always contains at least one propagator of scale h, this implies that one gain
a factor γ2h with respect to the bound leading to (2.83), which has to be also deprived of the
volume factor Lβ and multiplied by the decaying factor. As concerns the factors Z
(i,C)
hx
/Zhx and
Z
(i,C)
hy
/Zhy , one can use (2.82) to “change” their scale to h, at the price of a innocuous factor
ec1ε0[(hx−h)+(hy−h)], which can be distributed along the paths joining vx and vy with vx,y, by
slightly modifying the factors γ−(hv−hv′ )[Dv+z(|Pv |,1)] associated to the corresponding non trivial
vertices, see (2.93). In the case of the corrections to the leading term, coming from the trees
with no endpoints, one has also a factor γϑh coming from the bound (2.102) and Lemma 2.6.
The proof of (3.9) is very similar. One has only to remark that all the trees involved in the
tree expansion of R
(h)
3 (x− y) must have at least an endpoint of scale +2. This follows from the
observation that all field monomials associate to normal endpoints of scale less than 2 contain
an even number of field ψω, ω = ±1; hence, it is not possible to build a Feynmann graph with
no external lines and two source terms, one proportional to O
(1,C)
x , which has two fields with the
same ω, the other proportional to O
(2,C)
x , which has two fields of opposite ω.
3.3 Zero temperature and thermodynamic limit for the density corre-
lations
Using the above tree expansion, we can prove the existence of the zero temperature and the
thermodynamic limit for the density correlations. Let us consider for definiteness the second
term in (3.6) and let us indicate explicitly its β, L dependence
0∑
h=hL,β
[
Z
(β,L)(1,C)
h
Z
(β,L)
h
]2
R
(β,L)(h)
1 (x) (3.10)
We want to show that, given ε > 0, there exists h∗ε such that, if min{β, L} ≥ h∗ε, then∣∣∣∣∣∣
0∑
h=hL,β
[
Z
(β,L)(1,C)
h
Z
(β,L)
h
]2
R
(β,L)(h)
1 (x) −
0∑
h=−∞
[
Z¯
(1,C)
h
Z¯h
]2
R
(h)
1 (x)
∣∣∣∣∣∣ ≤ ε (3.11)
where, with a notation similar to that used in Lemma 2.6, we write limmin{β,L}→∞Z
(β,L)
h = Z¯h
and limmin{β,L}→∞Z
(β,L)(1,C)
h = Z
(1,C)
h , while R
(h)
1 (x) = limmin{β,L}→∞R
(β,L)(h)
1 (x); all these
limits do exist for the same arguments used in §3.1. By using that, by (3.8) and the analysis of
the ren.c.’s given in §2.7, Z¯
(1,C)
h
Z¯h
R
(h)
1 (x) and
Z
(β,L)(1,C)
h
Z
(β,L)
h
R
(β,L)(h)
1 (x) are bounded by Cγ
2h, there
exists hε such that∣∣∣∣∣∣
hε∑
h=hL,β
[
Z
(β,L)(1,C)
h
Z
(β,L)
h
]2
R
(β,L)(h)
1 (x)−
hε∑
h=−∞
[
Z¯
(1,C)
h
Z¯h
]2
R
(h)
1 (x)
∣∣∣∣∣∣ ≤ ε2 (3.12)
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Moreover, by using the tree expansion described before (3.5) and Lemma 2.6, together with the
procedure described in its proof, we get
∣∣∣∣∣∣
0∑
h=hε
[
Z
(β,L)(1,C)
h
Z
(β,L)
h
]2
R
(β,L)(h)
1 (x)−
0∑
h=hε
[
Z¯
(1,C)
h
Z¯h
]2
R
(h)
1 (x)
∣∣∣∣∣∣ ≤ C
0∑
h=hε
γ2hγ−(h−h
∗
ε) ≤ ε
2
(3.13)
for h∗ε large enough. We can proceed similarly for all the terms appearing in (3.5),(3.6),(3.7) and
this concludes the proof of the existence of the zero temperature and thermodynamic limits for
the density correlations
3.4 Asymptotic behavior of the density correlations
We want now to discuss how we can derive from the form of the leading terms in (3.6) and
(3.7) the leading asymptotic behavior, as described in (1.26). The idea is that, since |g(h)D,ω(x)| ≤
CNγ
h[1 + (γh|x|)N ]−1, if |x| ≥ 1, in the sums over h, h′ of (3.6) and (3.7) the main contribution
is given by the terms with |h| and |h′| of the same size as logγ |x|. Hence, one expects that the
asymptotic behavior of Ω(i,C)(x), i = 1, 2, is the same of the function Ω¯(i,C)(x), obtained by
the substitutions of γ−h and γ−h
′
with |x| in the asymptotic expressions of the renormalization
constants, given by (2.167) and (2.170), that is
[Z
(i,C)
h∨h′ ]
2
ZhZh′
→ |x|2(ηi,C−ηz)
[
1 + f(λ) log |x|
]2(q(hx)i,C −q(hx)z )
(3.14)
where the coefficients q
(h)
t are defined as in (2.171), hx = inf{h : γh|x| ≥ 1}, and, by (2.73),
(2.111), (2.124) and Lemma 2.7,
f(λ) =
ag1,j0
log γ
=
2λvˆ(2pF )
πvF
+O(λ3/2) (3.15)
In order to justify the substitution (3.14), let us put ηi = 2(ηi,C − ηz) and qi(x) any continuous
interpolation between 2[q
(hx)
i,C − q(hx)z ] and 2[q(hx−1)i,C − q(hx−1)z ]. Note that, thanks to the bounds
(2.159) and (2.160), qi(x) is a bounded function of order λ, defined up to fluctuations bounded,
for |x| ≥ 1, by Cλ[L(x) logL(x)]−1, with L(x) = 1 + f(λ) log |x|; hence, its precise definition
modifies the following expressions only for a factor 1 +O(λ). Let us now note that
|Ω(i,C)(x)− Ω¯(i,C)(x)| ≤ CN |x|ηi−2[1 + f(λ) log |x|]qi(x)
∑
h,h′
γh|x|
1 + (γh|x|)N
γh
′ |x|
1 + (γh′ |x|)N ·
·
∣∣∣∣∣∣ (γ
h|x|)ηz (γh′ |x|)ηz
(γh∨h′ |x|)2ηi,C
[
L(|x|)
L(γ|h|)
]q(h)z [ L(|x|)
L(γ|h′|)
]q(h′)z [ L(|x|)
L(γ|h∨h′|)
]−2q(h∨h′)i,C chch′
c˜2h∨h′
− 1
∣∣∣∣∣∣
(3.16)
where
L(t) = 1 + f(λ) log t , ch = L(γ
|h|)q
(h)
z /Zˆ
(z)
h , c˜h = L(γ
|h|)−q
(h)
i,C/Zˆ
(i,C)
h
By (2.170), (2.157) and (2.158), ch = 1 +O(λ
1/2) and c˜h = 1 + O(λ
1/2). On the other hand, if
r > 0 and t 6= 0,
|rt − 1| ≤ |t log r|(rt + r−t)
and, if q 6= 0, ∣∣∣∣[ L(|x|)L(γ|h|)
]q
− 1
∣∣∣∣ ≤ Cq [|f(λ) log(γh|x|)|+ |f(λ) log(γh|x|)||q|+1]
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These two bounds, together with the bound
0∑
h=−∞
(γhr)α| log(γhr)|β
1 + (γhr)N
≤ CN,α,q
valid for any β, r > 0, a > 0 and N > α, imply that
|Ω(i,C)(x) − Ω¯(i,C)(x)| ≤ CNλ1/2|x|ηi−2[1 + f(λ) log |x|]qi(x) (3.17)
By the remark after (2.124), the factor λ1/2 can be improved up to λ1−ϑ, ϑ < 1.
In order to complete the proof of (1.26) in the case α = C, we have only to calculate Ω¯(1,C)(x)
and Ω¯(2,C)(x). By using (2.166), we see that η1,C = ηz and q
(h)
1,C = q
(h)
z , so that, if we define
X2,C = 1− η2,C − ηz and ζC(x) = 2[q2,C(x) − qz(x)], we get
Ω¯(1,C)(x) = 2
∑
ω
gD,ω(x)gD,ω(x)
Ω¯(2,C)(x) = 4|x|2(1−X2,C)[1 + f(λ) log |x|]ζC(x)gD,+(x)gD,−(x)
(3.18)
where gD,ω(x) =
∑0
h=−∞ g
(h)
D,ω(x). On the other hand, it is easy to see that, for any N ≥ 2,
gD,ω(x) =
1
2π
1
vFx0 + iωx
+O(|x|−N )
It follows that, up to terms of order |x|−2−ϑ (as those coming from Ω3,C),
Ω¯(1,C)(x) =
1
π2x˜2
Ω¯0(x) , Ω¯
(2,C)(x) =
L(x)ζC(x)
π2|x˜|2XC (3.19)
where the functions Ω¯0(x) and L(x) are defined as in Theorem 1.1. The functions RC(x) and
R˜C(x), appearing in (1.26), are defined in an obvious way in terms of the contributions of order
greater than 0 in λ, which have the same asymptotic behavior of the zero order terms, starting
from (3.8) and (3.17). Hence, by using (2.142), (2.169) and (3.15), we get (1.26) for α = C,
together with the fact that ζC(x) = −3/2 +O(λ), in agreement with (1.27), and
XC = 1− cλ+O(λ2) , c = lim
λ→0
g2,−∞
2πvFλ
=
2v̂(0)− v̂(2pF )
2πvF
Note also that, in Theorem 1.1, we have modified the function f(λ) by erasing the terms of order
greater than 1 in λ; the only effect of this modification is a change of the function R˜C(x), which
does not change its bound.
The proof of (1.26) in the other cases is done in the same way. In particular, in the case α = Si
we have to use again the bound (2.166), while the fact that there is no oscillating contribution
to the leading term of ΩTCi is due to the fact there is no local marginal term which can produce
it, by the remark after §2.76.
3.5 The two-point function
Let us now consider the two-point function S2(x−y). The proof of (1.25) can be done by using
the same strategy. In this case, we have to select the trees with two special endpoints of type η
and fixed space-time points x and y, the first one associated to the η−x field, the second to the
η+y field; all the other properties, in particular the definition of vx, vy and vx,y are the same as
before. Such trees can be grouped in two classes: the first class contains the trees with both
special endpoints of scale ≤ 1, the second class contains the remaining trees. As before, one can
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see that the second class is associated with terms which decay faster than the leading ones; hence
we analyze in detail the trees of the first class and we shall call S¯2(x− y) their contribution.
If one extracts from the first class the trees with no normal endpoints and substitutes in their
values the propagators g
(h)
ω (x) with their asymptotic expressions g
(h)
D,ω(x), see (2.101), one gets
the following expression:
S¯2(x− y) =
∑
ω
e−iωpF (x−y)
0∑
h=hL,β
1
Zh
g
(h)
D,ω(x− y) +
0∑
h=hL,β
1
Zh
R(h)(x− y) (3.20)
where Zh
−1R(h)(x − y) is defined as the sum over all trees with n ≥ 1 normal endpoints, such
that hx,y = h and hr = hL,β − 1, if hr is the scale of the root, plus the corrections to the terms
with no normal endpoints. By proceeding as in the proof of (3.8), we can show that
|R(h)(x− y)| ≤ CN (|λ|+ γϑh) γ
h
1 + [γh|x− y|]N (3.21)
The “extraction” of the decaying factor [1+ [γh|x−y|]N ]−1 is performed exactly as in the proof
of (3.8). After this operation, one can bound the sum over all trees as in the proof of (2.83), by
taking into account that, in the crucial bound (2.93), the dimensional factor γ−Dv0hr = γ−hr
has to be multiplied by a factor γ2h to compensate the “missing integration” (as in the case
of ΩC(x), see above). Since γ
−hr+2h = γh
∏
v0<v≤vx,y
γ1, this implies that the bound (2.93)
has to be modified by substituting the factor γ−Dv0hr with γh and by adding −1 to the scaling
dimension of all vertices belonging to the path which connects v0 with vx,y. Since the dimension
of these vertices is ≥ 2, we can perform without any problem the sum over the scale indices
by fixing h in place of hr. As concerns the factors 1/
√
Zhx and 1/
√
Zhy associated to the two
special endpoints, one can use (2.82) to “change” their scale to h, at the price of a innocuous
factor e
1
2 c1ε
2
0[(hx−h)+(hy−h)], which can be distributed along the paths joining vx and vy with
vx,y, by slightly modifying the factors γ
−(hv−hv′ )Dv associated to the corresponding non trivial
vertices, see (2.93). In the case of the corrections to the leading term, coming from the trees
with no endpoints, one has also a factor γϑh coming from the bound (2.102). By using the same
arguments as in the case of ΩC(x), is an easy exercise to show that (3.20) can be rewritten in
the form (1.25). Finally the proof of the existence of the zero temperature and thermodynamic
limit of S¯2(x− y) can be done exactly as for the density correlations.
3.6 Borel summability
First consider the free energy E(λ) (1.6); we can decompose it as E(λ) =
∑0
h=−∞Eh(λ), where
Eh(λ) is the contribution of the trees whose root has scale h, hence depends only on the running
couplings ~vj with scale j > h. We will show that Eh(λ), h ≤ 0 is analytic in the set
D
(h)
ε,δ := Dε,δ
⋃{
λ ∈ C : |λ| < c0
1 + |h|
}
(3.22)
and such that
|Eh(λ)| ≤ c1e−κ|h| (3.23)
By using the Lemma at pag. 466 of [24], this property implies that the perturbative expansion
of E(λ) satisfies the Watson Theorem, see pag. 192 of [28]. Hence it is Borel summable in the
usual meaning.
The tree expansion implies that there exists ε0, such that, if
λ¯h = max
j≥h
|~vj | ≤ ε0 (3.24)
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then |Eh| ≤ c2γ2hε0, with c2 independent of h. The analysis of §2.6 implies that, given δ ∈
(0, π/2), there exists ε such that, if λ ∈ Dε,δ, the condition (3.24) is verified uniformly in h;
then it is easy to see that E(λ) is analytic in Dε,δ and continuous in its closure. The domain
of analyticity of Eh(λ) is in fact larger; the form of the beta function immediately implies that
there exist two constants c3 and c¯ such that λ¯0 ≤ c3|λ| and, if λ¯h ≤ ε0, then λ¯h−1 ≤ λ¯h + c¯λ¯2h;
hence, if c3|λ| ≤ min{ε0/2, 1/[4c¯(|h|+ 1)]}, then, if j > h and λ¯j ≤ 2λ¯0,
λ¯j−1 ≤ λ¯0 + |j|c¯λ¯2j ≤ λ¯0(1 + 4|j|c¯λ¯0) ≤ 2λ¯0
It follows that Eh(λ) is analytic in the set (3.22), with c0 = c
−1
3 min{ε0/2, 1/(4c¯)}, and that
|Eh(λ)| ≤ c1γ2h, with c1 = c2ε0; hence E(λ) satisfies (3.23) with κ = 2 log γ.
Let us now consider the 2-point Schwinger function S2(x). The discussion in §3.5 about its
asymptotic behavior implies that we can write S2(x) =
∑0
h=−∞ S2,h(x), where S2,h(x) is the
contribution of the trees whose root has scale h, and we can prove that, if (3.24) is verified
(possibly with a smaller ε0), then, for any N > 0,
|S2,h(x)| ≤ cN
0∑
h¯=h+1
γ−
h¯−h
2
γh¯
Zh¯
1
1 + (γh¯|x|)N ,
∣∣∣∣ 1Zh
∣∣∣∣ ≤ γ |h|4 (3.25)
with cN independent of h. Hence, if we define hx so that γ
hx |x| ∈ [1, γ), then, if hx > h
|S2,h(x)| ≤ c2
 hx∑
h¯=h+1
γ−
h¯
2 γ
3
4 h¯γ
h
2 +
0∑
h¯=hx
γ−
h¯
2 γ
3
4 h¯γ
h
2 γ2(hx−h¯)
 ≤ c˜2 γ h2 γ hx4 (3.26)
and a similar bound holds for hx < h so that
|S2,h(x)| ≤ csγ h2 (1 + |x|)−1/4 (3.27)
and we can proceed as in free energy case, so proving the analogous of (3.23) for S2(x), with
c1 = cs(1 + |x|)−1/4 and κlog γ = 12 (this value could be improved up to any value smaller than 1,
at the price of lowering ε0 down to 0).
A similar argument can be used for the response functions.
A Proof of (1.20)
We have to prove that the r.h.s. of (1.20) and (1.19) are equal; thanks to the antiperiodic
condition, we can suppose that |τ | ≤ β/2. Since the sum over k is a finite sum and χ(γ−Mk0) = 1
for |k0| ≤ γM , it is sufficient to prove that the function
∆β(τ) ≡ 1
β
∑
k0∈Dβ:|k0|≥γM
χ(γ−Mk0)
e−ik0τ
−ik0 + e(k) (A.1)
goes to 0 as M →∞, if |τ | ≤ β/2. Since χ(t) = χ(−t), we can write
∆β(τ) =
2
β
∑
k0≥γM
χ(γ−Mk0)
k0 sin(k0τ)
k20 + e(k)
2
+
2
β
∑
k0≥γM
χ(γ−Mk0)
e(k) cos(k0τ)
k20 + e(k)
2
≡ ∆β,1(τ) + ∆β,2(τ)
(A.2)
Note that |∆β,2(τ)| ≤ C
∫ γM+1
γM
dk0 k
−2
0 ≤ Cγ−M ; hence, limM→∞∆β,2(τ) = 0. Moreover,
∆β,1(0) = 0 and, if τ = ±β/2, sin(k0τ) = ±(−1)n, if n = (βk0)/(2π)− 1/2. Hence, if we put
FM (k0) ≡ χ(γ−Mk0) k0
k20 + e(k)
2
, h ≡ 2π
β
(A.3)
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we get
|∆β,1(±β/2)| ≤ C
∫ ∞
γM
dk0
∣∣∣∣F (k0)− F (k0 + h)h
∣∣∣∣ ≤ Cγ−M (A.4)
To get a similar bound for ∆β,1(τ), τ 6= 0,±β/2, we have to use the oscillation properties of
sin(k0τ). Note that, if sin(hτ) 6= 0,
sin(k0τ) =
cos(k0τ − hτ)− cos(k0τ + hτ)
2 sin(hτ)
(A.5)
On the other hand, if k0 ∈ Dβ , the same is true for k0±h. Hence, if we put k¯0 ≡ min{k0 ≥ γM},
we can write
∆β,1(τ) =
h
2π sin(hτ)
[ ∑
k0≥γM
cos(k0τ)[F (k0 + h)− F (k0 − h)]+
F (k¯0) cos((k¯0 − h)τ) − F (k¯0 − h) cos(k¯0τ)
] (A.6)
so that |∆β,1(τ)| ≤ Ch[2π sin(hτ)]−1γ−M .
B The g1 map
Let us consider the following map on the complex plane:
gn+1 = gn − ang2n (B.1)
where an is a sequence depending on g0, such that, if |g0| is small enough,
an = a+ σn , |σn| ≤ c0|g0| , (B.2)
for some positive constants a and c0. We want to study the trajectory of the map (B.1), under
the condition that
g0 ∈ Dε,δ = {z ∈ C : |z| < ε, |Arg (z)| ≤ π − δ} , δ ∈ (0, π/2) (B.3)
We shall first study the properties of a sequence g˜n, which turns out to be a good approximation
of gn. Let us define:
An =
1
n
n−1∑
k=0
ak (B.4)
Lemma B.1 Given δ ∈ (0, π/2), there exists ε0(δ) such that, if ε ≤ ε0(δ) and g0 ∈ Dε,δ, the
sequence
g˜n =
g0
1 + g0nAn
(B.5)
at any step n ≥ 0 is well defined and does not exit the larger domain Dε1,δ1 , for ε1 = 2ε/(sin δ)
and δ1 = δ/2.
Proof - First of all, we choose ε so that
c0ε ≤ a/2 ⇒ a/2 ≤ ℜ an ≤ 3a/2 , |ℑ an| ≤ c0|g0| (B.6)
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where c0 is the constant defined in (B.2); we can write
An = αn + iβn , αn ≥ a/2 , |βn| ≤ c0|g0| . (B.7)
Define z˜n := 1 + g0nAn := 1 + g0nαn + w˜n; then, if g0 ∈ Dε,δ,
|1 + g0nαn| ≥ max
{
sin δ,
sin δ
3
(1 + |g0|nαn)
}
(B.8)
In fact, it is trivial to show that |1 + g0nαn| ≥ sin δ; on the other hand, if |g0|nαn ≥ 2,
|1 + g0nαn| ≥ |g0|nαn − 1 = (|g0|nαn + 2|g0|nαn − 3)/3 ≥ (|g0|nαn + 1)/3
By using (B.8), we get
|w˜n|
|1 + g0nαn| ≤
6c0
a sin δ
|g0| . (B.9)
It follows that, if ε is small enough,
|z˜n| ≥ 1
2
sin δ (B.10)
so that, in particular, the definition (B.5) is meaningful.
Now we want to prove that g˜n ∈ Dε1,δ1 , with ε1 = 2ε/(sin δ) and δ1 = δ/2, if ε is small
enough. Let g0 = ρ0e
iθ0 ; by using (B.8) and (B.9), we see that, if ε is small enough,
|g˜n| ≤ 2 |g0||1 + αng0n| ≤
2ε
sin δ
; (B.11)
besides it is easy to see that∣∣∣∣Arg ( g01 + αng0n
)∣∣∣∣ = ∣∣∣∣Arg ( ρ0e−iθ0 + αnρ0n
)∣∣∣∣ ≤ |θ0| ≤ π − δ .
Then, since g˜n =
ρ0
e−iθ0+αnρ0n
(1 + wn), with wn of order g0, for ε small enough,
|Arg (g˜n)| ≤ π − δ/2 (B.12)
Proposition B.2 Given δ ∈ (0, π/2), there exists ε0(δ), such that, if ε ≤ ε0(δ) and g0 ∈ Dε,δ,
then
gn ∈ Dε2,δ2 , ε2 =
3ε
sin δ
, δ2 =
δ
4
(B.13)
Moreover, if g˜n is defined as in (B.5),
|gn − g˜n| ≤ |g˜n|3/2 (B.14)
Proof - We shall proceed by induction on the condition (B.14), which is true for n = 0. Suppose
that it is true for n ≤ N ; then, by using (B.11) and (B.12), we see that, if ε is small enough and
n ≤ N ,
|gn| ≤ 3|g˜n|/2 ≤ 3ε/ sin δ , |Arg (gn)| ≤ π − δ/4 (B.15)
which proves (B.13). Moreover, by (B.1), if ε is small enough,
|gN+1| ≤ 2|gN | ≤ 3|g˜N | (B.16)
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Note now that
1
gn+1
− 1
gn
=
an
1− angn = an + a
2
ngn +∆n =
1
g˜n+1
− 1
g˜n
+ a2ngn +∆n (B.17)
where ∆n is a quantity which can be bounded by c1|gn|2, for some constant c1. We can rewrite
(B.17) in the form
1
gn+1
− 1
g˜n+1
=
1
gn
− 1
g˜n
+ a2ngn +∆n (B.18)
By using (B.6), (B.8), (B.9), (B.15), (B.16) and (B.18), we get, if ε is small enough,
|gN+1 − g˜N+1| = |gN+1| |g˜N+1|
∣∣∣∣ 1gN+1 − 1g˜N+1
∣∣∣∣
≤ 3|g˜N | |g˜N+1|
N∑
n=0
[6a2|g˜n|+ 9
4
c1|g˜n|2] ≤ c2|g˜N |3/2 |g0|
1/2
(1 + a2 |g0|N)1/2
N∑
n=0
|g0|
1 + a2 |g0|n
≤ |g˜N |3/2 c3|g0|
1/2
(1 + a2 |g0|N)1/2
log
(
1 +
a
2
|g0|N
)
≤ |g˜N |3/2
(B.19)
where c2 and c3 are two suitable constants.
C Proof of the partial vanishing of the Beta function
In this appendix we want to prove the crucial bounds (2.108) and (2.165). This result will be
achieved by comparing the beta function of the Hubbard model at the IR scales with that of
a reference model, which will be studied in detail in the companion paper [18]. This model
is built as a perturbation of a Grassmannian-valued Gaussian measure with a two-dimensional
continuous field, whose propagator is of the same form as the propagator (2.101) on the IR
scales, with x varying on a continuous square torus; the perturbation is given by an interaction
which produces an effective potential with a local part of the same form as that of the Hubbard
model, see (2.81), with νj = 0. The point is that, for certain values of the parameters, we can
control the beta function of this model by exploiting carefully the local gauge invariance of its
interaction. This will be proved in [18]; here we discuss how we can use the results of this paper
together with the global symmetries of the model to prove (2.108) and (2.165). This strategy is
a way to implement the concept of emerging symmetries in a rigorous mathematical setting.
The effective model is expressed in terms of the following Grassmann integral:
eW[l,N ](η,J) =
∫
PZ(dψ
[l,N ]) exp
{
−V˜ (
√
Zψ[l,N ]) +
∑
ω,s
∫
Λ
dx Jx,ω,sψ
[l,N ]+
x,ω,s ψ
[l,N ]−
x,ω,s
+
∑
ω,s
∫
Λ
dx
[
ψ[l,N ]+x,ω,s η
−
x,ω,s + η
+
x,ω,sψ
[l,N ]−
x,ω,s
]}
,
(C.1)
where Λ is a square subset of of size L˜, PZ(dψ
[l,N ]) is the fermion measure with propagator
g
[l,N ]
D,ω (x) =
1
Z
1
L˜2
∑
k
eikx
χl,N (|k˜|)
−ik0 + ωck , k˜ = (ck, k0) , c = vF (1 + δ) (C.2)
where Z > 0 and δ are two parameters and χl,N (t) is a smooth compact support function defined
for t ≥ 0, equal to 1 for γl ≤ t ≤ γN and vanishing for t ≤ γl−1 or t ≥ γN+1; γl is the infrared
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cut-off and γN is the ultraviolet cut-off. The limit N → ∞, followed by the limit l → −∞, will
be called the limit of removed cut-offs. We choose the cut-off function such that
χl,N (|k˜|) =
N∑
j=l
fj(|k˜|) (C.3)
with fj(|k˜|) = χ(γj |k˜|)− χ(γj+1(k˜) and χ(t) is C∞(R+) and such that χ(t) = 1 if t < 1/γ and
= 0 if |t| > 1; therefore fj(|k˜|) has non vanishing support in γj−1 ≤ |k˜| ≤ γj+1. The interaction
is
V˜ (ψ) = g1,⊥V1,⊥(ψ) + g‖V‖(ψ) + g⊥V⊥(ψ) + g4V4(ψ) (C.4)
with
V1,⊥(ψ) =
1
2
∑
ω,s
∫
Λ
dxdyhL˜(x− y)ψ+x,ω,sψ−x,ω,−sψ−y,−ω,sψ+y,−ω,−s
V‖(ψ) =
1
2
∑
ω,s
∫
Λ
dxdyhL˜(x− y)ψ+x,ω,sψ−x,ω,sψ+y,−ω,sψ−y,−ω,s
V⊥(ψ) =
1
2
∑
ω,s
∫
Λ
dxdyhL˜(x− y)ψ+x,ω,sψ−x,ω,sψ+y,−ω,−sψ−y,−ω,−s
V4(ψ) =
1
2
∑
ω,s
∫
Λ
dxdyhL˜(x− y)ψ+x,ω,sψ−x,ω,sψ+y,ω,−sψ−y,ω,−s
(C.5)
where hL˜(x) is defined in the following way. Let us take a smooth function hˆ(p), defined on R
2
and rotational invariant, such that |hˆ(p)| ≤ Ce−µ|p| for some positive C and µ, and hˆ(0) = 1;
moreover, let us call DL˜ the set of space-time momenta k = (k, k0), with k = 2piL˜ n and k0 =
2pi
L˜
n0.
Then
hL˜(x) :=
1
L˜2
∑
p∈DL˜
hˆ(p)eipx (C.6)
We write
g
[l,N ]
D,ω (x) =
N∑
j=l
g
(j)
D,ω(x) (C.7)
where g
(j)
ω (x) is defined as g
[l,N ]
ω (x) with χl,N (|k˜|) replaced by fj(|k˜|), see (C.3).
The multiscale analysis of [18] shows that, even if the free propagator has the same UV
singularity of the Thirring model, the integration of the UV scales is not problematic, since the
interaction is not local. As concerns the integration of the infrared scales, it can be done in a
way similar to the one in the Hubbard model described in §2, which we shall refer to for the
notation.
However, before starting the multiscale IR integration, we have to perform some technical
operations, which will make possible to compare the flow of the running couplings with that of the
Hubbard model. After the integration of the UV scales up to j = 1, the free measure propagator
is given by g
[l,1]
D,ω(x), defined as in (C.2) with N = 1. In this expression, the velocity c has the
role of the Fermi velocity vF of the Hubbard model. In order to match the asymptotic behavior
of the two models, we can not choose c = vF ; for this reason we introduced the parameter δ.
However, it is not possible to compare the RG flows of the two models if the two velocities are
different; hence, we have to move from the free measure to the interaction the term proportional
to δ. Moreover, since also the cutoff function χ[l,1](|(k0, ck)|) depends on δ, we have to “modify”
it in χ[l,1](|(k0, vF k)|). A simple way to perform these operations without introducing spurious
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singularities is described in [18]; we shall omit the technical details, which are not important in
the following discussion. The final result is that, up to negligible differences for j = 0 and j = l,
the effective potential is the same we should get if the propagator of ψ[l,0] were equal to
1
Z
1
L2
∑
k
eikx
χl,0(|(k0, vFk)|)
−ik0 + ωvFk
so that the renormalized single scale propagator will have the form corresponding to the leading
behavior of the single scale propagator in the Hubbard model, see (2.100).
Let us now analyze in more detail the RG flow of the effective model for j ≤ 0. The main
difference with respect to the Hubbard model is that (2.71) has to be replaced by
V˜ (j)(
√
Zjψ) = g1,⊥,jF1,⊥(
√
Zjψ) + g‖,jF‖(
√
Zjψ)+
+g⊥,jF⊥(
√
Zjψ) + F4(
√
Zjψ) + δjVδ(
√
Zjψ)
(C.8)
where the functions Fα(ψ) are defined as the functions Vα(ψ) of (C.5) with δ(x− y) in place of
hL(x− y); the absence of local terms proportional to ψ+ψ− is a consequence of the oddness in
k of the free propagator. The running couplings verify equations of the form
gα,h−1 − gα,h = B(h)α (~gh, δh, ..~g0, δ0, ~g, δ)
δh−1 − δh = B(h)δ (~gh, δh, ..~g0, δ0, ~g, δ)
(C.9)
where α = (1,⊥), ‖,⊥, 4 and ~gj = (g1,⊥,j, g‖,j , g⊥,j , g4,j). Note that the functions B(h)α and B(h)δ
are of the second order in their arguments; in the case of B
(h)
δ , this follows from the structure of
V˜ (ψ) (see (C.5)), which does not allow us to build Feynmann graphs of the first order in ~g. For
the same reason
δ0 = δ +O(ε
2
0) , ε0 = max{|~g|, |δ|} (C.10)
and this relations can be inverted, if ε0 is small enough.
There are some symmetries which is important to exploit. For notational simplicity, we will
write (G1,⊥, G‖, G⊥, G4,∆) or (~G,∆) in place of (~gh, δh, ..~g0, δ0, ~g, δ) .
a. Spin U(1). Both the free measure and the interaction are invariant under the transformation
ψεx,ω,s → eiεαsψεx,ω,s
where αs is a spin-dependent angle. This means that the local part of the effective inter-
action only contains terms which have as many ψ+s as ψ
−
s , for each given s. Moreover, it
is clear from the symmetries ω → −ω and s → −s that all the terms must occur in the
same linear combinations of (C.5).
b. Vector-Axial Symmetry. Both the free measure and the interaction are invariant under the
transformation
ψεx,ω,s → eiεϑω,sψεx,ω,s (C.11)
with αω,s dependent on ω and s. All the interaction terms in (C.5) are invariant but V1,⊥.
However, if g1,⊥ = 0, it is easy to see, by a graph by graph analysis, that a term of this
type can not be generated by the other ones; hence, the function B
(h)
1,⊥ must be odd in g1,⊥:
B
(h)
1,⊥(G1,⊥, G‖, G⊥, G4,∆) = G1,⊥B¯
(h)(G21,⊥, G‖, G⊥, G4,∆) (C.12)
whereG2α denotes the tensor {gα,jgα,j′}j.j′≥h andGαB¯(h)α is a shorthand for
∑
j≥h gα,jB
(h,j)
α .
In particular, this implies that, if g1,⊥ = 0, then g1,⊥,j = 0, that is the surface C1 = {~g, δ :
g1,⊥ = 0}, in the space of the interaction parameters (~g, δ), is invariant.
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In the same manner, it is easy that the other B
(h)
α functions are even in g1,⊥:
B(h)α (G1,⊥, G‖, G⊥, G4,∆) = B¯
(h)
α (G
2
1,⊥, G‖, G⊥, G4,∆) , α = ‖,⊥, 4, δ (C.13)
c. Spin SU(2). It is convenient to rewrite the interaction as
V˜ (ψ) = g1,⊥
(
V1,⊥(ψ)− V‖(ψ)
)
+ (g‖ + g1,⊥ − g⊥)V‖(ψ)+
+ g⊥
(
V⊥(ψ) + V‖(ψ)
)
+ g3V3(ψ) + g4V4(ψ) + δhVδ(ψ)
(C.14)
It is evident that V1,⊥−V‖, V⊥+V‖, V3 V4 and Vδ, as well as the free measure, are invariant
under the transformation of the fields
ψ̂−k,ω,s →
∑
s′
Us,s′ψ̂
−
k,ω,s′ , ψ̂
+
k,ω,s →
∑
s′
ψ̂+k,ω,s′U
†
s′,s
for U ∈ SU(2). While V‖ isn’t: if g‖ + g1 − g⊥ = 0 it will remain zero. Thus we find two
others invariant surfaces:
C1,+ = {~g, δ : g1,⊥ = g⊥ − g‖} , C1,− = {~g, δ : −g1,⊥ = g⊥ − g‖}
Finally we consider the flow of Zh and the renormalization constant Z
(1)
h associated with
the density operator ρx,ω,s = ψ
+
x,ω,sψ
−
x,ω,s in the generating functional (C.1); Z
(1)
h is defined
as Z
(1,C)
h in (2.74). It is easy to see, by using the symmetry properties of the model as be-
fore, that Zh−1/Zh = 1 + B
(h)
z (~G,∆) and Z
(1)
h−1/Z
(1)
h = 1 + B
(h)
ρ (~G,∆), with B
(h)
α (~G,∆) =
B¯
(h)
α (G21, G
2
3, G‖, G⊥, G4,∆) for α = z, ρ. Hence
Z
(1)
h−1
Zh−1
=
Z
(1)
h
Zh
[1 + B˜(h)(~G,∆)] (C.15)
with
B˜(h)(~G,∆) = B¯(h)(G21,⊥, G
2
3, G‖, G⊥, G4,∆) (C.16)
Let us now consider the Hubbard model. In (2.104) we have written its Beta function as sum
of two terms, the second of which is asymptotically negligible, by (2.105); the first term, denoted
in (2.104) by β
(j)
α (~gj , δj; ...;~g0, δ0) ≡ β(j)α (G1, G2, G4,∆) coincides with the Beta function of the
effective model on the invariant surface C1,+, if we subtract from it the contribution of the trees
containing endpoints of scale grater than 0 and we interpret everywhere the integrals over the
space-time variables, which in the Hubbard model case are a shorthand for
∑
x∈C
∫ β/2
−β/2
as the
integrals over Λ, with L˜−1 = max{L−1, β−1}. As discussed in §4.6 of [21], this modification
produces an error of order ε2jγ
ϑj .
Hence, by using (C.13) and (C.12), we get
β
(j)
1 (G1, G2, G4,∆) = G1β¯
(j)
1⊥(G
2
1, G2 −G1, G2, G4,∆) +O(ε2jγϑj)
β
(j)
2 (G1, G2, G4,∆) = β¯
(j)
⊥ (G
2
1, G2 −G1, G2, G4,∆) +O(ε2jγϑj)
β
(j)
4 (G1, G2, G4,∆) = β¯
(j)
4 (G
2
1, G2 −G1, G2, G4,∆) +O(ε2jγϑj)
β
(j)
δ (G1, G2, G4,∆) = β¯
(j)
δ (G
2
1, G2 −G1, G2, G4,∆) +O(ε2jγϑj)
(C.17)
where β¯
(j)
α (G21, G2 −G1, G2, G4,∆) denotes the value of B¯(j)α (G21, G2 −G1, G2, G4,∆), after the
subtraction of the trees containing endpoints of scale grater than 0.
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Therefore, if α 6= 1, the contributions of order 0 and 1 in G1 of β(j)α (~G,∆) are the same as
the contributions of the same order of β¯
(j)
α (0, G2 − G1, G2, G4,∆). On the other hand, in the
following paper, see (4.44) of [18], we will prove that, if we call b
(j)
α (g¯‖, g¯⊥, g¯4, δ¯) the value taken
by β¯
(j)
α (0, G‖, G⊥, G4,∆) when (g‖,j , g⊥,j , g4,j, δj) = (g¯‖, g¯⊥, g¯4, δ¯) for any j, then, in the limit
L˜, N =∞, ∣∣∣b(j)α (g¯‖, g¯⊥, g¯4, δ¯)∣∣∣ ≤ C[max{|g¯‖|, |g¯⊥|, |g¯4|, |δ¯|}]2γϑj , α = ‖,⊥, 4, δ (C.18)
The contributions of order i = 0, 1 of the functions b
(j)
α (v) coincide with the functions b
(j)
α,i(v) of
the Hubbard model, up to the corrections described in (C.17), if we take the limit L, β → ∞.
It is easy to see that this implies a difference of order |v|2γ−(j−hL,β), so that we get the bound
(2.108).
In we define in a similar way the function b˜(j)(g‖, g⊥, g4, δ) in terms of B¯
(j)(0, G‖, G⊥, G4,∆),
in the following paper, see (4.44) 0f [18], it is also proved that∣∣∣˜b(j)(g‖, g⊥, g4, δ)∣∣∣ ≤ C[max{|g‖|, |g⊥|, |g4|, |δ|}]2γϑj (C.19)
which implies (2.165).
Note that, in order to prove (2.108), which is a crucial ingredient in the proof of the bound-
edness of the flow of the spin-symmetric Hubbard model, we need information from a non spin
symmetric model; in fact, we have derived (2.108) from the model (C.1) with g⊥ 6= g‖ and
g1,⊥ = 0.
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