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Abstract
Given a simple polygon P of n vertices, the watchman route problem asks for a shortest (closed) route inside P such that each
point in the interior of P can be seen from at least one point along the route. In this paper, we present a simple, linear-time algorithm
for computing a watchman route of length at most two times that of the shortest watchman route. The best known algorithm for
computing a shortest watchman route takes O(n4 log n) time, which is too complicated to be suitable in practice.
This paper also involves an optimal O(n) time algorithm for computing the set of so-called essential cuts, which are the line
segments inside the polygon P such that any route visiting them is a watchman route. It solves an intriguing open problem by
improving the previous O(n log n) time result, and is thus of interest in its own right.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Motivated by the relations to the well-known Art Gallery and Traveling Salesperson problems, much attention has
been devoted to the problem of computing a shortest watchman route (i.e., a closed curve) in a simple polygon P of
n vertices such that each interior point of P is visible from at least one point along the route [3,6,15–18]. Two points
x , y inside P are said to be mutually visible if the segment connecting them, denoted by xy, lies entirely in P . The
watchman route problem deals with not only visibility but also metric information.
The first polynomial-time solution is due to Tan, Hirata and Inagaki [17,18], who gave an O(n4) time dynamic
programming algorithm for the fixed watchman route problem, i.e., the watchman route is restricted to pass through a
starting point s on the polygon boundary. An O(n5) time algorithm was later developed for the general case where no
starting point is specified [15]. Recenty, Dror et al. developed an O(n3 log n) time algorithm for the fixed watchman
route problem using the so-called last step shortest path map [9]. This result immediately implies an O(n4 log n)
solution to the general watchman route problem [15]. On the other hand, Tan has given a linear-time approximation
algorithm that computes a watchman route through a boundary point s guaranteed to be at most
√
2 times longer
than the shortest watchman route through s [16], and Carlsson et al. have given an O(n log n) time approximation
algorithm that computes a watchman route guaranteed to be at most 14(pi + 4) ≈ 99.98 times longer than the shortest
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Fig. 1. Definitions of cuts and essential cuts.
watchman route [3]. (The problem of finding the minimum-link watchman route in a simple polygon is NP-hard, and
Alsuwaiyel and Lee have also given a 4-approximation algorithm with O(n2) running time [1].)
In this paper, we first present a simple, linear-time algorithm to compute the set of so-called essential cuts, which
are the line segments inside P such that any route visiting them is a watchman route. Our algorithm makes novel
use of the shortest path trees rooted at three points on the boundary of P . Next, we select a point s on an essential
cut, and compute the watchman route through s using the known
√
2-approximation algorithm [16]. The point s is
chosen so that neither the incoming angle nor the outgoing angle of the shortest watchman route through s with the
cut containing s can exceed pi/2. This enables us to obtain the approximation factor 2, which gives a significant
improvement upon the previous approximation factor 99.98 [3].
We regard simplicity and efficiency as the main virtues of our algorithms. The approximation method used in
this paper is not only much faster than the best exact algorithms but also vastly simpler, because it requires only
the computation of shortest paths in a polygon. Most of the known exact algorithms for the watchman route and
related problems are based on the reflection principle, and are therefore far from practice because of problems with
numerical inaccuracy resulting from multiplications of transformation matrices [12]. Another important contribution
of this paper is that we present an optimal result for an intriguing problem in polygonal visibility, improving upon
the previous O(n log n) time result [4]. The main novelty of this algorithm is that it uses only simple sweeps and
elementary data structures.
2. Preliminary
Let P be an n-sided simple polygon. Let [a, b] denote the clockwise boundary chain of P from a boundary point
a to the other b, and (a, b) the open clockwise chain from a to b. Without loss of generality, assume that no three
vertices of P are collinear and the extensions of two non-adjacent edges of P cannot intersect at a boundary point.
Assume also that the whole polygon P is not visible from any interior point.
A vertex of P is reflex or convex depending on whether its internal angle is strictly larger than pi or not. Let v be a
reflex vertex and u the vertex adjacent to v. Denote by v′ the boundary point of P that is hit by the ray shot at v in the
direction from u to v; see Fig. 1. The line segment C = vv′ partitions the polygon P into two parts. We call C a cut
of P , and v and v′ the defining vertex and the hit point of C , respectively. The part of P not containing u is called the
essential part of C , and is denoted by P(C). Imagine that the watchman has not entered the part containing u at the
moment. In order to see the edge uv (or the corner incident to u), he has to visit C in his coming route. Two endpoints
of C are also referred to as the left endpoint and the right endpoint of C respectively, as viewed from the watchman.
A watchman route must visit all cuts so that each corner of P can be seen. But, some of them are not important in
determining the shortest watchman route. We say cut C j dominates cut Ci if P(C j ) contains P(Ci ). For the polygon
shown in Fig. 1, the cut xx ′ (respectively yy′) is dominated by C2 (respectively C5). A cut is called an essential cut if
it is not dominated by any other cuts. For the polygon shown in Fig. 1, the cuts C1, C2, C3, C4 and C5 are essential.
The watchman route problem is then reduced to that of finding the shortest route that visits all essential cuts (see also
[1,3,15]). We denote by C the set of essential cuts.
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The following visibility lemma is a degenerate case of Lemma 6 in [11], which will be used in our algorithm for
computing the set of essential cuts.
Lemma 1 (Heffernan [11]). Let Q be a simple polygon of m vertices, with a marked edge E. After an O(m)
preprocessing step on Q, one can determine in O(1) time whether two boundary points, one on E and the other
not on E, are visible.
The shortest path between two vertices u and v of P , denoted by pi(u, v), is the Euclidean minimum-distance curve
that connects u and v and lies entirely in the interior of P . Consider the shortest paths from a vertex s to all vertices
of P . Since there is only one shortest path from s to any vertex, these paths form a tree. We call it the shortest path
tree rooted at s, and denote it by SPT(s). It is well known that SPT(s) can be computed in O(n) time [10].
The shortest path tree SPT(s) partitions the polygon P into funnels. As in [11], we can modify the shortest path tree
SPT(s) such that it partitions P into triangles. For each reflex vertex v, we extend the last edge of pi(s, v) (if possible)
until it hits on the polygon boundary, and then add a Steiner point at the hit point. With the addition of these Steiner
points as vertices of P , a triangulation of P , denoted by SSPT (s), is obtained. An important property of SSPT (s) is
that all interior points of an edge of P have the same parent in the new shortest path tree SSPT (s). Since only O(n)
Steiner points are added, SSPT (s) can be constructed in O(n) time [11].
3. Computing the set of essential cuts in a simple polygon
Using a standard ray shooting algorithm, one can easily compute C in O(n log n) time [4], since each shot requires
O(log n) time [5]. If P is an LR-visibility polygon [8], the time bound can be reduced to O(n). (The essential cuts
are termed the non-redundant components in [8].) A polygon P is LR-visible if there are two points u and v on the
boundary of P such that each point on the boundary chain from u to v is visible from some point of the other chain
from v to u and visa versa. The linear-time complexity of Das et al.’s algorithm depends on a critical fact that a
polygon is not LR-visible if it has three cuts whose non-essential parts are disjoint [8]. Whether or not an optimal
O(n) time algorithm for computing the set of essential cuts in a simple polygon can be developed is still an open
problem.1
3.1. An overview of the algorithm
We first show that the set C of essential cuts can be obtained by computing three sets of essential cuts, each
assuming that the watchman routes pass through a boundary point. Let s be an arbitrary point on the boundary of P .
By placing a restriction that the point s should be contained in the essential part of any cut vv′ and the vertex v should
be convex in the essential part of vv′, the set of essential cuts for the watchman routes through s can similarly be
defined [16,17]. Denote by Cs the set of essential cuts for the watchman routes through s. Clearly, we have Cs ⊆ C.
There may be some cuts of C which do not belong to Cs . For the polygon shown in Fig. 1, the cuts C2 and C4 are not
contained in Cs(={C2,C3,C5}).
Let p and q be two endpoints of an essential cut of Cs . Denote by Cp and Cq the sets of essential cuts defined for
the watchman routes through p and q , respectively.
Lemma 2. The union of Cs , Cp and Cq is the set C of essential cuts.
Proof. Without loss of generality, assume that the point s is contained in the polygonal chain [q, p]. See Fig. 1 for
an example. Suppose that a cut C ∈ C does not belong to Cs . What we need to do is to show that C ∈ Cp or C ∈ Cq
holds. If the defining vertex x of C is contained in (p, q), then the hit point x ′ of C is contained in the chain (q, p)
(otherwise, the essential cut pq is dominated by xx ′, a contradiction), and thus C belongs to either Cp or Cq . Assume
now that the defining vertex of C is contained in (q, p). If the hit point of C is also contained in (q, p) (e.g., the cut
C1 in Fig. 1), then C belongs to both Cp and Cq . Otherwise, the hit point of C is contained in (p, q) (e.g., the cut C4
in Fig. 1), and C belongs to either Cp or Cq . This completes the proof. 
1 Note that the algorithm of Das et al. makes use of a linear-time procedure three times [8]. Applying their algorithm directly to a simple polygon
may invoke that linear-time procedure O(n) times (it was previously overlooked in [1,16]), and thus results in an O(n2) time solution.
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Let us now consider how to compute a set of essential cuts, say, Cs . For a vertex x of P , denote by pred(x) the
vertex immediately preceding x clockwise, and succ(x) the vertex immediately succeeding x clockwise. A cut with
the defining vertex v is called the clockwise cut (respectively counterclockwise cut) if its hit point v′ is determined by
the ray shot at v in the direction from pred(v) (respectively succ(v)) to v. Also, we call the semi-line, obtained by
extending the edge v pred(v) in the direction from pred(v) to v, the forward ray from v.
Below we build a connection between the shortest path tree SSPT (s) and clockwise essential cuts, which is the
base of our linear-time algorithm for computing the set Cs of essential cuts.
Lemma 3. Suppose that v is the defining vertex of a clockwise cut C ∈ Cs . Then, the path pi(s, pred(v)) turns right at
v, and the vertex pred(v) is convex.
Proof. The proof is by contradiction. If pi(s, pred(v)) does not turn right at v, then v cannot contribute to a clockwise
cut with respect to the point s [16,17], a contradiction. If pi(s, pred(v)) turns right at v but the vertex pred(v) is reflex,
then the cut pred(v)(pred(v))′ is clockwise and dominates the essential cut C(=vv′), a contradiction again. 
In the next section, we give a linear-time procedure for computing a superset of clockwise essential cuts. A
symmetric procedure does the same for counterclockwise cuts. As in [8], the set Cs of essential cuts can then be
extracted from these two sets.
Lemma 4. Given a simple polygon P and a point s on its boundary, the set Cs of essential cuts can be constructed in
O(n) time.
All essential cuts with respect to a starting point can be ordered on the boundary of P , say, by their left endpoints
(as viewed from the starting point). Three sets Cs Cp and Cq can thus be merged into C in linear time. So we have the
first result of this paper.
Theorem 1. Given a simple polygon P, the set C of essential cuts for P can be computed in O(n) time.
3.2. Computing a superset of clockwise essential cuts
The main idea of our algorithm is to compute all clockwise cuts in groups such that any cut of a group intersects
all others of the same group. This implies a vital property that the first cut of a group does not intersect with that of
any other group. Lemma 1 is then applied to the non-essential part of every first cut so that the hit points of the cuts
intersecting that first cut can quickly be found.
For a cut vv′, we denote its non-essential part by Q(vv′), i.e., Q(vv′) = P − P(vv′). Recall that the point s is not
contained in Q(vv′). For a polygonal chain [p, q], we define its inward-convex chain as the convex chain of [p, q]
whose convexity faces the interior of P (i.e., the counterclockwise part, from p to q, of the convex hull of [p, q]).
To compute a superset of clockwise essential cuts, we make a clockwise traversal on the boundary of P , starting
at s, with a pointer α. Let v1, v2, . . . , vk be the sequence of reflex vertices, encountered by α, such that all vertices
pred(vi ) (1 ≤ i ≤ k) are convex and the paths pi(s, pred(vi )) turn right at vi . Denote by S the set of clockwise cuts
being computed. Whenever a vertex vi is encountered, we check if the cut with the defining vertex vi is dominated by
the cut most recently added to S. If not, we compute the hit point v′i and add viv′i to S. Thus, at termination, the set S
is a superset of all clockwise essential cuts.
The cuts of S are computed in groups such that any cut of a group intersects all others of the same group. To this
end, we always keep the first cut of the current group of intersecting cuts. In additional to the pointer α, we use a
pointer β to find the hit point of the first cut of a group, and a pointer γ to compute the hit points of all other cuts of
the group.
It follows from the definition of clockwise essential cuts and Lemma 3 that v1v′1 is the first cut added to S. The
hit point v′1 can simply be found by making a counterclockwise traversal of [s, pred(v1)] with the pointer β (i.e.,
the traversal from pred(v1) to s) and reporting the first intersection point of the scanned edges with the line through
pred(v1) and v1. The polygon Q(v1v′1) is then preprocessed, as required by Lemma 1, so as to find the hit points on
the boundary of Q(v1v′1).
We will first give an outline of our algorithm, and then describe it in detail. Denote by v f v′f the first cut of the
current group of intersecting cuts, viv′i the cut intersecting v f v′f ( f ≤ i) and most recently added to S. Assume that
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Fig. 2. Illustrating three different situations.
Q(v f v′f ) has been preprocessed, as required by Lemma 1. Suppose that v j (i < j ≤ k) is now encountered. The
following three situations are distinguished.
Case 1: The forward ray from v j first hits on the chain [v f , pred(v j )]. In this case, the non-essential part Q(v jv′j )
is disjoint from Q(v f v′f ). See Fig. 2(a) for an example. The hit point v′j can simply be found by a counterclockwise
traversal of [v f , pred(v j )] with β. In order to compute the next group of the cuts intersecting v jv′j , the polygon
Q(v jv′j ) is preprocessed by marking v jv′j , as required by Lemma 1.
Case 2: The forward ray from v j first hits on the chain [v′i , v f ]. In this case, the cut v jv′j intersects with both viv′i
and v f v′f (Fig. 2(b)). So we compute the hit point v′j (see below) and then add it to S.
Case 3: The forward ray from v j does not hit on the chain [v′i , pred(v j )]. Since the cut v jv′j is dominated by viv′i
in this case, the vertex v j is just skipped. See Fig. 2(c) for an example, where the cut with the defining vertex v j is not
added to S.
Let us now give details of our algorithm. In order to quickly determine whether the forward ray from v j first
hits on the chain [v f , pred(v j )], we maintain the inward-convex chain of [v f , pred(v j )] during the traversal with
the pointer α. Clearly, the vertex v f is a (starting) point on the inward-convex chain of [v f , pred(v j )]. Since the
chain [v f , pred(v j )] is a part of the boundary of P , the inward-convex chain of [v f , pred(v j )] can be maintained in
linear time by applying the Graham scan to [v f , pred(v j )] such that three consecutive vertices on the convex chain
are always counterclockwise [14]. The forward ray from v j first hits on the chain [v f , pred(v j )] if v j pred(v j ) is
contained in the convex chain (hull) of [v f , pred(v j ], or if v j is to the right of the last edge on the inward-convex
chain of [v f , pred(v j )], as viewed from the vertex pred(v j ). See Fig. 2(a) for an example.
In order to determine whether the forward ray from v j first hits on the chain [v′i , v f ], one may consider making use
of the inward-convex chain of [s, v′i ]. However, a difficulty arises from the fact that the vertex v j may be contained in
the inward-convex chain (hull) of [s, v′i ] (e.g., v j is contained in the convex hull of [s, v′i ] in Fig. 3(c)). To overcome
this difficulty, we maintain a variable r on the chain [s, v′i ] such that the semi-line originating at v j and going through
r intersects with the path pi(v′i , s) only at r . Then, the forward ray from v j first hits on [v′i , v f ] if and only if the edge
rv j is to the left of the ray. Whether rv j is to the left of the forward ray from v j can be determined in constant time.
In Fig. 2(b), the cut v jv′j is added to S. But in Fig. 2(c) the forward ray from v j does not hit on [v′i , pred(v j )], and
thus the cut v jv′j is not added to S.
Consider now how to compute the hit point v′j , provided that the forward ray from v j first hits on [v′i , v f ]. Suppose
that the pointer γ is initially set to v′f and has presently moved to v′i . First, we find the intersection point w of the
forward ray from v j with v f v′f . Then, traverse the chain [v′i , v f ] clockwise with the pointer γ , until an intersection
point of the scanning edge with the forward ray from v j is found. If the intersection point is visible from w, which can
be determined in O(1) time using Lemma 1, it gives the point v′j . See Fig. 2(b) for an example. Otherwise, continue
to traverse the polygon boundary clockwise until the third intersection point is found. Then, we further check if the
intersection point is visible from w, and so on (see also Fig. 2(c)). In this way, the point v′j can eventually be found,
and the pointer γ stops at v′j .
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Finally, consider how to maintain the variable r on the chain [s, v′i ]. Whenever a cut, say viv′i , is added to S, we
set the value of r to v′i . Suppose that the vertex v j is currently encountered. To maintain the variable r on [s, v′i ], we
make a counterclockwise walk on the path pi(v′i , s), starting at v′i . The variable r stops when the vertex succeeding
r on the path pi(v′i , s) is v j or to the left of the semi-line originating at v j and going through r . Recall that pi(v′i , s)
can simply be obtained from the shortest path tree SSPT (s). In the case that the forward ray from v j does not hit
on [v′i , pred(v j )], the cut v jv′j is dominated by viv′i (and thus the point v′j is not computed). Then, we continue to
traverse P with α until the next vertex v j+1 is encountered. The variable r is also maintained by a counterclockwise
walk on pi(v′i , s), starting at the current position of r (rather than v′i ). Clearly, any vertex of SSPT (s) is visited at
most once during the whole procedure of maintaining the variable r .
Our algorithm for computing a superset S of clockwise essential cuts can be summarized as follows.
1. Compute the shortest path tree SSPT (s).
2. Set S← ∅ and α← s.
3. Traverse on the boundary of P clockwise with the pointer α, until α reaches the first vertex such that pred(α) is
convex and the path pi(s, pred(α)) turns right at α.
4. Compute the hit point α′ by a counterclockwise traversal of [s, α] with the pointer β. Add the cut αα′ to S, and
preprocess Q(αα′) as required by Lemma 1.
5. Set v f v′f ← αα′ and γ, r ← α′.
6. Traverse on the boundary of P further until α reaches the next vertex such that pred(α) is convex and the path
pi(s, pred(α)) turns right at α; if no such vertex exists, go to (8). The inward-convex chain of [v f , pred(α)], as well
as the variable r on the chain [s, γ ], is maintained during the traversal.
7. Handle the vertex α according to the following three situations.
(a) Case 1: The forward ray from α first hits on the chain [v f , pred(α)].
Compute the point α′ by a counterclockwise traversal of [v f , pred(α)] with the pointer β. Add αα′ to S, and
preprocess Q(αα′) as required by Lemma 1. Go to (5).
(b) Case 2: The forward ray from α first hits on the chain [γ, v f ].
Let w be the intersection point of the forward ray from α with v f v′f . Traverse P clockwise with the pointer
γ until the point α′, which is visible to w and on the forward ray from α, is found. (The point α′ is computed
using Lemma 1, and the pointer γ stops at α′.) Add αα′ to S and set r ← α′. Finally, go to (6).
(c) Case 3: The forward ray from α does not hit on the chain [γ, pred(α)].
Go to (6).
8. Output S.
Let us now analyse the time complexity of our algorithm. First, the shortest path tree SSPT (s) can be computed
in O(n) time [10]. The boundary of P is traversed three times, each for a pointer α, β or γ . All non-essential parts of
the first cuts of groups of intersecting cuts are preprocessed as required by Lemma 1. Since these non-essential parts
are all disjoint, the total time taken for preprocessing them is O(n). Maintaining the inward-convex chains as well as
the variable r during the traversal with α also takes linear time. Therefore, S can be computed in O(n) time.
Lemma 5. Given a polygon P and a point s on its boundary, a superset of clockwise essential cuts with respect to the
starting point s can be computed in O(n) time.
4. Approximating the shortest watchman route
In this section, we denote by |ab| the length of the line segment ab, and |R| the Euclidean distance of a route R. We
will first review the methods and techniques employed in the known exact and approximation solutions to the fixed
watchman route problem, and then present our approximation solution to the general watchman route problem.
4.1. Known solutions to the fixed watchman route problem
Suppose that a point s on the boundary of P is given. An essential cut of Cs may intersect with some others
and is thus divided into several segments spanning between consecutive intersection points. We call these segments
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Fig. 3. The unfolding method.
the fragments of a cut. We say that fragment f (respectively point p) dominates cut C if f (respectively p) is not
contained in P(C) or f ∈ C (respectively p ∈ C). We also say that fragment f dominates fragment g if f dominates
the cut to which g belongs.
A set of fragments is called the watchman fragment set if the cuts dominated by the fragments give the whole set
of essential cuts and no one is dominated by any other fragments. So any route that visits all fragments of a watchman
fragment set is a watchman route. With respect to a watchman fragment set, we distinguish a fragment as an active
or inactive fragment according to whether it belongs to the fragment set or not. A cut is active if it contains an active
fragment. Otherwise, it is inactive.
The optimum watchman route with respect to a watchman fragment set can be constructed as follows [16,17]. First,
the non-essential parts of all active essential cuts are removed and the resulting polygon P ′ is triangulated. The active
fragments are then used as mirrors to ‘unfold’ the triangulation of P ′ in the order in which they appear in the boundary
of P ′. The problem is now reduced to that of finding the shortest path from the starting point s to the point s′ in the
unfolded polygon, where s′ is obtained by reflecting s across the last active fragment. The optimum watchman route
is finally obtained by folding back the shortest path. See Fig. 3 for an example.
If a watchman route W comes into an active cut C at some point and then reflects on C and goes away from that
point, we say that W makes a reflection contact with the cut C [16,17]. See Fig. 3(a) for some examples. We refer
to the incoming (outgoing) angle of W with respect to C as the angle between C and the segment of W coming into
(moving away from) C when one follows W in the clockwise direction. The reflection is perfect if the incoming angle
of W with C is equal to the outgoing angle. A watchman route W is said to be adjustable on a cut C if the incoming
angle of W with C is not equal to the outgoing angle and the reflection point of W on C can be moved to get a shorter
watchman route. There are several types of adjustments [15], which will be discussed in Section 4.2.
A dynamic programming algorithm with O(n4) running time has been presented to find the ‘best’ watchman
fragment set so that the shortest watchman route through s can be computed [18]. The time complexity was later
improved to O(n3 log n) [9].
A
√
2-approximation solution to the fixed watchman route problem has also been presented [16]. We give below
a brief review of the
√
2-approximation algorithm, as it is the basis of our approximation solution to the general
watchman route problem. Assume that the number of essential cuts is m and that C1, C2, . . ., Cm give the sequence
of essential cuts indexed in the clockwise order of their left endpoints. Let s = s0 = sm+1. Also, let the edge
containing s be the cuts C0 and Cm+1, whose essential parts P(C0) and P(Cm+1) are the polygon P . Given a point p
in the polygon P(C), we define the image of p on the cut C as the point of C that is closest to p inside P(C) (in the
geodesic distance).
Beginning with the starting point s, the basic idea of the
√
2-approximation algorithm [16] is to compute repeatedly
the point of the cut to visit next, which is closest to the endpoint of the currently found path. So we first compute the
images of s0 on the cuts in the polygon P(C0). Let s1 denote the image of s0 onC1, s2 the image of s0 onC2, and so on.
The computation of s0’s images is terminated when the current image si+1 does not dominate the cuts C1,C2, . . . ,Ci
before it (Fig. 4). Then, we select a critical image from s1, s2, . . . , si as follows. If there exists an image sh (h < i)
such that the image of sh on Ci+1, which is computed in P(Ch), dominates Ch+1, . . . ,Ci , then we take the image sh
(h < i) (e.g, the image s1 in Fig. 4(a)) as the critical image. Otherwise, we take si (e.g., the image s2 in Fig. 4(b)) as
the critical image.
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Fig. 4. Critical images and routes Ws-opt, Ws-appr.
Let sk denote the chosen critical image. The images of sk on the following cuts are then computed in the
polygon P(Ck). Again, the computation of sk’s images is terminated when the image s j+1 not dominating the cuts
Ck+1,Ck+2, . . . ,C j is found, and then we find the next critical image from sk+1, . . . , s j . This procedure is repeatedly
performed until the image sm on Cm is computed. See Fig. 4 for some examples.
Let Ws-appr denote the route which is the concatenation of the shortest paths between every pair of adjacent critical
images. Since the critical images collectively dominate all essential cuts, Ws-appr is a watchman route (Fig. 4). An
important property of Wappr is that the reflection points (i.e., critical images) of Wappr are guaranteed to be to the left
of those of the shortest watchman route through s.
Let Ws-opt denote the shortest watchman route through s. It has been known that Ws-appr can be computed in O(n)
time and is a
√
2-approximation of Ws-opt [16].
Theorem 2 (Tan [16]). For any instance of the watchman route problem with a given starting point s, |Ws-appr| ≤√
2|Ws-opt|. Moreover, the route Ws-appr can be found in O(n) time.
4.2. The 2-approximation algorithm
Let us now give our approximation solution to the watchman route problem. We first select a point s on an essential
cut, and then compute the watchman route through s using the known
√
2-approximation algorithm [16]. The point s
is chosen so that neither the incoming angle nor the outgoing angle of the shortest watchman route through s with the
cut containing s can exceed pi/2. This enables us to obtain the approximation factor 2.
Before giving our approximation algorithm, we describe a method to deal with the special case in which the shortest
watchman route walks along a shortest path between two points in P twice.
Lemma 6. If the polygon P is not LR-visible, then walking along any shortest path between two points inside P can
not see the whole polygon P.
Proof. The proof is by contradiction. Assume that P is not LR-visible, but there is a shortest path between two
interior points, say a and b, such that walking along that path can see the whole polygon P . Then, the non-essential
part of any cut has to contain either a or b; otherwise, there are some points in the non-essential part of the cut not
containing a nor b that are not visible from any point of the path pi(a, b), a contradiction. Take a boundary point, a′,
from the intersection of all non-essential parts containing a, and the other boundary point, b′, from the intersection of
all non-essential parts containing b. Clearly, walking along the path pi(a′, b′) can see the whole polygon P . Thus, P
is LR-visible with respect to the pair of points a′ and b′, contradicting our assumption. 
Lemma 7. It takes O(n) time to compute a shortest path between two points inside an LR-visibility polygon P such
that each point of P is visible from at least one point along the path.
Proof. See the Appendix. 
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Fig. 5. Illustration for selecting the starting point s.
Note that Lemma 7 does not claim that walking along the shortest watchman path twice in an LR-visibility polygon
always gives the shortest watchman route. In other words, the shortest watchman route in an LR-visibility polygon
may reflect on three or more cuts. However, the most important thing is that Lemmas 6 and 7 allow us to consider
only the watchman routes, which reflects on at least three cuts, and thus the
√
2-approximation scheme given in [16]
can be used again.
Denote by Wopt a shortest watchman route that vists all cuts of C. Then, we have the main result of this paper.
Theorem 3. For any instance of the watchman route problem, we can find a point s inside P such that |Ws-appr| ≤
2|Wopt| holds. Moreover, the route Ws-appr can be computed in O(n) time.
Proof. First, it follows from Theorem 1 that the set C of essential cuts can be computed in O(n) time. Because of
Lemma 7 and the linear-time algorithms for determining the LR-visibility of a polygon [2,8], below we assume that
walking along any shortest path between two points of P twice does not give a shortest watchman route. (Actually, if
P is an LR-visiblity polygon, we can first find the shortest path within P such that P is weakly visible from that path,
and then run the approximation algorithm described below. The shorter of two watchman routes is finally reported as
our approximation solution.)
It follows from our assumption that there are three cuts C1, C2 and C3 in C, indexed by their left endpoints
clockwise, such that there exists at most a pair of intersecting cuts among them; otherwise, walking along the shortest
path between some pair of two cut intersections gives the shortest watchman route (see Fig. 5(a) for an example). If
no intersection occurs among them, then we compute two shortest paths between the right endpoint of C2 and the
left endpoint of C1 and between the left endpoint of C2 and the right endpoint of C3. Clearly, these two paths cross.
Denote by p the intersection point of two paths closest to C2. If p is a vertex of the polygon P , then any shortest
watchman route has to pass through p, and thus we let s = p. Otherwise, denote by s the point of C2 such that the
path pi(p, s) gives the closest distance between p and C2. In this case, the path pi(p, s) is a single line segment ps,
and the angle at s between C2 and ps is pi/2. See Fig. 5(b) for an example. For any shortest path that starts at a point
on C1 then visits s and ends at a point on C3, neither the incoming angle nor the outgoing angle of the shortest path
with C2 can exceed pi/2. Hence, neither the incoming angle nor the outgoing angle of the route Ws-opt with C2 can
exceed pi/2. In the case that there is a pair of intersecting cuts, we can also compute two shortest paths by considering
the intersection point as an endpoint of a path, and then find the starting point s. See Fig. 5(c) for an example.
The cuts C1, C2 and C3, described above, can be computed by a clockwise scan of all essential cuts. The starting
point s is thus found in O(n) time. Then, we compute the route Ws-appr (within P(C) if s is on some cut C)
using the linear-time algorithm of [16]. Our main work is to show that |Ws-opt| ≤
√
2|Wopt|, as the inequality
|Ws-appr| ≤
√
2|Ws-opt| has been known [16]. Assume below that s is on some cut C ; otherwise, s is a vertex of
P such that any shortest watchman route passes through it and thus |Ws-appr| ≤
√
2|Wopt| holds.
Since Ws-opt is the shortest watchman route through s, it cannot be adjusted at all reflection points, except for the
starting point s on C . (If Ws-opt cannot be adjusted at s either, then we have Ws-opt = Wopt [15].) Let t be the point of
the cut C at which the route, which is obtained after the adjustment at s on C is made [15], reflects. Denote by Wt-opt
the shortest watchman route through t . Clearly, |Wt-opt| ≤ |Ws-opt| holds. See Fig. 6 for some examples, where solid
and dotted lines show the routes Ws-opt and Wt-opt, respectively. (The point s is assumed to be an intersection point
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Fig. 6. Adjustments and the unfoleded routes Ws-opt, Wt-opt.
of two cuts.) Note that the route Wt-opt may be identical to Ws-opt in Fig. 6(c), but an adjustment shown in Fig. 6(b)
follows; in this case, the starting point of the route that is considered changes from the cut C to the other.
Denote by a an intersection point of Ws-opt with Wt-opt. Then, unfold the route Ws-opt by taking a as the starting
point. Let a′ denote the point obtained by reflecting a across the last active fragment. Since Ws-opt is adjustable only
on C at the point s, the unfolded route Ws-opt can topologically be considered as two line segments as and sa′. See
Fig. 6. (In the case that the unfolded route Ws-opt consists of more than two segments, we can stretch out the unfolded
route Ws-opt along its two segments incident to s so that the stretched route consists of only as and sa′.) Since neither
the incoming angle nor the outgoing angle of Ws-opt with the cut C can exceed pi/2, the angle 6 asa′ of the triangle
4asa′ is at least pi/2. Thus, |Ws-opt| = |as| + |sa′| ≤
√
2|aa′| holds [16].
Let b be the starting point of Wt-opt, which is identical to a, and b′ the point obtained by reflecting b across the
last active fragment for the route Wt-opt. Also, the unfolded route Wt-opt can topologically be considered as two line
segments tb and tb′. See Fig. 6. Since |Wt-opt| ≤ |Ws-opt| holds, the distance from t to bb′ is smaller than or equal
to the distance from s to aa′, so as to obtain the route Wopt whose unfolded version can be considered as a line
segment. Furthermore, since the length function of the shortest watchman routes through the points of C from s to t
is monotonically decreasing, we have |sa| = |sb| and |sa′| = |sb′|. Hence, |bb′| ≥ |aa′| holds. See Fig. 6.
The shortest watchman route Wopt can be found by repeatedly performing the only adjustment on the cut having
the starting point, and computing the shortest watchman route through the new point of that cut, at which the route
obtained after the only adjustment is made reflects. The final non-adjustable route gives Wopt (see [15] for details).
Hence, we have |aa′| ≤ |bb′| ≤ · · · ≤ |Wopt|. Since |Ws-opt| ≤
√
2|aa′|, we obtain |Ws-opt| ≤
√
2|Wopt|. This
completes the proof. 
5. Conclusion
We have proposed a simple approximation scheme for computing watchman routes in simple polygons. Our
algorithm produces in O(n) time a watchman route of length at most twice that of the shortest watchman route.
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Our result gives a significant improvement upon the previous approximation factor 99.98 [3]. Also, we have presented
an optimal result for an intriguing problem in polygonal visibility, which improves upon the previous O(n log n) time
result [4].
In the case where there are holes in the given polygon, the watchman route problem has been shown to be NP-hard
[6]. An O(log n)-approximation algorithm for computing watchman routes in orthogonal polygons with holes has
been reported in [13]; the time complexity of this algorithm is O(n9). Developing an O(1)-approximation algorithm
for the watchman route problem in a polygonal environment remains as a challenging open problem.
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Appendix. The proof of Lemma 7
Suppose that P is an LR-visibility polygon. Then, P may have some weakly visible chords (which are the line
segments with two endpoints on the boundary of P), or it does not have any weakly visible chords. In the latter case,
there is exactly one pair of convex chains α and β within P (which are the intersections of two disjoint collections of
essential cuts) such that no point on α is visible from any point on β and any path connecting α and β is a watchman
path. Clearly, the shortest watchman path connecting α and β can be found in linear time.
Let us now give a linear-time algorithm for computing the shortest watchman path in the case that P has some
weakly visible chords. Note that Das and Narasimhan have presented a linear-time algorithm for computing a shortest
line segment such that each point of P is visible from at least one point on the segment [7]. We show below that the
algorithm of Das and Narasimhan can simply be modified so that it reports a shortest watchman path.
A weakly visible segment is referred to as a tangential weakly visible segment if it touches a vertex of P; otherwise,
it is referred to as a non-tangential weakly visible segment. The algorithm of Das and Narasimhan [7] consists of two
parts; one for computing the shortest non-tangential weakly visible segment and the other for computing the shortest
tangential segment. The skeleton of their algorithm is the following. First, compute a sequence of convex chains αi ,
βi within P , for i = 1, . . . , k, such that any line segment connecting a point on αi and a point on βi is a weakly
visible segment (or an illuminating segment). Note that k(=O(n)) is the pair number of the form (Ai , Bi ), where Ai
and Bi are a line segment and a polygonal chain on P respectively, and every line segment jointing a point on Ai and
a point on Bi forms a weakly visible chord [7]. The shortest line segment connecting a pair of αi and βi is called the
minimal weakly visible segment (which may be tangent or non-tangent). All minimal weakly visible segments can be
computed in O(n) time, and the shortest of them is the desired segment and is thus reported [7].
Observe that when a minimal weakly visible segment touches a vertex of P , a shorter weakly visible path
(consisting of at least two segments) may exist. Thus, we first run the algorithm of Das and Narasimhan to find
all minimal weakly visible segments. For a minimal tangential weakly visible segment, we further find two shortest
paths from the tangent point to two convex chains αi and βi . The concatenation of two found paths gives a minimal
weakly visible shortest path. All of these minimal paths can thus be found in O(n) time [7]. We call the shortest of
these paths the shortest weakly visible path. Clearly, the shorter of the shortest non-tangential weakly visible segment
and the shortest weakly visible path gives the shortest watchman path, for the case that P has some weakly visible
chords.
Finally, the shorter of two paths reported in two different cases gives the shortest watchman path in the polygon P .
Hence, the proof of Lemma 7 is complete.
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