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Abstract-In this paper the problem of FC histogram processing in the presence of an 
abnormal stemline, which appears of paramount importance in diagnosis and prognosis 
of cancer diseases, is considered. An automatic procedure is proposed to estimate the 
unknown parameters which describe the normal and the abnormal subpopulations. The 
procedure is extensively tested against simulated data and some preliminary investi- 
gation is also performed on its behavior and potentialities against real data. 
1. INTRODUCTION 
Over the past 20 years new methodologies have been developed to measure cellular pa- 
rameters in normal and abnormal stemlines in a flow arrangement. The technology of flow 
cytometry (FC) and sorting permits fluorescence analysis and separation of single cells 
at rates of 50,000 cells per minute[l]. The recent advances in laser technology and mon- 
oclonal antibody methodology have provided the fertil soil in which FC can flourish[Z]. 
The applicability of FC techniques to biomedical research needs several steps including 
* This work was partially supported by Progetto Finalizzato Oncologia, CNR. under grant no. 83.00847.96. 
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preparation of a single cell suspension, specific staining under proper conditions, inter- 
pretation of results of biological significance, and interpretation of new data obtained with 
such a technique[3-51. Several cellular parameters can be measured by FC. including cell 
size, cell shape, surface antigens, total protein content, chromatin structure, RNA and 
DNA content[6, 71. 
One of the principal applications of FC is in the field of cancer diagnosis and prognosis 
after chemio- or radiotherapy[6-81. As a matter of fact it has been recently demonstrated 
that karyotipic abnormalities are present in both hemathological and solid tumors. In 
agreement with these studies it has been shown that some 90% of solid tumors and a 
majority of limphoid malignancies have an abnormal DNA content[9-1 I]. 
Therefore FC, providing a reliable tool for measuring relative DNA content in a cellular 
sample from normal and pathological tissues, should allow evaluation of objective cellular 
markers of malignancies. 
Flow detection of abnormal DNA content is based on detection of an abnormal stemline 
with respect to internal diploid reference Go/G1 cells[l2, 131. 
More recently abnormal DNA content has been observed in cellular populations from 
patients affected by so-called “precancerous” lesions, such as chronic atrophic gastri- 
tis[l4], either as a marker of some kind of transition from the benign to the malignant 
condition or as an indicator of the presence of a small fraction of already malignant cells. 
The qualitative or semiquantitative analysis of DNA histograms may lead in these cases 
to somehow unreliable results. Indeed, it may over estimate or under estimate location 
and/or relative height of different peaks. Furthermore, evaluation of the S-phase is par- 
ticularly difficult and controversial. On the other hand, it is of great interest to study the 
real significance of aneuploid aspects revealed in some cases of atrophic gastritis to con- 
firm the interpretation of precancerous lesion and separate more accurately the diploid 
from the abnormal cell population. 
Mathematical models and procedures for a correct differentiation and evaluation of 
abnormal cell populations are still lacking. For some of the few results in this direction 
see [15-171. 
In this work we consider the problem of the analysis of FC histograms with two cell 
subpopulations. At first, we propose some modelling assumptions for DNA and fluores- 
cence distributions. Then we present an estimation procedure for the unknown parameters 
of the model, along with its implementation by a computer algorithm. Finally we report 
and discuss the behavior of this procedure when tested on a series of simulated data, as 
well as on a few cases of tumors or possibly malignant lesions in the digestive tract. 
2. MODELLING DNA DISTRIBUTION 
As already mentioned in the introduction, our interest is focused on the possible su- 
perposition of an abnormal population to the normal diploid one. Thus we consider the 
case where two subpopulations are present in the DNA distribution. Each of them will 
feature a Go/G1 and a Gz + M peak, suitably located, and an S-phase distributed in 
between. 
For each ith subpopulation (i = 1, 2) we assume that: 
(a) the location yp of the Gz + M peak is twice that yy? of the Go/G1 peak: 
yp = 2yp, i= 1,2. 
This accounts for obvious intrinsic properties of the DNA synthesis mechanism. 
(b) the S-phase distribution is continuous in [yY?, y$‘], with a piecewise constant dis- 
tribution density. As is described in the following, the number n of compartments in 
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[y?‘, $‘I with constant S-phase density is taken quite low. This allows us to have some 
information about the shape of the S-phases with a limited number of parameters. At the 
same time it avoids ill-conditioning problems, which can arise when the S-phases are 
described by their samples (in a sufficiently large number)[l8]. 
Furthermore, we usually assume the two subpopulations are not fully overlapping, for 
this clearly helps in detecting both of them out of the mixture. Denoting conventionally 
by i = 1 the subpopulation on the left with respect to the DNA content, this amounts to 
assuming 
y\2’ - y(,” > E 
for a fixed positive E. As a matter of fact, should this constraint be removed allowing for 
y\” = y\“, then separation of the two subpopulations may be accomplished only if they 
exhibit a sufficiently different behavior in the flow cytometric analysis. 
In conclusion, the global DNA distribution density turns out to be 
g(y) = g’“(y) + g'"(y), 
y ranging over all possible DNA content values. For each subpopulation. g”’ (i = 1, 2) 
corresponds to a mass GY) concentrated in yy), a mass Gy’ concentrated in 2yr” and n 
masses At’, k = 1, . . . , n, uniformly distributed over suitable subintervals of a partition 
of [y:i’, 2yY’]. In the following, .Y?” = cZ=, A?’ will denote the S-phase fraction of pop- 
ulation i. 
3. MODELLING FLUORESCENCE DISTRIBUTION 
When processed by FC techniques, a given cell population gives rise to a fluorescence 
distribution whose density f(.~) is obviously related to the DNA density g(y). Here we 
assume that _?(x) may be decomposed into the following three terms: 
(a) The first term describes the fluorescence density one would get in the absence of 
background and of statistical fluctuations due to the finiteness of the cell sample. It 
can be given the form 
dd = ;$, Jb p”‘(x 1 y)g"'(y) dy, (1) 
where p”‘(x 1 y) is the fluorescence density for a cell of the ith population with DNA 
content y. 
(b) The second term accounts for background effects, due essentially to cell debris, and 
is described by a fluorescence density b(x) (unit area). 
(c) The third term T(X) is the statistical fluctuation (zero area) of the fluorescence density, 
due to the finiteness of the processed cell sample. 
Denoting by q the f fraction due to the background effect, the so-called fundamental 
equation of flow cytometry takes the form 
fw = (1 - T-i) ii, 16; p”‘(x 1 y)g’“(y) dy + $4~) + r(l). (2) 
We do not discuss here the statistical properties of r; nevertheless they will implicitly be 
taken into account in the design of the estimation procedure. 
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As far as p”’ and b are concerned, we introduce the following assumptions. The flu- 
orescence spreading, described by p”‘(x 1 y), is essentially due to two independent ef- 
fects[l8, 191, the first one accounting for the dispersion in the staining process, and the 
second one for additional instrumental dispersion. As usually done in the literature, we 
assume a Gaussian distribution for both effects, the first one with mean y and variance 
y’“y[20] and the second one with mean 0 and variance 6’y’[21]. As a result, we have 
1 
p’“(x 1 Y) = (2~~2(i)~y~~~/2 exp (- $-$J ’ (3) 
where 
u2yy) = y’“y + sry2* (4) 
Notice that the variance of the first effect is allowed to be different in the two subpop- 
ulations, for a possible different stoichiometric behavior with respect to the staining 
process. On the other hand, the instrumental dispersion is likely to be the same for both 
subpopulations. 
The background term b(x) is essentially due to the cell fragmentation process. A correct 
approach to the study of its structure should rely on a statistical analysis of the breaking 
mechanisms, connecting DNA cell fragment distribution to the original DNA distribution 
g. In this sense we refer to [22, 231. 
Here for simplicity we provisionally assume for b an exponential behavior, 
b(x) = ue-u7x, (5) 
which is consistent with most pertinent literature[24, 251 and usually supported by ex- 
perimental evidence. 
However, we stress that the assumed structure for b is part of the flow cytometric 
model. Therefore, differently from the widespread procedure of preliminarily filtering out 
the background by an exponential interpolation of the initial part of the fluorescence 
histogram, we prefer here to estimate the unknown parameter u together with the other 
unknown parameters in the structure. 
4. ESTIMATION PROCEDURE 
The model introduced in the previous sections leads to a parametrization which can 
be summarized as follows: 
g’“, i = 1, 2 is described in Sec. 2andparametrized by yy’, Gy’, G$“, Aj,!‘, k = 1,2,. . . , n 
p’“, i = 1, 2 is described by Eq. (3) and parametrized by yci), 6 
b is described by Eq. (5) and parametrized by u 
Denoting by 8 the (2n + 11)-dimensional vector 
8 = (y\", G$“, A\“, . . . , A:“, G:“, yp’. G(3), A’f’, . . . , AL2’, G?‘; y”‘, y”‘, 6; u, q), 
and letting 
(6) 
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j(x) = f(x; e) + r(x). (7) 
By integrating Eq. (7) over a fluorescence interval corresponding to thejth channel (j 
= 1,2, . . . ( cl, we get the observation equation 
~j = Fj(0) + Rj, (8) 
where now Fj is the cell fraction in thejth channel normalized to unit area over the content 
of all channels which will be effectively processed. 
The estimation procedure for the unknown 0 is defined by minimization of a xz error 
index: 
where 
wj(0) = l/Fj(e). (10) 
The choice of index (9), (10) does not need any specific motivation because of its popularity 
as well as its nice statistical interpretation and behavior. 
Of course, in the minimization of J, we must take constraints on 0 into account. These 
constraints are: 
(a) a nonnegativity constraint for all components of 8, which has a natural biological 
interpretation; 
(b) the obvious normalization constraint 
The first constraint is incorporated in the minimization procedure by means of suitable 
changes of variables (exponential transformations). The second one allows us to eliminate 
one of the components of 0, which is conveniently chosen to be G:“[26]. 
Thus, J is redefined as a function of a new (2n + lO)-dimensional vector z of unknown 
parameters with 
and the original estimation procedure becomes an unconstrained minimization problem 
of J with respect to z[26]. 
5. MINIMIZATION ALGORITHM 
To achieve the minimization of J with respect to z, an algorithm has been designed 
which implements a version of the well-known Newton’s method. At each step, the new 
direction is computed using the analytical expressions for the first- and second-order 
derivative of J. In order to increase speed of convergence, and at the same time to guar- 
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antee the convergence itself, a nonmonotone line search for the stepsize is implemented 
along the new direction[26, 271. 
Of course, convergence is guaranteed to a local minimum; therefore particular care 
should be used in the choice of the initial point. Some comments on this issue will be 
made in the next section. 
The choice of n deserves some remarks. As already mentioned in Sec. 2, its value 
should be kept low, so as to prevent ill conditioning. The choice in the algorithm is n = 
4. This value was derived from several tests and appears to be adequate to yield both a 
satisfactory description of the S-phase shape and a sufficient stability and speed of con- 
vergence. To further improve these last features, the n-value is initially set to 1 and then 
switched to 2 as soon as the minimization trajectory gets close enough to a local minimum 
(which is checked by comparing the norm of grad J to a fixed threshold); a similar pro- 
cedure is subsequently implemented to switch from n = 2 to n = 4. 
6. PRELIMINARY DATA PROCESSING 
Before data are taken by the minimization program, it appears convenient to preli- 
minarily process them in order to overcome possible drawbacks due to instrumental bias, 
to select the most suitable fluorescence interval, in which data are to be considered, and 
to properly choose the initial value for 0. 
We did not find it convenient to automaticallv perform these tasks, both because of 
their complexity due to a high variety of possible experimental configurations and because 
of the advantages that experience and skilfulness of the operator may offer in these 
circumstances. 
(a) In the model we assumed yy’ = 2~:” ; therefore a similar behavior should be followed 
by the location of peaks in the fluorescence histogram. Should significant deviation 
from this pattern be exhibited, a lack in the instrument calibration is likely to have 
occurred. In such a case, the operator may decide to properly shift the whole histogram 
by a suitable number of channels. 
(b) The operator should select the initial channel ji and the final channel j,f which define 
the interval [ ji, jfir] out of which fluorescence data are discarded. ji is chosen such 
that possible data on the left tail, which clearly disagree with the exponentially de- 
creasing behavior assumed for b(x), are discarded. jf is chosen so as to discard data 
on the right tail too close to zero. 
(c) The initial guess for 8 is left to the experience of the operator who obviously will 
choose it on the basis of the experimental histogram. Because of the great importance 
of this task with respect to the problem of convergence to a global minimizer, the 
procedure includes a preliminary interactive phase in which the fluorescence density 
is displayed corresponding to each choice the operator makes for 0. Comparing this 
density to the experimental histogram should help in improving the choice itself. 
7. PROCESSING SIMULATED DATA 
We simulated fluorescence data for various cases of superposition of two cell subpop- 
ulations. The simulation program exploits a Monte Carlo technique, along the same line 
adopted in [ 181, and relies on the model discussed in Sets. 2 and 3. The procedure was 
then tested against this simulated data. 
Such a test had a twofold purpose: to check capability of the procedure in the separation 
of the two populations, and to verify its robustness against statistical noise, background, 
and shape of the S-phases. 
Regarding the first point, two series of data were simulated and processed: in the first 
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one, the relative content N”‘/~V”’ of the two subpopulations is changed. while in the 
second one the difference _Y’,” - _Y’,” between the locations of the G, peaks in the two 
subpopulations is progressively decreased. In all these data. the S-phases were uniformi! 
distributed, the background was absent (q = 0) and the total number of cells IV = N”’ 
+ N”’ was 60,000 unless otherwise specified. Results are shown in Tables 1 and 7. where 
true values are in brackets. 
As one can see, the procedure is able to properly separate the two subpopulations. 
and to recover the unknown parameters to within a few percent of their values up to an 
unbalance in their relative weight of 8: I and to a degree of nonoverlapping of only one 
channel (in this last case. however, we took different values for y(” and v”‘). Notice that 
in the last two cases shown in Table I and in Table 2. the simulated histogram did not 
exhibit any evidence of a second population. Of course the more difficult the separation 
task appeared. the more attention was given to the initial choice for the unknown param- 
eters. But in all cases this choice was done just by looking at the fluorescence histogram. 
as should be done in usual experimental situations. 
The effect of statistical noise was checked by simulating and processing a series of 
data with a decreasing total number of ceils IV. Again, the simulation used a uniform 
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distribution for S-phases and no background. Results are shown in Table 3. Some insta- 
bility begins to arise when N decreases below 7,500. 
We add that in all cases of Tables l-3 the estimated background fraction q turned out 
to be virtually zero, as one should have expected. 
Several sets of data were also simulated in which a background was added; processing 
Table 3 
Table 4 
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these data led always to a complete identification of the background term (and of the 
other parameters as well). 
Finally robustness of the procedure was tested against the shape of S-phases. Results 
are summarized in Table 4, where the various analytical expressions for the S-phase 
densities s’“(y), y E [yY, Zy:“], used in the simulation are also reported. For sake of 
simplicity in Table 4 we only reported the S-phase fractions. But the identification pro- 
cedure, by estimating S(“(y) by piecewise constant functions, allowed for an approximate 
reconstruction of the S-phase shape. 
As a final remark, we observe that in the various simulated experiments the relatively 
largest deviations from the true values occurred in the S-phase estimation; this is likely 
due to the highest degree of overlapping of the two subpopulations in this phase. 
8. PROCESSING EXPERIMENTAL DATA 
The procedure was also applied to some experimental data, in order to illustrate its 
potential usefulness in diagnostic and prognostic problems. 
In particular, two kinds of histograms, taken from the digestive tract, were processed. 
The first one includes four samples of already established neoplastic diseases while the 
second one refers to samples of so-called precancerous conditions. 
In Figs. l-4 experimental FC data are reported for the four tumor cases, along with 
its best fit, obtained by the optimization procedure; the optima1 estimates obtained for 
the main parameters are also shown. 
The same pattern is also adopted in Figs. 5-7, which refer to possible precancerous 
cases: Figs. 5 and 6 are related to two samples with different total cell number from the 
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same biopsy of a chronic atrophic gastritis while Fig. 7 is related to a case of ulcerative 
colitis. 
9. DISCUSSION AND CONCLUSIONS 
In this paper we considered the problem of FC histogram processing in the presence 
of an abnormal stemline, which appears of paramount importance both for basic research 
and for diagnosis and prognosis of cancer diseases. 
An automatic procedure was proposed, and implemented on a computer program, to 
estimate the unknown parameters which describe the normal and the abnormal 
subpopulations. 
This procedure was extensively tested against simulated data, with satisfactory results 
about its robustness and reliability. 
Some preliminary investigation of the behavior and potentialities of the proposed pro- 
cedure against real data was also carried out. From this work, it appeared that the proposed 
automatic analysis can improve the evaluation of the data obtained by flow cytometric 
DNA measurements, as referred to the occurrence, the magnitude, the ploidy level (ex- 
pressed as DNA index, that is the ratio between the mode of the aneuploid peak and that 
of the normal peak) and the cell cycle phase percentage of abnormal stemlines. Some of 
these data, such as ploidy level and S-phase amount, may to some extent predict the 
clinical behavior of the neoplastic disease. In fact the proportion of S-phase of abnormal 
subpopulations increases with increasing morphologic immaturity, lacking of differentia- 
tion, and higher stage and grade[28-301, all of which adversely affect the prognosis. 
It also appeared that by this procedure we may detect and evaluate the abnormal 
population even when it is not clearly identifiable by a qualitative usual analysis of the 
histogram. This feature, already exhibited in the simulated tests, was confirmed in the 
analysis of samples of Figs. 5-7; in particular, an abnormal population of few percent 
was recovered, and quantitatively evaluated in a reliable way (see the repeated sample 
in the chronic atrophic gastritis case). 
FC data may be a useful method in automatic screening of some so-called precancerous 
conditions, such as chronic atrophic gaslritis or long standing ulcerative colitis, in which 
DNA abnormality may assist in the detection of neoplasia. Unfortunately it is often very 
difficult to estimate the correct proportion of the cell cycle phases in an aneuploid his- 
togram or the presence of any small abnormal subpopulation, because of the overlapping 
areas and the sensitive amount of debris that solid tumors often exhibit. Therefore, the 
possibility we have described in the proposed algorithm to discriminate with accuracy 
even small populations looks very promisin g in the application of FC data to early di- 
agnosis of neoplasia. 
Regarding the background term, due to cell debris, the investigation of even a relatively 
small number of experimental cases clearly suggested the opportunity for a in-depth study 
of this phenomenon, possibly leading to a more satisfactory description of its effects. 
Finally, an extensive application of the procedure to a variety of experimental cases 
is needed in order to help in classifying different disease patterns and isolating suitable 
markers with diagnostic and prognostic significance. 
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