Abstract. We adapt the well-known spectral decimation technique for computing spectra of Laplacians on certain symmetric self-similar sets to the case of magnetic Schrödinger operators and work through this method completely for the diamond lattice fractal. This connects results of physicists from the 1980's, who used similar techniques to compute spectra of sequences of magnetic operators on graph approximations to fractals but did not verify existence of a limiting fractal operator, to recent work describing magnetic operators on fractals via functional analytic techniques.
Introduction
This paper is motivated by the problem of understanding the properties of an electron confined to a fractal set in a magnetic field. Such problems have been extensively investigated in the physics literature using numerical techniques and renormalization group methods [13, 2, 30, 3, 29, 15, 7] . Our goal is to give a rigorous mathematical model for this problem on a specific fractal, the diamond lattice fractal (DLF), by incorporating recent developments in fractal analysis [10, 21, 1, 9, 19, 17, 18, 20] that allow us to define a Schrödinger operator based on a Laplacian intrinsic to the fractal. We then show that the structure of the fractal is such that the spectrum of the operator can be computed using a spectral decimation method [31, 14, 28] . This type of method has previously been used to consider magnetic Schrödinger operators on an infinite Sierpinski lattice, for which the numerically-obtained spectral data has has good agreement with experimental results [15] , however the existence of a limiting operator was not established in this setting. A simpler approach was used in the setting of the Sierpinski Gasket to calculate spectra for magnetic operators corresponding to fields that are locally exact [20] .
The Diamond Lattice Fractal sec:analysis
The Diamond Lattice Fractal (DLF) or Diamond Hierarchical Fractal is a particular case of the Berker lattice construction [8] , and has been extensively studied in Figure 1 . Construction of the Diamond Lattice Fractal diamond statistical physics (see, for example, [26, 13, 12, 11] ) because the Migdal-Kadanoff renormalization is exact in this setting. Mathematically rigorous versions of some such models are also understood, for example percolation is addressed in [16] . We may realize it as a self-similar set X ⊂ R 2 by introducing a scaling factor s ≤ 1/8 and maps and requiring that X be the unique non-empty compact set so X = ∪ 4 j=1 F j (X). We construct graphs that approximate X in the manner illustrated in Note that other treatments of the DLF have not always defined it using the specific self-similarities F j . For much of our work this is of no significance because our analytic structure will depend on the graph structure of our approximations and associated electrical networks, for which the precise embedding into R 2 is not relevant. However we will later consider the notion of a uniform magnetic field through X, in which case it will be important that all cells of a given scale have the same size so that the flux, which is proportional to the area of the cell, depends only on its scale. In particular we notice that the maps F j scale area by a factor of s, so that the area enclosed by a scale m cell is 2s m−1 .
Resistance form and Laplacian on DLF. The crucial feature that permits us to do analysis on the DLF is the existence of an irreducible local regular Dirichlet form E and an associated non-positive definite, self-adjoint Laplacian operator ∆ for which E( f, g) = (−∆ f )ḡ dµ, where µ is Hausdorff measure. The existence and fundamental properties of such operators on fractals emerged in the probability and functional analysis literature, intially as a mathematical treatment of physics models with anomalous diffusive behavior [25, 6, 22] , and subsequently as a subject of interest in its own right. The monographs of Barlow [5] and Kigami [23] and the references therein give two standard approaches, but since the DLF is only finitely ramified rather than post-critically finite we rely upon Teplyaev's extension [34] of Kigami's method. A direct approach that includes some estimates of the heat kernel is given in Section 4 of [16] . We also note that the harmonic structure on the DLF is not regular in the sense explained in Chapter 3 of [23] , so in particular the resistance metric completion of V * = ∪V m is a strict subset of X. For this reason we will work with the Euclidean rather than the resistance metric. Though the following results are now standard we recall some salient features of the construction in order to fix notation.
Both the Dirichlet form and the Laplacian on the DLF may be realized as a limits of corresponding objects on the the finite graph approximations in Figure 1 . Recall that the vertices of the scale m approximation are denoted V m and we write x ∼ m y if there is an edge between x and y. Define a sequence of graph Dirichlet forms and graph Laplacians by
eqn:defnofDFm eqn:defnofDFm (2.1)
where deg m (x) is the number of edges incident at x in the scale m graph. Also define E m ( f, g) by polarization and observe that if either
where µ m is the measure on V m with mass deg
If f is prescribed on V m−1 then the extension to V m \ V m−1 that minimizes (2.1) is obtained by setting f on F w (V 1 \ V 0 ) to be the average of the values in f • F w (V 0 ) for each word with |w| = m − 1. One then readily verifies that E m ( f ) = E m−1 ( f ), whence E m ( f ) is increasing in m. When E m ( f ) has finite limit we write f ∈ F and call the limit E( f ). If E m ( f ) is constant for all m we call f harmonic, and if it is constant for m ≥ n we call it harmonic at scale m. Functions in F can be approximated uniformly by functions harmonic at scale m. Note that E m ( f, g) is independent of m ≥ n if f is harmonic at scale n.
Let µ be Hausdorff measure on X, scaled so µ(X) = 2. By results of [23, 34] the form E is an irreducible local regular Dirichlet form on L 2 (µ), so there is a self-adjoint Laplacian ∆ for which
where F 0 = { f ∈ F : f | V 0 = 0} and we write f ∈ dom(∆) if there is a continuous ∆ f for which (2.3) is valid. This is the Dirichlet Laplacian.
To see this, let h x m be the scale m harmonic function that is 1 at x and 0 at all other points of V m , so F w (X) h x m dµ is independent of w if x ∈ F w (X) and zero otherwise. Thus h x m dµ = 4 −m deg m (x). One may uniformly approximate any continuous h by the scale n harmonic functions x∈V n h(x)h x m , from which
The above definition of M a N is the Neumann magnetic operator. We can also define a Dirichlet magnetic operator M a with the properties asserted in Theorem 2.1 by requiring (2.4) for all f ∈ F 0 , the subspace of functions vanishing on V 0 .
The Neumann and Dirichlet magnetic operators are related by the magnetic normal derivative, which is defined for f ∈ dom(∆) and x ∈ V 0 by d a f (x) = lim m→∞ E( f, h x m ). This exists because h x 0 − h x m ∈ F 0 and so
In what follows we will most frequently study the Dirichlet operator, though the same techniques are applicable to the Neumann case.
In the next section we will see how the magnetic form and magnetic operator may be approximated by forms and operators on the graph approximants of the Diamond Lattice fractal.
Approximation of Magnetic Forms and Operators

sec:approx
We have already seen that the Dirichlet form and Laplacian on the DLF may be understood as limits of corresponding objects defined on the graph approximations. Here we use results from [21] to show that the resistance structure of our selfsimilar space allows us to construct a sequence of magnetic operators and magnetic forms on the graphs that approximate the DLF. It should be noted that magnetic operators on graphs have been extensively studied, beginning with the work of [33] , and there are generalizations to quantum graphs [24] , but we will only develop those aspects that are relevant for our needs.
Recall that a function f is harmonic if it minimizes E( f ) with prescribed values on V 0 and harmonic at scale m if f • F w is harmonic for each |w| = m. As in [21] we use the fact that E is a resistance form to extend the module structure on H so as to allow multiplication by the characteristic function 1 w of a cell F w (X) and let H m be the subspace of H m spanned by elements a w 1 w for |w| = m, where a w = ∂A w for a function A w that is harmonic at scale m, so a w is exact at scale m. This space is finite dimensional, hence closed, and we let Tr m denote the projection Tr m : H → H m . We will usually write a m = Tr m a. It is proved in [21] that ∪ m H m is dense in H.
Following [20] we identify H m with the exact 1-forms on the scale m approximating graph. An exact 1-form on the m-scale graph is a function on directed edges such that the sum on the edges of any cell F w (X) with |w| = m is zero. For a m ∈ H m we abuse notation to write a m = |w|=m a w 1 w . Since a w = ∂A w for A w harmonic at scale m and unique modulo constants we can define a function on edges using the differences of the A w values. For a directed edge e xy from x to y in the scale m graph we let F w (X) be the unique m-cell containing this edge and treat a m as a function by writing a m (e xy ) = A w (y) − A w (x).
= |w|=m E n,w (e iA w f ) eqn:DFamngauge eqn:DFamngauge (3.4) where E n,w means that we sum only over those edges in F w (X).
The same is true for E a m ( f ), though the proof is slightly different. Recall that
and that a m = |w|=m a w 1 w with a w = ∂A w . This and the decomposition of the Hilbert space according to cells ([21] Theorem 4.6) implies
Convergence of approximating forms. The essential feature of the forms E a n n and the operators M a m m is that they converge to E a and M a respectively. In the special case where the form has a local Coulomb gauge this was proved in [20] , but this assumption is essentially the same as assuming that the magnetic field has zero flux through all but finitely many holes, which is a serious constraint on the magnetic fields that can be considered, in particular precluding study of the fields of interest in the present work. We will need the following more general result.
thm:cvgeofgraphapprox Theorem 3.1. If a ∈ H is real-valued and f ∈ F then
Proof. Write
. Lemma 3.2 shows the first term goes to zero as m → ∞, Lemma 3.4 shows the same for the last term provided n ≥ m, and Lemma 3.3 proves that the middle term goes to zero as n → ∞ for any fixed m, concluding the proof. 
and similarly for a m . Using the bound
and the corresponding estimate for E a ( f ), as well as the fact that a m H ≤ a H for all m, we may factor the difference of squares and compute
lem:cvgelem2 Lemma 3.3. For a and f as in Theorem 3.
Proof. For fixed m we have a m ∈ H m so on each m-cell F w (X) there is A w such that a m (e xy ) = A w (y) − A w (x) and by (3.4) and (3.5)
lem:cvgelem3 Lemma 3.4. For a and f as in Theorem 3.1
Proof. For n ≥ m we write w for words with |w | = m and w for words with |w| = n. Let B w be the functions on cells F w (X) such that (3.4) yields
For E a m n we instead have functions A w on cells F w (X) with |w | = m, but n ≥ m so each m cell is a union of n cells, and we may write A w for the restriction of A w to each F w (X) ⊂ F w (X). Then from (3.4)
We write the difference as a sum over V n , with the value of w in any term implicitly given by the unique choice such that x, y ∈ F w (V 0 ).
uchySchwarzforDFdiffs uchySchwarzforDFdiffs (3.6) where the terms T 1 and T 2 are estimated as follows, using the standard inequality
In passing from (3.7) to (3.8) we used e iA w (x) −e iB w (x) ≤ |A w (x)− B w (x)| to estimate the left term, while on the right we used that E n,w (e iθ g) = E n,w (g) and E n,w vanishes on constants. From (3.8) to (3.9) we applied
and the definition of E n,w .
factorindiffofsquares factorindiffofsquares (3.11) where passage from (3.10) to (3.11) uses |e iA w (x) − e iA w (y) | ≤ |A w (x) − A w (y)| and similarly for B w .
and similarly |w|=n E n,w (B w ) = a n 2 H ≤ a 2 H , so (3.11) becomes eqn:T2est eqn:T2est (3.12)
In the same way |w|=n E n,w (A w − B w ) = a n − a m 2 H
. Combining this with the fact that for any w with |w| = n A w − B w 2 ∞ ≤ E n,w (A w − B w ) ≤ a n − a m 2 H the estimate 3.9 is eqn:T1est eqn:T1est (3.13)
H . where the second inequality reflects the fact that a n is a sequence of projections of a to nested subspaces H n . Finally we have from (3.6), (3.12) and (3.13)
which establishes the result.
Convergence of approximating magnetic operators. We will need the following result, which is of a standard type. Proof. For x ∈ V m recall h x m is the scale m harmonic function which is 1 at x and vanishes on V m \ {x}. Given any g ∈ F with that vanishes on
where we were able to use (3.3) because g = 0 on V 0 . Now uniform convergence of 4 m M a m m f to F and Theorem 3.1 imply
for all g ∈ F , from which F = M a f .
Theorem 3.5 has a converse provided that the convergence of a n → a is sufficiently uniform.
. For x ∈ V * take n 0 so x ∈ V n 0 and define g x n for n ≥ n 0 as follows. For each n-cell F w (X) containing x take A w such that ∂A w = a n as was done at the beginning of Section 3. These functions are unique modulo constants; choose them such that A w (x) = 0 and let A x n = A w on F w (X). Then, for all n such that the denominator is non-zero, let eqn:gnx eqn:gnx (3.14) g
This function is in F and supported on the n-cells that meet at x. Moreover convergence of a n to a ensures that A x n is nearly constant on these cells when n is large, or more precisely, A w • F w converges to zero as |w| → ∞. This and the choice A x n (x) = 0 ensures that e −iA x n → 1 as n → ∞, and therefore that
which establishes that g x n is an approximate identity sequence from F . By direct computation we also have
. In light of the preceding the result follows from Lemma 3.7.
:cvgeofgraphappwithgn Lemma 3.7. Under the hypotheses of Theorem 3.6, E a ( f, g x n ) − E a n n ( f, g x n ) → 0 uniformly in x as n → ∞.
Proof. The function g x n is supported on the n-cells meeting at x and ∂A x n = a n on these cells, so eqn:gnxanharmonicity eqn:gnxanharmonicity (3.16) E a n n ( f, g where in the last step we used the fact that e iA x n g x n = 4 n h x n / deg n (x) is harmonic at scale n by (3.14). We may re-write this as
. It is natural to decompose over the scale n cells F w (X) that meet at x, calling the corresponding set of words W x n and to bound using Cauchy-Schwarz. For the first term we also use (3.14) to see that g x n ∞ = 4 n / deg n (x), and obtain (∂ + ia) f, i(a − a n )g
The second term has one extra simplification, because the same reasoning as in (3.16) shows that
and on each cell F w (X) the contribution to
Writing the same cellular decomposition as before we have (3.19) and then combining (3.17), (3.18) and (3.19) yields
whereupon the result follows by the hypothesis on the convergence of a n to a made in Theorem 3.6.
Spectral Decimation on DLF graphs
In this section we show that for a special class of fields the spectrum and eigenfunctions of M 2) for all x ∈ V n , not just those in V n \ V 0 . We will do so in this section except when otherwise noted.
We begin by making a closer examination of the local structure of M a m m . Our main result in this regard is (4.5), which is a decomposition of the operator into a sum over (m − 1)-cells of gauge transformed copies of magnetic operators on V 1 . With this in hand we review some well-known results on spectral similarity and Schur complement and apply them to magnetic operators on V 1 . The results suggest that M a m m should be spectrally similar to M a m−1 m−1 if the fluxes through all cells of a given scale are the same. We prove this in Theorem 4.8 using a gluing lemma for spectral similarity (Lemma 4.5) that generalizes a similar result from [28] .
Local structure of Graph Magnetic Operators. The gauge transformations introduced in the previous section correspond to conjugation by diagonal unitary transformations, at least locally. The simplest case occurs when the scale is zero. For example, if g = 0 on V 0 (Dirichlet boundary conditions) then for any n
n is obtained from ∆ n by conjugation with the unitary diagonal transformation e iA 0 . In particular M 
map functions on V n to functions on V m+n . We will only need the cases n = 0, 1, and initially we look only at n = 0. Let D = 1 −1 −1 1 act on functions on V 0 and observe that This decomposition suggests breaking our magnetic field into pieces that act as gauge transformations at different scales. Let K m be the Figure 2 . A graph 1-form that spans K 1 (left), and a typical element of K 2 (right).
fig:oneloopbasiselt
Note that if we decompose M βk 1 according to (4.2) then the directed graph function is β on each edge, so the gauge operation on each edge is multiplication by e iA with A = 0 at the source vertex of the directed edge and A = β at the target vertex. Then for each j,
R j
Hence we may write a matrix for M βk 1 with the first two rows corresponding to the vertices in V 0 and the second two to those in V 1 \ V 0 as follows,
where the factor However the same argument used in the computation of (4.3) shows that for each w there is B w such that T −B w j L w j,m = L w j,m T −B w and R w j T B w j = T B w R w j independent of j. Moreover we can decompose
because all y ∈ V 1 have deg 1 (y) = 2. Note that in both of these expressions we are using the case n = 1 of the definition of R w and L w , meaning that they are considered as operators from functions on V m to functions on V 1 and conversely.
Using the above simplifications we conclude from (4.4) and (4. Spectral similarity. The notion of spectral similarity we use is from [28] , see also [31, 14, 32, 27] , and is defined as follows. 
at all z ∈ Λ. If φ 0 (z) 0 we write R(z) = φ 1 (z)/φ 0 (z) and note that eqn:defnofR eqn:defnofR (4.7)
By identifying U 0 with the closed subspace U(U 0 ) ⊂ U one may characterize spectral similarity using the Schur complement. This is done in [28] by considering the case U 0 ⊂ U, letting U 1 denote its orthogonal complement and P j the projection U → U j for j = 0, 1. This permits a decomposition of M into blocks There is a bijective map from the eigenspace of M 0 corresponding to R(z) to the eigenspace of M corresponding to z, with formula eqn:efnextension eqn:efnextension (4.10)
A more precise analysis of what occurs in the case φ 0 (z) = 0 or z ρ(Q) is possible, see [4] , but we will not need general results of this type because it will be easy to deal with these cases on the DLF by direct arguments.
We illustrate the above notions with some computations that are extremely pertinent to the DLF, namely the reduction of a magnetic operator on a diamond to an operator on a line segment. Let U be the space of complex-valued functions on the vertices of the diamond and U 0 be the space of functions on two opposite vertices, which we think of as a subspace of U. The diagram on the left in Figure 3 illustrates the field corresponding to M by showing the 1-form as a function on the directed edges. The operator M 0 is just the discrete Laplacian on the two vertices, and the corresponding 1-form has zero change on the edge.
so that (4.9) holds, though the functions φ j depend on the strength of the field.
eg:lesssimplefield Example 4.4.
We also consider what occurs if we reduce a gauge equivalent field in the same manner. The next simplest example of this kind is the function on directed edges shown on the right in Figure 3 , with a different difference along the top path than along the bottom. It differs from Example 4.3 only in that
For this situation we compute
where M 0 is as before but V = e −iα 0 0 e iα and therefore
is a gauge transform (by V) of M 0 . Notice that V is the transform for the gauge field shown on in the rightmost diagram in Figure 3 , which may be thought of as the net field obtained by tracing our original 1-form to the two vertices of the unit interval. As before, the functions φ 0 and φ 1 depend only on z and the strength of the field through the hole, which in this case is 4β. The spectral similarity relation does not depend on the gauge field, all of which is accounted for in V.
In combination with the gluing principle described next, the spectral similarity observed in Example Gluing spectrally similar operators. One of the most useful and well-known features of spectral similarity on self-similar graphs is the following fact: if there are operators M w , each of which is spectrally similar to an operator M w 0 via functions φ 0 and φ 1 that do not depend on w, then there is a way to combine the M w such that the result is spectrally similar to M w 0 . Moreover the way of combining the M w corresponds to a certain gluing operation on graphs. The standard gluing lemma of this type is Lemma 3.10 of [28] , but unfortunately it is not sufficient for our purposes. Instead we prove the following closely related but more general result. Note that in this lemma and its proof we simplify the notation by omitting many inclusion operators. lem:gluing Lemma 4.5. Let U = U 0 ⊕ U 1 be a Hilbert space and P j denote projection onto U j . Let U w ⊂ U be a collection of subspaces such that U = w U w , define U w j = P j U w for j = 0, 1, and let P w j : U w → U w j denote the projections on these subspaces. Suppose there are operators M w on U w and M w 0 on U w 0 that are spectrally similar with U = U * = P 0 and functions φ 0 , φ 1 that are independent of w (and hence M w satisfies (4.9) for each w). If there are operators L w : U w → U and R w : U → U w such that the following hypotheses hold:
(2) For all w and w w: R w P 1 L w = P w 1 and R w P 1 L w = 0.
item:gluing3
0 R w with the same functions φ 0 (z) and φ 1 (z).
Proof. In light of (4.9) we must compute S − zP 0 −X(Q − z) −1 X. First observe that for j = 0, 1
eqn:gluing1 eqn:gluing1 (4.11) where the first equality is by the assumption (3), the third is from (1) and the fourth uses the definitions of S W and Q w . In the case j = 1 using assumptions (2) and (3) we then compute from (4.11)
from which eqn:gluing2 eqn:gluing2 (4.12) (Q − z)
We can computeX = P 0 MP 1 and X = P 1 MP 0 in a similar fashion:
wXw R w , eqn:gluing3 eqn:gluing3 (4.13)
Combining (4.13) forX, (4.12) for (Q − z) −1 and (4.14) for X we obtain from assumption (2)
Finally, using the case j = 0 of (4.11), which gives S − zP 0 , and (4.16)
where the third equality uses the Schur characterization (4.9) of the fact that M w is spectrally similar to M w 0 on U w , and the fourth equality uses assumption (3). The final step is the definition of M 0 and we have proved, again from the Schur characterization, that M and M 0 are spectrally similar via φ 0 and φ 1 .
Spectral similarity for graph magnetic operators. Recall from (4.5) that being the magnetic operator on V 1 corresponding to a flux of magnitude 4β w through the hole in F w (V 1 ). Moreover the computation in Example 4.3 shows that M w is spectrally similar to the usual Laplacian D = 1 −1 −1 1 on the unit interval (which in that example was denoted M 0 ) with functions φ 0 and φ 1 that depend only on the flux 4β w . In order for Lemma 4.5 to be applicable we would need that the flux depends only on the length |w| = m − 1 of the word. Accordingly we restrict to this class of magnetic fields. The 1-form k w was defined in the paragraph following equation (4.2).
def:fluxindepofscale Definition 4.6. We say the field a has flux depending only on the scale if there is a 0 ∈ H 0 and a sequence β m such that a m = a m−1 + β m |w|=m k w for all m ≥ 1.
It should be noted that k w H is independent of w. In fact it is easily checked that k w H = 2. Moreover the k w were constructed so as to be an orthogonal set. 
Proof. The proof is a direct application of Lemma 4.5 and the computation in Example 4.3 to the expression (4.17).
Let U be functions on V m and decompose it as U 0 ⊕ U 1 where U 0 is functions on V m−1 \ V 0 and U 1 is functions on V m \ V m−1 . For each |w| = m − 1 let U w be the subspace of functions on F w (V 1 ), U w 0 be functions on F w (V 0 ) and U w 1 be functions on F w (V 1 \ V 0 ). Define L w = 2T −A w L w,m and R w = R w T A w so L w : U w → U and R w : U → U w . We verify the various conditions of Lemma 4.5.
Recall from (4.1) that if |w| = m − 1 and n = 1 then
from which it follows easily that eqn:P0Lw eqn:P0Lw (4.20)
and from (4.21) and (4.23) with x = F w (y) we have R w P 1 L w = P w 1 = L w P w 1 R w and R w P 1 L w = 0 for w w. Since the sets F w (V 1 \ V 0 ) do not intersect and have union V m \ V m−1 this also establishes w L w P w 1 R w = w P w 1 = P 1 .
Lastly, consider the sum w L w P w 0 R w . From (4.20) and (4.22) it is precisely 
so that both inequalities are equalities and the multiplicities are as stated in (1) and (2) The corresponding eigenfunctions may be found by iterated application of (4.10), or in the case cos 2β m = 0, applying the extension map to any function on V m−1 . We note that applying (4.10) at level V m does not change the function on V m−1 , so it is immediate that the sequence of functions obtained converges on V * = ∪ m V m .
5. Spectrum of M a for a field depending only on the scale Theorems 3.5 and 3.6 describe circumstances under which the spectrum of M a can be computed using the spectra of the graph operators M a m m . We note that the latter result is applicable to magnetic fields that depend only on the scale. j=1 be an orthonormal basis for the corresponding eigenspace. We show that eqn:spectofMaga0 eqn:spectofMaga0 (5.1)
establishing that λ ∈ Σ. The main difficulty in the proof is that the estimates take place in two spaces, neither of which is contained in the other. It will be convenient for us to writeμ n = 4 −n µ n to eliminate some factors of 4 n . In particular, if σ ∈ Σ then it is a limit along an admissible sequnce, so there is σ n → σ such that M The quantity (5.1) may now be estimated using (5.5) and (5.6). Using orthonormality of the ψ σ, j in L 2 (µ) and (5.5) we may take n so for
Moreover if Q k is the matrix with entries ψ σ, j , ψ σ , j l 2 (μ k ) (for σ, σ ∈ Σ Z and all relevant j, j for each σ, σ ) then by (5.6) Q k converges to the identity. Sincẽ ψ σ, j = σ , j Q k ψ σ , j is an orthonormal set in l 2 (μ k ) we use both facts to conclude that for large enough k
we have at last
, and our field satisfies Lemma 5.1, so in light of Theorem 3.6 we have M
= λ 2 . By assumption λ < Z, so (5.1) holds and the proof is complete.
Numerical results for a uniform field
It is physically natural to consider the case when the magnetic field through the fractal is uniform, and therefore the flux through each cell is proportional to the area of the cell. Of course, when X is thought of as an abstract self-similar set there is no notion of the area of a cell, so we make the assumption that the area of a cell of scale m is Cr m , for some constants C and 0 < r < 1/4, where the latter restriction is based on the idea that there are four cells of scale m + 1 in each cell of scale m. Note that for a smaller range of r we presented an embedding of X into R 2 at the beginning of Section 2 in which the area of each scale m cell is 2s m−1 , where 0 < s ≤ 1/8 is a fixed factor. Our first task is to determine the values in the sequence β n used in Definition 4.6 that correspond to a uniform field of the above type. Observe that for a given m the flux through cells of scale m depends only on β n for n ≥ m because the contributions from the n < m are gauge fields for cells of scale m. Since there are 4 n−m cells of scale n in a cell of scale m and each contributes flux 4β n the total flux through such a cell, assuming β n as in the statement of the lemma, is 4 Figure 4 shows the dependence of spectra of this type on the magnetic field strength β when r = .24 is close to the limiting value of 1/4, while Figure 5 shows the same dependence when r = 0.1. Two levels of approximation (m = 5 and m = 7) are shown to emphasize the manner in which the graph spectral values accumulate on an attractor.
According to Theorem 5.7 the spectrum of the corresponding magnetic operator M a may be obtained from the spectra of M a m m by taking a renormalized limit. 
fig:graphLapspect1
Numerical results show the first few eigenvalues in the spectrum of M a are well approximated by taking quite small values of m. Figure 6 shows the dependence of the first 32 eigenvalues of the fractal magnetic operator as a function of β when computed using m = 11; in this example r = 0.24. The same graph for r = 0.1 is in Figure 7 . 
