Abstract. The nite mass method, a new Lagrangian method for the numerical simulation of gas ows, is presented and analyzed. In contrast to the nite volume and the nite element method, the nite mass method is founded on a discretization of mass, not of space. Mass is subdivided into small mass packets of nite extension each of which is equipped with nitely many internal degrees of freedom. These mass packets move under the in uence of internal and external forces and the laws of thermodynamics and can undergo arbitrary linear deformations. The method is based on an approach recently developed by the last author and can attain a very high accuracy.
Introduction. Fluid mechanics is usually stated in terms of conservation
laws that link the change of a quantity like mass or momentum inside a given volume to a ux of this quantity across the boundary of the volume. The nite volume method is directly based on this formulation. Space is subdivided into little cells, and the balance laws for mass, momentum and energy are set up for each of these cells separately. Similarly, also the nite element method is based on a discretization of space and a choice for the trial functions on the resulting cells.
In contrast, the nite mass method is founded on a discretization of mass, which is physically at least as intuitive. Not space is subdivided into elementary cells, but mass into a nite number of mass packets of nite extension, each of which equipped with a given number of internal degrees of freedom. These mass packets move under the in uence of internal and external forces and the laws of thermodynamics and can intersect and penetrate each other. They can contract, expand, rotate, and even change their shape. Their internal mass distribution is described by a xed shape function, similarly as with nite elements. Although the nite mass method is a purely Lagrangian approach, it has not much to do with particle methods as used for Boltzmann-like transport equations; in some way, it is much closer to nite element and nite volume schemes. The approximations it produces are di erentiable functions and not discrete measures. With the variant we used in our numerical experiments, one observes fourth order convergence! The Lagrangian form of description of uid ows can have many advantages. For example, there are no problems with free surfaces, and no convection terms arise. Such features make numerical methods based on the Lagrangian view especially attractive for free ows in unbounded space. In fact, one of the most popular methods of this type, Monaghan's smoothed particle hydrodynamics 8], has its origins in astrophysics. Like the smoothed particle hydrodynamics, the nite mass method is a completely grid-free approach, but it is not a method de facto imitating statistical mechanics and possesses a sounder mathematical and physical foundation.
The nite mass method is a generalization and extension of the particle model of compressible uids that had been proposed by the last author in 9], 10] and 11] and is based on the principles developed there. The compactness and convergence results obtained in 9] and 11] concerning the transition to the continuum limit transfer to the present situation. One of the essential di erences to the approach in the articles mentioned above is that the single mass packets can now undergo arbitrary linear deformations and not only rotations and changes of size. Although the dimension of the con guration manifold of the single mass packet increases because of that, this strongly simpli es the equations of motion the mass packets are subject to because the con guration manifold is now a linear space. The equations of motion take the same form for all space dimensions. The main advantage, however, are the superior approximation properties, due to the fact that the mass packets can now be deformed by the ow.
The main issue with a method like ours is how the equations of motion for the mass packets or particles, as we often prefer to say, are set up. We start from the basic physical principles that nally lead to the Euler and Navier-Stokes equations, not from these equations themselves and a least squares or Galerkin approach. In consequence, the equations of motion also do not break down when particles completely cover each other. In the most simple case of an adiabatic, inviscid ow, the equations of motion for the particles are derived from a Lagrange-function with the internal energy as potential energy. To damp the uctuation part of the local kinetic energy that necessarily arises with every such model, frictional forces vanishing in the limit of particle sizes tending to zero are added to these potential forces. They break the invariance to time reversal and make the method consistent with the second law of thermodynamics.
The paper is organized as follows. In Sect. 2, the nite mass method is explained and derived in detail, both for inviscid and for viscous uids. It is shown how the mass density, the velocity eld and, as second independent thermodynamic quantity, the entropy are discretized, and it is discussed what sort of approximation properties can be expected. The equations of motion describing the local interaction of the mass packets and the time evolution of the system are set up. A main feature of the approach is that mass, momentum, angular momentum and energy are exactly conserved. The conservation of mass follows immediately from the construction and is discussed in Sect. 2. The conservation of energy, momentum and angular momentum is studied in Sect. 3. The conservation of angular momentum is a remarkable fact as in continuum mechanics the conservation of angular momentum is hidden in the symmetry of the stress tensor and does not appear explicitly as a conservation law. Consequently, most discretizations violate this principle.
The nite mass method as described in Sect. 2 is invariant to arbitrary translations and rotations and, as it concerns the shape the mass packets can attain, even to every linear transformation of space. These properties are re ected by the quadrature formulas that are developed in Sect. 4 to evaluate the integrals which de ne the forces acting upon the particles. Conservation of momentum, angular momentumand energy are maintained. In Sect. 4, we also discuss how the forces and moments acting upon the particles can be calculated on the computer.
In Sect. 5, a suitable time discretization is presented. The proposed scheme is an exponential integrator in the spirit of the recent paper 4] by Hochbruck and Lubich. In case of pure pressure forces, it transfers to the well-known St ormer-Verlet method for second order equations and conserves momentum and angular momentum exactly.
Finally, in Sect. 6, some typical test calculations for ows in two space dimensions are documented. These examples clearly demonstrate the potential and the high accuracy of the method.
We restrict our attention in this article to free ows in vacuum. For the inviscid case, the re ection laws needed for particles touching the walls of bounded volumes have already been given in 9], 10] and 11]. Their numerical realization will be discussed elsewhere.
For a certain background in mechanics and uid dynamics, we refer to the textbooks 5], 6] by Landau and Lifschitz on one hand and 1] by Chorin and Marsden on the other hand, and to the classical monograph 2] by Courant and Friedrichs.
2. The particle model of compressible uids. The basic ingredient of the nite mass method is a continuously di erentiable shape function : R d ! R, d the space dimension, with compact support that attains only values 0. This function describes the internal mass distribution inside the mass packets into which the uid is subdivided. We assume that Z (y) dy = 1 ; Z (y)y dy = 0 :
The second property states that the origin of the body coordinate system attached to a particle is its center of mass. Further we suppose that Z (y) y k y l dy = J kl ; (2.2) with the y k the components of y. for j j 1 and by e ( ) = 0 for j j > 1. It can be composed of smaller copies and be used to build up a basis for the cubic spline functions on a uniform grid. This e ful lls the conditions (2.4), and the constant (2.5) takes the value J = 1 12 : (2.7)
An advantage of such tensor product like shape functions are their good approximation properties.
The points y of the particle i move along the trajectories t ! q i (t) + H i (t)y ; det H i (t) > 0 :
The vector q i (t) determines the position of the particle and the matrix H i (t) its size, shape and orientation in space. Correspondingly, y = H i (t) ?1 (x?q i (t)) (2.9) are the body coordinates of the point at position x in space at time t. Let m i > 0 denote the mass of the particle i. The total mass density
then results from the superposition of the mass densities of the single particles.
The points y of the particle i have the velocity t ! q 0 i (t) + H 0 i (t)y :
Inserting the expression (2.9) for y, one gets the velocity eld v i (x; t) = q 0 i (t) + H 0 i (t)H i (t) ?1 (x?q i (t)) (2.12) of the particle i related to the space coordinates. The total mass ux density and is therefore a second order approximation of u in a neighborhood of x = q i (t).
As the mass fractions (2.14) form a partition of unity, the resulting overall velocity eld
remains a second order approximation of u on the region occupied by mass independent where the particles are located. The mass density is an exact solution of the transport equation (2.20) with respect to this perturbed velocity eld and therefore, with corresponding initial values, a good approximation of the true density in the sense of a backward error analysis. We remark that, through an alignment of the particles with the ow, one often observes much more than second order convergence. For a complete description of the thermodynamic state of a compressible uid, besides the mass density a second thermodynamic quantity like temperature is needed. Most convenient for our purposes is the entropy density s that is given here the form
where the S i (t) denote the speci c entropies of the single particles. In particular, the speci c entropy S(x; t) = s(x; t) (x; t) (2.25) is the convex combination
of the speci c entropies of the single particles. As with the velocity, one recognizes that this representation potentially leads to a rst order approximation of the exact speci c entropy independent of the distribution of the particles, where the actual accuracy can again be much higher.
The pressure, the absolute temperature and the internal energy per unit volume ( ; s) ; ( ; s) ; "( ; s) (2.27) are functions of the mass density and the entropy density. These functions are not independent of each other but are connected by the Gibbs fundamental relation of thermodynamics taking the form = @" @ + @" @s s ? " ; = @" @s (2.28) in the present variables. We assume that the internal energy "( ; s) is de ned for all > 0 and all real s and is twice continuously di erentiable on this set. We suppose that " > 0 ; @" @s > 0 (2.29) for all these and s and require that "= and the rst order partial derivatives of " can be extended by the value 0 at ( ; s) = (0; 0) to functions that are continuous on Note that the masses m i of the particles cancel out and appear only implicitly in the mass density and the entropy density s. The derivatives of i occurring in the expressions above can be written as functions of the internal particle coordinates (2.9) and are given by (2.19). The pressure forces (2.37) acting upon a group of particles can be interpreted as a kind of surface force 9]. As long as the speci c entropies S i of the single particles are assumed to be constant, the time evolution of the system is completely determined by the equations of motion (2.36). This system is time reversible, a fact that contradicts the behavior of actual uids where heat is generated in shock fronts. Therefore it has been proposed in 11] to add the (normalized) frictional force In smooth ows, the forces (2.41) and (2.42) will be comparatively small and will vanish with the second power of the local particle size, but they can dominate in shocks.
For a better quantitative understanding of the frictional forces (2.41), (2.42), we pause for a moment and consider a little model problem. We neglect the pressure forces, keep R constant, and x the velocity eld v = 0. The equations of motion for a single particle then read q 00 = ? R 2 q 0 ; H 00 = ? R 2 H 0 ;
that is, within the time T = 2=R, the velocity of the particle is reduced by the factor 1=e. This justi es calling T = 2=R the local relaxation time of the system. With q 0 (t 0 ) = v 0 , the trajectory of the particle is q(t) = 1 ? exp ? t 0 ?t T Tv 0 + q(t 0 ) :
Thus the particle is stopped in distance Tjv 0 j from its position at the given time t 0 .
The friction among the particles generates heat. Therefore the speci c entropies S i are no longer constant and increase in time. They obey the di erential equations and the additional speci c heat supply to the particle i is
(2.62)
Provided the given particle is located in the interior of the region occupied by mass, the forces (2.60) and (2.61) formally vanish for stress tensors T of divergence zero, as continuum mechanics requires. The proof is by partial integration, where the second integral on the right-hand side of (2.61) cancels.
The problem with this approach is that, in more than one space dimension, the derivatives of the mass fractions i can have singularities and are not always square Provided that ?2=k > 0, this demonstrates that the integrands above are continuous and tend to zero at the points at which tends to zero. Therefore, under the given circumstances, one can refrain from replacing the i by regularized mass fractions such as proposed in 9] and 10]. However, our considerations would immediately transfer to this case.
To incorporate heat conduction, the right-hand side of the entropy equation (2.43) has to be supplemented to 
holds, with the integrals discretized as described above. Because
this proves that also the linear mapping (2.68) is symmetric and negative semide nite with respect to the energy inner product given by (2.50). For the proof of (2.69), we refer again to the proof of Theorem 1 below.
3. The conservation of energy, momentum, and angular momentum.
The conservation of energy, momentum, and angular momentum are basic physical properties of any closed system and must therefore be reproduced by the nite mass method. Moreover, energy estimates are basic for the mathematical examination of the model and, in particular, needed to transfer the compactness and convergence results from 9] and 11] to the present situation of particles underlying arbitrary linear deformations. The conservation of energy also prevents the determinants of the H i from becoming arbitrarily small since, with equations of state like (2.30), this would require too much energy. Our rst result is: this proves the proposition and demonstrates that exactly the right amount of kinetic energy is converted to heat. Surprisingly, for vanishing frictional and viscous forces, one has both conservation of energy and entropy, which contradicts the usual conception of gas ows and would not be possible in continuum mechanics, but which is explained by the fact that the kinetic energy (2.33) considered here is composed of the kinetic energies of the single particles and is not identical with the mean kinetic energy In smooth ows, this uctuation energy is a negligibly small part of the total kinetic energy and will vanish with the fourth power of the particle size, but it can dominate where the particles clash. The role of the frictional forces (2.41) and (2.42) is to convert this kind of uctuation energy into true internal energy.
The total momentum of the system is de ned as P(t) = Z (x; t)v(x; t) dx : (3. In three space dimensions, the components of the total angular momentum L(t) = Z (x; t) x v(x; t) dx (3.10) are quantities of this form, and vice versa all quantities of the form (3.8) can be composed of the components of the angular momentum (3.10). Therefore, for the three-dimensional case, the following theorem states that the angular momentum of the system is a constant of motion. In other space dimensions, one gets less or more rst integrals, corresponding to the dimension of the space of the skew-symmetric matrices. As the i form a partition of unity, nally also L 0 3 = 0.
4. The discretization of the integrals. Our particle model of compressible uids is purely Lagrangian. It is invariant to arbitrary translations and rotations and, as it concerns the shape the particles can attain, even to every linear transformation of space. These properties must be re ected by the quadrature formula needed to evaluate the integrals that de ne the forces acting upon the particles.
We start from the observation that the integral of a scalar or vector function f weighted by the mass density (2.10) can be rewritten as are completely determined by the function values and the rst order derivatives of the mass density and the entropy density at the quadrature points attached to the given particle itself. Correspondingly, the local temperature (4.5) around particle i transfers to
The forces (4.6) replace the forces (2.38) and (2.39) in the Lagrangian equations of motion (2.36) and (2.40), respectively, and the local temperature (4.5) the local temperature (2.44) in the entropy equation (2.43). Note that, through the assumptions we made on "( ; s) and because 0 < m j (q j +H j a ) (a ) det H j ; (4.12) the discrete integrals (4.7), (4.8) and (4.9), (4.10) behave numerically well. The frictional forces (2.41) and (2.42) and the heat supply (2.46) are directly discretized using the quadrature rule (4.2). For the viscous forces (2.60) and (2.61), the heat supply (2.62) and the heat ux in (2.66) one can proceed correspondingly. Experience has shown that quite a few quadrature points are needed to exploit the full accuracy of the approach. A too small number of quadrature points leads to instabilities, in particular when the quadrature points are not properly spaced; a high polynomial accuracy alone does not su ce. For the tensor-product third order B-splines described at the beginning of Sect. 2, we had good experience with the tensor-product counterpart of the one-dimensional quadrature rule given by Table 1 . This quadrature formula is exact for fth-order polynomials f and uses 5 2 or n = 25 quadrature points per particle in two space dimensions. Due to the overlap of the B-splines, 19 2 = 361 quadrature points enter into the computation for each particle for particles located on a uniform grid. It is subject of current research to nd more e cient quadrature rules and to check for other shape functions than cubic B-splines. The conservation of energy, momentum, and angular momentum transfers to the present case of discretized integrals. The proofs from the last section can be taken over with minor changes concerning only the pressure terms. For the proof that the total momentum (3.6) remains a constant of motion, one has only to utilize that The procedure to compute the integrals involved in the di erential equations is then quite simple and consists of three phases. We will describe this procedure only for the inviscid case; the case of additional viscous forces is similar.
In the rst phase, the quadrature points are generated and the values Z of the mass density (2.10), s Z of the entropy density (2.24), j Z of the mass ux density are computed. These are trivial operations of the type quadrature point to itself. In the nal third phase, the discrete integrals determining the forces, the heat supplies and the local temperatures are computed using the results of phase 1 and phase 2. In this phase, information is transferred from the quadrature points back to the particles.
Phase 1 and phase 3 require an e cient access to the quadrature points contained in the support of a given particle. Search trees can be used for this purpose, which have to be set up after the quadrature points have been generated. The information needed to access the quadrature points q i + H i a attached to a given particle i has to be stored separately. 5 . A time-stepping procedure. The remaining big system of di erential equations for the particle positions q i , the deformation matrices H i and the entropies S i has to be solved numerically. In this section, we propose a simple, robust low order method for that which is adapted to the structure of this system, where we restrict ourselves to the case that heat conduction is negligible. .6) with the Q i the discretized versions of (2.46) and (2.62), respectively. This function depends nonlinearly on all its arguments.
To solve the system (5.2), (5.3) numerically, we use a splitting procedure. To come from time level k to time level k + 1, we rst keep the entropies S i xed and solve the system y 00 = f(y; z k ) + A(y; z k )y 0 (5.7) with the initial values y = y k , y 0 = y 0 k at time t k by a numerical method to be discussed below to get the new values y k+1 , y 0 k+1 for time t k+1 = t k + . In the second step, we solve z 0 = w(y k+1 ; y 0 k+1 ; z) (5.8) with the initial value z = z k at time t k to obtain the value z k+1 at time t k+1 .
The time stepsize is rst restricted by the evident requirement that the method should realize when particles touch or penetrate each other, and that then it should also react appropriately. The more one approaches incompressibility, the more stringent are the corresponding step size restrictions, but as accuracy and stability go hand in hand here, it is probably impossible to overcome them. The other source of sti ness are the frictional and viscous forces (5.5). To avoid that these forces lead to a further restriction of the stepsize, methods have to be used that are implicit in the velocity components.
Far the best method we found to solve the system (5.7) is the exponential integrator The scheme has been proposed by Lubich 7] 6. Examples. In this section, we have compiled some two-dimensional examples that exhibit a typical behavior and compare the numerical with the known exact solutions. As shape function of the particles we have used the bicubic B-spline (2.3), (2.6) together with the 25-point quadrature rule described in Sect. 4.
To nd a good approximation of the given initial data, we assume that the region occupied by mass at time t = 0 is contained inside an axiparallel rectangle and cover this rectangle by a regular grid of gridsize h. The initial matrices are then H i (0) = 2hI, and the initial positions are selected from the gridpoints, that we denote by x k here.
To determine the particle masses, we rst compute the coe cients a k 0 minimizing an appropriately chosen distance between the linear combination If one lets the particles move according to the di erential equations (2.21) in the velocity eld (6.10), the whole con guration would simply undergo a series of linear transformations. So it is no wonder that a high accuracy can be reached in this example. In the computation presented here, we started from the material constants We set R = 250 in this example. We solved the problem over the period 0 t 100 with the stepsize = 1=100 in the time-stepping procedure from Sect. 4, starting from a grid of gridsize h = 1=11 and 21 21 B-splines nally yielding 325 particles. Fig. 1 shows the initial con guration of the particles at time t = 0 and the nal con guration at time t = 100, the latter rescaled from the radius determined by (6.13) and (6.15) to the initial radius. The Fig. 1 . The particles in the gas cloud example at times t = 0 and t = 100.
initial con guration of the particles is almost retained over this long period, although the gas ball rst shrinks to the radius 0:515 and then again expands to the nal radius 516:9, that is by more than the factor thousand. The exact and the approximate solution cannot be distinguished with the naked eye; the maximum norm of the error is about one per thousand of the maximum norm of the solution. Fig. 2 shows a cross section of the mass density together with the di erences to the approximate mass densities along the line x 2 = 2x 1 at times t = 0 and t = 100, where all functions are again rescaled to the same radius and the errors have been multiplied by the factor thousand in order to compare them with the exact solution. Astonishingly, the relative size of the error does not increase. Probably one could run this example to in nity. There is a viscous counterpart of the solutions above, with the same density pro le and the viscosity coe cients and constant multiples of . Also these solutions are well reproduced, even if smaller time steps are needed for that because the order of our time integrator degrades to one. A time discretization better adapted to the high accuracy of the space discretization may be advantageous here. In examples like these, the shear viscosity must counterbalance the bulk viscosity; otherwise physical instabilities occur.
6.2. Shock fronts. The second example shows how the particle method behaves when shocks develop in an inviscid uid and demonstrates how the frictional forces (2.41), (2.42) work. In this example, the transformation of kinetic energy into internal energy plays a dominant role.
We consider a spherically symmetric shock front jxj = ct in an ideal gas (2.30) and make for the velocity, the density, and the pressure the ansatz v(x; t) = V ( t r ) x r ; (x; t) = M( t r ) ; (x; t) = P( t r ) (6.16) for jxj = r > ct and v(x; t) = 0 ; (x; t) = 1 ; (x; t) = 1 (6.17) with constant values 1 and 1 for jxj < ct.
To determine the values c, 1 the velocity on both sides of the shock front relative to the velocity of the front itself. As continuum mechanics teaches (see 1], for example), the mass ux, the momentum ux and the energy ux across the shock front are continuous. This is equivalent to the relations 1 We set R = 250 in this example. The idea behind this form of R is that friction should grow when the density of matter increases, as physical intuition suggests. In our actual computation we placed 251 251 particles on a regular grid covering the square ?5; 5] 2 and followed their motion in the time interval 0 t 1. Approximately 10000 of these particles are contained in the region ?2; 2] 2 of interest here at time t = 0, and slightly more than 20000 at time t = 1. With the time stepsize = 1=200, the exponential integrator needed 982 Krylov steps, at most 5 for each of the 200 time steps, a typical behavior also observed in other examples. Fig. 3 shows a cross section of the exact and the approximate solution along the x 1 -axis on the interval ?2 x 1 2 and Fig. 4 the corresponding contour lines of the approximate density at time t = 1. Both the position and the height of the shock and the solution pro le outside the shock are very well reproduced and the approximate solution retains its spherical symmetry. The shock is practically as well resolved as possible with particles of the given size, and as a closer look at the results of the single time steps shows, the shock does not smear during the computation. Except for the shock region itself and a small neighborhood of the origin, the error of density and pressure is less than one per thousand. The same holds for the velocity eld outside the shock. When passing the shock, the particles almost loose all their kinetic energy such that the velocity is practically zero inside the shock. The error in the mass density around the origin is probably due to the discontinuous initial data; the region over which this error extends seems to shrink proportionally to the particle size. An interesting observation is that behind the shock the particles again rearrange to a rectangular grid, as can be seen in Fig. 5 . Fig. 3 . Density, pressure, and the velocity in the shock front example at time t = 1. 6.3. Shear ows. Our last example serves as a test for the modeling of the shear viscosity. We keep the mass density and the pressure (x; t) = 0 ; (x; t) = 0 (6.34) constant, neglect the heat production, that is set the right-hand side of (6.7) to zero, and consider velocity elds of the form v(x; t) = ( )c(t) n (6.35) where n is a given unit vector xing the direction of the ow and = e x the component of x in direction of a unit vector e orthogonal to n. Again, the continuity equation is ful lled independent of the choice of the functions and c. For a Newtonian uid (2.55) with constant shear viscosity , the momentum equation (6.6) reads 0 ( )c 0 (t) n = 00 ( )c(t) n : The solution corresponding to the velocity eld (6.37) is remarkable in so far as it is reproduced exactly provided that the initial data are exact and the integrals de ning the forces are evaluated exactly. The reason is that all forces acting upon the particles then vanish such that all particles are distorted in the same way and mass density and pressure remain constant.
The solution with the velocity eld (6.38) represents a more severe test. If one lets the particles move according to the di erential equations (2.21) in the velocity eld (6.38), the particle positions q i and the matrices H i at time t would be q i (t) = q i The problem then becomes periodic with period interval 0; 3] 0; 2]. All computations were for the time interval 0 t 1 with time stepsize = 1=100.
The particles in Fig. 6 stem from such a computation. They have initially been located on an axiparallel grid of sidelength h = 1=20. Fig. 7 shows how the velocity perfectly reproduced. In the transition from 30 20 to 60 40 and from 60 40 to 120 80 particles, the error decreases approximately by the factor 16, a clear fourth order convergence, and a ne con rmation of the nite mass method.
