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Abstract-In this paper, we investigate the large-times behavior of weak solutions to the fourth- 
order degenerate parabolic equation ut = -(I@ ~~~~~~ modeling the evolution of thin films. In 
particular, for all n > 0, we prove exponential decay of u(z, t) towards its mean value (l/If20 Jn u dz 
in L1-norm for long times and we give the explicit (n-dependent) rate of decay. The result is baaed 
on classical entropy estimates, and on detailed lower bounds for the entropy production. @ 2002 
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1. INTRODUCTION 
In this paper, we analyze the asymptotic behavior of the fourth-order nonlinear degenerate dif- 
fusion equation 
$ = V, . (f(u)V,A,u) (1.1) 
in the case where f(u) = I$’ with n > 0. This equation has proved to be rather useful 
(when u(z, t) remains nonnegative along the evolution) for the modeling of several physical pro- 
cesses: surface-tension-dominated dynamics of thin viscous films, the motion of spreading viscous 
droplets, oxidation of silicon in semiconductor devices (when f(u) = 1u13), and evolution of thin 
necks of flows in Hele-Shaw cells (when f(u) = IuI), among others. 
Diffusion equations arise in models of any physical problem in which some quantity spreads or 
smears out. The classical example is the heat equation 
2 = v, . (k(z)v&), (1.2) 
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where the diffusion coefficient Ic controls the rate at which heat diffuses through the medium. 
Diffusion equations can be degenerate. This degeneracy follows from the structure of the diffusion 
coefficient k, which depends on the solution u in a degenerate way, so that k + 0 as u + 0. A 
family of second-order degenerate diffusion equations is known as the porous media equations [l] 
du 
z = vz * (IUYV&) 7 n > 0. 
The fourth-order analogue of (1.3) reads 
2 = V,. (f(u)V,Au), n > 0, 
(1.3) 
0.4) 
where the function f can be degenerate. Equation (1.4) has been shown to play an important 
role in the description of the motion of a viscous droplet spreading over a solid flat surface [2-51. 
The most studied model assumes f(u) = ]u]~, where n is a real number, n > 1. Within this 
choice, this equation has much in common with the porous media equation (1.3), in that it is 
parabolic in the neighborhood of any point where ]u] > 0, but not near points where u vanishes. 
In one space dimension, questions of existence, uniqueness, and finite speed of propagation of 
the support of weak solutions have been studied in recent years. Consider, by now, the equation 
du 
at- - -g (lul$-J) 7 n > 1. (I-5) 
Bernis and Friedman [6] studied the initial boundary value problem for equation (1.5) in a cylinder 
Qr = R x (0, T), where R is a bounded interval, assuming that the initial datum 0 5 u. E H’(R), 
and setting uI, = uZZZ = 0 on the lateral boundary. They defined a class of Holder continuous 
weak solutions and proved their existence. As to their behavior, they proved a weak positivity 
property 
uc10=+u(z,t)>o, in QT, (1.6) 
and the mass conservation law 
I u(x, t) dx = 1 uo(x) dx, for t > 0. R R (1.7) 
Subsequently, nonnegative source type solutions to (1.5) in S = lR x Iw+ have been characterized 
in [7]. If 0 < n < 3, then there exists precisely one even nonnegative solution to (1.5) such that 
uc(z) = cd(z), where S denotes the Dirac mass centered at the origin. This solution has compact 
support. On the other hand, source-type solutions do not exist if n 2 3. 
In [8], Beretta, Bertsch and Dal Pass0 study the existence of nonnegative solutions to the 
fourth-order equation u’ = -(]u]%,,,), in 1D for all real positive n. Concerning the long time 
behavior of the solution u(x, t), they prove that, when 0 < n < 3, it converges to its mean value 
as t + co, uniformly in R (see Theorem 3.1 in [8]). Furthermore, if n > 3 and the initial data 
uc > 0, the same asymptotic result holds true (provided that some technical assumptions are 
also fulfilled; see Theorem 3.2 of [8]). 
More recently, the initial boundary value problem has been also dealt with in [5] in one space 
dimension with periodic boundary conditions. There, the authors extend the results of [6] and 
prove that there exists a weak nonnegative solution for all times which becomes a strong positive 
solution after some critical finite time in the case 0 < n < 3. Also, for strictly positive initial data 
they prove, for all n > 0, that there exists a weak nonnegative solution (again becoming strong 
and positive after a finite time) even if a finite-time singularity of the form ]uln + 0 occurs. 
They also analyze the long-time behavior of weak solutions as t --t co by introducing a family 
of regularized convex entropies. This technique allows them to handle the large-times problem 
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when 0 < n < 3. In addition, for all n > 0, they also show exponential decay of the distributional 
solutions (corresponding to strictly positive initial data) in Loo-norm. 
In this paper, we deal with the long-time behavior of equation (1.5), with the aim of deriving 
explicit rates of exponential decay in the L1-norm. This is made possible by Csiszar-Kullback-type 
inequalities [9,10], which allow for L1-bounds in terms of convex entropies. The starting point 
of our long-time analysis mainly relies on nonlinear resealing and entropy dissipation techniques 
in the spirit of [ll-131. In particular, we are interested in those resealing groups which take 
self-similar solutions of the equation (1.1) into stationary solutions of the corresponding resealed 
drift-diffusion problem. This in general furnishes the best entropy for the problem. Also, in 
absence of a maximum principle for the fourth-order problem (notice that even classical solutions 
of the linear problem with f = 1 may become negative in finite time), the dissipation properties 
of nonlinear entropies become relevant. In more detail, we shall derive exponential time decay of 
the solution ~(2, t) to the fourth-order problem under study towards its mean value lo u,da: for 
all n > 0. Moreover, for the cases 2 < n < 3 we shall improve the results of [5]. Contrary to the 
previous papers on the subject, we will use slightly different entropies, which allow for explicit 
bounds. Hence, we do reveal the large-times rates of convergence of solutions of the fourth-order 
problem towards their mean value for all n > 0 in L1-norm and make the exponential dependence 
on n explicit. 
The outline of the paper is as follows: in Section 2, we introduce the resealing groups which 
transform weak solutions of the fourth-order diffusion equation under study into stationary solu- 
tions of the corresponding drift-diffusion resealed equation. In the forthcoming section, we will 
show how resealing of equation (1.5) provides a way to tackle the problem of the asymptotic be- 
havior of the solution of the initial-boundary value problem studied in [6]. This strategy is similar 
to that introduced recently for studying the asymptotic behavior of nonlinear Fokker-Planck type 
equations [11,12,14,15]. 
Section 3 deals with the long time analysis of weak solutions to the fourth-order diffusion 
equations u’ = -( ]u]~u,,,), and shows the rate of exponential decay of u towards its mean value 
for various values of the exponent n. 
2. RESCALING, STATIONARY SOLUTIONS, AND ENTROPY 
In this section, we face the problem of resealing the original equation (1.5) in S = R x W+, 
in such a way that the self-similar solutions to (1.5) are transformed into stationary solutions of 
the new equation. Of course, the method is quite close to the classical analysis of Barenblatt [16] 
and gives the same results. What is different is the physical interpretation of the resealing, which 
allows for the determination of the best entropy for the problem. 
Let ~(2, t) be a solution to (1.5). Then, for a = a(t) > 0 and r = r(t) 2 0, let 20 be defined 
through the relation 
u(z, t) = $0 (E, T) = $w (21, T) . (2.1) 
Then, since 
by the position 
we obtain 
7(t) = log[cr(t) + 11, (2.3) 
Finally, by setting 
a(t) = [(n + 4)t]1’(4+n) (2.5) 
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which implies 
a-(n+5) = g, 
we obtain at once that w(z’, r) satisfies 
gw,,., = -&/ 
[ 
d3W 
-IWlna2’3 + x’w(x’, 7) , 
1 
(2.6) 
(2.7) 
with o(t) > 0 increasing and 7(t) increasing from 0 to 00, with r(0) = 0. 
Let us look for stationary solutions to equation (2.7). The existence of stationary solutions 
with given mass is made possible by the structure of the right-hand side of (2.7). This right-hand 
side represents a balance between a diffusion and a drift that are responsible for opposite effects. 
Stationary solutions are solutions of the nonlinear differential equation 
g 
[ 
-_Iwy g +xw(x)] = 0. (2.8) 
The analysis of (2.8) has been done in [7]. The classical example is the explicit stationary solution 
for n = 1 found by Smyth and Hill [17] 
%&) = & [(a” - x2,+12, 
where as usual g+ indicates the positive part of g. In (2.9), a may be any positive constant which 
can be chosen to satisfy the integral condition 
s w, (x) dx = M. (2.10) R 
In this case, a5 = 45M/2. 
Let us study in more detail the case n = 1. The stationary solution (2.9) is nonincreasing with 
respect to the variable x2. Let us set x2 = r. Given any monotone nonincreasing (nondecreasing) 
function p(r) : lR + IR, p-’ will denote its pseudoinverse function. Following the analysis of [13], 
we can associate to woo a natural entropy (free energy), which is determined by the (unique) 
genuinely nonlinear convex function 9x,, belonging to the one-parameter set of convex functions 
defined by 
@x(r) = - 
s 
w&‘(r) dr + Xr. (2.11) 
It is immediate to recover the exact form of the associated entropy 
(2.12) 
Theorem 2.1 of [13] then gives that, for any given R > (-a, a), w, is the unique extremal of H(f) 
for all f belonging to the manifold 
F, = 
1 
f L 0, f E L’(W 
s 
of(x)dz =c , 
> 
(2.13) 
namely 
H*(f) 1 H*(woo)r (2.14) 
and the equality holds if and only if f = w,. 
The choice of the natural entropy of a given stationary state and the study of the time decay 
of this entropy is at the basis of many recent papers on nonlinear Fokker-Planck type equations 
(see [14] and the references therein). The results available at present for equation (2.7) are 
not enough to study the domain of attraction of the stationary solution w,. Nevertheless, the 
identification of the natural entropy (2.11) is of paramount importance to improve the asymptotic 
behavior of the solution to (1.5) in the situation analyzed by Bertozzi and Pugh [5]. 
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3. ENTROPY DECAY AND ASYMPTOTIC BEHAVIOR 
FOR HIGHER-ORDER DIFFUSION EQUATIONS 
In this section, we will study the asymptotic behavior of the solutions to the equation 
Ut = - (IZlln%Z,)Z, inQT=RxR+, 
where R is a bounded interval, say 
Cl = (-a, a), 
with initial conditions 
6 I u(z, 6) = uo(2), uo E H’(R), 
and boundary conditions 
21, = u,,, = 0, on x = *a. 
One can also consider periodic boundary conditions, like in [5]. 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
In addition to the H’-norm of the initial values, a second important parameter is the mass 
which is conserved in time. 
To avoid inessential difficulties, we will scale the problem to have a steady state equal to 1. In 
fact, if u(x, t) satisfies equation (1.5), by defining 
u(x, t) = 2,(x/, 7); X x/y-$ T=p$Ltj (3.6) 
we find that 2)(x’, r) satisfies 
with 
21, = - (I~ln%‘Z’& 1 (3.7) 
s 
iI2 
w,,(x)dx = 1. (3.3) 
-l/2 
At the end, the convergence result 
11’~ (z’~) - 111L~(~-1~2,1~2~~ 5 cexp(-AT), 
where c and X are assumed to be positive constants, will be translated into 
(3.9) 
(3.10) 
by going back to the original variables. 
The basic existence and positivity results for n 2 1 were proved by Bernis and F’riedman [6], 
who stated the existence of a weak solution u. Other egstence results for 0 < n < 1, including 
additional regularity, have been found in [5]. In the sequel, we shall analyze the long time behavior 
and some entropy dissipation properties of the solutions to the fourth-order diffusion equations 
ut = -( ]u]%,,,),, distinguishing among intervals of the characteristic exponent n. 
The starting point of our analysis are the results by [5,6]. We omit many details, as they are 
presented in these two papers. The first step consists of regularizing the initial data and the 
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equation to obtain an approximate solution that is a strong, smooth solution for all time. We 
regularize the equation considering, for any E > 0, 
Ut = -(P4~)~zzz)z, inQT=oxlR+, (3.11) 
where 
(3.12) 
Moreover, we bound the initial data of the regularized problem away from zero by 
UO,a(X) = uo(x) + b(f). (3.13) 
This regularized problem has been considered first by Bernis and Friedman [6], who proved that 
it has global, positive, smooth solutions, say uc(z,t). Subsequently, the same regularization has 
been used by Bertozzi and Pugh [5], to extend the existence results by Bernis and Friedman. 
Note that P, is still degenerate. 
The principal arguments for the existence of smooth positive solutions for the regularized prob- 
lem can be summarized as follows. Classical parabolic Schauder estimates guarantee existence of 
a smooth solution up to a short time 0. In this time of existence, the smooth solution satisfies 
the energy dissipation law 
s t u;(x, t) dx + ss P&L)&, dx = n 0 n s n(uo):Wx, (3.14) 
which gives a time-independent upper bound for SUE for any time t < u (see [6]) 
This estimate provides an a priori bound for the Holder norm ]u]c~,z(~). Let us consider the 
so-called basic entropy 
H,(u) = 
s 
G,(u) dz 2 0, (3.16) 
R 
where 
E 
GE(u) = - + Go,E(u) + c; 
6u2 
G;,,(u) = 1. 
E(u) 
Integration by parts yields, for t < or the following entropy dissipation identity: t 
He(u)(t) + ss u& dx = H,(u)(O). 0 R 
By (3.18) one obtains a lower bound for the solution [5] 
uE(x,t) 2 6(t) L exp -y T ( > 
(3.17) 
(3.18) 
(3.19) 
where the constant C depends on the initial entropy. Hence, one has an a priori lower bound for 
the solution in terms of the H’-norm of the initial data and E, and an a priori upper bound for 
the solution in terms of the H1-norm of the initial data. So, the solution is uniformly parabolic 
on [0, 01 and can be continued to any time T. 
At the end, one has only to show that, with a good choice of b(e), it is possible to pass to the 
limit E -+ 0. 
In the next section, in order to clarify the basic point of our analysis, we will discuss in some 
detail the case 0 < n < 2. 
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3.1. The Case 0 < n < 2 
We shall first consider the regularized problem (3.11), with initial data 
1 
Co& = 1 + 6(c) -[[2Lo(z) + b(E)]. 
(3.20) 
Within this choice, SC,,, = 1. By (3.19), we have a uniform lower bound for the solution at 
any time. To avoid heavy notations, the solution to (3.11) will be still denoted by u(z, t). The 
dependence on 6 will be written explicitly only when necessary. Having in mind the results of 
the previous section, we introduce the following class of entropies: 
ho(u) = R hd4x,t)) - Gdl)l dx, J (3.21) 
where 
E&-2 u2+&-n 
GsL4u) = (3 - /3)(2 - 0) + (2 + p - n)(l + p - n)’ 
o<p<1. (3.22) 
This new entropy satisfies 
G$(u)P,(u) = up. (3.23) 
Note that, for 0 < n < 3 we can always choose ,0, with 0 < ,0 < 1, so that 2 + /3 - n > 0. In 
the case n = 1 studied in the previous section, the natural entropy (p(r) = r3/2 is obtained for 
,Cl = l/2 (and E = 0). If 0 < n < 2, we choose p = n/2, which gives 1 < 2 + p - n = 2 - n/2 < 2. 
Since tic E @(a) and (3.19) holds, we have an a priori bound for the entropy of the initial 
data 
K,p (co) = s [GE,@ (uo) - G,p(l)l dx I c < w. R 
(3.24) 
Then, integration by parts and (3.23) give 
J R G&u)ut dx = - J R G:&)(%4~,,,), dx 
= R G:B(u)P,(u)uzu,,, da: = - J J Cl u%& dx - p J u+L;u,, dx (3.25) 0 
=- J R && dx - i/3(1- P) J R tk2u: dx. 
These integrations by parts are immediately justified by (3.4),(3.19) and the properties of u. 
Hence, due to the regularity properties of u~(x, t) and of its derivatives with respect to the space 
variable we obtain, for 0 < 0 < 1, 
&,m(t) = -J u%& dx - $1 - P) R 
J 
d-2,: dx = -IO(u), 
Cl 
(3.26) 
where we have defined the entropy production associated with G,,o(u) as 
430(u) = 
J R 
u%;~ dx + $3(1- P) J R u’-‘u: dz. (3.27) 
A formula for the time evolution of a positive power of the solution, which gives rise to an 
expression similar to (3.27), has been considered in [18]. In the sequel, we will look for lower 
bounds to lo(u). To this aim, the following result will be useful. 
728 J.L. L6PEZ et al. 
LEMMA 3.1. Let 0 <_ u E H2(~),  with ux(±l /2 )  = 0. Then, K0 </3  < 1, u~-2u~ is integrable 
on ~ and the following inequality: 
~ u~u2xdx >_ l (1-  ]3)2 / ul~-2u4zdx (3.28) 
holds. 
PROOF. Inequality (3.28) can be easily derived by considering that, for any constant A > 0, 
O < ~ (u~/2uxx - Au~/2-1u2)  dx 
(3.29) 
Integrating by parts the last term in the right-hand side yields 
Optimizing over A, we obtain the result. 
Next we prove the following lemma. 
LEMMA 3.2. Let 0 < u • H2(~), with uz(-l-1/2) = 0. Then, K Iz (u )  < c~ for some 0 </3  < 1, 
we have that u 1+z/2 • H2(~) and the following inequality: 
A~ fa Lx[(UIT/~/2)/XXj]2 dx <_ Iz(u) (3.31) 
holds, where 
1 - /3  1+213 
A~ = 16 (2 + ]3)2 4(1 - ]3)2 + 3]3(4 - ]3)" (3.32) 
PROOF. A direct computation, using the same integration by parts as in Lemma 3.1, shows that 
jo [.,,,... ' (3.33) 
- '0 
Recalling the definition of Iz(u), the lemma follows by showing that there exists a constant c > 0 
such that  
]3(1 ~) l ]3( l - ]3)] /u' -2u4dx. (3.34) [l-c(l+~)']/u'u2zdx>_ [c(l+~) '. - _ 
By Lemma 3.1, it is enough to choose c satisfying 
c (1 + ]3/2) 2 (]3/3) (1 - ]3/4) - (1/3)]3(1 - ]3) 6 1(1 Z)2. (3.35) 
I - c(1 + ]3/2) 2 = 
In our case ]3 = n/2, and Lemma 3.2 implies the bound 
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Since u,(f1/2) = 0, various Poincare’s inequalities on the interval (-l/2,1/2) give 
s, [(u1++)J2 dx 5 J, [(u’+“/4)J2 dx, 
and (see [19, Theorem 1.41) 
Then, (3.36) becomes 
L/2(u) > X/2 s, (+f4 - s, uiin/4dx)2 dx. 
Inequality (3.39) shows that (a multiple of) the entropy production is an upper bound for 
Dl+n,4 = s, (u-j4 - luiin/4dx)2 dx. 
(3.37) 
(3.38) 
(3.39) 
(3.40) 
The next lemma is concerned with a lower bound for DP. 
LEMMA 3.3. Let p > 1. Then, for all functions 0 5 u E L2P(s2) n LOO(Q) such that So u dx = 1, 
the following inequality: 
is satisfied. 
PROOF. Let us set 
y(r) = AuZTdx- (J,u’dx)2, I<?-lp. 
By the dominated convergence theorem, 
(3.41) 
(3.42) 
y’(r) = 2 J nu2’logudx-2~u’dz~u’logudx 
+ ;log (S,ddr) /, [u2’ - (i,u’j2] do. 
Since (x - y) logxly 2 0, the first term is nonnegative. Likewise, the second term is nonnegative 
since, by Jensen’s inequality, when r 2 1, 
lu2’dx > (iu’j2. (3.44) 
Consequently, y(r) has been shown to be an increasing function of r, which yields the result. 
According to the definition of entropy given by (3.21) and (3.22), since in our case ~(0) = 1 
and h4 = 1, we set 
Q2@) = (2 - n,z;(l - n/2) [s fl U 2-n'2(x) dx - 1 1 . (3.45) 
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By Jensen’s inequality, for all u such that 
s 
u(x) dx = 1, 
R 
we have H,+(u) 2 0, with equality if and only if u = 1. Moreover, 
I 
u2-“i2 dx - 1 < 
I 
u2dx-1, 
n R 
which implies 
H&u) 5 (2 _ nlS)i(l _ n/2) [J R u2(x) dx - 1 . 1 
Finally, by Lemma 3.3 applied to (3.48) combined with (3.26) and (3.39), we obtain 
-$ K,n/2(4 I -&/2Hn/,W, 
where 
B 42 = s&l2 (2-i) (l-;). 
Integrating over (0, t) yields 
Hn/2W) I K,n/2(co) - 
s 
ot &,2Hn,2(4(4 ds, 
where we have used that Hf,n/z (u) 2 H,+.(u), since by Holder inequality 
implies 
1 I lidx 5 (~&dx)2’(4-n) 
J 1 -dx-110. o $-n/2 
(3.46) 
(3.47) 
(3.48) 
(3.49) 
(3.50) 
(3.51) 
Gronwall’s lemma then gives the decay of the entropy H,+ of the regularized solution u, to 
zero at a rate e-Bl+ ‘. Next, choose 15(c) in (3.20) in such a way that 
E S[ -n/2-2 !%I (3-n/2)(2 -n/2) * u”,s - 1 dx=O. 1 (3.52) 
This implies, by Fatou’s lemma, 
!Fo f&p (Go,A = F_mo (3 _n,2;(2 _ n/2) R ‘LLo,e J[ 
-n/2-2 
-l 1 +H+@c+) (3.53) 
i fL/2(~0). 
Now, the rate of decay in L’-norm follows easily by the inequality 
V 
R 121(x) - 11 dx 1 2 I 8H,/o(u)(r). (3.54) 
It is a simple matter to check that (3.54) holds by considering that, when u and 1 have the same 
mass, by Taylor’s expansion we have 
J( cl &n/2(,) _ 1) dx = (2 - ni2)2(l - n/2) J, &(u - I)2 dx 
> (2 - Gw - 42) s - 2 (u - 1)2 dx, u<l (3.55) 
where 6 ranges over 1 and u, while 
s l/2 R lu(x) - l( dx = 2 s (u-l(dxL2 (u - 1)2dx 1 . u<l (3.56) 
As consequence, combining (3.51) and (3.54), we obtain the following decay estimate: 
J, Iu - l( dx 5 ~~e-(1/2)Brsf+ (3.57) 
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3.2. The Case 2 5 n < 3 
We now analyze the case 2 5 n < 3, which again yields exponential decay towards the mean 
value. For the range of n under study, we choose ,B = Q + n - 2, where cr = cr(n) is such that 
0 < LY < 1 and 0 < a + n - 2 < 1. Then, integrating by parts as in (3.25), we get 
-&,o+n-2(U)(t) = -L+n--P(U), (3.58) 
with 
I a+n_S(u) = / u~+~-~u~, dx + i(o + n - 2)(3 - (Y - n) / u”+~-~u$ dx. (3.59) 
R n 
An application of Lemma 3.2 now yields the following lower bound for the entropy production 
function: 
L+n-2(u) 2 &+n-2 f, [(da+nJi2),,12 dx, (3.60) 
which implies 
1,+,-2(u) 1 ~&+,-G(,+,)/z 1 
I 
u2dx-1 (3.61) 
it 
by using the Poincare’s inequalities stated in the previous section and Lemma 3.3. 
According to our definition of entropy, we now set 
H a+n--P(u) = a(l y a) [1 - s, @ dx] * 
We have 
1-~eadx+2dx-I. 
To prove inequality (3.63) we look for the extremal of 
J(u) = J (u” + ua - 1) dx, R 
where u belongs to the manifold 
(3.62) 
(3.63) 
(3.64) 
~20, UEL~(Q), 
J 
(3.65) 
R 
It is immediate to prove that the extremals of H(u) are constant functions, which implies at once 
that U* = 1 is a minimum. Thus, the following chain of inequalities: 
1 
< -Lx+n-2(~) = -+5&,a+n-2(4 
- &+n-2 a+n-2 dt 
is true with 
&+n-2 = 3o(l- Q)&+,-2, 
where we have used (3.63), (3.61), and (3.58). As a consequence, we get 
&,a+n-~(4 I -Ba+n-2&+n-2(u). 
(3.66) 
(3.67) 
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Integrating over (0, t) now yields 
Ha+n-2(U)(t) L &a+n-2 (co) - 
J 
t &+n-2KY+n-2(U)(S) dst 
0 
(3.68) 
where we have used again that H++,,_s(u) 2 Ha+,+2 (u), as can be easily justified by using 
analogous arguments as those for the case 0 < n <* 2. 
Gronwall’s lemma then gives the rate of time decay to zero e-B*+91-2t of the entropy associated 
with the regularized solution u,. Finally, 6(e) has to be correctly chosen in order to guarantee 
that 
E 
!‘3 (5 - cr - n)(4 -o - n) s a+n-4 _ o [GO,a l] dx = 0. 
Then Fatou’s lemma implies 
;_y &,a+,+2 (Qo,d I &+pz--2(U0). 
The same kind of Taylor’s expansion as in (3.55) now yields 
s cl (1 - zP(x)) dx = a(12 o) / 9 dx, R 
where ii is an intermediate point between 1 and u. This implies 
J 
(1 -u=(x)) dx 2 *(l; cy) / (u - 1)2 dx, 
S-l u<l 
(3.69) 
(3.70) 
and the argument concludes by noting that 
[J lu-~ldx]~= [2J jzL_lldx12<4J (~-1)~dxI8&+~-2(~). 
R u<l u<l 
As a consequence, we obtain the following decay rate: 
I 1u - 11 dx 5 J8Ha+n_2(uo)e-(1’2)Br~+11-zt. (3.71) R 
3.3. The Case n 13 
We now tackle the case n > 3. If we assume that the initial data ug is bounded away from zero 
uo>c>O (3.72) 
and choose 
d-2 U2+P-n 
GBdu) = (3 - /3)(2 - /?) + (2 + /3 - n)(l + p - n)’ 
and the associated family of entropies 
H&u) = I P’,,p(u(x, t)) - G,dl)l dxc, n 
o<p<1, (3.73) 
(3.74) 
with p = 1 - 6 and 0 < 6 < 1, then the relation 
G&(u)Pi_6(u) = ul-’ 
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is still fulfilled. Indeed, integration by parts now yields 
-&l-a(u)(t) = -11-6(u), 
where 
11--6(u) = 
s R 
u%~, dx + ;6(1 - 6) 
s 
ZL-~-%L~ dx. 
R 
We now define, coherently with (3.74), 
(3.75) 
(3.76) 
(3.77) 
Then, as for the previous cases, we find 
$,i-&) = -11-6(u) 5 -3&-aD(s-a)/2 < -3441-a [lu2dx-I]. (3.78) 
In this case, the analogy of (3.47) and (3.63) is not immediate. To proceed, we need an 
interpolation argument which guarantees that the solution ~(5, t) is still bounded away from zero 
along the evolution in order to avoid possible singularities. In this direction, we make use of the 
following lemma. 
LEMMA 3.4. Let f E L’(R) n H1(W). Then, the following inequality: 
(3.79) 
holds. 
PROOF. Let f^(<) denote the Fourier transform of f(x). For all R > 0, we have 
Optimizing over R we get the result. 
Let ~(2, t) be the solution to equation (1.5). Since &(~(x, t) - 1) dx = 0, then ~(2, t) - 1 = 0 
at least in one point of R. Moreover, u,(f1/2) = 0. Let also define 
w(x,t) = u(x,t) - 1, for 2 E Cl, 
while 
20(x, t) = U(1 - 5, t) - 1, for i<x<l-se, 
where -l/2 < x0 < l/2 is the closest point to l/2 for which U(XO, t) - 1 = 0. Finally, let 
w(x, t) = 0, for x > 1 -xc. 
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Same construction if x < -l/2. Then, it is a simple matter to check that 
while 
ll4lL”(W) = lb - lb(n)7 II4IL’(rit) I 211~ - lllL’(n), 
s 
w;(x) dx I 2 
s 
z&x) dx 5 2 
w R I 
(u,J);(x) dx, 
n 
(3.81) 
(3.82) 
where we have used again integration by parts to deduce a simple a priori estimate for the L2 
norm of u,. 
Thus, by Lemma 3.4 applied to W(X, t), we obtain 
(3.83) 
Now, by Taylor expanding as in (3.55), we get 
J n(~3-"-6 - 1) dx= (n - 3 + s)(n - 2 + 6) 2 s -% n $z-l+d u - 1)2 dx. (3.84) 
Given a constant 0 < p < 1 and 
R = (1 _ P)3 (242’3 3 
[T] (J,W:dx)-1 (3.85) 
such that 
then Lemma 3.4 (cf. (3.83)) yields 
lb - lll~2(n) I R, (3.86) 
lb - 1llLyn) I 1 - PI (3.87) 
that implies min,eo U(X) 2 p > 0. Hence, as soon as the condition 11~ - ll/~z(o) 5 R is fulfilled, 
equation (3.84) implies the bound 
$(U) I (n - 3 + Q(n - 2 + 6) 
2 -&II” - 1112,2(,)> (3.88) 
where we have denoted 
I&L) = s, U3-n-6 dx - 1. 
On the other hand, since the entropy is not increasing 
Iclcu, = s, u 3-n-6 dx - 1 5 $(uc), 
when IIu - l(lpp) > R the estimate 
111(u) I y,,u - 1112,2(,) 
holds true. Finally, combining (3.88) and (3.89), we get 
(3.89) 
(3.90) 
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where we defined 
K = min ~<~<~{K(~):=m-i~.““+“:‘~-‘-~)~}}. (3.91) 
At this point, estimating as in (3.78) and using (3.90) and the expression of the entropy (3.77), 
we get 
where we denoted 
Bl-& = 3(n + 6 - 3)(n + 6 - 2)Al_&. 
Integrating over (0, t) now yields 
HI--6(u)(t) 5 Hc,l-6 (fro) - I’ ~Hl_aw ds. (3.93) 
Hence, letting (5 -+ 0, the following exponential decay for the entropy: 
H1-6(u)(t) I Hl-duo)e- (Bl-a)lKt (3.94) 
holds by Gronwall’s inequality and Fatou’s lemma. Finally, by Taylor expanding as in (3.55), we 
get 
J 
1~ - 11 dz 5 Jwe-((B1-“)/2K)t. (3.95) 
n 
We collect the previous results in the following theorem. 
THEOREM 3.1. Let 0 < n < 2, and let ug 1 0 satisfy (3.3). In addition, let R = (-a, a) and 
M = Jsluo(z)dz. Th en, the weak solution u(z, t) to the problems (3.1)-(3.4) converges to the 
constant state M/(2a) in L1-norm with an exponential decay rate related to n. Indeed, the 
following bound holds: 
In (3-W +2(u) is the relative entropy 
2-‘d2 dx _ ga 
M 2-n/2 
(1 I z (3.97) 
and 
B 
n’2 
(4 - n)(2 - n)2(1 + n) 
= g6 (4 + n)2 [4(2 - n)2 + 3n(8 - n)] 
Let now 2 I n < 3 and (I: be a positive number verifying 0 < cy < 3 - n. Let also u. 2 0 
satisfy (3.3), with R and M defined as before. Moreover, let Ha+,+2 denote the relative entropy 
Then, the weak solution u(x, t) to the problems (3.1)~(3.4) converges to the constant state M/(2a) 
in L1-norm, and the following bound: 
J, (u(x) - g/ dx 5 2M~2Hu+n_2(uO)e-(M1L~2(2a)‘L+4)B~~+~~-2t 
736 
holds, where 
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B 
(1 - a)(3 - QI - n)(2a + 2n - 3) 
a+n-2 = 48a(~ + n)2 [4(3 - a - n)2 + 3(a + TZ - 2)(6 - a - n)] ’ 
Finally, if n 2 3, 6 is a positive number verifying 0 < 6 < 1, and the initial data 2~0 satisfies (3.3) 
and is bounded away from zero (i.e., condition (3.72) holds), then the solution u(x, t) to the 
problems (3.1)-(3.4) decays to its mean value M/(2a) as 
with HI_*(u) denoting the relative entropy 
oSH1-6(U)= (n+6_3)l(n+s_2) [J 
M 3-n-6 
n” 3-n-Sdx - 2a z 0 I , 
K the constant 
K = min o~~~~{K(~):=m~{~,(~~3~~~~~2~~)~}} 
and 
Here, 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
R = (1 - P)~$ (s,(uo):dx)-l. 
B1_6 = 486 (n + 6 - 3)(n + 6 - 2)(3 - 26) 
(3 - 6)2(462 + 3(1 - 6)(3 + S)]’ 
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