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Abstract
To advance the known approach to univariate polynomial root-ﬁnding via computations
in Frobenius matrix algebra, we incorporate some eﬀective methods for matrix eigen-solving,
randomized matrix algorithms, and subdivision techniques. We also develop iterations directed
to the approximation of only real roots. Our analysis and experiments show eﬀectiveness of the
resulting numerical real and complex root-ﬁnders. Our auxiliary results on randomized matrix
computations can be of independent interest.
KEYWORDS: Root-ﬁnding, Eigen-solving, Rational maps of real matrices, Randomization.
1 Introduction
Polynomial root-ﬁnding is the oldest subject of mathematics and computational mathematics, but
the list of hundreds if not thousands of the known algorithms grows every year (see [1], [2], [56], [57],
[19], [46], [47], [49], [10], [11], [28], [29], [77], [43], [5], [79], [63], [66], [67], [50], [82], [48], [30], [73],
[75], [76], and the bibliography therein). Many algorithms are directed to computing a single (e.g.,
absolutely largest) root (zero) of a polynomial or a subset of all its roots, e.g., all r its real roots.
In some applications (e.g., to algebraic geometric optimization) only the r real roots are of interest,
and they can be much less numerous than all n roots; nevertheless the best numerical subroutines
such as MPSolve approximate all these r real roots about as fast and as slow as all n complex roots.
An important recent direction is root-ﬁnding for a polynomial p(x) via eigen-solving for the
associated companion matrix Cp; this allows incorporation of the well developed numerical matrix
methods in [32], [6], [72], [81], and the bibliography therein. The QR algorithm, adopted for poly-
nomial root-ﬁnding by Matlab, avoids numerical problems, faced by many other companion matrix
methods [32, Section 7.4.6], but is not readily amenable to exploiting the rich structure of the com-
panion matrix. Extensive research toward such exploitation in QR- and LR-based root-ﬁnders has
been initiated by [11], [12] and [7] and still goes on (see [5], [79], [4], and the references therein).
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The Rayleigh Quotient iteration [32, Section 8.2.2] has no such problems. Its adjustment to
polynomial root-ﬁnding in [10] and [66] performs every iteration and every deﬂation step in linear
arithmetic time by exploiting the structures of companion and generalized companion matrices.
Our point of departure is the somewhat similar approach of Cardinal [18], [16], [62]. It enhances
the Power Method [32, Section 8.2.2] and the method of [68], [69], and [37] by reducing every
multiplication in the Frobenius algebra generated by the companion matrix Cp to a small number
of FFTs. We obtain further progress by incorporating some advanced techniques of randomization,
subdivision and matrix eigen-solving; furthermore we extend this approach to real root-ﬁnding.
Presenting our algorithms we compare them with Cardinal’s and other relevant methods. For
our real numerical root-ﬁnding, however, the preceding work seems to be conﬁned to two sections
of [66], whose techniques are peripheral to our present constructions.
Polynomial root-ﬁnding is fundamental for symbolic computation, but we largely employ fast
numerical algorithms with rounding. Consequently, our real root-ﬁnders produce both real and
nearly real eigenvalues and roots (we specify this class quantitatively), but we can readily select
among them the real roots (see Remark 5.3 in Section 5). Our real root-ﬁnders are eﬀective as long
as both real and nearly real roots together are much less numerous than the other roots.
Overall our analysis and experiments suggest that our approach leads to substantial advance of
real and complex polynomial root-ﬁnding by means of numerical methods.
Some of our techniques can be of independent interest, e.g., the ones for saving inversions in
matrix sign approximation, controlling the norms of the matrices computed in our iterations, com-
puting matrix functions that have dominant eigenspaces associated with real eigenvalues, and the
recovery of these eigenspaces by means of randomization techniques.
Our auxiliary estimates for the condition numbers of random n × n Toeplitz matrices show
that these numbers do not tend to grow exponentially in n as n → ∞, in good accordance with
our previous and present tests. These estimates are not critical for our present algorithms, but
meet a research challenge from [74], contradict a “folk theorem” that states the opposit, and are
partly motivated by the study in [9] of some large but special classes of Toeplitz matrices, and have
important applications to computations with structured matrices (see [64]).
One can expect to see further advance of our approach, e.g., based on more intricate maps of the
complex plane. Another potential resource is the combination with other polynomial root-ﬁnders,
e.g., the Rayleigh Quotient iteration (cf. Remark 10.1), Newton’s iteration (both can be concurrently
applied at distinct initial points), and nonnumerical real polynomial root-ﬁnders, namely, subdivision
and continued fraction methods (see [50], [28], [29], [77], [43], [82], and the bibliography therein).
These highly successful algorithms can supply auxiliary information for our computations (e.g., the
number of real roots and their bounds) or can be used as complementary techniques handling the
inputs that are hard for our numerical treatment.
We organize our presentation as follows. The next section is devoted to deﬁnitions and pre-
liminary results. In Sections 3 and 4 we cover randomized matrix computations. In Section 5 we
present our Basic Flowcharts. In Section 6 we combine them with repeated squaring to approximate
absolutely largest roots as well as the roots closest to a selected complex point. In Section 7 we
recall the matrix sign function. In Section 8 we apply it to eigen-solving. We cover its computation,
adjust it to real eigen-solving and modify it to save matrix inversions in Sections 9–11. Section 12
covers our numerical tests, which are the contribution of the second and third authors.
2 Definitions and preliminaries
Hereafter “op” stands for “arithmetic operation”, “is expected” and “is likely” mean “with a prob-
ability near 1”, and “small”, “large”, “close”, and “near” are meant in the context. We assume
computations in the ﬁelds of complex and real numbers C and R, respectively.
For ρ′ > ρ > 0 and a complex c, deﬁne the circle Cρ(c) = {λ : |λ − c| = ρ}, the disc Dρ(c) =
{λ : |λ− c| ≤ ρ}, and the annulus Aρ,ρ′ (c) = {λ : ρ ≤ |λ− c| ≤ ρ′}.
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Matrix computations: fundamentals [32], [71], [80]. (Bj)sj=1 = (B1 | B2 | . . . | Bs) is the
1×s block matrix with blocks B1, B2, . . . , Bs. diag(Bj )sj=1 = diag(B1 , B2, . . . , Bs) is the s×s block
diagonal matrix with diagonal blocks B1, B2,. . . , Bs.
I = In = (e1 | e2 | . . . | en) is the n× n identity matrix with columns e1, e2, . . . , en. J = Jn =
(en | en−1 | . . . | e1) is the n× n reﬂection matrix, J2 = I. Ok,l is the k× l matrix ﬁlled with zeros.
MT is the transpose of a matrix M .
R(M) is the range of a matrix M , that is the linear space generated by its columns. N (M) =
{v : Mv = 0} is its null space, rank(M) = dim(R(A)). A matrix of full column rank is a matrix
basis of its range.
M+ is the Moore–Penrose pseudo inverse of M [32, Section 5.5.4]. An n×m matrix X = M (I)
is a left (resp. right) inverse of an m × n matrix M if XM = In (resp. if MY = Im). M+ is an
M (I) for a matrix M of full rank; M (I) = M−1 for a nonsingular matrix M .
We use the matrix norms || · ||h for h = 1, 2,∞ and write || · || = || · ||2.
A matrix U is unitary, orthogonal and orthonormal and ||U || = 1 if UTU = I.
Theorem 2.1. [32, Theorem 5.2.2]. A matrix M of full column rank has unique QR factorization
M = QR where Q = Q(M) is a unitary matrix and R = R(M) is a square upper triangular matrix
with positive diagonal entries.
Matrix computations: eigenspaces and SVD [32], [72], [80], [81], [6]. S ⊆ Cn×n is an
invariant subspace or eigenspace of a matrix M ∈ Cn×n if MS = {Mv : v ∈ S} ⊆ S.
Theorem 2.2. [72, Theorem 4.1.2], [80, Section 6.1], [81, Section 2.1]. Let U ∈ Cn×r be a matrix
basis for an eigenspace U of a matrix M ∈ Cn×n. Then the matrix L = U (I)MU is unique (that is
independent of the choice of the left inverse U (I)) and satisﬁes MU = UL.
The above pair {L,U} is an eigenpair of a matrix M , L is its eigenblock and Φ is the associated
eigenspace of L [72]. If L = λIn, then {λ,U} is also called an eigenpair of a matrix M , in this case
det(λI −M) = 0 and N (M −λI) is the eigenspace associated with the eigenvalue λ and made up of
its eigenvectors. Λ(M) is the set of all eigenvalues of M , called its spectrum. ρ(M) = maxλ∈Λ(M) |λ|
is the spectral radius of M . Theorem 2.2 implies that Λ(L) ⊆ Λ(M). For an eigenpair {λ,U} write
ψ = min |λ/µ| over λ ∈ Λ(L) and µ ∈ Λ(M) − Λ(L); call the eigenspace U dominant if ψ > 1,
dominated if ψ < 1, strongly dominant if 1/ψ ≈ 0, and strongly dominated if ψ ≈ 0.
A scalar λ is nearly real (within  > 0) if |(λ)| ≤ |λ|.
An n × n matrix M is called diagonalizable or nondefective if SMS−1 is a diagonal matrix for
some matrix S, e.g., if M has n distinct eigenvalues. A random real or complex perturbation makes
the matrix diagonalizable with probability 1. In all our algorithms we assume diagonalizable input
matrices.
Theorem 2.3. (See [38, Theorem 1.13 ].) Λ(F (M)) = F (Λ(M)) for a square matrix M and a
function F (x) deﬁned on its spectrum. Furthermore (F (λ),U) is an eigenpair of F (M) if M is
diagonalizable and has an eigenpair (λ,U).
M = SMΣMTTM is an SVD of an m× n matrix M of a rank ρ provided SMSTM = STMSM = Im,
TMT
T
M = T
T
MTM = In, ΣM = diag(Σ̂M , Om−ρ,n−ρ), Σ̂M = diag(σj(M))
ρ
j=1, σj = σj(M) = σj(M
T )
is the jth largest singular value of a matrix M . These values have the minimax property
σj = max
dim(S)=j
min
x∈S, ||x||=1
||Mx||, j = 1, . . . , ρ, (2.1)
where S denotes linear spaces [32, Theorem 8.6.1]. Note that σ2j is an eigenvalue of MTM , σ1 = ||M ||,
σρ = 1/||M+||, and σj = 0 for j > ρ.
Let σq > σq+1. Then q ≤ ρ and the matrix Tq,M = T (Iq | On−q,q)T generates the right leading
singular space Tq,M = R(Tq,M ) associated with the q largest singular values of the matrix M .
κ(M) = σ1(M)σρ(M) = ||M || ||M+|| ≥ 1 is the condition number of a matrix M of a rank ρ. Such a
matrix is ill conditioned if σ1(M)	 σρ(M); otherwise well conditioned. κ(M) = ||M || = ||M+|| = 1
for unitary matrices M .
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A matrix M has numerical rank ρ if the ratio σ1σρ is not large but if
σρ
σρ+1

 1.
Toeplitz matrices [60, Ch. 2]. An m × n Toeplitz matrix T = (ti−j)m,ni,j=1 is deﬁned by the
m + n− 1 entries of its ﬁrst row and column; e.g.,
T = (ti−j)
n,n
i,j=1 =


t0 t−1 · · · t1−n
t1 t0
...
...
...
... ... t−1
tn−1 · · · t1 t0

 .
We write T = Z(v) if Te1 = v and if eT1 T = t11eT1 , that is if T is a lower triangular Toeplitz
matrix deﬁned by its ﬁrst column v.
Z =


0
1
. . .
. . . . . .
...
. . . 0
1 0


is the n× n downshift matrix (its entries are zeros except for the ﬁrst subdiagonal ﬁlled with ones).
Zv = (vi)n−1i=0 where v = (vi)
n
i=1 and v0 = 0.
We have Z(v) =
∑n−1
i=0 vi+1Z
i, and hereafter we write Z(v)T = (Z(v))T .
Combine the equations ||Z(v)||1 = ||Z(v)||∞ = ||v||1 with the bound ||Z(v)||2 ≤ ||Z(v)||1||Z(v)|∞
of [32, Corollary 2.3.2] and obtain
||Z(v)|| ≤ ||v||1. (2.2)
[31] extends Gohberg–Sementsul’s celebrated formula as follows.
Theorem 2.4. Suppose Tn+1 = (ti−j)ni,j=0 is a nonsingular Toeplitz matrix, write (vi)
n
i=0 = T
−1
n+1e1,
v = (vi)n−1i=0 , v
′ = (vi)ni=1, (wi)
n
i=0 = T
−1
n+1en+1, w = (wi)
n−1
i=0 , and w
′ = (wi)ni=1. If vn = 0, the
matrix T1,0 = (ti−j)
n,n−1
i=1,j=0 is nonsingular and vnT
−1
1,0 = Z(w)Z(Jv
′)T − Z(v)Z(Jw′)T .
Polynomials and companion matrices. Write
p(x) =
n∑
i=0
pix
i = pn
n∏
j=1
(x− λj), (2.3)
prev(x) = xnp(1/x) =
n∑
i=0
pix
n−i = pn
n∏
j=1
(1− xλj), (2.4)
prev(x) is the reverse polynomial of p(x),
Cp =


0 −p0/pn
1
. . . −p1/pn
. . . . . .
...
. . . 0 −pn−2/pn
1 −pn−1/pn


= Z − 1
pn
eTnp, for p = (pj)
n−1
j=0 ,
and Cprev = JCpJ are the n× n companion matrices of the polynomials p(x) = det(xIn − Cp) and
prev(x) = det(xIn −Cprev), respectively.
Fact 2.1. (See [18] or [62].) The companion matrix Cp ∈ Cn×n of a polynomial p(x) of (2.3)
generates an algebra A of matrices having structure of Toeplitz type. One needs O(n) ops for addition
in A, O(n logn) ops for multiplication in A, O(n log2 n) ops for inversion in A, and O(n logn) ops
for multiplying a matrix from A by a square Toeplitz matrix.
4
3 Ranks and condition numbers of random matrices
3.1 Random variables and random matrices
Definition 3.1. Fγ(y) = Probability{γ ≤ y} for a real random variable γ is the cumulative distri-
bution function (cdf) of γ evaluated at y. Fg(µ,σ)(y) = 1σ√2π
∫ y
−∞ exp(− (x−µ)
2
2σ2 )dx for a Gaussian
random variable g(µ, σ) with a mean µ and a positive variance σ2, and so
µ − 4σ ≤ y ≤ µ+ 4σ with a probability near one. (3.1)
Definition 3.2. Gm×nµ,σ is the set of m×n Gaussian random matrices having a mean µ and a positive
variance σ2, that is matrices ﬁlled with independent Gaussian random variables, all sharing these
mean and variance. For µ = 0 and σ2 = 1 they are standard Gaussian random matrices. T m×nµ,σ is
the set Gm×nµ,σ restricted to Toeplitz matrices. (With probability 1 matrices G ∈ Gm×nµ,σ and T ∈ T m×nµ,σ
have full rank and for m = n no entry of the matrices G−1 and T−1 vanishes.)
Definition 3.3. Suppose (
∑n
i=1 v
2
i )
1/2 = ||(vi)ni=1||, (vi)ni=1 ∈ Gn×1µ,σ . Then write χ0,1,n(y) =
2
2n/2Γ(n/2)
∫ y
−∞ x
n−1 exp(−x2/2)dx for y ≥ 0. Here Γ(h) = ∫∞0 xh−1 exp(−x)dx; Γ(n + 1) = n!
for integers n ≥ 0.
Lemma 3.1. Suppose y is a positive number, T ∈ T n×nµ,σ , j is an integer, 1 ≤ j ≤ n, and xj ∈ Rn×1
is the unit vector orthogonal to all vectors Tei for i = j. Then
Probability{||T−1ej|| > 1/y} ≤ Probability{|xTj Tej| < y}.
Proof. Reuse the proof of [74, Lemma 3.2].
Lemma 3.2. [74, Lemma A.2]. For t ∈ Rn×1, b ∈ Gn×1µ,σ , and a nonnegative y, we have F|tTb|(y) =
Probability{|tTb| ≤ y} ≤
√
2
π
y
σ .
Remark 3.1. The latter bound, independent of µ and n, holds even where all coordinates of the
vector b are ﬁxed, except for a single coordinate in Gµ,σ.
3.2 Condition numbers of Gaussian random matrices
Gaussian random matrices tend to be well conditioned [22], [26], [27], [20], and actually even the
sum W +M for any W ∈ Rm×n and M ∈ Gm×nµ,σ is expected to be well conditioned unless the ratio
σ/||W || is large or small [74]. Next we recall some relevant results from [74] for W = O.
We ﬁrst estimate the smallest singular value of a Gaussian random matrix M . Namely the right
hand side of the inequality in the following theorem is an upper bound on the probability (the cdf)
that this value is at most a scalar y, and this scalar itself can be viewed as a probabilistic lower
bound on the smallest singular value of M , equal to 1/||M+||. The proof employs the following
lemma.
Lemma 3.3. (See [74, the proof of Lemma 3.2].) Suppose y is a positive number, w ∈ Rn×1
is any ﬁxed real unit vector, ||w|| = 1, M ∈ Gn×nµ,σ , Q is a unitary matrix such that Qw = e1,
B = QM = (b1 | . . . | bn), tTbi = 0 for i = 2, . . . , n, and ||t||= 1. Then
Probability{||M−1w|| > y} ≤ max
b1,...,bn
Probability{|tTb1| < 1/y}.
Theorem 3.1. Let l = min{m, n}, y ≥ 0, M ∈ Gm×nµ,σ . Then M has full rank with probability 1 and
F1/||M+||(y) ≤ 2.35 y
√
l/σ.
Proof. Deduce from the minimax property (2.1) that
σj(M) ≥ σj(C) for all j (3.2)
if C is a submatrix of a matrix M . Therefore it is suﬃcient to prove the claimed bound on FM (y)
in the case where m = n, and in this case the theorem turns into [74, Theorem 3.3], proved based
on Lemmas 3.2 and 3.3.
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The following two theorems supply lower bounds on the probabilities that ||M || ≤ y and κ(M) =
||M || ||M+|| ≤ y for a scalar y and a Gaussian random matrix M . The arguments y of the cdfs
can be viewed as probabilistic upper bounds on the norm ||M || and the condition number κ(M),
respectively.
Theorem 3.2. (See [25, Theorem II.7]). Suppose M ∈ Gm×n0,σ , l = min{m, n} and y ≥ 2σ
√
l. Then
F||M ||(y) ≥ 1− exp(−(y − 2σ
√
l)2/(2σ2)).
The following theorem implies that the function 1 − Fκ(M)(y) decays as y → ∞, and the decay
is inversely proportional to y/
√
log y.
Theorem 3.3. (See [74, Theorem 3.1]). Suppose 0 < σ ≤ l = min{m, n}, σ ≤ 1, y ≥ 1, M ∈ Gm×n0,σ
and therefore has full rank with probability one. Then Fκ(M)(y) ≥ 1−(14.1+4.7
√
(2 lny)/n)n/(σy).
y is a probabilistic upper bound on κ(M). The lower bound on the cdf of κ(M) increases as the
value σ increases. For small values σy and a ﬁxed n the lower bound becomes negative, in which
case the theorem becomes trivial.
Theorem 3.3 is proved in [74] based on combining Theorems 3.2 and 3.1.
3.3 Condition numbers of random Toeplitz matrices
Next we estimate the condition number κ(Tn) = ||Tn|| ||T−1|| for Tn = (ti−j)ni,j=1 ∈ T n×nµ,σ (cf.
empirical data in [64, Table 1], [65]). We have T = Z(u)+Z(v)T for u = Te1 and v = TTe1− t0e1.
Combine this equation and bound (2.2) to obtain F||Tn||(y) ≥ χµ,σ,n(y/2).
It remains to bound the norm ||T−1n ||.
Theorem 3.4. Under the assumptions of Theorem 2.4, let Tn+1 ∈ T (n+1)×(n+1)µ,σ and y ≥ 0. Then
||vnT−11,0 || ≤ 2αβ for Fmin{α,β}(1/y) ≤
√
2n+2
π
y
σ .
Proof. Note that each of the vectors Tn+1e1 and Tn+1en+1 has an entry not shared with the other
entries of Tn+1, recall Remark 3.1, and deduce that
Probability{|xTj Tn+1ej| < y} ≤
√
2
π
y
σ
for xj of Lemma 3.1, j = 1 or j = n + 1.
Combine this bound, Theorem 2.4, Lemma 3.1, and the inequalities (2.2) and ||v|| ≤ √n||v||1.
Note that 1|vn| = |
detTn+1
detT0,1
| = |detTn+1
det Tn
| for Tk ∈ T k×kµ,σ and that Hadamard’s inequality bounds the
geometric mean (
∏n
k=1 |det Tk+1detTk |)
1
n = 1t | detTn+1|
1
n ≤ (n+1) 12 (1+ 1n )t provided t ≥ maxi,j,k |eTi Tkej|.
In our case it is extremely unlikely that t exceeds |µ|+ 4nσ for k ≤ n + 1.
4 Condition numbers of randomized matrix products
We wish to bound the condition number κ(MG) = ||MG|| ||(MG)+|| of the matrix products of
ﬁxed matrix M and Gaussian random matrix G. Since ||MG|| ≤ ||M || ||G||, we just need to extend
the estimates of Theorem 3.1 to probabilistic lower bounds on the smallest singular values of the
products of ﬁxed and random matrices.
Theorem 4.1. Suppose M ∈ Gm×nµ,σ , r(M) = rank(M) ≥ r, G ∈ Gr×m. Then the matrix M has
full rank r with probability 1 and F1/||(MG)+||(y) ≤ 2.35y
√
r(M)/(σr(M)(M)σ).
The theorem implies that σrank(MG) = 1/||(MG)+|| ≤ y with a probablilty of at most the order
y, and so it is unlikely that multiplication by a square or rectangular Gaussian random matrix can
dramatically decrease the smallest positive singular value of a matrix, although UV = O for some
pairs of rectangular unitary matrices U and V .
Our proof of Theorem 4.1 employs the following three lemmas. The ﬁrst two of them are
immediately implied by minimax property (2.1).
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Lemma 4.1. Suppose M = diag(σi)ni=1, G ∈ Rn×r, rank(M) = n, rank(G) = r(G). Then
rank(MG) = r(G) and σj(MG ≥ σj(G)σn(M) for all j.
Lemma 4.2. σj(GM) = σj(MH) = σj(M) for all j if G and H are square unitary matrices.
Lemma 4.3. [74, Proposition 2.2]. Suppose W ∈ Gm×nµ,σ , SST = STS = Im, TTT = TTT = In.
Then SW ∈ Gm×nµ,σ and WT ∈ Gm×nµ,σ .
Proof of Theorem 4.1. Let M = SMΣMTTM be SVD where ΣM = diag(Σ̂M , O) = Σ̂M diag(Ir(M), O),
Σ̂M = diag(σj(M))
r(M)
j=1 . Write Gr(M) = diag(Ir(M), O)T
T
MG, and so ΣMT
T
MG = Σ̂MGr(M).
We have MG = SMΣMTTMG, and so σj(MG) = σj(ΣMT
T
MG) for all j by virtue of Lemma
4.2 (since SM is a square unitary matrix). Substitute ΣMTTMG = Σ̂MGr(M) and obtain that
σj(MG) = σj(Σ̂MGr(M)). Now, by virtue of Lemma 4.1 we have σj(MG) = σj(Σ̂MGr(M)) ≥
σr(M)(M)σj(Gr(M)) for all j. For j = r(M) obtain
σr(M)(MG) ≥ σr(M)(M)σr(M)(Gr(M)). (4.1)
We have TTMG ∈ Gm×nµ,σ by virtue of Lemma 4.3, since TM is a square unitary matrix; consequently
Gr(M) ∈ Gr(M)×nµ,σ . To complete the proof, estimate Fσr(M)(Gr(M))(y) = F1/||G+
r(M)||(y) by applying
Theorem 3.1 for M replaced by Gr(M) and combine this estimate with bound (4.1).
Corollary 4.1. Deﬁne m, n, G and M as in Theorem 4.1, write l = min{m, n}, and choose two
scalars y and z such that y > 0 and z ≥ 2σ√l. Then we have
Fκ(MG)(||M ||yz) ≥ 2− exp(− (z−2σ
√
l)2
2σ2 ) − 2.35y
√
r(M)
σr(M)(M)σ
.
Proof. Combine Theorems 3.2 for y = z and 4.1.
By setting to zero all singular values of G except for its j largest ones, we reduce its rank to j
for any j < r(M). This implies the following extension of the theorem.
Corollary 4.2. Under the assumptions of Theorem 4.1 we have that
Fσj(MG)(y + ||G||σj+1(M)) ≤ 2.35y
√
j)/(σj(M)σ) for j = 1, 2, . . . , r(M).
Remark 4.1. The corollary implies a probabilistic bound on the residual norm of the approximation
by R(MG) of the leading singular space Tq,M of a real r ×m matrix M having numerical rank q
where G ∈ Gm×qµ,σ and, say µ = 0 and σ = 1. In the case of a small positive q we obtain a low-rank
approximation of the matrix M (cf. [35], [34], [33] and [39]). In this and other applications of the
corollary we can probabilistically bound the norm ||G|| based on Theorem 3.2; furthermore we can
repeat generation of Gaussian random matrices G until we arrive at a matrix having a suﬃciently
small norm.
Remark 4.2. Since (GTMT )T = MG and σj(M) = σj(MT ) for all j, G and M , we can immedi-
ately extend Theorem 4.1 to pre-multiplication by Gaussian random matrices and respectively extend
its corollaties and the latter remark.
5 Approximating selected eigenvalues and Basic Flowcharts
Next we apply Theorems 2.2 and 2.3 to approximate a speciﬁed set Λ̂ of the eigenvalues of a matrix
(e.g., the set of its absolutely largest or real eigenvalues).
Flowchart 5.1. Reduction of the input size in eigen-solving for a subset of the spectrum.
Input: a diagonalizable matrix M ∈ Rn×n and a property specifying a subset Λ̂ of its unknown
spectrum.
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Output: a pair of matrices {L̂, Û} that closely approximates an eigenpair {L,U} of M such that
Λ(L) = Λ̂.
Computations:
1. Compute a matrix function F (M) that has strongly dominant eigenspace U , shared with
M .
2. Compute and output a matrix Û of full column rank whose range approximates the eigen-
space U .
3. Compute the left inverse Û (I).
4. Compute and output the matrix L̂ = Û (I)MÛ .
At Stage 2 of the ﬂowchart one can apply rank revealing QR or LU factorization of the matrix
F (M) [40], [58] (see some other relevant techniques in [35], [34], [33], [39], [65]).
Given an upper bound r+ on the dimension r of the eigenspace U , we can alternatively employ
a randomized multiplier as follows (cf. [65]).
Flowchart 5.2. Randomized approximation of a dominant eigenspace.
Input: a positive integer r+ and a diagonalizable matrix F ∈ Rn×n that has numerical rank n − r
and has strongly dominant eigenspace U of dimension r > 0 for an unknown r ≤ r+.
Output: an n× r matrix Û such that R(Û) ≈ U .
Computations:
1. Compute the n× r+ matrix FG for G ∈ Gn×r+0,1 .
2. Compute its rank revealing QR or LU factorization, which outputs its orthogonal matrix
basis Û .
Let us prove correctness of the ﬂowchart assuming that the matrix F is normal or nearly normal
(cf. [32, Section 7.1.3]). Clearly, rank(FG) = n − r with probability 1. Deﬁne the matrix F˜ by
zeroing the r smallest singular values of F . We have F˜ ≈ F because σn−r+1(F ) is small; therefore
R(F˜ ) ≈ U and F˜G ≈ FG. Deduce from Theorem 4.1 that R(F˜G) ≈ R(F˜ ). Finally combine all
these relationships and obtain that R(F˜G) ≈ U . Normality of F implies the transitivity of the
relationship ≈.
Remark 5.1. If F = F (Cp) and the integer r+ is not small, we can choose matrix G ∈ T n×r+ and
avoid computing QR or LU factorization at Stage 2; then we would multiply F by G in O(n logn)
ops (see Fact 2.1). Theorem 3.4 is necessary but not suﬃcient for proving extension of Theorem 4.1
to the case of Toeplitz matrix G; Table 12.1, however, supports such an extension empirically.
In some cases we naturally arrive at matrices F˜ (M) having dominated (rather than dominant)
eigenspaces U . If the matrix F˜ (M) is nonsingular, then U is a dominant eigenspace of the matrix
(F˜ (M))−1, and we can apply Stages 2–4 of Flowchart 5.1 to this eigenspace. Alternatively, we can
employ the following variation of Flowchart 5.1.
Flowchart 5.3. Dual reduction of input size in eigen-solving for a subset of the spectrum.
Input, Output and Stages 3 and 4 of Computations as in Flowchart 5.1.
Computations:
1. Compute a matrix function F˜ (M) that has strongly dominated eigenspace approximating
U .
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2. Apply the Inverse Orthogonal Iteration [32, page 339] to the matrix F˜ (M) to output
a matrix Û of full column rank whose range approximates the eigenspace U . Output
L̂ = Û (I)MÛ.
Remark 5.2. Seeking a single eigenvalue of M and having performed Stage 1 of Flowchart 5.1
(resp. 5.3), we can apply the Power (resp. Inverse Power) Method (cf. [32, Sections 7.3.1 and
7.6.1], [10]) to approximate an eigenvector v of the matrix F (M) in its dominant (resp. dominated)
eigenspace U . This eigenvector is shared with M by virtue of Theorem 2.3, and we can approximate
the associated eigenvalue of M by the Rayleigh quotient vTMv/vTv or a simpler quotient in [10]
and [66]. We can employ deﬂation or use other initial approximations (cf. our Section 9.3 and [42])
to approximate other eigenvalues of M .
Remark 5.3. In numerical implementation of the ﬂowchart we compute a dominant (resp. domi-
nated) eigenspace U+ of the matrix F+(M) (resp. F˜+(M)) such that U+ ⊇ U and has a dimension
r+ ≥ r. The output matrix L+ has size r+× r+ and can share with M some extraneous eigenvalues.
E.g., in numerical real eigen-solving the eigenspace U+ is associated with all real and nearly real
eigenvalues of M ; having computed all eigenvalues of L+, we can readily select from them the real
ones.
In the next sections we describe some algorithms for computing matrix functions F (M) and
F˜ (M) at Stages 1 of Flowcharts 5.1 and 5.3.
6 Repeated squaring
Theorem 2.3 for F (M) = Mk implies that for a diagonalizable matrix M and suﬃciently large
integers k, the matrices Mk have dominant eigenspace U associated with the set of the absolutely
largest eigenvalues of M . For a ﬁxed or random real or complex shift s we can write M0 = M − sI
and compute M2
h
0 in h squarings,
Mh+1 = ahM2h , ah ≈ 1/||Mh||2 for h = 0, 1, . . . (6.1)
Suppose M is a real diagonalizable matrix with simple eigenvalues; then with probability 1 the
dominant eigenspace U of Mh2 has dimension 1 for random nonreal shifts s and dimension 1 or 2
for random real s.
For M = Cp we can follow [18] and apply the FFT-based algorithms that support Fact 2.1 to
perform every squaring and every multiplication in O(n logn) ops. The bottleneck of an algorithm
in [18] for M = Cp is the recovery of the roots of p(x) at the end of the squaring process where
|λj| ≈ |λk| for j = k. [62] relieves some diﬃculties based on approximating the roots of p′(x),
p′′(x), etc., but the techniques of [62] are still too close to the symbolic recovery methods of [18]. In
contrast Flowcharts 5.1 and 5.3 reduce the computations of the r eigenvalues of a selected subset of
the spectrum Λ(M) to eigen-solving for the r × r matrix L, which is a simple task for small r.
Now replace M0 in (6.1) by M0 = (M − σI)−1 for a ﬁxed complex σ. Then the dominant
eigenspace of Mh for large h is associated with the set of the eigenvalues of M that are the nearest
to σ, e.g., the absolutely smallest eigenvalues where σ = 0. For M = Cp we can alternatively write
M0 = Cprev(x−σ) in (6.1).
7 Matrix sign function and dominant eigenspaces
Definition 7.1. For two real numbers x = 0 and y, the function sign(x + y√−1) is equal to 1 if
x > 0 and is equal to −1 if x < 0.
Definition 7.2. (See [38].) Let A = ZJZ−1 be a Jordan canonical decomposition of an n×n matrix
A where J = diag(J−, J+), J− is a p×p matrix and all its p diagonal entries have negative real parts,
whereas J+ is a q × q matrix and all its q diagonal entries have positive real parts. Then sign(A) =
Z diag(−Ip, Iq)Z−1. Equivalently sign(A) = A(A2)−1/2 or sign(A) = 2πA
∫∞
0 (t
2In + A2)−1dt.
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Definition 7.3. Assume the matrices A = ZJZ−1, J− and J+ above, except that n = p+ q+ r and
J = diag(J−, J0, J+) for a r × r matrix J0 whose all r diagonal entries have real parts 0. Then ﬁx
some r × r real diagonal matrix Dr, e.g., Dr = Or,r, and deﬁne a generalized matrix sign function
sign(A) by writing sign(A) = Z diag(−Ip, Dr
√−1, Iq)Z−1.
We have the following simple results.
Theorem 7.1. Assume the generalized matrix sign function sign(A) deﬁned for an n × n matrix
A = ZJZ−1. Then for some real r × r diagonal matrix Dr we have
In − sign(A) = Z−1 diag(2Ip, Ir −Dr
√−1, Oq,q)Z,
In + sign(A) = Z−1 diag(Op,p, Ir +Dr
√−1, 2Iq)Z,
In − sign(A)2 = Z−1 diag(Op,p, Ir +D2r , Oq,q)Z.
Corollary 7.1. Under the assumptions of Theorem 7.1 the matrix In − sign(A)2 has dominant
eigenspace of dimension r associated with the eigenvalues of the matrix A that lie on the imaginary
axis IA = {λ : (λ) = 0}, whereas the matrices In − sign(A) (resp. In + sign(A)) have dominant
eigenspaces associated with the eigenvalues of A that either lie on the left (resp. right) of the axis
IA or lie on this axis and have nonzero images in In − sign(A) (resp. In + sign(A)).
8 Eigen-solving via matrix sign computation
Having the matrices A and F (A) = In − sign(A)2 available, we can apply Flowchart 5.1 to approxi-
mate the eigenvalues of A that lie on the axis IA. In the next sections we devise real eigen-solvers
for a real n×n matrix M , based on applying these techniques to the matrix A = M√−1. Likewise,
having the matrices A and F (A) = In−sign(A) (resp. F (A) = In+sign(A)) available, we can apply
Flowchart 5.1 to approximate all eigenvalues of A that lie either on the axis IA or on the left (resp.
right) from it.
The computed square matrices L have dimensions p+ and q+, respectively, where p ≤ p+ ≤ p+ r
and q ≤ q+ ≤ q+ r. If M = Cp and if the integer p+ or q+ is large, we split out a high degree factor
of the polynomial p(x). This can lead to dramatic growth of the coeﬃcients, e.g., in the case where
we split the polynomial xn +1 into the product of two high degree factors, one of them having only
roots with positive real parts. The subdivision techniques (cf. [59]) based on the following simple
fact, however, give us a universal remedy, unlike the limited remedies in [18].
Fact 8.1. Suppose U and V are two eigenspaces of A and Λ(U) and Λ(V) are the sets of the associated
eigenvalues. Then Λ(U)∩Λ(V) is the set of the eigenvalues of A associated with the eigenspace U∩V.
By computing the matrix sign function of the matrices αA − σI for various selected pairs of
complex scalars α and σ, we can deﬁne the eigenspace of A associated with the eigenvalues lying in
a selected region on the complex plane bounded by straight lines, e.g., in any ﬁxed rectangle with
four pairs {α, σ} where α equals 1 and √−1 and σ = k2l for proper integers k and l. By including
matrix inversions into this game, we deﬁne the eigenvalue regions bounded by straight lines, their
segments, circles and their arcs.
9 Iterative algorithms for the matrix sign computation
9.1 Some known algorithms and their convergence
[38, equations (6.17)–(6.20)] deﬁne eﬀective iterative algorithms for the square root function B1/2;
one can readily extend them to sign(A) = A(A2)−1/2. [38, Chapter 5] presents a number of eﬀective
algorithms devised directly for the matrix sign function. Among them we recall Newton’s iteration
N0 = A, Ni+1 = (Ni +N−1i )/2, i = 0, 1, . . . , (9.1)
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based on the Mo¨bius transform x→ (x + 1/x)/2, and the [2/0] Pade´ iteration
N0 = A, Ni+1 = (15In − 10N2i + 3N4i )Ni/8, i = 0, 1, . . . (9.2)
Theorem 2.3 implies the following simple corollary.
Corollary 9.1. Assume iterations (9.1) and (9.2) where neither of the matrices Ni is singular. Let
λ = λ(0) denote an eigenvalue of the matrix N0 and deﬁne
λ(i+1) = (λ(i) + (λ(i))−1)/2, i = 0, 1, . . . , (9.3)
λ(i+1) = λ(i)(15− 10(λ(i))2 + 3(λ(i))4)/8, i = 0, 1, . . . (9.4)
Then λ(i) ∈ Λ(Ni) for i = 1, 2, . . . provided the pairs {Ni, λ(i)} are deﬁned by the pairs of equations
(9.1), (9.3) or (9.2), (9.4), respectively.
Corollary 9.2. In iterations (9.3) and (9.4) the images λ(i) of an eigenvalue λ of the matrix N0
for all i lie on the imaginary axis IA if so does λ.
By virtue of the following theorems, the sequences {λ(0), λ(1), . . .} deﬁned by equations (9.3)
and (9.4) converge to ±1 exponentially fast right from the start. The convergence is quadratic for
sequence (9.3) where (λ) = 0 and cubic for sequence (9.4) where |λ− sign(λ)| ≤ 1/2.
Theorem 9.1. (See [38], [16, page 500].) Write λ = λ(0), δ = sign(λ) and γ = |λ−δ
λ+δ
|. Assume
(9.3) and (λ) = 0. Then |λ(i) − δ| ≤ 2γ2
i
γ2i+δ
for i = 0, 1, . . . .
Theorem 9.2. Write δi = sign(λ(i)) and γi = |λ(i) − δi| for i = 0, 1, . . . . Assume (9.4) and
γ0 ≤ 1/2. Then γi ≤ 32113(113128)3
i
for i = 1, 2, . . .
Proof. We clarify the proof of [16, Proposition 4.1]. First verify that γi+1 = γ3i |3(λ(i))2+9λ(i)+8|/8
and therefore γi+1 ≤ 11332 γ3i for i = 0, 1, . . . . Now the claimed bounds follow by induction on i
because γ0 ≤ 1/2.
9.2 Variants for real eigen-solving
As we mentioned we can reduce real eigen-solving for a real matrix M to matrix sign computation
for A = M
√−1, but next we substitute N0 = M in lieu of N0 = A into matrix sign iterations (9.1)
and (9.2) and equilvalently rewrite them to avoid involving nonreal values,
N0 = M, Ni+1 = 0.5(Ni −N−1i ) for i = 0, 1, . . . , (9.5)
N0 = M, Ni+1 = −(3N5i + 10N3i + 15Ni)/8 for i = 0, 1, . . . . (9.6)
Now the matrices Ni and the images λ(i) of every real eigenvalue λ of M are real for all i,
whereas the results of Theorems 9.1 and 9.2 are immediately extended. The images of every nonreal
λ converge to sign((λ))√−1 quadratically under (9.5) if (λ) = 0 and cubically under (9.6) if
λ ∈ D1/2(sign((λ))
√−1).
Under the maps M → In + N2i for Ni in the above iterations, the images 1 + (λ(i))2 of nonreal
eigenvalues λ of M in the respective basins of convergence converge to 0, whereas for real λ the
images are real and are at least 1 for all i. Thus for suﬃciently large integers i we yield strong
domination of the eigenspace of Ni associated with the images of real eigenvalues of M .
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9.3 Newton’s iteration with shifts for real matrix sign function
Iteration (9.5) fails where for some i the matrix Ni is singular or nearly singular, that is has eigenvalue
0 or near 0, but then we can approximate this eigenvalue by applying the Rayleigh Quotient Iteration
[32, Section 8.2.3], [10] or the Inverse Orthogonal Iteration [32, page 339].
If we seek other real eigenvalues as well, we can deﬂate the matrix M and apply Flowchart 5.1
to the resulting matrix of a smaller size. Alternatively we can apply it to the matrix Ni + ρiIn for a
shift ρi randomly generated in the range −r ≤ ρi ≤ r for a positive r. We choose r reasonably small
and can expect both avoiding degeneracy and, by virtue of Theorems 9.2 7.1, having the images of
all nonreal eigenvalues of M still rapidly converging to a small neighborhood of the points ±√−1,
thus ensuring their isolation from the images of real eigenvalues.
9.4 Controlling the norms in the [2/0] Pade´ iterations
We have no singularity problem with iteration (9.6), but have numerical problems where the norms
||Ni|| grow large. If the nonreal eigenvalues of the matrix N0 lie in the two discs D1/2(±
√−1), then
their images also stay there by virtue of extension of Theorem 9.2, and then the norms ||Ni|| can be
large only where some real eigenvalues of the matrices Ni are absolutely large.
Now suppose the nonreal eigenvalues of M have been mapped into the two discs Dyi(±
√−1) for
0 < yi < 0.1. (One or two steps (9.6) move every µ ∈ D1/2(±
√−1) into the discs Dyi(±
√−1), cf.
Theorem 9.2.) Then the transformation Ni → Ni(N2i + 2In)−1 confronts excessive norm growth by
mapping all real eigenvalues of Ni into the range [−14
√
2, 14
√
2] and mapping all nonreal eigenvalues
of Ni into the discs Dwi(±
√−1) for wi ≤ 1+yi1−2yi−y2i . E.g., wi < 0.4 for yi = 0.1, whereas wi < 0.17
for yi = 0.05, and then single step (9.6) would more than compensate for such a minor dilation of
the discs Dyi(±
√−1) (see Theorem 9.2).
10 Modifications with fewer matrix inversions
We should apply iteration (9.6) rather than (9.5) to exploit its cubic convergence and to avoid matrix
inversions as soon as the images of the targited eigenvalues λ of M have been moved into the discs
D1/2(±
√−1). Our goal is to achieve this in fewer steps (9.5) based on nonreal computations and
repeated squaring (6.1) for appropriate matrices M0.
10.1 Mapping the real line onto unit circle and repeated squaring
Next we incorporate repeated squaring of a matrix between its back and forth transforms deﬁned
by the maps of the complex plane µ→ λ and λ→ µ below.
Fact 10.1. Write λ = u + v
√−1,
µ = (aλ +
√−1)(aλ −√−1)−1, βk =
√−1(µk + 1)
a(µk − 1) (10.1)
for a positive integer k and a real a = 0 (one can simply choose a = 1, but other choices can be more
eﬀective). Then
(a) λ =
√−1(µ+1)
a(µ−1) ,
(b) µ = n(λ)
d(λ)
for n(λ) = u2 + v2 − a2 = 2au√−1 and d(λ) = u2 + (v − a)2)2, and consequently
(c) |µ|2 = u2+(v+a)2u2+(v−a)2 = 1 + 4avu2+(v−a)2 ,
(d) |µ| = 1 if and only if λ is real.
Furthermore
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(e) βk =
nk(λ)
dk(λ)
for nk(λ) =
∑k/2
g=0 (−1)g
(
k
2g
)
(aλ)k−2g and
dk(λ) = a
k/2∑
g=0
(−1)g+1
(
k
2g + 1
)
(aλ)h−2g−1.
Fact 10.1 implies that the transform λ → µ maps the real line onto the unit circle C1 = {µ :
|µ| = 1}, whereas the transform λ → βk maps the real line into itself. Clearly, powering of µ keeps
the unit circle C1 in place, whereas the values |µ|k converge to 0 for |µ| < 1 and to +∞ for |µ| > 1
as k →∞; thus for large k the transform λ→ βk isolates the images of the sets of real and nonreal
values λ from one another.
Corollary 10.1. Suppose that an n × n matrix M has exactly s eigenpairs {λj ,Uj}, j = 1, . . . , s,
and does not have eigenvalues ±√−1/a. By extending the equations of Fact 10.1, write
P = (aM + In
√−1)(aM − In
√−1)−1, (10.2)
Mk =
√−1
a
(P k + 1)(P k − 1)−1, (10.3)
µj = (aλj +
√−1)(aλj −
√−1)−1,
βj,k =
n(λj,k)
d(λj,k)
, n(λj,k) =
k/2∑
g=0
(−1)g
(
k
2g
)
(aλj)k−2g,
d(λj,k) = a
k/2∑
g=0
(−1)g+1
(
k
2g + 1
)
(aλj)k−2g−1,
j = 1, . . . , s. (In particular M1 = M , whereas 2M2 = M − (aM)−1.) Then Mk = nk(M)(dk(M))−1
where
nk(M) =
k/2∑
g=0
(−1)g
(
k
2g
)
(aM)k−2g,
dk(M) = a
k/2∑
g=0
(−1)g+1
(
k
2g + 1
)
(aM)h−2g−1,
and the matrices Mk have the eigenpairs {{βj,k,Uj}, j = 1, . . . , s} where βj,k are real if λj is real,
|βj,k|+ 1/|βj,k| → ∞ as k →∞ unless λj is real.
The corollary implies that for suﬃciently large integers k we can set F (M) = Mk in Flowchart
5.1.
We can apply repeated squaring to compute high powers P k. In numerical implementation we
should avoid involving large norms ||P k||q. Surely we can readily estimate them for q = 1 or q =∞,
but [21] proposes eﬀective probabilistic algorithm for approximating the matrix norms || · ||. Also
note that (ρ(P ))k = ρ(P k) ≤ ||P k||q ≤ ||P ||kq for the spectral radii ρ(P ) and ρ(P k), q = 1, 2,∞ and
all k (cf. [72, Theorems 1.2.7 and 1.2.9]).
Below is a ﬂowchart that implements this approach by using only two matrix inversions; this
is much less than in iteration (9.5). The algorithm works for a large class of inputs M but fails
for harder inputs M , which have many real and nearly real eigenvalues, but also other nonreal
eigenvalues. The heuristic choice
v = 0, w = 1, t ≈ −(trace(M)), a = t
n
, and M̂ = M + tIn (10.4)
tends to push the values |µ| away from 1 on the average input although can strongly push such a
value toward 1 for the worst case input.
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Flowchart 10.1. Mapping the real line onto the unit circle and repeated squaring (cf.
Remark 10.1).
Input: a real n×n matrix M , whose real and nearly real eigenvalues are associated with an unknown
eigenspace U+ having an unknown dimension r+ 
 n.
Output: FAILURE or a matrix Û such that R(Û) ≈ U+.
Initialization: Fix suﬃciently large tolerances τ and h+, ﬁx real a, t, v, and w and matrix M̂ of
(10.4).
Computations:
1. Compute the matrices P = (aM̂+In
√−1)(aM̂ −In
√−1)−1 (cf. Corollary 10.1) and P 2g
for g = 1, 2, . . . , h+1 until ||P 2h+1||q > τ for a ﬁxed q (e.g., for q = 1 or q =∞) or until
h ≥ h+.
2. Compute matrix Mk of Corollary 10.1 for k = 2h+ .
3. Apply Flowchart 5.2 to the matrix F = Mk and the integer r = n to output an n × r
matrix basis for the strongly dominant eigenspace Û of F .
4. Output FAILURE if Flowchart 5.2 fails, which would mean that the matrix F = Mk has
no strongly dominant eigenspace of dimension r+ < n.
One can modify Stage 4 to compute an integer h+ iteratively, according to a ﬁxed policy: one
can begin with a small h+, then increase it and reapply the algorithm if the computations fail (see
Stage 4 and see further variations in Sections 10.2 and 11).
Remark 10.1. (a) One can extend Stage 2 by setting N0 = Mk and applying iteration (9.6). In
this case cubic convergence would be exploited and we could proceed with smaller values of h+.
(b) In another variant one computes the matrix P s for a suﬃciently large integer s to ensure
isolation of the images of real and nearly real eigenvalues of M from the images of its other eigen-
values and then applies the Rayleigh Quotient Iteration to this matrix at suﬃciently many points of
the unit circle C1(0).
10.2 Further variations of matrix sign iteration
Let us comment on some promising variations of the matrix sign iteration.
1. We ﬁrst examine how the map M → P for the matrices M and P of Corollary 10.1 transforms
the basin of convergence of iteration (9.6), given by the discs D1/2(±
√−1). We observe that their
complement is mapped into the annulus A1/5,5(0) = {x : 1/5 ≤ |x| ≤ 5}. Conversely, suppose that
under the map M → P k the images of all nonreal eigenvalues of M lie outside this annulus, then
iteration (9.6) cubically converges when it is applied to the matrix Mk of Corollary 10.1. We can
estimate the desired integer k if we know the absolute values of all eigenvalues of the matrix P , that
is, their distances from the origin. By virtue of part (d) of Fact 10.1 the distance is 1 if and only if
an eigenvalue of P is the image of a real eigenvalue of M . Given the coeﬃcients of the characteristic
polynomial cP (x) = det(xIn −P ), one needs O(n logn) ops to approximate all these distances with
relative errors, say, at most 1% (see some eﬀective algorithms in [70], [3], [8], [59], [61]).
2. In the case where M = Cp is the companion matrix of a polynomial p(x), the monic charac-
teristic polynomial cP (x) equals γ(x−1)np(x+1x−1
√−1
a ) for a scalar γ. We can compute its coeﬃcients
by using O(n logn) ops; indeed we just need to perform two shifts of the variables and the reversion
of the polynomial coeﬃcients since x+1
x−1 = 1− 2x−1 (see [60, Chapter 2]).
3. Having the coeﬃcients of the characteristic polynomial cP (x) available, we can apply our
algorithms to its companion matrix to compute its eigenvalues µ lying on the unit circle C1, and
then recover the real eigenvalues λ =
√−1(µ+1)
a(µ−1) of M (see part (a) of Fact 10.1).
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4. We can replace repeated squaring of the matrix P with k steps of the Dandelin’s (Lobachevsky’s,
Gra¨ﬀe’s) root-squaring iteration [36],
pi+1(x) = (−1)npi(
√
x)pi(
√−x), i = 0, 1, . . . , k− 1 (10.5)
for p0(x) = cP (x). We have pi(x) =
∏n
j=1(x − λ2
i
j ), so that the ith iteration step squares the
roots of the polynomial pi−1(x) for every i. Every root-squaring step (10.5) essentially amounts
to polynomial multiplication and can be performed in O(n logn) ops; one can improve numerical
stability by increasing this count to order n2 [52]. Having computed the polynomial pk(x), for a
suﬃciently large integer k, we have its roots on the unit circle suﬃciently well isolated from its other
roots. The application of the algorithm in the next section to Cpk , the companion matrix of this
polynomial, yields its roots lying on C1 (they are the eigenvalues of Cpk). From these roots we can
recover the roots µ of the circle cP (x) = p0(x) by means of the descending techniques of [54] (applied
also in [55], [56], [61], and [66, Stage 8 of Algorithm 9.1]), and then can recover the real roots λ of
p(x) from the values µ by applying the expression in part (a) of Fact 10.1.
Remark 10.2. Having isolated the roots of pk(x) on the circle C1 from its other roots, we can apply
the algorithms of [70], [54], [55], [45], [61] to split out the factor f(x) of this polynomial sharing
with pk(x) precisely all the roots on the circle C1. Then these roots can be readily approximated based
on the Laguerre or modiﬁed Laguerre algorithms. Numerical problems can be caused by potentially
dramatic growth of the coeﬃcients of pk(x) in the transition to the factor f(x) unless its degree is
small.
11 Repeated squaring and the Mo¨bius transform
Our next iteration begins as Flowchart 10.1, but we interrupt repeated squaring by applying the
scaled Mo¨bius transform x → x + 1/x, instead of the map P → Mk of (10.3). The scaled Mo¨bius
transform moves the images of all real eigenvalues of the matrix M from the unit circle C1 into
the real line interval [−2, 2]; furthermore under this transform of the matrix Ni the images of all
its eigenvalues lying outside the annulus A1/3,3(0) = {x : 1/3 ≤ |x| ≤ 3} are moved into the
exterior of the disc D8/3(0). Recall that the basin of convergence of iteration (9.6) preceded by the
map x →
√−1
a
1+x
1−x was the exterior of the slightly larger annulus A1/5,5(0) = {x : 1/5 ≤ |x| ≤ 5};
furthermore the Mo¨bius transform numerically stabilizes the computations for a large class of inputs.
Next we comment on combining the maps of Fact 10.1, repeated squaring, and the Mo¨bius
transform; we observe some pitfalls and propose remedies.
Fact 11.1. (Cf. Fact 10.1 for a = 1.) Write
µ = (λ +
√−1)(λ −√−1)−1. (11.1)
Then
(a) λ =
√−1(µ − 1)/(µ+ 1),
(b) |µ| = 1 if and only if λ is real and
(c) µk = µk + µ−k =
∑k
g=0(−1)g
(
2k
2g
)
λ2k−2g(λ2 + 1)−k for k = 1, 2, . . .. (In particular
µ1 = λ
2−1
λ2+1 , whereas µ2 =
λ4−6λ2+1
(λ2+1)2 .)
Fact 11.2. Assume µ of (11.1) and a nonnegative integer k. Then |µ| = 1 and −2 ≤ µk =
µk + µ−k ≤ 2 if λ is real, whereas |µk + µ−k| → ∞ as k →∞ otherwise.
Corollary 11.1. Let an n × n matrix M have exactly s eigenpairs {λj,Uj}, j = 1, . . . , s, and not
have eigenvalues ±√−1. By extending (10.2) for a = 1 and (11.1), write
P = (M + In
√−1)(M − In
√−1)−1 = (M − In
√−1)−1(M + In
√−1),
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Tk = P k + P−k =
k∑
g=0
(−1)g
(
2k
2g
)
Mk−2g(M2 + 1)−k, (11.2)
µj = (λj +
√−1)(λj −
√−1)−1,
µj,k = µkj + µ
−k
j =
k∑
g=0
(−1)g
(
2k
2g
)
λk−2gj (λ
2
j + 1)
−k
for k = 1, 2, . . . (In particular T1 = 2(In − M2)(In + M2)−1 = 2In − 4(In + M2)−1, whereas
T2 = (M4−6M2+ In)(M2+ In)−2 = (M2 + In)−2(M4−6M2+ In).) Then M =
√−1(P − In)(P +
In)−1 =
√−1(P + In)−1(P − In), λj =
√−1(µj − 1)/(µj + 1) for j = 1, . . . , s, and the matrices
Tk have the eigenpairs {{µj,k,Uj}, j = 1, . . . , s} where −2 ≤ µj,k ≤ 2 if λj is real, |µj,k| → ∞ as
h→∞ unless λj is real.
Instead of the map P k →Mk and equation (10.3) of Corollary 10.1 we employ the map P k → Tk
and equation (11.2). This complicates the isolation of the images of real eigenvalues of the matrix
M from the images of its nonreal eigenvalues provided that we rely on the respective map of the
eigenvalues λ = λ(P k) → λ(Tk) = λ + 1/λ. Indeed the unit circle {λ = λ(P k) : |λ| = 1} is still
mapped onto the line segment [−2, 2], but also the imaginary line {λ = λ(P k) : (λ) = 0} is
mapped into the real line.
The problem disappears, however, where max{|λ|, 1/|λ|} > 3, because in this domain the value
|λ + 1/λ| exceeds 8/3, whereas this value is small near the points λ = ±√−1. Therefore we can
safely apply the map P k → Tk provided that the images of nonreal eigenvalues of M in the map
M → P k do not lie in the annulus A1/3,3(0) = {x : 1/3 ≤ |x| ≤ 3}.
This map does not enable stabilization, because it does not generally increase the minimum ratio
of the absolute values of the images of real and nonreal eigenvalues of M , but it brings the images
of all nonreal eigenvalues of M into the exterior of the disc D8/3, while sending the images of all
real eigenvalues of M into the real line interval [−2, 2].
If at this stage we can aﬀord a reasonably large number of squarings of the resulting matrix
(resp. its inverse), then the eigenspace associated with real eigenvalues of M becomes dominated
(resp. dominant), and we can approximate them by applying Flowchart 5.3 (resp. 5.1).
12 Numerical tests
We performed a series of numerical tests in the Graduate Center of the City University of New York
using a Dell server with a dual core 1.86 GHz Xeon processor and 2G memory running Windows
Server 2003 R2. The test Fortran code was compiled with the GNU gfortran compiler within the
Cygwin environment. We generated random numbers with the random number intrinsic Fortran
function assuming the uniform probability distribution over the range {x : 0 ≤ x < 1}. To shift to
the range {y : b ≤ y ≤ a+ b} for ﬁxed real a and b, we applied the linear transform x→ y = ax+ b.
Conditioning of the products with random Toeplitz matrices.
Table 12.1 displays the average residual norms rn = ||ATY − Tq,A|| where A is an n× n matrix
having numerical rank q, Y = (AT )+Tq,A, R(Tq,A) = Tq,A is the leading singular space of A, and T
is a random n× q Toeplitz matrix. We performed 100 tests for each pair {n, q} for n = 64, 128, 256
and q = 8, 32.
We have ﬁrst generated the Q factors S and T of n× n random matrices as well as the diagonal
matrices Σ = diag(σj)nj=1 such that σj = 1/j, j = 1, . . . , q, σj = 10
−10, j = q + 1, . . . , n, ||A|| = 1,
κ(A) = ||A−1|| = 1010. Then we computed the input matrices A = SΣTT . The average residuals
norms rn had the same order in our tests with random n × q general multipliers M , replacing the
Toeplitz multipliers T .
Algorithms and tests
16
Table 12.1: Residual norms rn with random n× q Toeplitz multipliers T .
q n min max mean std
8 64 2.22× 10−09 7.89× 10−06 1.43× 10−07 9.17× 10−07
8 128 3.79× 10−09 4.39× 10−05 4.87× 10−07 4.39× 10−06
8 256 5.33× 10−09 3.06× 10−06 6.65× 10−08 3.12× 10−07
32 64 6.22× 10−09 5.00× 10−07 4.06× 10−08 6.04× 10−08
32 128 2.73× 10−08 4.88× 10−06 2.57× 10−07 8.16× 10−07
32 256 1.78× 10−08 1.25× 10−06 1.18× 10−07 2.03× 10−07
We tested our algorithms for the approximation of the eigenvalues of n × n companion matrix
Cp and of the shifted matrix Cp − sIn deﬁned by polynomials p(x) with random real coeﬃcients for
n = 64, 128, 256 and by random real s. For each class of matrices, each input size and each iterative
algorithm we generated 100 input instances and run 100 tests. Our tables show the minimum,
maximum, and average (mean) numbers of iteration loops in these runs (until convergence) as
well as the standard deviations in the columns marked by “min”, “max”, “mean”, and “std”,
respectively.
We applied repeated squaring of Section 6 to the matrix Cp − sI; we used shifts s because
polynomials p(x) with random real coeﬃcients tend to have all roots near the circle C1(0) and
because for such inputs repeated squaring of Cp advances eigen-solving very slowly.
We applied real Newton’s iteration (9.5) to approximate the matrix sign function for the matrix
Cp using no shifts; then we applied Flowchart 5.1 to approximate real eigenvalues.
In both groups of tests above we output roots with at least four correct decimals. In our next
group of tests we output roots with at least three correct decimals. In these tests we applied real
Pade´ iteration (9.6) without stabilization to the matrices produced by ﬁve Newton’s steps (9.5).
Table 12.2 displays the results of testing repeated squaring of Section 6. The ﬁrst three lines
show the dimension of the output subspace and the matrix L. The next three lines show the number
of squarings performed until convergence.
Table 12.3 displays the number of Newton’s steps (9.5) performed until convergrence.
Table 12.4 covers the tests where we ﬁrst performed ﬁve Newton’s steps (9.5) followed by suf-
ﬁciently many Pade´ steps (9.6) required for convergence. The ﬁrst three lines of the table show
the number of the Pade´ steps. The next three lines display the percent of the real roots of the
polynomials p(x) which the algorithm computed with at least three correct decimals (compared to
the overall number of the real eigenvalues of L). The next three lines show the increased percent of
computed roots when we reﬁned the crude approximations by means of Rayleigh Quotient iteration.
The iteration rapidly converged from all these initial approximations but in many cases to the same
roots from distinct initial points.
Table 12.5 shows the increased percent of computed roots where we applied our algorithms to
both polynomials p(x) and prev(x).
Table 12.2: Repeated Squaring
n dimension/squarings min max mean std
64 dimension 1 10 5.31 2.79
128 dimension 1 10 3.69 2.51
256 dimension 1 10 4.25 2.67
64 squarings 6 10 7.33 0.83
128 squarings 5 10 7.37 1.16
256 squarings 5 11 7.13 1.17
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Table 12.3: Newton’s iteration (9.5).
n min max mean std
64 7 11 8.25 0.89
128 8 11 9.30 0.98
256 9 13 10.22 0.88
Table 12.4: 5 N-steps (9.5) + P-steps (9.6)
n P-steps or % min max mean std
64 P-steps 1 4 2.17 0.67
128 P-steps 1 4 2.05 0.63
256 P-steps 1 3 1.99 0.58
64 % w/o RQ steps 0 100 64 28
128 % w/o RQ steps 0 100 39 24
256 % w/o RQ steps 0 100 35 20
64 % w/RQ steps 0 100 89 19
128 % w/RQ steps 0 100 74 26
256 % w/RQ steps 0 100 75 24
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