A notion of robust stability is developed for iterative learning control in the context of disturbance attenuation. The size of the unmodelled dynamics is captured via a gap distance, which in turn is related to the standard H 2 gap metric, and the resulting robustness certificate is qualitatively equivalent to that obtained in classical robust H ∞ theory. A bound on the robust stability margin for a specific adaptive ILC design is established.
Introduction
The field of iterative learning control (known as ILC) is concerned with procedures for learning control tasks (typically in the context of high precision tracking) over a number of 'learning trials' of finite time duration, whereby the process is reset between trials, and the controller is altered from trial to trial to improve performance. This area was motivated originally in the context of robotics [1] , and has subsequently developed a more abstract footing in general control theory, and applications in a variety of domains have been considered: see for example the surveys [11] , [12] , and see [2] , [3] for representative recent application examples. It is pertinent to observe that both iterative learning control and the related area of repetitive control has achieved considerable success in applications, perhaps in contrast to the other major theory of learning in control, namely adaptive control.
Underpinning the practical success of any control design, is the requirement for robustness. It is surprising therefore that there is little theoretical understanding of robustness of iterative learning schemes, particularly considering their successful application strongly suggests inherent robustness properties. This should be tempered by the fact that in many ILC schemes 'long term stability' problems have been observed in practical implementations and simulations, see e.g. [9] . This phenomena results in divergence of the error profile after a large number of trials including a period of apparent convergence, and has been attributed variously to the effects of disturbances, numerical errors, and/or un-modelled dynamics. Indeed, to the best knowledge of the author, studies of robustness of ILC are limited to plants with multiplicative perturbations. It is well known that in general multiplicative perturbations alone do not capture all the features of closed loop uncertainties, for example, such perturbations can never describe the difference between an open loop stable and an open loop unstable plant, and such differences are not necessarily significant for control (see e.g. [15] ). In particular, [8] , asserts robustness to positive real multiplicative uncertainties (limited by ±90 • phase variations over all frequencies) and [14] and [10] also consider multiplicative perturbations, and relate robust stability of an underlying feedback controller to the related ILC algorithm. These earlier results are of great interest, but the conditions are too strong for practical use. The aim of this paper is to demonstrate that for a class of ILC designs, provable robustness properties hold. In particular, the class of uncertainties permitted are the classical co-prime factor uncertainty structures studied in robust linear control, and the size of the robustness margin is computed. In the context of linear systems, the classical robust stability margin b P,C is defined to be the maximum radius of a ball centred on P in the H 2 gap metric for which the controller C is guaranteed to stabilize all plants P 1 within [16] , [15] . The standard H 2 gap δ(P, P 1 ) measures the size of the smallest stable co-prime factor perturbation between normalised co-prime factor representations of a pair of plants P and P 1 . This paper develops a similar framework for the analysis of iterative learning schemes, and constructs a robustness margin for a particular ILC design. In particular, we consider the classical class of relative degree one linear systems with known high frequency gain, coupled with an adaptive ILC scheme (see e.g. [6] , [13] ). The control task is stabilization, i.e. tracking of the zero output trajectory, and is to be achieved in the face of L p input and output disturbances acting over all the trials. The resulting robust stability margin B P,C (r) is shown to be strictly positive, and dependent on the size of the disturbances r > 0. That is, the objective of tracking zero can be realized asymptotically for all plants within the robust stability margin. The resulting margin can be interpreted relative to the standard H 2 gap [16] , [15] . At present, the analysis is restricted to stabilization problems, namely the tracking of the zero trajectory. Conventional ILC designs aim to achieve high precision tracking of more general trajectories. 1 The extension of the current robustness results to tracking are the topic of current research; however, we observe that we note three reasons for the interest in the stabilization specifications considered:
1. Tracking of the zero trajectory is a particular case of the general tracking problem, therefore it is necessary that good robustness results can be achieved in this special case as a precursor to more general tracking results.
2. The problem studied is actually that of disturbance attenuation: stabilization has to be achieved in the presence of input and output disturbances and gain function bounds are given; this a legitimate ILC problem in its own right.
3. The analogous adaptive control problem has been extensively studied, and gap robustness results are available [4] , [5] . A comparison of the nature of robust stability margin between the adaptive and the ILC settings shows the importance of the stabilizing effect of reinitializing the process at the start of every ILC trial. In the adaptive problem, the state maintains a memory of the past which builds up and makes a large contribution to reducing the size of the robustness margin.
Thus we will establish provable conditions under which an iterative learning scheme works with no long term stability problems in the presence of a realistic class of un-modelled dynamics and disturbances.
2 Statement of the robust iterative learning problem and main result
We let U, Y denote normed signal spaces corresponding respectively to the input and output signals. Specifically, all signal spaces considered are taken to be R valued L p [T ] spaces defined over the one of the following three domains:
The first two domains have a natural total ordering, whilst the two-dimensional domain is totally ordered as follows:
A truncation operator is defined as follows:
The plant and controller operators Σ, Ξ will be assumed to be causal, in the sense that if
Given a signal space U (resp. Y), the extended space U e (resp. Y e ), is defined
where map(T , R) denotes the set of all functions T → R.
Throughout this paper we consider feedback loop [Σ, Ξ] given by the equations:
[Σ, Ξ] :
where u 0 , u 1 , u 2 ∈ U e , y 0 , y 1 , y 2 ∈ Y e and Σ : U e → Y e , Ξ : Y e → U e for appropriate signal spaces U, Y, see figure 1 . Here (u 0 , y 0 ) ∈ W e , (where W = U × Y), are the external signals (or disturbances), and u 1 , u 2 , y 1 , y 2 are the internal signals.
It is implicit in this definition that the feedback loop is globally well posed, namely that if the external signals (u 0 , y 0 ) lie in the extended space W e , then the internal signals are also locally bounded, that is u 1 , u 2 ∈ U e , y 1 , y 2 ∈ Y e . Equivalently, the following operator is defined:
since it is straightforward to observe that if u 0 , u 1 ∈ U e , y 0 , y 1 ∈ Y e then u 2 ∈ U e , y 2 ∈ Y e . Note that this global well-posedness property (which is equivalent to excluding finite escape times), will be verified for all the concrete cases considered later in the paper.
The closed loop [Σ, Ξ] is said to be stable if Π Σ,Ξ (W) ⊂ W, that is that bounded external signals implies bounded internal plant signals u 1 ∈ U, y 1 ∈ Y (and consequently bounded internal controller signals u 2 ∈ U, y 2 ∈ Y, similarly to the previous observation).
The graph of an plant operator Σ : U e → Y e is the collection of all bounded input, output pairs compatible with the plant equations:
Similarly, the controller operator graph is defined as follows:
Plant dynamics along the trial
We first consider the case where
is assumed to be linear, time invariant, single input, single output, relative degree one and where the sign of the high frequency gain b is known. Such a plant can be expressed in the following form:
where a 11 ∈ R, a 12 , a 21 ∈ R n−1 , A 22 ∈ R (n−1)×(n−1) , and without loss of generality b = 1 ∈ R.
The following property for Σ is critical to the analysis that follows, namely that there exists a constant M T > 0 such that
The set of all such plants is denoted by M 1
. Note that if Σ is minimum phase then M can be chosen to be independent of T > 0.
T ] will also be considered. This represents the 'actual' plant (thus containing the unmodelled dynamics), and is assumed to be linear, time invariant and single input, single output.
Dynamics over the trials
The iterative learning problem consists of applying the control repeatedly over a number of trials, each of length T , with the aim of improving performance as the trials progress. The signal spaces are taken to be U = Y = L p (N × [0, T ]), with norm:
The first argument is interpreted as the trial index, the second the time elapsed along the trial. The nominal and actual plants are unchanged between the trials:
where Σ and Σ 1 are defined in subsection 2.1.
will represent the map y 2 → u 2 and is required to be causal. The specific iterative learning controller considered in this paper is defined as follows:
The learning gain α > 0 is taken to be fixed and positive throughout the paper. This controller forms a simple variant on the controllers previously in ILC, for example this is a special case of the ILC design considered in [13] (the feedforward terms have been suppressed) and see also [6] for related designs. It is simple to observe that the closed loop [P Σ 1 , C θ 0 ] is globally well-posed for any LTI plant Σ 1 , since it forms a linear system along each trial.
Gap metrics and the robust stability margin
We give two definitions of variants of the gap metric from [7] . Let
where,
This defines a directed gap appropriate for global applications. Let B r ⊂ W denote the ball centred at 0 and of radius r > 0 in W. Then let
where
This defines a directed gap appropriate for regional applications.
In the case of the signal space L 2 [R + ], the gap can be directly related to the classical notion of uncertainty considered in H ∞ control [17] , [15] as follows. Suppose Σ 1 , Σ 2 ∈ R, where R represents the set of all proper transfer functions. We let
Then the directed gap between Σ 1 and Σ 2 is given by:
The H 2 gap between Σ 1 and Σ 2 is then given by
and measures the size of the smallest stable co-prime factor difference between normalized coprime factorizations of the two plants.
Finally we define the robustness margin at disturbance level d > 0 as follows:
In the H 2 , LTI setting, it is known that B P,C (d) = b P,C = Π P,C −1 for all d > 0. Our aim is to show that the controllers considered in the following section have the property that B P,C (d) > 0 for all d > 0, and further to provide explicit bounds for the robustness margins.
3 Robust Stability Theory for ILC
Gap metrics for ILC
We now establish relations between the L p (N × [0, T ]) gap between two plants P Σ 1 , P Σ 2 and the
and for r > 0,
. Then,
was arbitrary, it follows that
. Note that Ψ is causal and Ψ(0) = 0 as previously, thus it remains to show that if T τ (Φ − I)T τ is compact for all τ > 0, then
be a bounded set and let {w n } n≥1 be a sequence in Ω. Since Q τ = T τ (Φ − I)T τ is compact, hence maps bounded sets to relatively compact sets for all τ > 0, it follows that there exists a bounded subsequence {w
as required.
We now show that
, and since Σ ∈ R is stabilizable,
it follows that:
Robust stability theory for ILC
We now establish the following global robust stability result. It should be noted that the stability margin is determined by the gain of the 2D closed loop operator Π P Σ ,C , whilst the gap is measured by the classical 1D measure of uncertainty
Theorem 3.2 Let 1 ≤ p ≤ ∞ and suppose Σ, Σ 1 ∈ R, C is causal, C(0) = 0, [P Σ , C] is stable and [P Σ 1 , C] is globally well posed. Then
Since Υ is isometric, and by Theorem 3.1, we have
Noting that P, P 1 , K are causal and satisfy P (0) = P 1 (0) = K(0) = 0, [7, Theorem 1] then establishes:
Since Υ is isometric, we also have:
Inequality (3.32) now follows from inequality (3.35) by (3.34) and (3.36) as required. 2
The specific application to the adaptive ILC algorithm considered in this paper requires a further robust stability result which is regional in nature:
Proof. The proof establishes the result from 
. We first establish an intermediate result for a first order system. In the final analysis, this result will play the role of providing bounds on the internal signals from the trial index at which the closed loop has achieved a certain 1D stable pole location in the dynamics along the trial. 
Proof. Firstly we note that:
Integrating on [0, T ], and using the inequality v(k, ·) ≤ M y 1 (k, ·) we obtain:
Hence,
(4.47) By inequality (4.47) we obtain:
To bound u 1 U , we first observe that:
(4.50)
Then,
By inequality (4.51) we see that 2
We now give the main result, which establishes a quadratic lower bound on the robust stability margin.
Theorem 4.2 Let the plant P Σ and the controller C 0 be defined by equations (2.9),(2.11) where
where ν is defined as in Proposition 4.1 and
Proof. Let r > 0, and suppose 
and so,
Thus if K = ∞ we are done.
On the other hand, suppose K < ∞. By shifting the trial index, we obtain
, and thus it suffices to bound
By Proposition 4.1, we see that
where ν is defined by equation (4.41) with β = ǫ + M − a 11 + 3αr 2 (2γ + 1) 2 + 1). By inequality (4.61), it follows that
Hence by Theorem 3.3, with ǫ = 1 2 , if follows that Π P Σ 1 ,C θ K | Br < ∞ and in particular Π P Σ 1 ,C θ K v 0 < ∞ since v 0 ≤ w 0 ≤ r. This completes the proof. 
Simulation Example
As an example we consider the nominal plant to be an integrator:
and the true plant to be the integrator with a multiplicative all pass factor perturbation:
Straightforward estimations, see [4, 5] , show
Furthermore, note that there is an 180 • phase difference between the two plants at high frequencies, thus taking this example beyond the previous ILC robustness theory [8] as discussed in the Introduction. Simulations of the closed loop system with the IlC controller with a learning gain given by α = 0.1, a trial length of T = 2 and input and output disturbances given by 
Discussion and Conclusion
The results in this paper demonstrate that explicit robustness guarantees for a class of ILC designs can be given. The uncertainty classes considered are of a classical type, thus the designs have the same (qualitative) robustness certificates as are obtained by H ∞ controllers. We observe that such classical robustness guarantees have, to date remained elusive in the literaturefor example, the previous result [8] , required the (multiplicative) unmodelled dynamics to have a maximum of ±90 • phase deviations from the nominal model over the entire frequency spectrum, and this is too restrictive to capture many seemingly mild forms of unmodelled dynamics encountered in any application. The results presented are also interpretable 'in the frequency domain', and the example considered in detail is representative of the class of system which lies outside the scope of [8] ; note however, that in contrast the results presented here, [8] establishes monotone convergence. More generally the gap or co-prime factor uncertainty model adopted is more general than the other previously considered results in ILC which are restricted to uncertainty models of a multiplicative type, e.g. [10] , [14] . In contrast to the situation for LTI plants and controllers, the robustness margins are dependent on the disturbance level: this appears to be a feature of 'learning' systems, see for example the recent related results in adaptive control [4, 5] where the margin also is of this form.
The results are limited to a specialized class of ILC design, namely those of an adaptive nature, and are restricted to tracking of the zero trajectory in the presence of disturbances. It is of interest to determine whether the approach can be extended to encompass other approaches to ILC design, to tracking problems and in alternative signal space settings. We have not attempted to consider the optimization of the resulting margins; the problem of optimizing robustness margins and/or performance in ILC is clearly an important area for future consideration, this will involve obtaining tight upper and lower bounds on the margins. We have defined the margin in terms of the 1D gap measure of plant uncertainty. Further work on the interpretation of the 2D gap is clearly important, especially in the cases of short trial lengths when the 1D gap may be unduly conservative.
We consider the results in this paper to be a significant step towards realizing a useful treatment of robustness in the iterative learning context.
