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플래시 메모리 기반 저장장치의 개발은 저장장치 하드웨어와 내부 
소프트웨어의 설계가 병행되어 진행된다. 소프트웨어의 개발시 변화에 
따른 실제 저장장치의 성능변화나 신뢰성 변화를 확인하는데 있어 목표 
저장장치의 시제품 제작을 통한 성능평가와 신뢰성 테스트는 한계가 있어 
이를 위한 소프트웨어 환경이 필요하다. 
본 논문에서는 정확한 시간지연과 오류상황을 모사하는 무순서 플래시 
메모리 제어기의 시뮬레이션을 제시한다. 무순서 플래시 메모리 제어기는 
다수의 플래시 연산들을 도착 순서에 관계없이 실행하여 플래시 
저장장치의 성능을 향상시키는 플래시 메모리 제어기로, 이 무순서 
플래시 메모리 제어기의 하드웨어 설계를 분석하여 사건 구동형 
시뮬레이션 (Event-driven simulation) 으로 설계하고 소프트웨어로 
구현하였다. 시뮬레이션의 시간적 정확성을 얻기 위하여 상용 낸드 
플래시 칩을 선정하여 플래시 메모리 연산들의 시간지연 분포를 구하고 
시뮬레이션 동작의 시간지연을 모사하였다. 또한 오류 환경의 유사성을 
얻기 위하여 낸드 플래시 메모리 에서 발생 가능한 오류 상황을 모두 
분류한 오류 모델을 바탕으로 제어기의 동작과 비동기적으로 발생하는 
외부 전원 오류와 동기적으로 발생하는 내부 플래시 오류 발생을 
모사하였다. 본 시뮬레이션의 시간적 정확성과 오류 환경의 유사성을 
통하여 목표 저장장치의 성능평가와 신뢰성 테스트를 일반 PC 환경에서 
수행할 수 있어 플래시 메모리 기반 저장장치 개발의 효율을 높일 수 
있다. 
제시하는 무순서 플래시 메모리 제어기 시뮬레이션을 검증하기 위하여 
FPGA 상에 구현한 시제품과 성능을 비교하였다. 동일한 설정과 작업 






주요어 :  플래시 메모리 기반 저장장치, 플래시 메모리 제어기, 플래시 
변환 계층(FTL), 실시간 시뮬레이션 
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제 1 장  서론 
 
1.1 연구 동기 
전자적 방식으로 동작하는 플래시 메모리는 기계적 방식으로 
동작하는 하드디스크에 비하여 고속접근성, 전력효율성, 내구성, 
병렬성, 집적성 등의 장점이 있다. 또한 플래시 메모리의 
생산기술이 발전함에 따라 용량은 상승하고 가격은 하락하는 
추세가 맞물려 플래시 메모리는 저장장치분야에서의 영역을 
지속적으로 확대하고 있다. 플래시 메모리의 생산기술은 낸드 칩의 
단위 셀의 크기를 작게 만드는 제조공정의 세밀화, 단위 셀에 여러 
비트를 저장하는 셀 활용의 세밀화, 수평 및 수직구조로 셀을 
적층하는 구조설계의 세밀화를 축으로 발전하여 낸드 플래시 칩의 
용량을 크게 늘리면서도 가격은 하락시켰다. 이를 바탕으로 플래시 
메모리 기반 저장장치는 전력효율과 소형화가 중요한 모바일 
영역부터 높은 성능과 큰 입출력 대역폭을 요구하는 서버영역까지 
저장장치시장에서 기존의 하드디스크를 대체하며 응용분야를 
넓혀가고 있다. 
플래시 메모리 기반 저장장치의 응용분야가 확대되고 수요가 
증가함에 따라 저장장치의 개발시 개발환경의 편의성과 저장장치의 
신뢰성이 함께 요구되고 있다. 플래시 메모리 기반 저장장치는 
플래시 메모리가 가진 고유의 물리적 제약 완화, 동작시 발생하는 
오류 처리, 블록장치 인터페이스 제공을 위해 소프트웨어 계층인 




내부에서 사용하는데, 이에 따라 플래시 메모리 기반 저장장치의 
개발은 저장장치 하드웨어의 설계와 FTL 소프트웨어의 설계가 
맞물려 진행된다. 이러한 환경에서는 하드웨어의 성능과 동작특성을 
확인하기 위해 목표 저장장치의 시제품을 제작해야 하는데 보드 
상에서의 소프트웨어 개발과 신뢰성 검사를 위한 추적은 
응용프로그램의 개발에 비해 제한적일 수 밖에 없다. 하드웨어의 
설계시 시제품을 제작하고 소프트웨어 개발시 오류를 추적해야 
요구사항이 공존하는 상황에서 평가보드를 기반으로 하는 기존의 
환경은 개발에 제약이 많고 테스트에 어려움이 많다. 따라서 편의성 
측면에서는 제약완화와 오류처리를 담당하는 FTL 소프트웨어의 
개발을 하드웨어에 구애받지 않고 독립적으로 진행할 수 있고, 
저장장치의 신뢰성 측면에서는 FTL 소프트웨어를 발생가능한 
다양한 오류상황에 대해 개발단계에서 충실히 테스트할 수 있는 
개발환경이 필요하다. 
내장형 소프트웨어 개발에 있어 소프트웨어가 내장될 환경의 
시뮬레이션을 구현하여 개발에 활용한다면 소프트웨어 개발의 
편의성 제공을 통한 개발에 소요되는 시간적, 물질적 자원 절약에 
기여할 수 있고 물리적 제약없는 테스트를 통한 제품의 신뢰성 
향상에 기여할 수 있다. 플래시 메모리 기반 저장장치에 내장되는 
FTL 역시 내장되어 동작하는 환경과 동일한 환경의 시뮬레이션을 
구현하여 개발에 활용한다면 편의성을 향상을 통한 동일한 자원 





1.2 연구 내용 
본 논문에서는 FTL 의 개발 및 신뢰성 테스트를 위한 무순서 
플래시 메모리 제어기와 기반 동작환경을 시뮬레이션으로 구현한다. 
무순서 플래시 메모리 제어기는 FTL 로 부터 전달받은 플래시 
요청에 대한 처리를 전담하여 FTL 의 부담을 줄이고 플래시 연산 
지연시간과 같은 플래시 칩의 특성과 플래시 버스의 개수 및 
버스당 칩의 개수와 같은 버스 연결 구조를 고려하여 다수개의 
플래시 칩을 최대한 병렬적으로 활용하는 플래시 제어기 이다. 
이러한 무순서 플래시 메모리 제어기를 시뮬레이션 하기위해 
실제 하드웨어의 모델링, 동작 시간의 모사, 오류 발생의 세 가지 
측면에서 모델링하였다. 성능 이슈와 관련하여 플래시 메모리 
제어기의 스케줄링 정책, 낸드 플래시 칩의 동작 별 지연시간 정보, 
플래시 칩과 플래시 메모리 제어기의 버스 연결구조 등을 
모사하였고, 멀티코어 환경에서 성능계수기(Performance 
counter)를 반복하여 확인하는 쓰레드를 코어에 전담시켜 시간지연 
효과의 정확성을 확보하였다. 신뢰성 이슈와 관련해서는 외부 
전원오류와 내부 플래시오류를 발생시키는 모듈을 구현하여 
모사하였다. 이를 바탕으로 내부 사건의 발생에 따라 다음 동작이 
결정되는 사건 구동형(Event-driven) 무순서 플래시 메모리 
제어기의 시뮬레이션을 설계하고 구현하였다. 
구현한 시뮬레이션을 검증하기 위하여 모사 대상 무순서 플래시 
메모리 제어기의 시제품과 동일한 작업부하에 따른 동작시간의 




설정과 작업부하를 이용하여 무순서 플래시 메모리 제어기의 
시제품과 시뮬레이션의 동작시간을 비교해본 결과 99.6%의 
유사성을 보였다. 실제 칩과 동일한 동작시간을 갖는 플래시 
메모리와 실제 제어기와 동일한 요청순서를 내는 본 시뮬레이션을 
통해 개발중인 FTL 을 적용한 가상의 저장장치에 대한 성능 측정과 
신뢰성 테스트를 소프트웨어를 통해 수행 할 수 있다. 
 
1.3 논문의 구성 
본 논문의 구성은 다음과 같다. 2 장에서는 배경지식으로 플래시 
메모리와 저장장치의 구성요소와 동작, 무순서 플래시 메모리 
제어기, 그리고 사건 구동형 시뮬레이션(Event-driven 
simulation)에 대하여 설명한다. 3 장에서는 무순서 플래시 메모리 
제어기 시뮬레이션의 설계와 구현에 대하여 설명한다. 4 장에서는 
구현한 시뮬레이션과 모사 대상 무순서 플래시 메모리 제어기의 
시제품을 동작 시간을 기준으로 비교한 실험을 수행하고 결과를 





제 2 장  배경 지식 및 관련 연구 
 
2.1 플래시 메모리 
플래시 메모리는 전기적으로 내부 데이터를 관리하는 
EEPROM 의 한 종류로 전기적 동작을 통해 쓰기, 읽기, 그리고 
지우기 동작을 전제조건으로 다시 쓰기가 가능한 비휘발성 
메모리이다. 플래시 메모리는 내부 소자의 구성에 따라 NOR 플래시 
메모리와 NAND 플래시 메모리로 나누어진다. NOR 플래시 메모리는 
기존의 SRAM 과 동일한 인터페이스, 빠른 임의 접근 속도를 
제공하여 기존의 내장형 시스템의 코드 보관용으로 사용되어온 
ROM 을 대체하고 있다. NAND 플래시 메모리는 NOR 플래시 
메모리에 비해 단위 용량 당 가격의 경쟁력과 상대적으로 빠른 
쓰기 속도를 제공하여 기존의 내장형 시스템의 데이터 저장용으로 
사용되어온 하드디스크를 대체하고 있다. 본 논문에서는 플래시 
메모리에 기반한 대용량 데이터 저장장치 시스템에 초점을 맞추고 
있으므로 플래시 메모리에 대한 논의를 NAND 플래시 메모리로 
한정하여 진행한다. 
 
2.1.1 NAND 플래시 메모리 
NAND 플래시 메모리는 스마트폰, 태블릿 PC, USB 드라이브와 
같은 소형 내장형 시스템의 데이터 저장매체로 사용되기 시작하여 




고속 인터페이스를 통해 동작하는 대형 기업용 서버의 데이터 
저장매체로 사용영역이 확장되었다. 
NAND 플래시 메모리는 데이터 저장 측면에서의 장점을 통하여 
사용영역의 확장을 이끌었지만 신뢰성 문제를 일으키는 데이터 
관리 측면에서의 단점이 함께 존재한다. 
 페이지와 페이지들의 집합인 블록 단위로 구성되는 NAND 
플래시 메모리는 기존의 메모리와 같이 동일한 주소에 데이터를 
덮어쓰기 할 수 없고 지우기 연산이 이뤄 진 후에 쓰기가 가능하다. 
쓰기 동작은 페이지 단위, 지우기 동작은 블록단위로 이뤄지기 
때문에 플래시 메모리를 이용한 대용량 저장장치는 복잡한 내부 
데이터 관리 방법이 필요하다. 
제조시 수율을 높게 유지해 가격경쟁력의 우위를 점하기 위해 
NAND 플래시 메모리는 생산과정에서의 불량블록을 허용하고있고 
이를 초기불량블록이라고 한다. 또한 초기에 정상인 블록도 
사용과정에서 일정 횟수의 쓰기와 지우기 연산을 거치면서 
불량블록이 될 확률이 높아지는데 저장장치 사용중 발생한 
불량블록을 동작중 블량블록이라고 한다. 안정적인 저장장치의 
사용을 위해서는 이러한 불량블록들의 관리와  정상블록들에 대한 
쓰기-지우기 횟수의 균등화 방법이 필요하다. 
NAND 플래시 메모리에 정상적으로 기록된 데이터도 다양한 
원인에 의해 비트 반전 오류가 발생할 수 있다. 플래시 메모리 
자체는 메모리의 기능만 하기 때문에 비트 반전 오류의 검출과 
정정을 위한 하드웨어 또는 소프트웨어의 지원이 필요하다. 




대용량 저장장치의 요구사항을 만족시키기 어렵다. 칩 하나에서 
얻을 수 있는 데이터 전송속도와 내부 연산의 지연 시간은 빠르지 
않기 때문이다. 
최근의 NAND 플래시 메모리는 공정의 미세화와 생산기술의 
발전으로 가격과 용량으로 대표되는 데이터 저장측면의 장점이 
두드러지고 있지만, 동시에 신뢰성과 복잡성으로 대표되는 데이터 
관리측면의 단점 또한 두드러지고 있고 나아가 사용시의 새로운 
제약사항들과 문제점들이 나타나고 있다. 
MLC NAND 플래시 메모리는 모든 페이지들을 동일한 성능으로 
접근할 수 없고 동일한 신뢰성을 제공하지도 않는다. 짝 페이지 
또는 형제 페이지 관계에 있는 페이지들 중 높은 번호의 페이지에 
대한 플래시 연산 수행 중 시스템의 전원공급이 중단되는 상황이 
발생하면 형제 페이지의 무결성에 문제가 생길 수 있다. 
추가적으로 MLC NAND 플래시 메모리의 경우 번호순서대로 
페이지를 써야하며 연산 진행과정에서 해당 연산과 무관한 
페이지의 데이터가 영향을 받는 문제도 나타난다. 
NAND 플래시 메모리의 이러한 특성들에 대해 장점들은 
극대화하고 단점들은 최소화 하기 위한 하드웨어-소프트웨어 
측면의 접근이 이뤄지고 있다. 
 
2.1.2 NAND 플래시 메모리 내부구조 
NAND 플래시 칩은 여러개의 블록으로 구성되고, 블록은 




저장하는 데이터 영역과 사용자 데이터와 연관된 메타데이터를 
저장하는 예비(Spare)영역으로 구성된다. 데이터 영역의 크기는 
일반적으로 디스크의 섹터 크기의 배수이고, 예비 영역의 크기는 
일반적으로 데이터영역 내 섹터 당 16 바이트이고 메타데이터의 
크기가 증가함에 따라 예비영역의 크기도 증가하는 추세이다. 
읽기와 쓰기의 기본 단위인 페이지는 SLC 의 경우 2KB, MLC 의 
경우 4KB, 8KB 의 크기를 가진다. 소거의 기본 단위인 블록은 
SLC 의 경우 64 개의 페이지, MLC 의 경우 128 개, 256 개가 
포함된다. 이러한 구성은 제조사와 소자의 종류에 따라 상이 할 수 
있다. 
2.1.3 NAND 플래시 메모리 연산 
NAND 플래시 메모리의 연산은 페이지 쓰기, 페이지 읽기, 
그리고 블록 소거 연산을 기본으로 한다. 이 세 가지 플래시 메모리 
연산은 모두 칩 내부의 동작과 앞뒤의 개시단계, 종료단계가 모여 
하나의 원자적인 플래시 메모리 연산을 이룬다. 칩 내부의 동작은 
쓰기, 읽기, 소거 연산 모두 필요하다. 읽기 연산은 대상 페이지에 
해당하는 플래시 내부 트랜지스터의 상태를 읽어 페이지 
레지스터로 전달해야 하고, 쓰기 연산과 소거연산의 경우 대상 
페이지에 해당하는 플래시 트랜지스터의 상태를 바꿔야 하기 
때문이다. 또한 데이터의 흐름 측면에서는 읽기 연산과 쓰기 연산은 
동작에 읽거나 쓸 데이터를 해당 칩의 페이지 레지스터에 전달하는 




연산은 개시단계, 칩 내부동작, 그리고 종료단계의 순서로 진행된다. 
블록 소거 연산은 블록 내의 모든 트랜지스터를 1 의 상태로 
만든다. 소거 연산은 소거 명령에서 시작되며 칩 내부동작의 
지연시간은 약 2ms 정도이다. 이후 소거 동작이 정상적으로 
완료되었는지 확인하는 상태 확인 명령 플래시 칩으로 전달되어 
발생가능한 오류정보들을 보고한다. 
페이지 쓰기 연산은 소거된 후 준비상태인 블록에 포함된 
페이지에 데이터를 쓴다. 개시 단계에서는 대상 플래시 칩의 내부 
페이지 레지스터로 플래시 버스를 통해 데이터를 전달한 후 
프로그램 명령과 프로그램 대상 페이지의 주소 정보가 플래시 
칩으로 함께 보내진다. 프로그램 명령에 의해 데이터는 페이지 
레지스터에서 내부 트랜지스터로 전달된다. 프로그램 지연 시간동안 
해당 칩은 내부 동작상태(Busy State)로 진입한다. 칩 내부 동작이 
끝난 후 종료 단계에서 상태 확인과정이 소거 명령과 동일하게 
진행 된다. 쓰기 연산의 지연시간은 SLC 의 경우 200us, MLC 의 
경우 800us 정도 이다. 
페이지 읽기 연산은 페이지에 적힌 데이터를 읽는다. 개시 
단계에서는 읽기 명령과 대상 페이지 주소가 플래시 칩으로 
전달된다. 플래시 칩은 내부 동작을 통해 대상 페이지의 데이터를 
페이지 레지스터로 전달하고 지연시간이 끝나면 내부 페이지 
레지스터에서 데이터가 읽히게 된다. 읽기 연산의 지연시간은 




이 밖에 단일 칩의 성능 향상과 활용성을 높이기 위한 고급 
연산들로 페이지 복사 연산, 캐쉬 연산, 그리고 다중 플레인 연산이 
있다. 
페이지 복사 연산은 한 페이지의 데이터를 외부에서 받은 
데이터와 함께 같은 칩 내의 다른 페이지로 복사하는 연산이다. 
같은 동작을 기본 동작인 읽기과 쓰기 연산의 조합으로 수행하려고 
하면 읽기 연산을 통해 데이터를 읽고, 읽은 데이터를 변경하고, 
변경한 데이터를 페이지 쓰기 연산으로 써야한다. 이런 경우 
불가피하게 읽기 연산과 쓰기 연산의 과정에서 플래시 버스를 통한 
데이터 전송이 2 번 일어나게 된다. 페이지 복사연산은 이러한 
중복을 없앤 연산으로 버스를 통해 데이터를 읽고 다시 쓸 필요가 
없어 특정 페이지의 내용을 바꿀 경우 더 효율적이다. 페이지 복사 
연산은 대상 페이지의 내용을 페이지 읽기 명령에 의해 페이지 
레지스터로 전달하고 외부에서 가져온 데이터를 바탕으로 페이지의 
일부를 변경한다. 이후 변경된 페이지의 내용은 곧바로 페이지 쓰기 
명령을 통해 페이지에 써지고, 상태 확인 명령을 통해 정상적으로 
써졌는지 확인한다. 
캐쉬 연산은 추가의 페이지 레지스터인 캐쉬레지스터를 도입하여 
칩과 페이지 레지스터, 페이지 레지스터와 버스의 동작이 중첩되어 
수행될 수 있게 하는 연산이다. 플래시 연산들이 부분적으로 




일부가 감추어질 수 있다. 캐쉬 연산의 이점을 누리기 위해선 
연속적인 캐쉬 연산의 블록 주소가 동일해야 하고, 블록 내 페이지 
번호가 1 씩 증가해야 하는 제약에 따라야 한다. 하지만 대량의 
연속적인 플래시 연산이 수행되는 경우에는 캐쉬 연산을 통하여 
효율향상을 극대화 시킬 수 있다. 
다중 플레인 연산은 하나의 플래시 메모리 다이를 이루는 
여러개의 플레인과 페이지 레지스터 사이의 데이터 전달을 
병렬적으로 수행하여 성능을 향상 시키는 연산이다. 이 연산은 
한번의 플래시 연산 지연 시간에 의해 여러 플레인의 페이지 
레지스터와 셀 배열 사이에서 데이터를 동시에 전달할 수 있다. 
따라서 플래시 연산 지연시간이 긴 경우 다중 플레인 연산을 통해 
성능향상을 효과를 얻을 수 있다. 각 플레인에 별도로 존재하는 
페이지 레지스터와 공유하는 외부 인터페이스에 의해 데이터처리는 
병렬적으로 이뤄지고 전송은 직렬화되어 제공된다. 
 
2.2 플래시 메모리 기반 저장장치 
전형적인 플래시 메모리 기반 저장장치를 이루는 주요 











FTL 은 호스트 시스템이 저장장치를 바라보는 관점인 블록 장치 
인터페이스와 실제 플래시 메모리가 제공하는 관점인 플래시 
메모리 인터페이스를 일치시키기 위한 사상정보를 관리한다. 
호스트시스템에서 블록장치의 논리적 블록 주소에 대해 요청한 
읽기 및 쓰기 요청을 처리하기 위하여 FTL 은 플래시 칩의 물리적 
페이지 주소에 대한 일련의 플래시 연산들로 변환한다. 
플래시 메모리 제어기는 하드웨어로 구현되어 플래시 메모리 
칩과 연결되고 데이터의 저장 및 인출과 관련된 칩들의 동작을 
관리한다. 
실제 데이터를 저장하는 플래시 메모리 칩은 규정된 
인터페이스에 의해 플래시 메모리 제어기와 연결된다. 
플래시 메모리 저장장치는 사용환경에 따라 세 가지 구성요소를 
다양한 위상으로 배치시켜 구현할 수 있다. 
내장형 시스템에서 많이 사용되는 그림 1 상단의 구성은 FTL 을 
비롯한 모든 저장장치의 구성 요소들이 호스트시스템의 프로세스의 
제어를 통해 동작한다. 이러한 구성에서 FTL 은 상위 시스템 
소프트웨어인 파일시스템, 가상메모리 시스템, 그리고 데이터베이스 
관리시스템 등에게 블록장치인터페이스를 제공한다. 플래시 메모리 
제어기는 호스트의 프로세서와 연결되는데 메모리접근 
인터페이스를 통하거나, 내장형 프로세서 내부에 플래시 메모리 




그림 1 하단과 같이 일반 컴퓨터에서 많이 사용되는 독립형 
플래시 저장장치인 SSD 의 구성은 제어기와 FTL 이 모두 저장장치 
내에 구현되고 저장장치와 호스트시스템은 규격화된 블록장치 
인터페이스를 통해 연결된다. 이러한 구성은 기존의 호스트시스템에 
저장장치로 통합하기 용이하고 호스트시스템은 전통적인 
인터페이스로 동일하게 플래시 기반 저장장치를 사용할 수 있다. 
 
2.3 저장장치 시뮬레이션 관련연구 
2.3.1 이산사건 시뮬레이션 
모의실험 등으로 불리는 시뮬레이션은 실존하는 시스템을 
직접활용하는 대신 대상 시스템을 수학적 모형을 사용하여 
여러가지 가상실험을 수행하는 것이다. 따라서 시뮬레이션은 크게 




시뮬레이션은 실제 시스템을 이용하는 대신 컴퓨터 모델을 
사용하므로써 실제 시스템을 구성하는데 드는 인력과 경비를 
절약하고 시스템에 영향을 미치는 다양한 변수들을 자유롭게 
설정할 수 있다는 장점이 있다. 따라서 시뮬레이션 대상 시스템의 
자세한 모델을 활용하여 결과를 평가므로써 신뢰성 있는 결과를 
도출 할 수 있다.  
시뮬레이션은 구동하는 그림 2 와 같이 진행기준에 따라 시간에 
따른 구동과 사건에 따른 구동방식이 있다. 
시간에 따른 구동방식은 수학적으로 모델링된 미분방적식 모델을 
수치해석하는 연속시간 시뮬레이션과 상태 다이어그램으로 
모델링된 유한상태기계 모델을 해석하는 이산시간 시뮬레이션으로 
나눌 수 있다. 시간에 따른 구동방식은 시뮬레이션을 일정한 시간 
간격으로 실행시키면서 모델의 수치와 상태를 해석한다. 




사건에 따른 구동방식은 이산사건 시뮬레이션으로 불리며 
시뮬레이션의 대상 시스템의 외부 혹은 내부에서 유의미한 ‘사건’ 
이 일어났을 때에만 모델을 실행시킨다. 사건은 실제 시스템의 
동작을 시뮬레이션의 목적에 따라 추상화 한 신호로, 이산사건이란 
임의의 시각에 불규칙적으로 일어나는 사건을 의미한다. 이산사건 
시스템의 모델링은 시스템을 여러개의 개념적인 부모델을 실제 
시스템에 대응되는 구성요소들로 명세하고 내외부에서 발생하는 
사건들을 식별하는 방식으로 설계된다. 
실제 저장장치 시스템은 외부에서 유입되는 요청들과 요청들을 
처리하는 과정에서 내부 요소들 사이에 발생하는 다양한 사건들의 
추상화만으로도 충분한 수준의 시뮬레이션을 구현할 수 있다. 
저장장치 시뮬레이션을 구현하는데 있어 내부 요소들의 개념적 
모델과 사건들을 식별하므로써 최소한의 모델링 노력과 성능부하로 
가상실험의 높은 신뢰성을 제공하는 저장장치 시뮬레이션을 구현 
할 수 있다. 
 
2.3.2 디스크 저장장치 시뮬레이션 관련연구 
저장장치의 성능평가 혹은 저장장치를 이용하는 소프트웨어의 
성능평가를 위하여 저장장치의 타이밍 모델에 기반한 시뮬레이션이 




동일한 인터페이스를 제공하면서 블록장치 요청에 대한 처리와 
함께 요청의 처리 지연시간을 반환한다. 저장장치 시뮬레이션은 
이러한 타이밍 모델을 바탕으로 저장장치의 처리 지연시간을 
모사하여 실제 저장장치를 이용하는 것과 같은 환경을 제공한다. 
디스크 시뮬레이션에 관한 연구[1]는 장치드라이버, 버스, 제어기, 
어댑터, 디스크를 가정한 보조저장장치 내부 구성요소들을 
소프트웨어 모듈로 구현하였고 대규모 시스템 수준의 
시뮬레이터와의 연동을 위한 고리를 제공하는 사건 구동형 디스크 
저장장치 시뮬레이션이다. 그러나 시뮬레이션의 결과를 
가상시간으로 제공하기 때문에 실제 시스템에 온라인으로 연결되어 
요청을 처리하는 방식으로는 사용할 수 없어 주로 다른 
시뮬레이션에서 타이밍 모델을 이용하기 위한 목적으로 연동시켜 
사용한다. 
실시간 온라인 디스크 저장장치 시뮬레이션에 관한 연구[2]는 
디스크 저장장치와 호스트 시스템을 별도의 컴퓨터로 분리하고 
블록장치 인터페이스로 연결하여 호스트 시스템에서 실제 
블록장치를 이용하는 것과 같은 시뮬레이션 환경을 제공하였다. 
[1]의 타이밍 모델을 사용하였고 실제 동작 성능을 보장하기 
위하여 저장장치로 구현된 컴퓨터에서 동작하는 저장장치 
시뮬레이터가 DRAM 상에서 캐싱되는 크기만큼의 저장장치 용량을 




분리시켜 호스트 시스템의 동작에 의한 시뮬레이션의 불확실성을 
제거하려고 시도하였지만 저장장치 시뮬레이션이 동작하는 
컴퓨터에서 시스템 소프트웨어의 간섭으로 인한 불확실성에 대한 
언급은 없었다. 
 
2.3.3 플래시 메모리 시뮬레이션 관련연구 
플래시 메모리와 그에 기반한 저장장치의 성능평가 및 신뢰성 
평가를 위하여 플래시 메모리의 시뮬레이션을 사용할 수 있다. 
성능평가를 위한 시뮬레이션은 기존의 디스크 시뮬레이션에 
사용되었던 타이밍모델에 플래시 메모리 모델을 적용하여 
사용하거나 플래시 메모리 칩 수준의 물리적 요소들을 세밀히 
모델링하여 새로운 플래시 메모리 시뮬레이션이 구현되기도 하였다. 
[3]은 기존의 디스크 시뮬레이션에 사용된 환경에서 
타이밍모델을 플래시 메모리에 맞게 수선하여 구현되었다. 기존의 
디스크 시뮬레이션과 마찬가지로 실시간 저장장치 성능비교를 위한 
용도 보다는 모델에 기반한 요청의 처리시간을 구할 수 있다. 
[4]은 플래시 메모리 저장장치의 칩-버스 수준 타이밍 모델과 
기본 플래시 연산들과 고급 연산들을 동작상태 다이어그램으로 
모델링 하여 내부 모델의 시간지연을 반영한 시뮬레이션을 




부터 측정한 타이밍 모델을 바탕으로 연산의 진행에 따른 세부적인 
상태전이를 모델링하여 정확한 플래시 메모리 저장장치의 요청 
처리결과를 반환하였다. 
[5]은 호스트시스템을 가상머신으로 가정하고 시뮬레이션이 
구동되는 실제 호스트시스템의 램 디스크를 이용하여 플래시 
메모리 기반 저장장치의 사용환경을 가상머신에 제공하였다. 
호스트시스템 내에서 소프트웨어적으로 수행되는 가상머신을 
이용하여 가상의 저장장치 동작의 상태를 실시간으로 파악하고 
성능을 평가하는데 이용하였다. 
 
디스크 및 플래시 저장장치의 시뮬레이션에 관련된 연구는 크게 
정확한 타이밍 모델을 제공하는 것과 대상 저장장치의 성능 및 
신뢰성 특성을 반영하여 실제 호스트시스템에 블록장치 디바이스로 
제공하는 방향으로 진행되어왔다. 하지만 성능평가의 목적인 경우 
저장장치 시뮬레이션 동작의 시간적 정확성 제공이 제한적인 
경우가 많고 신뢰성평가 목적으로는 연구되어있는 저장장치의 
시뮬레이션이 없는 실정이다. 
본 논문에서 제안하는 무순서 플래시 메모리 제어기의 
시뮬레이션을 통하여 성능과 신뢰성을 평가할 수 있는 환경을 




제 3 장  무순서 플래시 메모리 제어기 
3.1 플래시 메모리 연산 실행 모델 
하나의 디스크 헤드를 통해 데이터를 읽고 쓸 수 있어 병렬성이 
제한되는 하드디스크와 달리 플래시 메모리를 기반으로 하는 
저장장치는 다수의 칩들을 독립적으로 동작시킬 수 있기 때문에 
활용할 수 있는 병렬성이 높다. 연산의 수행 제약에 따라 다수의 
칩을 병렬적으로 활용하는 방법은 다양하게 나뉠 수 있다. 
플래시 칩을 동작시키는 관점에서 전체 칩의 개수는 제어기에서 
칩으로 데이터를 전송하는 버스의 수와 버스를 공유하는 칩들의 
개수로 결정된다. 데이터를 처리하는 플래시 메모리 칩들은 
독립적으로 동작할 수 있지만 데이터를 전송하는 버스는 칩들간에 
공유되기 때문에 플래시 메모리 칩을 병렬적으로 활용하는 문제는 
데이터를 전송하는 버스를 활용하는 문제와 버스를 공유하는 
다수의 칩을 활용하는 문제로 분리된다. 
데이터를 전송하는 플래시 메모리 버스는 독립된 칩들과 
연결되어 있다. 따라서 플래시 메모리 버스에 연결된 칩들을 
활용하는 방법은 한 번에 하나의 연산으로 처리 하므로써 플래시 




버스를 순차적으로 동작시키는 방법과 여러 플래시 연산에 대해 
여러 버스를 함께 동작시키는 병렬적 실행방법으로 분리된다. 
플래시 버스를 순차적으로 동작시키는 버스에 연결된 플래시 칩들 
중 한번에 하나의 칩만 동작하기 때문에 칩을 병렬적으로 사용하는 
경우에 대해서는 고려할 필요가 없다. 한편, 버스를 공유하는 
플래시 메모리 칩들을 활용하는 방법은 동작의 중첩 여부와, 개시와 
완료순서의 일치 여부에 따라 순차실행, 순서중첩실행, 그리고 
무순서 중첩 실행 모델로 정의된다. 플래시 메모리 연산의 
실행모델은 프로세서에서 명령어를 실행하는 모델과 유사하다. 
무순서 플래시 메모리 제어기의 설계시 다수개의 플래시 메모리 
연산을 수행하는 경우 칩의 지연시간 동안 공유되는 버스를 
활용하기 위하여 전체 플래시 연산에서 개시단계와 종료단계를 
분리하였다. 두 단계를 구분하게 될 경우 칩만 활용하는 내부 
동작과 칩과 버스를 활용하는 개시 및 종료 단계를 구분하여 
버스와 칩 활용의 병렬성을 높일 수 있다. 
플래시 연산을 나누어 처리하는 경우 나누어진 연산의 처리 
순서에 관한 문제가 새롭게 등장한다. 제어기의 처리 방식에 따라 
구분된 연산들의 처리를 원래 연산의 순서와 동일하게 할 수도 
있고 반대로, 순서를 강제하지 않을 경우 칩의 처리 시간과 버스의 





무순서 플래시 메모리 제어기 설계에서는 플래시 연산을 개시와 
종료단계로 나누어 버스를 공유하는 칩들 사이에 다수의 연산을 
중첩 실행하는 기준과, 요청된 플래시 연산의 순서와 단계별 개별 
연산의 순서를 일치시켜 실행하는 기준에 따라 순차 실행과, 순서 
중첩 실행, 그리고 무순서 중첩 실행 모델로 나누었다[6]. 
 
3.2 제어기의 설계 및 구현 목표 
무순서 플래시 메모리 제어기는 아래와 같은 설계 및 구현 
목표를 설정하였다. 
1) 다수개의 플래시 메모리 칩을 최대한 활용하는 병렬성 확보 
2) 제어기와 플래시 메모리 관리 소프트웨어 사이의 
인터페이스를 정의하여 상호간 독립성 확보 
3) 저장장치의 다양한 내부구조 변화에 대응할 수 있는 제어기 
모듈성과 확장성 확보 
4) 상위의 FTL 과 저장장치 사용환경에 따른 요청 처리 방법의 
다양성 확보 
5) 실행 제약조건에 따른 실행 모델을 지원하기 위한 제어기 
내부구조 모듈성과 확장성 확보 
이러한 목표를 달성하기 위하여 무순서 플래시 메모리 




1) 병렬성 확보를 위하여 플래시 요청들의 처리 순서에 대한 
제약을 최소화함으로써 플래시 연산이 효율적으로 처리 될 
수 있도록 하였다. 
2) 플래시 연산의 효율적인 스케줄링을 위하여 필요한 요청의 
종류, 버스와 칩의 상태 등이 가장 잘 관찰되는 하드웨어 
단계에서 스케줄링을 전담하게 하였다. 
3) FTL 과 플래시 메모리 제어기 사이의 인터페이스를 패킷 
인터페이스로 정의하여 상호간의 모듈성, 내부적 확장성, 
기능적 재사용성을 높였다. 패킷 인터페이스를 따르는 
어떠한 FTL 도 무순서 플래시 메모리 제어기를 이용할 수 
있다. 
4) 설계한 제어기를 실제 FPGA 상에 구현하므로써 동작의 
정확성과 성능의 향상을 확인하였다. 
5) 플래시 요청들을 작업단위에 따라 분류한 ‘스트림’ 을 
정의하고 스트림간의 우선순위 처리를 지원하여 FTL 이 
다수개의 플래시 메모리 칩의 병렬성을 최대한 활용할 수 
있게 하였다. 
 
위에서 정의한 무순서 플래시 메모리 제어기 설계와 구현 시의 





3.3 무순서 플래시 메모리 제어기의 구조 
무순서 플래시 메모리 제어기는 하드웨어로 구현되어 플래시 
버스와 칩의 상태를 확인하며 요청들을 스케줄링 하기 때문에 
버스와 칩을 효율적으로 사용할 수 있다. 요청의 스케줄링을 
소프트웨어가 담당하는 하드디스크와 달리 플래시 메모리 제어기를 
하드웨어로 구현하는 이유는 플래시 메모리 연산이 마이크로초 
단위이기 때문에 밀리초 단위인 하드디스크에 비해 가용한 
스케줄링 시간이 짧기 때문이다. 
FTL 과 무순서 플래시 메모리 제어기는 쌍으로 구성된 입력-
출력 선입선출 큐로 연결된다. 각 선입선출 큐를 통과하는 정보는 
FTL 이 제어기에 전달하는 플래시 요청 패킷과 제어기가 FTL 에 
전달하는 플래시 응답 패킷이다. FTL 이 제어기에 보내는 모든 
연산은 패킷의 형태로 전달된다. 
패킷 인터페이스로 분리된 FTL 과 플래시 메모리 제어기는 
최대한의 요청들을 추출하는 작업과 최대한의 요청들을 처리하는 
작업에 집중할 수 있다. 이를 통해 FTL 은 요청들의 스케줄링은 
신경쓰지 않고 사상, 쓰레기 수집, 마모 균등화와 같은 플래시 




무순서 플래시 메모리 제어기는 입력 선입선출 큐를 통해 
입력받은 패킷을 해석하여 예약 스테이션으로 이동시킨다. 예약 
스테이션에 위치한 요청 패킷은 동적 스케줄러에 의해 선택되어 
연산이 수행될 대상 플래시 칩으로 전송될 때까지 대기한다. 쓰기 
요청의 경우 헤더와 데이터로 분리되어 헤더는 예약 스테이션으로 
데이터는 버퍼로 이동하여 실제 데이터 전송 필요시 버퍼에서 
칩으로 전송된다. 
동적 스케줄러는 버스와 칩들의 상태를 확인하면서 예약 
스테이션에 위치한 요청들을 선택하여 요청을 처리할 대상 칩으로 
보낸다. 칩이 연산을 수행하지 않는 준비상태가 되면 동적 
스케줄러는 저수준 플래시 메모리 제어기로 개시단계 요청을 
전송한다. 칩에서 요청을 처리하여 지연시간이 흐른 후 해당 칩이 
다시 준비 상태가 되면 동적 스케줄러는 해당 칩에 종료단계 
요청을 보낸다. 개시단계 요청, 플래시 칩 처리, 종료단계 요청이 
하나의 전체적인 플래시 요청을 이룬다. 플래시 칩은 처리지연시간 
동안에는 다른 칩과 공유하는 버스를 사용하지 않는다. 동적 




스케줄러는 이러한 버스와 칩의 상태를 확인하고 요청을 처리하고 
있지 않은 다른 칩에 다른 플래시 요청을 보낸다. 
플래시 요청들이 처리된 후 위치하는 재정렬 버퍼는 동일 한 
스트림에 속한 플래시 요청 패킷이 제어기에 전달된 순서로 FTL 에 
응답되도록 재정렬하는 역할을 한다. 이는 동적 스케줄링 
프로세서에서의 재정렬 버퍼와 마찬가지로 완료된 연산을 저장하고 





제 4 장  무순서 플래시 메모리 제어기  
시뮬레이션 
4.1 시뮬레이션 설계 및 구현상의 목표 
플래시 메모리 제어기 시뮬레이션의 설계 및 구현 대상을 무순서 
플래시 메모리 제어기[6]를 모델로 선정하였다. 개발 보드상에 
FPGA 로 구현한 무순서 플래시 메모리 제어기는 시뮬레이션의 
구현과 동작 결과를 비교할 수 있다. 플래시 메모리 제어기 
시뮬레이션의 설계 및 구현 목표로 삼은 점들은 다음과 같다. 
(1)  플래시 메모리 제어기의 시뮬레이션은 시간 측면과, 기능 
측면으로 나누어 구현되어야 한다. 시뮬레이션을 통해 제어를 
모사하게 되는 플래시 메모리는 다양한 성능을 가질 수 있다. 
따라서 제어기의 성능을 결정하는 시간 측면과, 결과를 
결정하는 기능 측면은 분리되어 구현하여야 한다. 
(2)  플래시 메모리 제어기의 시뮬레이션은 실시간으로 동작해야 
한다. 실시간으로 동작하는 시뮬레이션을 통해 벤치마크를 
통한 저장장치 성능평가에 이용할 수 있다. 이를 위해 
시뮬레이션은 실제 플래시 메모리의 칩의 연산 지연시간을 
바탕으로 FTL 의 플래시 요청들에 실시간으로 응답해야 한다. 
(3)  플래시 메모리 제어기의 시뮬레이션은 플래시 메모리 칩과 




모사하는 제어기 시뮬레이션을 이용하여 플래시 메모리 
소프트웨어의 신뢰성을 테스트 할 수 있다. 따라서 플래시 
메모리의 비동기적 외부오류와 동기적 내부오류를 모사하고 
이를 플래시 메모리 소프트웨어에 전달 하므로써 신뢰성을 
테스트할 수 있도록 해야한다. 
 
위와 같은 설계 및 구현 목표를 달성하기 위하여 아래와 같은 
설계상의 결정을 하였다. 
(1)  실시간 동작을 위하여 다중 프로세서 코어 동작환경에서 
두 개의 코어를 성능카운터를 확인작업과 
데이터전송작업으로 각각 분할하여 활용하였다. 또한 
시간을 정밀하게 측정하는데 있어 방해가 될 요소들을 
사전에 식별하여 실시간 동작에 영향을 받지 않도록 하였다. 
(2)  기존의 하드웨어로 구현된 무순서 플래시 메모리 제어기의 
아키텍쳐를 바탕으로 시간과 기능 측면을 분리하여 
시뮬레이션 설계에 반영하였다. 
(3)  플래시 메모리의 오류상황을 체계적으로 분류한 오류 





4.2 시뮬레이션 전체 아키텍쳐 
본 절에서는 3 장에서 살펴본 무순서 플래시 메모리 제어기의 
실제 아키텍쳐와 시뮬레이션으로 구현된 아키텍쳐를 비교하여 
4.1 절의 설계 및 구현 상의 목표가 어떻게 반영되는지 살펴보도록 
한다. 
그림 5 는 플래시 메모리 제어기 시뮬레이터를 저장장치 내부의 
관점에서 조망한다. 시뮬레이터를 구성하는 모듈들은 세가지 목적에 
의하여 분류된다. 하드웨어 모델링 모듈은 무순서 플래시 메모리 
제어기의 실제 하드웨어 동작을 모사하기 위한 모듈들의 집합이다. 
시점 시뮬레이션 모듈은 무순서 플래시 메모리 제어기 동작의 















































오류 발생기 모듈은 플래시 메모리 동작을 기준으로 내외부에서 
발생하는 오류들을 모사하기 위한 모듈들의 집합이다. 각 모듈들은 
요청과 응답, 질의와 결과반환을 주고 받고 서로간의 
정보업데이트와 동기화를 반복하며 시뮬레이션을 진행한다. 
 
4.2.1 시점 시뮬레이션 
시점 시뮬레이션 모듈집합은 무순서 플래시 메모리 제어기 
동작의 시간지연 특성을 실제시간 지연방식으로 모사한다. 
시점 정렬 유닛은 외부에서 들어온 요청에 대해 발생시점을 
판단하여 처리요청 시간을 조정한다. 실제 요구되는 처리 시간과 
제어기로 입력된 요청의 처리시간의 차이를 보상하기 위한 
모듈이다. 시뮬레이션 과정에서 발생 가능한 시간 차이를 
보상하므로써 정확도를 높이기 위한 목적이 있다. 
사건 큐는 시점 정렬 유닛을 통해 처리 시간이 조정된 요청들이 
저장되는 큐이다. 큐에 저장된 요청들은 미리 측정된 플래시 
메모리의 동작시간지연에 의해 하나의 요청이 모사하는 동작시간이 
결정된다. 특정시점에 외부에서 발생하는 비동기적 오류를 모사하는 
경우, 비동기 오류 발생기로부터 오류 발생 요청을 받아 처리한다. 




내부의 요청들을 오류 이전의 요청과 오류 이후의 요청을 나누게 
된다. 
시점모델은 동작을 모사하는 대상 플래시 메모리의 
동작시간지연을 미리 측정한 값의 집합이다. 읽기, 쓰기, 소거 등 
동작과 칩과 버스를 사용하는 상태의 변화에 따른 단계별 
지연시간을 반영한다. 사건 큐의 동작들은 외부에서 유입되어 
동적스케줄러에 의해 스케줄링 될때까지 동작 지연시간은 결정되어 
있지 않다. 이때 사건큐의 요청들은 시뮬레이션 대상 플래시 
메모리의 시점 모델을 참조하여 요청의 시간지연을 결정한다. 
 
4.2.2 하드웨어 모델링 
하드웨어 모델링 모듈집합은 무순서 플래시 메모리 제어기의 
실제 기능적 동작을 모사한다. 
플래시 메모리 모듈은 메모리 상에 모사된 플래시 메모리의 
기능적 모델이다. 플래시 메모리로 전달되는 데이터 요청들은 
플래시 메모리 모듈이 동작하는 메모리 공간상에서 모사되어 실제 
데이터의 저장과 인출의 모사는 메모리의 입출력으로 처리한다. 
작업큐는 실제 무순서 플래시 메모리 제어기에서 외부 요청들을 
임시로 저장하고 있는 예약스테이션을 모사한다. 작업큐의 요청들은 




부터 정보를 받아 들여 수행가능한 요청을 플래시 
동작수행유닛으로 보낸다. 
플래시 요청스케줄러는 동적스케줄러, 각 칩별로 유지되는 요청큐, 
플래시 칩과 버스의 상태정보로 구성된다. 동적스케줄러는 작업큐에 
저장된 요청들 중 수행가능한 요청을 선택하여 해당 칩의 요청큐로 
보내어 처리한다. 요청큐는 플래시 동작을 무순서로 수행할 때 
칩별로 유지하는 선입선출큐이다. 해당 동작이 완료되었음을 
동작수행유닛으로부터 보고받고 외부로 응답을 전송한다. 
플래시 동작수행유닛은 작업큐에 있는 요청 중 요청스케줄러에 
의해 선택된 요청을 수행하는 동작을 모사한다. 요청 스케줄러에는 
버스와 칩의 상태를 갱신하기위한 정보를 전송하고 플래시 메모리 
모듈의 정보를 갱신한다. 
 
4.2.3 오류 발생기 
오류 발생기 모듈집합은 플래시 메모리의 동작중 발생하는 




Yun[7]은 플래시 메모리 동작 중 발생가능한 모든 오류 상황을 
분류한 Abstract Fault Model 을 제시하였다. 본 시뮬레이션의 오류 
발생기 모듈은 위의 오류상황 분류를 적용하여 내부적으로 
발생하는 동기적 오류와 외부적으로 발생하는 비동기적 오류를 
구분하여 모듈집합을 작성하였다.  
 
내부적으로 발생하는 동기적 오류는 오류 발생기의 동기적 오류 
발생기 모듈에 의해 발생된다. 동기적 오류 발생기는 플래시 동작 
실행유닛이 동작을 실행할때 해당 동작의 오류 여부를 묻는 질의에 
대해 오류 확률에 의해 질의 결과를 되돌려준다. 
외부적으로 발생하는 비동기적 오류는 오류 발생기의 비동기적 
오류 발생기 모듈에 의해 발생된다. 비동기적 오류 발생기는 오류 
발생요청을 사건큐로 전송한다. 비동기적 오류 발생 요청을 
전달받은 사건큐는 오류 요청을 기준으로 이전 요청과 이후 요청을 
결정할 수 있다. 
  




4.3  시뮬레이션 구현 
본 시뮬레이션은 플래시 메모리 제어기 동작에 있어서 칩 수준의 
모든 동작을 ‘사건’ 으로 다루고 상호 이산적 사건의 발생, 
발생으로 인한 시간의 지연, 사건의 발생으로 인한 후속 사건의 
인과적 발생으로 모델링 한 이산-사건구동형 고해상 실시간 지연 
시뮬레이션으로 설계되었다. 본 절에서는 4.2 절에서 설명한 위의 
시뮬레이션 아키텍쳐의 실제 구현내용을 설명한다. 
 
4.3.1 시점 시뮬레이션 
시뮬레이션은 플래시 메모리 제어기의 실제 동작 지연시간을 
실제 시간 흐름으로 재연하는 역할을 한다. 이를 위해 실제 동작을 
시뮬레이션 내부에서 발생하는 ‘사건’ 으로 정의하고, 지연시간의 
수치를 파악하고, 파악한 수치를 시뮬레이션 내부에서 다시 실제 
시간의 흐름으로 재연하고, 인과적으로 발생하는 후속사건으로 
처리하는 과정을 반복해야 한다. 
시점 시뮬레이션은 동작별 지연시간의 분포를 시뮬레이션의 
시간지연의 근거자료로 활용하였고 실제 시간 시간흐름의 재연은 






 시뮬레이션 이산사건의 분류 
본 시뮬레이션의 시간 흐름과 관계있는 사건은 칩의 내부 동작과 
데이터 전송단계로 구분된다. 데이터 전송은 읽은 데이터나 쓸 
데이터를 외부 혹은 칩으로 전송하는 단계로 버스와 칩을 모두 
사용한다. 칩의 내부 동작은 데이터를 버퍼로 읽어내거나 버퍼의 
데이터를 쓰는 단계로 동작을 수행하는 해당 칩만 사용한다. 
플래시 칩에서 수행하는 명령은 모두 위의 두 동작으로 구분할 
수 있다. 읽기 동작은 페이지에서 버퍼로 데이터를 읽어오는 칩 
내부 동작단계와 버퍼로 읽어온 데이터를 버스를 통해 외부로 
전송하는 데이터 전송단계로 나눠진다. 쓰기 동작은 페이지에 쓸 
데이터를 버스를 통해 버퍼로 전송하는 데이터 전송단계와 버퍼에 
전송된 데이터를 페이지에 쓰는 칩 내부 동작단계로 나눠진다. 소거 
동작은 데이터 전송 없이 소거 대상 블럭의 값을 모두 1 로 바꾸는 
칩 내부 동작으로만 구성된다. 
별개의 사건으로 분리된 칩 내부 동작과 데이터 전송 동작은 
동적스케줄러에 의해 역시 별개로 스케줄링된다. 동적스케줄러는 
버스와 칩의 상태를 보면서 현재 상황에서 수행가능한 동작을 
선택하게 된다. 수행 동작의 종료와 함께 전체 시뮬레이션의 상태가 
변화하여 새로운 사건이 인과적으로 발생하게 된다. 
 




이산사건은 시작시점과 종료시점이 이산적으로 정의된 사건이다. 
사건의 지연시간은 이산적으로 정의 된 시작시점과 종료시점의 
차이로 정의한다. 실시간으로 동작하는 시뮬레이터는 모사중인 실제 
사건에 대하여 실제 시간으로 지연시간이 흐른 후 완료 처리를 
해야한다. 
앞서 정의한 칩 수준 이산사건의 지연시간은 플래시 칩의 동작 
지연시간이다. 플래시 메모리 제어기의 실제 제어 대상 플래시 칩의 
동작 지연시간을 측정하여 페이지 읽기 및 쓰기와 블럭 소거 
동작의 동작별 지연시간 분포를 구하여 사건 지연시간의 자료로 
사용하였다. 
실제 플래시 칩의 동작 지연시간을 측정하기 위하여 오픈 
플랫폼의 개발보드 상에 장착된 상용 낸드 플래시 칩을 사용하였다. 
 
 시간지연의 재연 
실제 시간 흐름의 재연은 시간 흐름을 파악할 수 있는 시간의 
‘기준’ 이 있어야 한다. 이산 사건의 시작 시점을 ‘기준’ 으로 
정해진 지연시간이 흐른 후 목표 종료시점에 해당 사건의 
종료처리를 해야하기 때문이다. 
실제 시간의 흐름을 파악하기 위한 기준 시계로 현재 개인용 
컴퓨터에서 활용할 수 있는 프로세서의 타임스탬프카운터를 




간격으로 값이 증가하는 특수목적 레지스터인 타임스탬프카운터가 
벽시계로 활용할 수 있도록 제공되고 있다. 본 시뮬레이션에서는 
이산사건의 시작을 기준으로 정해진 시간 만큼의 흐름을 파악할 수 
있도록 성능카운터 레지스터 값의 증가속도를 고려하여 예상하는 
값보다 크거나 같아지는 종료시점까지 성능카운터를 반복하여 
확인하는 방법으로 시간흐름을 처리하였다. 
성능카운터를 반복하여 확인하는 작업과 시뮬레이션 작업 처리가 
스케줄링으로 인하여 서로 시간적 영향을 주는 상황을 예상할 수 
있다. 이로 인하여 시간확인의 정밀성과 시뮬레이션의 시간적 




정확성이 영향을 받지 않도록 성능카운터를 반복 확인하는 작업은 
메모리 전송 작업과 분리하여 그림 7 과 같이 해당 프로세스에 
별도의 프로세서 코어를 할당하였다. 
 
 인과적 후속 사건의 처리  
발생한 이산사건이 시간 지연후 종료되면 시뮬레이션의 상태가 
바뀌고 사건의 발생으로 인한 인과율에 따라 후속사건이 발생하게 
된다. 새로 발생하는 후속사건은 다시 사건 큐로 삽입되어 
동적스케줄러의 선택을 기다리게 된다. 
 
플래시 메모리 제어기의 동작과정에서 발생하는 시간흐름과 
관련있는 모든 사건은 사건 큐에 입력되어 대기하고 출력되어 
처리된다. 사건으로 인한 지연시간의 대부분은 플래시 칩의 동작 
지연시간으로부터 기인한다. 처리된 사건으로 말미암아 인과적으로 
발생하게 될 새로운 사건들은 다시 사건 큐에 입력되어 처리를 
기다린다. 읽기 동작의 경우 칩 내부 동작 후 데이터 전송 동작을 
기다리게 되고 쓰기 동작의 경우 데이터 전송 동작 후 칩 내부 




4.3.2 하드웨어 모델링 
하드웨어 모델링 모듈집합은 무순서 플래시 메모리 제어기의 
실제 기능적 동작을 모사한다. 각각의 모듈은 스레드로 분리되어 
동작하고 모듈간에는 메모리 공간을 공유하여 통신한다. 본 
절에서는 4.2.2 절에서 소개한 하드웨어 모델링 모듈집합의 
상호작용을 설명하여 제어기 동작의 모사를 설명한다. 
 
 작업 큐와 사건 큐의 동기화 
사건 큐는 전체 플래시 메모리 제어기 시뮬레이션의 사건들을 
담고있다. 시뮬레이션의 사건들은 플래시 동작의 개시와 종료, 
임의의 시간에 비동기적으로 발생하는 외부오류와 같은 제어기 
내외부의 의미 있는 상태변화를 말한다. 사건 큐로 입력되는 사건은 
FTL 에서 제어기로 입력되는 패킷형태의 요청, 
비동기오류발생기에서 발생시킨 오류가 있다. 시뮬레이션에서 
일어나는 일련의 사건들은 사건 큐에서 유지되고 이들 중 제어기 
요청은 작업 큐와 사건 큐의 동기화를 통하여 작업 큐로 이동한다. 
 




작업 큐는 시뮬레이션의 사건들 중 플래시 메모리 제어기에 
입력된 요청들을 담고있다. 이 요청들은 동적스케줄러의 선택에 
의해 처리된다. 동적스케줄러가 선택한 요청은 플래시 
동작수행유닛으로 전달되고 동작수행유닛은 플래시 메모리 모듈과 
해당 요청과 관련된 데이터 전송작업을 수행한다. 
데이터 전송작업은 시뮬레이션의 진행과 독립적으로 진행할 수 
있도록 그림 8 과 같이 데이터 전송을 위한 별도의 프로세서 코어를 
할당하였다. 할당된 데이터 전송용 프로세서 코어는 플래시 요청에 
따르는 데이터 전송을 전송큐의 우선순위에 따라 섹터단위로 
수행하고 모두 전송하면 다음 우선순위의 데이터를 전송한다. 
데이터 전송 큐의 자료구조는 페이지와 버퍼를 모사하는 메모리 
주소와 섹터단위의 남은 전송량을 가지고 우선순위에 따라 큐 
내부에 정렬한다. 
 
 플래시 동작수행유닛의 플래시 상태 변경 




플래시 동작수행유닛은 동적스케줄러에 의해 작업큐에서 
전달받은 요청에 따라 플래시 메모리 모듈과 데이터 전송작업을 
수행하고 그에 따른 플래시 칩의 요청 큐, 칩과 버스의 상태를 
갱신한다. 
 
 동적스케줄러의 작업 큐 요청 선택 
동적스케줄러는 스케줄링 정책에 따라 작업 큐 내부의 요청들 
가운데 처리할 요청을 선택한다. 스케줄러는 칩과 버스의 상태를 
관찰하면서 수행이 가능한 요청들을 식별하고 가능한 요청들의 






4.3.3 오류 발생기 
오류 발생기 모듈 집합은 플래시 메모리 동작 중 발생하는 
오류들을 모사한다. 플래시 메모리에서 발생하는 오류와 그로 인한 
플래시 메모리의 상태를 분류한 [7]에 따라 본 시뮬레이션 에서는 
비동기적 오류와 동기적 오류를 발생시키는 모듈을 분리하여 
구현하였다. 
 
 비동기적 오류 발생기와 오류의 처리 
비동기적 오류는 플래시 메모리의 내부 동작과 관계 없이 임의의 
시간에 외부로부터 발생하는 오류이다. 이와 같은 오류로 전원 
오류를 들 수 있다. 전원 오류는 플래시 내부 동작과 별도의 인과 
상황으로 인하여 발생하기 때문에 해당 오류는 시뮬레이션 전체의 
사건으로서 사건 큐에 입력되어 처리된다. 사건 큐에 입력된 전원 
오류는 오류의 해당 시간에 발생이 모사되어 현재 제어기 내부에 
입력되어 외부로 응답하지 않은 처리중인 요청들을 파악한다. 
 
 동기적 오류 발생기와 오류의 처리 
동기적 오류는 플래시 메모리의 내부 동작시 소자의 물리적 
특성에 따라 동작시점에 발생하는 오류이다. 이와 같은 오류로는 




고정되는 영구적 오류를 들 수 있다. 이들 동기적 오류는 플래시 
내부 동작이 오류의 인과 상황으로 작용하기 때문에 해당 오류는 
작업 큐에서 플래시 동작이 수행되는 시점에 입력되어 처리된다. 
플래시 동작의 수행시점에 발생한 동기적 오류는 오류 내용에 따라 






4.4 실시간 시뮬레이션의 정확성과 예측가능성 
실시간 시뮬레이션의 정확성을 보이기 위해서는 입력 작업부하의 
시간 지연을 모사 하는 시뮬레이션 내부 작업의 스케줄링이 
가능함을 보여야 한다. 본 절에서는 시뮬레이션이 실시간으로 
동작할 수 있음을 보이기 위하여 시간 파악의 정확성 및 
시뮬레이션의 예측가능성과 관련된 이슈들을 파악하고 대책에 
대하여 논의한다. 
 
4.4.1 시간 파악의 정확성 
본 시뮬레이션에서는 시간흐름 확인하기 위하여 벽시계로 
프로세서의 타임스탬프카운터 레지스터를 확인한다. 따라서 시간 
지연을 정확하게 모사하기 위해서는 시간 흐름의 기준이 되는 
벽시계를 확인하는 작업의 빈도가 중요하다. 레지스터를 충분한 
빈도로 확인하지 못하면 긴 확인 주기로 인해 시간 파악의 오차가 
생길 수 있고 누적되어 시뮬레이션의 시간적 정확성에 문제를 
일으킬 수 있기 때문이다. 
시간 흐름을 파악하는 프로세스에서 레지스터를 확인하는 빈도에 
영향을 미치는 요소들을 다음과 같이 분류하였다. 
 




실시간으로 동작하는 시뮬레이션에서 현재 시간을 파악하는 
작업의 주기에 따라 시간 처리의 정확성이 결정된다. 어떠한 실시간 
작업이 제한 시간안에 처리되어도 현재 시간을 확인하는 작업이 
늦어지면 후속 작업 시점의 정확성에 영향을 미칠 수 있기 
때문이다. 시간파악의 정확성에 영향을 미치는 첫번째 요소는 
운영체제의 스케줄링으로 인한 시간 파악의 지연이다. 
현대의 운영체제 내부 작업단위인 프로세스는 프로세서를 
무한하게 사용할 수 없다. 운영체제의 관리하에 있는 많은 
프로세스가 시간을 분할하여 프로세서를 공유하기 때문이다. 
프로세스는 운영체제로 부터 일정한 시간을 할당 받아야 
프로세서를 사용할 수 있고 할당 받은 시간이 만료되면 운영체제가 
프로세서를 회수하거나 자신의 요청에 의해 프로세서를 
운영체제에게 반환하게 된다. 프로세서를 돌려 받은 운영체제는 
자신의 인스트럭션을 실행할 준비를 하고 기다리고있는 준비 
목록의 프로세스들 가운데 하나를 선택하여 프로세서를 할당한다. 
프로세서를 프로세서할당받은 프로세스는 다시 운영체제에게 
프로세서를 돌려 줄 때까지 자신의 코드를 실행한다. 이것이 
운영체제의 전형적인 프로세서 스케줄링이다. 
프로세스가 운영제체에 의해 프로세서를 회수 당하고 다시 
스케줄링 될 때 까지의 지연시간은 밀리초 단위까지 길어질 수 




메모리 제어기 시뮬레이션에서 시간 확인작업을 위해 프로세서 
코어를 할당받은 프로세스가 운영체제의 스케줄링에 따라 
프로세서를 회수당하지 않도록 해야한다. 
본 시뮬레이션에서는 이를 위해 리눅스 부팅 설정시 시간 
확인작업을 전담할 프로세서 코어를 운영체제가 시간을 분할하여 
스케줄링 하지 못하도록 코어를 스케줄링에서 고립시켰다. 고립된 
코어는 수행시 해당 코어를 지정한 프로세스만이 사용할 수 있고 
스스로 작업을 마치고 코어를 내놓기 전까지는 운영체제에 의해 
선점되지 않는다. 이와 같이 고립시킨 코어에서 시간을 확인하는 
간격은 96% 이상 10 나노초 이하를 보장한다. 
 
 코어들 간의 계수 오차 
시뮬레이션의 실행 환경인 인텔의 제온 E5 1620 프로세서는 총 
4 개의 코어를 제공한다. 4 개의 코어들은 시간에 따라 값이 
증가하는 타임스탬프카운터(Time Stamp Counter) 레지스터를 
비롯한 물리적 상태 레지스터를 각각 갖고있다. 각 코어들이 상호 
독립적으로 동작하기 때문에 작용하는 물리적 환경에 차이가 생길 
수 있다. 현재 인텔에서는 코어 간 타임스탬프카운터 레지스터의 
계수 오차가 없다고 보장하지 않고 있다. 따라서 2 개 이상의 
코어를 사용하는 작업에서 타임스탬프카운터 레지스터의 값을 




일정하게 같은 코어에서 값을 확인한다는 것을 보장해야 한다. 본 
시뮬레이션에서는 시간을 확인하는 프로세스를 담당하는 코어를 
고립시킨 코어에 배타적으로 할당하였다. 
 
 다중 논리적 프로세서 
레지스터와 메모리의 값으로 규정되는 프로세스의 상태는 
운영체제 스케줄링시 레지스터의 값이 프로세스제어블록에 
저장되는 과정을 거쳐. 문맥전환이 일어난다. 이는 프로세스 수준의 
문맥전환으로 운영체제의 판단을 통해 전환시점이 결정된다. 
이와 별개로 현대의 프로세서들은 하나의 코어에 상태 
레지스터들의 집합을 별개로 구성하고 인스트럭션수행중 비는 
시간동안 하드웨어 수준에서 문맥을 전환하는 다중 논리적 
프로세서 기술을 사용한다. 따라서 하나의 프로세스를 운영체제가 
물리적 프로세서에 전담을 시켜도 다른 논리적 프로세서가 
하드웨어 수준에서 문맥전환이 될 수 있다. 
본 시뮬레이션에서는 이러한 다중 논리적 프로세서를 비활성화 
시키고 시간 확인 작업을 하는 프로세스와 작업을 전담할 
프로세서가 일대일로 연결되어 수행될 수 있도록 하였다. 
 




시뮬레이션 수행은 시간을 반복하여 확인하다가 사건 큐에 
시간이 만료된 사건에 발견될 경우 해당 사건을 처리하는 과정을 
반복하여 진행한다. 따라서 시뮬레이션의 정확성을 위해서는 시간의 
반복확인 작업과 사건 큐의 처리작업에 걸리는 시간을 측정하고 
해당 시간을 시뮬레이션에서 고려해야 한다. 수행시간으로 인해 
시뮬레이션의 시간확인 간격이 길어져 정확성에 영향을 미칠 수 
있기 때문이다. 
그림 9 의 시뮬레이션 수행에서 사건 큐와 시간을 반복하여 
확인하는 작업은 실험환경에서 10ns 이하로 관측되었고 후속사건 




처리와 새로운 요청의 처리는 각각 최대 700ns 와 150ns 가 
관측되었다. 새로운 스케줄링에 의해 요청 큐에 요청이 삽입되는 
과정이 최대 2us 로 관측되었고 요청을 수행하기 위한 칩과 버스 
설정, 실행 가능한 요청을 수행, 그리고 사건 큐에 해당 사건을 
넣는 과정은 각각 100us, 120ns, 120ns 로 관측되었다. 이 경우 
사건 큐의 사건을 처리하기 위한 수행시간을 해당 수행시간의 
합으로 한정하고 사건 큐에서 해당 수행시간 이내에 만료되는 
사건들을 미리 완료 처리하여 정확성을 확보할 수 있다. 
 
4.4.2 동작의 예측가능성 
본 시뮬레이션은 무순서 플래시 메모리 제어기의 실시간 동작을 
모사하기 위하여 시간확인, 사건 큐와 작업 큐의 조작, 데이터 전송, 
이벤트 선택 등의 내부 동작을 수행한다. 전체 시뮬레이션의 실시간 
동작을 보장하기 위해서는 시뮬레이션을 이루는 부분적 동작들이 
예측가능한 범위내에서 마침을 보여야 한다. 이를 위하여 부분적 
동작의 예측가능성에 영향을 미치는 요소들을 다음과 같이 
분류하였다. 
 




현대의 범용 운영체제는 여러 프로그램을 실행시켜 메모리에 
올려놓고 프로세서를 공유하는 다중 프로그래밍을 지원한다. 
운영체제는 메모리 상에서 실행 대기중인 준비 큐의 프로세스 중 
하나를 선택하여 일정 시간 프로세서를 사용하도록 할당하고 
시간이 만료되면 다른 프로세스를 선택하여 프로세서를 할당하는 
스케줄링 과정을 반복한다. 
할당할 프로세스를 선택하는 기준은 운영체제의 정책에 따라 
달라지는데 각각의 프로세스 입장에서 운영체제의 스케줄링은 
벽시계 기준의 프로그램 실행시간을 예측할 수 없게 된다. 
프로세서를 할당 받은 후 다음 프로세서를 할당 받을 때 까지의 
지연시간은 시스템 내 다른 프로세스들의 수와 정책에 의해 영향을 
받기 떄문이다. 
따라서 실시간 시뮬레이션을 실행하기 위한 환경에서는 
예측가능성을 위하여 운영체제의 스케줄링으로 인한 영향을 
제거해야 한다. 이를 위하여 본 시뮬레이션 환경에서는 실시간 
시뮬레이션을 실행시킬 프로세서 코어를 운영체제의 범용 스케줄링 
정책에서 제외 시켜 지정한 프로세스 만이 실행될 수 있도록 
하였다. 
 




여러 구성요소를 가진 하드웨어에서 각 요소는 전원이나 동력이 
공급되는 경우 동시에 동작하고 요소들 간의 인터페이스에 따라 
상호작용한다. 그러나 이러한 하드웨어를 시뮬레이션하는 
소프트웨어는 동시성에 제한이 있어 요소들 간의 상호작용에 따른 
정보를 자료구조를 통해 공유해야한다. 시뮬레이션을 구성하는 
프로세스가 다수인 경우 동작에 필요한 자료구조를 공유할 때 
적절한 동기화 매커니즘을 적용하지 않으면 경쟁 조건으로 인한 
오류가 발생할 수 있다. 
하드웨어의 구성요소를 시뮬레이션의 독립적인 프로세스로 
구성할 때 경쟁으로 인한 성능저하를 고려해야 한다. 
시뮬레이션에서 하드웨어의 구성요소에 따라 별도의 프로세스를 
구성하면 공유하는 정보를 담고있는 자료구조들에 대한 경쟁과 
프로세스의 잦은 잠듬(Sleep)과 깨움(Wake) 으로 인한 오버헤드가 
심해지기 때문이다. 
본 시뮬레이션에서는 하드웨어 동작을 모사할 때 구성요소 들을 
각각 동작하는 프로세스로 구성하는 대신 각 구성 요소들이 
동작하는 시점 시뮬레이션과 실제 데이터처리의 두 프로세스로 
구분하여 공유 자료구조의 경쟁조건과 프로세스 관리로 인한 
오버헤드를 완화하였다. 
 




시점 시뮬레이션과 데이터 전송을 분리하여 시뮬레이션을 
구성하면 데이터 전송량 만큼의 시뮬레이션 대상 플래시 메모리 
제어기의 설정이 가능하다. 실시간으로 동작하는 시뮬레이션에서 
하나의 요청으로 인하여 발생하는 데이터 전송 요구는 요청이 
끝나는 실제 시간의 마감시한 이전에만 처리되면 되기 때문이다. 
데이터 전송의 대역폭은 제어기 시뮬레이션의 플래시 메모리 
설정의 제한으로 작용한다. 플래시 메모리 칩의 데이터 전송과정을 
시뮬레이션 하는 과정에서 처리 할 수 있는 데이터 전송의 한계가 
있기 때문이다. 
고정된 마감시한을 기준으로하는 요청들의 스케줄링은 
마감시한이 빠른 요청들을 먼저 처리하는 최단 마감 우선 스케줄링 
(Earliest Deadline First)기법이 최적이다[8]. 따라서 본 
시뮬레이션에서도 최단 마감 시간을 가진 요청들 부터 
처리하므로써 스케줄링의 최적성을 만족시키는 것을 목표로 삼았다. 
하지만 플래시 메모리 제어기로 전달되는 요청들은 고정된 
마감시한을 제공하지 못한다. 플래시 메모리 칩들 간의 버스 
공유상태에 따라 읽기 요청의 데이터 전송 시점, 쓰기 요청의 상태 
확인 시점이 지연되어 마감시간이 바뀔 수 있기 때문이다. 더욱이 
요청의 스트림은 시뮬레이션이 진행되면서 언제든지 새로 들어올 
수 있다. 새로 들어온 요청들에 따라 최단 마감 우선 스케줄링을 




요청들을 스케줄링하는 시점에 정확한 마감시간을 알 수 없는 
상황에서 문제를 접근해야 하는 상황에서 근사적 스케줄링을 
구현하고 평가하였다. 구현한 근사적 접근은 버스에 대한 경쟁을 
고려하지 않고 요청의 전송시점에서 해당 요청의 마감시간을 
기준으로 데이터 전송을 스케줄링 하여 처리하는 방식이다. 
구현한 시뮬레이션에서 데이터 전송 시간은 512 바이트를 하나의 
섹터로 가정하였을 때 평균 50ns 가 지연되었다. 캐쉬의 수준에 
따라 지연시간의 차이가 있었지만 80%이상의 전송이 50ns 안에서 
일어났고 시뮬레이션 수행 프로세스와 데이터 전송 프로세스를 
담당하는 두 프로세서 코어가 L3 캐쉬를 공유하는 환경에서 
지연시간의 오차는 크지 않았다. 
해당 지연시간을 기준으로 데이터 전송량을 초과하지 않는 지원 
설정의 제한을 계산하면 아래와 같다. 마감 시간이 가장 빠른 읽기 




요청을 기준으로 칩의 개수 증가와 버스 수 증가를 상황을 나누어 
계산하였다. 
그림 10 과 같이 버스가 증가하는 경우 모든 버스에 읽기 요청이 
스케줄되었을 때 데이터 전송의 최악의 경우가 발생하게 된다. 
이러한 경우 실제 읽기 시간       가 마감시한으로 각 버스의 칩 
수 만큼의 데이터 전송시간        이 걸리게 된다. 
그림 11 과 같이 칩의 수가 증가하는 경우 모든 칩에 읽기 
요청이 스케줄되었을 때 데이터 전송의 최악의 경우가 발생하게 
된다. 이러한 경우 실제 읽기 시간인       에 버스를 공유하는 
칩이 버스에 대한 경쟁으로 인하여 마감시간이        만큼 
연장된다. 늦게 스케줄링되는 읽기 요청을 처리하는 칩의 
마감시간은 버스를 공유하는 칩의 수 만큼 증가한다. 각 버스에서 
칩의 수가 증가하게 되면 버스의 수를 곱한 만큼의        데이터 
전송시간이 걸리게 된다. 




5 장에서는 위의 근사 스케줄링 방법에 대하여 최적인 실제 마감 







제 5 장  실험 및 평가 
무순서 플래시 메모리 제어기 시뮬레이션을 구현하여 두가지 
실험을 수행하고 결과를 평가하였다. 첫째, 근사 스케줄링과 최단 
마감시간 스케줄링의 유사도를 평가하는 실험으로 근사 스케줄링한 
데이터 전송 처리순서와 요청 처리후 얻어진 실제 마감시간의 
순서를 비교하였다. 둘째, FPGA 로 구현된 실제 무순서 플래시 
메모리 제어기 하드웨어와의 유사도를 평가하는 실험으로 동일하게 
설정된 시뮬레이션과 하드웨어에 동일한 작업부하를 입력하고 
단계별 처리 시간과 전체응답시간을 비교하였다. 본 장에서는 위의 
실험환경을 소개하고 각 실험과정 및 결과에 대하여 설명한다. 
 
5.1  실험 환경 
5.1.1  시뮬레이션 동작 환경 
시뮬레이션은 인텔 기반 다중코어 프로세서가 장착된 
PC 환경에서 리눅스 커널 기반 운영체제를 통하여 동작한다. 
PC 환경에서는 성능의 일관성을 위하여 동적 전압 변화 기능을 
비활성화 하였고, 인스트럭션 수준에서의 예측가능성을 위하여 다중 
논리적 프로세서 기능을 비활성화하여 하나의 프로세서 코어당 




운영체제 환경에서는 시뮬레이션을 전담하여 수행할 프로세서 
코어를 운영체제의 스케줄링으로 부터 고립시키고 특정 프로세스가 
지정한 코어에서만 수행되도록 리눅스 커널의 프로세서 스케줄링 
마스크 관련 코드 일부를 수정하였다. 
 
5.1.2  하드웨어 동작 환경 
실제 동작 시간을 측정하고 시뮬레이션과 비교하기 위하여 
플래시 메모리 개발 플랫폼 상에 FPGA 로 구현된 무순서 플래시 
메모리 제어기의 하드웨어를 이용하였다. 
해당 보드의 Spartan6 FPGA (XC6SLX150T) 에 Microblaze 를 
구현하여 사용하였다. 플래시 메모리 모듈은 2 개의 NVRAM 용 
슬롯에 Toshiba 의 NAND 플래시 메모리를 탑재하여 사용하였다. 
각 슬롯은 2 개의 8 비트 폭의 플래시 버스를 지원한다. 
해당 하드웨어 동작환경에서 4.3.1 절에서 설명한 플래시 메모리 
칩의 동작시간을 측정하였고 시뮬레이션과 비교하기 위하여 동일 
워크로드에 대한 응답시간을 측정하였다. 
 
5.2  근사 스케줄링 평가 
본 시뮬레이션은 요청을 처리할 때 요청에 따른 플래시 동작의 




방식으로 구현되었다. 데이터 전송은 요청이 시뮬레이션의 사건 
큐에 삽입되어 해당 요청에 따른 칩동작과 버스 점유 시간이 
시뮬레이션 상에서 흐르고 마감시간 이전까지 처리되어야 한다. 
해당 상황에서 최적의 접근 방법인 최단 마감시간 스케줄링을 
구현할 때 실제 요청들 간 버스 경쟁과 새로운 요청의 
스케줄링으로 인한 마감시간의 변동이 생길 수 있다. 
이러한 불확실성을 감안하여 본 시뮬레이션에서는 버스 경쟁에 
대한 고려를 배제한 근사 스케줄링을 제안하였다. 근사 스케줄링은 
실제 플래시 요청 처리에서 버스 경쟁에 의한 요청순서 변동은 
많지 않다는 점과, 칩 동작시간은 길어지고 데이터 전송시간은 
짧아지는 플래시 메모리의 기술적 흐름을 반영한 접근 방법이다. 
위의 근사 스케줄링을 평가하기 위하여 최적 접근인 최단 마감시간 
스케줄링과 결과의 차이를 분석하는 실험을 수행하였다. 
실험은 과정은 다음과 같다. 버스 4 개, 칩 4 개의 설정에서 
단위: % 




시작하여 버스와 칩의 개수를 증가시키면서 3000 개의 요청을 
입력하였다. 근사 스케줄링에 의해 요청의 데이터 전송이 처리된 
순서와 모든 요청의 실시간 처리가 끝난 후 요청의 실제 최단 
마감시간 순서를 비교하였다. 결과는 표 1 과 같다. 
비교 결과 실제 최단 마감시간 기준의 요청순서와 버스 경쟁을 
배제하고 마감시간을 가정한 스케줄링의 요청순서는 약 90% 
일치하였다. 
 
5.3  하드웨어 응답시간 비교 
 무순서 플래시 메모리 제어기가 FPGA 형태로 구현되어 있는 
개발 보드상에서 해당 하드웨어의 응답시간과 시뮬레이션의 
응답시간을 비교하였다. 




위 그림 12 에서 버스를 공유하는 두 개의 칩에 대하여 40 개의 
요청을 보내고 하드웨어의 응답시간과 시뮬레이션의 응답시간을 






제 6 장  결론 
본 논문에서는 플래시 메모리 기반 저장장치의 성능과 신뢰성을 
일반 PC 환경에서 평가하기 위하여 무순서 플래시 메모리 제어기의 
시뮬레이션을 구현하였고 이를 실제 하드웨어와 비교 평가하였다. 
또한 시뮬레이션 동작환경의 성능을 바탕으로 시간적 정확성과 
결과의 예측가능성을 보장할 수 있는 저장장치 설정의 상한을 
제시하였다. 
본 시뮬레이션을 통하여 얻을 수 있는 이점은 다음과 같다. 
1. 플래시 저장장치의 개발 시 하드웨어 개발과 소프트웨어 
개발을 독립적으로 수행할 수 있어 개발의 효율을 높일 
수 있다. 
2. 플래시 저장장치의 내부설정과 소프트웨어 계층인 
FTL 의 동작에 따른 실시간 성능을 측정 가능하다. 
3. 플래시 저장장치의 동기적 내부오류와 비동기적 
외부오류를 원하는 시점에 발생시켜 FTL 의 신뢰성을 
쉽게 평가할 수 있다. 
 
시뮬레이션의 실시간 성능과 정확성을 평가하기 위하여 리눅스 
환경에서 운영체제의 스케줄링에서 독립시킨 프로세서 코어를 




정확성을 평가하기 위하여 실제 하드웨어와의 비교 결과 동일한 
내부 설정 상태와 작업부하에 대하어 하드웨어의 처리 시간과 
시뮬레이션의 처리시간이 99.6% 동일하였다. 
예측가능성을 평가하기 위하여 플래시 요청 처리에 따른 
시뮬레이션의 데이터전송 순서를 최단마감시간우선 (Earliest 
Deadline First) 스케줄링을 목표로 하여 근사적으로 접근하였고 
모든 요청을 처리한 후 실제 마감시간과 순서를 비교한 결과 실제 
플래시 요청의 마감시간과 약 90% 일치하였다. 
 
본 시뮬레이터와 관련하여 다음과 같은 향후 연구가 필요하다. 
예측가능성을 높이기 위하여 근사 최단마감시간우선 스케줄링의 
정확도를 높이는 것이 필요하다. 현재의 정확도 내에서 상용 플래시 
메모리 저장장치의 설정을 지원하기에는 충분하지만 향후 칩과 
버스의 수가 늘어나는 경우를 대비하여 시뮬레이터의 계산부담을 
높이지 않으면서 스케줄링의 정확도를 높일 필요가 있다. 
신뢰성 향상을 위하여 본 시뮬레이터를 이용한 FTL 의 개발 시 
FTL 이 제대로 처리하지 못한 오류가 발생하였을 때 이전 동작들에 
대하여 인과적 추적이 가능하도록 지원할 필요가 있다. 단순한 오류 
발생 여부가 아닌 해당 오류에 대하여 페이지 동작모델에 의한 
FTL 의 동작 이력을 개발자에게 제시할 수 있다면 오류의 




위와같은 예측가능성 개선과 사용자 편의성 확장을 통하여 본 
시뮬레이터를 이용한 플래시 저장장치 개발 시 효율과 신뢰성을 
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In the development of flash memory based storage device, the 
design of storage hardware is carried out in parallel with the 
internal software. In developing the internal software, difficulty 
in testing the reliability or performance changes of software with 
hardware prototype necessitates the software testing 
environment. 
 
This dissertation presents, a simulation of out-of-order flash 
memory controller which shows accurate timing-latency and 
detail error behavior. Out-of-order (Ozone) flash memory 




operations regardless of arrival ordering. The simulation of 
Ozone flash memory controller was designed an implemented as 
an event-driven simulation, by analyzing the hardware O3 
controller. In order to get the accurate timing of the simulation, 
we obtained flash memory operation latency from commodity 
NAND flash chip and used it to simulate the latency. Moreover, 
to obtain the similarity of fault environment, we simulate the 
external power fault asynchronous with flash operation and 
internal flash errors synchronous with flash operation based on 
the fault model which classifies possible internal / external fault. 
Through timing accuracy and fault similarity of the simulation, 
development of flash memory based storage device can be more 
efficient by evaluating the performance and testing the reliability 
on commodity PC environment. 
 
In order to validate the simulation of Ozone (O3) flash memory 
controller, we compared the performance of the simulation and 
the prototype implemented on the FPGA. With the same settings 
and the workloads, result showed that performance of the 
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