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CATEGORICAL PLU¨CKER FORMULA AND HOMOLOGICAL
PROJECTIVE DUALITY
QINGYUAN JIANG, NAICHUNG CONAN LEUNG, YING XIE
Abstract. Homological Projective duality (HP-duality) theory, introduced by Kuznetsov
[42], is one of the most powerful frameworks in the homological study of algebraic geometry.
The main result (HP-duality theorem) of the theory gives complete descriptions of bounded
derived categories of coherent sheaves of (dual) linear sections of HP-dual varieties. We
show the theorem also holds for more general intersections beyond linear sections. More
explicitly, for a given HP-dual pair (X,Y ), then analogue of HP-duality theorem holds for
their intersections with another HP-dual pair (S, T ), provided that they intersect properly.
We also prove a relative version of our main result. Taking (S, T ) to be dual linear subspaces
(resp. subbundles), our method provides a more direct proof of the original (relative) HP-
duality theorem.
1. Introduction
Homological Projective duality (HP-duality for short), as a homological generalization of
classical projective duality, is one of the most powerful theories in the homological study of
algebraic geometry. Since its introduction by Kuznetsov [42], HP-duality theory has become
the most important method to produce interesting semiorthogonal decompositions of derived
categories of coherent sheaves on projective varieties, as well as relate derived categories of
different varieties, cf. [39, 41, 44, 46, 33, 3, 48, 66, 30, 18, 11, 31].
The Homological Projective duality is very closely related to equivalence and dualities in
physical theories of Gauge Linear Sigma Models (GLSMs), cf. [25, 29, 20, 16, 62, 27, 28].
Mathematically, this is related to the idea of relating the derived category of subvariety
X = Z(s) ⊂ P of a regular section s ∈ Γ(P,V) of a vector bundle V to the total space
TotV coupled with the section s (the mathematical formulation of ’Landau-Ginzburg (LG)
models’), cf. [34, 63, 2], and when V is given by Geometric Invariant Theory (GIT) quotients,
the study of how derived categories behave under variation of GIT quotients (VGIT), cf.
[35, 67, 60, 6, 26, 19]. This thread of ideas has been a very powerful approach of constructing
HP-duals as well as finding applications of HP-duality, cf. [4, 5, 24, 2, 61, 58, 59].
The main result of the theory, HP-duality theorem (Kuznetsov [42, Thm. 6.3]) states if
a projective variety X with a morphism X → PV , where V is a vector space of dimension
N , has a Homological Projective dual (HP-dual for short) Y → PV ∗ with respect to a
semiorthogonal decomposition of the form (called Lefschetz decomposition, cf. §2.7)
D(X) = 〈A0,A1(1), . . . ,Ai−1(i− 1)〉, A0 ⊃ A1 ⊃ . . . ⊃ Ai−1,
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where (k) means ⊗OX(k). Then the bounded derived categories of coherent sheaves on its
HP-dual Y has a decomposition obtained by ’complementary boxes’ of components of D(X):
D(Y ) = 〈B1(2−N),B2(3−N), . . . ,BN−1〉, B1 ⊂ B2 ⊂ . . . ⊂ BN−1,
where Bk is defined in by (2.7), see the first diagram of Figure 3. Moreover, not only we
have a semiorthogonal decomposition for any complete linear section XL⊥ := X ×PV L⊥
D(XL⊥) = 〈CXL⊥ ,Al(l), . . . ,Ai−1(i− 1)〉,
where Ak(k) terms are ’ambient parts’, i.e. restrictions from X to XL⊥ ⊂ X, and L⊥ ⊂ PV
is a projective linear subspace, and a similar decomposition of D(YL) :
D(YL) = 〈B1(2− l), . . . ,Bl−2(−1),Bl−1,CYL〉,
where L ⊂ PV is the dual projective linear subspace of L, and YL := Y ×PV ∗ L is dual
complete linear intersection of Y , but also a derived equivalence CX
L⊥ ' CYL of ’primitive
parts’ of D(XL⊥) and D(YL). See Thm. 2.33 for the precise statement.
As dual linear subspaces are first examples of HP-dual pairs, it is natural to ask:
Question. How much can we generalize these results by replacing (L,L⊥) by some other
classes of pairs of HP-dual spaces (S, T ) beyond linear sections?
The answer turns out to be: we can replace (L,L⊥) by any other pair of HP-dual spaces
(S, T ), provided they intersect properly. Therefore the framework of HP-duality theory is
even more powerful as we already witnessed, and the HP-duality theorem can take a more
general and stronger form as follows: assume we have another HP-dual pair (S → PV ∗, T →
PV ), with the following decompositions:
D(S) = 〈C0, C1(1), . . . , Cl−1(l − 1)〉, C0 ⊃ C1 . . . ⊃ Cl−1.
D(T ) = 〈D1(2−N),D2(3−N), . . . ,DN−1〉, D1 ⊂ D2 ⊂ . . .DN−1,
where Dk’s are the ’complementary boxes’ of Ck’s defined by (3.3) (also see Fig. 3). Then
Main theorem (HP-duality theorem for general intersections; Thm. 3.6). If the two above
HP-dual pairs (X, Y ) and (S, T ) are admissible (Def. 3.1), then we have semiorthogonal
decompositions for the fiber products XT := X×PV T and YS := Y ×PV ∗ S into ’ambient’ and
’primitive’ parts:
D(XT ) =
〈
EXT ,
〈
(Ak Dk)⊗ OXT (k)
〉
k=1,...,i−1
〉
,
D(YS) =
〈〈
(Bk  Ck)⊗ OYS(1− l + k)
〉
k=1,...,l−1 ,EYS
〉
,
and a derived equivalence of the ’primitive’ parts
EXT ' EYS .
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Our strategy is based playing the ’game on chessboard’ introduced by Kuznetsov and
Thomas 1. The most subtle part of this strategy is the proof of generation (cf. §3.5). Our
proof does not rely on the statement of the original HP-duality theorem [42, Thm. 6.3].
In fact, our method in the case (S, T ) = (PV ∗, ∅) can be viewed as answering the question
of Kuznetsov (posed after Prop. 5.10 in [42]) of ’finding a direct proof’ of the fact that
B1(2 − N), . . . ,BN−1 generate C ' D(Y ), see Rmk. 3.9, and in the case (S, T ) = (L,L⊥),
also gives a ’direct proof’ of the original HP-duality theorem, cf. Rmk. 3.11.
The admissible condition (Def. 3.1) in the theorem is a a technical way of saying the
two pairs X and T , resp. Y and S intersect ’dimensionally transversely’ (Lem. 3.4 for
criteria), and we expect these conditions which guarantee certain ’flatness’ can be removed if
we consider derived intersections X×RPV T and Y ×RPV ∗S and the corresponding dg-categories.
The ’ambient’ parts are given by restrictions of Ak  Dk ⊂ D(X × T ) (resp. Bk  Ck ⊂
D(Y × S)) from product space to X ×PV T ⊂ X × T (resp. Y ×PV ∗ S ⊂ Y × S). The terms
appearing in the ’ambient’ parts are illustrated in Figure 3. The derived equivalence of the
’primitive’ parts EXT ' EYS are given explicitly by Fourier-Mukai functors in Rmk. 3.8. The
statements of the theorem is at least twofold:
(1) Decomposition part states that for the above HP-dual pairs, the derived categories
of fibre products XT and YS are decomposed into ’ambient’ part and ’primitive’ part, with
’ambient’ parts coming from ambient spaces X × T and Y × S respectively. This shares the
spirit of Lefschetz decomposition for linear sections in topology. Decomposition result itself
can be improved : the decomposition for XT holds for any f : X → PV with a Lefschetz
decomposition, as long as the pair (S, T ) is geometric (e.g. linear sections or quadric sections)
and XT satisfies a quite weak dimensional condition, cf. Cor. 4.5; Starting with f : X → PV
and q : S → PV ∗ with Lefschetz decompositions, then there are always decompositions on
categorical levels (i.e. for the sections of the respective HP-dual categories), cf. Prop. 4.4.
(2) Comparison part states the ’primitive’ parts, which do not come from ambient spaces,
of two decompositions are derived equivalent. This shares the spirit of topological Plu¨cker
formula, which compares the Euler characteristics of intersections of classical projective dual
varieties. The relation will be explored more later.
Based on the theorem, we also reprove HP-duality is a reflexive relation ([42, Thm. 7.3]),
and show the Fourier-Mukai kernel of dual direction can be given by the same kernel, cf.
§4.3, Thm. 4.8. As our proof is categorical, it is straightforward to generalize the results to
noncommutative settings, see §4.1. In §4.4, we apply the result to some concrete examples
including intersections of quadrics and quadric sections of Pfaffian-Grassmannian dualities.
In §5 we will prove the relative version of our main result, Thm. 5.14.
1Cf. [66]. We were told by Richard Thomas that the ’chess game’ was initially invented by Kuznetsov.
The computing patterns for proving fully-faithfulness part already appeared in Kuznetsov’s [42].
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Strategy of proof. The strategy of the proof of main theorem is as follows:
(1) Base change. In order to compare the categories D(YS) and D(XT ), notice from
definition of HP-dual, D(Y ) (resp. D(T )) naturally embeds into D(HX) (resp. D(HS)). If
we base-change D(HX) along S → PV ∗ and base-change D(HS) along X → PV , we put
D(YS) and D(XT ) into a common ambient category D(HX,S) = D(HS,X). Cf. §3.2.
(2) Game on the ’chessboard’. After the base-change step, the proof of the theorem
is reduced to playing the ’chess game’ on the ’chessboard’ (see Figure 1, 4 and 5) introduced
by Kuznetsov and Thomas. The process is further separated into:
(i) Fully-faithfulness. We show the desired ’ambient’ parts embed into D(XT ) and D(YS)
respectively. Also the ’primitive’ part of D(XT ) embeds into the ’primitive’ part of D(YS).
Since the projection functors are mutation functors passing through certain regions in the
’chessboard’, the key is to compute the region of the desired categories after mutations. This
is done in §3.4.
(ii) Generation. In order to show the derived equivalence of primitive parts, it remains to
show the image generates the desired category. Our strategy is to show the right orthogonal
of the image inside D(YS) is zero. By adjunction of the mutation functor, this reduces to
show certain vanishing conditions for an element b ∈ D(YS) forces b = 0. This is done
following a specific ’Zig-Zag’ scheme as described in §3.5.
The underlying reason why this works is, although the derived categories of XT and YS are
quite non-linear (in many examples contains Calabi-Yau or fractional Calabi-Yau categories
components), their ’difference’ inside D(H) is linear. All the functors involved in the state-
ment of the theorem (inclusion functors, projection functors as mutations, Serre functors,
twist functors by OX(1) and OS(1), etc) can be reflected precisely on the ’chessboards’ in
Figure 4 and 5. Then everything reduces to playing the ’chess game’ on the ’chessboards’.
Plu¨cker formula. As Kuznetsov’s HP-duality theorem can be regarded as homological
counterpart of classical Lefschetz theory of cohomology of linear sections of projective va-
rieties, our investigation is motivated by the topological Plu¨cker formula for classical dual
varieties. Recall if X and T are subvarieties of PV which intersect transversely, and same
holds for their classical projective dual X∨, T∨ ⊂ PV ∗. Then
(−1)∗
(
χ(X ∩ T )− χ
M(X) · χM(S)
N
)
= χ(X∨ ∩ T∨)− χ
M(X∨) · χM(T∨)
N
,
where ∗ = dimX + dimT + dimX∨ + dimT∨, χ(−) is the topological Euler characteris-
tic, χM(−) is the weighted Euler characteristic χ(−, Eu[−]) with respect to constructible
function Eu([−]) for singular space, and Eu is MacPherson’s Euler obstruction. Cf. [52, 17].
Taking Hochschild homology of Thm. 3.6 and then taking Euler characteristics, we get
the corresponding version for HP-duals:
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Proposition 1.1 (Plu¨cker formula for HP-duals, Cor 3.12). Assume XT and YS are smooth,
then (recall N = dimV )
χ(XT )− χ(X) · χ(T )
N
= χ(YS)− χ(Y ) · χ(S)
N
,
where χ(−) is the ordinary topological Euler characteristic for topological spaces.
Hence our theorem Thm. 3.6 can be viewed as a ’double categorification’ of the topological
Plu¨cker formula. It states the comparison of Euler characteristics for intersections of HP-dual
varieties, as analogy of topological ones, actually is a shadow of what happens on categorical
levels: (i) the decompositions of derived categories of both intersections into ambient parts
and primitive parts, and (ii) the equivalence of the primitive parts.
The topological Plu¨cker formula comes from the second author’s study of categorifications
of Lagrangian intersections inside hyperka¨hler manifolds. It will be very interesting to further
explore the relations between our Thm. 3.6, as a categorical Plu¨cker formula for HP-duals,
and the topological ones from Lagrangian intersections.
Related works. While preparing this paper, we learned that Alexander Kuznetsov and
Alex Perry also claimed very similar results using different methods, the categorical joins.
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Conventions. We fix an algebraically closed field k of characteristic zero. All varieties
considered in this paper are assumed to be embeddable k-varieties, i.e. k-varieties admitting
finite surjections onto smooth k-varieties. Morphisms between varieties, fibered products,
etc are considered inside the category Vark of k-varieties. Products of varieties are fibered
products over pt, where pt := Speck denotes the final object of Vark. All categories are
assumed to be k-linear. We fix V to be a N -dimensional k-vector space, where N is a fixed
positive integer, and let V ∗ be the dual vector space. Denote by P(V ) := Proj Sym• V ∗ the
projective space of V , i.e. the moduli space parametrizing one dimensional subspaces of V .
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We use D(X) to denote the bounded derived category of coherent sheaves on an algebraic
variety X, i.e. D(X) := Db(coh(X)). For a morphism f : X → Y between algebraic
varieties, we denote by f∗ : D(X)→ D(Y ) and f ∗ : D(Y )→ D(X) the derived pushforward
and derived pullback funtors (when they are well-defined). We use ⊗ for the derived tensor
product. For a k-linear category C, we denote by HomC the k-linear hom spaces inside the
category, and by RHomC the derived hom functor. When X is a variety, we denote by
HomX the k-linear hom spaces inside D(X), by HomX the local sheaf hom functor, and by
RHomX , resp. RHomX the corresponding derived functors. We may omit the subscript if it
is clear from the context. For two objects A,B ∈ C, we denote by 0 ∈ Hom(A,B) the zero
element of the k-vector space Hom(A,B). We also use 0 ∈ C to denote the zero object of
the k-linear category C.
2. Preliminaries
2.1. Semiorthogonal decompositions. We first recall basic facts about semiorthogonal
decompositions of triangulated categories. Standard references are [8], [10]. See also [45].
Definition 2.1. A semiorthogonal decomposition of the triangulated category T :
(2.1) T = 〈A1,A2, . . . ,An〉,
is a sequence of full triangulated subcategories A1, . . . ,An such that
(1) HomT (ak, al) = 0 for all ak ∈ Ak and al ∈ Al 2, if k > l.
(2) For any object T ∈ T there is a sequence of morphism:
0 = Tn Tn−1 Tn−2 · · · T1 T0 = T,
an an−1 a1
[1] [1] [1]
such that each cone ak = cone(Tk → Tk−1) ∈ Ak, k = 1, . . . , n.
The subcategories Ak are called components of T with respect to (2.1). A sequence
A1, . . . ,An satisfying the first condition will be called semiorthogonal. We denote by
〈A1, . . . ,An〉 the smallest triangulated subcategory containing all these Ak’s.
Remark 2.2. The first condition implies the objects Tk ∈ T and ak ∈ Ak are uniquely
determined by and functorial on T , cf. [45, Lem. 2.4]. The functors T → Ak, T 7→ ak are
called projection functors, and ak is called the component of T in Ak with respect to
the decomposition (2.1).
2We will also use HomT (Ak,Al) = 0 to denote this condition. Notice since Ak, Al are triangulated
subcategories, this condition is equivalent to vanishing of the derived Hom, RHomT (Ak,Al)=0.
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Example 2.3. For a projective space Pl−1 with l ≥ 1 we have Beilinson’s decomposition [7]
(2.2) D(Pl−1) = 〈OPl−1 ,OPl−1(1), . . . ,OPl−1(l − 1)〉,
by which we mean 〈OPl−1(k)〉 ' D(pt) for k = 0, 1, . . . , l−1 and the sequence of subcategories
〈OPl−1〉, . . . , 〈OPl−1(l − 1)〉 gives rise to a semiorthogonal decomposition of D(Pl−1).
For a triangulated subcategory A of T , we define its left and right orthogonals to be
⊥A := {T ∈ T | RHom(T,A) = 0, ∀A ∈ A},
A⊥ := {T ∈ T | RHom(A, T ) = 0, ∀A ∈ A}.
It is clear these are triangulated subcategories of T which are closed under taking direct
summands. The following fact is simple but very useful.
Lemma 2.4. Assume T admits a semiorthogonal decomposition (2.1), and let A be a trian-
gulated subcategory of T . Let a ∈ T , and ak be its component in Ak. If a ∈ A⊥ (resp. ⊥A),
and ak ∈ A⊥ (resp. ⊥A) for all k 6= l, then al ∈ A⊥ (resp. ⊥A).
Proof. The lemma follows directly from the fact that A⊥ (resp. ⊥A) is a triangulated sub-
category, i.e. is closed under shifts and taking cones. 
Semiorthogonal decompositions of T can be obtained from a subcategory A and its or-
thogonals if it is admissible. A full triangulated subcategory A of T is called admissible
if the inclusion functor i : A → T has both a right adjoint i! : T → A and a left adjoint
i∗ : T → A. If A ⊂ T is admissible, then A⊥ and ⊥A are both admissible, and T = 〈A⊥,A〉
and T = 〈A, ⊥A〉.
2.2. Mutations. Given a semiorthogonal decomposition of T , one can obtain a whole col-
lection of new decompositions by functors called mutations.
Definition 2.5. Let A be an admissible subcategory of a triangulated category T . Then
the functor LA := iA⊥i∗A⊥ (resp. RA := i⊥Ai
!
⊥A) is called the left (resp. right) mutation
through A., where iA⊥ (resp. i⊥A) denotes the inclusion functor A⊥ → T (resp. ⊥A → T ),
and i∗A⊥ (resp. i
!
⊥A) is its left (resp. right) adjoint.
We will only focus on the left mutation functors in this paper; the statements on right
mutations are similar. The following results are standard, cf. [8], [10], or [40].
Lemma 2.6. Let A and A1, . . . ,An be admissible subcategories of a triangulated category T
where n ≥ 2 is an integer. Let k be an integer, 2 ≤ k ≤ n.
(1) (LA) |A = 0 is the zero functor, (LA) |⊥A : ⊥A → A⊥ is an equivalence of categories,
and (LA) |A⊥ = IdA⊥ : A⊥ → A⊥ is equal to the identity functor.
(2) For any b ∈ T , there is a distinguished triangle
iAi!A(b)→ b→ LAb
[1]−→ .
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(3) If A1, . . . ,An is a semiorthogonal sequence, then L〈A1,A2,...,An〉 = LA1 ◦LA2 ◦ · · ·◦LAn.
(4) If A1, . . . ,Ak−1,Ak,Ak+1, . . . ,An is a semiorthogonal sequence inside T , then
A1, . . . ,LAk−1(Ak),Ak−1,Ak+1, . . . ,An
is also a semiorthogonal sequence, and it generates the same subcategory
〈A1, . . . ,Ak−1,Ak,Ak+1, . . . ,An〉 = 〈A1, . . . ,LAk−1(Ak),Ak−1,Ak+1, . . . ,An〉.
(5) Let F : T → T be an autoequivalence, then F ◦ LA ' LF (A) ◦ F .
2.3. Serre functor.
Definition 2.7. For a triangulated category T , a Serre functor is a covariant functor
S : T → T that is an autoequivalence, such that for any two objects F,G ∈ T , there is a
bi-functorial isomorphism
Hom(F,G) = Hom(G,S(F ))∗,
where ∗ denotes the dual vector space over k.
If a Serre functor exists, then it is unique up to canonical isomorphisms. If X is a smooth
projective variety of dimension n, thenD(X) has a Serre functor given by SX(−) = −⊗ωX [n],
where ωX is the dualizing sheaf on X. For example, when X = Pl−1 projective space, then
SX = ⊗O(−l)[l − 1]. Serre functor ST commutes with any k-linear auto-equivalence of T .
The following are properties of Serre functors, cf. [8, 10].
Lemma 2.8. Let T be a triangulated subcategory with a Serre functor S, and A be an
admissible subcategory. Then
(1) S(⊥A) = A⊥, and S−1(A⊥) = ⊥A. In particular, if T = 〈A,B〉, then B = ⊥A ,
A = B⊥, and T = 〈S(B),A〉 = 〈B, S−1(A)〉.
(2) A also admits a Serre functor given by SA = i!A ◦ S ◦ iA.
2.4. Fourier-Mukai transform. Let X, Y be smooth varieties throughout this section.
Definition 2.9. A Fourier-Mukai transform (or a Fourier-Mukai functor) given by a
Fourier-Mukai kernel P ∈ D(X × Y ), denoted by ΦP , is the functor
ΦP := piY ∗ (pi∗X (−)⊗ P) : D(X)→ D(Y ),
where piX : X × Y → X and piY : X × Y → Y are projection functors. Sometimes we use
the notation ΦX→YP = ΦP if we need to emphasize it is a functor from D(X) to D(Y ).
Let S another smooth variety, and f : X → S, g : Y → S be proper maps. Denote the
pX , pY the projection from X ×S Y to X, Y , and i : X ×S Y ↪→ X × Y the inclusion.
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Definition 2.10. The relative Fourier-Mukai transform ΦSP : D(X) → D(Y ) given by a
kernel P ∈ D(X ×S Y ), is defined to be the functor
ΦSP(−) := pY ∗ (p∗X (−)⊗ P) : D(X)→ D(Y ).
The situation is illustrated in diagram
(2.3)
X ×S Y
X × Y
X Y
pX pY
i
piX piY
The Fourier-Mukai transform ΦSP is S-linear (cf. next section), and these are sometimes
called geometric S-linear functors D(X) → D(Y ). For P ∈ D(X ×S Y ), the relative
Fourier-Mukai transform ΦSP is nothing but the ordinary one with kernel i∗P ∈ D(X × Y ),
i.e.
Φi∗ P = Φ
S
P : D(X)→ D(Y ).
In fact, by projection formula
pY ∗ (p∗X E ⊗ P) = piY ∗i∗(p∗X E ⊗ P) = piY ∗i∗(i∗ pi∗X E ⊗ P) = piY ∗ (pi∗X E ⊗ i∗P).
Hence we abandon the notation ΦSP and use Φi∗ P or simply ΦP to denote this functor.
Lemma 2.11 (Adjoints). Let P ∈ D(X ×S Y ), and assume X ×S Y is smooth. Then the
left and right adjoint of ΦP : D(X)→ D(Y ) can be given by Fourier-Mukai kernels
PL := P∨ ⊗ ωpX [dim pX ], PR := P∨ ⊗ ωpY [dim pY ].
Here ωpX := ωX×SY ⊗ p∗X ω∨X , ωpY := ωX×SY ⊗ p∗Y ω∨Y , and dim pX = dimX ×S Y − dimX,
dim pY = dimX ×S Y − dimY , (−)∨ := RHom(−,OX×SY ) is the dual on X ×S Y .
Proof. For E ∈ D(Y ), F ∈ D(X), let PL ∈ D(X ×S Y ) be defined as in the lemma, then
HomX(ΦPL(E), F )
= HomX(pX∗(PL ⊗ p∗Y E), F )
= HomX×SY (PL ⊗ p∗Y E, p∗X F ⊗ ωpX [dim pX ]) (Grothendieck-Verdier duality for pX)
= HomX×SY (P∨ ⊗ p∗Y E ⊗ ωpX [dim pX ], p∗X F ⊗ ωpX [dim pX ])
= HomX×SY (p
∗
Y E,P ⊗ p∗X F ) = HomY (E,ΦP(F )).
Similarly for PR. 
Above defined kernel PL and PR is compatible with base-change when the fiber products
X ×S Y are smooth.
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Definition 2.12. Let X, Y be smooth varieties, the opposite of a functor Φ : D(X) →
D(Y ) is defined to be Φop := (−)∨ ◦ Φ ◦ (−)∨, where (−)∨ = RHom(−,O).
Lemma 2.13. Let P ∈ D(X ×S Y ), and assume X ×S Y is smooth. Then the opposite of
Φi∗P is given by a geometric Fourier-Mukai transform Φi∗(Pop) with kernel
Pop = RHomX×SY (P , ωpY [dim pY ]) ∈ D(X ×S Y ),
Proof. For F ∈ D(X), we have
ΦopP (F ) = RHomY (ΦP(F∨),OY )
= RHomY (pY ∗(p∗XF∨ ⊗ P),OY )
= pY ∗RHomX×SY (p∗X F∨ ⊗ P , p!YOY ) (local Groth.-Verdier duality for pY )
= pY ∗RHomX×SY (p∗X F∨ ⊗ P , ωpY [dim pY ]) (p!Y (−) = p∗Y (−)⊗ ωpY [dim pY ])
= pY ∗(p∗XF ⊗RHom(P , ωpY [dim pY ])).

In general, if X ×S Y is not smooth, the kernel of left adjoint ΦLP , or the opposite ΦopP ,
where P ∈ D(X×S Y ), may not be described easily as a complex on X×S Y , due to the fact
that RHom(−,OX×SY ) and p!X , p!Y may not behave well when X ×S Y is singular. However,
the kernel of their composition is very simple.
Lemma 2.14. If P ∈ D(X ×S Y ), then (ΦLP)op : D(Y ) → D(X) is a Fourier-Mukai
transform with kernel (the pushforward to D(X × Y ) of)
(PL)op = P ∈ D(X ×S Y ).
Proof. For E ∈ D(X × Y ), denote piX , piY the projection from X × Y to X and Y . Then
composing the formula of Lem. 2.13 with Lem. 2.11 for S = pt, we get
(EL)op = E ∈ D(X × Y ).
Apply to E = i∗P , we get the desired formula. 
Remark 2.15. Symmetrically we have (Pop)R = P .
The kernel of the composition of two Fourier-Mukai transforms are given by convolutions.
The following direct generalization in relative setting of [32, Prop. 5.10] may be well-known,
but we include a proof here for lack of reference.
Lemma 2.16 (Convolution). Let X, Y be S-varieties, and Y , Z be T -varieties, and S → U ,
T → U are maps between smooth varieties, such that the induced U-variety structures on Y
agree. Consider S-linear resp. T -linear Fourier-Mukai transform ΦP : D(X)→ D(Y ), and
ΦQ : D(Y ) → D(Z), where P ∈ D(X ×S Y ) and Q ∈ D(Y ×T Z). Then their composition
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is a U-linear Fourier-Mukai transform ΦR = ΦQ ◦ΦP : D(X)→ D(Z), with Fourier-Mukai
kernel R given by the convolution of kernels
R = pXZ∗ (p∗XY P ⊗ p∗Y Z Q) ∈ D(X ×U Z),
where maps are indicated in diagram (2.5), if the following squares are Tor-independent 3:
(2.4)
X ×S Y ×T Z Y ×T Z
X ×S Y Y.
pY Z
pXY u
p
In particular, if S = T = U = Spec k, the square (2.4) is automatically Tor-independent,
and we obtain the usual convolution formula.
Proof.
(2.5)
X ×S Y ×T Z
X ×S Y X ×U Z Y ×T Z
X Y Z
S U T
pXY pXZ
pY ZpX pZ
q
ps ru
t
aX aY bY
bZ
cS cT
The computation is similar to the proof in absolute case [32, Prop. 5.10]:
ΦR(E) = r∗ (s∗ E ⊗ pXZ∗ (p∗XY P ⊗ p∗Y Z Q))
= r∗ (pXZ∗ (p∗X E ⊗ p∗XYP ⊗ p∗Y Z Q))
= pZ∗ (p∗X E ⊗ p∗XYP ⊗ p∗Y Z Q)
= pZ∗ (p∗XY (q
∗ E ⊗ P)⊗ p∗Y ZQ)
= t∗ (pY Z∗ p∗XY (q
∗ E ⊗ P)⊗Q)
= t∗ (u∗ p∗(q∗ E ⊗ P)⊗Q) (base-change by Tor-independence)
= t∗ (u∗ΦP(E)⊗Q) = ΦQ ◦ ΦP(E).
The only place we use the condition of the lemma is the base-change step, where pY Z∗ p∗XY =
u∗ p∗ is guaranteed by the Tor-independence of the square (2.4), cf. Lem. 2.20. 
Remark 2.17. (1) It should be noted that the Tor-independent condition of the square
(2.4) are not automatic. For a given U , usually we have the freedom of chosing the bases S
and T . The condition may not be satisfied by S = T = U , but by other choices of S, T .
3For the definition and criteria of Tor-independence, see §3.2.
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(2) For given bases S, T , if the square (2.4) is Tor-independent, then the only condition on
U is the following diagram commutes:
(2.6)
Y T
S U.
bY
aY cT
cS
Hence the lemma holds for U = Speck, as well as the ’maximal choice’ of U such that
diagram (2.6) commute.
2.5. Derive categories over a base. The following is essential in the first step of our proof
of main theorem. Readers are recommended to refer to [40], [42] or [47] for more details.
Assume S is a smooth4 algebraic variety, then a triangulated category T is called S-linear
if it admits a module structure over the tensor triangulated category D(S). Let f : X → S
be a map between smooth varieties, then D(X) is naturally equipped with D(S)-modules
structure from the (derived) pullback.
Definition 2.18. An admissible subcategory A ⊂ D(X) is called S-linear if for any a ∈ A
and F ∈ D(S), we have a⊗ f ∗F ∈ A.
We may regard an S-linear triangulated subcategory as a family of categories over S.
Under certain conditions we can pullback the the family through base change φ : T → S to
get a family of categories over T with desired properties.
Definition 2.19. A base change φ : T → S is called faithful with respect to a morphism
f : X → S if the cartesian square
(2.7)
XT X
T S
fT
φT
f
φ
is exact cartesian, i.e., the natural transformation f ∗ ◦φ∗ → φT∗ ◦f ∗T : D(T )→ D(X) is an
isomorphism. A base change φ : T → S is called faithful with respect to a pair (X, Y )
if φ is faithful with respect to morphisms f : X → S, g : Y → S, and f ×S g : X ×S Y → S.
The condition for faithful base-change is typically satisfied by so called Tor-independent
squares. A fiber square (2.7) is called Tor-independent if for all t ∈ T , x ∈ X, and s ∈ S
with φ(t) = s = f(x), and all i > 0, Tor
OS, s
i (OT, t,OX,x) = 0.
Lemma 2.20. A base-change φ : T → S for X → S is faithful if and only if the square
(2.7) is Tor-independent.
4The smoothness is not necessary. In general we need only to consider the derived category of perfect
complexes Dperf (S) on S rather than the bounded derived category D(S) of coherent sheaves.
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Proof. [54, Thm. 3.10.3]; This is also essentially proved in [40]. 
Therefore we will interchange freely between the terms ’exact cartesian’, ’Tor-Independent’,
’faithful base change’ to refer this same condition. The following are certain typical situations
when the condition is satisfied.
Lemma 2.21. Let f : X → S be a morphism and φ : T → S a base change.
(1) If φ is flat, then it is faithful.
(2) If T and X are smooth and XT has expected dimension, i.e. dimXT = dimX +
dimT − dimS, then φ : T → S is faithful with respect to the morphisms f : X → S.
(3) If φ : T → S is a closed embedding and T ⊂ S is a locally complete intersection, and
both S and X are Cohen-Macaulay, and XT has expected dimension, i.e. dimXT =
dimX + dimT − dimS, then φ : T → S is faithful with respect to the morphisms
f : X → S.
Proof. [40, Cor. 2.23, 2.27], [42, Lem. 2.31, 2.35]. 
The following will be useful later:
Lemma 2.22. If in the following cartesian squares of varieties, the right square is exact
cartesian:
X ′′ X ′ X
S ′′ S ′ S.
Then the ambient square is exact cartesian if and only if the left square is.
Proof. [40, Lem. 2.25]. 
The power of faithful base change is that it preserves S-linear fully faithful Fourier-Mukai
transforms and S-linear semiorthogonal decomposition. Let us fix S = P be a smooth
projective variety.
Proposition 2.23 ([42, Prop. 2.38]). If φ : T → P is a faithful base change for a pair
(X, Y ) where f : X → P and g : Y → P , and varieties X and Y are projective over P and
smooth, and K ∈ D(X×P Y ) is a kernel such that ΦK : D(X)→ D(Y ) is fully faithful. Then
φKT : D(XT )→ D(YT ) is fully faithful, where the Fourier-Mukai kernel is KT := φ∗TK.5
Proposition 2.24 ([47, Thm. 5.6]). If f : X → P a map between smooth varieties, D(X) =
〈A1, . . . ,An〉 is a semiorthogonal decompositions by admissible P -linear subcategories. Let φ :
T → P is a faithful base change for f , then we have a T -linear semiorthogonal decomposition
D(XT ) = 〈A1T , . . . ,AnT 〉
5KT a priori only belongs to the bounded above derived category D
−(XT ×T YT ) of quasi-coherent
complexes with coherent cohomologies. [40, Lem. 2.4] guarantees that ΦKT preserves boundedness.
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where AkT is the base-change category of Ak to T , which depends only on Ak, i.e. independent
of the embedding Ak ⊂ D(X), and satisfies φ∗T (a) ∈ AkT for any a ∈ AkT , and φT∗(b) ∈ Ak
for b ∈ AkT with proper support over X.
2.6. Exterior Products. The exterior products of admissible subcategories of bounded de-
rived categories of general algebraic varieties can be defined conveniently using base-change,
cf. [47, §5.5, 5.6]. Here we restrict ourselves to the case of product X × Y of two smooth
quasi-projective varieties, say X, Y . Denote by piX (resp. piY ) the projection from X ×Y to
X (resp. Y ). Notice D(X) and D(Y ) are isomorphic to their respective categories of perfect
complexes. Assume we have semiorthogonal decompositions by admissible subcategories
D(X) = 〈A1, . . . ,Am〉, and D(Y ) = 〈B1, . . . ,Bn〉.
Define
Ai D(Y ) := 〈pi∗XAi ⊗ pi∗YD(Y )〉 ⊂ D(X × Y ), i = 1, 2, . . . ,m
by which we mean AiD(Y ) is the minimal triangulated subcategory of D(X×Y ) which is
closed under taking summands and contains all objects of the form pi∗Xa⊗pi∗Y F for a ∈ Ai and
F ∈ D(Y ). We define D(X)Bj similarly. Then the results of [47, §5.6] can be summarized:
Proposition 2.25. With the notations and assumptions as above, there are Y -linear and
resp. X-linear semiorthogonal decompositions
D(X × Y ) = 〈Ai D(Y )〉1≤i≤m, and D(X × Y ) = 〈D(X) Bj〉1≤j≤n.
Furthermore,
D(X × Y ) = 〈Ai  Bj〉1≤i≤m,1≤j≤n,
where the exterior product is defined by AiBj := AiD(Y )∩D(X)Bj ⊂ D(X ×Y ).
Moreover, we have semiorthogonal decompositions
Ai D(Y ) = 〈Ai  B1, . . . ,Ai  Bn〉 and D(X) Bj = 〈A1  Bj, . . . ,Am  Bj〉.
2.7. Lefschetz decompositions. The next two sections are devoted to Kuznetsov’s theory
of Homological Projective Duality. The HP-duality theory considers varieties admitting a
special type of decompositions, called Lefschetz decompositions, introduced in [42].
Definition 2.26. Let X be a variety and O(1) be a line bundle on X. A Lefschetz
decomposition of D(X) is a semiorthogonal decomposition of the form
(2.8) D(X) = 〈A0,A1(1), . . . ,Ai−1(i− 1)〉,
with A0 ⊃ A1 ⊃ · · · ⊃ Ai−1 a descending sequence of admissible subcategories, where
(k) denotes ⊗O(k). The number i ∈ Z>0 is called the length of the decomposition. The
Lefschetz decomposition (2.8) is called rectangular if A0 = A1 = · · · = Ai−1.
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Remark 2.27. A Lefschetz decomposition is totally determined by its first component A0:
all other Ak’s can be reconstructed from A0 via Ak = ⊥A0(−k) ∩Ak−1, cf. [43, Lem. 2.18].
We adopt the following notations from Kuznetsov [42]: let ak to be the right orthogonal
of Ak+1 inside Ak for 0 ≤ k ≤ i− 1. Then ak’s are admissible subcategories, and
Ak = 〈ak, ak+1, . . . , ai−1〉.
Hence it makes sense to adopt conventions Ak = A0 if k ≤ 0 and Ak = 0 if k ≥ i. Let
α0 : A0 → D(X) be the inclusion functor and α∗0 : D(X)→ A0 be its left adjoint.
Lemma 2.28. Assume 1 ≤ k ≤ i, then α∗0(a0(1)), . . . , α∗0(ak−1(k)) is a semiorthogonal
collection, and we have
〈α∗0(a0(1)), . . . , α∗0(ak−1(k)),A1(1), . . . ,Ak(k)〉 = 〈A0(1), . . . ,Ak−1(k)〉.
In particular, set k = i, then A0 = 〈α∗0(a0(1)), α∗0(a1(2)), . . . , α∗0(ai−1(i))〉. This gives another
semiorthogonal decomposition of A0.
Proof. For a proof using Serre functor, cf. [42, Lem. 4.3]. We give another proof as an
application of properties of mutation functors. By properties (3) and (4) of Lem. 2.6,
〈A0(1), . . . ,Ak−1(k)〉 = 〈a0(1),A1(1), a1(2),A2(2), . . . , ak−1(k),Ak(k)〉
=〈a0(1),LA1(1)a1(2),A1(1),A2(2), a2(3), . . . , ak−1(k),Ak(k)〉
=〈a0(1),LA1(1)a1(2),L〈A1(1),A2(2)〉a2(3),A1(1),A2(2),A3(3) . . . , ak−1(k),Ak(k)〉
=〈a0(1),LA1(1)a1(2), . . . ,L〈A1(2),...,Ak−1(k−1)〉ak−1(k),A1(1),A2(2), . . . ,Ak(k)〉
Notice since α∗0 = L〈A1(1),...,Ai−1(i−1)〉, and we have semiorthogonal decomposition
D(X) = D(X)(1) = 〈a0(1),A1(1), a1(2),A2(2), . . . , ai−1(i)〉.
Therefore a0(1) = α
∗
0(a0(1)), LA1(1)a1(2) = α∗0(a1(2)), · · · , and L〈A1(2),...,Ak−1(k−1)〉ak−1(k) =
α∗0(ak−1(k)). 
Using the new decomposition of A0, we can build up a series of ascending subcategories6
(2.9) Bk := 〈α∗0(a0(1)), . . . , α∗0(ak−1(k))〉 ⊂ A0, for k = 1, 2, 3, . . .
Then B1 ⊂ B2 ⊂ · · · ⊂ BN−1 = A0. We denote Bk = 0 if k ≤ 0, and Bk = A0 if k ≥ N − 1.
Notice we have isomorphism
Bk ' 〈a0, a1 . . . , ak−1〉,
hence we can regard Bk as the complementary of Ak inside A0. See the first diagram in
Figure 3.
6The relation between our notation Bk’s and Kuznetsov’s notation Bl’s in [42] are Bk ≡ BN−k−1.
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2.8. Hyperplane Section and Homological Projective Duality. HP-duality theory is
mainly concerned about the derived category of linear sections of a given projective variety.
One important idea, similar to the classical topological theory of Lefschetz, is to consider the
universal family of hyperplane sections of a variety over the dual projective space, instead
of only one hyperplane section. Let X be a smooth projective variety, with a morphism
to projective space f : X → PV , and X has a Lefschetz decomposition (2.8) with respect
to OX(1) := f ∗OPV (1). Note that f is not necessarily an embedding. We will make the
following assumption in all considerations of HP-duality theory:
Assumption (†). For f : X → PV with a Lefschetz decomposition (2.8), we assume f(X) is
of dimension at least 2, and the length of (2.8) is less than dimk V .
Definition 2.29. The universal hyperplane section HX is defined to be the subscheme
X ×PV Q ⊂ X × PV ∗, where Q ⊂ PV × PV ∗ is the incidence quadric Q = {(x,H) | x ∈ H}.
Consider the projection piX : HX → X, then it is easy to see HX is a smooth projective
variety of dimension dimX + N − 2 (where N = dimk V ). From Prop. 2.25, we have
PV ∗-linear semiorthogonal decomposition
D(X × PV ∗) = 〈A0 D(PV ∗),A1(1)D(PV ∗), · · · ,Ai−1(i− 1)D(PV ∗)〉.
Lemma 2.30. Denote iHX : HX → X × PV ∗ the inclusion morphism and i∗HX the derived
pullback functor. Then i∗HX is fully faithful on the subcategories A1D(PV ∗), . . ., Ai−1(i−
1)D(PV ∗), and the images induce a PV ∗-linear decomposition
(2.10) D(HX) = 〈C ,A1(1)D(PV ∗), · · · ,Ai−1(i− 1)D(PV ∗)〉,
where the PV ∗-linear subcategory C ⊂ D(HX) is defined as the right orthogonal of the images.
Here we use the same notations Ak(k)D(PV ∗) to denote their fully faithful images inside
D(HX) under the pullback functor i∗HX , for simplicity of notations.
Proof. The result follow easily from computing RHomHX in terms of RHomX×PV ∗ , cf. [42,
Lem. 5.3], or the more general situation (3.17) where we can take S = PV ∗. 
The derived category C in the decomposition (2.10) is called the HP-dual category of
X → PV with respect to (2.8). As a PV ∗-linear category the HP-dual always exists. The
most interesting case is when the category is realized geometrically. This leads to the
concept of Homological Projective Duality.
Definition 2.31. A variety 7 Y together with a morphism Y → PV ∗ is called Homological
Projective dual or HP-dual to X → PV with respect to the Lefschetz decomposition
(2.8), if there exists an object EX ∈ D(HX ×PV ∗ Y ) such that the Fourier-Mukai transform
7for generalizations to noncommutative schemes, see §4.1.
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ΦEX : D(Y ) → D(HX) gives an equivalence of categories D(Y ) ' C ⊂ D(H) where C is
HP-dual category in (2.10).
The simplest examples of HP-dual are given by dual linear projective subspaces.
Example 2.32 (Dual linear subspaces). Let Pl−1 ' L ⊂ PV ∗ be a projective linear subspace,
1 ≤ l ≤ N , with the Beilinson decomposition (2.2). Consider the universal hyperplane
HL ⊂ PV × L for L. The projection from HL to PV ∗ has fiber dimension l − 2 except from
the base loci L⊥, over which the fibers are the whole L. Recall the loci L⊥ ⊂ PV is called
dual linear subspace of L, and is defined by
L⊥ := {x ∈ PV | s(x) = 0 for any s ∈ L}.
Therefore we have diagram
L⊥ × L HL P(V )× L
L⊥ P(V )
p
j
pi
ι
The projection pi : HL → PV is like a ’combination’ of blowing up and projective bundle.
It is well known from this geometry we have Orlov type results: j∗ p∗ : D(L⊥) → D(HL) is
fully faithful, and there is a decomposition
D(HL) = 〈j∗ p∗D(L⊥), pi∗D(PV )(0, 1), . . . , pi∗D(PV )(0, l − 1)〉.
Cf. [66, Prop. 3.6], [42, Thm. 8.2] or Prop. 5.15. Notice the functor j∗ p∗, therefore the
whole decomposition, is PV -linear, since the Fourier-Mukai kernel of j∗ p∗ is OL⊥×PVHL ∈
D(L⊥ ×PV HL). Therefor L⊥ is the HP-dual of L with respect to Beilinson decomposition.
The main result of HP-duality theory is the following. Assume the image of X → PV is
not contained in any hyperplane (i.e. nondegenerate).
Theorem 2.33 (HP-duality theorem, Kuznetsov [42, Thm. 6.3]). Suppose Y → PV ∗ is
HP-dual to X → PV with respect to (2.8). Then
(1) There exists a semiorthogonal decomposition
(2.11) D(Y ) = 〈B0(1−N),B1(2−N), · · · BN−2(−1),BN−1〉.
with 0 = B0 ⊂ B1 ⊂ · · · ⊂ BN−1 = A0 defined by (2.7) 8. In particular, Y is smooth.
(2) For any pair of dual projective linear subspace L ⊂ PV and L⊥ ⊂ PV ∗, if they are
admissible, i.e. the intersections
XL⊥ := X ×PV L⊥ and YL := Y ×PV ∗ L
8This type of decomposition is called a dual Lefschetz decomposition. Taking RHomY (−,OY ), one
can canonically obtain a Lefschetz decomposition from a dual one, and vice visa. Cf. also §4.3.
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are of expected dimensions. Then there are semiorthogonal decompositions
D(XL⊥) = 〈CL,Al(l), . . . ,Ai−1(i− 1)〉,
D(YL) = 〈B1(2− l), . . . ,Bl−2(−1),Bl−1,CL〉
with a same triangulated category CL as the ’primitive’ parts.
Notice the linear sections XL⊥ and YL need not to be smooth
9; They are only required to
be dimensional transverse. The HP-duality is a reflective relation: X → PV is HP-dual to
Y → PV ∗ with respect to (the dual of) decomposition (2.11), cf. [42, Thm. 7.3] and §4.3.
The power of the theorems is at least twofold. First it produces interesting semiorthogonal
decompositions of all (complete) linear sections of the algebraic varieties. Almost all known
examples of semiorthogonal decompositions of algebraic varieties fit into the framework of
HP-duality or its variants, cf. [48]. Second it gives striking relations between derived cat-
egories of different varieties. See the rich amount of literatures by Kuznetsov and others
listed in the introduction for various applications of HP-duality theorems (and its variants).
Remark 2.34. The classical projective dual of a variety always exists, but usually singular.
On the contrary, the HP-dual of f : X → PV always exists as a category, but it is very hard
for it to be a variety. However, in many important situations the HP-dual is very ’close’
to an honest variety and we still have geometric applications of the HP-dual theorem (see
discussions in [66, 48] etc, also Ex. 2.35, and §4.1).
The relations between HP-dual variety and the classical projective dual variety is described
by [42, Theorem 7.9]: the critical value of the HP-dual variety Y → PV ∗ of X is classical
projective dual of X. This hints the following heuristic but instructive principle: the HP-
dual is usually (or at leas closely related to) the (noncommutative crepant) resolutions of
singularities ([43, 67, 12, 13, 65]) of the classical projective duals. See for example [41, 11].
The other way to construct HP-duals (also closely related to the above principle) is to use
the thread of ideas of Gauge Linear Sigma Models (GLSMs), Landau-Ginzburg (LG) mod-
els, and Variation of GIT quotients (VGIT), mentioned in the introduction. See the work of
Ballard et al. [4] for a powerful and systematic approach to construct HP-duals as LG mod-
els, and see their later work [5], Halpern-Leistner [24], and works by Addington, Donovan,
Rennemo, Segal, Thomas [2, 61, 58, 59] for related constructions and generalizations.
Example 2.35 (Pfaffian-Grassmannian duality, [41, 9, 2]). Let W be a k-linear space of
dimension m with m = 6, 7. Then X = Gr(2,W ) with the Plu¨cker embedding X → P(∧2W )
has a natural Lefschetz decomposition D(X) = 〈A0,A1(1), . . . ,Am−1(m− 1)〉, where
A0 = . . . = A6 = 〈S2U ,U ,O〉, if m = 7,
A0 = A1 = A2 = 〈S2U ,U ,O〉, A3 = A4 = A5 = 〈U ,O〉, if m = 6,
9actually when they are singular, there is an equivalence of their ’singularity categories’, cf. [42, §7.5].
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where U is the tautological rank 2 bundle on Gr(2,W ), and S2U is the symmetric product.
Then [41] shows X with the above decomposition is HP-dual to a non-commutative resolution
(Y,RY ) of the Pfaffian variety Y = Pf(2b2m/2c − 2,W ) ⊂ P(∧2W ∗), where Pf(2k,W ) is
the loci inside P(∧2W ∗) where the skew-symmetric form has rank smaller than or equal to
2k . If m = 7, and we take L to be a generic P6 ⊂ P(∧2W ∗), then we get two Calabi-
Yau threefolds XL⊥ and YL, which are non-birational equivalent but are derived equivalent
D(XL⊥) ' D(YL). This is the first example of a pair of provable non-birational Calabi-
Yau threefolds which are derived equivalent. If m = 6, and L is a generic P5 ⊂ P(∧2W ∗),
then we get a decomposition of Pfaffian cubic fourfold YL with the ’primitive part’ of the
decomposition equivalent to the derived category of the K3 surface XL⊥ .
3. Main results
The goal of this chapter to prove Thm. 3.6, which generalizes HP-duality theorem to the
situation when (L,L⊥) is replaced by any other HP-dual pair (S, T ). The strategy of proving
Thm. 3.6 is first to use base-change to put everything in a common playground, and then
play the game of mutations in [66].
3.1. Preparations. Let us first set up certain notations. We start with a HP-dual pair
(X, Y ), where X is a smooth projective variety, with a morphism f : X → PV , and a
Lefschetz decomposition (2.8) with respect to the line bundle OX(1) = f ∗OPV (1) satisfying
assumption (†), and Y → PV ∗ is the HP-dual, i.e. we have g : Y → PV ∗ a morphism from
a projective variety Y , with an equivalence of category D(Y ) ' C (where C is the HP-dual
category defined by (2.10)), given by a Fourier-Mukai kernel EX ∈ D(HX ×PV ∗ Y ).
Now consider another HP-pair (S, T ). Let S be a smooth projective, with a morphism
g : S → PV ∗, and a Lefschetz decomposition
(3.1) D(S) = 〈C0, C1(1), . . . , Cl−1(l − 1)〉, C0 ⊃ C1 ⊃ · · · ⊃ Cl−1
with respect to the line bundle OS(1) = g∗OPV ∗(1). We also assume g : S → PV ∗ satisfies
assumption (†), i.e. dimk g(S) ≥ 2, and l ≤ N − 1. As in Sec. 2.7, we define ck to be the
right orthogonal of Ck+1 inside Ck for k = 0, 1, . . . , l − 1, then
(3.2) Ck = 〈ck, ck+1, . . . , cl−1〉.
Lem. 2.28 holds for S, with Ak (resp. ak) for 0 ≤ k ≤ i − 1 replaced by Ck (resp. ck) for
0 ≤ k ≤ l − 1. We also define
(3.3) Dk = 〈γ∗0(c0(1)), . . . , γ∗0(ck−1(k))〉 ⊂ C0, for k = 1, 2, 3, 4, . . .
where γ0 : C0 → D(S) is the inclusion functor and γ∗0 : D(S)→ C0 is its left adjoint. See the
lower diagram of Figure 3. We set Dk = 0 if k ≤ 0, and Dk = C0 if k ≥ l.
19
Let T → PV be a HP-dual to S → PV ∗ with respect to (3.1). This means there exists
ES ∈ D(T ×PV HS) where HS ⊂ PV × S is the universal hyperplane section for S, such
that the Fourier-Mukai functor ΦES : D(T ) → D(HS) is fully faithful, and there exists a
PV -linear semi-orthogonal decomposition
(3.4) D(HS) = 〈ΦES(D(T )), D(PV ) C1(1), . . . , D(PV ) Cl−1(l − 1)〉.
From Thm. 2.33 we know D(Y ) (resp. D(T )) can be built up from Bk’s (resp. Dk’s).
But we will not use this result. In fact we will reprove this in our main result Thm. 3.6. By
Lem. 2.8, we also have decomposition
D(HS) =
〈
〈SHS(D(PV ) Ck(k)〉k=1,...,l−1 , ΦES(D(T ))
〉
,
where SHS := SD(HS) is the Serre functor of D(HS). Since HS ⊂ PV × S is a smooth
divisor in |OPV×S(1, 1)|, then SHS = ⊗ωHS [dimHS], SD(S) = ⊗ωS[dimS]. But ωHS =
ωPV  ωS(1, 1)|HS , and triangulated subcategories are stable under shift, so we have
SHS(D(PV ) Ck(k)) = D(PV ) SD(S)(Ck)(k + 1), for k = 1, 2, . . . , l − 1.
If the decomposition of D(S) is rectangular C0 = . . . = Cl−1 = C, then SD(S)(C) = C(−l).
This motivates us to introduce the following notation,
(3.5) CLk := SD(S)(Ck)⊗ OS(l), for k = 1, 2, . . . , l − 1.
Then SD(S)(Ck) = CLk (−l), and
(3.6) D(HS) = 〈D(PV ) CL1 (2− l), . . . , D(PV ) CLl−1, ΦES(D(T ))〉,
Notice CLk ' Ck and CL1 ⊃ CL2 ⊃ . . . ⊃ CLl−1. Using CLk and Serre functor, we have following
semiorthogonal decompositions for D(S) for any k = 1, 2, . . . , l − 1,
D(S) = 〈C0, C1(1), . . . , Ck−1(k − 1), Ck(k), . . . , Cl−1(l − 1)〉
= 〈SD(S)(Ck(k)), . . . , SD(S)(Cl−1(l − 1)), C0, C1(1), . . . , Ck−1(k − 1)〉
= 〈CLk (k − l + 1), . . . , CLl−1, C0(1), C1(2), . . . , Ck−1(k)〉.
(3.7)
3.2. Base change. We will be interested in the derived categories of the fibered products
XT := X ×PV T, and YS := Y ×PV ∗ S.
In order to compare derived categories of XT and YS, we use the trick of base-change.
Recall Q ⊂ PV × PV ∗ is the incidence quadric. For two maps f : X → PV and q :
S → PV ∗, we will use Q(X,S) ⊂ X × S to denote the incidence quadric inside X × S, i.e.
Q(X,S) := X ×PV Q×PV ∗ S.
Definition 3.1. Two pairs of morphisms (X → PV, Y → PV ∗), and (S → PV ∗, T → PV )
are called admissible if the morphism X → PV (resp. S → PV ∗) considered as a base-
change is faithful (Def. 2.19) with respect to (HS, T ) (resp. (HX , Y )), and Q(X,S) 6= X×S.
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Remark 3.2. This is a technical way to say the two pairs intersect properly, and the con-
dition is satisfied typically for Cohen-Macaulay varieties inside smooth variety which have
intersections of expected dimensions (cf. [1, Prop. A.1]). The Lem. 3.4 will give certain
criteria for admissibility. We use this technical definition for the purpose of later generaliza-
tions to noncommutative cases. As we will see it holds for almost all examples of HP-duals
in considerations. Similar to the discussion in Kuznetsov’s [40], we also expect these condi-
tions which guarantee certain ’flatness’ can be removed if we consider derived intersection
X ×RPV T and Y ×RPV ∗ S and the corresponding dg-categories.
A map f : X → PV is called non-degenerate if the image f(X) is not contained in any
proper linear subspace. This is equivalent to the natural map V ∗ → H0(X,OX(1)) being an
inclusion. If f : X → PV (resp. q : S → PV ∗) is degenerate, we will use LX ⊂ PV (resp.
LS ⊂ PV ∗) to denote the minimal linear subspace containing f(X) (resp. q(S)).
Lemma 3.3. Suppose X is integral, and f : X → PV is non-degenerate. Then the universal
hyperplane HX is flat over the dual projective space PV ∗.
Proof. HX ⊂ X × PV ∗ is an effective Cartier divisor, and X × PV ∗ is flat over PV ∗. The
non-degeneracy condition for f exactly says for any s ∈ PV ∗, the corresponding section
s 6= 0 ∈ Γ(X,OX(1)). Since X is integral, this implies the divisor HX ⊂ X × PV ∗ is cut
out locally at any point x ∈ HX ×PV ∗ {s} on the fiber Xs := X × {s} by a non-zerodivisor
sx ∈ OXs,x = OX×PV ∗ ⊗OPV ∗,s k(s). By [38, Def.-Prop. 1.11] or [23, Lem. 9.3.4], HX is a
relative effective Cartier divisor over PV ∗, i.e. it is flat over PV ∗. 
Lemma 3.4 (Criterion for admissibility of pairs). Let f : X → PV , g : Y → PV ∗ and
q : S → PV ∗, p : T → PV ∗ be two pairs of morphisms.
(1) If both f : X → PV and q : S → PV ∗ are non-degenerate, then the two pairs are
admissible if XT and YS are of expected dimensions.
(2) If f : X → PV is non-degenerate.
(i) If Q(S, T ) = S × T (for example S = L, T = L⊥ dual linear subspaces). Then the
two pairs are admissible if XT and YS are of expected dimensions.
(ii) If Q(S, T ) 6= S × T , and Q(XT , S) is a divisor of XT × S 10. Then the two pairs are
admissible if XT and YS are of expected dimensions.
(3) If q : S → PV ∗ is non-degenerate, the statements are exactly symmetric to (2).
(4) If both f : X → PV and q : S → PV ∗ are degenerate. Then we assume LX 6⊂ L⊥S 11. If
one of the following is satisfied: whether Q(X, Y ) = X × Y , or Q(X, Y ) 6= X × Y but
10by which we mean the quadric Q(XT , S) is of pure codimension one inside the equidimensional variety
XT × S. This condition is to guarantee the position of the intersection XT is not too bizarre, i.e. the very
unlikely situation when X and T intersects exactly inside L⊥S , will not happen.
11which is equivalent to LS 6⊂ L⊥X , which is also equivalent to Q(X,S) 6= X × S.
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Q(X, YS) ⊂ X × YS is a divisor; And similarly one of the following is satisfied: whether
Q(S, T ) = S × T , or Q(S, T ) 6= S × T but Q(XT , S) ⊂ XT × S is a divisor. Then the
two pairs are admissible if XT and YS are of expected dimensions.
Proof. The key is to check six squares are exact cartesian. For the first set of squares
XT T
X PVf
H HS
X PVf
Q(XT , S) Q(T, S)
X PVf
The first square is exact cartesian if XT are of expected dimension by Lem. 2.21, (2).
The second is exact cartesian if LX 6⊂ L⊥S . For last square, if Q(T, S) = T × S, then
Q(XT , S) = XT × S, and the square is exact cartesian if XT are of expected dimension. If
q : S → PV ∗ is non-degenerate, then the family HS → PV is a flat family, and so is map
Q(T, S)→ T . Since we have
Q(XT , S) XT X
Q(T, S) T PV,
fQ fT f
hence the ambient square is exact cartesian by Lem. 2.22. If the Q(T, S) is a divisor, then
consider the squares
Q(XT , S) X ×Q(T, S) Q(T, S)
X X × PV PVΓf
where Γf is the graph embedding of X. The right square is exact cartesian since the projec-
tion X × PV → PV is a smooth map. For left square, the condition Q(XT , S) is a divisor
guarantees it is of expected dimension, and since Γf is a locally complete intersection em-
bedding, X × Q(T, S) is Cohen-Macaulay, the left square is also exact cartesian by (3) of
Lem. 2.21. From Lem. 2.22, the ambient square is exact cartesian. The argument is similar
for the second set of squares:
YS Y
S PV ∗q
H HX
S PV ∗q
Q(X, YS) Q(X, Y )
S PV ∗q

Back to the situation considered in Sec. 3.1. If the two HP-dual pairs (X, Y ) and (S, T )
are admissible, then we can base-change the PV ∗-linear (resp. PV -linear) decomposition
(2.10) of HX (resp. decomposition (3.4) of HS) to S (resp. X), and get a decomposition of
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HX×PV ∗ S (resp. X×PV HS). Notice the schemes HX×PV ∗ S and X×PV HS are isomorphic,
and both isomorphic to the subscheme H := Q(X,S) ⊂ X ×S defined by incidence relation
{(x, s) | s(x) = 0}. Denote by iH : H → X × S the inclusion.
Proposition 3.5. If the two HP-dual pairs (X, Y ) and (S, T ) are admissible, then the funtors
ΦEX |S : D(YS) → D(H) and Ar(r) D(S) ⊂ D(X × S)
i∗H−→ D(H) (1 ≤ r ≤ i − 1), are all
fully faithful, and give rise to a semiorthogonal decomposition
(3.8) D(H) = 〈DYS ,A1(1)D(S), . . . ,Ai−1(i− 1)D(S)〉.
where DYS = ΦEX |S(D(YS)) ' D(YS). Similarly, the functors ΦES |X : D(XT ) → D(H),
D(X)  Cr(r) ⊂ D(X × S) i
∗
H−→ D(H), and D(X)  CLr (r) ⊂ D(X × S)
i∗H−→ D(H), where
1 ≤ r ≤ l − 1, are all fully faithful, and give rise to semiorthogonal decompositions
D(H) = 〈DXT , D(X) C1(1), . . . , D(X) Cl−1(l − 1)〉,(3.9)
= 〈D(X) CL1 (2− l), . . . , D(X) CLl−1, DXT 〉,(3.10)
where DXT = ΦES |X(D(XT )) ' D(XT ) denotes the image.12
Proof. Consider the PV ∗-linear decomposition (2.10). Since the base-change S → PV ∗ is
faithful for HX → PV ∗, then from Prop. 2.24 it induces a S-linear semiorthogonal decom-
positions of D(HX ×PV ∗ S) = D(H). It is clear that under base change the fully faithful
PV ∗-linear functor Ar(r)  D(PV ∗) ⊂ D(X × PV ∗)
i∗HX−−→ D(HX) induces fully faithful
S-linear functor Ar(r)  D(S) ⊂ D(X × S) i
∗
H−→ D(H), where 1 ≤ r ≤ i − 1, and the im-
ages of these coincide with the components obtained from base-change in Prop. 2.24, i.e.
[i∗HX (Ar(r)  D(PV ∗))]S = i∗H(Ar(r)  D(S)). For the first component, since S → PV ∗ is
faithful for the pair (HX , Y ), hence the fully faithful embedding ΦEX : D(Y ) → D(HX)
induces a fully faithful embedding ΦEX |S : D(YS)→ D(H) by Prop. 2.23, where the Fourier-
Mukai kernel is given by EX |S := φ∗EX , where φ is the natural map YS×SH → Y ×PV ∗HX . It
is not hard to see the image of the Fourier-Mukai transform coincide with the first component
of the induced decomposition from (2.10), cf. Thm. 6.4, [47].
Similarly, from PV -linear decomposition (3.4) and its mutated decompositions using Serre
functor, we have the following decompositions induced from base-change along X → PV :
for all k = 0, 1, . . . , l − 1,
D(H) =〈D(X) CLk+1(k + 2− l), . . . , D(X) CLl−1,
DXT , D(X) C1(1), . . . , D(X) Ck(k)
〉
,
(3.11)
The theorem then follows. 
12Note we use the same symbol Ak(k)D(S), D(X) Ck, etc to denote their full faithful images under
the pullback functor i∗H, for simplicity of notations.
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Notations. Denote DXT = ΦES |X(D(XT )) and DYS = ΦEX |S(D(YS)) are the fully faithful
images, and let iT : DXT ↪→ D(H) and iS : DYS ↪→ D(H) be the inclusions, i.e.
D(XT ) DXT D(H) DYS D(YS).
ΦES |X
∼
iT iS
∼
ΦEX |S
Denote by piT = i
∗
T : D(H)→ DXT (resp. piS = i∗S : D(H)→ DYS) the left adjoint functor of
the inclusion iT (resp. iS), and by i
!
T (resp i
!
T ) the right adjoint. Note piT (resp. piS) is given
by the left mutations through the orthogonal of DXT in (3.8) (resp. of DYS in (3.9)).
3.3. Main result. The base-change Prop. 3.5 enables us to compare D(XT ) and D(YS)
inside D(H). Notice theirs orthogonal in D(H) are ’linear’, given by box-tensor categories
i∗H(Aα(α) Cβ(β)). We will write Aα(α) Cβ(β) for simplicity. The situation is illustrated
in Figure 1, which is direct analogue of the diagram in [66]. Every square of the chessboard,
which we call a box, correspond to a box-tensor Aα(α) Cβ(β). Then everything reduces to
playing the game of mutations on this ’chessboard’.
Later we will consider the extended ’chessboard’, Figure 4 and Figure 5, where not only
the orthogonal components of decomposition (3.8) but also of mutated decompositions (3.10)
and (3.11) are all indicated in the diagram. Notice in these ’chessboards’, we draw every
boxes as if they are of the same size. But actually this is only for simplicity of drawing, and
in reality the boxes are of different sizes. For example, a more realistic version of Figure 1 is
illustrated in Figure 2.
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Figure 1. The ’chessboard’ which describes the ’differences’ of the embed-
dings of D(XT ) and D(YS) into D(H) (in the case l = i = 6). The horizon-
tal (resp. vertical) direction corresponds to OS(1)− (resp. OX(1)−) action.
Each square of the ’chessboard’ corresponds to a fully faithful subcategory
i∗H(Aα(α)  Cβ(β)) ⊂ D(H), the factor Aα(α), α ∈ [0, i − 1] (resp. Cβ(β),
β ∈ [0, l − 1]) of which is indicated on the right of (resp. above) the diagram.
Figure 2. A more realistic picture for Figure 1 in the case l = i = 4. The
shaded regions inside each boxes of the ’chessboard’ indicate the ’real sizes’ of
the boxes Aα(α) Cβ(β) ⊂ D(H).
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Theorem 3.6 (HP-duality theorem for general sections). If the two HP-dual pairs
X → PV HP-dual to Y → PV ∗
and
S → PV ∗ HP-dual to T → PV
with respect to Lefschetz decompositions (2.8) and (3.1) are admissible (Def. 3.1). Then
(1) We have semiorthogonal decompositions
D(Y ) = 〈B1(2−N), · · · ,BN−2(−1),BN−1〉, B1 ⊂ B2 ⊂ · · · ⊂ BN−1 = A0,(3.12)
D(T ) = 〈D1(2−N), · · · ,DN−2(−1),DN−1〉, D1 ⊂ D2 ⊂ · · · ⊂ DN−2 = C0,(3.13)
where Bk and resp. Dk are defined by (2.7) and resp. (3.3).
(2) There exists a full triangulated subcategory E ⊂ D(H), such that the restrictions of
piT : D(H) → DXT (resp. piS : D(H) → DYS) to E and (Ak(k)  Dk)|H (resp. E and
(Bk  CLk (k + 1 − l))|H) are fully faithful for all k ∈ Z, and their images give rise to
semiorthogonal decompositions
D(XT ) ' DXT = 〈E , A1(1)D1,A2(2)D2, . . . ,Ai−1(i− 1)Di−1〉.(3.14)
D(YS) ' DYS = 〈B1  CL1 (2− l),B2  CL2 (3− l), . . . ,Bl−1  CLl−1, E 〉.(3.15)
where recall CLk = SD(S)(Ck)⊗ OS(l) ' Ck. If D(S) is rectangular, then CLk = Ck.
The theorem takes a more symmetric than linear section case and is quite easy to remem-
ber: for example, the ’ambient’ part ofD(XT ), if written suggestively as
∑
(AkDk)⊗OX(k),
are simply generated by box-tensors Ak  Dk’s of all the components Ak ⊂ D(X) and
Dk ⊂ D(T ) with the same index k, twisted by OXT (k). Notice AkDk can only be non-zero
if k ∈ [1, i − 1], hence we can take sum over all k ∈ Z, with the range automatically being
taken care of. Similarly for D(YS). The situation are intuitively illustrated in Figure 3.
Remark 3.7. Totally symmetrically and using the exactly the same method, we have
D(XT ) =
〈〈
(ALk Dk)⊗ OXT (k)
〉
k=1,...,i−1, E
′
XT
〉
D(YS) =
〈
E ′YS ,
〈
(Bk  Ck)⊗ OYS(1− l + k)
〉
k=1,...,l−1
〉
,
and a derived equivalence E ′XT ' E ′YS . The E ′XT and E ′YS are equivalent to the privious ones
given in the theorem by Serre functors.
Remark 3.8 (Fourier-Mukai kernels). We omit the Fourier-Mukai functors in the expressions
of the theorem for simplicity of notations. They can be described explicitly as follows:
(1) The items appearing in the decomposition (3.12) of D(Y ) are actually
ΦLEX ((Bk  OPV ∗(1 + k −N))|HX ) = ΦLEX (Bk|HX )⊗ OY (1 + k −N),
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Figure 3. Lefschetz decompositions for D(X) and D(S), and the dual de-
compositions for their HP-duals D(Y ) and D(T ) (in the figure N = 12, i = 4,
l = 5). Then Thm. 3.6 implies the ambient part of D(XT ) (resp. D(YS)) is
generated by box-tensors of the pairs of categories inside shaded (resp. un-
shaded) region connected by vertical lines (after twist). In the figure, two
vertical lines can be drawn connecting boxes of shaded regions (e.g blue line),
and therefore the ambient part of D(XT ) is 〈A2D2(2),A3D3(3)〉. Similarly
four vertical lines can be drawn connecting boxes of unshaded regions (e.g red
line), therefore the ambient part of D(YS), generated by the corresponding
four terms after twist, is 〈B1  C1(−3),B2  C2(−2),B3  C3(−1),B4  C4〉.
where ΦLEX : D(HX)→ D(Y ) is the PV ∗-linear left adjoint functor of the fully faithful functor
ΦEX : D(Y )→ D(HX), k ∈ [1, N−1], and (BkOPV ∗(1+k−N))|HX ⊂ (A0D(PV ∗))|HX ⊂
D(HX). Similarly the items in the decomposition (3.13) of D(T ) are actually
ΦLES((OPV (1 + k −N)Dk)|HS) = ΦLES(Dk|HS)⊗ OT (1 + k −N),
where ΦLES : D(HS)→ D(T ) is the PV -linear left adjoint functor of the fully faithful functor
ΦES : D(T )→ D(HS), k ∈ [1, N − 1], and (OPV (1 + k −N)Dk)|HX ⊂ D(HS).
(2) The decomposition (3.14) of D(XT ) is
D(XT ) =
〈
EXT , 〈ΦLES |X((Ak(k)Dk)|H)〉k=1,2,...
〉
=
〈
EXT , 〈(Ak  ΦLES(Dk))|XT ⊗ OXT (k)〉k=1,2,...
〉
,
where ES|X = f ∗ES is the pullback of ES along base-change f : X → PV , and ΦLES |X is the left
adjoint of the X-linear functor ΦES |X , EXT is the fully faithful image of E . The last equality
follows from the faithfulness of the base-change f : X → PV , and that PV -linear (X-linear)
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functor intertwines with base-change f ∗. Therefore ΦLES |X respects the X-linear structure,
and we can regard Ak  Dk as coming from the product X × T . Similarly, decomposition
(3.15) of D(YS) is
D(YS) =
〈〈ΦLEX |S((Bk  SD(S)(Ck)(1 + k))|H)〉k=1,2,..., EYS〉
=
〈〈(ΦLEX (Bk) SD(S)(Ck))|YS ⊗ OYS(1 + k)〉k=1,2,..., EYS〉.
This gives the formulation of Main theorem in the introduction.
(3) The Fourier-Mukai functor D(XT )→ D(YS) which induces EXT ∼−→ EYS are
ΦLEX |S ◦ ΦES |X : D(XT )→ D(YS),
and the inverse EYS
∼−→ EXT is induced from
ΦLES |X ◦ ΦEX |S : D(YS)→ D(XT ).
The Fourier-Mukai kernel for ΦLEX |S can be described explicitly when the singularities of
Q(X, Y ) and Q(S, T ) are mild (e.g. when they are smooth, cf. Lem. 2.13). However, the
Fourier-Mukai kernel of the ’dual’ of the left adjoint, which still induces the equivalence, has
a very simple form, cf. e.g. §4.3.
Remark 3.9 (Decomposition of HP-dual). The second statement (2) implies the first (1)
by taking S = PV ∗, T = ∅ or X = PV , Y = ∅. Let us first give more details and illustrate
our strategy of proof in the case when S = PV ∗, T = ∅. It is easy to see the admissibility
conditions are always satisfied by any HP-dual pair (X, Y ) together with (PV ∗, ∅), and the
base-change results are nothing but the fact Y being HP-dual of X:
D(HX) = 〈C ,A1(1)D(PV ∗), . . . ,Ai−1(i− 1)D(PV ∗)〉,
where C ' D(Y ) is given by a Fourier-Mukai functor, and the Orlov’s results for the pro-
jective bundle HX → X:
(3.16) D(HX) = 〈D(X)(0, 2−N), D(X)(0, 3−N), . . . , D(X)(0, 0)〉.
Denote piY the projection functor from D(HX) to C . Then our calculation in Sec. 3.4 shows
the restriction of piY to the subcategories B1(0, 2−N), . . . ,BN−1(0, 0) are fully faithful, and
their image remains a semiorthogonal sequence. This agrees with Prop. 5.10 in [42]. Then
to show they generate C , we show the right orthogonal of their image inside C is zero.
For every element of this right orthogonal, all its components with respect to the refined
decomposition of (3.16) using decomposition of D(X) can be shown to be zero inductively
following a ’staircase’ pattern, c.f. Sec. 3.5. Hence our proof in a way answers the question of
Kuznetsov after [42, Prop. 5.10] of ’finding a direct proof’ of the fact that B1(2−N), . . . ,BN−1
generate C ' D(Y ).
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Remark 3.10 (When one is rectangular). If we assume decomposition (3.1) for D(S) is
rectangular, i.e. Ck = C for all k ∈ [0, l − 1]. Then Dk = 0 for k ≤ l − 1, and Dk = C0 for
k ≥ l, and the theorem reduces to
D(XT ) = 〈E ,Al(l) C, . . . ,Ai−1(i− 1) C〉,
D(YS) = 〈B1  C(2− l), . . . ,Bl−1  C,E 〉.
This takes the similar form as Thm. 2.33 for linear sections.
Remark 3.11 (Kuznetsov’s HP-duality theorem). If f : X → PV is non-degenerate 13, and
S = L, T = L⊥ be a pair of dual linear spaces. Then Q(L⊥, L) = L⊥ × L. Therefore (X, Y )
and (L,L⊥) are admissible as long as XL⊥ and YL are of expected dimensions. Notice D(S)
is rectangular, hence our takes the form of Rmk. 3.10, recovers Kuznetsov’s HPD theorem
Thm. 2.33 in non-degenerate case.
If f : X → PV is degenerate, and the image spans the linear space LX . Then if XL⊥
and YL are of expected dimensions, the condition L 6⊂ L⊥X is automatically satisfied since
LX 6⊂ L⊥. If Q(X, Y ) = X×Y , for example when X, Y are dual linear spaces, then the pair
are admissible. If Q(X, Y ) 6= X × Y , then we need one more condition: Q(X, YL) ⊂ X × YL
is a divisor14. Then the pairs are admissible. This is certainly satisfied for example if YL are
integral, and therefore is satisfied by a generic linear section L.
The second statement of the theorem, hence the whole theorem, will be proved in the next
two sections. Before that, let’s first illustrate why it is true on Hochschild homology level.
Hochschild homology and Plu¨cker formula. Prop. 3.5 allows us to compare invariants
of XT and YS inside H, and this can be easily done on Hochschild homology level.
The Hochschild homology of a smooth projective variety X is defined to be
HH•(X) := Ext•X×X(∆∗OX ,∆∗ωX),
where ∆ : X → X×X is the diagonal embedding, ωX is the dualizing sheaf. The Hochschild
homology is also defined for any differential graded (dg) categories, hence also defined for
triangulated categories with dg-enhancement, for example, D(X); and the two definitions
agree, cf. [36, 37] and also the discussion in [45].
For an admissible subcategory A ⊂ D(X), where X is a smooth projective variety,
Kuznetsov [45] defines the Hochschild homology HH∗(A) using the Fourier-Mukai kernel
P ∈ D(X ×X) of projection functor to A, and shows that it is independent of the embed-
ding A ⊂ D(X), and agrees with definition using the natural dg-enhancement of A. One of
13In [42] it was assumed that V ∗ ⊂ Γ(X,OX(1)), which is equivalent to f : X → PV is non-degenerate.
But as we will see, it also holds for at least generic linear sections even when f is degenerate.
14It is very likely this condition can be removed when XL⊥ and YL already have expected dimensions
since we know gL(YL) = L 6⊂ L⊥X . But the authors do not know how to show this yet.
29
the most important features of Hochschild homology is that it is additive for semiorthogonal
decompositions: suppose D(X) = 〈A1,A2, . . . ,An〉 is a semiorthogonal decomposition into
admissible subcategories, then
HH•(X) = HH•(A1)⊕ HH•(A2)⊕ . . .⊕ HH•(An).
Cf. [45, Thm. 7.3]. Also since Ku¨nneth formula holds for dg-categories, cf. [57, Prop. 1.1.4],
or [64, §2.4], and Hochschild homologies of admissible subcategories agree with the definition
via their dg-enhancements. Therefore we have for any A ⊂ D(X) and B ⊂ D(Y ),
HH∗(A B) = HH∗(A)⊗ HH∗(B),
where the tensor is regarded as a tensor product of graded vector spaces. For an admissible
subcategory A, we define its (Hochschild) homological Euler characteristic to be
χH(A) :=
∑
k
(−1)k rank HHk(A).
We denote χH(X) := χH(D(X)) for a possibly noncommutative variety X. Recall for
a smooth projective (commutative) variety X, the famous Hochschild-Kostant-Rosenberg
(HKR) isomorphism states (cf. [15]):
HHi(X) '
⊕
p−q=i
Hq(X,Ωp).
Hence χH(X) = χ(X), where χ(X) is the topological Euler characteristic. The homological
Euler characteristic is additive for semiorthogonal decompositions: χ(X) =
∑
k χ
H(Ak) if
D(X) = 〈A0, . . . ,An〉, and multiplicative for exterior products: χH(AB) = χH(A) ·χH(B)
by Ku¨nneth formula.
Now we apply these to our situation. Assume XT and YS are smooth varieties. Then from
(3.8) and (3.9) we have
χ(H) = χ(XT ) + χ(X) · (χ(S)− χH(C0)) = χ(YS) + χ(S) · (χ(X)− χH(A0)).
From the first statement (1) of our main theorem Thm. 3.6 we have χ(X)+χ(Y ) = N ·χH(A0)
and χ(S) + χ(T ) = N · χH(C0), where recall N = dimk V . Direct computations lead to
Corollary 3.12 (Plu¨cker formula for HP-dual). In the same situation as Thm. 3.6, we
further assume XT and YS are smooth, then
χ(XT )− χ(X) · χ(T )
N
= χ(YS)− χ(Y ) · χ(S)
N
.
Example 3.13. As in Example 2.35, if we take X = Gr(2, 7), and let Y˜ be the non-
commutative resolution of the Pfaffian loci Y = Pf(4, 7), S = P6 and T = P13 be a generic
pair of dual linear sections. Then N = 21, χ(S) = 7, χ(T ) = 14, χ(X) = 21, χH(Y˜ ) = 42.
Then the corollary implies χ(XT ) = χ(YS), which agrees with they having the same Hodge
diamond. If we take X = Gr(2, 6), and let Y˜ be the non-commutative resolution of the
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Pfaffian loci Y = Pf(4, 6), S = P5 and T = P8 be a generic pair of dual linear sections.
Then N = 15, χ(S) = 6, χ(T ) = 9, χ(X) = 15, χH(Y˜ ) = 30. Then the corollary implies
χ(XT ) + 3 = χ(YS). Since XT is a K3 surface, χ(XT ) = 24. Therefore χ(YS) = 27. This
agrees with YS being a cubic fourfold.
Vanishing results. As a preparation for playing the game of mutations, we show certain
vanishing results on D(H). These results are analogous to [42, Lem. 5.1] and [66, Lem. 4.3].
Since iH : H ⊂ X × S is a divisor in |OX×S(1, 1)|, we have a short exact sequence
0→ OX×S(−1,−1)→ OX×S → iH∗OH → 0.
This enables us to express RHomH in terms of RHoms on X and S.
Lemma 3.14 (Vanishing lemma). For any F1, F2 ∈ D(X), G1, G2 ∈ D(S),
RHomH(i∗H(F1G1), i∗H(F2  G2)) = cone
[
RHomX(F1, F2(−1))⊗
RHomS(G1, G2(−1))→ RHomX(F1, F2)⊗RHomS(G1, G2)
](3.17)
Proof. For any E1, E2 on X × S, we have exact triangle
RHom(E1, E2(−1,−1))→ RHom(E1, E2)→ RHom(E1, E2 ⊗ iH∗OH) [1]−→ .
Apply global section functor, and notice by adjunction and projection formula we have
RHomX×S(E1, E2 ⊗ iH∗OH) = RHomX×S(E1, iH∗i∗HE2) = RHomH(i∗HE1, i∗HE2), one gets
an exact triangle
RHomX×S(E1, E2(−1,−1))→ RHomX×S(E1, E2)→ RHomH(i∗HE1, i∗HE2)
[1]−→ .
Apply to the case E1 = F1G1, E2 = F2G2 and use Ku¨nneth formula, we are done.15 
Remark 3.15 (’α- and β-vanishing’). The lemma will be repeatedly used later. In order to
show a vanishing of the form
(3.18) RHomH(Aα1(α1) Cβ1(β1),Aα2(α2) Cβ2(β2)) = 0,
it suffices to show each term inside the cone in (3.17) has a factor which vanishes. We will
refer to the first term as ’twisted’ term (twisted by O(−1,−1)), and the second term as
’untwisted’ term. There will be three typical situations:
(1) (α-vanishing). The RHomX factors of each term of the cone vanish. This happens
for example if i− 1 ≥ α1 > α2 ≥ 1.
(2) (β-vanishing). The RHomS factors of each term of the cone vanish. This happens
for example, if l − 1 ≥ β1 > β2 ≥ 1.
15Note the adjunction, projection formula, etc hold for the derived category of all locally ringed spaces,
cf. [54], hence we do not need H to be smooth.
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(3) (Mixed type). One of the terms inside the cone has a RHomX factor which vanishes
(we will refer this term as ’having α-vanishing’) and the other term has a vanish-
ing RHomS factor (which we will refer as ’having β-vanishing’). This happens for
example, if α1 = α2 ≥ 1, β1 > β2 = 0 or α1 > α2 = 0, β1 = β2 ≥ 1.
3.4. Fully-faithfulness. We first prove the statements about fully-faithfulness in Thm 3.6.
The strategy, following [66], is as follows.
First, suppose we want to show piS : D(H)→ DYS is fully faithful when restricted to some
full triangulated subcategory, say E ⊂ D(H), that is to show for all a, b ∈ E ,
RHomYS(piS a, piS b) = RHomH(a, b).
Since piS is left adjoint to the inclusion functor iS, the left hand side is equal toRHomH(a, iS piS b) =
RHomH(a, piS b)16. Hence it is equivalent to show
(3.19) RHomH(a, cone(b→ piS b)) = 0,
where b → piS b is the counit map of the adjunction. If we can show for all b ∈ E ,
cone(b → piS b) ∈ E⊥, we are done. Hence the key is to compute cone(b → piS b) for b
in the subcategories of interest. Similarly for piT .
Next, observe that piS (resp. piT ), as the projection to the component DYS (resp. DXT ) of
of (3.8) (resp. (3.9)), is the left mutation functor passing through the remaining components
on its right in (3.8) (resp. (3.9)). Hence the computation follows from playing with of
properties of mutation functors.
Fully-faithfulness about piT . We first show statements about fully-faithfulness of piT .
Proposition 3.16. The restrictions of piT to the subcategories A1(1)D1, . . . ,Ai−1(i−1)
Di−1 ⊂ D(H) are fully faithful, and their images remain a semiorthogonal sequence in DXT .
This will follow from the following lemma, which we will show in more detail. The lemma,
which although appears complicated, is actually very intuitive if one visualizes the process
and the regions in Figure 4, 5. For example, in Figure 4, the shaded region inside the ’middle
column’ D(X)  C0 is where b ∈ Ak(k)  Dk belongs, and the shaded ’staircase region’ on
the right (inside the ’columns’ indicated by ⊥DXT ) is where the cone(b→ piT (b)) belongs.
16We omit the inclusion functor iS when regarding piSb as an object in D(H), for simplicity of notations.
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Figure 4. The extended ’chessboard’, where we glue the two decompositions
D(H) = 〈DXT , ⊥DXT 〉 and D(H) = 〈D⊥XT ,DXT 〉 together. The blocks corre-
spond whether Aα(α)  Cβ(β) or Aα(α)  CLβ (β + 1 − l) as indicated by the
labels on axes, embedded into D(H) by pullback i∗H. Then the overlapping
’middle column’ will correspond to whether the larger category D(X) C0 or
the smaller category D(X) CLl−1, depending on which decompositions we are
considering. The staircases regions inside the diagram (whether the shaded
ones or the ones enclosed by red lines) play essential roles in the proof of
fully-faithfulness, as well as generation.
Lemma 3.17. Let b ∈ Ak(k)  Dk, k = 1, . . . , i − 1. If k ∈ [1, l], then cone(b → piT (b))
belongs to the subcategory
〈 Ak−1(k − 1) C1(1), Ak−1(k − 1) C2(2), . . . Ak−1(k − 1) Ck−1(k − 1)
Ak−2(k − 2) C1(1), . . . Ak−2(k − 2) Ck−2(k − 2)
...
A1(1) C1(1)
〉
17.
17The the order of the semiorthogonal sequence is from bottom to top, and from left to right.
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If k ∈ [l, i− 1], then Dk = C0, and cone(b→ piT (b)) belongs to the subcategory
〈 Ak−1(k − 1) C1(1), Ak−1(k − 1) C2(2), . . . Ak−1(k − 1) Cl−1(l − 1)
Ak−2(k − 2) C1(1), . . . Ak−2(k − 2) Cl−2(l − 2)
...
Ak−l+1(k − l + 1) C1(1)
〉
.
Therefore, the image of 〈A1(1)  D1, . . . ,Ai−1(i − 1)  Di−1〉 under piT is contained in the
subcategory generated by themselves and
Aα(α) Cβ(β) for β ∈ [1, l − 1], α ∈ [β, i− 2].
See the shaded region in Figure 4. In particular, the image is contained in ⊥DYS = 〈A1(1)
D(S), . . . ,Ai−1(i− 1)D(S)〉.
Proof. We show the case 1 ≤ k ≤ l, the argument for k ≥ l are similar. In order to compute
piT b and cone(b → piT b) for b ∈ Ak(k)  Dk, where piT is the left mutation functor passing
through the semiorthogonal sequence
D(X) C1(1), . . . , D(X) Ck−1(k − 1), D(X) Ck(k), . . . , D(X) Cl−1(l − 1),
we first observe that the subcategories D(X)Ck(k), . . . , D(X)Cl−1(l−1) has no (derived)
Homs to b. This is from what we call ’β-vanishing’. In fact, let β ∈ [k, l − 1], then the
untwisted term is zero by RHomS(Cβ(β),Dk) = 0 since Dk ⊂ C0, and twisted term is zero
since
RHomS(Cβ(β),Dk(−1)) = RHomS(Cβ(β + 1),Dk)
=RHomC0((γ
∗
0(Cβ(β + 1)),Dk) = RHomC0(γ∗0(cβ(β + 1)),Dk) = 0
exactly by the way we define Dk in (3.3) and Lem. 2.28. Therefore by Lem. 2.6,
piT b = LD(X)C1(1) ◦ · · · ◦ LD(X)Ck−1(k−1) b.
Let b(0) = b, and b(γ) = LD(X) Ck−γ(k−γ) b(γ−1) for γ = 1, . . . , k − 1. Then bk−1 = piT (b).
Notice if k = 1, piT (b) = b, hence we are already done. Therefore only need to consider when
k ≥ 2. To prove cone(b→ piT (b)) belongs to the desired region, we prove by induction on γ
that cone(b→ b(γ)) belongs to the ’subregion’ generated by
(3.20) Aα(α) Cβ(β), for β ∈ [k − γ, k − 1], α ∈ [β, k − 1].
Base case. For γ = 1, to compute b(1) = LD(X)Ck−1(k−1) b, we use the following mutated
decomposition for D(X):
D(X) = 〈Ak−1(k − 1), ⊥(Ak−1(k − 1))〉.18
18We know explicitly that the second component is
⊥(Ak−1(k − 1)) = Ak(k), . . . ,Ai−1(i− 1), S−1X (A0), . . . , S−1X (Ak−1(k − 1))
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Note of all components of D(X)Ck−1(k−1) induced by this decomposition, only Ak−1(k−
1)Ck−1(k−1) has Homs to b. This is a vanishing of ’mixed type’. In fact, for the untwisted
term, RHomS(Ck−1(k − 1),Dk) = 0 since k ≥ 2, and for the twisted term,
RHomX(
⊥(Ak−1(k − 1))(1),Ak(k)) = RHomX(⊥(Ak−1(k − 1)),Ak(k − 1)) = 0
by Ak(k − 1) ⊂ Ak−1(k − 1). Thus cone(b→ b(1)) ∈ Ak−1(k − 1) Ck−1(k − 1) as required.
Inductive step. Next, suppose cone(b → bγ) belongs to (3.20), then bγ belongs the category
generated by Ak(k)  Dk and (3.20). To analyze b(γ+1) = LD(X) Ck−γ−1(k−γ−1) b(γ), we use
the following decomposition of D(X):
D(X) =
〈Ak−γ−1(k − γ − 1), . . . ,Ak−1(k − 1), ⊥〈Ak−γ−1(k − γ − 1), . . . ,Ak−1(k − 1)〉〉.
We claim that for this decomposition, only the fist γ + 1 terms
(3.21) Ak−γ−1(k − γ − 1) Ck−γ−1(k − γ − 1), . . . ,Ak−1(k − 1) Ck−γ−1(k − γ − 1)
has Homs to b(γ). First notice the rest of (3.21),
(3.22) ⊥〈Ak−γ−1(k − γ − 1), . . . ,Ak−1(k − 1)〉 Ck−γ−1(k − γ − 1)
has no Homs to b. The reason is similar as base case: the untwisted term is always zero
from β-vanishing, and the twisted term is zero by α-vanishing since Ak(k − 1) ⊂ Ak−1(k −
1). Then we only need to show there are no Homs from (3.22) to cone(b → b(γ)). This
is now from what we call ’α-vanishing’: since the Aα(α) appearing in (3.20) has range
k − γ ≤ α ≤ k − 1, then the corresponding Aα(α) and Aα(α − 1) are both contained in
〈Ak−γ−1(k − γ − 1) . . . ,Ak−1(k − 1)〉, therefore the RHomX-factors of both twisted and
untwisted terms are zero from above decomposition of D(X). Therefore cone(b(γ) → b(γ+1))
belongs to (3.21). Now from the distinguished triangle
cone(b→ b(γ))→ cone(b→ b(γ+1))→ cone(b(γ) → b(γ+1)) [1]−→,
cone(b → b(γ+1)) belongs to the desired region (3.20). This completes the induction and
hence the proof of the lemma. 
Remark 3.18. We see from the induction step, it is the twisted term RHomX(F1, F2(−1))
(resp. RHomS(G1, G2(−1)) for piS) which is responsible for the ’staircase shape’ of the
region. This interesting phenomenon will occur repeatedly: once we show the vanishing
(resp. non-vanishing) for a box in the diagram in the process of mutations or by vanishing
conditions, then the rest of vanishing (resp. non-vanishing) area will automatically follows
a staircase pattern.
but this is actually not relevant for our computation.
35
Proof of Prop. 3.16. This directly follows from Lem. 3.17 as follows. For any a ∈ Am(m)
Dm, and b ∈ Ak(k)Dk with 1 ≤ k ≤ m ≤ i−1, from Lem. 3.17, cone(b→ piT b) belongs to
the subcategory generated by A1(1)D(S), . . ., Ak−1(k−1)D(S), but a ∈ Am(m)D(S)
with k − 1 < m ≤ i− 1, hence RHom(a, cone(b→ piT b)) = 0 by semiorthogonality of (3.8).
From the discussion at the beginning of the section, we are done. 
Definition 3.19. We define E ⊂ D(H) be the image of the right orthogonal 〈piT (A1(1) 
D1), . . . , piT (Ai−1(i− 1)Di−1)〉⊥ ⊂ DXT under the inclusion iT , i.e.,
(3.23) D(XT ) ' DXT =
〈
E , piT (A1(1)D1), . . . , piT (Ai−1(i− 1)Di−1)
〉
Fully-faithfulness about piS. We next show fully-faithfulness statements about piS.
Proposition 3.20. The restrictions of piS to the subcategories B1CL1 (2− l), . . . ,Bl−1CLl−1
and E are fully faithful, and their images form a semiorthogonal sequence in DYS .
This will follow from the next two lemmas. The first lemma is exactly symmetric to
the situation of Lem. 3.17. The process and results can be intuitively visualized using the
’staircase regions’ enclosed by red lines in Figure 4, 5: the ’staircase region R2’ inside the
first row is where b ∈ Bk  CLk (k + 1 − l) belongs, and ’staircase region R1’ above the first
row (contained in the rows indicated by ⊥DYS) is where the cone(b→ piS(b)) belongs.
Lemma 3.21. Let b ∈ Bk CLk (k+1− l), k = 1, . . . , l−1. If k ∈ [1, i], then cone(b→ piS(b))
belongs to
〈 Ak−1(k − 1) CLk−1(k − l)
...
A2(2) CL2 (3− l), . . . A2(2) CLk−1(k − l)
A1(1) CL1 (2− l), A1(1) CL2 (3− l), . . . A1(1) CLk−1(k − l)
〉
.
If k ∈ [i, l − 1], then Bk = A0, and cone(b→ piS(b)) belongs to
〈 Ai−1(i− 1) CLk−1(k − l)
...
A2(2) CLk−i+2(k − i+ 3− l), . . . A2(2) CLk−1(k − l)
A1(1) CLk−i+1(k − i+ 2− l), A1(1) CLk−i+2(k − i+ 3− l), . . . A1(1) CLk−1(k − l)
〉
.
Therefore the image of 〈B1 CL1 (2− l), . . . ,Bl−1 CLl−1〉 under piS is contained in the subcat-
egory generated by themselves and
Aα(α) CLβ (β + 1− l) for β ∈ [1, l − 2], α ∈ [1,min{i− 1, β}].
See the union of staircase regions enclosed by red lines (’R1 ∪ R2’) in Figure 4 and 5. In
particular, the image is contained in D⊥XT .
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Proof. This proof is similar to Lem. 3.17. We shall only sketch the key steps for k ∈ [1, i].
The case k ∈ [i, l − 1] is similar. piS is the left mutation past through
A1(1)D(S), . . . ,Ak−1(k − 1)D(S),Ak(k)D(S), . . . ,Ai−1(i− 1)D(S).
From similar argument as, b receives no Homs from Ak(k) D(S), . . . ,Ai−1(i − 1) D(S)
by α-vanishing, which is a consequence of the way we define Bk in (3.3), therefore
piS b = LA1(1)D(S) ◦ · · · ◦ LAk−1(k−1)D(S) b
Let b(0) = b and b(γ) = LAk−γ(k−γ)D(S) b(γ−1) for γ = 1, 2, . . . , k − 1. Then b(k−1) = piS b, and
one can show inductively cone(b→ b(γ)) belongs to the subcategory generated by
Aα(α) CLβ (β + 1− l), for β ∈ [k − γ, k − 1], α ∈ [k − γ, β].
Assume it is true for γ ∈ [0, k − 2],19 then to compute b(γ+1) = LAk−γ−1(k−γ−1)D(S) b(γ), we
consider the following decomposition of D(S), obtained from (3.7):
D(S) =
〈〈CLk−γ−1(k − γ − l), . . . , CLk−1(k − l)〉, ⊥〈CLk−γ−1(k − γ − l), . . . , CLk−1(k − l)〉〉.
It’s easy to see for this decomposition, only the part Ak−γ−1(k − γ − 1)  〈CLk−γ−1(k − γ −
l), . . . , CLk−1(k − l)〉 has Homs to b(γ), and therefore completes the induction step. 
Lemma 3.22. Let b ∈ E , then cone(b→ piS(b)) belongs to the subcategory CE generated by
Aα(α) CLβ (β + 1− l) for β ∈ [1, l − 1], α ∈ [1,min{i− 1, β}].
In particular, cone(b→ piS(b)) ∈ D⊥XT by the semiorthogonal decomposition (3.10).
In Figure 4 and 5, CE = R1 ∪R′3, where R′3 = 〈Aα(α) CLl−1 | α ∈ [1, l− 1]〉 contained in
the smaller middle column D(X)  CLl−1. However, if we consider the decomposition (3.7)
of D(S), one can regard the part R′3 as placed in the the complement of the shaded regions
DkC0 (i.e. the place of R3) inside the larger middle column D(X)C0. Therefore we may
regard CE as the union R1 ∪R3 in the diagrams. This point of view will useful in the proof.
Proof. The method is the same as before. The only thing we need to pay attention is the
vanishing for E , which is not obtained through computing the cone as in (3.17). Let’s show
the case when l ≤ i, the other case i ≤ l is similar with only some changes of subscripts.
First notice since there are no Homs from Al(l)D(S), . . . ,Ai−1(i− 1)D(S) to b,
piS(b) = LA1(1)D(S) ◦ · · · ◦ LAl−1(l−1)D(S) b,
Then similarly let b(0) = b and b(γ) = LAl−γ(l−γ)D(S) b(γ−1) where γ ∈ [1, l − 1]. We show by
induction on γ that cone(b→ b(γ)) belongs to the subcategory of D(H) generated by
Aα(α) CLβ (β + l − 1) for β ∈ [l − γ, l − 1], α ∈ [l − γ, β].
19Here γ = 0 corresponds to the base case, for which the inductive assumption is trivial.
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Assume true for γ ∈ [0, l − 2]. Then to compute b(γ+1) = LAl−γ−1(l−γ−1)D(S) b(γ), consider
the decomposition (3.7):
D(S) = 〈CLl−γ−1(−γ), CLl−γ(1− γ), . . . , CLl−1, C0(1), . . . , Cl−γ−2(l − γ − 1)〉.
As before, cone(b→ b(γ)) receives no Hom from
(3.24) Al−γ−1(l − γ − 1) 〈C0(1), . . . , Cl−γ−2(l − γ − 1)〉.
The only difference from before is, in order to show this holds for b(γ), hence make the
induction to work, we need to show b also receives no Homs from (3.24) for all γ = 0, 1, . . . , l−
2. Since b ∈ E ⊂ ⊥DXT , it receives no Homs from
Al−γ−1(l − γ − 1) 〈C0(1), . . . , Cl−γ−1(l − γ − 1)〉.
Also from the definition of E ,
RHom(Al−γ−1(l − γ − 1)Dl−γ−1,E ) = 0.
But recall Dl−γ−1 = 〈γ∗0(c0(1)), . . . , γ∗0(cl−γ−2(l − γ − 1))〉, and Lem. 2.28 for D(S) says
〈C0(1), . . . , Cl−γ−2(l − γ − 1)〉 = 〈Dl−γ−1, C1(1), . . . , Cl−γ−1(l − γ − 1)〉
for all γ = 0, 1, . . . , l − 2. Hence we are done. 
Proof of Prop. 3.20. To prove the proposition, we show
RHom(a, cone(b→ piS b)) = 0
for any a, b in one of the two cases:
(1) a ∈ Bm  CLm(m+ 1− l) or a ∈ E , b ∈ Bk  CLk (k + 1− l), 1 ≤ k ≤ m ≤ l − 1;
(2) a ∈ E , b ∈ E .
For case (1), from Lem. 3.21, cone(b → piS b) belongs to the subcategory generated by
D(X)CL1 (2− l), . . . , D(X)CLk−1(k− l), hence receives no Homs from D(X)CLm(m+1− l)
for k ≤ m ≤ l − 1, or E ⊂ DXT , by semiorthogonality of (3.10). For case (2), Lem. 3.22
implies cone(b→ piS b) belongs to D⊥XT hence receives no Homs from b ∈ E ⊂ DXT . 
3.5. Generation. To finish the proof of Thm. 3.6, we need to show the fully faithful images
of the subcategories in Prop 3.20 generate DYS . Our strategy is to show the right orthogonal
of these images inside DYS is zero. Using adjunction of the functor piS, the orthogonality
conditions translate into vanishing conditions on D(H), on which we can play the familiar
game on the ’chessboard’ Figure 5, and show the desired vanishing ’block-by-block’.
First notice from Lem. 3.17, the (left) orthogonal of E inside DXT in the decomposition
(3.23) are totally contained in ⊥DYS , therefore E and DXT have the same image under
piS = L⊥DYS by Lem. 2.6. Hence we need only to show the images under piS of
B1  CL1 (2− l), . . . ,Bl−1  CLl−1, and DXT
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Figure 5. The ’chessboard’ in the case l = 8, i = 6. The grey line with
arrows indicates the ’Zig-Zag’ routine (bi−11 → · · · → b21 → bi−12 → · · · → b22 →
· · · → bi−1i−1) of induction in Step 1 of the proof of generation part, and the grey
b˜αβ on the right indicates the block we use to detect the vanishing of b
α
β .
generate DYS . Let b ∈ DYS be an object in the right orthogonal of these images.
RHomH(a, b) = 0 ∀ a ∈ DXT .(3.25)
RHomH(a, b) = 0 ∀ a ∈ B1  CL1 (2− l), . . . ,Bl−1  CLl−1(3.26)
by adjunction RHomH(a, b) = RHomDYS (piS a, b) of piS. We want to show b = 0. From
decomposition (3.10), the first condition (3.25) is equivalent to
b ∈ D⊥XT = 〈D(X) CL1 (2− l), . . . , D(X) CLl−1〉.
We can further decompose D⊥XT using D(X) = 〈A0,A1(1), . . . ,Ai−1(i− 1)〉,
D⊥XT =
〈Aα(α) CLβ (β + 1− l)〉α∈[0,i−1],β∈[1,l−1].
Therefore b has the following components with respect to the decomposition:
(3.27) bαβ ∈ Aα(α) CLβ (β + 1− l), with α ∈ [0, i− 1], β ∈ [1, l − 1].
Notice may further put b0β into a distinguished triangle
bRβ → b0β → bLβ
[1]−→, β ∈ [1, l − 1],
using decomposition A0 = 〈(Bβ)⊥,Bβ〉, where (Bβ)⊥ is the right orthogonal of Bβ inside A0,
(3.28) bLβ ∈ (Bβ)⊥  CLβ (β + 1− l), bRβ ∈ Bβ  CLβ (β + 1− l).
See Figure 5. Now the game is played as follows.
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Step 1. The components of b which are ’above the staircase region R1’ are zero, i.e.
(3.29) bαβ = 0 for β ∈ [1, l − 1], α ∈ [β + 1, i− 1].
Let’s show this by induction, with an induction routine:
(bi−11 = 0) =⇒ (bi−21 = 0) =⇒ · · · =⇒ (b21 = 0) =⇒ (bi−12 = 0) =⇒ · · · =⇒ (bi−2i−1 = 0)
which is indicated by the grey curved line with arrows in Figure 5. Assume we have done
proving (3.29) those bαβ ’s in the region with smaller β or with same β but larger α (for the
base case α = i−1, β = 1 this assumption is empty). To show bαβ = 0, we look at Homs from
(3.30) D(X) Cβ(β) = D(X)(−1) Cβ(β).
If there is no Homs from above category to bαβ , then from (3.11), b
α
β ∈ D(X) CLβ (β + 1− l)
will belong to subcategory generated by
D(X) CLβ+1(β − l), . . . , D(X) CLl−1,
which is contained in the left orthogonal of D(X)  CLβ (β + 1 − l). This will force bαβ = 0.
We now claim the Homs from (3.30) to bαβ totally come from
(3.31) Aα(α− 1) Cβ(β).
The reason is, if we consider D(X) = 〈Aα(α), ⊥(Aα(α))〉 20, then D(X)(−1)  Cβ(β) =
〈Aα(α− 1), ⊥(Aα(α))(−1)〉 Cβ(β). The Hom from the latter component to bαβ ∈ Aα(α)
CLβ (β + 1 − l) is a cone of the form (3.17), with the untwisted term zero by β-vanishing 21,
and the twisted term is zero by
RHomX(
⊥(Aα(α))(−1),Aα(α)(−1)) = RHomX(⊥(Aα(α)),Aα(α)) = 0.
To show vanishing from (3.31) is where the ’staircase’ induction routine comes in. We show
all the other surviving components of b, except bαβ , receive no Homs from (3.31). In fact, for
components with larger β, the Homs are zero by β-vanishing; For components with the same
β but smaller α, i.e. components in 〈A0,A1(1), . . .Aα−1(α− 1)〉 CLβ (β + 1− l), then Homs
are zero since untwisted terms vanishes by β-vanishing, and twisted term contains factor
RHomX(Aα(α), 〈A0,A1(1), . . .Aα−1(α− 1)〉) = 0;
For components with smaller β, by induction assumption, these are components of the form
bα
′
β′ with 0 ≤ α′ ≤ β′, β′ < β. Note α′ ≤ β − 1 ≤ α− 2, then the Homs from (3.31) are zero
by α-vanishing.
Now note b ∈ DYS itself receives no Homs from (3.31), therefore by Lem. 2.4, bαβ receives
no Homs from (3.31) also. Hence bαβ = 0, and by induction we have proved (3.29).
20More explicitly, ⊥(Aα(α)) = 〈Aα+1(α+ 1), . . . ,Ai−1(i− 1), S−1X (A0), . . . , S−1X (Aα−1(α− 1))〉.
21More precisely, HomS(Cβ−1(β), CLβ (β + 1− l)) = 0 and Cβ(β) ⊂ Cβ−1(β).
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Step 2. The components of b which are ’below staircase region R2’ are zero:
(3.32) bLβ = 0 for β = 1, 2, . . . , l − 1.
We show this by induction on β ∈ [1, l − 1]. Assume it is true for components with smaller
β (for base case β = 1 the assumption is empty), then to show bLβ = 0 we again only need to
look at Homs from D(X) Cβ(β). But this time we consider decomposition
(3.33) D(X) = 〈a0,A1, a1(1),A2(1), . . . , ai−2(i− 2),Ai−1(i− 2), ai−1(i− 1)〉.
First, there are no Homs from the subcategories A1Cβ(β),A2(1)Cβ(β), . . . ,Ai−1(i−2)
Cβ(β) to bLβ , since the cones (3.17) of which have zero untwisted terms by β-vanishing, and
zero twisted terms by α-vanishing
RHomX(〈A1, . . . ,Ai−1(i− 2)〉(1),A0) = 0.
Second, there are also no Homs from subcategories 〈a0, a1(1), . . . , aβ−1(β− 1)〉 Cβ(β) to bLβ
by definition of bLβ . More precisely, the Homs of these totally come from the twisted terms,
which are zero exactly by adjoint pairs (α∗0, α0) and the defining equation (3.28) of b
L
β :
RHomX(〈a0, a1(1), . . . , aβ−1(β − 1)〉(1), (Bβ)⊥) = RHomA0(Bβ, (Bβ)⊥) = 0.
Hence it remains to show there are no Homs from the following subcategories to bLβ :
(3.34) aβ(β) Cβ(β), . . . , ai−1(i− 1) Cβ(β).
Now the ’staircase’ shape of the region and the induction hypothesis begin to play their
roles. We show there are no Homs from (3.34) to all other non-zero components other than
bLβ . These components can be formed into three different categories:
(1) the components with larger β’s, i.e., ones in D(X)  CLβ+1(β + 2 − l), . . . , D(X)  CLl−1.
These are no Homs from (3.34) to these simply by β-vanishing.
(2) The surviving components from the staircase region of Step 1 with equal or smaller β,
i.e. bα
′
β′ with 1 ≤ β′ ≤ β, and 1 ≤ α′ ≤ β′. The Hom’s from (3.34) to these are zero by
α-vanishing: for components with β′ = β, the untwisted terms are zero, and for twisted
terms
RHomX(〈aβ(β), . . . , ai−1(i− 1)〉,Aα′(α′ − 1)) = 0
since Aα′(α′ − 1) ⊂ Aα′−1(α′ − 1) and 1 ≤ α′ ≤ β. For components with β′ ≤ β − 1,
apart from twisted terms zero as above, we also have for untwisted terms
RHomX(〈aβ(β), . . . , ai−1(i− 1)〉,Aα′(α′)) = 0
since α′ ≤ β′ ≤ β − 1.
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(3) The surviving bRβ′ with 1 ≤ β′ ≤ β from our induction. Notice the untwisted terms in the
cone for Homs from (3.34) to these are always zero, since β ≤ 1, and all these Bβ′ ⊂ A0.
For twisted terms,
RHomX(〈aβ(β), . . . , ai−1(i− 1)〉(1),Bβ′)
= RHomA0(〈α∗0(aβ(β + 1)), . . . , α∗0(ai−1(i)),Bβ
′
) = 0
by Bβ′ ⊂ Bβ for β′ ≤ β, Lem. 2.28, and definition (2.7) of Bβ.
Finally b itself receives no Homs from (3.34) where β ≥ 1 by Lem. 2.6, bLβ receives no Homs
from (3.34). All together, RHom(D(X) Cβ(β), bLβ ) = 0, which forces bLβ = 0 and concludes
the induction for (3.32).
Final step. By previous two steps, b belongs to ’the region R1 ∪ R2’, i.e. the subcategory
generated by
Aα(α) CLβ (β + 1− l), for α ∈ [1,min{β, i− 1}], β ∈ [1, l − 1],
and B1  CL1 (2 − l), . . . ,Bl−1  CLl−1. But the fact b ∈ DYS and the condition (3.26) imply
b belongs to the right orthogonal of these categories as well. Therefore RHomH(b, b) = 0,
which implies b = 0. This concludes the proof of generation and hence the proof Thm. 3.6.

4. Generalizations and Applications
4.1. Noncommutative HP-duals. As our proof is purely categorical, it is straightfor-
ward to generalize our main theorem to noncommutative cases. The point of this considera-
tion is that the HP-dual category C in (2.10) is not necessarily given by the derived category
of an algebraic variety Y , but in various examples are given by interesting noncommutative
varieties which in a way is still geometric.
4.1.1. Azumaya Varieties. The simplest but interesting cases of noncommutative varieties
are Azumaya varieties (or more generally, Azumaya algebras over schemes), which can
be regarded as most geometric among non-commutative varieties, and was introduced by
Grothendieck [21] in the study of Brauer groups. Other standard references are [56, Chap.
IV], [14, Chap. 1]. See also [40, §2].
Definition 4.1. An algebraic variety X together with a sheaf of algebras AX (noncommu-
tative) is called an Azumaya variety, if AX is a locally free OX-module of finite rank, and
for any x ∈ X, there exists an e´tale (or analytic) neighbourhood U → X of x and a locally
free sheaf E on U such that AU ' EndOU (E ), the local endomorphism sheaf of E .
The definitions are the same no matter whether we are using e´tale topology or analytic
one (but not true for Zariski topology), and the definitions given here are equivalent to
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ones given in above references, cf. [14, Thm. 1.1.6]. A morphism of Azumaya varieties
f : (X,AX) → (Y,AY ) is a morphism f of underlying varieties and a morphism of OX-
algebras f# : f ∗AY → AX . A morphism f is called strict if f# is an isomorphism. An
ordinary variety is an Azumaya variety by takingAX = OX , and morphisms between varieties
are always strict.
The abelian category Coh(X,AX) of right coherent AX-modules on (X,AX) can also be
described by coherent α-twisted sheaves on X, where α ∈ Hˇ2e´t(X,O∗X) is the class determined
by AX , cf. [14, §1.2, 1.3]. Similarly for quasi-coherent AX-modules. We will be interested in
the bounded derived categories D(X,AX) of the abelian category Coh(X,AX). Following
Kuznetsov, we assume X to be embeddable. Standard derived functors like tensor ⊗, RHom,
f ∗, f∗, etc are well defined in the categories of (embeddable) Azumaya varieties as in variety
cases. See [40] for more details.
It makes perfect sense to say an Azumaya variety (Y,AY ) together with a morphism
22 Y →
PV ∗ to be the HP-dual of the variety23 X with X → PV (and a Lefschetz decomposition).
This means we have a PV ∗-linear derived equivalence D(Y,AY ) ' C , where C is the HP-
dual category defined by (2.10), and we further require it to be given by an Fourier-Mukai
kernel supported on HX ×PV ∗ Y .
Fibre products and faithful base-changes can also be defined for Azumaya varieties, and
everything in Sec. 3.2 holds for strict base changes of Azumaya varieties, cf. [40]. We can
similarly define two pair of morphisms to PV and PV ∗ to be admissible similarly as in Def.
3.1 (the faithful conditions for the pair hold). Similar criterion for admissibility also holds:
Lemma 4.2. Lem. 3.4 is true for Azumaya varieties if f and q are strict morphisms 24, and
all the conditions of inclusions and expected dimensions hold for the underlying varieties.
Then exactly the same method as in last section gives:
Proposition 4.3. Thm. 3.6 holds for admissible HP-dual pairs X → PV , (Y,AY ) → PV ∗
and S → PV ∗, (T,AT )→ PV , where (Y,AY ) and (T,AT ) are Azumaya varieties.
4.1.2. Categorical HP-duals. The other extreme case is we do not require Y to be geometric
at all, and regard HP-dual of X → PV purely as the PV ∗-linear category C in (2.10). Let’s
denote the HP-dual category of S → PV ∗ to be D , which is PV -linear. Then since HP-dual
category always exists, Thm. 3.6 holds almost without conditions.
22Actually it works even if the underlying varieties Y admit a rational morphism towards PV ∗ under
certain conditions. For more details, see [40].
23We expect X can also be Azumaya variety, as long as we define properly what do we mean by universal
hyperplanes for (X,AX). We expect this even for more general noncommutative schemes (X,RX).
24Notice when X is noncommutative, then PV has to be noncommutative also if f is strict.
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Proposition 4.4. Let X → PV and S → PV ∗ be morphisms from smooth varieties, with
Lefschetz decomposition (2.8) and resp. (3.1). Then there are decompositions
C = 〈B1(2−N), · · · ,BN−2(−1),BN−1〉, B1 ⊂ B2 ⊂ · · · ⊂ BN−1 = A0,
D = 〈D1(2−N), · · · ,DN−2(−1),DN−1〉, D1 ⊂ D2 ⊂ · · · ⊂ DN−2 = C0,
where Bk and resp. Dk are defined by (2.7) and resp. (3.3). Assume H 6= X × S 25. Then
we have decompositions
DX = 〈E , A1(1)D1,A2(2)D2, . . . ,Ai−1(i− 1)Di−1〉,
CS = 〈B1  CL1 (2− l),B2  CL2 (3− l), . . . ,Bl−1  CLl−1, E 〉,
where E is the same triangulated category, DX (resp. CS) is the base-change category of D
(resp. C ) along X → PV (resp. S → PV ∗) given by Prop. 2.24.
If we assume one of the pair to be geometric, say T , then DX can be realized geometri-
cally by D(XT ) if the XT satisfies admissible condition. In particular, the Lefschetz type
decomposition results always hold for the admissible general section XT :
Corollary 4.5. Let X → PV be a morphism from a smooth projective variety with a Lef-
schetz decomposition (2.8). Let (S, T ) be a HP-pair with respect to Lefschetz decomposi-
tion (3.1). Assume H 6= X × S. Then if XT is of expected dimension, and whether
Q(S, T ) = S × T (e.g. S = L, T = L⊥) or Q(S, T ) 6= S × T but Q(XT , S) is a divisor
in XT × S. Then Thm. 3.6 holds if D(Y ) (resp. D(YS)) is replaced by C (resp. CS). In
particular, we have Lefschetz type decompositions for the fiber product XT :
D(XT ) = 〈E , A1(1)D1,A2(2)D2, . . . ,Ai−1(i− 1)Di−1〉.
Notice the ambient part of the above decompositions can be zero. For example, if S
is rectangular, then the ambient part is non-zero precisely if l < i. Since the corollary
requires no condition on X at all except from the fact that X admits decomposition (2.8),
hence it is a very powerful tool in exploring the properties of Lefschetz decompositions. For
example, assume X to be connected, and take S = L to be a generic (i − 2)-dimensional
linear subspace, then we obtain the the length i of a Lefschetz decomposition of a projective
variety X should be smaller than or equal to dimX + 1, cf. [42, Prop. 7.6].
4.1.3. General noncommutative HP-duals. Most interesting cases are in between the two
cases, where the HP-dual category is equivalent to a bounded derived category D(Y,RY )
of coherent RY -modules on an algebraic algebraic variety Y , with Y → PV ∗, where RY is
a finite (noncommutative) OY -algebra on Y , and the equivalence is given by Fourier-Mukai
kernel is an object of derived category D(Q(X, Y ),R) of certain non-commutative incidence
loci. Usually RY is not an Azumaya algebra, but locally isomorphic to a matrix algebra in
25 Recall H := Q(X,S) ⊂ X × S defined by incidence relation {(x, s) | s(x) = 0}.
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an open subset of Y , typically on smooth loci of Y . Typical situations are when (Y,RY ) is
given by the categorical resolution of singularities of the variety Y .
Although so far we do not have as a complete framework for these noncommutative va-
rieties as for Azumaya varieties, especially for the theory about fibre products, base-change
properties and criterion, etc, we can apply results of last section to the HP-dual categories,
and work out what is the corresponding base-change categories in concrete examples. This
type of arguments have already been used by Kuznetsov extensively in [48]. And as long as
a proper framework has been set up, we expect our arguments in section 3 apply directly.
4.2. Applications: HP-dual for universal linear sections. As a first application, we
show a relative version of HP-duality theorem can follow from Thm. 3.6, and using this result
we show the HP-duality theorem for universal linear sections. The more general relative
version will be treated in §5. For simplicity of notations we denote P = PV , P ∗ = PV ∗.
Consider the following relative setting in Kuzentsov’s [42]. Let X be a smooth projective
variety, with a non-degenerate morphism f : X → P , equipped with a Lefschetz decompo-
sition (2.8) with respect to OX(1) = f ∗OPV (1), and g : Y → P ∗ is the HP-dual. Let B be a
smooth algebraic variety, and L ⊂ OB⊗V ∗ be a vector subbundle of rank l, and L⊥ ⊂ B⊗V
the orthogonal vector subbundle over B. Denote alsoPB := P ×B, P ∗B = P ∗ ×B.
Theorem 4.6 (Kuznetsov [42, Thm. 6.27]). Assume the following fibre products
XL⊥ := (X ×B)×PB P(L⊥), YL := (Y ×B)×P ∗B P(L)
are of expected dimensions. Then there are semiorthogonal decompositions
D(XL⊥) = 〈CL,Al(l)D(B), . . . ,Ai−1(i− 1)D(B)〉,
D(YL) = 〈B1 D(B)(2− l), . . . ,Bl−1 D(B),CL〉
with a same triangulated category CL as the ’primitive’ parts.
Proof. Let S = P(L) ⊂ P ∗×B with the projection map to p : S → P ∗, and let T = P(L⊥) ⊂
P ×B with canonical map q : T → P . Then a relative version of Orlov-type result shows T
is HP-dual to S with the following semiorthogonal decomposition of the projective bundle
S = P(L) over B (cf. Cor. 5.16):
D(S) = 〈D(B), D(B)(1), . . . , D(B)(l − 1)〉.
Now the result follows from applying Thm. 3.6 to the two HP-dual pairs X → P , Y → P ∗
and S → P ∗, T → P . 
Theorem 4.7 (Duality of universal linear sections, Kuznetsov [42, §6]). Let Gl := Gr(l, V ∗)
be the Grassmannian of linear l-dimensional subspaces of V ∗, and Ll ⊂ V ∗⊗OGl tautological
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rank l sub-bundle, and L⊥l ⊂ V ⊗OGl the orthogonal bundle, i.e. L⊥l := Ker(V ⊗OGl → L∗l ).
Define the universal linear sections of X and Y to be
Xl : = (X ×Gl)×P×Gl P(L⊥l ) ⊂ X ×Gl;
Yl : = (Y ×Gl)×P ∗×Gl P(Ll) ⊂ Y ×Gl.
Then we have semiorthogonal decompositions
D(Xl) =
〈
Cl, Al(l)D(Gl), . . . ,Ai−1(i− 1)D(Gl)
〉
,
D(Yl) =
〈B1 D(Gl)(2− l), . . . ,Bl−1 D(Gl), Cl〉.
Proof. f : X → P and Y → P ∗ are HP-dual. Notice since over generic points [L] ∈ Gl, the
fibers of Xl and Yl, which are the linear sections XL⊥ and YL, are of expected dimensions.
Hence the smooth projective varieties Xl and Yl are of expected dimensions. Now apply
previous theorem to B = Gl, which amounts to apply Thm. 3.6 to the two HP-dual pairs
X → P , Y → P ∗ and S = P(Ll)→ P ∗, T = P(L⊥l )→ P . 
4.3. Application: duality. As a second application, we reprove that ’HP-duality is indeed
a duality relation’ based on our theorem. Recall to say g : Y → P ∗ is HP-dual to f : X → P
with respect to a decomposition (2.8), is to specify a Fourier-Mukai kernel P ∈ D(Y ×P ∗HX)
which gives a fully faithful embedding ΦP : D(Y ) → D(HX) with image the HP-dual
category C in (2.10). The following is a refinement of [42, Thm. 7.3]:
Theorem 4.8 (Duality). Assume g : Y → P ∗ is HP-dual to f : X → P with respect to a
Lefschetz decomposition (2.8), where the embedding D(Y )→ D(HX) is given by a P ∗-linear
Fourier-Mukai transform with kernel
P ∈ D(Y ×P ∗ HX) = D(Q(X, Y )).
Then f : X → P is HP-dual to g : Y → P ∗ with respect to the Lefschetz decomposition
(4.1) D(Y ) = 〈(BN−1)∨, (BN−2)∨(1), . . . , (B1)∨(N − 2)〉,
which is the dual of the decomposition (2.11) obtained in Thm. 3.6, and (−)∨ means the anti-
autoequivalence RHomY (−,OY ) : D(Y )op → D(Y ), and the P -linear embedding D(X) →
D(HY ) is given by the Fourier-Mukai transform with the same kernel
P ∈ D(X ×P HY ) = D(Q(X, Y )).
The first part of the theorem, f : X → P is HP-dual to g : Y → P ∗, is Kuznetsov’s
[42, Thm. 7.3], and the proof is given by setting l = N − 1 in Thm. 4.7. The new part
is the statement that exactly same Fourier-Mukai kernel P gives rise to the embedding
D(X)→ D(HX), which is based on computations using Thm. 3.6.
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Proof. As the proof of Thm. 4.6 and 4.7, apply Thm. 3.6 to f : X → P , g : Y → P ∗, and
q : T = P(L⊥N−1) = P
id−→ P , p : S = P(LN−1) = Q→ P ∗, where Q ⊂ P ×P ∗ is the universal
quadric. Note T = P → P is HP-dual to S = Q→ P ∗ (linear duality) with respect to
D(Q) = 〈D(P ), D(P )(1), . . . , D(P )(N − 2)〉,
i.e. the decomposition (3.1) of D(S) is rectangular with C = D(P ), l = N − 1.
D(S) = D(Q) · · · D(T ) = D(P )
The Fourier-Mukai transform D(P ) → D(HQ) is actually P × P -linear, rather than just
P -linear, with the kernel given by OQ ∈ D(HQ ×P×P ∆P ) = D(Q). Then Thm. 3.6 implies
we have decompositions
D(XT ) = D(X) = EXT ,(4.2)
D(YS) = D(HY ) = 〈B1(3−N)D(P ), . . . ,BN−2 D(P ), EYS〉,(4.3)
and EXT ' EYS . By Rmk. 3.8 the P -linear fully faithful embedding D(X) = EXT → D(HY )
is given by
ΦLP|Q ◦ ΦOQ|X : D(X)→ D(HY )
with image EYS . To obtain the dual decomposition of (4.3), we define
F := ⊗OP ∗(1) ◦ (−)∨ ◦ ΦLP|Q ◦ ΦOQ|X ◦ (−)∨ : D(X)→ D(HY ),
where (−)∨ = RHom(−,O) is dual functor on the respective spaces26. Then F is also a
P -linear fully faithful functor which embeds D(X) into D(HY ). Taking dual of the decom-
position (4.3) of D(HY ), then tensoring O(1), we obtain F induces decomposition
(4.4) D(HY ) = 〈F (D(X)), (BN−2)∨(1)D(P ), . . . , (B1)∨(N − 2)D(P )〉.
It remains to compute the Fourier-Mukai kernel P† of F . Notice F can be expressed as,
F = ⊗OP ∗(1) ◦ (ΦLP|Q)op ◦ ΦopOQ|X : D(X)→ D(HY ),
where for a functor Φ, Φop is the opposite functor defined in Def. 2.12.
First, we compute ΦopOQ|X . Note the kernel OQ|X = f ′′∗OQ ∈ D(HX) is obtained from
the kernel OQ ∈ D(Q) by base-change along f : X → P . The map f ′′ is base-change map
26Note we also take dual (−)∨ on D(X) to make F a covariant rather than a contravariant functor.
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obtained from f as in the following diagram:
(4.5)
Q HQ
HX HX,Q
P P × P
X X × P
j
p f
′′
Γ′f
f ′
∆P
f×1
f
Γf
pX
Therefore OQ|X = OHX , and ΦOQ|X = ΦOHX : D(X)→ D(HX,Q) is X ×P -linear. Hence the
oposite is ΦopOQ|X = Φ
op
OHX
= ΦOopHX
, where by Lem. 2.13,
OopHX = ωΓ′f [dim Γ
′
f ] ∈ D(HX).
Here notice HX and HX,Q are both smooth. (Notice the map HX,Q → X is base-changed
from HQ → P , hence smooth, therefore HX,Q is smooth.)
Second, (ΦLP|Q)
op is obtained from (ΦLP)
op = Φ(PL)op by base change along q : Q→ P ∗:
(4.6)
Q(X, Y ) HX
Q(X,HY ) HX,Q
Y P ∗
HY = YQ Q,
p1
p2
q′′
p′1
q′
p′2
g
q
qY
gQ
From Lem. 2.14 we have
(PL)op = P ∈ D(Q(X, Y )),
Then (ΦLP|Q)
op : D(HX,Q)→ D(Y ) is Q-linear, given by the kernel q′′∗P ∈ D(Q(X,HY )).
Third, to compute the kernel of (ΦLP|Q)
op ◦ΦopOQ|X : D(X)→ D(HX,Q)→ D(HY ), denoted
by P1, we use Lem. 2.16 for base S = X × P , T = Q, U = P . We have diagram
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(4.7)
Q(X, Y )
HX Q(X, Y ) Q(X,HY )
X HX,Q HY
X × P P Q
p1
Γ′′f
Γ′f
p′1
Γf
gQ
Note that it is essential to utilize the X×P -(resp. Q-) linearity of ΦopOQ|X (resp. (ΦLP|Q)op):
the condition of Lem. 2.16 is not satisfied for the bases S = T = P .
To check the condition of Lem. 2.16 for the above diagram is satisfied, consider the
following splitting diagram:
(4.8)
Q(X, Y ) Q(X,HY ) Q(X, Y )
HX HX,Q HX
Γ′′f
p1
id
q′′
p′1 p1
Γ′f
id
q′
Since the ambient square is identity, and the right square is Tor-independent since q and
therefore q′, q′′ are flat, so the left square is Tor-independent, which is the square 2.4 of Lem.
2.16 in the current case. Hence the condition of Lem. 2.16 is satisfied, and the composition
is given by the kernel
P1 = p∗1 ωΓ′f [dim Γ′f ]⊗ Γ′′∗f q′′∗P ∈ D(Q(X, Y )).
Note Γ′′∗f q
′′∗ = id and ωΓ′f = Γ
′∗
f ω
∨
q′ by the splitting diagram (4.8). However ωq′ = p
′∗
2 ωQ/P ∗ =
p′∗2 OQ(1−N, 1), where p′2 : HX,Q → Q is the projection, cf. diagram (4.6). Therefore
P1 = P ⊗ OP×P ∗(N − 1,−1)[2−N ] ∈ D(Q(X, Y )),
and F = ⊗OP ∗(1) ◦ ΦP1 is given by the kernel
P† = P ⊗ OX(N − 1)[2−N ] ∈ D(Q(X, Y )).
Therefore ΦX→HYP : D(X)→ D(HY ) for P ∈ D(X ×P HY ) is related to F = ΦP† through
ΦX→HYP = F ◦ ⊗OX(1−N) ◦ [N − 2] : D(X)→ D(HX).
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Hence ΦX→HYP is P -linear and fully faithful, satisfies Φ
X→HY
P (D(X)) = F (D(X)). From (4.4)
we have
D(HY ) = 〈ΦX→HYP (D(X)), (BN−2)∨(1)D(P ), . . . , (B1)∨(N − 2)D(P )〉.
Hence f : X → P is HP-dual to g : Y → P ∗ with respect to the Lefschetz decomposition (4.1)
of Y , with a P -linear embedding D(X)→ D(HX) given by the same P ∈ D(Q(X, Y )). 
4.4. Examples.
Example 4.9 (Intersections of Quadrics). Let X = Q2m−11 ⊂ P2m be a (2m−1) dimensional
quadric, m ∈ Z≥1, with a Lefschetz decomposition A0 = 〈/SX ,OX〉, and A1 = A2 = . . . =
A2m−2 = 〈OX〉. Then its HP-dual is a 2m-dimensional quadric Y = Q2m1 with a ramified
double covering map onto the dual projective space Pˇ2m, ramified over the dual quadric
Qˇ2m−11 ⊂ Pˇ2m of Q2m−11 . The decompositions are indicated by
OX · · · /SY
/SX · · · OY
Let T = Q2m−12 ⊂ P2m and S = Q2m2 → Pˇ2m be another such pair, with decomposition
OS · · · /ST
/SS · · · OT
Assume X and T intersects transversely.27 Then so is the two maps Y → Pˇ2m and
S → Pˇ2m. Our theorem implies there is decomposition
D(Q2m−11 ∩Q2m−12 ) =
〈
E ,O(1), . . . ,O(2m− 3)〉.
This agrees with the decomposition given by [44, Cor. 5.7], and from which we know the
essential part is given by E ' D(C), where C is an orbifold P1 with Z/2Z-stack structure over
2m+ 1 points. Then second decomposition of our theorem implies there is a decomposition
D(Q2m1 ×Pˇ2m Q2m2 ) =
〈〈/S,O〉(1− 2m),O(2− 2m), . . . ,O(−2), 〈/S,O〉(−1), D(C)〉,
where Q2m1 ×Pˇ2m Q2m2 is a smooth 2m-dimensional manifold which admits degree 4 finite
surjection onto P2m.
Similarly, for intersection of two even dimensional quadrics Q2mk ⊂ P2m+1, k = 1, 2, our
theorem implies there is a decomposition
D(Q2m1 ∩Q2m2 ) =
〈
E ′,O(1), . . . ,O(2m− 2)〉.
27We actually don’t need this, since both X and S are non-degenerate, then admissibility conditions are
satisfied as long as X ∩ T and Y ×Pˇ2m S are of expected dimensions (2m− 2 and resp. 2m).
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This agrees with [44, Cor. 5.7], and from which we know E ′ ' D(C ′), where C ′ is a
hyperelliptic curve ramified over 2m+2 points on P1. Then the second decomposition of the
theorem simply states similar thing happens to the dual quadrics:
D(Qˇ2m1 ∩ Qˇ2m2 ) =
〈
O(2− 2m), . . . ,O(−1),E ′〉.
Where E ′ is given by the derived category of the same hyperelliptic curve C ′. The game
can be also played for two odd dimensional quadrics with ramified double covering over the
projective spaces, and we omit the details.
Example 4.10 (Quadric sections of Pfaffian-Grassmannian duality).
(1). Let X = Gr(2, 5) ⊂ P(∧2C5) = P9, with Lefschetz decomposition
D(X) =
〈A,A(1),A(2),A(3),A(4)〉,
where A = 〈U ,O〉. Then it is HP-dual to Y = Pf(2, 5) = Gr(2, 5) ⊂ Pˇ9.
OX UY
UX OY
Let T = Q8 ⊂ P9, S = Qˇ8 ⊂ Pˇ9, with
OS /ST
/SS OT
then as long as X ∩ T and Y ∩ S are of expected dimension, we have
D(Gr(2, 5) ∩Q8) = 〈E ,A,A(1),A(2)〉,
which agrees with [49, Cor. 4.4] and from which we know E satisfies S2E = [4]
28. We also
similar decomposition for the dual intersections:
D(Pf(2, 5) ∩ Qˇ8) = 〈B(−2),B(−1),B,E 〉,
where E is given by the same category.
If we let T = Q9 → P9, S = Qˇ9 → Pˇ9 to be 9-dimensional quadric with ramified double
coverings over P9 resp. Pˇ9 ramified over Q8 resp. Qˇ8, then
OS /ST
/SS OT
Then we have
D(Gr(2, 5)×P9 Q9) =
〈
E ′,A,A(1),A(2),A(3)〉.
28 E is not a 2-Calabi-Yau category. The Serre functor is SE = σ◦[2], where [2] is the shift functor and σ is a
non-trivial involution. The reason is, if σ is trivial, then by 2-Calabi-Yau property HH−2(M) ' HH0(M) 6= 0,
where M = Gr(2, 5) ∩Q8, but computation shows HH−2(M) = 0, cf. Prop. 4.5, [51].
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This agrees with [49, Cor 4.7], and from which we know E ′ is a Calabi-Yau category of
dimension 2. We have similar decompositions for the dual intersections Gr(2, 5)×Pˇ9 Qˇ9. The
fibre products Gr(2, 5) ×P9 Q9 and Gr(2, 5) ×Pˇ9 Qˇ9 are called Gushel-Mukai varieties, and
were studied by [50, 51].
(2). Let X = Gr(2, 7) ⊂ P(∧2C7) = P20, and (Y,RY ) → Pˇ20 be the noncommutative
Pfaffian. T = Q19 ⊂ P20 and S = Q20 → Pˇ20 ramified double covering as in last example.
Since these maps are again non-degenerate, admissibility conditions are satisfied as long as
the intersections are of expected dimensions. We have
D(Gr(2, 7) ∩Q19) = 〈E ,A,A(1), . . . ,A(4)〉,
where A = 〈S2U ,U ,O〉. This agrees with Cor 4.4 of [49], and from which we know E
satisfies S2E = [8]
29. We also have
D(YS,RS) = 〈B(−12), . . . ,B(−1),B, E 〉,
where (YS,RS) is the pullback of the noncommutative variety (Y,RY ) along the flat base-
change (ramified double covering) S → Pˇ20, B ' A, and E is the same category as above. If
we take T = Q20 → P20 and S = Q19 ⊂ Pˇ20, then we have
D(Gr(2, 7)×P20 Q20) =
〈
E ′,A,A(1), . . . ,A(5)〉,
where A = 〈S2U ,U ,O〉, which agrees with [49, Cor. 4.7] and from which we know E ′ is
a Calabi-Yau category of dimension 5. We also have similar decomposition for the quadric
section of noncommutative Pfaffian.
(3). Let X = Gr(2, 6) ⊂ P(∧2C6) = P14, and (Y,RY ) → Pˇ14 be the noncommutative
Pfaffian. T = Q13 ⊂ P14 and S = Q14 → Pˇ14. Then
D(Gr(2, 6) ∩Q13) = 〈E1,A2,A3(1),A4(2),A5(3)〉,
where A2 = 〈S2U ,U ,O〉, A2 = A3 = A4 = 〈U ,O〉. The problem is that if we only care
about semiorthogonal decompositions of the quadric sections of Gr(2, 6), not the derived
equivalence, then this is definitely not the best we can do: consider X = Gr(2, 6) ⊂ P(C15) ⊂
P(S2C15) with the second map the double Veronese embedding, then it is equipped with a
rectangular decomposition
D(Gr(2, 6)) =
〈B,B ⊗ OP(S2C15)(1),B ⊗ OP(S2C15)(2)〉,
where B = 〈O,U ∨, S2U ∨,OP(C15)(1),U ∨ ⊗ OP(C15)(1)〉. Then X → P(S2C15) always have
a HP-dual category C , and T = H ⊂ P(S2C15) is a hyperplane, HP-dual to S = pt. Then
29 Similarly, E is not a 4-Calabi-Yau category since the Serre functor is SE = σ◦[4], where σ is a non-trivial
involution. The argument is similar: if σ is trivial, then HH−4(M) ' HH0(M) 6= 0, where M = Gr(2, 7)∩Q19,
but from Lefschetz theorem and Schubert calculus we know HH−4(M) = 0, a contradiction.
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H ∩ P(C15) = Q13 is a quadric, and Cor. 4.5 implies
D(Gr(2, 6) ∩Q13) = 〈E2,B,B ⊗ OP(S2C15)(1)〉.
Now E2 is a smaller category than E1. This agrees with [49], and from which we know E2 is
a Calabi-Yau category of dimension 3.
The readers are invited to apply Thm. 3.6 to more examples in [42], [49] and [48].
5. Relative version
In this section we prove the relative version of our main result, Thm. 5.14. In the relative
theory, we fix a base scheme B, and the projective morphism f : X → PV is replaced by
a B-morphisms f : X → PB(E), where E is a vector bundle over B. Similarly for Y , S,
T . Then the main theorem Thm. 3.6 holds in this relative settings for their respective fiber
products over PB(E) resp. PB(E∗).
In particular, apply to case of dual linear sections, our result implies the relative HP-duality
theorem for linear sections (Thm. 5.18). This relative HP-duality theorem was first studied
in the case when E is trivial bundle by Kuznetsov [42, Thm. 6.27] (cf. Thm. 4.6), later in the
case of relative degree 2 Veronese embeddings by Auel, Bernardara, and Bolognesi [3, Thm
1.13], and in a more general situation (including degree d Veronese embeddings, formulated
in the framework of gauged Landau-Ginzburg models) using the methods of Variations of
Geometric Invariant Theory (VGIT) by Ballard et al. [4, Thm. 3.1.3].
For a fixed base B, the upshot is: everything of our theory in absolute case still holds, with
all the categories being B-linear, and all orthogonal relations RHomX(−,−) = 0 replaced
by a∗RHomX(−,−) = 0, where a : X → B is the structure morphism of a B-scheme X.
Notational Conventions. Let’s fix a base scheme B and assume it is a smooth quasi-
projective variety over k. We will consider the category of B-schemes, i.e. schemes with a
morphism to B, and the morphisms between schemes are compatible with the maps to B.
For a B-scheme X, we will denote by aX : X → B the structural morphism. For a coherent
sheaf F ∈ coh(B), we denote the associated projective bundle P(F ) := ProjB Sym•OB F .
We fix a locally free sheaf E is of rank N on B, and its corresponding vector bundle E =
V (E ) := SpecOB Sym
• E ∨. Let P(E) := P(E ∨) := ProjB Sym•OB E
∨ be the projective bundle
of E. 30 Denote E∗ the dual vector bundle of E on B, i.e. E∗ = V (E ∨). Sometimes we will
write P = PB = P(E) and P ∗ = P ∗B = P(E∗) if there is no confusion. Given a B-morphism
f : X → Y and a point b ∈ B, we denote Xb := Spec k(b)×BX (resp. Yb := Spec k(b)×B Y )
the fiber of X (resp. Y ) over b, where k(b) is the residue field of b, and fb : Xb → Yb the
induced map of f on the fibers. Note the fiber P(E)b is just the projective space P(Eb),
where Eb := E ⊗ k(b) is the fiber of the vector bundle E over b.
30Notice P(E) = P(E ∨). We define in this way to let P(E) parametrise one dimensional subbundles of E
rather than one dimensional quotients, hence agree with absolute notation P(V ).
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5.1. Relative semiorthogonal decompositions. Assume X is a smooth variety with a
map aX : X → B to the base scheme B.
Definition 5.1. A semiorthogonal decomposition D(X) = 〈A1, . . . ,An〉 is said to be B-
linear if every Ak is a B-linear subcategory of D(X), k = 1, . . . , n.
Lemma 5.2. Let A,B ⊂ D(X) be B-linear subcategories. Then the following two conditions
are equivalent
(1) RHomX(F,G) = 0, for all F ∈ B, G ∈ A.
(2) aX∗RHomX(F,G) = 0, for all F ∈ B, G ∈ A.
Proof. If aX∗RHomX(F,G) = 0, taking global section we have RHomX(F,G) = 0. On the
other hand, if (1) holds, then for every F ∈ B, G ∈ A, we have
RHom(k(b), aX∗RHom(F,G)) = RHom(a∗Xk(b), RHom(F,G))
= RHom(F ⊗ a∗Xk(b), G) = 0, for every closed point b ∈ B.
The last equality follows from B-linearity of B. Since {k(b) ∈ D(B) | b ∈ B} spans D(B)
(cf. [32, Prop. 3.17]), we have aX∗HomX(F,G) = 0. 
Therefore for aB-linear semiorthogonal decompositionD(X) = 〈A1, . . . ,An〉, the semiorthog-
onal condition (1) of Def. 2.1 is equivalent to the sheaf version:
aX∗RHomX(F,G) = 0 for all F ∈ Ak, G ∈ Al, 1 ≤ l < k ≤ n.
Let aX : X → B and aY : Y → B be two projective morphisms. Consider the diagram
(5.1)
X ×B Y Y
X B
pX
pY
aY
aX
For F ∈ D(X), G ∈ D(Y ), we denote
F B G := p∗X F ⊗ p∗Y G ∈ D(X ×B Y ).
Here note all the functors are derived functors. Denote by a : X ×B Y → B the structure
map. If the diagram (5.1) is Tor-independent, then for F ∈ D(X), G ∈ D(Y ), we have
a∗(p∗X F ⊗ p∗Y G) = aX∗(F ⊗ pX∗p∗Y G) = aX∗(F ⊗ a∗X aY ∗G) = aX∗F ⊗ aY ∗G, i.e.
a∗(F B G) = aX∗F ⊗ aY ∗G ∈ D(B).(5.2)
We will call (5.2) the relative Ku¨nneth formula. Taking global sections, we directly have
RΓ(X ×B Y, F B G) = RΓ(B, aX∗F ⊗OB aY ∗G).
If further X ×B Y is smooth, the for every F1, F2 ∈ D(X), G1, G2 ∈ D(Y ), we have
a∗RHom(F1 B G1, F2 B G2) = aX∗RHomX(F1, F2)⊗ aY ∗RHomY (G1, G2).(5.3)
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5.2. Relative HP-dual theory. Let f : X → P(E) be a B-morphism, where X is a smooth
k-variety, proper over B.
Definition 5.3. A B-linear Lefschetz decomposition of D(X) with respect to OX(1) :=
f ∗OP(E)(1) is a semiorthogonal decomposition of the form
(5.4) D(X) = 〈A0,A1(1), . . . ,Ai−1(i− 1)〉, A0 ⊃ A1 ⊃ · · · ⊃ Ai−1
where Ak are all B-linear, k = 0, . . . , i− 1, and Ak(k) means Ak ⊗ OX(k).
Then all the constructions and results of §2.7 and §3.1 still work, with all subcategories
involved being B-linear, and all orthogonal relations RHom(F,G) = 0 being replaced by
the relative version aX∗RHomX(F,G) = 0. In particular, the Bk defined by (2.7) are well
defined B-linear subcategories, with BN−1 = A0. And similarly for Dk’s.
Definition 5.4. Let QB ⊂ P(E) ×B P(E∗) be the relative incidence quadric over B.
Denote by HX := X ×P(E) QB the relative universal hyperplane of f : X → P(E). 31
Remark 5.5. QB and HX admit several descriptions. QB is first of all, the fiberwise
universal quadric, whose fiber over b ∈ B is universal quadric Qb = {(p, s) | s(p) = 0} ⊂
P(Eb)×P(E∗b ). Alternatively, QB is the zero locus of a canonical section θE of the line bundle
OP(E)×BP(E∗)(1, 1) := OP(E)(1)B OP(E∗)(1), where the section θE under the identification
Γ(P(E)×B P(E∗),OP(E)(1)B OP(E∗)(1)) = Γ(B,E∗ ⊗ E).
corresponds to the identity map E
id−→ E.
Therefore HX ⊂ X ×B P(E∗) is the fiberwise universal hypersurface HXb ⊂ Xb × P(E∗b )
for fb : Xb → P(Eb), b ∈ B, and also the zero loci of the canonical section θX := f ∗θE ∈
Γ(X ×B P(E∗),OX×BP(E∗)(1, 1)), where OX×BP(E∗)(1, 1) = f ∗OP(E)×BP(E∗)(1, 1) = OX(1)B
OP(E∗)(1). Since QB is smooth over P(E), HX = X×P(E)QB is smooth over X, hence smooth.
Lemma 5.6. Assume f : X → P(E) has a B-linear Lefschetz decomposition (5.4). Denote
iHX : HX ↪→ X×BP(E∗) the inclusion morphism and i∗HX the derived pullback functor. Then
i∗HX is fully faithful on the subcategories A1(1)B D(P(E∗)), . . . ,Ai−1(i− 1)B D(P(E∗)),
and the images induce a P(E∗)-linear decomposition
(5.5) D(HX) = 〈CB,A1(1)B D(P(E∗)), · · · ,Ai−1(i− 1)B D(P(E∗))〉.
Here Ak(k)B D(P(E∗)) denotes i∗HX (Ak(k)B D(P(E∗))).
Proof. This follows directly from the general vanishing Lem.5.9 applied to S = P(E∗). 
Definition 5.7 (Relative HP-dual).
31Some authors use the symbol X := HX and X0 := QB
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(1) The CB in (5.12) is called the relative HP-dual category of f : X → P(E) with
respect to decomposition (5.4).
(2) A B-morphism g : Y → P(E∗) is called the relative HP-dual of f : X → P(E)
with respect to decomposition (5.4), if there exists a kernel E ∈ D(Y ×P(E∗) HX) =
D(QB(X, Y )) such that the P(E∗)-linear Fourier-Mukai transform ΦE : D(Y )→ D(HX)
is fully faithful, and induces D(Y ) ' CB.
Remark 5.8. In [4] Ballard et al. introduce the notion Weak HP-dual, where we simply
require there is a P(E∗)-linear embedding Φ : D(Y ) → D(HX), not necessarily given by a
geometric FM transform ΦE with kernel E scheme-theoretically supported on Y ×P(E∗) HX .
And it is not hard to see our result Thm. 5.14 directly applies to weak HP-duals pairs,
except for the part of descriptions of FM-kernels.
Vanishing results. Now let q : S → P(E∗) be another B-morphism, with S/k smooth and
aS : S → B proper. Let H := HX,S = HX ×P(E∗) S. Then
H = X ×P(E) HS = X ×P(E) QB ×P(E∗) S
is the fiberwise universal quadric Q(Xb, Sb) ⊂ Xb×Sb defined by {(x, s) | s(x) = 0}. We also
use the notation QB(X,S). Again the inclusion iH : H ↪→ X ×B S is defined by a canonical
section θX,S of the line bundle OX×BS(1, 1).
Lemma 5.9 (Relative vanishing lemma). Suppose X×B S is a smooth k-variety of expected
dimension 32, and θX,S 6= 0 (i.e. H 6= X×BS). Then for any F1, F2 ∈ D(X), G1, G2 ∈ D(S),
we have aX×S∗RHomH(i∗H(F1  G1), i∗H(F2  G2)) equals the cone of[
aX∗RHomX(F1(1),F2) ⊗ aS∗RHomS(G1(1), G2)
→ aX∗RHomX(F1, F2) ⊗ aS∗RHomS(G1, G2)
]
.
(5.6)
Proof. For any E1, E2 ∈ D(X ×B S), we have a distinguished triangle
RHom(E1, E2(−1,−1))→ RHom(E1, E2)→ RHom(E1, E2 ⊗ iH∗OH) [1]−→ .
For last term of the triangle, we have
RHomX×BS(E1, E2 ⊗ iH∗OH) = RHomX×BS(E1, iH∗i∗HE2) = RHomH(i∗HE1, i∗HE2).
Now apply to the case E1 = F1 B G1, E2 = F2 B G2, and use relative Ku¨nneth formula
(5.3) for the first two terms of the above triangle, we are done. 
Suppose now q : S → P(E∗) admits a B-linear Lefschetz decomposition
(5.7) D(S) = 〈C0, C1(1), . . . , Cl−1(l − 1)〉,
32As before, by this we mean dimX ×B S = dimX + dimS − dimB.
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with respect to the line bundle OS(1) = q∗OP(E∗)(1), where C0 ⊃ C1 ⊃ · · · ⊃ Cl−1 a descending
sequence of B-linear admissible subcategories, 1 ≤ l ≤ N . Then all the ’α-’ and ’β-vanishing’
results in the Rmk. 3.15 hold with box-tensor terms ’A C’ replaced by ’AB C’.
5.3. Relative version of main theorem. Suppose the B-schemes X, S are smooth over
k, proper over B, and g : Y → P(E∗) is relative HP-dual to f : X → P(E) with respect to
relative Lefschetz decomposition (5.4), and p : T → P(E) is relative HP-dual to g : S →
P(E∗) with respect to (5.7). As before, we denote XT := X ×P(E) T and YS := Y ×P(E∗) S.
From now on we make the following assumption:
Assumption (†′). We assume X×BS is a smooth variety of expected dimension, H ⊂ X×BS
is of pure codimension one, and f(X) (resp. q(S)) is of relative dimension at least 2 over B,
and length of Lefschetz decompositions (5.4) (resp. (5.7)) is smaller than rankE.
Definition 5.10. The two pairs of morphisms (X → P(E), Y → P(E∗)), and (S →
P(E∗), T → P(E)) are called admissible if the base-change X → P(E) (resp. S → P(E∗))
is faithful with respect to (HS, T ) (resp. (HX , Y )).
Definition 5.11. A B-morphism f : X → P(E) is called non-degenerate if for any closed
point b ∈ B the image fb(Xb) is not contained in any hyperplane of P(Eb).
If X/B is proper and flat with integral geometric fibres, then the non-degeneracy of f is
equivalent to the following condition: denote the natural map λ : E∗ → aX∗OX(1) corre-
sponding to f , where OX(1) := f ∗OP(E)(1), then for any closed point b ∈ B, the composition
E∗b → aX∗OX(1)⊗k(b)→ Γ(Xb,OXb(1)) is an inclusion of vector spaces 33. This in particular
implies λ : E∗ → aX∗OX(1) is an inclusion of OB-submodule.
Lemma 5.12. Suppose X/B is proper and flat with integral geometric fibers, pi : P(E)→ B
a projective bundle. If the B-morphism f : X → P(E) is non-degenerate, then the universal
hyperplane HX is flat over the dual projective bundle P(E∗).
Proof. Consider F : HX → P(E∗), G : HX → B, pi′ : P(E∗) → B. By [22, IV3, 11.3.11], in
order to show F is flat, it suffices to test the flatness on fibers, i.e. to show that G is flat
(which follows from HX → X is smooth, and X → B is flat), and that fb : Xb → P(E∗b ) is
flat for any b ∈ B, which follows from Lem. 3.3. 
The analogue of Lem.3.4 holds. We mention a few cases and leave the rest to the readers.
Lemma 5.13 (Criterion for admissibility). Suppose X/B is proper and flat with integral
geometric fibers, and f : X → P(E) is non-degenerate.
33The condition is satisfied, for example, if aX∗OX(1) is locally free, and the natural map λ : E∗ ⊆
aX∗OX(1) is an inclusion of vector subbundle.
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(1) If QB(S, T ) = S ×B T (for example S = LB, T = L⊥B dual linear subbundles). Then
the two pairs are admissible provided XT and YS are of expected dimensions.
(2) If QB(S, T ) ⊂ S ×B T , and QB(XT , S) ⊂ XT ×B S are divisors. Then the two pairs
are admissible provided XT and YS are of expected dimensions.
Proof. The non-degeneracy condition of f impliesHX → P(E∗) is flat. Hence we immediately
get S → P(E∗) is faithful for the pair (HX , Y ) provided YS is of expected dimension. Also
since HX,S → S is flat, HX,S is a divisor in X ×B S. On the other hand, if QB(S, T ) =
S ×B T , then XT ×B S → XT is flat, and HX,S is of expected dimension, therefore the base-
change X → P(E) is faithful for the pair (HS, T ) provided XT is of expected dimension. If
QB(S, T ) ⊂ S ×B T , and QB(XT , S) ⊂ XT × S are divisors, then f is faithful for QB(S, T ).
Then also f is faithful for the pair (HS, T ) provided XT is of expected dimension. 
Theorem 5.14 (Relative HPD theorem for general sections). If the above two relative HP-
dual pairs (X → P(E), Y → P(E∗)), and (S → P(E∗), T → P(E)) satisfying (†′) are
admissible (Def. 5.10). Then
(1) We have B-linear semiorthogonal decompositions
D(Y ) = 〈B1(2−N), · · · ,BN−2(−1),BN−1〉, B1 ⊂ B2 ⊂ · · · ⊂ BN−1 = A0,(5.8)
D(T ) = 〈D1(2−N), · · · ,DN−2(−1),DN−1〉, D1 ⊂ D2 ⊂ · · · ⊂ DN−2 = C0,(5.9)
where Bk and resp. Dk are defined by the exactly same formula (2.7) and resp. (3.3).
(2) There exit semiorthogonal decompositions for XT = X ×P(E) T and YS = Y ×P(E∗) S:
D(XT ) = 〈EXT , A1(1)B D1,A2(2)B D2, . . . ,Ai−1(i− 1)B Di−1〉,(5.10)
D(YS) = 〈B1 B CL1 (2− l),B2 B CL2 (3− l), . . . ,Bl−1 B CLl−1, EYS〉,(5.11)
and an equivalence EXT ' EYS . Here CLk = SD(S)(Ck)⊗OS(l) ' Ck. If the decomposition
for D(S) is rectangular, then CLk = Ck.
The Fourier-Mukai functors involved (for example D(XT ) ↪→ D(H), D(YS) ↪→ D(H),
EXT ' EYS , and etc) are explicitly given as in Rmk. 3.8 before. And as Rmk. 3.8, the
components Ak(k)BDk = (AkBDk)|XT ⊗OXT (k) ⊂ D(XT ) can be regarded as restricted
from the ambient product X×B T to the fiber product X×P(E)T ⊂ X×B T , i.e. are actually
’ambient parts’. Similarly the terms Bk B CLk (1 + k − l) = (Bk B CLk )|YS ⊗ OYS(1 + k − l)
are also ’ambient contributions’, i.e. can regarded as restrictions from ambient products to
Y ×P(E∗) S ⊂ Y ×B S.
Proof. As the absolute case, this can be shown in two major steps.
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Step 1. Base-change. From definition of HP-dual, we have decompositions
D(HX) = 〈ΦEX (D(Y )),A1(1)B D(P(E∗)), · · · ,Ai−1(i− 1)B D(P(E∗))〉.(5.12)
D(HS) = 〈ΦES(D(T )), D(P(E))B C1(1), . . . , D(P(E))B Cl−1(l − 1)〉,(5.13)
=
〈〈SHS(D(P(E))B Ck(k)〉k=1,...,l−1 , ΦES(D(T ))〉,(5.14)
As before we omit the restriction symbols |HX and |HS for simplicity of notations. Here
SHS is the Serre functor on the smooth variety HS. Note HS ⊂ P(E) ×B S is a divisor
of OP(E)×BS(1, 1) on the smooth variety P(E) ×B S. Denote PB := P(E), then ωPB/B =
OPB(−N)⊗ a∗PB detE∨, ωPB×BS/S = pr∗1ωPB/B, and
ωHS = ωP(E)×BS|HS(1, 1) = (OPB(1−N)B ωS(1))⊗ a∗HS detE∨.
Therefore we have
SHS(D(PE)B Ck(k)) = D(P(E))B SD(S)(Ck)(k + 1) = D(P(E))B CLk (1 + k − l),
where CLk := SD(S)(Ck)⊗ OS(l), and the term a∗ detE∨ is absorbed by B-linearity.
By admissibility condition, we can faithfully base-change (5.13) along q : S → P(E),
(5.15)
QB(X, Y ) HX
QB(X, YS) HX,S = H
Y P(E∗)
YS S,
g
q
Then ΦEX |S : D(YS)→ D(H) is S-linear and fully faithful, where EX |S = q∗EX ∈ D(QB(X, YS)),
and we have S-linear semiorthogonal decomposition:
(5.16) D(H) = 〈ΦEX |S(D(YS)),A1(1)B D(S), . . . ,Ai−1(i− 1)B D(S)〉.
Similarly we can faithfully base-change (5.12) and (5.14) along f : X → P(E),
(5.17)
QB(S, T ) HS
QB(S,XT ) HS,X = H
T P(E)
XT X,
p
f
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Then ΦES |X : D(XT ) → D(H) is X-linear and fully faithful, where ES|X = f ∗ES ∈
D(QB(S,XT )), and we have X-linear semiorthogonal decomposition:
D(H) = 〈ΦES |X(D(XT )), D(X)B C1(1), . . . , D(X)B Cl−1(l − 1)〉,(5.18)
= 〈D(X)B CL1 (2− l), . . . , D(X)B CLl−1, ΦES |X(D(XT ))〉.(5.19)
These are exactly the relative versions of (3.8) and (3.9), (3.10). Relative version of (3.11)
also holds.
Step 2. Game on the ’chessboard’. Now we put everything into the common variety
D(H) again, and the situation is encoded in ’chessboard’ of Figure 4 and 5 as before, with
all blocks now corresponding to Aα(α)B Cβ(β). Since the vanishing has exactly the same
pattern, the game on the ’chessboard’ can be played just same as before with all RHomH’s
(resp. RHomX ’s, RHomS’s) being replaced by aH∗Hom’s (resp. aX∗RHomX ’s, aS∗RHomS’s).
For fully-faithful part, notice the computations of Lemma 3.17 , 3.21, 3.22 and hence the
statements are the same, with the resulting cones belonging to the same region (with −−
replaced by − B −). Therefore all statements hold. For generation part, we still show
the right orthogonal of the images under piS is zero, and let b belongs to this. Then again
the components of b can be shown to be zero in three steps. Notice all the semiorthogonal
decompositions we use in Step 1, Step 2 in absolute case hold in relative version, therefore
same argument shows b belongs to R1 ∪R2, hence b = 0. 
5.4. Relative HP-duality theorem for linear sections. Apply the relative version of
main theorem to linear section case, we obtain relative version of HP-duality theorem. Let
L ⊂ E ∗ to be (the locally free sheaf associated to) a vector sub-bundle of E of rank
l, L ⊥ ⊂ E the orthogonal sub-bundle. Denote LB := P(V (L )) ⊂ P(E∗) and L⊥B :=
P(V (L ⊥)) ⊂ P(E) the linear projective subbundles, where recall V (L ) is the vector bundle
associated to the locally free sheaf L . Suppose f : X → P(E) is a B-morphism between
smooth varieties, with OX(1) := f ∗OP(E)(1). For this section we always assume X/B is
proper and flat with integral geometric fibers, and f is non-degenerate (Def. 5.11), which
is equivalent to the natural map of OX-modules
(5.20) λ : E∗ ⊆ aX∗OX(1)
satisfies for every closed point b ∈ B, the induced map E∗b → Γ(Xb,OXb(1)) is an inclusion
of vector spaces.
Proposition 5.15 (Relative Orlov type theorem). Suppose f : X → P(E) is a B-morphism
between smooth varieties, and LB ⊂ P(E∗) a sub-linear projective bundle defined as above,
such that XL⊥B := X ×P(E) LB is of expected dimension over B, then there is a X-linear
semiorthogonal decomposition
D(HX,LB) = 〈j∗p∗D(XL⊥B), pi
∗D(X)⊗D(B)(1), . . . , pi∗D(X)⊗D(B)(l − 1)〉.
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Here pi∗D(X)⊗D(B)(k)is the restriction of D(X)BD(B)(k) to HX,LB ⊂ X×B LB ,where
k = 1, . . . , l − 1 .
Proof. The proof is just the relative version of R.Thomas’ proof of [66, Prop. 3.6]. The
situation and the notations of maps are illustrated in the following commutative diagram:
XL⊥B ×B LB HX,LB X ×B LB
XL⊥B X B LB ⊂ P(E∗)
p
j
pi
ι
q
i aX aLB
Fully faithfulness. The fully faithfulness of the functors and semiorthogonality of the
images follows from a direct computation:
(1) For any F1, F2 ∈ D(X) and G1, G2 ∈ D(B), l − 1 ≥ k1 ≥ k2 ≥ 1, we have
a∗RHomH(pi∗ F1 ⊗G1(k1), pi∗ F2 ⊗G2(k2)) is a cone of
aX∗RHom(F1, F2(−1))⊗ aLB∗RHom(G1(k1), G2(k2 − 1))
and
aX∗RHom(F1, F2)⊗ aLB∗RHom(G1(k1), G2(k2))
From the B-linear semiorthogonal decomposition for LB, we see the later terms of both tensor
product vanish if l − 1 ≥ k1 > k2 ≥ 1, thus RHom(pi∗ F1 ⊗ G1(k1), pi∗ F2 ⊗ G2(k2))) = 0.
If l − 1 ≥ k1 = k2 ≥ 1, then and the twisted term vanish, so we have RHomH(pi∗ F1 ⊗
G1(k1), pi
∗ F2 ⊗G2(k1)) = RHomX×BLB(F1 B G1(k1), F2 ⊗B G2(k1)).
(2) For F ∈ D(X), P ∈ D(B), k ∈ [1, l − 1], and G ∈ D(XL⊥), then
Hom(pi∗ F (k)⊗ P (k), j∗ p∗G) = Hom(pi∗ F, j∗p∗(G⊗ P∨(−k)))
= Hom(F, pi∗j∗(p∗G⊗ P∨(−k))) = Hom(F, i∗p∗(p∗G⊗ P∨(−k)))
= Hom(F, i∗(G⊗ p∗(P∨(−k)))) = 0.
where p∗(P∨(−k)) = a∗X
L⊥
B
aLB∗(P
∨(−k)) = 0 for 1− l ≤ −k ≤ 1 follows from Serre vanishing
for projective bundle aLB : LB → B.
(3) To show RHom(j∗ p∗ F, j∗ p∗G) = RHom(pi∗ F, pi∗G) = RHom(F,G) for F,G ∈
D(XL⊥), the key is to compute the cone of the counit j
∗ j∗ → id. Consider XL⊥B ×B LB
j
↪→
HX,LB
ι
↪→ X ×B LB, then the composition is cut out by a canonical section
s ∈ Γ(X ×B LB,OX(1)B L ∗) = Γ(B,Hom(L , aX∗OX(1))
corresponding to the inclusion L ⊆ E∗ ⊆ aX∗OX(1) of OB-modules over B (recall we use
the strange notation LB = P(V (L ))), where the first map is an inclusion of vector subbundle
and the second map is (5.20). Consider the relative Euler sequence on LB = P(V (L )):
0→ ΩLB/B(1)→ L ∗ ⊗ OLB → OLB(1)→ 0.
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From the fact that ι is cut out by OX(1)B OLB(1), we know j is cut out by the section in
OX
L⊥
B
(1)B ΩLB/B(1), hence the normal bundle of j is given by
Nj = OX
L⊥
B
(1)B ΩLB/B(1).
Therefore by standard argument on Fourier-Mukai kernels , we have the counit j∗ j∗ → id is
an iterated extension of (cf. e.g [32, Prop. 11.8])
r∧
N∗j [r]⊗ (−) for r = 1, . . . , l − 1.
Therefore from Rp∗
∧rNj = 0, for r = 1, 2, . . . , l − 1, which comes from the fact that
{Ωl−1LB/B(l − 1), . . . ,Ω1LB/B(1),OLB} is a relative full exceptional collection on LB, we have
RHom(cone(j∗ j∗ → id)p∗F, p∗G) = RHom(F, p∗(cone(j∗ j∗ → id)∨ ⊗G) = 0.
Hence RHom(j∗ p∗ F, j∗ p∗G) = RHom(pi∗ F, pi∗G) = RHom(F,G) for F,G ∈ D(XL⊥).
Generation. The generation part also can follow from an argument analogous to [66, Prop.
3.6]. However, we would like to point out it can be checked fibrewisely (in the case when
XL⊥B has fiberwisely expected dimension over B) and hence reduced to the absolute case
because all the families in considerations are flat over B.
In the following argument we assumeX is smooth overB, andXL⊥B has fiberwisely expected
dimension (by which we mean dim(Xb)L⊥b = dimX − dimB − l for every b ∈ B). This
condition is at least satisfied by X = P(E). Then the generation in general can follow from
base-change the decomposition for the case X = P(E) along X → P(E).
For any F ∈ D(HX,LB) that is left right orthogonal to all the components in desired
decomposition. Then consider F |b := i∗HXb,Lb F ∈ D(HXb,Lb). Under the above assumption
the fibers of family XL⊥B are all cut out by same family of linear system, then XL⊥B → B
is automatically flat of relative dimension dimX − dimB − l. Therefore all squares in the
following diagrams are exact cartesian:
HXb,Lb HX,LB
(Xb)L⊥b × Lb XL⊥B ×B LB
(Xb)L⊥b XL⊥B
b B
ib
jb
ib
pb
j
p
ib
ib
HXb,Lb HX,LB
Xb X
b B,
ib
pib pi
ib
ib
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we have ib∗ jb∗ p∗b = j∗ ib∗ p
∗
b = j∗ p
∗ ib∗ : D((Xb)L⊥b ) → D(HX,LB), and ib∗ pi∗b = pi∗ ib∗ :
D(Xb)→ D(HLB). Tensoring OLB(1) obviously commutes with base-change also. Hence
RHom(F |b, jb∗ p∗bD((Xb)L⊥b )) = RHom(F, ib∗ jb∗ p
∗
bD((Xb)L⊥b ))
= RHom(F, j∗ p∗ (ib∗D((Xb)L⊥b )) = 0,
and
RHom(F |b, pi∗bD(Xb)⊗ OLb(k)) = RHom(F, ib∗ (pi∗bD(Xb)⊗ OLb(k)))
= RHom(F, pi∗ (ib∗D(Xb)⊗ OL(k))) = 0,
where k = 1, 2, . . . , l− 1. Now by the generation part of absolute case [66, Prop. 3.6] for Xb,
we have F |b = 0 for every b ∈ B. Therefore F = 0. 
In particular, in the case of X = P(E), we have
Corollary 5.16 (Linear duality). L⊥B → P(E) is relative HP-dual to LB → P(E∗) with
respect to the Lefschetz decomposition D(LB) = 〈D(B), D(B)(1), . . . , D(B)(l − 1)〉, with
the P(E)-linear fully faithful functor D(L⊥B) → D(HLB) given by the Fourier-Mukai kernel
OL⊥B×BLB ∈ D(L⊥ ×P(E) HLB).
Remark 5.17. If E = B×V is a trivial bundle, where V is a k-vector space of dimension N ,
we have P(E) = B×P(V ). Then the corollary implies that the composition with projection
L⊥B → B×P(V )→ P(V ) is HP-dual to LB → B×P(V ∗)→ P(V ∗) with respect to the above
decomposition for D(LB).
Theorem 5.18 (Relative HP-duality theorem). If the B-morphism g : Y → P(E∗) is the
relative HP-dual to the f : X → P(E) with respect to the relative Lefschetz decomposition
(5.4). Then we have B-linear semiorthogonal decompositions of the form (5.8) of D(Y ). If
f is non-degenerate (Def. 5.11), and the fiber products
XL⊥B := X ×P(E) L
⊥
B, and YLB := Y ×P(E∗) LB,
are of expected dimensions. Then there are semiorthogonal decompositions
D(XL⊥B) = 〈CLB ,Al ⊗ OP(E)(l), . . . ,Ai−1 ⊗ OP(E)(i− 1)〉,
D(YLB) = 〈B1 ⊗ OP(E∗)(2− l), . . . ,Bl−2 ⊗ OP(E∗)(−1),Bl−1,CLB〉,
where the ’primitive’ parts are both equivalent to a same triangulated category CLB .
Proof. From Lem. 5.13, the admissible conditions of Thm. 5.14 are satisfied precisely if XL⊥B
and YLB are of expected dimensions. Them the theorem follows from applying Thm. 5.14
to the pairs of relative HP-duals f : X → P(E), g : Y → P(E∗) and S = LB → P(E∗),
T = L⊥B → P(E). 
The following is the relative version of duality theorem.
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Theorem 5.19 (Relative HP-duality is a duality relation). Suppose g : Y → P(E∗) is
relative HP-dual to f : X → P(E) over B with respect to a Lefschetz decomposition (5.4),
where the embedding D(Y ) → D(HX) is given by a P(E∗)-linear Fourier-Mukai transform
with kernel
P ∈ D(Y ×P(E∗) HX) = D(QB(X, Y )).
Then f : X → P(E) is HP-dual to g : Y → P(E∗) with respect to the Lefschetz decomposition
D(Y ) = 〈(BN−1)∨, (BN−2)∨(1), . . . , (B1)∨(N − 2)〉,
which is the dual of the decomposition (2.11) obtained in Thm. 5.14, and the P(E)-linear
embedding D(X)→ D(HY ) is given by the same kernel P ∈ D(X×P(E)HY ) = D(QB(X, Y )).
Proof. The strategy is similar to Thm. 4.8 before. First we claim T = P(E) is relative
HP-dual to S = QB → P(E∗) over B with respect to the following Lefschetz decomposition
of QB → P(E∗) (regard QB as a PN−2-bundle over P(E)):
D(QB) = 〈D(P(E)), D(P(E))(1), . . . , D(P(E))(N − 2)〉.
The point is to notice this is again just linear duality: let aP : P(E) → B be the natural
projection, then P(E)×B P(E∗) = PP(E)(a∗P E∗) is a projective bundle over P(E), and then
the relative universal quadric QB = PP(E)(T ∗P(E)/B(1)) ⊂ PP(E)(a∗P E∗) is a linear projective
subbundle, and T = P(E) = PP(E)(Tot(OP(E)(−1))) ⊂ P(E) ×B P(E) = PP(E)(a∗P E) is the
orthogonal projective linear bundle. Apply Cor 5.16 to the base B1 = P(E), the vector
bundle E1 = a
∗
PE and the subbundle L1 = T
∗
P(E)/B(1) ⊂ E∗1 , then L⊥B1 = T = P(E) is
relative HP-dual to LB1 = S = QB over B1 = P(E) (hence of course also over B).
Then we apply the relative theorem Thm. 5.14 to the relative HP-dual pairs X → P(E),
Y → P(E) and T = P(E), S = QB → P(E∗), the rest of the computation is exactly the same
as Thm. 4.8 with all P (resp. P ∗, Q, etc) replaced by P(E) (resp. P(E∗), QB, etc). The
computation of kernels is guaranteed by admissibility condition for the pairs, which is always
satisfied by above (X, Y ) and (S, T ). The computation of convolution can be performed the
same way as before, since the condition of Lem. 2.16, i.e. the Tor-independence of the square
QB(X, Y ) QB(X,HY )
HX HX,Q
is satisfied again by considering the splitting (4.8) in relative setting, where we notice q′, q′′
in this case is the base-change of q : QB → P(E∗) which is flat. 
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