The unified transform method for the Sasa-Satsuma equation on the
  interval by Xu, Jian et al.
THE UNIFIED TRANSFORM METHOD FOR THE
SASA-SATSUMA EQUATION ON THE INTERVAL
JIAN XU*, QIAOZHEN ZHU, AND ENGUI FAN
Abstract. We present a Riemann-Hilbert problem formalism for
the initial-boundary value problem for the Sasa-Satsuma(SS) equa-
tion on the finite interval. Assume that the solution existes, we
show that this solution can be expressed in terms of the solution of
a 3× 3 Riemann-Hilbert problem. The relevant jump matrices are
explicitly given in terms of the three matrix-value spectral func-
tions s(k), S(k) and SL(k), which in turn are defined in terms of
the initial values, boundary values at x = 0 and boundary values at
x = L, respectively. However, for a well-posed problem, only part
of the boundary values can be prescribed, the remaining boundary
data cannot be independently specified, but are determined by the
so-called global relation. Here, we analyze the global relation to
characterize the unknown boundary values in terms of the given
initial and boundary data.
1. Introduction
Integrable nonlinear partial differential equations (PDEs) can be
written as the compatibility condition of two linear eigenvalue equa-
tions, which are called a Lax pair [1]. They can be analyzed by means
of the Inverse Scattering Transform (IST) formalism which was discov-
ered in 1967 by Gardner, Greene, Kruskal, Miura [2]. Until the 1990s
the IST methodology was pursued almost entirely for pure initial value
problems. However, in many laboratory and field situations, the wave
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2 J.XU, Q.ZHU, AND E.FAN
motion is initiated by what corresponds to the imposition of bound-
ary conditions rather than initial conditions. This naturally leads to
the formulation of an initial-boundary value (IBV) problem instead of
a pure initial value problem. However, the presence of a boundary
presents new challenges.
In 1997, Fokas announced a new unified approach for the analysis of
IBV problems for linear and nonlinear integrable PDEs [3, 4](see also
[5]). The Fokas method provides a generalization of the IST formalism
from initial value to IBV problems. Just like the IST on the line, the
Fokas method yields an expression for the solution of an IBV problem
in terms of the solution of a Riemann-Hilbert problem. We know the
IST method is usually based on analyzing the x−part of the Lax pairis
to get the scattering data. The t − part of the Lax pairs is only used
to determine the time evolution of the scattering data. However, the
Fokas method is based on the simultaneous spectral analysis of both
x−part and t−part of the Lax pair. Hence, we need all the boundary
value data to formulate a Riemann-Hilbert problem. But for a well-
posed problem, only part of the boundary values can be prescribed,
the remaining boundary data cannot be independently specified, but
are determined by the so-called global relation, which is an algebraic
relation coupling the relevant spectral functions. Thus, we need analyze
this global relation to characterize the unknown boundary value data
before we formulate a Riemann-Hilbert problem. This is usually the
major difficulty of the Fokas method.
Over the last two decades, the Fokas method was successfully used
to analyze boundary value problems for several of the most important
integrable equations with 2 × 2 Lax pairs, such as the Korteweg-de
Vries [6], the nonlinear Schro¨dinger [7], and the sine-Gordon [8] equa-
tions, and so on. However, in [9], the Fokas methodology was further
developed to include the case of equations with 3× 3 Lax pairs. Since
the work of [9], the IBV problems were considered on the half-line. It
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is a natural problem to extend the Fokas methodology to the case of
IBV problems on an finite interval.
In a previous paper [10], we successfully extended the methodol-
ogy to the case of two-component nonlinear Schro¨dinger equation on
the interval. In this paper, we try to analyze the IBV problem for
the Sasa-Satsuma equation on the finite interval. We use the idea
of choosing the integral contours to determine the appropriate func-
tions to formulate a Riemann-Hilbert problem in [10]. However, the
most major difficulty and differences from the two-component nonlinear
Schro¨dinger equation case is to analyze the global relation to express
the unknown boundary value date in terms of the initial value data
and the prescribed boundary data in the Sasa-Satsuma equation case.
It is not suitable for Sasa-Satsuma equation to do the analysis in spec-
tral domain as [10]. However, there is another method to analyze the
global relation. Here, we analyse the global relation by using it, i.e. a
Gelfand-Levitan-Marchenko(GLM) representation to derive an expres-
sion to characterize the unknown boundary values. Since the order of
the derivative is higher than the two-component nonlinear Schro¨dinger
equation case, the analysis of the global relation of the Sasa-Satsuma
equation will be more complicate.
Organization of the paper: In section 2 we state the main equa-
tion considered in this paper, and perform the spectral analysis of the
associated Lax pair. Then, we can formulate the main Riemann-Hilbert
problem. It is shown that the solution of the IBV problem for the Sasa-
Satsuma equation on the finite interval can be recovered by the solution
of this Riemann-Hilbert problem in section 3. The most important re-
sult, which expresses the unknown boundary value data in terms of
the initial value and prescribed boundary value date by analysing the
global relation, is obtained in section 4.
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2. Spectral analysis
2.1. Sasa-Satsuma equation. It is well known that the nonlinear
Schro¨dinger(NLS) equation
iqT +
1
2
qXX + |q|2q = 0 (2.1)
describes slowly varying wave envelopes in dispersive media and arises
in various physical systems such as water waves, plasma physics, solid-
state physics and nonlinear optics. One of the most successful among
them is the description of optical solitons in fibers. However, by the
advancement of experomenal accuracy, several phenomena which can
not be explained by equation (2.1) have been observed. In order to
understand such phenomena, Kodama and Hasegawa [11] proposed a
higer-order nonlinear Schro¨dinger equation
iqT +
1
2
qXX + |q|2q + iε{β1qXXX + β2|q|2qX + β3q(|q|2)X} = 0. (2.2)
In general, equation (2.2) may not be completely integrable. How-
ever, if some restrictions are imposed on the real parameters β1, β2 and
β3, it becomes integrable, then we can apply the IST to solve its initial
value problems. Until now, the following four cases besides the NLS
equation itself are konwn to be integrable:
• the Chen-Lee-Liu-type derivative NLS equation (β1 : β2 : β3=0:1:1),
• the Kaup-Newell-type derivative NLS equation (β1 : β2 : β3=0:1:0),
• the Hirota equation(β1 : β2 : β3=1:6:0),
• the Sasa-Satsuma equation(β1 : β2 : β3=1:6:3).
iqT +
1
2
qXX + |q|2q + iε(qXXX + 6|q|2qX + 3q(|q|2)X) = 0 (2.3)
Let us consider the last case, i.e. β1 : β2 : β3=1:6:3. According to
[12] we introduce variable transformations,
u(x, t) = q(X,T ) exp{−i
6ε
(X − T
18ε
)}, t = T, x = X − T
12ε
. (2.4)
Then equation (2.3) is reduce to a complex modified KdV-type equation
ut + ε{uxxx + 6|u|2ux + 3u(|u|2)x} = 0. (2.5)
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In the following , we consider the equation (2.5) instead of the equation
(2.3).
The initial value problem for the Sasa-Satsuma equation (2.5) on the
whole line has been obtained in [12] by the IST method. And, the IBV
problem on the half-line domain was considered in [13]. However, in
what follows, we consider the IBV problem for the equation (2.5) on
the interval Ω = {(x, t)|0 ≤ x ≤ L, 0 ≤ t ≤ T}, where L is a positive
finite constant, T is a given finite time, in this paper, that is,
Initial value: u0(x) = u(x, 0),
Dirichlet Boundary value: g0(t) = u(0, t), f0(t) = u(L, t),
First Neumann Boundary value: g1(t) = ux(0, t), f1(t) = ux(L, t),
Second Neumann Boundary value: g2(t) = uxx(0, t), f2(t) = uxx(L, t).
(2.6)
2.2. Lax pair. The Lax pair of equation (2.5) is (see, [12]),
Ψx = UΨ, Ψt = VΨ, Ψ =
(
Ψ1 Ψ2 Ψ3
)T
. (2.7)
where
U = −ikΛ + V1, V = −4iεk3Λ + V2. (2.8)
here
Λ =
 1 0 00 1 0
0 0 −1
 , V1 =
 0 0 u0 0 u¯
−u¯ −u 0
 , V2 = 4k2V (2)2 +2ikV (1)2 +V (0)2 .
(2.9)
where
V
(2)
2 = ε
 0 0 u0 0 u¯
−u¯ −u 0
 , V (1)2 = ε
 |u|
2 u2 ux
u¯2 |u|2 u¯x
u¯x ux −2|u|2
 ,
(2.10a)
V
(0)
2 = −4|u|2ε
 0 0 u0 0 u¯
−u¯ −u 0
−ε
 0 0 uxx0 0 u¯xx
−u¯xx −uxx 0
+ε(uu¯x−uxu¯)
 1 0 00 −1 0
0 0 0

(2.10b)
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In the following, we let ε = 1 for the convenient of the analysis.
2.3. The closed one-form. Suppose that u(x, t) is sufficiently smooth
function of (x, t) in the finite interval domain Ω = {0 < x < L, 0 < t <
T}. Introducing a new eigenfunction µ(x, t, k) by
Ψ(x, t, k) = µ(x, t, k)e−iΛkx−4iΛk
3t (2.11)
then we find the Lax pair equations{
µx + [ikΛ, µ] = V1µ,
µt + [4ik
3Λ, µ] = V2µ.
(2.12)
Letting Aˆ denotes the operators which acts on a 3 × 3 matrix X by
AˆX = [A,X], the equations in (2.12) can be written in differential form
as
d(e(ikx+4ik
3t)Λˆµ) = W, (2.13)
where W (x, t, k) is the closed one-form defined by
W = e(ikx+4ik
3t)Λˆ(V1dx+ V2dt)µ. (2.14)
2.4. The µj’s definition. We define four eigenfunctions {µj}41 of (2.12)
by the Volterra integral equations
µj(x, t, k) = I+
∫
γj
e(−ikx−4ik
3t)ΛˆWj(x
′, t′, k). j = 1, 2, 3, 4. (2.15)
where I denotes the 3 × 3 identity matrix, Wj is given by (2.14) with
µ replaced with µj, and the contours {γj}41 are showed in Figure 1.
O
T
t
x
γ1
O
T
t
x
γ2
O
T
t
x
γ3
O
T
t
x
γ4
Figure 1. The four contours γ1, γ2, γ3 and γ4 in the (x, t)−domain.
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The first, second and third column of the matrix equation (2.15)
involves the exponentials
[µj]1: e
2ik(x−x′)+8ik3(t−t′),
[µj]2: e
2ik(x−x′)+8ik3(t−t′),
[µj]3: e
−2ik(x−x′)−8ik3(t−t′), e−2ik(x−x
′)−8ik3(t−t′).
(2.16)
And we have the following inequalities on the contours:
γ1 : x− x′ ≥ 0, t− t′ ≤ 0, γ2 : x− x′ ≥ 0, t− t′ ≥ 0,
γ3 : x− x′ ≤ 0, t− t′ ≥ 0, γ4 : x− x′ ≤ 0, t− t′ ≤ 0.
(2.17)
So, these inequalities imply that the functions {µj}41 are bounded and
analytic for k ∈ C such that k belongs to
µ1 : (D2, D2, D3); µ2 : (D1, D1, D4);
µ3 : (D3, D3, D2); µ4 : (D4, D4, D1),
(2.18)
where {Dn}41 denote four open, pairwisely disjoint subsets of the com-
plex k−plane showed in Figure 2. And the sets {Dn}41 has the following
O
D1
D2
D1
D4
D3
D4
Figure 2. The sets Dn, n = 1, . . . , 4, which decompose
the complex k−plane.
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properties:
D1 = {k ∈ C|Rel1 = Rel2 > Rel3,Rez1 = Rez2 > Rez3},
D2 = {k ∈ C|Rel1 = Rel2 > Rel3,Rez1 = Rez2 < Rez3},
D3 = {k ∈ C|Rel1 = Rel2 < Rel3,Rez1 = Rez2 > Rez3},
D4 = {k ∈ C|Rel1 = Rel2 < Rel3,Rez1 = Rez2 < Rez3},
where li(k) and zi(k) are the diagonal entries of matrices −ikΛ and
−4ik3Λ, respectively.
2.5. The Mn’s definition. For each n = 1, . . . , 4, define a solution
Mn(x, t, k) of (2.12) by the following system of integral equations:
(Mn)ij(x, t, k) = δij+
∫
γnij
(e(−ikx−4ik
3t)ΛˆWn(x
′, t′, k))ij, k ∈ Dn, i, j = 1, 2, 3.
(2.19)
where Wn is given by (2.14) with µ replaced with Mn, and the contours
γnij, n = 1, . . . , 4, i, j = 1, 2, 3 are defined by
γnij =

γ1 if Reli(k) < Relj(k) and Rezi(k) ≥ Rezj(k),
γ2 if Reli(k) < Relj(k) and Rezi(k) < Rezj(k),
γ3 if Reli(k) ≥ Relj(k) and Rezi(k) ≤ Rezj(k),
γ4 if Reli(k) ≥ Relj(k) and Rezi(k) ≥ Rezj(k).
for k ∈ Dn.
(2.20)
Here, we make a distinction between the contours γ3 and γ4 as follows,
γnij =
{
γ3, if
∏
1≤i<j≤3(Reli(k)− Relj(k))(Rezi(k)− Rezj(k)) < 0,
γ4, if
∏
1≤i<j≤3(Reli(k)− Relj(k))(Rezi(k)− Rezj(k)) > 0.
(2.21)
The rule chosen in the produce is if lm = ln, m may not equals n, we
just choose the subscript is smaller one.
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According to the definition of the γn, we find that
γ1 =
 γ4 γ4 γ4γ4 γ4 γ4
γ2 γ2 γ4
 γ2 =
 γ3 γ3 γ3γ3 γ3 γ3
γ1 γ1 γ3

γ3 =
 γ3 γ3 γ1γ3 γ3 γ1
γ3 γ3 γ3
 γ4 =
 γ4 γ4 γ2γ4 γ4 γ2
γ4 γ4 γ4
 .
(2.22)
The following proposition ascertains that the Mn’s defined in this
way have the properties required for the formulation of a Riemann-
Hilbert problem.
Proposition 2.1. For each n = 1, . . . , 4, the function Mn(x, t, k) is
well-defined by equation (2.19) for k ∈ D¯n and (x, t) ∈ Ω. For any
fixed point (x, t), Mn is bounded and analytic as a function of k ∈ Dn
away from a possible discrete set of singularities {kj} at which the
Fredholm determinant vanishes. Moreover, Mn admits a bounded and
contious extension to D¯n and
Mn(x, t, k) = I+O(
1
k
), k →∞, k ∈ Dn. (2.23)
Proof. The bounedness and analyticity properties are established in
appendix B in [9]. And substituting the expansion
M = M0 +
M (1)
k
+
M (2)
k2
+ · · · , k →∞.
into the Lax pair (2.12) and comparing the terms of the same order of
k yield the equation (2.23). 
2.6. The jump matrices. We define spectral functions Sn(k), n =
1, . . . , 4, and
Sn(k) = Mn(0, 0, k), k ∈ Dn, n = 1, . . . , 4. (2.24)
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Let M denote the sectionally analytic function on the complex k−plane
which equals Mn for k ∈ Dn. Then M satisfies the jump conditions
Mn = MmJm,n, k ∈ D¯n ∩ D¯m, n,m = 1, . . . , 4, n 6= m,
(2.25)
where the jump matrices Jm,n(x, t, k) are defined by
Jm,n = e
(−ikx−4ik3t)Λˆ(S−1m Sn). (2.26)
2.7. The adjugated eigenfunctions. We will also need the analytic-
ity and boundedness properties of the minors of the matrices {µj(x, t, k)}31.
We recall that the cofactor matrix XA of a 3 × 3 matrix X is defined
by
XA =
 m11(X) −m12(X) m13(X)−m21(X) m22(X) −m23(X)
m31(X) −m32(X) m33(X)
 ,
where mij(X) denote the (ij)−th minor of X.
It follows from (2.12) that the adjugated eigenfunction µA satisfies
the Lax pair {
µAx − [ikΛ, µA] = −V T1 µA,
µAt − [4ik3Λ, µA] = −V T2 µA.
(2.27)
where V T denote the transform of a matrix V . Thus, the eigenfunctions
{µAj }41 are solutions of the integral equations
µAj (x, t, k) = I−
∫
γj
eik(x−x
′)+4ik3(t−t′)Λˆ(V T1 dx+ V
T
2 )µ
A, j = 1, 2, 3, 4.
(2.28)
Then we can get the following analyticity and boundedness properties:
µA1 : (D3, D3, D2); µ
A
2 : (D4, D4, D1);
µA3 : (D2, D2, D3); µ
A
3 : (D1, D1, D4).
(2.29)
2.8. The Jm,n’s computation. Let us define the 3× 3−matrix value
spectral functions s(k), S(k) and SL(k) by
µ3(x, t, k) = µ2(x, t, k)e
(−ikx−4ik3t)Λˆs(k), (2.30a)
µ1(x, t, k) = µ2(x, t, k)e
(−ikx−4ik3t)ΛˆS(k), (2.30b)
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µ4(x, t, k) = µ3(x, t, k)e
(−ik(x−L)−4ik3t)ΛˆSL(k) (2.30c)
Thus,
s(k) = µ3(0, 0, k), (2.31a)
S(k) = µ1(0, 0, k) = e
4ik3T Λˆµ−12 (0, T, k), (2.31b)
SL(k) = µ4(L, 0, k) = e
4ik3T Λˆµ−13 (L, T, k). (2.31c)
And we deduce from the properties of µj and µ
A
j that {s(k), S(k), SL(k)}
and {sA(k), SA(k), SAL (k)} have the following boundedness properties:
s(k) : (D3 ∪D4, D3 ∪D4, D1 ∪D2), S(k) : (D2 ∪D4, D2 ∪D4, D1 ∪D3),
SL(k) : (D2 ∪D4, D2 ∪D3, D1 ∪D3) sA(k) : (D1 ∪D2, D1 ∪D2, D3 ∪D4),
SA(k) : (D1 ∪D3, D1 ∪D3, D2 ∪D4), SAL (k) : (D1 ∪D3, D1 ∪D3, D2 ∪D4).
Moreover, we notice that
Mn(x, t, k) = µ2(x, t, k)e
(−ikx−4ik3t)ΛˆSn(k), k ∈ Dn. (2.32)
Proposition 2.2. The Sn can be expressed in terms of the entries of
s(k), S(k) and SL(k) as follows:
S1 =

m22(A)
A33
m21(A)
A33 A13
m12(A)
A33
m11(A)
A33 A23
0 0 A33
 , S2 =

m22(s)m33(S)−m32(s)m23(S)
(sTSA)33
m21(s)m33(S)−m31(s)m23(S)
(sTSA)33
s13
m12(s)m33(S)−m32(s)m13(S)
(sTSA)33
m11(s)m33(S)−m31(s)m13(S)
(sTSA)33
s23
m12(s)m23(S)−m22(s)m13(S)
(sTSA)33
m11(s)m23(S)−m21(s)m13(S)
(sTSA)33
s33
 ,
(2.33a)
S3 =

s11 s12
S13
(ST sA)33
s21 s22
S23
(ST sA)33
s31 s32
S33
(ST sA)33
 , S4 =

A11 A12 0
A21 A22 0
A31 A32 1m33(A)
 . (2.33b)
where A = (Aij)3i,j=1 = s(k)eikLΛˆSL(k).
Proof. Firstly, we define Rn(k), Tn(k) and Qn(k) as follows:
Rn(k) = e
4ik3T ΛˆMn(0, T, k), (2.34a)
Tn(k) = e
ikLΛˆMn(L, 0, k), (2.34b)
Qn(k) = e
(ikL+4ik3T )ΛˆMn(L, T, k). (2.34c)
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Then, we have the following relations:
Mn(x, t, k) = µ1(x, t, k)e
(−ikx−4ik3t)ΛˆRn(k),
Mn(x, t, k) = µ2(x, t, k)e
(−ikx−4ik3t)ΛˆSn(k),
Mn(x, t, k) = µ3(x, t, k)e
(−ikx−4ik3t)ΛˆTn(k),
Mn(x, t, k) = µ3(x, t, k)e
(−ikx−4ik3t)ΛˆQn(k)
(2.35)
The relations (2.35) imply that
s(k) = Sn(k)T
−1
n (k), S(k) = Sn(k)R
−1
n (k), A(k) = Sn(k)Q−1n (k).
(2.36)
These equations constitute a matrix factorization problem which, given
{s(k), S(k), SL(k)} can be solved for the {Rn, Sn, Tn, Qn}. Indeed, the
integral equations (2.19) together with the definitions of {Rn, Sn, Tn, Qn}
imply that{
(Rn(k))ij = 0 if γ
n
ij = γ1; (Sn(k))ij = 0 if γ
n
ij = γ2;
(Tn(k))ij = δij if γ
n
ij = γ3; (Qn(k))ij = δij if γ
n
ij = γ4.
(2.37)
It follows that (2.36) are 27 scalar equations for 27 unknowns. By
computing the explicit solution of this algebraic system, we arrive at
(2.33). 
2.9. The global relation. The spectral functions S(k), SL(k) and
s(k) are not independent but satisfy an important relation. Indeed,
it follows from (2.30) that
µ1(x, t, k)e
(−ikx−4ik3t)Λˆ{S−1(k)s(k)eikLΛˆSL(k)} = µ4(x, t, k). (2.38)
Since µ1(0, T, k) = I, evaluation at (0, T ) yields the following global
relation:
S−1(k)s(k)eikLΛˆSL(k) = e4ik
3T Λˆc(T, k), (2.39)
where c(T, k) = µ4(0, T, k).
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2.10. The residue conditions. Since µ2 is an entire function, it fol-
lows from (2.32) that M can only have singularities at the points where
the S ′ns have singularities. We infer from the explicit formulas (2.33)
that the possible singularities of M are as follows:
• [M ]1 could have poles in D1 at the zeros of A33(k);
• [M ]1 could have poles in D2 at the zeros of (sTSA)33(k);
• [M ]2 could have poles in D1 at the zeros of A33(k);
• [M ]2 could have poles in D2 at the zeros of (sTSA)33(k);
• [M ]3 could have poles in D3 at the zeros of (ST sA)33(k);
• [M ]3 could have poles in D4 at the zeros of m33(A)(k);
We denote the above possible zeros by {kj}N1 and assume they satisfy
the following assumption.
Assumption 2.3. We assume that
• A33(k) has n0 possible simple zeros in D1 denoted by {kj}n01 ;
• (sTSA)33(k) has n1−n0 possible simple zeros in D2 denoted by
{kj}n1n0+1;
• (ST sA)33(k) has n2−n1 possible simple zeros in D3 denoted by
{kj}n2n1+1;
• m33(A)(k) has N − n2 possible simple zeros in D4 denoted by
{kj}Nn2+1;
and that none of these zeros coincide. Moreover, we assume that none
of these functions have zeros on the boundaries of the Dn’s.
We determine the residue conditions at these zeros in the following:
Proposition 2.4. Let {Mn}41 be the eigenfunctions defined by (2.19)
and assume that the set {kj}N1 of singularitues are as the above as-
sumption. Then the following residue conditions hold:
Resk=kj [M ]1 =
m12(A)(kj)
A˙33(kj)A23(kj)
eθ31(kj)[M(kj)]3, 1 ≤ j ≤ n0, kj ∈ D1
(2.40a)
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Resk=kj [M ]2 =
m12(A)(kj)
A˙33(kj)A13(kj)
eθ32(kj)[M(kj)]3, 1 ≤ j ≤ n0, kj ∈ D1
(2.40b)
Resk=kj [M ]1 =
m12(s)(kj)m33(S)(kj)−m32(s)(kj)m13(S)(kj)
˙(sTSA)33(kj)s23(kj)
eθ31(kj)[M(kj)]3
n0 + 1 ≤ j ≤ n1, kj ∈ D2,
(2.40c)
Resk=kj [M ]2 =
m21(s)(kj)m33(S)(kj)−m31(s)(kj)m23(S)(kj)
˙(sTSA)33(kj)s13(kj)
eθ32(kj)[M(kj)]3
n0 + 1 ≤ j ≤ n1, kj ∈ D2,
(2.40d)
Resk=kj [M ]3 =
S13(kj)s32(kj)−S33(kj)s12(kj)
˙(ST sA)33(kj)m23(s)(kj)
eθ13(kj)[M(kj)]1
+
S33(kj)s11(kj)−S13(kj)s31(kj)
˙(ST sA)33(kj)m23(s)(kj)
eθ23(kj)[M(kj)]2, n1 + 1 ≤ j ≤ n2, kj ∈ D3,
(2.40e)
Resk=kj [M ]3 =
A12(kj)
m˙33(A)(kj)m23(A)(kj)e
θ13(kj)[M(kj)]1 − A11(kj)m˙33(A)(kj)m23(A)(kj)eθ23(kj)[M(kj)]2
n2 + 1 ≤ j ≤ N, kj ∈ D4.
(2.40f)
where f˙ = df
dk
, and θij is defined by
θij(x, t, k) = (li − lj)x+ (zi − zj)t, i, j = 1, 2, 3. (2.41)
that implies that
θij = 0, i, j = 1, 2; θ13 = θ23 = −θ32 = −θ31 = −2ikx− 8ik3t.
Proof. We will prove (2.40a), (2.40c), (2.40e), (2.40f), the other condi-
tions follow by similar arguments. Equation (2.32) implies the relation
M1 = µ2e
(−ikx−4ik3t)ΛˆS1, (2.42a)
M2 = µ2e
(−ikx−4ik3t)ΛˆS2. (2.42b)
M3 = µ2e
(−ikx−4ik3t)ΛˆS3, (2.42c)
M4 = µ2e
(−ikx−4ik3t)ΛˆS4, (2.42d)
In view of the expressions for S1 and S2 given in (2.33), the three
columns of (2.42a) read:
[M1]1 = [µ2]1
m22(A)
A33 + [µ2]2e
θ21
m12(A)
A33 , (2.43a)
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[M1]2 = [µ2]1e
θ12
m21(A)
A33 + [µ2]2
m11(A)
A33 , (2.43b)
[M1]3 = [µ2]1e
θ13A13 + [µ2]2eθ23A23 + [µ2]3A33. (2.43c)
while the three columns of (2.42b) read:
[M2]1 = [µ2]1
m22(s)m33(S)−m32(s)m23(S)
(sTSA)33
+[µ2]2
m12(s)m33(S)−m32(s)m13(S)
(sTSA)33
eθ21
+[µ2]3
m12(s)m23(S)−m22(s)m13(S)
(sTSA)33
eθ31
(2.44a)
[M2]2 = [µ2]1
m21(s)m33(S)−m31(s)m23(S)
(sTSA)33
eθ12
+[µ2]2
m11(s)m33(S)−m31(s)m13(S)
(sTSA)33
+[µ2]3
m11(s)m23(S)−m21(s)m13(S)
(sTSA)33
eθ32
(2.44b)
[M2]3 = [µ2]1s13e
θ13 + [µ2]2s23e
θ23 + [µ2]3s33. (2.44c)
and the three columns of (2.42c) read:
[M3]1 = [µ2]1s11 + [µ2]2s21e
θ21 + [µ2]3s31e
θ31 , (2.45a)
[M3]2 = [µ2]1s12e
θ12 + [µ2]2s22 + [µ2]3s32e
θ32 , (2.45b)
[M3]3 = [µ2]1
S13
(ST sA)33
eθ13+[µ2]2
S23
(ST sA)33
eθ23+[µ2]3
S33
(ST sA)33
. (2.45c)
the three columns of (2.42d) read:
[M4]1 = [µ2]1A11 + [µ2]2A21eθ21 + [µ2]3A31eθ31 , (2.46a)
[M4]2 = [µ2]1A12eθ12 + [µ2]2A22 + [µ2]3A32eθ32 , (2.46b)
[M4]3 = [µ2]3
1
m33(A) . (2.46c)
We first suppose that kj ∈ D1 is a simple zero of s33(k). Solving (2.43c)
for [µ2]2 and substituting the result in to (2.43a), we find
[M1]1 =
m12(A)
A33A23 e
θ31 [M1]3 +
m32(A)
A23 [µ2]2 −
m12(A)
A23 e
θ31 [µ2]3.
Taking the residue of this equation at kj, we find the condition (2.40a)
in the case when kj ∈ D1. Similarly, Solving (2.44c) for [µ2]2 and
substituting the result in to (2.44a), we find
[M2]1 =
m12(s)m33(S)−m32(s)m13(S)
(sTSA)33s23
eθ31 [M1]3−m32(s)
s23
[µ2]1−m12(s)
s23
eθ31 [µ2]3.
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Taking the residue of this equation at kj, we find the condition (2.40c)
in the case when kj ∈ D2.
In order to prove (2.40e), we solve (2.45a) and (2.45b) for [µ2]1 and
[µ2]3, then substituting the result into (2.45c), we find
[M3]3 =
S13s32 − S33s12
(ST sA)33m23(s)
eθ13 [M3]1+
S33s11 − S13s31
(ST sA)33m23(s)
eθ23 [M3]2+
1
m23(s)
[µ2]3.
Taking the residue of this equation at kj, we find the condition (2.40e)
in the case when kj ∈ D3. Similarly, solving (2.46a) and (2.46b) for
[µ2]1 and [µ2]3, then substituting the result into (2.46c), we find
[M4]3 =
A12
m33(A)m23(A)e
θ13 [M4]1− A11
m33(A)m23(A)e
θ13 [M4]2− 1
m23(A)e
θ23 [µ2]2.
Taking the residue of this equation at kj, we find the condition (2.40f)
in the case when kj ∈ D4. 
3. The Riemann-Hilbert problem
The sectionally analytic function M(x, t, k) defined in section 2 sat-
isfies a Riemann-Hilbert problem which can be formulated in terms of
the initial and boundary values of u(x, t). By solving this Riemann-
Hilbert problem, the solution of (2.5)(then (2.3)) can be recovered for
all values of x, t.
Theorem 3.1. Suppose that u(x, t) is a solution of (2.5) in the interval
domain Ω with sufficient smoothness. Then u(x, t) can be reconstructed
from the initial value {u0(x)} and boundary values {g0(t), g1(t), g2(t)},
{f0(t), f1(t), f2(t)} defined as (2.6).
Use the initial and boundary data to define the jump matrices Jm,n(x, t, k)
as well as the spectral s(k) and S(k) by equation (2.30). Assume that
the possible zeros {kj}N1 of the functions A33(k), (sTSA)33(k), (ST sA)33(k)
and m33(A)(k) are as in assumption 2.3.
Then the solution {u(x, t)} is given by
u(x, t) = 2i lim
k→∞
(kM(x, t, k))13. (3.1)
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where M(x, t, k) satisfies the following 3 × 3 matrix Riemann-Hilbert
problem:
• M is sectionally meromorphic on the Riemann k−sphere with
jumps across the contours D¯n∩D¯m, n,m = 1, · · · , 4, see Figure
2.
• Across the contours D¯n ∩ D¯m, M satisfies the jump condition
Mn(x, t, k) = Mm(x, t, k)Jm,n(x, t, k), k ∈ D¯n ∩ D¯m, n,m = 1, 2, 3, 4.
(3.2)
where the jump matrices Jm,n(x, t, k) are defined as (2.26).
• M(x, t, k) = I+O( 1
k
), k →∞.
• The residue condition of M is showed in Proposition 2.4.
Proof. It only remains to prove (3.1) and this equation follows from
the large k asymptotics of the eigenfunctions. 
4. The solution of the global relation
A major difficulty of initial-boundary value problems is that some of
the boundary values are unknown for a well-posed problem. All bound-
ary values are needed for the definition of S(k), SL(k), and hence for
the formulation of the Riemann-Hilbert problem. In this section, our
main result, theorem 4.2, expresses the spectral function S(k), SL(k)
in terms of the prescribed boundary data and the initial data via the
solution of a system of nonlinear integral equations.
We define functions {Φij(t, k)}3i,j=1 and {φij(t, k)}3i,j=1 by:
µ2(0, t, k) =

Φ11(t, k) Φ12(t, k) Φ13(t, k)
Φ21(t, k) Φ22(t, k) Φ23(t, k)
Φ31(t, k) Φ32(t, k) Φ33(t, k)
 , µ3(L, t, k) =

φ11(t, k) φ12(t, k) φ13(t, k)
φ21(t, k) φ22(t, k) φ23(t, k)
φ31(t, k) φ32(t, k) φ33(t, k)
 .
(4.1)
We will first derive Gelfand-Levitan-Marchenko (GLM) representa-
tions for the eigenfunctions Φij and φij, then consider the solution of
the global relation, which leads to expressions for the unknown bound-
ary values from the known ones in terms of the GLM representations.
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4.1. The GLM representation.
Theorem 4.1. The eigenfunctions Φij and φij admit the following
GLM representations,
Φij(t, k) = δij+
∫ t
−t
([(
L˜− 1
2
V
(2)
2 ΛM˜ +
1
4
V
(2)
2x N
)
+ ik
(
M˜ +
1
2
V
(2)
2 ΛN
)
+ k2N
]
e4ik
3(t−s)Λ
)
ij
ds
(4.2)
φij(t, k) = δij+
∫ t
−t
([(
L˜ − 1
2
V
(2)
2 ΛM˜+
1
4
V
(2)
2x N
)
+ ik
(
M˜+ 1
2
V
(2)
2 ΛN
)
+ k2N
]
e4ik
3(t−s)Λ
)
ij
ds
(4.3)
where δij =
{
1, i = j
0, i 6= j and the 3 × 3 matrices L˜(t, s), M˜(t, s) and
N(t, s) satisfy the initial conditions
N(t,−t) + ΛN(t,−t)Λ = 0,
M˜(t,−t) + ΛM˜(t,−t)Λ = 0,
L˜(t,−t) + ΛL˜(t,−t)Λ = 0.
(4.4a)

N(t, t)− ΛN(t, t)Λ = 4V (2)2 ,
M˜(t, t)− ΛM˜(t, t)Λ = 2ΛV (2)2x ,
L˜(t, t)− ΛL˜(t, t)Λ = 2(V (2)2 )3 − V (2)2xx.
(4.4b)
and an ODE systems
Nt + ΛNsΛ =
[
(V
(2)
2 )
3)− V (2)2xx
]
N − 2ΛV (2)2x M˜ + 4V (2)2 L˜,
M˜t + ΛM˜sΛ =
[
(V
(2)
2 )
3 − V (2)2xx
]
M˜ + AΛN + 2ΛV
(2)
2x L˜,
L˜t + ΛL˜sΛ =
[
2(V
(2)
2 )
3 − V (2)2xx
]
L˜+ BΛM˜ + DN
(4.5a)
where the matrices A,B,D are defined as
A = 3
2
(V
(2)
2 )
4 − 1
2
(V
(2)
2 V
(2)
2xx + V
(2)
2xxV
(2)
2 ) +
1
2
(V
(2)
2x )
2
+1
2
[(V
(2)
2 )
2V
(2)
2x + V
(2)
2x (V
(2)
2 )
2 − V (2)2 V (2)2x V (2)2 ]− 12 V˙ (2)2
(4.5ba)
B =
1
2
(V
(2)
2 V
(2)
2xx+V
(2)
2xxV
(2)
2 )−
1
2
(V
(2)
2x )
2−3
2
(V
(2)
2 )
4+
1
2
V˙
(2)
2 −
1
2
[V
(2)
2x (V
(2)
2 )
2−V (2)2 V (2)2x V (2)2 ]
(4.5bb)
D = −1
4
V˙
(2)
2x +
3
4
(V
(2)
2 )
5 + 1
4
V
(2)
2x V
(2)
2 V
(2)
2x − 14((V (2)2 )2V (2)2xx + V (2)2 V (2)2xxV (2)2 )
+1
4
V
(2)
2 V˙
(2)
2 +
1
4
(V
(2)
2x V
(2)
2xx − V (2)2xxV (2)2x ) + 14((V (2)2 )3V (2)2x − V (2)2x (V (2)2 )3)
(4.5bc)
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Analogously, the functions {L˜(t, s),M˜(t, s),N (t, s)} satisfy the simi-
lar system of equations with {g0(t), g1(t), g2(t)} replaced by {f0(t), f1(t), f2(t)}.
Proof. We just prove the GLM representations (4.2) of the eigenfunc-
tions Φij, the GLM representations (4.3) is similar. We substitute the
following equation
µ(t, k) = I+
∫ t
−t
(
L(t, s) + ikM(t, s) + k2N(t, s)
)
e4ik
3(t−s)Λds (4.3)
into the t−part of the Lax pair (2.12), then, we can find the matrices
L(t, s),M(t, s) and N(t, s) are satisfied
N(t,−t) + ΛN(t,−t)Λ = 0,
M(t,−t) + ΛM(t,−t)Λ + V (2)2 N(t,−t)Λ = 0,
L(t,−t) + ΛL(t,−t)Λ− V (2)2 M(t,−t)Λ− 12V (1)2 N(t,−t)Λ = 0.
(4.4a)
N(t, t)− ΛN(t, t)Λ = 4V (2)2 ,
M(t, t)− ΛM(t, t)Λ = 2ΛV (1)2 + V (2)2 N(t, t)Λ,
L(t, t)− ΛL(t, t)Λ = V (0)2 − V (2)2 M(t, t)Λ− 12V (1)2 N(t, t)Λ.
(4.4b)
Nt(t, s) + ΛNs(t, s)Λ = 4V
(2)
2 L(t, s)− 2V (1)2 M(t, s) + V (0)2 N(t, s),
Mt(t, s) + ΛMs(t, s)Λ = 2V
(1)
2 L(t, s) + V
(0)
2 M(t, s)− V (2)2 Ns(t, s)Λ,
Lt(t, s) + ΛLs(t, s)Λ = V
(0)
2 L(t, s) + V
(2)
2 Ms(t, s)Λ +
1
2
V
(1)
2 Ns(t, s)Λ,
(4.4c)
If we introducing the following transformations,
M(t, s) = M˜(t, s) + 1
2
V
(2)
2 ΛN(t, s),
L(t, s) = L˜(t, s)− 1
2
V
(2)
2 ΛM˜(t, s) +
1
4
V
(2)
2x N(t, s).
(4.5)
We can get the initial conditions (4.4) and the ODE systems (4.5). 
4.2. The Analysis of the global relation. To avoid routine tech-
nical complications, we will continue our analysis of the global rela-
tion in the case s(k) = I corresponding to the zero initial conditions
u0(x) = u(x, 0) = 0. In this case, the global relation (2.39) takes the
form
Φ(t, k)eikLΛˆ
(
φ(t, k¯)
)T
= c(t, k) (4.6)
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The (1, 3)th term of (4.6) is
Φ11(t, k)φ31(t, k¯)e
2ikL+Φ12(t, k)φ32(t, k¯)e
2ikL+Φ13(t, k)φ33(t, k¯) = c13(t, k), k ∈ D1∪D3,
(4.7)
where c13(t, k) has the following properties which are important for the
analysis of the global relation
c13(t, k) = O
(
1
k
)
, k ∈ D1,
e−2ikLc13(t, k) = O
(
1
k
)
, k ∈ D3.
(4.8)
In the following, the given boundary conditions are g0(t), f0(t) and
f1(t), and we are looking for expressions for g1(t), g2(t) and f2(t).
Let us give some notation. Define ω = e
2pi
3 and suppose that Π(t, k)
is a scalar function.
• Let Πˆ(t, k) and denotes the following notation:
Πˆ(t, k) = Π(t, k) + ωΠ(t, ωk) + ω2Π(t, ω2k),
Π̂(t, k¯) = Π(t, k¯) + ωΠ(t, ωk) + ω2Π(t, ω2k)
(4.9)
• Let Π˜(t, k) denotes the following notation:
Π˜(t, k) = Π(t, k) + ω2Π(t, ωk) + ωΠ(t, ω2k),
Π˜(t, k¯) = Π(t, k¯) + ω2Π(t, ωk) + ωΠ(t, ω2k)
(4.10)
Theorem 4.2. Consider the IBV problem for the equation (2.5) on
the interval. Given boundary conditions g0(t), f0(t) and f1(t), and we
have the expressions for g1(t), g2(t) and f2(t) as follows:
g1(t) =
g0(t)
pi
∫
∂D0
Φˆ33(t, k)dk +
6
pi
∫
∂D0
(−ik)[Γ−1(k)]3
 G˜1(t, k)G˜1(t, ωk)
e−2iω
2kLG˜1(t, ω
2k)
 dk
+ 6
pi
∫
∂D0
(−ik)[Γ−1(k)]3
 G2(t, k)G2(t, ωk)
e−2iω
2kLG2(t, ω
2k)
 e8ik3(t−t′)dk
(4.11a)
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g2(t) = −2|g0(t)|2g0(t)− 2ig0(t)pi
∫
∂D0
Φ˜33(t, k)dk +
g1(t)
pi
∫
∂D0
Φˆ33(t, k)dk
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]2
 G˜1(t, k)G˜1(t, ωk)
e−2iω
2kLG˜1(t, ω
2k)
 dk
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]2
 G2(t, k)G2(t, ωk)
e−2iω
2kLG2(t, ω
2k)
 e8ik3(t−t′)dk
(4.11b)
f2(t) = −2|f0(t)|2f0(t)− 2ipi
[
f0(t)
∫
∂D0
kφ˜11(t, k¯)dk + f¯0(t)
∫
∂D0
kφ˜21(t, k¯)dk
]
+ 1
pi
∫
∂D0
[
f1(t)φ̂11(t, k¯)dk + f¯1(t)φ̂21(t, k¯)
]
dk
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]1
 G˜1(t, k)G˜1(t, ωk)
e−2iω
2kLG˜1(t, ω
2k)
 dk
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]1
 G2(t, k)G2(t, ωk)
e−2iω
2kLG2(t, ω
2k)
 e8ik3(t−t′)dk
(4.11c)
where
G˜1(t, k) = e
2ikL
{
−1
3
φ˜31(t, k¯)− 14k2
[
f1(t)− 1pi
∫
∂D0
(
f0(t)φ̂11(t, k¯) + f¯0(t)φ̂21(t, k¯)
)
dk
]}
− e2ikL
[
1
3
φ̂31(t, k¯) +
f0(t)
2ik
]
−
[
1
3
Φˆ13(t, k)− g0(t)2ik
]
.
(4.11d)
G2(t, k) =
[
(Φ11(t, k)− 1)φ31(t, k¯) + Φ12(t, k)φ32(t, k¯)
]−Φ13(t, k) [φ33(t, k¯)− 1] ,
(4.11e)
and [Γ−1(k)]j, j = 1, 2, 3, denotes the j − th row of the inverse matrix
of the Γ(k), which is defined as (4.15).
Proof. Substitute the GLM representations of Φij and φij into (4.7)
and rewrite the resulting equation in the form:
e2ikL
∫ t
−t L31(t, s)e4ik
3(s−t)ds+
∫ t
−t L13(t, s)e
4ik3(s−t)ds+ ik
∫ t
−tM13(t, s)e
4ik3(s−t)ds
= G1(t, k) +G2(t, k) + c13(t, k)
(4.12)
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where
G1(t, k) = e
2ikL
{
ik
∫ t
−tM31(t, s)e4ik
3(s−t)ds− k2 ∫ t−tN31(t, s)e4ik3(s−t)ds}
− k2 ∫ t−tN13(t, s)e4ik3(s−t)ds
(4.13a)
G2(t, k) = −e2ikL
{∫ t
−t [L11(t, s) + ikM11(t, s) + k
2N11(t, s)] e
4ik3(t−s)ds
}
×{∫ t
−t
[L31(t, s)− ikM31(t, s) + k2N31(t, s)] e4ik3(s−t)ds}
−e2ikL
{∫ t
−t [L12(t, s) + ikM12(t, s) + k
2N12(t, s)] e
4ik3(t−s)ds
}
×{∫ t
−t
[L32(t, s)− ikM32(t, s) + k2N32(t, s)] e4ik3(s−t)ds}
−
{∫ t
−t [L13(t, s) + ikM13(t, s) + k
2N13(t, s)] e
4ik3(s−t)ds
}
×{∫ t
−t
[L33(t, s)− ikM33(t, s) + k2N33(t, s)] e4ik3(t−s)ds}
(4.13b)
Let D = {k ∣∣0 < arg k < pi
3
}. Consider (4.12) in D as well as replac-
ing k by ωk and by ω2k in (4.12), we obtain three equations, which are
valid for k ∈ D. These equations can be written in the vector form as
follows:
Γ(k)U(t, k) = H1(t, k) +H2(t, k) +Hc(t, k), k ∈ D, (4.14)
where
Γ(k) =
 e
2ikL 1 1
e2iωkL 1 ω
1 e−2iω
2kL ω2e−2iω
2kL
 , Hj(t, k) =
 Gj(t, k)Gj(t, ωk)
e−2iω
2kLGj(t, ω
2k)
 , j = 1, 2,
U(t, k) =

∫ t
−t L31(t, s)e4ik
3(s−t)ds∫ t
−t L13(t, s)e
4ik3(s−t)ds
ik
∫ t
−tM13(t, s)e
4ik3(s−t)ds
 Hc(t, k) =
 c13(t, k)c13(t, ωk)
e−2iω
2kLc13(t, ω
2k)
 .
(4.15)
Notice that det Γ(k)→ ω − 1 6= 0 as |k| → ∞, k ∈ D¯.
Multiply (4.14) by
 k
2 0 0
0 k2 0
0 0 −ik
Γ−1(k)e8ik3(t−t′), 0 < t′ < t, and
integrate along the contour ∂D0, which is the boundary of D deformed
to pass above the zeros of the det Γ(k). Then (4.8) implies that the
terms containing Hc vanishes, by Jordan’s lemma.
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In order to evaluate the other terms we will use the following iden-
tities (see, e.g. [14] or [15]):
∫ t
−t
f(t, s)e4ik
3(s−t)ds = 2
∫ t
0
f(t, 2τ − t)e8ik3(τ−t)ds (4.16)
where f(t, s) is an arbitrary function such that the integral is well-
defined, and
∫
∂D0
k2
∫ t
0
α(τ)e8ik
3(t−t′)dτdk =
pi
12
α(t′), (4.17a)
∫
∂D0
km
∫ t
0
α(τ)e8ik
3(t−t′)dτdk =
∫
∂D0
km
(∫ t′
0
α(τ)e8ik
3(t−t′)dτ − 1
8ik3
α(t′)
)
dk
(4.17b)
where m = 3, 4 and α(τ) is a smooth function for 0 < τ < t. Then the
integration by parts together with Jordan’s lemma show that one can
pass to the limit as t′ → t in the right-hand side of (4.17b).
Applying (4.17b) to the integral term containing H1 one obtains
∫
∂D0
 k
2 0 0
0 k2 0
0 0 −ik
Γ−1(k)H1(t, k)e8ik3(t−t′)dk
=
∫
∂D0
 k
2 0 0
0 k2 0
0 0 −ik
Γ−1(k)
 G˜1(t, t
′, k)
G˜1(t, t
′, ωk)
e−2iω2kLG˜1(t, t′, ω2k)
 dk
(4.18)
where
G˜1(t, t
′, k) = 2e2ikL
{
ik
∫ t′
0
[
M˜31(t, 2τ − t)− 12
[
f0(t)N 11(t, 2τ − t) + f¯0(t)N 21(t, 2τ − t)
]]
e8ik
3(τ−t′)dτ
− 18k2
[
M˜31(t, 2t′ − t)− 12
[
f0(t)N 11(t, 2t′ − t) + f¯0(t)N 21(t, 2t′ − t)
]]}
− 2e2ikL
{
k2
∫ t′
0
N 31(t, 2τ − t)e8ik3(τ−t′)dτ − 18ikN 31(t, 2t′ − t)
}
− 2
{
k2
∫ t′
0
N13(t, 2τ − t)e8ik3(τ−t′)dτ − 18ikN13(t, 2t′ − t)
}
.
(4.19)
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Applying (4.17a) to the integral in the left-hand side of (4.14) and using
the equations (4.5) we arrive at the equation

L˜31(t, 2t′ − t) + 12
[
f0(t)M˜11(t, 2t′ − t) + f¯0(t)M˜21(t, 2t′ − t)
]
− 1
4
[
f1(t)N 11(t, 2t′ − t) + f¯1(t)N 21(t, 2t′ − t)
]
L˜13(t, 2t
′ − t) + 1
2
g0(t)M˜33(t, 2t
′ − t) + 1
4
g1(t)N33(t, 2t
′ − t)
M˜13(t, 2t
′ − t)− 1
2
g0(t)N33(t, 2t
′ − t)

= 6
pi
∫
∂D0

k2 0 0
0 k2 0
0 0 −ik
Γ−1(k)

G˜1(t, t
′, k)
G˜1(t, t
′, ωk)
e−2iω
2kLG˜1(t, t
′, ω2k)
 dk
+ 6
pi
∫
∂D0

k2 0 0
0 k2 0
0 0 −ik
Γ−1(k)

G2(t, k)
G2(t, ωk)
e−2iω
2kLG2(t, ω
2k)
 e8ik3(t−t′)dk
(4.20)
Evaluating this equation at t′ = t and using the initial conditions (4.4)
we find the following equations for g1(t), g2(t) and f2(t).
g1(t) =
1
2
g0(t)N33(t, t) +
6
pi
∫
∂D0
(−ik)[Γ−1(k)]3
 G˜1(t, k)G˜1(t, ωk)
e−2iω
2kLG˜1(t, ω
2k)
 dk
+ 6
pi
∫
∂D0
(−ik)[Γ−1(k)]3
 G2(t, k)G2(t, ωk)
e−2iω
2kLG2(t, ω
2k)
 e8ik3(t−t′)dk
(4.21a)
g2(t) = −4|g0(t)|2g0(t) + g0(t)M˜33(t, t) + 12g1(t)N33(t, t)
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]2
 G˜1(t, k)G˜1(t, ωk)
e−2iω
2kLG˜1(t, ω
2k)
 dk
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]2
 G2(t, k)G2(t, ωk)
e−2iω
2kLG2(t, ω
2k)
 e8ik3(t−t′)dk
(4.21b)
RHP FOR THE SS EQUATION ON THE INTERVAL 25
f2(t) = −4|f0(t)|2f0(t)−
[
f0(t)M˜11(t, t) + f¯0(t)M˜21(t, t)
]
+ 1
2
[
f1(t)N 11(t, t) + f¯1(t)N 21(t, t)
]
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]1
 G˜1(t, k)G˜1(t, ωk)
e−2iω
2kLG˜1(t, ω
2k)
 dk
+ 6
pi
∫
∂D0
(k2)[Γ−1(k)]1
 G2(t, k)G2(t, ωk)
e−2iω
2kLG2(t, ω
2k)
 e8ik3(t−t′)dk
(4.21c)
where [Γ−1(k)]j, j = 1, 2, 3, denotes the j − th row of Γ−1(k) and
G˜1(t, k) = 2e
2ikL
{
ik
∫ t
0
[
M˜31(t, 2τ − t)− 12
[
f0(t)N 11(t, 2τ − t) + f¯0(t)N 21(t, 2τ − t)
]]
e8ik
3(τ−t)dτ
− 18k2
[
f1(t)− 12
[
f0(t)N 11(t, t) + f¯0(t)N 21(t, t)
]]}
− 2e2ikL
{
k2
∫ t
0
N 31(t, 2τ − t)e8ik3(τ−t)dτ + 14ikf0(t)
}
− 2
{
k2
∫ t
0
N13(t, 2τ − t)e8ik3(τ−t)dτ − 14ikg0(t)
}
.
(4.22)
The functions G˜1(t, k), G2(t, k), N33(t, t), M˜33(t, t),M˜11(t, t),M˜21(t, t),
and N 11(t, t),N 21(t, t) involved in (4.21) can be expressed in terms of
Φij(t, k) and φij(t, k).
Indeed, G2(t, k) can be written as follows:
G2(t, k) =
[
(Φ11(t, k)− 1)φ31(t, k¯) + Φ12(t, k)φ32(t, k¯)
]−Φ13(t, k) [φ33(t, k¯)− 1] ,
(4.23)
and we recall that
Φ33(t, k) = 1 +
∫ t
−t
[
L33(t, s) + ikM33(t, s) + k
2N33(t, s)
]
e4ik
3(s−t)ds,
(4.24)
and then we have
3k2
∫ t
−t
N33(t, s)e
4ik3(s−t)ds = Φ33(t, k) + ωΦ33(t, ωk) + ω2Φ33(t, ω2k),
(4.25a)
3ik
∫ t
−t
M33(t, s)e
4ik3(s−t)ds = Φ33(t, k) + ω2Φ33(t, ωk) + ωΦ33(t, ω2k).
(4.25b)
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Integrating along the contour ∂D0 and applying (4.16) and (4.17a) to
the above equations we arrive at the equations
N33(t, t) =
2
pi
∫
∂D0
[
Φ33(t, k) + ωΦ33(t, ωk) + ω
2Φ33(t, ω
2k)
]
dk,
(4.26a)
M˜33(t, t) = 2|g0(t)|2−2i
pi
∫
∂D0
[
Φ33(t, k) + ω
2Φ33(t, ωk) + ωΦ33(t, ω
2k)
]
dk.
(4.26b)
Similarly, we have
N 11(t, t) = 2
pi
∫
∂D0
[
φ11(t, k¯) + ωφ11(t, ωk) + ω
2φ11(t, ω
2k)
]
dk,
(4.27a)
N 21(t, t) = 2
pi
∫
∂D0
[
φ21(t, k¯) + ωφ21(t, ωk) + ω
2φ21(t, ω
2k)
]
dk.
(4.27b)
M˜11(t, t) = −|f0(t)|2+2i
pi
∫
∂D0
k
[
φ11(t, k¯) + ω
2φ11(t, ωk) + ωφ11(t, ω
2k)
]
dk,
(4.28a)
M˜21(t, t) = −f 20 (t)+
2i
pi
∫
∂D0
k
[
φ21(t, k¯) + ω
2φ21(t, ωk) + ωφ21(t, ω
2k)
]
dk.
(4.28b)
From the equation
φ31(t, k¯) =
∫ t
−t
[L31(t, s)− ikM31(t, s) + k2N 31(t, s)] e4ik3(s−t)ds,
(4.29)
we have
3k2
∫ t
−t
N 31(t, s)e4ik3(s−t)ds = φ31(t, k¯) + ωφ31(t, ωk) + ω2φ31(t, ω2k),
(4.30a)
− 3ik
∫ t
−t
M31(t, s)e4ik3(s−t)ds = φ31(t, k¯) +ω2φ31(t, ωk) +ωφ31(t, ω2k),
(4.30b)
and these imply
k2
∫ t
0
N 31(t, 2τ−t)e8ik3(τ−t)dτ = 1
6
[
φ31(t, k¯) + ωφ31(t, ωk) + ω
2φ31(t, ω
2k)
]
,
(4.31a)
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ik
∫ t
0
M31(t, 2τ−t)e8ik3(τ−t)dτ = −1
6
[
φ31(t, k¯) + ω
2φ31(t, ωk) + ωφ31(t, ω
2k)
]
.
(4.31b)
Notice that
M31(t, s) = M˜31(t, s)− 1
2
[
f0(t)N 11(t, s) + f¯0(t)N 21(t, s)
]
. (4.32)
From
Φ13(t, k) =
∫ t
−t
[
L13(t, s) + ikM13(t, s) + k
2N13(t, k)
]
e4ik
3(s−t)ds,
(4.33)
we have
3k2
∫ t
−t
N13(t, s)e
4ik3(s−t)ds = Φ13(t, k) + ωΦ13(t, ωk) + ω2Φ13(t, ω2k),
(4.34)
it implies that
k2
∫ t
0
N13(t, 2τ−t)e8ik3(τ−t)dτ = 1
6
[
Φ13(t, k) + ωΦ13(t, ωk) + ω
2Φ13(t, ω
2k)
]
.
(4.35)
Hence,
G˜1(t, k) = e
2ikL
{
−1
3
[
φ31(t, k¯) + ω
2φ31(t, ωk) + ωφ31(t, ω
2k)
]
− 1
4k2
[
f1(t)− 1pif0(t)
∫
∂D0
[
φ11(t, k¯) + ωφ11(t, ωk) + ω
2φ11(t, ω
2k)
]
dk
−f¯0(t) 1pi
∫
∂D0
[
φ21(t, k¯) + ωφ21(t, ωk) + ω
2φ21(t, ω
2k)
]
dk
]}
−e2ikL
{
1
3
[
φ31(t, k¯) + ωφ31(t, ωk) + ω
2φ31(t, ω
2k)
]
+ 1
2ik
f0(t)
}
−{1
3
[Φ13(t, k) + ωΦ13(t, ωk) + ω
2Φ13(t, ω
2k)]− 1
2ik
g0(t)
}
.
(4.36)
Noticing that our notations 4.2 and using (4.26), (4.27), (4.28), (4.36)
and (4.23) in (4.21) we obtain the equations for g1(t), g2(t) and f2(t) in
terms of Φij(t, k) and φij(t, k) as (4.21). These equations, together with
(4.2) and the similar equation (4.3) constitute a system of nonlinear
ODEs for Φij and φij.

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