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A CLASS OF PARABOLIC SYSTEMS ASSOCIATED
WITH OPTIMAL CONTROLS
OF GRAIN BOUNDARY MOTIONS
HARBIR ANTIL, KEN SHIRAKAWA, AND NORIAKI YAMAZAKI
Abstract. We propose a semi-discrete numerical scheme and establish well-posedness of a class of
parabolic systems. Such systems naturally arise while studying the optimal control of grain bound-
ary motions. The latter is typically described using a set of parabolic variational inequalities. We
use a regularization approach to deal with the variational inequality. The resulting optimization
problem is a nonsmooth, nonconvex, and nonlinear programming problem. This is a long term
project where in the current work we are first analyzing systems of PDEs associated with the reg-
ularized optimal control problem. Such a system is a set of highly coupled parabolic equations,
and proposes significant analytical and numerical challenges. We establish well-posedness of this
system. In addition, we design a provably convergent semi-discrete (time discrete spatially continu-
ous) numerical scheme to solve the system. We have developed several new tools during the course
of this paper that can be applied to a wider class of coupled systems.
Introduction
Let (0, T ) ⊂ R be a bounded time-interval with a finite constant T > 0. Let Ω ⊂ RN be a
bounded spatial domain with a dimension N ∈ {1, 2, 3}. We denote by Γ the boundary ∂Ω of Ω,
and when N > 1, we suppose the Lipschitz regularity for Γ. We denote by nΓ ∈ SN−1 the unit
outer normal on Γ, and set Q := (0, T ) × Ω and Σ := (0, T ) × Γ. Besides, we define H := L2(Ω)
and H := L2(0, T ;L2(Ω)) as the base spaces for our problems.
In this paper, we consider a class of systems of parabolic initial-boundary value problems. Each
constituent system is denoted by (P), and formulated as follows.
(P):

∂tp−∆p+ µ(t, x)p + λ(t, x)p + ω(t, x) · ∇z
= h(t, x), (t, x) ∈ Q,
∇p · nΓ = 0 on Σ,
p(0, x) = p0(x), x ∈ Ω;

a(t, x)∂tz + b(t, x)z − div
(
A(t, x)∇z + ν∇z + pω(t, x))
= k(t, x), (t, x) ∈ Q,
z = 0 on Σ,
z(0, x) = z0(x), x ∈ Ω.
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The unknown of the system (P) is a pair of functions [p, z] : Q −→ R2 with [p0, z0] : Ω −→ R2
denoting the initial data, and [h, k] : Q −→ R2 denoting the forcing terms. Moreover, ν > 0 is a
fixed constant, and a : Q −→ (0,∞), b : Q −→ R, µ : Q −→ [0,∞), λ : Q −→ R, ω : Q −→ RN ,
and A : Q −→ RN×N are given functions.
System (P) is associated with an optimal control problem for the following “regularized” state
system, denoted by (S).
(S):

∂tη −∆η + g(η) + α′(η)f(∇θ) = u(t, x), (t, x) ∈ Q,
∇η · nΓ = 0 on Σ,
η(0, x) = η0(x), x ∈ Ω;
(0.1)


α0(t, x)∂tθ − div
(
α(η)∇f(∇θ) + ν∇θ) = v(t, x), (t, x) ∈ Q,
θ = 0 on Σ,
θ(0, x) = θ0(x), x ∈ Ω.
(0.2)
This state system is a regularized version of a mathematical model of grain boundary motion,
called “Kobayashi–Warren–Carter model”, which was proposed by Kobayashi et al. [9,10]. In their
original works [9, 10], the spatial domain Ω is taken to be a two-dimensional domain, and the
dynamics of grain boundaries are represented by a vector field
(t, x) ∈ Q 7→ η(t, x)
[
cos θ(t, x), sin θ(t, x)
]
,
consisting of two unknowns η : Q −→ R and θ : Q −→ R. The unknowns η and θ, with the
initial data η0 : Ω −→ R and θ0 : Ω −→ R, denote the order parameters which indicate the
orientation order and the orientation angle of the grain, respectively. The functions u : Q −→ R
and v : Q −→ R are given forcing terms. The Lipschitz function g : R −→ R in (0.1) helps us to
control the range of η. Moreover, α0 : R −→ (0,∞) and α : R −→ (0,∞) in (0.2) are given functions
that correspond to the mobilities of grain boundaries, and α′ in (0.1) denotes the differential of α.
Finally, f : RN −→ [0,∞) is a given C2-convex function, and ∇f denotes the gradient.
Notice that the C2-function f in (0.1) and (0.2) is not present in the original works [9,10], instead
the authors use a N -dimensional Euclidean norm. This is the main reason we call (0.1) and (0.2) a
“regularized” state system, and in this regard, we call the corresponding optimal control problem
as regularized optimal control problem. In case of the Euclidean norm, the diffusion profile is given
in a singular form −div(α(η) ∇θ|∇θ| + ν∇θ), where such a singularity is desirable to reproduce the
facet-like situations as in the practical crystalline structures. However, the new diffusion profile
after introducing f is given by −div(α(η)∇f(∇θ) + ν∇θ). Thus in order to capture the facet-like
situations using the regularized model, it is crucial to ensure that f is a good approximation of the
Euclidean norm. We shall elaborate on this further in a forthcoming paper.
For completeness, we state the regularized optimal control problem next. We shall denote it by
(OCP).
(OCP): Find a pair of functions [u∗, v∗] ∈ [H ]2, called an optimal control, such that
[u∗, v∗] ∈ Uad :=
{
[u, v] ∈ [H ]2 ua ≤ u ≤ ub and va ≤ v ≤ vb,
a.e. in Q
}
(6= ∅),
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and [u∗, v∗] minimizes the following cost functional J = J (u, v):
[u, v] ∈Uad ⊂ [H ]2 7→ J (u, v)
:=
1
2
ˆ T
0
(|(η − ηad)(t)|2H + |(θ − θad)(t)|2H) dt
+
λ1
2
ˆ T
0
|u(t)|2H dt+
λ2
2
ˆ T
0
|v(t)|2H dt ∈ [0,∞),
where [η, θ] solves the regularized state system (S).
Here, [ua, va], [ub, vb] ∈ L∞(Q)2 are fixed bounded obstacles for the variable [u, v] ∈ [H ]2, called
a control, and are known as control bounds, λi > 0, i = 1, 2, are constants of control cost, and
[ηad, θad] ∈ [H ]2 is the pair of admissible target profiles for [η, θ].
The problem (P) generalizes the following two key-systems that arise in the mathematical analysis
of (OCP):
♯ 1): the linearized system for (S) which is associated with the Gaˆteaux derivative J ′ of the cost
J at each [u, v] ∈ Uad;
♯ 2): the adjoint system of the above problem ♯ 1).
In the context, problem ♯ 1) corresponds to the system (P) in the case when:

a(t, x) = α0(t, x), b(t, x) = 0,
µ(t, x) =
[
α′′(η)f(∇θ)](t, x),
λ(t, x) = [g′(η)](t, x),
ω(t, x) =
[
α′(η)∇f(∇θ)](t, x),
A(t, x) =
[
α(η)∇2f(∇θ)](t, x),
[p0(x), z0(x)] = [0, 0],
a.e. (t, x) ∈ Q, (0.3)
and the problem ♯ 2) corresponds to the system (P) in the case when:

a(t, x) = α0(T − t, x), b(t, x) = ∂tα0(T − t, x),
µ(t, x) =
[
α′′(η)f(∇θ)](T − t, x),
λ(t, x) = [g′(η)](T − t, x),
ω(t, x) =
[
α′(η)∇f(∇θ)](T − t, x),
A(t, x) =
[
α(η)∇2f(∇θ)](T − t, x),
[p0(x), z0(x)] = [0, 0],
a.e. (t, x) ∈ Q, (0.4)
where g′ is the differential of the Lipschitz perturbation g.
The goals of this paper are to establish well-posedness of the system (P), and to design a con-
vergent numerical scheme (time-discrete, spatially continuous) to numerically realize the problem.
We shall accomplish our goals in the following two theorems.
Main Theorem 1 (Well-posedness of (P)):: to show existence, uniqueness, and continuous de-
pendence on the data for (P).
Main Theorem 2 (Numerical scheme and convergence):: to set up a time-discretization for (P)
and establish convergence of this scheme.
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The content of this paper is as follows. The Main Theorems of this paper are stated in Section
2, on the basis of the preliminaries in Section 1. The proofs of Main Theorems are given in Section
4, by means of the Key-Lemmas provided in Section 3. Finally, in Section 5, we show several
Corollaries and Remarks as the conclusions derived from the Main Theorems and Key-Lemmas.
1. Preliminaries
We begin by prescribing the notations used throughout this paper.
As is mentioned in the previous Section, let (0, T ) ⊂ R be a bounded time-interval with a finite
constant T > 0. Let Ω ⊂ RN be a bounded spatial domain with a dimension N ∈ {1, 2, 3}. We
denote by Γ the boundary ∂Ω of Ω, and when N > 1, we suppose the Lipschitz regularity for Γ.
We denote by nΓ ∈ SN−1 the unit outer normal on Γ, and set Q := (0, T )×Ω and Σ := (0, T )× Γ.
Besides, we define 

H := L2(Ω) and H := L2(0, T ;H),
V := H1(Ω) and V := L2(0, T ;V ),
V0 := H
1
0 (Ω) and V0 := L
2(0, T ;V0),
and we suppose that: {
V ⊂ H = H∗ ⊂ V ∗ and V ⊂ H = H ∗ ⊂ V ∗,
V0 ⊂ H = H∗ ⊂ V ∗0 and V0 ⊂ H = H ∗ ⊂ V ∗0 ,
where “=” is due to identification of the Hilbert spaces with their duals, and moreover, “⊂” denotes
continuous embeddings.
Notations in real analysis. Let d ∈ N take a fixed dimension. We denote by |x| and x · y the
Euclidean norm of x ∈ Rd and the scalar product of x, y ∈ Rd, respectively, i.e.,
|x| :=
√
x21 + · · · + x2d and x · y := x1y1 + · · ·+ xdyd,
for all x = [x1, . . . , xd], y = [y1, . . . , yd] ∈ Rd.
We denote by Ld the d-dimensional Lebesgue measure, and we denote by Hd the d-dimensional
Hausdorff measure. In particular, the measure theoretical phrases, such as “a.e.”, “dt”, and “dx”,
and so on, are all with respect to the Lebesgue measure in each corresponding dimension. Also in
case of a Lipschitz-surface S, the phrase “a.e.” is with respect to the Hausdorff measure in each
corresponding Hausdorff dimension.
Additionally, for a Borel set E ⊂ Rd, we denote by χE : Rd −→ {0, 1} the characteristic function
of E.
Abstract notations. (cf. [3, Chapter II]) For an abstract Banach space X, we denote by | · |X
the norm of X, and denote by 〈·, ·〉X the duality pairing between X and its dual X∗. In particular,
when X is a Hilbert space, we denote by (·, ·)X the inner product of X.
For two Banach spaces X and Y , let L (X;Y ) be the Banach space of bounded linear operators
from X into Y .
For Banach spaces X1, . . . ,Xd with 1 < d ∈ N, let X1 × · · · ×Xd be the product Banach space
endowed with the norm | · |X1×···×Xd := | · |X1 + · · · + | · |Xd . However, when all X1, . . . ,Xd are
Hilbert spaces, X1 × · · · ×Xd denotes the product Hilbert space endowed with the inner product
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(·, ·)X1×···×Xd := (·, ·)X1 + · · · + (·, ·)Xd and the norm | · |X1×···×Xd :=
(| · |2X1 + · · · + | · |2Xd) 12 . In
particular, when all X1, . . . ,Xd coincide with a Banach space Y , we let:
[Y ]d :=
d times︷ ︸︸ ︷
Y × · · · × Y ,
and moreover, when there is no possibility of confusion, we simply denote by Y d the product space
of this case.
For any proper functional Ψ : X → (−∞,∞] on a Banach space X, we denote by D(Ψ) the
effective domain of Ψ.
Notations of basic differential operators. Let F : V −→ V ∗ be the duality map, defined as
〈Fϕ,ψ〉V := (∇ϕ,∇ψ)[H]N + (ϕ,ψ)H , for all ϕ,ψ ∈ V . (1.1)
As is well-known,
Fϕ = −∆ϕ+ ϕ in H, if ϕ ∈ H2(Ω), and ∇ϕ · nΓ = 0 a.e. on Γ.
In the meantime, we note that the distributional divergence “div” in D ′(Ω) can be regarded as a
bounded linear operator from [H]N into V ∗0 (i.e. div ∈ L ([H]N ;V ∗0 )), via the following variational
identity: 〈
div̟,ψ
〉
V0
:= −(̟,∇ψ)
[H]N
, for every ̟ ∈ [H]N and ψ ∈ V0. (1.2)
Notations for the time-discretization. Let τ ∈ (0, 1) be a constant that denotes the time
step-size, and let {ti}∞i=0 ⊂ [0,∞) be the time sequence defined as:
ti := iτ, i = 0, 1, 2, . . . . (1.3)
Let X be a Banach space. Then, for any sequence {[ti, γi]}∞i=0 ⊂ [0,∞)×X, we define the forward
time-interpolation [γ]τ ∈ L∞loc([0,∞);X), the backward time-interpolation [γ]τ ∈ L∞loc([0,∞);X),
and the linear time-interpolation [γ]τ ∈W 1,2loc ([0,∞);X), by letting:

[γ]τ (t) := χ(−∞,0](t)γ0 +
∞∑
i=1
χ(ti−1,ti](t)γi,
[γ]τ (t) :=
∞∑
i=0
χ(ti,ti+1](t)γi,
[γ]τ (t) :=
∞∑
i=1
χ[ti−1,ti)(t)
(
t− ti−1
τ
γi +
ti − t
τ
γi−1
)
,
in X, for t ≥ 0, (1.4)
respectively.
Remark 1. For an interval I ⊂ R, a Banach space X, and a constant q ∈ [1,∞], we say that
Lq(I;X) ⊂ Lqloc(R;X) (resp. Lqloc(R;X) ⊂ Lq(I;X)) by identifying X-valued functions on I (resp.
on R) with the zero-extensions onto R (resp. the restriction onto I). Besides, under the notations
as in (1.3) and (1.4), the following facts can be verified.
(Fact 1) •: If q ∈ [1,∞), γ ∈ Lq(0, T ;X), and the sequence {γi}∞i=0 ⊂ X is given by:
γi :=
1
τ
ˆ ti
ti−1
γ(ς) dς in X, i = 0, 1, 2, . . . , (1.5)
then
[γ]τ → γ, [γ]τ → γ, and [γ]τ → γ in Lq(0, T ;X), as τ ↓ 0,
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and
[γ]τ (t)→ γ(t), [γ]τ (t)→ γ(t), and [γ]τ (t)→ γ(t)
in X, a.e. t ∈ (0, T ), as τ ↓ 0.
•: If X is a reflexive Banach space, and γ ∈ L∞(0, T ;X), then the sequence {γi}∞i=0 ⊂ X given by
(1.5) fulfills that:
sup
τ∈(0,1)
{|[γ]τ |L∞(0,T ;X), |[γ]τ |L∞(0,T ;X), |[γ]τ |L∞(0,T ;X)} ≤ |γ|L∞(0,T ;X),


[γ]τ → γ, [γ]τ → γ, and [γ]τ → γ
in Lq(0, T ;X), for any q ∈ [1,∞),
weakly-∗ in L∞(0, T ;X),
as τ ↓ 0,
[γ]τ (t)→ γ(t), [γ]τ (t)→ γ(t), and [γ]τ (t)→ γ(t)
in X, a.e. t ∈ (0, T ), as τ ↓ 0.
•: If γ ∈W 1,∞(Q), and the sequence {γi}∞i=0 ⊂W 1,∞(Ω) is given as:
γi :=


γ(ti) in W
1,∞(Ω), if ti ≤ T ,
γ(ti−1) in W
1,∞(Ω), if ti−1 ≤ T < ti,
0 in W 1,∞(Ω), otherwise,
i = 0, 1, 2, . . . ,
then 

sup
τ∈(0,1)
{|[γ]τ |L∞(Q), |[γ]τ |L∞(Q), |[γ]τ |C(Q)} ≤ |γ|C(Q),
sup
τ∈(0,1)
{|∇[γ]τ |L∞(Q)N , |∇[γ]τ |L∞(Q)N , |∇[γ]τ |L∞(Q)N} ≤ |∇γ|L∞(Q)N ,
sup
τ∈(0,1)
|∂t[γ]τ |L∞(Q) ≤ |∂tγ|L∞(Q),

[γ]τ → γ and [γ]τ → γ, in L
∞(0, T ;C(Ω)),
[γ]τ → γ in C(Q),{
∂t[γ]τ → ∂tγ weakly-∗ in L∞(Q),
and in the pointwise sense a.e. in Q,
and 

∇[γ]τ → ∇γ, ∇[γ]τ → ∇γ, and ∇[γ]τ → ∇γ
weakly-∗ in L∞(Q)N ,
and in the pointwise sense a.e. in Q,
as τ ↓ 0.
2. Main Theorems
In this paper, the main results are discussed under the following assumptions.
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(A1) The sextet of given data [a, b, µ, λ, ω,A] belongs to a class S0 ⊂ [H ]6, defined as follows.
S0 :=


[a˜, b˜, µ˜, λ˜, ω˜, A˜] ∈ [H ]6
• a˜ ∈W 1,∞(Q) and log a˜ ∈ L∞(Q);
• b˜ ∈ L∞(Q);
• µ˜ ∈ L∞(0, T ;H) and µ˜ ≥ 0 a.e. in Q;
• λ˜ ∈ L∞(Q); • ω˜ ∈ L∞(Q)N ;
• A˜ ∈ L∞(Q)N×N , and the value A˜(t, x) ∈
R
N×N is positive and symmetric, for a.e.
(t, x) ∈ Q.


;
(A2) ν > 0 is a fixed constant, and [h, k] ∈ V ∗×V ∗0 and [p0, z0] ∈ [H]2 are given pairs of functions.
Remark 2. Let us define:
δ∗(a˜) := ess inf
(t,x)∈Q
a˜(t, x) ∈ R, for any a˜ ∈ L∞(Q).
Then, the assumption (A1) implies that
a(t, x) ≥ δ∗(a) > 0, for a.e. (t, x) ∈ Q.
In view of the previous works [5–8,13–17,20] and the relations (0.3)–(0.4), we can say that (A1) is
a meaningful assumption for the sextet of data [a, b, µ, λ, ω,A], and especially for the components
µ, ω, and A.
Remark 3. We here verify the following key-properties.
(R1) Since N ∈ {1, 2, 3}, and Ω ⊂ RN is a bounded domain, we have the continuous (compact)
embedding V ⊂ L4(Ω). Therefore, for any 0 ≤ µ◦ ∈ H and any p◦ ∈ V , we can say that√
µ◦p◦ ∈ H and µ◦p◦ ∈ V ∗, via the following estimate:ˆ
Ω
µ◦|p◦||ϕ◦| dx ≤ |µ◦|H |p◦|L4(Ω)|ϕ◦|L4(Ω)
≤ (CL4V )2|µ◦|H |p◦|V |ϕ◦|V , for any ϕ◦ ∈ V ,
and the variational identity:〈
µ◦p◦, ϕ◦
〉
V
:=
(√
µ◦p◦,
√
µ◦ϕ◦
)
H
, for any ϕ◦ ∈ V , respectively,
where CL
4
V > 0 is the constant of embedding V ⊂ L4(Ω). Similarly, for any 0 ≤ µ ∈
L∞(0, T ;H) and any p ∈ V , we can say that √µp ∈ H and µp ∈ V ∗, via:
ˆ T
0
ˆ
Ω
µ|p||ϕ| dxdt ≤
ˆ T
0
|µ(t)|H |p(t)|L4(Ω)|ϕ(t)|L4(Ω) dt
≤ (CL4V )2|µ|L∞(0,T ;H)
ˆ T
0
|p(t)|V |ϕ(t)|V dt
≤ (CL4V )2|µ|L∞(0,T ;H)|p|V |ϕ|V , for any ϕ ∈ V ,
and
〈µp, ϕ〉V := (√µp,√µϕ)H , for any ϕ ∈ V , respectively.
(R2) For any a˜ ∈ W 1,∞(Q) ∪ L∞(0, T ;W 1,∞(Ω)) and any w ∈ V ∗0 , we can say that a˜w (= wa˜)
∈ V ∗0 , via the following variational form:
〈a˜w, ψ〉V0 := 〈w, a˜ψ〉V0 , for any ψ ∈ V0,
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and can estimate that:
|a˜w|V ∗
0
≤ (1 + CHV0)
(|a˜|L∞(Q) + |∇a˜|L∞(Q)N )|w|V ∗0 ,
by using the constant CHV0 of the embedding V0 ⊂ H. In particular, if a˜ ∈ W 1,∞(Q) and
w ∈W 1,2(0, T ;V ∗0 ), then a˜w ∈W 1,2(0, T ;V ∗0 ), and
∂t(a˜w) = a˜∂tw + w∂ta˜ in V
∗
0 .
Meanwhile, if a˜ ∈ W 1,∞(Q) ∪ L∞(0, T ;W 1,∞(Ω)) and log a˜ ∈ L∞(Q), then it is estimated
that:
|a˜w|V ∗
0
≥ δ∗(a˜)
2
(1 + CHV0)(δ∗(a˜) + |∇a˜|L∞(Q)N )
|w|V ∗
0
.
Now, the solution to our system (P) is defined as follows.
Definition 1. A pair of functions [p, z] ∈ [H ]2 is called a solution to (P), iff. [p, z] fulfills the
following conditions.
(P1) p ∈W 1,2(0, T ;V ∗) ∩ L2(0, T ;V ) ⊂ C([0, T ];H) with p(0) = p0 in H;
z ∈W 1,2(0, T ;V ∗0 ) ∩ L2(0, T ;V0) ⊂ C([0, T ];H) with z(0) = z0 in H.
(P2) p solves the following variational identity:
〈∂tp(t), ϕ〉V +
ˆ
Ω
∇p(t) · ∇ϕdx+
ˆ
Ω
µ(t)p(t)ϕdx
+
(
λ(t)p(t) + ω(t) · ∇z(t), ϕ)
H
= 〈h(t), ϕ〉V ,
for any ϕ ∈ V , and a.e. t ∈ (0, T ).
(P3) z solves the following variational identity:
〈∂tz(t), a(t)ψ〉V0 + (b(t)z(t), ψ)H
+
ˆ
Ω
(
A(t)∇z(t) + ν∇z(t)) · ∇ψ dx+ ˆ
Ω
p(t)ω(t) · ∇ψ dx
= 〈k(t), ψ〉V0 , for any ψ ∈ V0, and a.e. t ∈ (0, T ).
Remark 4. Taking into account the notations as in (1.1) and (1.2), and Remark 3, the variational
identities as in Definition 1 (P2) and (P3) can be reformulated as follows.
∂tp+ (Fp− p) + µp+ λp+ ω · ∇z = h in V
∗,
a∂tz + bz − div
(
A∇z + ν∇z + pω) = k in V ∗0 .
In this paper, the solution to (P) will be obtained by means of the time-discretization method.
In view of this, we denote by τ ∈ (0, 1) the constant of time step-size, and consider the following
semi-discrete (time discrete, spatially continuous) scheme, denoted by (DP)τ , which is a discrete
version of (P).
(DP)τ :
1
τ
(
pi − pi−1, ϕ
)
H
+
ˆ
Ω
∇pi · ∇ϕdx+
ˆ
Ω
µipiϕdx
+
(
λipi + ωi · ∇zi, ϕ
)
H
= 〈hi, ϕ〉V ,
for every ϕ ∈ V , i = 1, 2, 3, . . . , with the initial data p0 ∈ H,
(2.1)
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1
τ
(
ai(zi − zi−1), ψ
)
H
+ (bizi, ψ)H
+
ˆ
Ω
(
Ai∇zi + ν∇zi
) · ∇ψ dx+ ˆ
Ω
piωi · ∇ψ dx = 〈ki, ψ〉V0 ,
for every ψ ∈ V0, i = 1, 2, 3, . . . , with the initial data z0 ∈ H.
(2.2)
The solution to (DP)τ is defined as a sequence {[pi, zi]}∞i=0 ⊂ [H]2, such that
[pi, zi] ∈ V × V0 for all i ≥ 1, and {[pi, zi]}∞i=0 fulfills (2.1) and (2.2).
We let {[ai, bi, µi, λi, ωi, Ai]}∞i=0 be a bounded sequence in W 1,∞(Ω) × L∞(Ω) × H × L∞(Ω) ×
L∞(Ω)N × L∞(Ω)N×N , such that:

sup
i≥0
|ai|W 1,∞(Ω) ≤ |a|W 1,∞(Q), sup
i≥0
|bi|L∞(Ω) ≤ |b|L∞(Q),
sup
i≥0
|µi|H ≤ |µ|L∞(0,T ;H), sup
i≥0
|λi|L∞(Ω) ≤ |λ|L∞(Q),
sup
i≥0
|ωi|L∞(Ω)N ≤ |ω|L∞(Q)N , sup
i≥0
|Ai|L∞(Ω)N×N ≤ |A|L∞(Q)N×N ,
(2.3a)
ai ≥ δ∗(a), µi ≥ 0, and Ai is positive and symmetric,
a.e. in Ω, for i = 0, 1, 2, . . . ,
(2.3b){
[a]τ → a in L∞(0, T ;C(Ω)),
[a]τ → a in C(Q),
(2.3c)
{
[µ]τ → µ weakly-∗ in L∞(0, T ;H),
[µ]τ (t)→ µ(t) in H, a.e. t ∈ (0, T ),
(2.3d)
[
∂t[a]τ ,∇[a]τ , [b]τ , [λ]τ , [ω]τ , [A]τ
]→ [∂ta,∇a, b, λ, ω,A] weakly-∗
in L∞(Q)× L∞(Q)N × L∞(Q)× L∞(Q)× L∞(Q)N × L∞(Q)N×N ,
and in the pointwise sense a.e. in Q, as τ ↓ 0, (2.3e)
and {[hi, ki]}∞i=0 is a bounded sequence in V ∗ × V ∗0 , such that:

K∗ := sup
τ∈(0,1)
∣∣[[h]τ , [k]τ ]∣∣V ∗×V ∗
0
<∞,[
[h]τ , [k]τ
]→ [h, k] in V ∗ × V ∗0 , as τ ↓ 0. (2.3f)
Remark 5. Notice that it is straightforward to obtain {[ai, bi, µi, λi, ωi, Ai]}∞i=0 and
{[hi, ki]}∞i=0 fulfilling (2.3), because the assumptions (A1) and (A2) allow us to apply the stan-
dard method as in Remark 1 (Fact 1).
We are now ready to state the Main Theorems of this paper.
Main Theorem 1 (Well-posedness). (I-A) (Existence and uniqueness): Under the as-
sumptions (A1) and (A2), the system (P) admits a unique solution [p, z].
(I-B) (Continuous dependence on data): For every forcing pairs [hℓ, kℓ] ∈ V ∗ × V ∗0 , initial pairs
[pℓ0, z
ℓ
0] ∈ [H]2, and sextets of data [aℓ, bℓ, µℓ, λℓ, ωℓ, Aℓ] ∈ S0, ℓ = 1, 2, let [pℓ, zℓ] ∈ [H ]2,
ℓ = 1, 2, be the corresponding solutions to (P). Additionally, let C∗ = C∗(a1, b1, λ1, ω1) be
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a positive constant, depending on |a1|W 1,∞(Q), δ∗(a1), |b1|L∞(Q), |λ1|L∞(Q), and |ω1|L∞(Q)N ,
which is defined as:
C∗ :=
9(1 + ν)
min{1, ν, δ∗(a1)}
(
1 + (CL
4
V )
2 + (CL
4
V )
4 + (CL
4
V0
)2
)·
· (1 + |a1|W 1,∞(Q) + |b1|L∞(Q) + |λ1|L∞(Q) + |ω1|2L∞(Q)N ), (2.4)
with the constants CL
4
V > 0 and C
L4
V0
> 0 of the respective embeddings V ⊂ L4(Ω) and
V0 ⊂ L4(Ω). Then, it holds that:
|(p1 − p2)(t)|2H + |
√
a1(t)(z1 − z2)(t)|2H
+
ˆ t
0
|(p1 − p2)(ς)|2V dς + ν
ˆ t
0
|(z1 − z2)(ς)|2V0 dς
≤e3C∗T (|p10 − p20|2H + |√a1(0)(z10 − z20)|2H)
+ 2C∗e3C
∗T
ˆ T
0
(|(h1 − h2)(t)|2V ∗ + |(k1 − k2)(t)|2V ∗
0
)
dt (2.5)
+ 2C∗e3C
∗T
ˆ T
0
R∗(t) dt, for all t ∈ [0, T ],
where
R∗(t) := |∂tz2(t)|2V ∗
0
(|a1 − a2|2
C(Q)
+ |∇(a1 − a2)(t)|2L4(Ω)N
)
+ |p2(t)|2V
(|(µ1 − µ2)(t)|2H + |(ω1 − ω2)(t)|2L4(Ω)N )
+ |z2(t)|2V0 |(b1 − b2)(t)|2L4(Ω) + |p2(t)(λ1 − λ2)(t)|2H
+ |∇z2(t) · (ω1 − ω2)(t)|2H + |(A1 −A2)(t)∇z2(t)|2[H]N , (2.6)
for a.e. t ∈ (0, T ).
Main Theorem 2 (Numerical scheme and convergence). Under the assumptions (A1)
and (A2), the following two items hold.
(II-A): There is a constant τ∗ = τ∗(a, b, λ, ω) ∈ (0, 1), depending on δ∗(a), |b|L∞(Q), |λ|L∞(Q), and
|ω|L∞(Q)N , such that for any τ ∈ (0, τ∗), the semi-discrete scheme (DP)τ admits a unique
solution {[pi, zi]}∞i=0 ⊂ [H]2.
(II-B): The sequence of the linear time-interpolation
{[
[p]τ , [z]τ ]
]}
τ∈(0,τ∗)
converges to the solution
[p, z] to (P), as τ ↓ 0, in the sense that:[
[p]τ ,[z]τ
]→ [p, z] in [H ]2, in C([0, T ];V ∗)× C([0, T ];V ∗0 ),
weakly in W 1,2(0, T ;V ∗)×W 1,2(0, T ;V ∗0 ),
and weakly-∗ in L∞(0, T ;H)2, as τ ↓ 0. (2.7a)
Moreover, if [p0, z0] ∈ V × V0, then:[
[p]τ , [z]τ
]→ [p, z] in C([0, T ];H)2, and in V × V0, as τ ↓ 0. (2.7b)
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Remark 6. Notice that the convergence (2.7a) implies that:
[
[p]τ , [z]τ
]→ [p, z] and [[p]τ , [z]τ ]→ [p, z],
in [H ]2 and in L∞(0, T ;V ∗)× L∞(0, T ;V ∗0 ), as τ ↓ 0.
Also, the convergences (2.7b) implies that:
[
[p]τ , [z]τ
]→ [p, z] and [[p]τ , [z]τ ]→ [p, z], in L∞(0, T ;H)2, as τ ↓ 0.
Moreover, when [p0, z0] ∈ V × V0, we will obtain that:[
[p]τ , [z]τ
]→ [p, z] and [[p]τ , [z]τ ]→ [p, z], in V × V0, as τ ↓ 0.
in the process of the proof (cf. (4.26)–(4.29)).
3. Key-Lemmas
In this Section, we prove a few Key-Lemmas that are vital for our Main Theorems.
Key-Lemma 1. Let the assumptions (A1) and (A2) hold. Let a◦ ∈ L∞(Ω), b◦ ∈ L∞(Ω), µ◦ ∈ H,
λ◦ ∈ L∞(Ω), ω◦ ∈ L∞(Ω)N , and A◦ ∈ L∞(Ω)N×N be functions, such that


|a◦|L∞(Ω) ≤ |a|L∞(Q), |b◦|L∞(Ω) ≤ |b|L∞(Q),
|µ◦|H ≤ |µ|L∞(0,T ;H), |λ◦|L∞(Ω) ≤ |λ|L∞(Q),
|ω◦|L∞(Ω)N ≤ |ω|L∞(Q)N , and |A◦|L∞(Ω)N×N ≤ |A|L∞(Q)N×N ,
(3.1a)
and
a◦ ≥ δ∗(a), µ◦ ≥ 0, and A◦ is positive and symmetric, a.e. in Ω. (3.1b)
Then, there is a small constant τ0 = τ0(a, b, λ, ω) ∈ (0, 1), depending on δ∗(a), |b|L∞(Q), |λ|L∞(Q),
and |ω|L∞(Q)N , such that for every pairs of functions [h◦, k◦] ∈ V ∗ × V ∗0 and [p0, z0] ∈ [H]2, the
following variational system admits a unique solution [p, z] ∈ V × V0:
1
τ
(p− p0, ϕ)H +
ˆ
Ω
∇p · ∇ϕdx+
ˆ
Ω
µ◦pϕdx
+
(
λ◦p+ ω◦ · ∇z, ϕ)
H
= 〈h◦, ϕ〉V , for any ϕ ∈ V ,
(3.2)
1
τ
(a◦(z − z0), ψ)H + (b◦z, ψ)H +
ˆ
Ω
(
A◦∇z + ν∇z) · ∇ψ dx
+
ˆ
Ω
pω◦ · ∇ψ dx = 〈k◦, ψ〉V0 , for any ψ ∈ V0.
(3.3)
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Proof. First, for the proof of existence, we define a (non-convex) functional E : [H]2 −→ (−∞,∞],
by letting:
[p, z] ∈ [H]2 7→ E(p, z) :=


1
2τ
(|p− p0|2H + |√a◦(z − z0)|2H)
+
1
2
ˆ
Ω
(|∇p|2 + |[A◦] 12∇z|2 + ν|∇z|2) dx
+
ˆ
Ω
|
√
µ◦p|2 dx+
ˆ
Ω
p
(
ω◦ · ∇z) dx
+
1
2
ˆ
Ω
(
λ◦|p|2 + b◦|z|2) dx
−〈h◦, p〉V − 〈k◦, z〉V0 , if [p, z] ∈ V × V0,
∞, otherwise,
(3.4)
and we set:
τ0 = τ0(a, b, λ, ω) :=
min{1, ν, δ∗(a)}
16(1 + ν + δ∗(a))(1 + |b|L∞(Q) + |λ|L∞(Q) + |ω|2L∞(Q)N )
. (3.5)
Notice that nonconvexity in E is due to ´Ω p
(
ω◦ · ∇z) dx + 12 ´Ω(λ◦|p|2 + b◦|z|2) dx. Then, in the
light of Remark 3, it is easy to check that E is a proper lower semi-continuous functional on [H]2,
such that:
E(p, z) ≥ 1
8τ
(|p|2H + δ∗(a)|z|2H)+ 14(|∇p|2[H]N + ν|∇z|2[H]N )
− 1
2τ
(|p0|2H + δ∗(a)|z0|2H)−
(
|h◦|2V ∗ +
2
ν
|k◦|2V ∗
0
)
,
for any [p, z] ∈ V × V0, whenever τ ∈ (0, τ0),
via the following computations:
1
2τ
(|p − p0|2H + |√a◦(z − z0)|2H)
≥ 1
4τ
(|p|2H + δ∗(a)|z|2H)− 12τ (|p0|2H + δ∗(a)|z0|2H),
ˆ
Ω
p(ω◦ · ∇z) dx+ 1
2
ˆ
Ω
(
λ◦|p|2 + b◦|z|2) dx
≥− ν
8
|∇z|2[H]N −
(
1
2
|λ|L∞(Q) +
2
ν
|ω|2L∞(Q)N
)
|p|2H −
1
2
|b|L∞(Q)|z|2H ,
and
〈h◦, p〉V+〈k◦, z〉V0 ≥ −
1
4
(|p|2H + |∇p|2[H]N )− ν8 |∇z|2[H]N − |h◦|2V ∗ − 2ν |k◦|2V ∗0 .
Additionally, when τ ∈ (0, τ0), the system {(3.2),(3.3)} coincides with the stationarity system for
min E , and hence, the solution to {(3.2),(3.3)} is easily obtained, by means of the direct method of
calculus of variations (cf. [2, Theorem 3.2.1]).
Next, to prove uniqueness, we assume that there are two solutions [pℓ, zℓ] ∈ V × V0, ℓ = 1, 2,
to the system {(3.2),(3.3)}. Besides, let us take the difference between the equations (3.2) (resp.
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(3.3)) corresponding to pℓ (resp. zℓ), ℓ = 1, 2, and put ϕ = p1 − p2 (resp. ψ = z1 − z2). Then,
taking the sum of the results, we arrive at
1
τ
(|p1 − p2|2H + |√a◦(z1 − z2)|2H)+ ˆ
Ω
b◦|z1 − z2|2 dx
+
(|∇(p1 − p2)|2[H]N + |[A◦] 12∇(z1 − z2)|2[H]N + ν|∇(z1 − z2)|2[H]N )
+ |
√
µ◦(p1 − p2)|2H +
ˆ
Ω
λ◦|p1 − p2|2 dx+ 2
ˆ
Ω
(p1 − p2)ω◦ · ∇(z1 − z2) dx = 0.
Here, applying (3.1)–(3.3), (3.5), and Young’s inequality, it is inferred that:
1
2τ
(|p1 − p2|2H + δ∗(a)|z1 − z2|2H) ≤ 0, whenever τ ∈ (0, τ0).
Since δ∗(a) > 0 (cf. Remark 2), the proof is finished. 
Next, let us define:{
X :=
(
V ×W 1,2(0, T ;V ∗))× (V0 ×W 1,2(0, T ;V ∗0 )),
Y := L2(0, T ;V ∗)× L2(0, T ;V ∗0 )
(
= V ∗ × V ∗0
)
,
and define a class of sextets of functions S as follows:
S :=
{
[a˜, b˜, µ˜, λ˜, ω˜, A˜] ∈ [H ]6 a˜ ∈ W
1,∞(Q) ∪ L∞(0, T ;W 1,∞(Ω)),
and [δ∗(a˜), b˜, µ˜, λ˜, ω˜, A˜] ∈ S0
}
.
Then, for any sextet of data [a, b, µ, λ, ω,A] ∈ S , we can define an operator T = T (a, b, µ, λ, ω,A) :
X −→ Y , by letting:
[p, p˜, z, z˜] ∈ X 7→ T [p, p˜, z, z˜] = T (a, b, µ, λ, ω,A)[p, p˜, z, z˜]
:=
t[
∂tp˜+ (Fp − p) + µp+ λp+ ω · ∇z
a∂tz˜ + bz − div
(
A∇z + ν∇z + pω)
]
∈ Y . (3.6)
Remark 7. For any fixed sextet of data [a, b, µ, λ, ω,A] ∈ S , we notice that the operator T =
T (a, b, µ, λ, ω,A) : X −→ Y is bounded and linear, i.e. T = T (a, b, µ, λ, ω,A) ∈ L (X ;Y ).
Indeed, invoking Remark 3, we can calculate that:∣∣T (a,b, µ, λ, ω,A)[p, p˜, z, z˜]∣∣
Y
≤∣∣∂tp˜+ (Fp− p) + µp+ (λp+ ω · ∇z)∣∣V ∗
+
∣∣a∂tz˜ + bz − div (A∇z + ν∇z + pω)∣∣V ∗
0
≤|∂tp˜|V ∗ +
(
1 + (CL
4
V )
2|µ|L∞(0,T ;H) + |λ|L∞(Q) + |ω|L∞(Q)N
)|p|V
+ (1 + CHV0)(|a|L∞(Q) + |∇a|L∞(Q)N )|∂tz˜|V ∗0
+
(
CHV0 |b|L∞(Q) + |ω|L∞(Q)N + |A|L∞(Q)N×N + ν
)|z|V0
for any [p, p˜, z, z˜] ∈ X .
So, putting:
M0 =M0(a, b, µ, λ, ω,A) := 2(1 + ν)(1 + (C
L4
V )
2 + CHV0)·
·
(
1 + |a|L∞(Q) + |∇a|L∞(Q)N + |b|L∞(Q) + |µ|L∞(0,T ;H)
+|λ|L∞(Q) + |ω|L∞(Q)N + |A|L∞(Q)N×N
)
, (3.7)
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it is estimated that:∣∣T (a, b, µ, λ, ω,A)[p, p˜, z, z˜]∣∣
Y
≤M0
∣∣[p, p˜, z, z˜]∣∣
X
, for any [p, p˜, z, z˜] ∈ X . (3.8)
Similarly, putting:
[h, k] := T (a, b, µ, λ, ω,A)[p, p˜, z, z˜] in Y ,
and
M1 =M1(a, b, µ, λ, ω,A)
:=2(1 + ν)(1 + (CL
4
V )
2 + CHV0)
(
1 +
(1 +CHV0)(|a|L∞(Q) + |∇a|L∞(Q)N )
δ∗(a)2
)
·
·
(
1 + |b|L∞(Q) + |µ|L∞(0,T ;H) + |λ|L∞(Q) + |ω|L∞(Q)N + |A|L∞(Q)N×N
)
, (3.9)
we also see from Remark 3 (R2) that:
∣∣[∂tp˜, ∂tz˜]∣∣Y ≤
(
1 +
(1 + CHV0)(δ∗(a) + |∇a|L∞(Q)N )
δ∗(a)2
)
·
·

 ∣∣(Fp− p) + µp+ λp+ ω · ∇z − h∣∣2V ∗
+
∣∣bz − div(A∇z + ν∇z + pω)− k∣∣2
V ∗
0


1
2
(3.10)
≤M1
(|[h, k]|Y + |[p, z]|V ×V0).
Now, the second auxiliary lemma is concerned with the continuous dependence of the value
T = T (a, b, µ, λ, ω,A)[p, p˜, z, z˜] with respect to data [a, b, µ, λ, ω,A] ∈ S and variable [p, p˜, z, z˜].
Key-Lemma 2. Let [a, b, µ, λ, ω,A] ∈ S be any sextet of data, and let T =
T (a, b, µ, λ, ω,A) ∈ L (X ;Y ) be the operator as in (3.6). Also, let us take a sequence
{[an, bn, µn, λn, ωn, An]}∞n=1 ⊂ S , and consider a sequence of operators:
{T n}∞n=1 :=
{T (an, bn, µn, λn, ωn, An)}∞
n=1
⊂ L (X ;Y ).
Also, let us assume that:

{[an,∇an, bn, λn, ωn, An]}∞n=1 is bounded in
L∞(Q)× L∞(Q)N × L∞(Q)× L∞(Q)× L∞(Q)N × L∞(Q)N×N ,
[an,∇an, bn, λn, ωn, An]→ [a,∇a, b, λ, ω,A]
in the pointwise sense a.e. in Q, as n→∞,
(3.11a)
{µn}∞n=1 is bounded in L∞(0, T ;H), and µn → µ in H , as n→∞, (3.11b)

[p, p˜, z, z˜] ∈ X , {[pn, p˜n, zn, z˜n]}∞n=1 ⊂ X ,
[pn, p˜n, zn, z˜n]→ [p, p˜, z, z˜] weakly in X ,
and [pn, zn]→ [p, z] in [H ]2, as n→∞,
(3.11c)
and
[hn, kn] := T n[pn, p˜n, zn, z˜n]→ [h˜, k˜] weakly in Y as n→∞,
for some [h˜, k˜] ∈ Y .
(3.11d)
Then, it holds that:
[h˜, k˜] = T [p, p˜, z, z˜] = T (a, b, µ, λ, ω,A)[p, p˜, z, z˜] in Y . (3.12)
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Proof. Let us assume (3.11). Then, we may say that:

[pn, zn]→ [p, z] in the pointwise sense a.e. in Q,
µn → µ in the pointwise sense a.e. in Q,
µn(t)→ µ(t) in H, for a.e. t ∈ (0, T ),
as n→∞, (3.13)
by taking a subsequence if necessary. Also, by (3.11a), (3.11c), and the dominated convergence
theorem (cf. [12, Theorem 10]), we arrive at:
λnϕ→ λϕ in H and ϕωn → ϕω, in [H ]N , for any ϕ ∈ H , as n→∞, (3.14a)
∇(anψ) = ψ∇an + an∇ψ → ψ∇a+ a∇ψ = ∇(aψ) in [H ]N ,
i.e. anψ → aψ in V0, for any ψ ∈ V0, as n→∞, (3.14b)
and
bnψ → bψ in H , ωn · ∇ψ → ω · ∇ψ in H ,
and An∇ψ → A∇ψ in [H ]N , for any ψ ∈ V0, as n→∞. (3.14c)
Next, let us fix any test function [ϕ,ψ] ∈ V × V0. Then, as a consequence of (3.11) and (3.14),
it is observed that:
〈∂tp˜n, ϕ〉V → 〈∂tp˜, ϕ〉V , (3.15a)
〈Fpn − pn, ϕ〉V = (∇pn,∇ϕ)[H ]N → (∇p,∇ϕ)[H ]N = 〈Fp− p, ϕ〉V , (3.15b)
〈λnpn, ϕ〉V = (pn, λnϕ)H → (p, λϕ)H = 〈λp, ϕ〉V , (3.15c)
〈ωn · ∇zn, ϕ〉V = (∇zn, ϕωn)[H ]N → (∇z, ϕω)[H ]N = 〈ω · ∇z, ϕ〉V (3.15d)
〈an∂tz˜n, ψ〉V0 = 〈∂tz˜n, anψ〉V0 → 〈∂tz˜, aψ〉V0 = 〈a∂tz˜, ψ〉V0 , (3.15e)
〈bnzn, ψ〉V0 = (zn, bnψ)H → (z, bψ)H = 〈bz, ψ〉V0 , (3.15f)
〈−div (An∇zn + ν∇zn), ψ〉V0 = (∇zn, An∇ψ + ν∇ψ)[H ]N
→ (∇z,A∇ψ + ν∇ψ)[H ]N = 〈−div (A∇z + ν∇z), ψ〉V0 , (3.15g)
and
〈−div (pnωn), ψ〉V0 = (pn, ωn · ∇ψ)H
→ (p, ω · ∇ψ)H = 〈−div (pω), ψ〉V0 , as n→∞. (3.15h)
Next by invoking (3.11b) and Remark 3 (R1), we compute that:
|√µn(t)ϕ(t)−√µ(t)ϕ(t)|H ≤
[ˆ
Ω
|(µn − µ)(t)||ϕ(t)|2 dx
] 1
2
≤ |(µn − µ)(t)|
1
2
H |ϕ(t)|L4(Ω) ≤ CL
4
V |(µn − µ)(t)|
1
2
H |ϕ(t)|V
→ 0, as n→∞, for a.e. t ∈ (0, T ), (3.16)
and similarly, 

∣∣(√µn −√µ)(t)ϕ(t)∣∣2
H
≤ (CL4V )2 sup
n∈N
|µn − µ|L∞(0,T ;H)|ϕ(t)|2V ,
a.e. t ∈ (0, T ),
sup
n∈N
∣∣√µnpn∣∣
H
≤ CL4V sup
n∈N
{|µn| 12
L∞(0,T ;H)|pn|V
}
<∞.
(3.17)
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Furthermore, by using (3.11), (3.13), (3.16), (3.17), Lions’s lemma (cf. [11, Lemma 1.3 on page
12]), and the dominated convergence theorem (cf. [12, Theorem 10]), one can see that:

√
µnϕ→ √µϕ in H ,
√
µnpn → √µp weakly in H , as n→∞,
and therefore,
〈µnpn,ϕ〉V = (
√
µnpn,
√
µnϕ)H
→ (√µp,√µϕ)H = 〈µp, ϕ〉V as n→∞. (3.18)
Now, the conclusion (3.12) is verified by taking into account (3.11d), (3.15), and (3.18). 
Key-Lemma 3. Let us take sextets [aℓ, bℓ, µℓ, λℓ, ωℓ, Aℓ] ∈ S and quartets [pℓ, p˜ℓ, zℓ, z˜ℓ] ∈ X ,
ℓ = 1, 2, and let us set:
T ℓ := T (aℓ, bℓ, µℓ, λℓ, ωℓ, Aℓ) in L (X ;Y ),
and [hℓ, kℓ] := T ℓ[pℓ, p˜ℓ, zℓ, z˜ℓ] in Y , ℓ = 1, 2.
Besides, let C˜∗ = C˜∗(a1, b1, λ1, ω1) be a positive constant, depending on δ∗(a
1), |b1|L∞(Q), |λ1|L∞(Q),
and |ω1|L∞(Q)N , which is defined as:
C˜∗ :=
9(1 + ν)
min{1, ν, δ∗(a1)}
(
1 + (CL
4
V )
2 + (CL
4
V )
4 + (CL
4
V0
)2
)·
·(1 + |b1|L∞(Q) + |λ1|L∞(Q) + |ω1|2L∞(Q)N ). (3.19)
Then, it holds that:〈
∂t(p˜
1 − p˜2)(t), (p1 − p2)(t)〉
V
+
〈
∂t(z˜
1 − z˜2)(t), a1(t)(z1 − z2)(t)〉
V0
+
1
2
|(p1 − p2)(t)|2V +
ν
2
|(z1 − z2)(t)|2V0
≤C˜∗
(
|(p1 − p2)(t)|2H + |
√
a1(t)(z1 − z2)(t)|2H
)
(3.20)
+ C˜∗
(|(h1 − h2)(t)|2V ∗ + |(k1 − k2)(t)|2V ∗
0
+ R˜∗(t)
)
,
for a.e. t ∈ (0, T ),
where
R˜∗(t) := |∂tz˜2(t)|2V ∗
0
(|a1 − a2|2L∞(Q) + |∇(a1 − a2)(t)|2L4(Ω)N )
+ |p2(t)|2V
(|(µ1 − µ2)(t)|2H + |(ω1 − ω2)(t)|2L4(Ω)N )
+ |z2(t)|2V0 |(b1 − b2)(t)|2L4(Ω) + |p2(t)(λ1 − λ2)(t)|2H
+ |∇z2(t) · (ω1 − ω2)(t)|2H + |(A1 −A2)(t)∇z2(t)|2[H]N , (3.21)
for a.e. t ∈ (0, T ).
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Proof. The conclusion (3.20) will be deduced using the following identity:〈T 1[p1,p˜1, z1, z˜1](t)− T 2[p2, p˜2, z2, z˜2](t), [(p1 − p2)(t), (z1 − z2)(t)]〉
V×V0
=
〈[
(h1 − h2)(t), (k1 − k2)(t)], [(p1 − p2)(t), (z1 − z2)(t)]〉
V×V0
,
a.e. t ∈ (0, T ).
Then, the constant C˜∗ = C˜∗(a1, b1, λ1, ω1) > 0, as in (3.19), and the function R˜∗ : (0, T ) −→ R,
as in (3.21), can be derived based on the following computations, after using the estimates, as in
Remark 3 (R1), and Ho¨lder’s and Young’s inequalities:〈
(Fp1 − p1)(t)− (Fp2 − p2)(t), (p1 − p2)(t)〉
V
=|(p1 − p2)(t)|2V − |(p1 − p2)(t)|2H , a.e. t ∈ (0, T );
〈(
µ1p1 − µ2p2)(t), (p1 − p2)(t)〉
V
=
∣∣√µ1(t)(p1 − p2)(t)∣∣2
H
+ I1(t),
with
I1(t) :=
ˆ
Ω
p2(t)(µ1 − µ2)(t)(p1 − p2)(t) dx
≤(CL4V )2|(µ1 − µ2)(t)|H |p2(t)|V |(p1 − p2)(t)|V
≤1
4
|(p1 − p2)(t)|2V + (CL
4
V )
4|p2(t)|2V |(µ1 − µ2)(t)|2H ,
a.e. t ∈ (0, T );
〈
(λ1p1 − λ2p2)(t), (p1 − p2)(t)〉
V
= I2(t) + I3(t),
with
I2(t) :=
ˆ
Ω
λ1(t)|(p1 − p2)(t)|2 dx ≤ |λ1|L∞(Q)|(p1 − p2)(t)|2H ,
I3(t) :=
ˆ
Ω
p2(t)(λ1 − λ2)(t)(p1 − p2)(t) dx
≤1
2
|(p1 − p2)(t)|2H +
1
2
∣∣p2(t)(λ1 − λ2)(t)∣∣2
H
, a.e. t ∈ (0, T );
〈
(ω1 · ∇z1 − ω2 · ∇z2)(t), (p1 − p2)(t)〉
V
= I4(t) + I5(t),
with
I4(t) :=
ˆ
Ω
(
ω1 · ∇(z1 − z2))(t)(p1 − p2)(t) dx
≤|ω1(t)|L∞(Ω)N |∇(z1 − z2)(t)|[H]N |(p1 − p2)(t)|H
≤ ν
16
|(z1 − z2)(t)|2V0 +
4
ν
|ω1|2L∞(Q)N |(p1 − p2)(t)|2H ,
I5(t) :=
ˆ
Ω
(
(ω1 − ω2) · ∇z2)(t)(p1 − p2)(t) dx
≤1
2
|(p1 − p2)(t)|2H +
1
2
∣∣∇z2(t) · (ω1 − ω2)(t)∣∣2
H
, a.e. t ∈ (0, T );
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(h1 − h2)(t), (p1 − p2)(t)〉
V
≤ 1
4
|(p1 − p2)(t)|2V + |(h1 − h2)(t)|2V ∗ , a.e. t ∈ (0, T );
〈
(a1∂tz˜
1)(t)− (a2∂tz˜2)(t), (z1 − z2)(t)
〉
V0
=
〈
∂t(z˜
1 − z˜2)(t), a1(t)(z1 − z2)(t)〉
V0
+ J1(t)
with
J1(t) :=
〈
∂tz˜
2(t), (a1 − a2)(t)(z1 − z2)(t)〉
V0
≤|∂tz˜2(t)|V ∗
0
∣∣∇((a1 − a2)(z1 − z2))(t)∣∣
[H]N
≤CL4V0 |∂tz˜2(t)|V ∗0 |∇(a1 − a2)(t)|L4(Ω)N |(z1 − z2)(t)|V0
+ |∂tz˜2(t)|V ∗
0
|a1 − a2|L∞(Q)|(z1 − z2)(t)|V0
≤ν
8
|(z1 − z2)(t)|2V0 +
4
ν
|∂tz˜2(t)|2V ∗
0
|a1 − a2|2L∞(Q)
+
4(CL
4
V0
)2
ν
|∂tz˜2(t)|2V ∗
0
|∇(a1 − a2)(t)|2L4(Ω)N , a.e. t ∈ (0, T );
〈
b1(t)z1(t)− b2(t)z2(t), (z1 − z2)(t)〉
V0
= J2(t) + J3(t)
with
J2(t) :=
ˆ
Ω
b1(t)|(z1 − z2)(t)|2 dx ≤ |b1|L∞(Q)|(z1 − z2)(t)|2H
≤|b
1|L∞(Q)
δ∗(a1)
|
√
a1(t)(z1 − z2)(t)|2H ,
J3(t) :=
ˆ
Ω
z2(t)(b1 − b2)(t)(z1 − z2)(t) dx
≤ 1√
δ∗(a1)
|
√
a1(t)(z1 − z2)(t)|H · CL4V0 |z2(t)|V0 |(b1 − b2)(t)|L4(Ω)
≤ 1
2δ∗(a1)
|
√
a1(t)(z1 − z2)(t)|2H +
(CL
4
V0
)2
2
|z2(t)|2V0 |(b1 − b2)(t)|2L4(Ω),
a.e. t ∈ (0, T );
− 〈div ((A1∇z1 + ν∇z1)− (A2∇z2 + ν∇z2))(t), (z1 − z2)(t)〉
V0
=
∣∣[A1] 12∇(z1 − z2)(t)∣∣2
[H]N
+ ν|(z1 − z2)(t)|2V0 + J4(t)
with
J4(t) :=
ˆ
Ω
(
(A1 −A2)∇z2)(t) · ∇(z1 − z2)(t) dx
≤ ν
16
|(z1 − z2)(t)|2V0 +
4
ν
|(A1 −A2)(t)∇z2(t)|2[H]N , a.e. t ∈ (0, T );
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− 〈div (p1ω1 − p2ω2)(t), (z1 − z2)(t)〉
V0
= J5(t) + J6(t),
with
J5(t) :=
ˆ
Ω
(p1 − p2)(t)(ω1 · ∇(z1 − z2))(t) dx
≤ ν
16
|(z1 − z2)(t)|2V0 +
4
ν
|ω1|2L∞(Q)N |(p1 − p2)(t)|2H ,
J6(t) :=
ˆ
Ω
p2(t)
(
(ω1 − ω2) · ∇(z1 − z2))(t) dx
≤CL4V |∇(z1 − z2)(t)|[H]N |p2(t)|V |(ω1 − ω2)(t)|L4(Ω)N
≤ ν
16
|(z1 − z2)(t)|2V0 +
4(CL
4
V )
2
ν
|p2(t)|2V |(ω1 − ω2)(t)|2L4(Ω)N ,
a.e. t ∈ (0, T );
and 〈
(k1 − k2)(t), (z1 − z2)(t)〉
V0
≤ ν
8
|(z1 − z2)(t)|2V0 +
2
ν
|(k1 − k2)(t)|2V ∗
0
, a.e. t ∈ (0, T ).
Thus, the proof is finished. 
4. Proofs of Main Theorems
This Section is devoted to the proofs of Main Theorems 1 and 2. The proofs are divided in four
parts, listed below:
§ 4.1: Proof of Main Theorem 2 (II-A);
§ 4.2: Proof of existence in Main Theorem 1 (I-A);
§ 4.3: Proofs of continuous dependence in Main Theorem 1 (I-B) and uniqueness in (I-A);
§ 4.4: Proof of Main Theorem 2 (II-B).
4.1. Proof of Main Theorem 2 (II-A). Let us set the constant τ0 = τ0(a, b, λ, ω) ∈ (0, 1), given
in (3.5), as the required constant τ∗ = τ∗(a, b, λ, ω) in this Section. Let us fix any time step-size
τ ∈ (0, τ∗). Since the value of constant τ∗ is independent of the time-index i ∈ N and the choice of
given data as in (3.1), the solution {[pi, zi]}∞i=0 to the time-discrete scheme (DP)τ is obtained, by
applying Key-Lemma 1 to the system (2.1) and (2.2), inductively, for every i ∈ N. 
4.2. Proof of existence in Main Theorem 1 (I-A). For simplicity of description, let us set:
∆Ti := (ti−1, ti) ∩ (0, T ), for i = 1, 2, 3, . . . ,
and
Tτ := T
(
[a]τ , [b]τ , [µ]τ , [λ]τ , [ω]τ , [A]τ
)
in L (X ;Y ), for τ ∈ (0, τ∗).
Then, invoking the definitions (2.1), (2.2), and (3.6), we can reformulate the time-discretization
scheme (DP)τ as the following linear equation:
Tτ
[
[p]τ , [p]τ , [z]τ , [z]τ
]
=
[
[h]τ , [k]τ
]
in Y ,[
[p]τ (0), [z]τ (0)
]
= [p0, z0] in [H]
2,
for τ ∈ (0, τ∗). (4.1)
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Next, for any τ ∈ (0, τ∗), let us denote by C˜∗τ the constant C˜∗ as in (3.19), corresponding to the
case [a1, b1, λ1, ω1] =
[
[a]τ , [b]τ , [λ]τ , [ω]τ
]
. Also, let C∗0 be the constant C
∗ as in (2.4) corresponding
to the case [a1, b1, λ1, ω1] = [a, b, λ, ω]. Notice that under the setting of (2.3a), (2.3b), (2.4), and
(3.19), the constant C∗0 is a uniform upper-bound for the sequence {C˜∗τ }τ∈(0,1), more precisely:
C∗0 − C˜∗τ ≥
9(1 + ν)
min{1, ν, δ∗(a)}|a|W 1,∞(Q) ≥ 0, for any τ ∈ (0, τ∗). (4.2)
Next, let us apply Key-Lemma 3 to the following case:

T ℓ = Tτ in L (X ;Y ), ℓ = 1, 2,
[p1, p˜1, z1, z˜1] =
[
[p]τ , [p]τ , [z]τ , [z]τ
]
and [p2, p˜2, z2, z˜2] = [0, 0, 0, 0] in X ,
[h1, k1] =
[
[h]τ , [k]τ
]
and [h2, k2] = [0, 0] in Y ,
for τ ∈ (0, τ∗).
Then, from (3.20) and (4.2), we deduce that:〈
∂t[p]τ (t), [p]τ (t)
〉
V
+
〈
∂t[z]τ (t), [a]τ (t)[z]τ (t)
〉
V0
+
1
2
|[p]τ (t)|2V +
ν
2
|[z]τ (t)|2V0
≤C∗0
(|[p]τ (t)|2H + |√[a]τ (t)[z]τ (t)|2H)
+ C∗0
(|[h]τ (t)|2V ∗ + |[k]τ (t)|2V ∗
0
)
, for a.e. t ∈ (0, T ). (4.3)
Also, since: 〈
∂t[p]τ (t), [p]τ (t)
〉
V
+
〈
∂t[z]τ (t), [a]τ (t)[z]τ (t)
〉
V0
≥ 1
2τ
ˆ
Ω
(|pi|2 − |pi−1|2) dx+ 1
2τ
ˆ
Ω
(
ai|zi|2 − ai−1|zi−1|2
)
dx
− 1
2τ
ˆ
Ω
|ai − ai−1||zi−1|2 dx,
≥ 1
2τ
(|pi|2H − |pi−1|2H)+ 12τ (|√aizi|2H − |√ai−1zi−1|2H)
− |∂t[a]τ |L∞(Q)
2δ∗(a)
|√ai−1zi−1|2H
≥ 1
2τ
(|pi|2H − |pi−1|2H)+ 12τ (1 + C∗0τ)(|√aizi|2H − |√ai−1zi−1|2H)
− C
∗
0
2
|√aizi|2H , for any t ∈ ∆Ti , i = 1, 2, 3, . . . ,
the inequality (4.3) can be reduced to:(|pi|2H − |pi−1|2H)+ (1 + C∗0τ)(|√aizi|2H − |√ai−1zi−1|2H)
+ τ
(|pi|2V + ν|zi|2V0)
≤ 3C∗0τ
(|pi|2H + |√aizi|2H)+ 2C∗0τ(|hi|2V ∗ + |ki|2V ∗
0
)
, (4.4)
for any τ ∈ (0, τ∗), and i = 1, 2, 3, . . . .
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Here, let us take δ0 ∈ (0, τ∗) so small to satisfy:
δ0 <
1
6C∗0
, and in particular,
1
1− 3C∗0δ0
< 2, (4.5)
and having in mind (1.4), (2.3), (4.2), and (4.5), let us apply the discrete version of Gronwall’s
lemma [4, Section 3.1] to (4.4). Then, it is observed that:
|[p]τ (t)|2H + δ∗(a)|[z]τ (t)|2H +
ˆ t
0
(|[p]τ (ς)|2V + ν|[z]τ (ς)|2V0) dς
≤|pi|2H + (1 + C∗0τ)|
√
aizi|2H + τ
i∑
j=1
(|pj|2V + ν|zj|2V0)
≤e
3C∗
0
ti
1−3C∗
0
τ

(|p0|2H + (1 + C∗0τ)|√a0z0|2H)+ 2C∗0τ i∑
j=1
(|hj |2V ∗ + |kj |2V ∗
0
)
≤2(1 + C∗0 + |a|L∞(Q))e6C
∗
0T+1
[(|p0|2H + |z0|2H)+ ∣∣[[h]τ , [k]τ ]∣∣2Y ] ,
for all τ ∈ (0, δ0), t ∈ ∆Ti , and i = 1, 2, 3, . . . . (4.6)
Hence, putting:
C∗1 :=
(
2
(
1 + C∗0 + |a|L∞(Q)
)
e6C
∗
0
T+1
min{1, ν, δ∗(a)}
) 1
2
,
it is deduced from (2.3f) and (4.6) that:

sup
τ∈(0,τ0)
{∣∣[[p]τ , [z]τ ]∣∣L∞(0,T ;H)2 , ∣∣[[p]τ , [z]τ ]∣∣L∞(0,T ;H)2 , ∣∣[[p]τ , [z]τ ]∣∣C([0,T ];H)2}
≤ C∗1
(|[p0, z0]|[H]2 + ∣∣[[h]τ , [k]τ ]∣∣Y ) ≤ C∗1(|[p0, z0]|[H]2 +K∗),
sup
τ∈(0,τ0)
∣∣[[p]τ , [z]τ ]∣∣V ×V0 ≤ C∗1(|[p0, z0]|[H]2 + ∣∣[[h]τ , [k]τ ]∣∣Y )
≤ C∗1
(|[p0, z0]|[H]2 +K∗).
(4.7)
Meanwhile, in the light of the estimate (3.10) as in Remark 7, it is inferred that:∣∣[∂t[p]τ , ∂t[z]τ ]∣∣Y ≤M1,τ(∣∣[[h]τ , [k]τ ]∣∣Y + ∣∣[[p]τ , [z]τ ]∣∣V ×V0)
≤ M1,τ
(
C∗1
(|[p0, z0]|[H]2 +K∗)+K∗) , for all τ ∈ (0, δ0),
where for any τ ∈ (0, δ0),M1,τ is the constant given in (3.9) corresponding to the case [a, b, µ, λ, ω,A] =[
[a]τ , [b]τ , [µ]τ , [λ]τ , [ω]τ , [A]τ
]
. Additionally, invoking the settings (2.3) and (3.9), we estimate that:
M1,τ :=M1
(
[a]τ , [b]τ , [µ]τ , [λ]τ , [ω]τ , [A]τ
) ≤M1(a, b, µ, λ, ω,A) =:M1,
and ∣∣[∂t[p]τ , ∂t[z]τ ]∣∣Y ≤M1(1 + C∗1 +K∗)2(1 + |[p0, z0]|[H]2), for all τ ∈ (0, δ0). (4.8)
Now, referring to the general theories of compactness (cf. [18, 19]), e.g. theories of Aubin’s type
[18, Corollary 4], Arzera`–Ascoli [19, Theorem 1.3.1], Alaoglu–Bourbaki–Kakutani [19, Theorem
1.2.5], and so on, it is ensured that the estimates (4.7) and (4.8) imply the existence of a pair of
functions [p, z] ∈ [H ]2, together with a sequence:
δ0 > τ1 > τ2 > · · · > τn ↓ 0 as n→∞; (4.9a)
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fulfilling: [
[p]τn , [z]τn
]→ [p, z] weakly in V × V0,
and weakly-∗ in L∞(0, T ;H)2, (4.9b)
[
[p]τn ,[z]τn
]→ [p, z] in C([0, T ];V ∗)× C([0, T ];V ∗0 ),
in L2(δ, T ;H)2, for any δ ∈ (0, T ),
weakly in W 1,2(0, T ;V ∗)×W 1,2(0, T ;V ∗0 ),
and weakly-∗ in L∞(0, T ;H)2, as n→∞, (4.9c)
and in particular,
[p(0), z(0)] =
[
[p]τn(0), [z]τn (0)
]
= [p0, z0] in [H]
2, for n = 1, 2, 3, . . . . (4.9d)
Here, from (4.7) and (4.9c), it follows that:
lim
n→∞
∣∣[[p]τn , [z]τn]− [p, z]∣∣2[H ]2
≤ δ · sup
n∈N
∣∣[[p]τn , [z]τn]− [p, z]∣∣2L∞(0,T ;H)2 + limn→∞∣∣[[p]τn , [z]τn]− [p, z]∣∣2L2(δ,T ;H)2
≤ δ · 4(C∗1 )2
(|[p0, z0]|[H]2 +K∗)2, for any δ ∈ (0, T ).
Thus, [
[p]τn ,[z]τn
]→ [p, z] in [H ]2, as n→∞, (4.9e)
and moreover, the estimate (4.7) allows us to derive:[
[p]τn ,[z]τn
]→ [p, z] and [[p]τn , [z]τn]→ [p, z], in [H ]2, as n→∞. (4.9f)
On account of (2.3), (4.1), (4.9), (A1), Remark 1, and the dominated convergence theorem (cf. [12,
Theorem 10]), it is checked that the following sequences:

{[an, bn, µn, λn, ωn, An]}∞n=1 :=
{[
[a]τn , [b]τn , [µ]τn , [λ]τn , [ω]τn , [A]τn
]}∞
n=1
,
{[pn, p˜n, zn, z˜n]}∞n=1 :=
{[
[p]τn , [p]τn , [z]τn , [z]τn
]}∞
n=1
,
{[hn, kn]}∞n=1 :=
{Tτn [pn, p˜n, zn, z˜n] = T (an, bn, µn, λn, ωn, An)[pn, p˜n, zn, z˜n]}∞n=1,
enjoy the assumptions (3.11) of Key-Lemma 2, in the case when [p˜, z˜] = [p, z] and [h˜, k˜] = [h, k].
Therefore, as a consequence of the Key-Lemma 2, we can show that:
[h, k] = T (a, b, µ, λ, ω,A)[p, p, z, z] in Y . (4.10)
This implies that [p, z] is the solution to (P), with the initial condition verified in (4.9d). 
4.3.Proofs of continuous dependence in Main Theorem 1 (I-B) and uniqueness in (I-A).
We begin by confirming the following relationships:
T ℓ[pℓ, pℓ, zℓ, zℓ] := T (aℓ, bℓ, µℓ, λℓ, ωℓ, Aℓ)[pℓ, pℓ, zℓ, zℓ]
= [hℓ, kℓ] in Y , ℓ = 1, 2,
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for the two solutions [pℓ, zℓ] to (P), ℓ = 1, 2. On this basis, let us apply Key-Lemma 3 to the case
when [p˜ℓ, z˜ℓ] = [pℓ, zℓ], ℓ = 1, 2. Then, with (2.4), (2.6), and (3.19)–(3.21) in mind, we infer that:
1
2
d
dt
(|(p1 − p2)(t)|2H + ∣∣√a1(t)(z1 − z2)(t)∣∣2H)
+
1
2
(|(p1 − p2)(t)|2V + ν|(z1 − z2)(t)|2V0)
≤3C
∗
2
(|(p1 − p2)(t)|2H + ∣∣√a1(t)(z1 − z2)(t)∣∣2H)
+ C∗
(|(h1 − h2)(t)|2V ∗ + |(k1 − k2)(t)|2V ∗
0
+R∗(t)
)
, (4.11)
a.e. t ∈ (0, T );
via the following computations:
C∗ − C˜∗ ≥ 9(1 + ν)
min{1, ν, δ∗(a1)}|a
1|W 1,∞(Q) ≥ 0, R∗ = R˜∗ a.e. in (0, T ),
and 〈
∂t(z
1 − z2)(t), a1(t)(z1 − z2)(t)〉
V0
=
1
2
d
dt
∣∣√a1(t)(z1 − z2)(t)∣∣2
H
− J7(t),
with
J7(t) :=
1
2
ˆ
Ω
∂ta
1(t)|(z1 − z2)(t)|2 dx ≤ |∂ta
1|L∞(Q)
2
ˆ
Ω
|(z1 − z2)(t)|2 dx
≤|∂ta
1|L∞(Q)
2δ∗(a1)
∣∣√a1(t)(z1 − z2)(t)∣∣2
H
≤C
∗
2
∣∣√a1(t)(z1 − z2)(t)∣∣2
H
, a.e. t ∈ (0, T ),
where we have also used Remark 2.
Now, the conclusion (2.5) of (I-B) will be obtained by applying Gronwall’s lemma to (4.11).
Furthermore, we can conclude the uniqueness part of (I-A), immediately, by using the inequality
(2.5) in the special case when [a1, b1, µ1, λ1, ω1, A1] = [a2, b2, µ2, λ2, ω2, A2], [p10, z
1
0 ] = [p
2
0, z
2
0 ], and
[h1, k1] = [h2, k2]. 
4.4. Proof of Main Theorem 2 (II-B). On account of (4.7), (4.9b), (4.9c), (4.9e), (4.9f), (4.10),
and the uniqueness result as in Main Theorem 1 (I-A), we can easily verify the convergence (2.7a),
together with: {
[[p]τ , [z]τ ]→ [p, z] in [H ]2, and weakly in V × V0,
[[p]τ , [z]τ ]→ [p, z] in [H ]2,
as τ ↓ 0. (4.12)
Now, let us assume [p0, z0] ∈ V ×V0, and verify the convergence (2.7b). Let us apply Key-Lemma
3 to the case when: {
[a1, b1, µ1, λ1, ω1, A1] =
[
[a]τ , [b]τ , [µ]τ , [λ]τ , [ω]τ , [A]τ
]
,
[a2, b2, µ2, λ2, ω2, A2] = [a, b, µ, λ, ω,A],
(4.13a)
{
[p1, p˜1, z1, z˜1] =
[
[p]τ , [p]τ , [z]τ , [z]τ
]
,
[p2, p˜2, z2, z˜2] = [p, p, z, z],
(4.13b)
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and
[h1, k1] =
[
[h]τ , [k]τ
]
and [h2, k2] = [h, k].
Then, we can see that:〈
∂t([p]τ − p)(t), ([p]τ − p)(t)
〉
V
+
〈
∂t([z]τ − z)(t), [a]τ (t)([z]τ − z)(t)
〉
V0
+
1
2
∣∣([p]τ − p)(t)∣∣2V + ν2 ∣∣([z]τ − z)(t)∣∣2V0
≤C˜∗τ
(∣∣([p]τ − p)(t)∣∣2H + ∣∣√[a]τ (t)([z]τ − z)(t)∣∣2H)
+ C˜∗τ
(|([h]τ − h)(t)|2V ∗ + |([k]τ − k)(t)|2V0 +R∗τ (t)), (4.14)
for a.e. t ∈ (0, T ), and any τ ∈ (0, δ0).
Here, for any τ ∈ (0, δ0), C˜∗τ is the constant as in (4.2), and R∗τ is the function of time as in (3.21),
corresponding to the case of (4.13).
Next, let us invoke (1.4), and compute that:〈
∂t([p]τ − p)(t), ([p]τ − p)(t)
〉
V
=
1
2
d
dt
∣∣([p]τ − p)(t)∣∣2H + 1τ I∗0 (t) + I∗1 (t), (4.15a)
with
I∗0 (t) :=τ
〈
∂t[p]τ (t), ([p]τ − [p]τ )(t)
〉
V
=
∞∑
i=1
(
ti − t
τ
)
χ∆Ti
(t)
∣∣([p]τ − [p]τ )(t)∣∣2H , (4.15b)
I∗1 (t) :=−
〈
∂tp(t), ([p]τ − [p]τ )(t)
〉
V
, a.e. t ∈ (0, T ), (4.15c)
∣∣([p]τ − p)(t)∣∣2H ≤ 2(∣∣([p]τ − p)(t)∣∣2H + ∣∣([p]τ − [p]τ )(t)∣∣2H)
=2
∣∣([p]τ − p)(t)∣∣2H + 2 ∞∑
i=1
(
ti − t
τ
)2
χ∆Ti
(t)
∣∣([p]τ − [p]τ )(t)∣∣2H (4.16)
≤2∣∣([p]τ − p)(t)∣∣2H + 2I∗0 (t), a.e. t ∈ (0, T ),
〈
∂t([z]τ − z)(t), [a]τ (t)([z]τ − z)(t)
〉
V0
=
1
2
d
dt
∣∣√a(t)([z]τ − z)(t)∣∣2H + 1τ J∗0 (t) + J∗1 (t) + J∗2 (t) + J∗3 (t), (4.17a)
with
J∗0 (t) := τ
〈
∂t[z]τ (t), a(t)([z]τ − [z]τ )(t)
〉
V0
(4.17b)
=
∞∑
i=1
(
ti − t
τ
)
χ∆T
i
(t)
∣∣√a(t)([z]τ − [z]τ )(t)∣∣2H ,
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J∗1 (t) :=−
1
2
ˆ
Ω
∂ta(t)|([z]τ − z)(t)|2 dx
≥− |∂ta|L∞(Q)
δ∗(a)
∣∣√a(t)([z]τ − z)(t)∣∣2H ,
≥− C∗0
∣∣√a(t)([z]τ − z)(t)∣∣2H , (4.17c)
J∗2 (t) :=
〈
∂t([z]τ − z)(t), ([a]τ − a)(t)([z]τ − z)(t)
〉
V0
≥− |∂t([z]τ − z)(t)|V ∗
0
∣∣([a]τ − a)(t)∇([z]τ − z)(t)∣∣[H]N
− |∂t([z]τ − z)(t)|V ∗
0
∣∣([z¯τ − z](t))∇([a¯]τ − a)∣∣[H]N ,
≥− |[a]τ − a|L∞(Q)|∂t([z]τ − z)(t)|V ∗0 |([z]τ − z)(t)|V0
− 2|a|W 1,∞(Q)|∂t([z]τ − z)(t)|V ∗0 |([z¯]τ − z)(t)|H , (4.17d)
J∗3 (t) :=−
〈
∂tz(t), a(t)([z]τ − [z]τ )(t)
〉
V0
, (4.17e)
a.e. t ∈ (0, T ),
∣∣√[a]τ (t)([z]τ − z)(t)∣∣2H ≤ |[a]τ |L∞(Q)δ∗(a)
∣∣√a(t)([z]τ − z)(t)∣∣2H
≤2|a|L∞(Q)
δ∗(a)
(∣∣√a(t)([z]τ − z)(t)∣∣2H + ∣∣√a(t)([z]τ − [z]τ )(t)∣∣2H)
≤C∗0
∣∣√a(t)([z]τ − z)(t)∣∣2H
+ C∗0
∞∑
i=1
(
ti − t
τ
)2
χ∆Ti
(t)
∣∣√a(t)([z]τ − [z]τ )(t)∣∣2H
≤C∗0
∣∣√a(t)([z]τ − z)(t)∣∣2H +C∗0J∗0 (t), a.e. t ∈ (0, T ). (4.18)
Here, let us set a constant δ1 ∈ (0, δ0) of time step-size, so small to satisfy:
0 < δ1 <
1
2
min
{
δ0,
1
(1 +C∗0 )
2
}
. (4.19)
Then, from (4.14)–(4.19), we can deduce that:
1
2
d
dt
(|([p]τ − p)(t)|2H + ∣∣√a(t)([z]τ − z)(t)∣∣2H)
+
1
2
|([p]τ − p)(t)|2V +
ν
2
|([z]τ − z)(t)|2V0
≤(1 + C∗0 )2
(|([p]τ − p)(t)|2H + ∣∣√a(t)([z]τ − z)(t)∣∣2H)− J∗1 (t)
+ C∗0
(|([h]τ − h)(t)|2V ∗ + |([k]τ − k)(t)|2V ∗
0
+R∗τ (t)
)
− 1
τ
(
1− τ(1 + C∗0 )2
)
(I∗0 + J
∗
0 )(t)− I∗1 (t)− J∗2 (t)− J∗3 (t)
≤2(1 + C∗0)2
(|([p]τ − p)(t)|2H + ∣∣√a(t)([z]τ − z)(t)∣∣2H)
+ C∗0
(|([h]τ − h)(t)|2V ∗ + |([k]τ − k)(t)|2V ∗
0
+R∗τ (t)
)
(4.20)
+ |I∗1 (t)|+ |J∗2 (t)|+ |J∗3 (t)|, a.e. t ∈ (0, T ), and any τ ∈ (0, δ1).
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Additionally, taking into account (1.4), (4.7), and [p0, z0] ∈ V × V0, we can observe that:

sup
τ∈(0,δ1)
∣∣[[p]τ , [z]τ ]∣∣V ×V0 ≤ √δ1|[p0, z0]|V ×V0 +C∗1(|[p0, z0]|[H]2 +K∗),
sup
τ∈(0,δ1)
∣∣[[p]τ , [z]τ ]∣∣V ×V0 ≤ √δ1|[p0, z0]|V ×V0 + 2C∗1(|[p0, z0]|[H]2 +K∗),
and therefore, owing to (4.12), and the compactness theory of Alaoglu–Bourbaki–Kakutani [19,
Theorem 1.2.5],[
[p]τ , [z]τ
]→ [p, z] and [[p]τ , [z]τ ]→ [p, z], weakly in V × V0, as τ ↓ 0. (4.21)
In the light of (2.3), (3.21), (4.7), (4.8), (4.12), (4.21), Remark 1, Remark 3 (R2), and the dominated
convergence theorem (cf. [12, Theorem 10]), it is verified that:
|R∗τ |L1(0,T ) ≤ |∂tz|2V ∗
0
|[a]τ − a|2L∞(Q)
+
ˆ T
0
|z(t)|2V0
∣∣([b]τ − b)(t)∣∣2L4(Ω) dt
+
ˆ T
0
|∂tz(t)|2V ∗
0
|∇([a]τ − a)(t)|2L4(Ω)N dt
+
ˆ T
0
|p(t)|2V
(|([µ]τ − µ)(t)|2H + |([ω]τ − ω)(t)|2L4(Ω)N ) dt
+
ˆ T
0
(∣∣p(t)([λ]τ − λ)(t)∣∣2H + ∣∣∇z(t) · ([ω]τ − ω)(t)∣∣2H) dt
+
ˆ T
0
∣∣([A]τ −A)(t)∇z(t)∣∣2[H]N dt→ 0, (4.22)
|I∗1 |L1(0,T ) ≤
∣∣〈∂tp, [p]τ − p〉V ∣∣+ ∣∣〈∂tp, [p]τ − p〉V ∣∣→ 0, (4.23)
|J∗2 |L1(0,T ) ≤|∂t([z]τ − z)|V ∗0 |[z]τ − z|V0 |[a]τ − a|L∞(Q)
+ 2|a|W 1,∞(Q)|∂t([z]τ − z)|V ∗0 |[z]τ − z|H → 0, (4.24)
and
|J∗3 |L1(0,T ) ≤|〈a∂tz, [z]τ − z〉V0 |+ |〈a∂tz, [z]τ − z〉V0 |
→0, as τ ↓ 0. (4.25)
Now, on account of (2.3f), (4.20), (4.22)–(4.25), we obtain the following convergence:{[
[p]τ , [z]τ
]→ [p, z] in C([0, T ];H)2,[
[p]τ , [z]τ
]→ [p, z] in V × V0, as τ ↓ 0, (4.26)
by applying Gronwall’s lemma to (4.20), and by letting τ ↓ 0 for the resulted inequality.
Moreover, with (1.4), (4.21), (4.26), and [p0, z0] ∈ V × V0 in mind, we can see that:∣∣[p, z]∣∣2
V ×V0
≤ lim
τ↓0
∣∣[[p]τ , [z]τ ]∣∣2V ×V0 ≤ limτ↓0∣∣[[p]τ , [z]τ ]∣∣2V ×V0
≤ lim
τ↓0
(
τ
∣∣[p0, z0]∣∣2V×V0 + ∣∣[[p]τ , [z]τ ]∣∣2V ×V0) = ∣∣[p, z]∣∣2V ×V0 ,
i.e., lim
τ↓0
∣∣[[p]τ , [z]τ ]∣∣V ×V0 = ∣∣[p, z]∣∣V ×V0 . (4.27)
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Subsequently, from (4.21), (4.27) and the uniform convexity of the topology of V × V0, it follows
that: [
[p]τ , [z]τ
]→ [p, z] in V × V0, as τ ↓ 0. (4.28)
By (1.4), (4.26), and (4.28), we infer that:∣∣[[p]τ , [z]τ ]− [p, z]∣∣V ×V0 ≤ ∣∣[[p]τ , [z]τ ]− [[p]τ , [z]τ ]∣∣V ×V0
+
∣∣[[p]τ , [z]τ ]− [p, z]∣∣V ×V0→ 0, as τ ↓ 0. (4.29)
The convergence (2.7b) will be deduced as a consequence of (4.26) and (4.29). 
5. Conclusions
In this Section, several Corollaries and Remarks will be shown as conclusions derived from Main
Theorems and Key-Lemmas as in Sections 2 and 3.
We begin by prescribing additional notations. Let us define:
Z :=
(
W 1,2(0, T ;V ∗) ∩ V )× (W 1,2(0, T ;V ∗0 ) ∩ V0).
Then, for any sextet of data [a, b, µ, λ, ω,A] ∈ S0, the Main Theorem 1 allows us to define an
operator P = P(a, b, µ, λ, ω,A) : [H]2 × Y −→ Z , which maps any pair [[p0, z0], [h, k]] of the
initial pair [p0, z0] ∈ [H]2 and the forcing pair [h, k] ∈ Y to the corresponding solution [p, z] to (P),
i.e.:
[p, z] = P[[p0, z0], [h, k]] = P(a, b, µ, λ, ω,A)[[p0, z0], [h, k]] ∈ Z .
Remark 8. Let us fix any sextet of data [a, b, µ, λ, ω,A] ∈ S0. Then, from Remark 7, the operator
P : [H]2 ×Y −→ Z coincides with the inverse of:
Q =Q(a, b, µ, λ, ω,A) : [p, z] ∈ Z
7→[[p0, z0], [h, k]] := [[p(0), z(0)],T (a, b, µ, λ, ω,A)[p, p, z, z]] ∈ [H]2 × Y . (5.1)
Namely, P = P(a, b, µ, λ, ω,A) (= [Q(a, b, µ, λ, ω,A)]−1) is a bijective operator from [H]2 × Y
onto Z . Hence, the Hilbert space Z coincides with the class P([H]2 × Y ) of solutions to (P), for
all initial pairs [p0, z0] ∈ [H]2 and forcing pairs [h, k] ∈ Y .
Remark 9. Notice that Z is a Hilbert space, endowed with the following inner product:(
[p, z], [p˜, z˜]
)
Z
:= (p, p˜)W 1,2(0,T ;V ∗) + (p, p˜)V
+ (z, z˜)W 1,2(0,T ;V ∗
0
) + (z, z˜)V0 , for [p, z], [p˜, z˜] ∈ Z , (5.2)
and the norm: ∣∣ [p, z] ∣∣
Z
:=
[(
[p, z], [p, z]
)
Z
] 1
2 , for [p, z] ∈ Z . (5.3)
In addition, the Hilbert space Z is a subspace of Banach spaces C([0, T ];H)2 and L∞(0, T ;H)2,
and Z is compactly embedded in L∞(0, T ;H)2 in the weak-∗ topology. In fact, if B0 is a bounded
subset in Z , then by referring to the compactness theories of Aubin’s type [18, Corollary 4] and
Alaoglu–Bourbaki–Kakutani [19, Theorem 1.2.5], we find a sequence {[pˆn, zˆn]}∞n=1 ⊂ B0 such that:
[pˆn, zˆn]→ [pˆ, zˆ] in [H ]2, and weakly in Z ,
as n→∞, for some [pˆ, zˆ] ∈ Z .
Subsequently, from the strong convergence in [H ]2, one can see that:
[pˆn(t0), zˆ
n(t0)]→ [pˆ(t0), zˆ(t0)] in [H]2, as n→∞, for some t0 ∈ (0, T ),
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by taking a subsequence if necessary. Hence, we can observe the weak-∗ compactness of B0 in
L∞(0, T ;H)2, via the following estimate for the sequence {[pˆn, zˆn]}∞n=1 ⊂ B0:
1
2
∣∣[pˆn(t), zˆn(t)]∣∣2
[H]2
≤ 1
2
∣∣[pˆn(t0), zˆn(t0)]∣∣2[H]2
+
∣∣∣∣∣
ˆ t
t0
〈
∂t[pˆ
n(ς), zˆn(ς)], [pˆn(ς), zˆn(ς)]
〉
V×V0
dς
∣∣∣∣∣
≤ sup
n∈N
{∣∣[pˆn(t0), zˆn(t0)]∣∣2[H]2 + ∣∣[∂tpˆn, ∂tzˆn]∣∣Y ∣∣[pˆn, zˆn]∣∣V ×V0} <∞,
for all t ∈ [0, T ], and n ∈ N.
Furthermore, by the inclusion Z ⊂ C([0, T ];H)2, we can let Z be a Banach space by using
another norm: ∥∥ [p, z]∥∥ := ∣∣ [p, z] ∣∣
Z
+
∣∣ [p, z] ∣∣
C([0,T ];H)2
, for [p, z] ∈ Z . (5.4)
In view of this, we denote by (Z , ‖ · ‖) the Banach space with the norm as in (5.4), and distinguish
it from the Hilbert space Z with the usual topology as in (5.2) and (5.3).
Based on these, we can derive the following Corollaries.
Corollary 1. Let us fix a sextet of data [a, b, µ, λ, ω,A] ∈ S0. Then, the following two items hold.
(C0): There is a positive constant M∗0 = M
∗
0 (a, b, µ, λ, ω,A), depending on |a|C(Q),
|∇a|L∞(Q)N , |b|L∞(Q), |µ|L∞(0,T ;H), |λ|L∞(Q), |ω|L∞(Q)N , and |A|L∞(Q)N×N , and there is an-
other positive constant M∗1 = M
∗
1 (a, b, µ, λ, ω,A), depending on |a|C(Q),
|∇a|L∞(Q)N , δ∗(a), |b|L∞(Q), |µ|L∞(0,T ;H), |λ|L∞(Q), |ω|L∞(Q)N , and |A|L∞(Q)N×N , such that:
M∗0
∣∣[[p0, z0], [h, k]]∣∣[H]2×Y ≤ ∣∣[p, z]∣∣(Z ;‖·‖) ≤M∗1 ∣∣[[p0, z0], [h, k]]∣∣[H]2×Y ,
for all [p0, z0] ∈ [H]2, [h, k] ∈ Y ,
and [p, z] = P(a, b, µ, λ, ω,A)[[p0, z0], [h, k]] ∈ Z ,
(5.5)
i.e. the operator P = P(a, b, µ, λ, ω,A) is an isomorphism between the Hilbert space [H]2×Y
and the Banach space (Z , ‖ · ‖).
(C1): The class of solutions P([H]2 × Y ) is decomposed as follows:
P([H]2 × Y ) = P([H]2 × {[0, 0]}) + P({[0, 0]} × Y ), (5.6)
and moreover, the restricted class P([V × V0]× Y ) is represented as:
P([V × V0]× Y ) = [V × V0] + P({[0, 0]} × Y ), (5.7)
by identifying V × V0 with a class of constants in time.
Proof. First, we show (C0). On account of Remarks 7 and 8, we can see that the operator Q =
Q(a, b, µ, λ, ω,A) : Z −→ [H]2 × Y given in (5.1) is a bijective linear operator. Besides, we can
check that Q = Q(a, b, µ, λ, ω,A) ∈ L ((Z , ‖ · ‖); [H]2 × Y ), by using the estimate (3.8), and the
trivial estimate: ∣∣[p(0), z(0)]∣∣
[H]2
≤M0
∣∣[p, z]∣∣
C([0,T ];H)2
, for [p, z] ∈ Z , (5.8)
A CLASS OF PARABOLIC SYSTEMS IN OPTIMAL CONTROL OF GRAIN BOUNDARY MOTIONS 29
with use of the constant M0 = M0(a, b, µ, λ, ω,A) given in (3.7). The estimates (3.8) and (5.8)
imply that: ∣∣Q(a, b, µ, λ, ω,A)∣∣
L
(
(Z , ‖ · ‖); [H]2 × Y
) ≤M0,
i.e.
∣∣P(a, b, µ, λ, ω,A)∣∣
L
(
[H]2 × Y ; (Z , ‖ · ‖)
) ≥ 1
M0
=:M∗0 , (5.9)
if P(a, b, µ, λ, ω,A) is bounded.
Now, our task is reduced to verify the boundedness of linear operator P =
P(a, b, µ, λ, ω,A) : [H]2 × Y −→ (Z , ‖ · ‖). To this end, we apply Main Theorem 1 (I-B) to
the case when:
[aℓ, bℓ, µℓ, λℓ, ωℓ, Aℓ] = [a, b, µ, λ, ω,A], ℓ = 1, 2,
[p1, z1] = [p, z], [p2, z2] = [0, 0],
[h1, k1] is taken as an arbitrary [h, k] ∈ Y , and [h2, k2] = [0, 0].
Then, we have:
min{1,ν, δ∗(a)}
(∣∣[p, z]∣∣2
C([0,T ];H)2
+
∣∣[p, z]∣∣2
V ×V0
)
≤4e3C∗0T max{1, |a|C(Q)}
∣∣[p0, z0]∣∣2[H]2 + 8C∗0e3C∗0T ∣∣[h, k]∣∣2Y ,
so that ∣∣[p, z]∣∣2
C([0,T ];H)2
+
∣∣[p, z]∣∣2
V ×V0
≤ (C∗0 )2e3C
∗
0
T
(∣∣[p0, z0]∣∣2[H]2 + ∣∣[h, k]∣∣2Y ), (5.10)
where C∗0 = C
∗
0 (a, b, λ, ω) is the constant as in (4.2), i.e. the constant C
∗ as in (2.4) corresponding
to the case [a1, b1, λ1, ω1] = [a, b, λ, ω]. Also, from the estimate (3.10) as in Remark 7, and (5.10),
one can see that:

∣∣[p, z]∣∣
Y
≤ √T (CV ∗H + C
V ∗0
H )
∣∣[p, z]∣∣
C([0,T ];H)2
≤ (1 + T )(1 + CV ∗H + C
V ∗0
H ) · C∗0e
3C∗
0
T
2
∣∣[[p0, z0], [h, k]]∣∣[H]2×Y ,∣∣[∂tp, ∂tz]∣∣Y ≤M1(∣∣[h, k]∣∣Y + ∣∣[p, z]∣∣V ×V0)
≤M1
(
1 + C∗0e
3C∗0T
2
)∣∣[[p0, z0], [h, k]]∣∣[H]2×Y ,
(5.11)
with use of the constants CV
∗
H > 0 and C
V ∗0
H > 0 of respective embeddingsH ⊂ V ∗ and H ⊂ V ∗0 , and
the constant M1 given in (3.9). The above (5.10) and (5.11) imply that P = P(a, b, µ, λ, ω,A) ∈
L
(
[H]2 × Y ; (Z , ‖ · ‖)), and∣∣P(a, b, µ,λ, ω,A)∣∣
L
(
[H]2 × Y ; (Z , ‖ · ‖)
)
≤4M1(1 + T )(1 + CV ∗H + CV
∗
0
H )
(
1 + C∗0e
3
2
C∗
0
T
)
=:M∗1 . (5.12)
(5.9) and (5.12) are sufficient to verify (5.5).
Next, we show the item (C1). Since (P) is a linear system, the decomposition (5.6) is obvious.
Meanwhile, the linearity of (P) and the identification [p0, z0] ∈ V ×V0 ⊂ Z allow us to verify (5.7)
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as follows:
P([H]2 × Y ) = ⋃
[p0,z0]∈V×V0
(
P(Q[p0, z0]) + P({[0, 0]} × [−T [p0, p0, z0, z0] + Y ]))
=
⋃
[p0,z0]∈V×V0
(
[p0, z0] + P
({[0, 0]} × Y )) = [V × V0] + P({[0, 0]} × Y ).
Thus, the proof is complete. 
Corollary 2. Let us assume [a, b, µ, λ, ω,A] ∈ S0, {[an, bn, µn, λn, ωn, An]}∞n=1 ⊂ S0,
[an, ∂ta
n,∇an, bn, λn, ωn, An]→ [a, ∂ta,∇a, b, λ, ω,A] weakly-∗ in
L∞(Q)× L∞(Q)× L∞(Q)N × L∞(Q)× L∞(Q)× L∞(Q)N × L∞(Q)N×N , (5.13a)
and in the pointwise sense a.e. in Q,
and {
µn → µ weakly-∗ in L∞(0, T ;H),
µn(t)→ µ(t) in H, for a.e. t ∈ (0, T ), as n→∞. (5.13b)
Also, let us assume [p0, z0] ∈ [H]2, {[pn0 , zn0 ]}∞n=1 ⊂ [H]2, [h, k] ∈ Y , {[hn, kn]}∞n=1 ⊂ Y , [p, z] ∈ Z ,
and {[pn, zn]}∞n=1 ⊂ Z . In addition, we suppose the following relationship:{
[p, z] = P(a, b, µ, λ, ω,A)[[p0, z0], [h, k]] in Z ,
[pn, zn] = P(an, bn, µn, λn, ωn, An)[[pn0 , zn0 ], [hn, kn]] in Z , for n ∈ N,
or equivalently,{[
[p0, z0], [h, k]
]
= Q(a, b, µ, λ, ω,A)[p, z] in [H]2 × Y ,[
[pn0 , z
n
0 ], [h
n, kn]
]
= Q(an, bn, µn, λn, ωn, An)[pn, zn] in [H]2 × Y , for n ∈ N.
Then, the following two items hold.
(C2): The convergence:[
[pn0 , z
n
0 ], [h
n, kn]
]→ [[p0, z0], [h, k]] in [H]2 × Y , as n→∞, (5.14a)
implies the convergence:
[pn, zn]→ [p, z] in C([0, T ];H)2, and in V × V0, as n→∞. (5.14b)
(C3): The following two convergences:[
[pn0 , z
n
0 ], [h
n, kn]
]→ [[p0, z0], [h, k]] weakly in [H]2 × Y , as n→∞, (5.15a)
and
[pn, zn]→ [p, z] weakly in the Hilbert space Z , as n→∞, (5.15b)
are equivalent to each other.
Proof. We begin by referring to the Rellich–Kondrachov theorem (cf. [1, Theorem 6.3]), and confirm
that the assumption (5.13a) implies the uniform convergence of {an}∞n=1, i.e.:
an → a in C(Q) as n→∞. (5.16)
So, we can find a large number N∗a ∈ N such that:
0 <
δ∗(a)
2
≤ inf
n≥N∗a
δ∗(a
n) ≤ sup
n≥N∗a
|an|C(Q) ≤ 2|a|C(Q). (5.17)
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Now, we show the item (C2). Let us assume the convergence (5.14a), and let us apply Main
Theorem 1 (I-B) under the replacements of:{
[a1, b1, µ1, λ1, ω1, A1] by [an, bn, µn, λn, ωn, An], [p10, z
1
0 ] by [p
n
0 , z
n
0 ],
[h1, k1] by [hn, kn], and [p1, z1] by [pn, zn], for n ≥ N∗a ,
(5.18)
and {
[a2, b2, µ2, λ2, ω2, A2] by [a, b, µ, λ, ω,A], [p20, z
2
0 ] by [p0, z0],
[h2, k2] by [h, k], and [p2, z2] by [p, z].
Then, we have:(|pn−p|2C([0,T ];H) + |√an(zn − z)|2C([0,T ];H))+ (|pn − p|2V + ν|zn − z|2V0)
≤2e3C∗∗0 T (|pn0 − p0|2H + |√an(0)(zn0 − z)|2H)
+ 4C∗∗0 e
3C∗∗
0
T
(|[hn − h, kn − k]|2Y + |Rn0 |L1(0,T )), for all n ≥ N∗a , (5.19)
where
C∗∗0 :=
18(1 + ν)
min{1, ν, δ∗(a)}
(
1 + (CL
4
V )
2 + (CL
4
V )
4 + (CL
4
V0
)2
)·
· sup
n≥N∗a
{
1 + |an|W 1,∞(Q) + |bn|L∞(Q) + |λn|L∞(Q) + |ωn|L∞(Q)N
}
, (5.20)
and
Rn0 (t) :=|∂tz(t)|2V ∗
0
(|an − a|2
C(Q)
+ |∇(an − a)(t)|2L4(Ω)N
)
+ |z(t)|2V0 |(bn − b)(t)|2L4(Ω) + |p(t)(λn − λ)(t)|2H
+ |p(t)|2V
(|(µn − µ)(t)|2H + |(ωn − ω)(t)|2L4(Ω)N )
+ |∇z(t) · (ωn − ω)(t)|2H + |(An −A)(t)∇z(t)|2[H]N , (5.21)
for a.e. t ∈ (0, T ), and all n ≥ N∗a .
Notice that the assumption (5.13), and the estimate (5.17) let the above C∗∗0 be a finite constant,
and let it be an upper bound for the sequence of constants given in (2.4), under (5.17) and (5.18).
On this basis, we can verify the convergence (5.14b), by letting n→∞ for (5.19) and (5.21), with
use of (5.13), (5.16), (5.17), and the dominated convergence theorem (cf. [12, Theorem 10]).
Next, we show the item (C3). If the convergence (5.15a) holds, then thanks to (5.13), (5.17)–
(5.21), we can say that
{[pn, zn]}∞n=N∗a is bounded in C([0, T ];H)2, and in V × V0. (5.22)
Also, the assumption (5.13), and the estimate (5.17) lead to the boundedness of a sequence
{M1(an, bn, µn, λn, ωn, An)}∞n=N∗a , which consists of the constants M1 = M1(a, b, µ, λ, ω,A) given
in (3.9), in cases when:
[a, b, µ, λ, ω,A] = [an, bn, µn, λn, ωn, An], for n ≥ N∗a . (5.23)
Therefore, from (5.15a), (5.22), and the estimate (3.10) as in Remark 7, it is inferred that:
{[∂tpn, ∂tzn]}∞n=N∗a is bounded in Y . (5.24)
On account of (5.22) and (5.24), we can ensure that:
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[pn, zn]→ [p¯, z¯] in [H ]2, in C([0, T ];V ∗)× C([0, T ];V ∗0 ), weakly in Z ,
and weakly-∗ in L∞(0, T ;H)2, as n→∞, (5.25)
and in particular,
[p¯(0),z¯(0)] = lim
n→∞
[pn(0), zn(0)] = lim
n→∞
[pn0 , z
n
0 ] = [p0, z0]
in the topology of V ∗ × V ∗0 , and in the weak topology of [H]2, (5.26)
for some [p¯, z¯] ∈ Z , and some subsequence, by applying the weakly-∗ compact embedding Z ⊂
L∞(0, T ;H)2 as in Remark 9, and the theories of compactness of Aubin’s type [18, Corollary 4],
Arzera`–Ascoli [19, Theorem 1.3.1], and Alaoglu–Bourbaki–Kakutani [19, Theorem 1.2.5]. Further-
more, under the replacements of:
{[p˜n, z˜n]}∞n=1 by {[pn, zn]}∞n=N∗a , [p˜, z˜] by [p¯, z¯], and [h˜, k˜] by [h, k],
we can derive the assumption (3.11) of Key-Lemma 2 from (5.13), (5.15a), (5.25), and the dominated
convergence theorem (cf. [12, Theorem 10]). So, applying Key-Lemma 2, one can observe that:
T (a, b, µ, λ, ω,A)[p¯, p¯, z¯, z¯] = [h, k] in Y . (5.27)
Taking into account (5.26), (5.27), and the uniqueness result of Main Theorem 1
(I-A), we deduce that [p¯, z¯] = [p, z], and the convergence (5.25) holds without necessity of sub-
sequence. This implies the convergence (5.15b).
Conversely, if the convergence (5.15b) holds, then from the weakly-∗ compact embedding Z ⊂
L∞(0, T ;H)2 as in Remark 9, and the compactness theories of Aubin’s type [18, Corollary 4], and
Arzera`–Ascoli [19, Theorem 1.3.1], we can see that:
[pn, zn]→ [p, z] in [H ]2, in C([0, T ];V ∗)× C([0, T ];V ∗0 ),
and weakly-∗ in L∞(0, T ;H)2, as n→∞, (5.28)
and in particular,
[pn0 , z
n
0 ] :=[p
n(0), zn(0)]→ [p(0), z(0)] =: [p0, z0]
in V ∗ × V ∗0 , and weakly in [H]2, as n→∞, (5.29)
by taking a subsequence. Also, the assumption (5.13) and the condition (5.17) lead to the bounded-
ness of a sequence {M0(an, bn, µn, λn, ωn, An)}∞n=N∗a which consists of the constantsM0 =M0(a, b, µ, λ, ω,A)
given in (3.7), in the cases as in (5.23). So, from the estimate (3.8) as in Remark 7, it is observed
that the sequence {[hn, kn]}∞n=N∗a := {T (an, bn, µn, λn, ωn, An)[pn, pn, zn, zn]}∞n=N∗a is bounded in
Y , and by taking more one subsequence if necessary,
[hn, kn]→[h¯, k¯] weakly in Y as n→∞, for some [h¯, k¯] ∈ Y . (5.30)
Additionally, (5.13), (5.15b), (5.28), and (5.30) allows us to apply Key-Lemma 2 under the replace-
ments of:
[p˜, z˜] by [p, z], {[p˜n, z˜n]}∞n=1 by {[pn, zn]}∞n=N∗a , and [h˜, k˜] by [h¯, k¯],
and deduce that:
[h¯, k¯] = [h, k] := T (a, b, µ, λ, ω,A)[p, p, z, z] in Y . (5.31)
By virtue of (5.29)–(5.31), we can conclude the convergence (5.15a), because (5.29), (5.31), and
the uniqueness result in Main Theorem 1 (I-A) guarantee the unnecessity of subsequence in (5.29)
and (5.30).
Thus, the proof of this Corollary is complete. 
A CLASS OF PARABOLIC SYSTEMS IN OPTIMAL CONTROL OF GRAIN BOUNDARY MOTIONS 33
Remark 10. By Corollary 2, we can say that (5.13) is a sufficient assumption in the application
to the optimal control problem (OCP) mentioned in Introduction. However, this assumption is not
sufficient to make the convergences (5.14a) and (5.14b) to be equivalent to each other.
Concluding Remark 1. The first Corollary 1 suggests us that the linear operator
P[[0, 0], · ] = P(a, b, µ, λ, ω,A)[[0, 0], · ] : Y −→ Z takes over one of essential roles in the mathe-
matical analysis of our system (P), and especially, all cases of [p0, z0] ∈ V × V0 are reduced to the
case of [p0, z0] = [0, 0]. Additionally, we note that the reduced initial condition “[p0, z0] = [0, 0]” is
a natural setting in the application to the problems ♯ 1) and ♯ 2), under the corresponding relations
(0.3) and (0.4).
Finally, as a result of Main Theorem 1 (I-B) and Key-Lemma 1, we can conclude that our
numerical scheme for the system (P) is designed as the minimization algorithm for a single governing
energy E given in (3.4).
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