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A B S T R A C T
This paper reviews the state of the art in cyber security risk assessment of Supervisory Control
and Data Acquisition (SCADA) systems. We select and in-detail examine twenty-four risk
assessment methods developed for or applied in the context of a SCADA system. We de-
scribe the essence of themethods and then analyse them in terms of aim; application domain;
the stages of risk management addressed; key risk management concepts covered; impact
measurement; sources of probabilistic data; evaluation and tool support. Based on the analy-
sis, we suggest an intuitive scheme for the categorisation of cyber security risk assessment
methods for SCADA systems. We also outline five research challenges facing the domain
and point out the approaches that might be taken.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the
CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction
A Supervisory Control and Data Acquisition (SCADA) system is
a type of Industrial Control System (ICS). An ICS controls pro-
cesses in the industrial sector and in the sectors which form a
CriticalNational Infrastructure (CNI) (NIST, 2011).The list of sectors
forming CNI varies from country to country. In the UK, CNI is
defined as “Those infrastructure assets (physical or electronic) that
are vital to the continued delivery and integrity of the essential ser-
vices upon which the UK relies, the loss or compromise of which would
lead to severe economic or social consequences or to loss of life” and
is formed by nine sectors: energy, food, water, transportation,
communications, emergency services,health care, financial ser-
vices and government (Cabinet Office, 2010).
SCADA systems stand out among other ICSs as systems that
(1) monitor and control assets distributed over large geographi-
cal areas, and (2) use specific control equipment such as a
Master Terminal Unit (MTU) and Remote Terminal Unit (RTU),
which we further discuss in Section 2. Initially, SCADA systems
were used in power transmission, gas pipeline and water dis-
tribution control systems. Nowadays, SCADA systems are widely
* Corresponding author. Tel.: +44 0 29 2087 4812.
E-mail addresses: y.v.cherdantseva@cs.cardiff.ac.uk (Y. Cherdantseva); burnapp@cardiff.ac.uk (P. Burnap); andrew.blyth@southwales.ac.uk
(A. Blyth); peter.eden@southwales.ac.uk (P. Eden); kevin.jones@airbus.com (K. Jones); hugh.soulsby@eads.com (H. Soulsby); kds@
aber.ac.uk (K. Stoddart).
http://dx.doi.org/10.1016/j.cose.2015.09.009
0167-4048/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://
creativecommons.org/licenses/by/4.0/).
c om pu t e r s & s e cu r i t y 5 6 ( 2 0 1 6 ) 1 – 2 7
Available online at www.sciencedirect.com
journal homepage: www.elsevier.com/ locate /cose
ScienceDirect
used in steel making, chemistry, telecommunications, experi-
mental and manufacturing facilities (Daneels and Salter, 1999;
Igure et al., 2006; Morgan, 2013).
The smooth and reliable operation of SCADA systems is vital
for such sectors of CNI as energy, water and transportation
where both data acquisition and control are critically impor-
tant. A widespread, long-lasting outage of SCADA and,
consequently, CNI may cause serious disturbance to a state and
society (Guan et al., 2011; Morgan, 2013). The consequences of
a malfunction of a SCADA systemmay be detrimental and may
range from financial loss due to an equipment and environ-
mental damage to the loss of human life (Patel et al., 2005).
Security in general and cyber security specifically were not
the major concerns of early standalone SCADA systems (Patel
et al., 2005). Security was primarily achieved by controlling
physical access to system components which were unique and
used proprietary communication protocols. For years, secu-
rity in SCADA systems was present only as an implication of
safety. Over the last decade, however, the situation has changed,
and a number of standards and directives dealing with the cyber
security of SCADA systems have emerged.
In 2004, the National Institute of Standards andTechnology
(NIST) published the document titled System Protection Profile –
Industrial Control Systems which covers the risks and objective
of SCADA systems (NIST, 2004). In 2005, the National Infrastruc-
ture Security Coordination Center (NISCC), a predecessor of the
Centre for the Protection of National Infrastructure (CPNI) in the
UK, published a good practice guide for firewall deployment in
SCADA networks (NISCC (CPNI), 2005). In 2007, the US Presi-
dent’sCritical InfrastructureProtectionBoardand theDepartment
of Energy outlined the steps an organisationmust undertake to
improve the security of its SCADA networks in the booklet 21
Steps to Improve Cyber Security of SCADA Networks (USDepartment
of Energy and Infrastructure Security and Energy, 2007). In 2008,
the Centre for Protection of National Infrastructure (CPNI) pro-
duced a Good Practice Guide for Process Control and SCADA Security
(CPNI) encapsulating best security practices. In 2008, NIST re-
leased a comprehensive guidance on a wide range of security
issues,and technical,operational andmanagement security con-
trols. The guide was updated in 2011 (NIST, 2011). In 2013, the
European Union Agency for Network and Information Security
(ENISA) released the recommendations for Europe on SCADA
patching (ENISA, 2013). Currently, the North American Electric
Reliability Corporation (NERC) actively works on the develop-
ment of a wide range of standards covering many aspects of
CNI cyber security (NERG, 2014). More extensive overviews of
SCADA-related security standards and initiatives are provided
in Igure et al. (2006) and Nicholson et al. (2012).
Modern day SCADA systems are highly sophisticated, complex
and based on advanced technology systems.The escalating so-
phistication andmodernisation as well as real-time continuous
operation and distributed, multi-component architecture un-
derpin the growth of cyber threats to SCADA systems. SCADA
systems are exposed to a wide range of cyber threats also
because of the standardisation of communication protocols and
hardware components, growing interconnectivity and legacy. (All
these aspects we discuss in greater detail in Section 2.)
Over the last several decadeswe already sawa range of cyber
attacks onCNI andSCADA. In 1982, thefirst recorded cyber attack
on CNI took place at theTrans-Siberian pipeline and resulted in
an explosion visible from space (Miller and Rowe, 2012). Over
the last decade there was a number of cyber attacks
on SCADA systems and ICS. In 2003, a slammer worm pen-
etratedanetworkat theDavies-Bessenuclearplant inOhio (Guan
et al., 2011; Patel et al., 2005) and a computer virus named Sobig
shut down train signalling systems in Florida (Miller and Rowe,
2012). In 2006, a hacker penetrated the operation system of a
water treatment facility in Harrisburg, USA (Guan et al., 2011;
Patel et al., 2005) and the Browns Ferry nuclear plant inAlabama
was manually shut due to the overload of network traffic
(Nicholson et al., 2012). In 2007, a dismissed employee installed
unauthorised software on the SCADA system of the Tehama
Colusa Canal Authority (Miller and Rowe, 2012). In 2010, the
Stuxnet computerwormstruck the Iraniannuclear facility causing
the failure of almost one-fifth of all centrifuges (Miller andRowe,
2012). Stuxnet was a game-changer, it attracted the world’s at-
tention to cyber threats to CNI by drawing a vivid and horrifying
picture of the consequences of a cyber attack on CNI. In 2011,
five global energy and oil firms were targeted by a combination
of attacks including social engineering, trojans and Windows-
based exploits (Miller andRowe, 2012). In 2012,amalwarenamed
Flame was discovered to have been operating in many sites in
the Middle East and North Africa for at least two years (Miller
andRowe, 2012).A larger number of cyber attacks onCNI is listed
andanalysed inMiller andRowe (2012) andNicholsonet al. (2012).
The analysis in Miller and Rowe (2012) indicates that the
number of cyber attacks on CNI increases over time. The
number of SCADA-related incidents also steadily grows. In 2010,
the Repository of Industrial Security Incidents (RISI) had 161
incidents listed with about 10 new incidents being added each
quarter (Tudor and Fabro, 2010). In 2013, the RISI database con-
tained already 240 incidents recorded between 2001 and the
end of 2012 (RISI, 2013). Additionally, an extensive study of the
current cyber security state of SCADA systems based on a set
of interviews with a large number of experts confirmed that
cyber threats in SCADA systems are escalating, they are “real
and expanding” (Morgan, 2013).
All the above stipulates the strong need for the effective
management of cyber security risks in SCADA systems. Risk
assessment is an important part of the best practice risk man-
agement in ICS and SCADA systems (Cheminod et al., 2013;
Leith and Piper, 2013). Risk assessment answers the follow-
ing three questions (Kaplan and Garrick, 1981):
• What can go wrong?
• What is the likelihood that it would go wrong?
• What are the consequences?
Risk management builds upon the risk assessment in order
toanswer theother threequestions (Chittester andHaimes, 2004):
• What can be done and what options are available?
• What are the associated trade-offs in terms of all costs, ben-
efits, and risks?
• What are the impacts of current management decisions on
future options?
A range of standards and normative documents attending
to risk management and risk assessment has been devised over
the years for IT systems. ISO 31000:2009 (ISO, 2009) outlines
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generic, non-industry-specific guidelines on risk manage-
ment. NIST SP 800-30 contains a guide on risk management
for IT systems (NIST, 2002). NIST 800-37 (NIST, 2010) provides
a risk management framework for federal information systems.
ISO/IEC 27005:2011 (ISO, 2011) is a standard for information se-
curity risk management.
A range of general IT risk assessment methodologies is used
in industry: Operationally CriticalThreat andVulnerability Evalu-
ation (OCTAVE) (Alberts et al., 2003), Central Computer and
Telecommunications Agency Risk Analysis and Management
Method (CRAMM) (Yazar, 2002), Consultative, Objective and Bi-
functional Risk Analysis (COBRA) (RiskWorld) and CORAS
(Aagedal et al., 2002; Stolen et al., 2002), a model-based risk as-
sessment methodology for security-critical systems.Also there
is a broad range of academic proposals such as for example In-
formation Security RiskAnalysis Method (ISRAM) (Karabacak and
Sogukpinar, 2005); COst estimation, Benchmarking, and Risk As-
sessment (COBRA) (Briand et al., 1998); SPRINT, a simplified
practical risk analysis methodology (Information Security Forum
(ISF), 1997); and the Business Process: Information Risk Man-
agement (BPIRM)methodology (Coles andMoulton, 2003) to name
just a few.
While a large number of IT risk assessment methodologies
exists, the specifics of SCADA systems as opposed to IT systems,
which are discussed in Section 2, often prevent the straight
forward application of risk assessment methods designed for
corporate IT systems to SCADA systems. An IT risk assess-
ment method must be adjusted to fit the context of SCADA
systems.
In the general context, risk is described as follows (Kaplan
and Garrick, 1981):
R s p x i Ni i i= { } =, , , , , ,1 2 … (1)
where
R – risk;
{} – must be interpreted as a “set of”;
s – a scenario (undesirable event) description;
p – the probability of a scenario;
x – the measure of consequences or damage caused by a
scenario; and
N – the number of possible scenarios that may cause damage
to a system.
In the context of a SCADA system, risk “is a function of the
likelihood of a given threat source exploiting a potential vul-
nerability and the resulting impact of a successful exploitation
of the vulnerability” (NIST, 2011, Sec. 6.1.3). When applied to
quantifying cyber security risks in SCADA systems the formula
for calculating risk is accepted as follows (Morgan, 2013):
R tvxtv= , (2)
where
t – threat;
v – vulnerability; and
xtv – the consequences of the threat successfully exploit-
ing the vulnerability.
Risk assessment in SCADA systems shall help to prioritise
(1) the components of a system in terms of their importance
to the successful operation of the system or in terms of their
level of vulnerability to an attack, and (2) threats in terms of
the danger they pose and their likelihood. Risk assessment shall
assist the managers and engineers of SCADA systems with the
development of adequate security policies, with the design of
secure system and with the rational allocation of often scarce
resources (Morgan, 2013). It shall also facilitate the commu-
nication between security, business and SCADA experts.
In 2004, it was stated that “[t]here is an urgent need for a
systemic risk-based methodology that would add protection
to SCADA systems, given their central role in controlling and
operating critical interdependent infrastructure systems”
(Chittester and Haimes, 2004, p. 18). During the past ten years
a number of risk assessment methodologies for SCADA systems
were proposed. Driven by the importance of managing and as-
sessing cyber security risks in SCADA systems, the ultimate
aim of the paper at hand is a comprehensive, structured and
detailed review of existing cyber security risk assessment
methods specifically tailored for SCADA systems.
Several relevant literature reviews exist. Reviews covering
SCADA security and cyber security issues are presented in
Cheminod et al. (2013), Igure et al. (2006), Morgan (2013),
Nicholson et al. (2012), but these reviews do not concentrate
on risk assessment methods. In Giannopoulos et al. (2012),
twenty-one risk assessment methodologies for CNI proposed
by various commercial and organisations are surveyed; however
Giannopoulos et al. (2012) does not concentrate on SCADA
systems. In Kertzner et al. (2006), only a brief description of
several risk assessment methodologies for the oil and gas sector
is outlined. An extensive overview of risk assessment meth-
odologies is contained in Ralston et al. (2007), but only two
methods are examined in detail.This review paper updates and
significantly extends the overview of risk assessment methods
in Ralston et al. (2007), which was published in 2007. Our review
devotes equal attention to every method examined.To the best
our knowledge, this paper provides the most comprehensive
and detailed overview of cyber security risk assessment
methods applied in the context of SCADA systems.
Another aim of the paper is to examine the advantages and draw-
backs of the existing cyber security risk assessment methods for
SCADA systems. This analysis forms a solid foundation upon
which new risk assessment methods for SCADA systemsmight
draw and the existing ones might be improved.
Risk assessment methods in general and in the context of
SCADA systems specifically are hard to categorise as we con-
clude based on our analysis and in agreement with Morgan
(2013) and Ralston et al. (2007). A categorisation scheme must
bemultilateral andmust focus attention on the different aspects
of methods. The development of a comprehensive, yet intui-
tive categorisation scheme remains an open research question.
A categorisation scheme may assist with (1) the search and
review of relevant methods, (2) the identification of similar or
duplicating methods, and (3) the elaboration of the common
characteristics of the methods of the same category.The latter
might enable a sound analysis of methods within a category.
Based on the comprehensive review, in this paper we propose
an intuitive categorisation of cyber security risk assessment
methods for SCADA systems. On one lateral, we split the
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methods examined into guidelines, activity-specific methods
and elaborated guidelines. On another lateral, we categorise
methods into model-based and formula based.
The detailed description of examined methods, their thor-
ough analysis and intuitive classification scheme presented in
this paper aim to provide guidance for and assist practitio-
ners with the choice of an appropriate risk assessment method.
The review examines the application domain of the methods,
their aims, key concepts and stages of risk management ad-
dressed.We also discuss the sources of probabilistic data used
by the methods, how the impact is measured, how themethods
are evaluated and whether tool support is provided.The draw-
backs of widely-used probabilistic risk assessment methods are
also revealed to the reader.
As the outcome of our review, we describe current re-
search challenges in cyber security risk assessment in SCADA
systems and point out to possible approaches that can help
future work in this area. Research communities and practi-
tioners dealing with risk management in SCADA systems may
benefit from this discussion.
The remainder of the paper is organised as follows. In
Section 2, in order to arm the reader before exposing him/
her to the review we provide some background discussion on
what SCADA systems are and on security challenges facing
them. Then, in Section 3 we describe the review methodol-
ogy. Section 4 provides the reader with the brief descriptions
of all methods examined.We found it necessary to present these
descriptions prior to the analysis as the knowledge of sepa-
rate methods leads to the better appreciation of the review
results. Section 5 contains the summary analysis of themethods
examined and key findings that stem from it. Finally, Section
6 outlines research challenges facing the domain of cyber se-
curity risk assessment in SCADA systems in future. We draw
some concluding remarks in Section 7.
2. SCADA systems and cyber security
challenges
A SCADA system consists of hardware and software compo-
nents, and of a connecting network(s). Fig. 1 shows a generic
hardware architecture of a SCADA system. An architecture is
formed by one or more control centres and a number of field
devices such as an RTU, Intelligent Electronic Device (IED) and
Programmable Logic Controller (PLC) connected by a commu-
nication infrastructure.An RTU receives data from field devices,
converts it to digital data and sends it to the control centre
as well as receives digital commands from the centre and
handles alarms. A PLC is a digital computer that monitors
sensors and takes decisions based upon a user created program
to control valves, solenoids and other actuators.A control centre
includes an MTU, which issues commands to and gathers data
from RTUs, it also stores and processes data in order to display
information to human operators to support decision making.
Human operators monitor and control the system from a
control centre via Human–Machine Interface (HMI) displays.
Communication on a SCADA network is paramount. Mes-
sages are exchanged (1) between master devices, which control
operation of other devices (e.g. PLCs) and slave devices (e.g.
sensors, actuators, relays), which send messages to master
devices and perform actions at their command, and (2) between
field devices using a peer-to-peer communication model (Igure
et al., 2006). The following communication protocols are used
in SCADA systems: Ethernet/IP, DeviceNet, ControlNet,
PROFIBUS, MODBUS TCP/IP, DNP3 and Foundation Fieldbus
(Byres et al., 2004; Igure et al., 2006). As they cover large geo-
graphical areas, SCADA systems typically use Wide Area
Networks (WAN). The communication infrastructure may be
satellite, radio, power line based and any combination of the
above.
The software in SCADA systems is multi-tasking, uses real-
time database(s) and typically provides the following
functionality: the display of synoptic diagrams and text as well
as a possibility to view them onmultiple screens, general editing
(e.g. re-sizing and scrolling), trend analysis, alarm handling,
logging, archiving, report generation and the automatic trig-
gering of control actions (Daneels and Salter, 1999).
Following advances in Information and Communication
Technology (ICT), over the last two decades the architecture
of a SCADA system has becomemore open with a large number
of commercial off-the-shelf hardware and software relying upon
standardised communication protocols being used.The reasons
Fig. 1 – Generic SCADA hardware architecture. NIST SP 800-82 (NIST, 2011), p. 2–7.
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for these changes in a SCADA architecture are, among others,
financial. The use of off-the-shelf components and open com-
munication protocols leads to a significant cost reduction.The
number of proprietary design and implementation activities
to be carried out by an end-user decreases. Technical support
andmaintenance are provided by a vendor eliminating the need
for an in-house support team.
The use of standardised communication protocols enables
the integration of a SCADA system with a corporate IT
system and its connection to the Internet. The increased
interconnectivity of SCADA systems simplifies their mainte-
nance and control: “You are a manager at a municipal utility. A
few years ago, when the beeper signaled an alarm well past mid-
night, you had to drape a raincoat over your pajamas, jump into your
car and race to the plant. Once there, you ran down to the base-
ment and flipped some switches. Nowadays, you reach for your tablet
or smart phone and tap some icons without leaving your warm and
cozy bed” (Luiijf, 2013).
SCADA systems must adjust to interconnectivity as did cor-
porate IT systems at the early days of the Internet. However,
SCADA are different from business information systems in
many ways. SCADA systems are time critical and geographi-
cally distributed, they support complex interactions between
physical and logical infrastructures while operating continu-
ously, the effect of malfunction is more tangible while access
to the various components of a system is more complicated,
and the life time of system components is usually 3–4 times
longer. NIST SP 800-82 (NIST, 2011, Sec. 3.1), Cheminod et al.
(2013), Larkin et al. (2014), and Leith and Piper (2013) discuss
the differences between IT systems and ICS in greater detail.
The specifics of SCADA systems lead to the fact that not
all security countermeasures exploited in IT systems are ap-
plicable to SCADA systems. In fact, some countermeasures may
damage a SCADA systemmore than secure it. On the one hand,
security countermeasures such as access control, VPN and
firewall, which have already demonstrated their efficiency in
the IT security domain, are also successfully adopted by SCADA
systems (Patel et al., 2005). On the other hand, countermea-
sures such as authentication and cryptography must be used
with an extreme caution because they may have a disruptive
effect on the operation of a SCADA system where every action
is time critical. In Larkin et al. (2014), it is discussed how tra-
ditional IT security countermeasuresmay be exploited in SCADA
systems avoiding negative impact on system safety and
efficiency.
For over forty years confidentiality, integrity and availabil-
ity – also referred to as the CIA-triad – have been defining the
set and priorities of security goals for corporate information
systems. In ICS and SCADA systems, the priorities among the
goals are different. Among the triad, integrity and availability
are highly paramount, while confidentiality is secondary for
SCADA systems (Cheminod et al., 2013; McQueen et al., 2006).
In reality, security goals, in what ever order they appear, are
often preceded in SCADA systems by safety, reliability, robust-
ness andmaintainability (which are the supreme goal of critical
systems) leaving little or no resources for security goals. In Park
and Lee (2014), the authors discuss a need for an update of such
well established international security standards as NIST SP
800-53 and ISO 27001 in order to address the specifics of ISC
is stated. A new standards, according to Park and Lee (2014),
shall bring together the CIA-traid and safety requirement criti-
cal in the context of an ICS.
Cyber security issues in SCADA systems are further exac-
erbated by the legacy problem. Existing SCADA systems, due
to their continuous operation, are not updated or re-designed
in some cases for decades. The nature of SCADA systems re-
quires them to be operational 24 hours 7 days a week. This
makes the regular patching and upgrading of both a SCADA
software and a hosting operating system difficult, if not im-
possible (Cheminod et al., 2013; Nicholson et al., 2012). The
patching of a SCADA system is complicated by the facts that
the system is time-critical, there is no test environment and
patching may introduce new unknown vulnerabilities or ulti-
mately break the system. Legacy SCADA system may end up
relying on operating systems and software that are no longer
supported by vendors (Gold, 2009).
The human factor plays a momentous role in cyber secu-
rity of SCADA systems. Human supervision, and complicated
software architecture and development process are the char-
acteristics of SCADA systems which exacerbate the role of the
human factor (Chittester and Haimes, 2004). An eternal vigi-
lance regarding human factor helps with the prevention of
human errors whichmay result in unintended attacks, and with
the prevention of intended internal and external social engi-
neering attacks. Attacks by internal agents, i.e. employees of
an organisation, are more often than attacks by external ones
(Morgan, 2013).The increased sophistication of SCADA systems
calls for highly knowledgeable and well-trained personnel.
Despite the need, proper training for people working with
SCADA systems often comes short in practice (Nicholson et al.,
2012). The study of the role of the human factor in cyber se-
curity of SCADA systems started to gain momentum over the
last decade (Chittester and Haimes, 2004; Morgan, 2013).
3. Review methodology
The scope of the literature review conducted was as follows.
The original set of papers was formed from the searchers run
on IEEE Xplore, ACM, SCOPUS and Web of Science as recom-
mended in Kitchenham and Brereton (2013). IEEE Xplore and
ACM provide a good coverage of relevant journals and confer-
ences. SCOPUS and Web of Science are two general indexing
systems. The search string was constructed from the key-
words “SCADA” and “risk assessment”. The search covered the
period of ten years between 2004 and 2014.The search was per-
formed in November 2014 and returned for ACM Digital Library,
IEEE Xplore, SCOPUS andWeb of Science (Core Collection) 36,
14, 105 and 14 papers respectively. The resulting set of papers
undergone manual reduplication. Next, papers were selected
for review manually based on the examination of the title, ab-
stract and full text where it was readily available or where the
information provided in the abstract was not sufficient.We also
ensured that all papers relevant to the subject of this review
mentioned in the review papers covering security and risk in
SCADA, namely Cheminod et al. (2013); Igure et al. (2006);
Morgan (2013); Nicholson et al. (2012) are included in our
analysis.
As a general rule,we included in the review the papers which
suggested a new method covering at least one of the stages
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of a risk assessment process and where a method was spe-
cifically developed for or applied to a SCADA system.The papers
which are dedicated to security requirements derivation, but
are not written in the context of risk assessment (e.g. Gopal
et al., 2014) as well as the papers addressing vulnerability analy-
sis from the technical rather than the risk management
perspective (e.g. Jung et al., 2008; Ten et al., 2008), were not in-
cluded in our review.We focused only on research publications
dealing primarily with cyber security or information security,
while the papers covering risk assessment from the safety or
reliability perspectives only (e.g. Hamoud et al., 2003) were ex-
cluded out of the review. This was done in order to keep the
scope of our analysis in such a breadth where it is possible to
examine each method in detail rather than superficially. Fur-
thermore, such topics as safety and reliability in the context
of SCADA are very broad and complex, and are typically studied
by different research communities.
Arguably,many IT risk assessmentmethodologies with some
adjustments may be applied to SCADA systems with various
degrees of success. However, to what degree IT methods are
fit for SCADA systems and what adjustments they need remain
open research questions. Therefore, in this paper, we exam-
ined only those risk assessmentmethods which were developed
for or already applied to SCADA systems.We avoided conjec-
turing about the applicability of corporate IT risk assessment
methods to SCADA systems.
Finally, 24 papers, each presenting a risk assessment method
for a SCADA system,were selected for the analysis in this review
paper. The methods were examined according to the follow-
ing criteria:
1. aim;
2. application domain;
3. stages of risk management addressed;
4. key concepts of risk management covered;
5. impact measurement;
6. sources of data for deriving probabilities;
7. evaluation method; and
8. tool support.
In the following section, the essence of each risk assess-
ment method selected for analysis is epitomised.We describe
the methods in a chronological order. This is followed by the
discussion and summary analysis of the methods in Section 5.
Before we proceed with the description and analysis of the
methods, the limitations of the review process must be noted.
First, the analysis was done based only on our interpretation
of the papers.We did not contact the authors of the methods
to verify the correctness of our understanding. Second, as with
any literature review, it was not possible to exclude the factor
of subjectivity while selecting and analysing methods. Facing
up this issue, we made the selection and analysis process
transparent by thoroughly documenting it. Third, we did not
specifically trace for each method analysed whether there is
a follow up on the method from one of the authors unless a
follow up paper appeared among the papers selected for analy-
sis or the existence of a follow up paper was mentioned in the
paper examined. Finally, we cannot completely rule out the ex-
istence of other relevant unobserved risk assessment methods
for SCADA systems. Some proposals may have not found their
place in the review due to various reasons: a terminology used
by authors which did not bring a paper in to the radar of our
analysis, a paper not being listed on the databases exam-
ined, the subjectivity factor, and time and resource restrictions
on the report production. Nevertheless, the literature search
method adopted helped to ensure an acceptable level of the
completeness of our literature review. Hence, we believe that
the set of papers analysed is representative and the results of
the analysis may be generalised for the domain.
4. Description of risk assessment methods
for SCADA
4.1. Risk assessment in SCADA for railways, 2004
(Chittester and Haimes, 2004)
A risk assessment framework which utilises the Hierarchical Ho-
lographic Modelling (HHM) and is designed for GPS-based railway
SCADA systems is described in Chittester and Haimes (2004).
HHM is the methodology for “capturing and representing the
essence of the inherent diverse characteristics and attributes of a
system” (Haimes, 1981). HMM was used for modelling complex
defence and civilian systems. It aids in assessing risks in sub-
systems and their effect on the system as a whole,whichmakes
HHM useful in the context of SCADA (Chittester and Haimes,
2004).
Three sub-models are distinguished in the hierarchical ho-
lographic model of a SCADA system (Chittester and Haimes,
2004): (1) hardware and software, (2) human supervisory and
(3) environment. Each of these sub-models is decomposed into
elements and each element is decomposed into subtopics.
The framework suggests to map the Control Objectives for
Information and Related Technology (CobiT) onto the holo-
graphic model in order to facilitate risk identification.
4.2. Attack trees for assessing vulnerabilities in SCADA,
2004 (Byres et al., 2004)
In Byres et al. (2004), attack trees are used to assess vulner-
abilities in SCADA systems based on MODBUS and MODBUS/
TCP communication protocols. An attack tree provides a
structured view of events leading to an attack and, ulti-
mately, helps with the identification of appropriate security
countermeasures.
Risk, according to Byres et al. (2004), depends on: (1) system
architecture and conditions; (2) countermeasures in place; (3)
attack difficulty; (4) detection probability; and (5) attack cost.
The purpose of the assessment in Byres et al. (2004) is to cal-
culate the characteristics of the topmost attack event and to
identify possible ways to achieve the final goal of the attack.
In order to achieve this, first, a team of industry experts iden-
tifies possible goals of an attacker and designs an attack tree
with goals depicted as the nodes of the tree. Then, each leaf
of an attack tree is assigned a level of technical difficulty on
the scale “Trivial–Moderate–Difficult–Unlikely”. Based on two func-
tions – AND as the maximum of the children nodes values and
OR as the minimum of the children nodes values – the diffi-
culty of each node that has children nodes is calculated. The
difficulty rating may vary over time.
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Each goal is also characterised by the severity of impact it
may cause and by the probability of detecting malicious ac-
tivity associated with this goal. Both indicators are also defined
on relative scales.
The paper presents a sample attack tree for a MODBUS-
based SCADA system (Fig. 2). The trees in Byres et al. (2004)
were designed by the team of industry experts and the feasi-
bility of the attacks was tested in a laboratory settings.
4.3. Vulnerability assessment methodology for SCADA
security, 2005 (Permann and Rohde, 2005)
A cyber vulnerability assessment methodology for SCADA
systems in Permann and Rohde (2005) is based upon the ex-
perience of assessing the security of multiple SCADA systems
conducted as a part of the national SCADA Test Bed program
sponsored by the Department of Energy – Office of Electricity
and Energy Assurance, US and the Idaho National Laboratory
SCADA Test Bed program.
The methodology described in Permann and Rohde (2005)
consists of five steps:
1. Assessment plan development: a plan outlines budget,
schedule, goals, resources and the engagement of experts
required, and deliverables expected from an assessment.
2. Testing environment configuration: the testing environ-
ment must be safe and non-production configuration.
3. Vulnerability assessment: the vulnerability assessment is
performed via a penetration test conducted from an exter-
nal to the tested system machine. A range of open source
and commercial tools for assessing system vulnerability is
listed.
4. Reporting: the methodology of assessment and testing along
with the results must be thoroughly documented.
5. Metrics and scoring: the security of SCADA system must be
measured quantitatively so that it may be benchmarked
against other systems.
4.4. Quantitative cyber risk reduction estimation
methodology, 2006 (McQueen et al., 2006)
McQueen et al. (2006) suggest a methodology for the quanti-
tative estimation of cyber risk reduction for a SCADA system
in which an enhancement of cyber security has been per-
formed. For risk reduction estimation a directed graph of a cyber
attack is developed for both a baseline and improved systems,
and the difference in time-to-compromise in each system is
measured and analysed.
The methodology consists of ten steps:
1. Establish system configuration;
2. Identify the applicable portions of the quantitative risk
model;
3. Identify and prioritise the security requirements of the
primary target(s);
4. Identify system vulnerabilities;
5. Categorise vulnerabilities on each device by the type of
compromise;
6. Estimate time-to-compromise for each device;
7. Generate compromise graph(s) and attack paths;
8. Estimate dominant attack path(s);
9. Perform steps 3–8 for both baseline and enhanced system;
and
10. Compare results of both versions of the system and es-
timate risk reduction.
McQueen et al. (2006) introduce a formula for calculating
the probability of an occurrence of an undesired event. This
probability is the product of the following conditional prob-
abilities: the probability of the system being on an attacker’s
target list, the probability of being attacked given that the
system is targeted, the probability of a perimeter breach given
that the system is attacked, the probability of a successful attack
given that there is a perimeter breach and the probability of
damage given the system is successfully attacked. Since the
estimation of all probabilities involved is not feasible, risk re-
duction is measured as the change of the probabilities of
perimeter breach and successful attack rather than an abso-
lute value of risk.
Security requirements for SCADA are identified so that in-
tegrity and availability have the highest priority, while
confidentiality is secondary.The vulnerabilities of a system are
identified using existing vulnerability identification libraries.
Each vulnerability is classified as reconnaissance, breach, pen-
etrate, escalation or damage. Time-to-compromise a device is
calculated. It depends on the known vulnerabilities of the target
system and the skills of an attacker. A circumstantial discus-
sion of the methods for estimating time-to-compromise could
be found in McQueen et al. (2005).
A compromise graph, where each node indicates a poten-
tial attack state, is developed for the baseline and enhanced
SCADA systems, and the dominant paths of attack are chosen
as the paths which require minimum time-to-compromise the
target system. Finally, time required to compromise the base-
line and enhanced system is compared. Time-to-compromise
here is used as the main indicator of system security and risk.
For the evaluation purposes, the proposed methodology is
applied to a small-size SCADA system for measuring the ef-
fectiveness of security countermeasures.
4.5. Vulnerability assessment of cyber security in power
industry, 2006 (Yu et al., 2006)
Two formulas for the probabilistic assessment and integrated
risk assessment of cyber security vulnerability in SCADA
Fig. 2 – Attack tree for a MODBUS-based SCADA system
(excerpt) (Byres et al., 2004).
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systems, Energy Management Systems and Management In-
formation Systems, are proposed in Yu et al. (2006).
The vulnerability index of the cyber security of a system
is calculated as follows:
I P E P EL E L ELjc j
j N
j j j= ( ) × ( ) × ( )
∈
∑ (3)
where
P(Ej) – the probability of the occurrence of event Ej;
P EL Ej j( ) – the probability of power system accident ELj re-
sulting from cyber security event Ej; and
Lj – the loss caused by accident ELj.
It is not clear from the paper how the probability of a se-
curity event is estimated, it is only mentioned that the
probability is Poisson distributed.
4.6. Scenario-based approach to risk analysis in support
of cyber security, 2006 (Gertman et al., 2006)
A scenario-based approach to cyber risk assessment used by
the Control Systems Security Center (CSSC) for the National
Cyber Security Division of the Department of Homeland Se-
curity is described in Gertman et al. (2006).
The scenario and risk assessment process consists of ten
activities: (1) identify key infrastructure; (2) identify represen-
tative mid-level processes; (3) determine consequences levels;
(4) develop process flow diagrams with key components, struc-
tures and systems; (5) review underlying safety analysis and
operating history; (6) review threat and vulnerability data;
(7) develop likely attack pathways and key human–system re-
sponses; (8) compute probabilities and assess quantifiable
resultant damage state; and (10) document findings, assess limi-
tations and produce uncertainty characterisation.
The system under examination was modelled by experts
familiar with industrial process and security requirements.Vul-
nerabilities and threats as well as expected human–system
response were reviewed by operation experts, while probabili-
ties and possible ways of attacks were defined by cyber experts.
The opinions of experts were captured using the Delphi tech-
nique.As a part of the scenario-basedmethod attack variations,
skills required by an attacker and potential system effects were
elaborated for a particular cyber attach scenario on a nuclear
plant.
4.7. Two indices method for quantitative assessment of
the vulnerability of critical information systems, 2008 (Patel
et al., 2008)
Another method for the qualitative assessment of the vulner-
ability (security level) of a SCADA system is suggested in Patel
et al. (2008).The method helps systemmanagers to make more
informed decisions about security countermeasures to be
implemented.
Themethod is based on a vulnerability tree augmented with
two indices, namely threat-impact index and cyber-vulnerability
index. The threat-impact index reflects a financial effect of a
cyber threat: a higher index indicates a higher impact. The
cyber-vulnerability index reflects the vulnerability of a system
with regard to cyber attacks. A more vulnerable system has a
higher index. Both indices are measured on the scale from 0
to 100.
The method requires six steps to be undertaken:
1. development of the base-level and expanded vulnerability
trees for an original system;
2. population of an effect analysis table and calculation of
threat-impact index values;
3. augmentation of the tree with threat-impact index values;
4. calculation of cyber-vulnerability index values;
5. augmentation of the tree with cyber-vulnerability index
values; and
6. reproduction of steps 2–5 for a security-enhanced system
and the comparison of results.
The vulnerability tree presented in Patel et al. (2008) was
developed based on the analysis of attacks launched in the past.
Financial losses caused by attacks were estimated by inter-
viewing engineers, managers, operator and accountants. The
probabilities of attacks were identified based on historical data.
The method was applied to a test SCADA system at the Uni-
versity of Louisville.
4.8. Cyber-terrorism SCADA risk framework, 2009
(Beggs and Warren, 2009)
In Beggs andWarren (2009), a cyber-terrorism SCADA risk frame-
work which is validated by a focus group of five SCADA industry
experts is presented. The framework consists of three stages:
(1) risk assessment, (2) capability assessment model, and (3)
controls.
The recommendation for the risk assessment stage is to
adjust the AS/NZS 4360:2004, an Australian risk management
standard, for the specifics of SCADA systems. For the devel-
opment of the cyber-terrorism capability assessment model,
the level of cyber-terrorist group capability is characterised using
eight indicators: (1) advanced ICT skills, (2) advanced hacking
tools and techniques, (3) access to new advanced ICTs, (4) ad-
vanced knowledge of SCADA systems, (5) insiders within the
organisation of a selected target, (6) reconnaissance, (7) funding,
and (8) motivation.
The control stage adopts another Australian standard AS/
NZS 27002:2006 for information security management and
adjusts it to the SCADA context listing eleven security control
clauses:
1. SCADA Security Policy,
2. SCADA Physical and Environmental Security,
3. SCADA Organisation Information Security,
4. SCADA Asset Management,
5. SCADA Human Resources Security,
6. SCADA Communications and Operations Management,
7. SCADA Access Control,
8. SCADA Information Systems Acquisition, Development
and Maintenance,
9. SCADA Information Security Incident Management,
10. SCADA Business Continuity Management, and
11. SCADA Compliance.
8 c om pu t e r s & s e cu r i t y 5 6 ( 2 0 1 6 ) 1 – 2 7
4.9. Evaluating the risk of cyber attacks on SCADA
systems via petri net analysis, 2011 (Henry et al., 2009)
Amethodology for quantifying the risk of cyber attacks on com-
puter network operations on SCADA systems is introduced in
Henry et al. (2009). The method is based on the Petri Net state
coverability analysis and process simulation.The purpose of the
method is to identify all high-consequence attack states. The
method avoids the use of such measure as likelihood since it
is “difficult to credibly evaluate in many practical applications”, but
rather represents risk as “a function of the resources to which an
attacker can gain access during an attack” (Henry et al., 2009).The
method is demonstrated on a non-automated hazardous liquid
loading process which is described in Balasubramanian et al.
(2002).
For the purpose of analysis, first, potential process failure
modes with corresponding consequences are identified and
from them those failure modes are separated which may lead
to a process failure. Then, the resources needed by an at-
tacker to commit an attack are identified.As a result, three Petri
net models are designed: industrial process model, SCADA op-
erationmodel and resource-vulnerability topology.The resources
available to an attacker form prerequisites for a SCADA failure,
which in its turn may result in one or more process failures.
Consequences may be measured in a metric meaningful to
process owners. As examples such possible metrics as lost pro-
duction throughput and environmental pollution arementioned.
In the example provided in the paper, the severity of impact
is measured in terms of the number of injures to the person-
nel serving the process.
Two riskmetrics are proposed in Henry et al. (2009): (1) centre
of mass risk measure, which is the median of the set of the
consequence of all inducible SCADA and process failure modes;
and (2) worst-case risk measure, which is a maximum value
of the set. Six types of failure modes are adopted from
Balasubramanian et al. (2002).
4.10. Hierarchical, model-based risk management of
critical infrastructures, 2009 (Baiardi et al., 2009)
In Baiardi et al. (2009), an approach to risk management based
on a set of the hierarchical labelled hypergraphs of the secu-
rity dependencies between the components of an infrastructure
is elaborated.
In this approach an infrastructure hypergraph and an evo-
lution graph, which may be regarded as a more detailed
variation of an attack graph, are developed. An infrastructure
hypergraph is a model of the interdependent components of
a system depicting the internal states of components and op-
erations on them.An evolution graph is a directed acyclic graph
which consists of the states of an elementary attack commit-
ted to achieve a final goal. Each evolution describes an attack
strategy. For analysis, an evolution graph is pruned to remove
all evolutions with low probabilities.The probability of an attack
strategy is defied based on the complexity of actions and re-
sources required by an attack, and are based on historical data
regarding the occurrence of attacks.
A metamathematical framework for the selection of the
optimal set of countermeasures based on minimal sets and a
partial ordering among subsets of countermeasures accom-
panies the approach proposed.
Software tools supporting (1) the design of evolution graphs,
(2) the pruning of a graph (the removal of the nodes and arches
selected according to the strategy described in the paper) and
(3) the choice of countermeasures are developed to facilitate
and automate the approach proposed.
The application of the approach is demonstrated on generic
graphs which may illustrate a water distribution, a pipeline
system or a sales devices data collection infrastructure.
4.11. Network security risk model (NSRM), 2009 (Henry
and Haimes, 2009)
The Network Security Risk Model (NSRM) is introduced in Henry
and Haimes (2009). The NSRM is a directed graph represent-
ing an attack. In a graph, nodes depict the components of a
system and edges denote linkages through which one com-
ponent may influence another. The purpose of the model is
to assist with the selection of risk management controls by pro-
viding a measure of risk and by calculating the measure for a
baseline and for a security enhanced versions of a system.
The application of the model is demonstrated on a simpli-
fied crude oil pipeline pump station controlled by a SCADA
system which is a part of a larger process control network.
The NSRM comprises eight steps:
1. Identify risk metrics specific to a system. In the example
presented in Henry and Haimes (2009), risk is measured in
terms of the gallons of crude oil lost flow per day. Two
metrics, expected and extreme event loss production, are
examined.
2. Decompose a controlled infrastructure in a hierarchical
model.
3. Characterise process failure modes and effects using Adap-
tive Multi-Player Hierarchical Holographic Modelling (AMP-
HHM) framework (Haimes and Horowitz, 2004), where in
order to get a broader view a conflict is examined from the
perspectives of both opposing sides.
4. Specify model processes and process disruption modes.
Process specification is developed from a hierarchical model
of a system.
5. Construct an attack scenario using HHM and AMP-HHM.
Each attack scenario is characterised by attacker objec-
tives, attacker type and the points of access.
6. Characterise network security structure Level and Barrier
Diagram (ALBD) (Salinas, 2003) which covers success levels,
barriers with OR and AND junctions.
7. Decompose the control network via decomposing the re-
sulting ALBD into network components and linkages
between them.
8. Define process disruption modes and resource require-
ments in terms of component access for each attack
scenario.
Based on the return, the optimal attacker policy is identi-
fied showing which components of a system and in what order
an attacker may attempt to compromise. A loss of crude oil
for a baseline systems and the probability of the success of an
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attack are calculated. Next, the same parameters are esti-
mated for a security-enhanced versions of the system. The
analysis of the trade-offs between risk metrics for each
security-enhanced version of the system and the cost of the
corresponding security solutions allows the identification of
the optimal security strategy and helps with security budgeting.
In Henry and Haimes (2009), a methodology for calculat-
ing all parameters of the system is provided. It is noted also
that due to the lack of statistical data and due to the specif-
ics of individual systems, experts must be involved in the
estimation of parameters involved in the calculation.
4.12. Attack countermeasure tree, 2010 (Roy et al., 2010)
In Roy et al. (2010), the risk assessment method based onAttack
Countermeasure Tree (ACT), which enriches a widely used in
risk assessment concept of an attack tree with information
about security countermeasures, is introduced.There are three
types of events in an ACT: attack event, detection event and
mitigation event. An ACT may be augmented with the cost
of an attack and the amount of security investment. The cost
of an attack is the cost of the consequences of events leading
to an attack with the minimal cost and is restricted by the
budget of an attacker.
Attack scenarios may be produced from an ACT, as well as
information extracted enabling qualitative and probabilistic se-
curity and risk assessment. Qualitative analysis allows the
identification of the minimal combination of attack events as
in any attack tree. The probability of an attack may be calcu-
lated based on the probabilities of single attack events. Formulas
or calculating return of investment and return of attack are
also suggested.
An ACT may be used to find the minimum set of defence
mechanisms which includes at least one defence mecha-
nism from each attack path. If more than one of such sets are
found then other parameters (e.g. the cost of a set or the prob-
ability of an attack) may be used to choose the optimal set.
The use of an ACT is demonstrated on a case study of a
SCADA attack. The analysis in Roy et al. (2010) was per-
formed using a software tool SHARPE (Symbolic Hierarchical
Automated Reliability and Performance Evaluator), “a general
hierarchical modeling tool that analyzes stochastic models of reli-
ability, availability, performance, and performability” (Trivedi and
Sahner, 2009). The optimisation was performed in MATLAB.
4.13. Adversary-driven state-based system security
evaluation, 2010 (LeMay et al., 2010)
In LeMay et al. (2010), the ADversary VIew Security Evalua-
tion (ADVISE) method is proposed. It enriches an attack graph
with the characteristics of an adversary. The purpose of the
method is to simulate an attack on a system, identify the most
likely attack path and to calculate the probability of the success
of an attack using an executable state-based security model
of a system.
The ADVISE method recommends to follow three steps in
order to receive an answer to a security question: (1) charac-
terise adversaries and system, and specify security metrics;
(2) developed an executable attack graph describing possible
attacks; and (3) execute the graph to produce an answer.
A security model of a system, an attack execution graph,
includes security-relevant system characteristics presented as
a set of attack steps and the characteristics of an adversary.
An attack step, an example of which is depicted in Fig. 3, is
characterised by attack precondition, execution time, cost,
a set of outcomes, outcome distribution, detection distri-
bution, payoff and state variable updates. An adversary is
characterised by two system-independent characteristics (attack
preference weight and attack skill level) and by three system-
dependent characteristics (attack goal, system access and
system knowledge).
In 2011, in the follow up paper (LeMay et al., 2011) a soft-
ware tool that automates the ADVISE method was presented.
The tool, which is built upon the existing modelling tool Möbius
(Deavours et al., 2002), automates input of system and adver-
sary data, and the generation of executable models. In LeMay
et al. (2011), another case study is presented based on the com-
parison of two generic SCADA architectures described in NIST
SP 800-82 (NIST, 2011) attacked by four types of adversaries.
Fig. 3 – An attack step (LeMay et al., 2010, 2011).
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4.14. Risk-assessment model for cyber attacks, 2010 (Patel
and Zaveri, 2010)
Another risk-assessment model for cyber attacks on Informa-
tion Systems is introduced in Patel and Zaveri (2010) and its
application is demonstrated on a test SCADA system of a chemi-
cal plant. The model may be used for risk assessment, cost–
benefit analysis supporting the acquisition of IT components,
and for the calculation of insurance premium by insurance
companies.
Based on the literature review and their research, the authors
of the paper enumerate seven possible attack types (replay
capture, spoofing, denial of service, control message modifi-
cation, write to master terminal unit, write to remote terminal
unit and remote terminal unit response alteration) and specify
six types of loss an attack may cause (control-loss, product-
loss, staff-time loss, equipment damage, and prevention)
along with the probability of type of loss for each type of
attack.
A loss caused by an attack in Patel and Zaveri (2010) depends
on the type of an attack and other losses as estimated by
chemical plant experts. The paper presents a formula for
calculating a loss of each type.The prevention cost, for example,
is calculated as a product of the cost of the upgrade of IT
components resistant to a specific type of attack and
the probability of prevention loss for this attack type.
Ultimately, a total estimated revenue loss from all types
of cyber attacks may be calculated using the model
proposed.
It is mentioned that a tool was developed to automate the
loss estimation process suggested, but no details regarding the
tool are provided.
4.15. Cybersecurity for critical infrastructures: attack and
defence modelling, 2010 (Ten et al., 2010)
A SCADA security framework RAIM, which consists of four
parts (Real-time monitoring, Anomaly detection, Impact analy-
sis and Mitigation strategies) is introduced in Ten et al.
(2010).
The real-time monitoring and anomaly detection modules
of the framework are based on the continuous monitoring of
system logs and are needed to collect data for the subse-
quent impact analysis. Impact analysis aims to examine
intrusion behaviours and a possible impact of a cyber attack
on a SCADA system and consists of four steps: (1) capturing
system configuration in a cybernet; (2) power flow simula-
tion; (3) vulnerability index calculation; and (4) security
improvement.
Impact analysis is based on an attack tree where a cyber se-
curity vulnerability index shows the likelihood of a leaf of an
attack tree being compromised, the likelihood of a specific in-
trusion scenario or of the overall attack.The indices are calculated
based on historical data regarding intrusions, and information
about security countermeasures and password policies.The leaf
vulnerability index depends on port auditing and password
strength.
The application of the framework is demonstrated on a test
subnet of electric power control network.
4.16. Digraph model for risk identification and
management in SCADA systems, 2011 (Guan et al., 2011)
A digraph model of a SCADA system for a chemical distilla-
tion column of a laboratory scale is presented in Guan et al.
(2011).The model provides a formal representation of the struc-
ture and behaviour of a SCADA system and may be exploited
for risk impact assessment and fault diagnosis.
The vertexes of the graph are the components of a SCADA
system and a directed edge exist between two vertexes if a
security risk at an initial vertex may affect security of a ter-
minal vertex. The reachability matrix of a graph and its
partitioning may be used to separate the components that
are more likely to be impacted from those that are less likely
to be impacted if the component represented by the initial
vertex of a digraph is found at risk. For fault diagnosis a digraph
is used in a deductive manner in a way similar to fault trees.
It is used to identify the sources of a fault when a fault is
observed in one of the components.The ancestors of all faulty
components form the set of potential fault sources. The set
is then reduced to one source which is common to all faulty
components. The use of digraph for fault diagnoses is exem-
plified on the scenario where a hacker penetrates a corporate
network and then injects a SCADA DNP3 traffic with a mali-
cious code.
4.17. Risk assessment, detection, and response, 2011
(Cardenas et al., 2011)
A risk assessment method for sensor networks accompanied
by attack detection and automatic response modules is pre-
sented in Cardenas et al. (2011).
In Cardenas et al. (2011), the standard formula for calcu-
lating risk as an average loss is accepted and interpreted in
the context of a sensor network:
R L pi i
i
μ = ∑ (4)
where pi is the probability of an attacker compromising sensor
i and is accepted to be the same for all sensors and Li is a loss
resulting from the compromise.
The following attack model is proposed which may reflect
integrity and DoS attacks:
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where y ki ( ) is a measurement received by the controller at time
k; yi(k) is an actual measurement; ai(k) is a measurement under
attack; and Ka is the duration of an attack.
For detecting anomaly, a linear model as an approxima-
tion of the behaviour of a physical system is developed.Then,
anomaly is detected using a non-parametric cumulative sum
statistic. When anomaly is detected, an automated response
to an attack is fired while awaiting human actions.
The experiments were run to simulate cyber attacks on a
chemical reactor implemented as aTennessee-Eastman process
control system model presented in Ricker (1993). The experi-
ments demonstrated that the risk assessment model proposed
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helps to establish which type of attack and which sensor in a
network must be given a priority in a security budget.
4.18. Cyber security risk assessment in nuclear power
plants, 2012 (Song et al., 2012)
A cyber security risk assessment methodology that may be ex-
ploited in the process of the design of instrumentation and
control systems in nuclear power plants is suggested in Song
et al. (2012).
The methodology outlines six steps that must be under-
taken in order to conduct cyber security risk assessment during
the system and component design, and equipment supply
stages:
1. system identification and cyber security modelling,
2. asset and impact analysis,
3. threat analysis,
4. vulnerability analysis,
5. security control design, and
6. penetration test.
The paper describes the activities that must be under-
taken during each step by summarising the relevant NIST
standards. Possible attack scenarios are listed to be used in
threat analysis. As for vulnerability analysis, it is recom-
mended to use an existing lists of vulnerabilities and adapt
them to the specifics of a system under analysis. Security con-
trols may be adopted from relevant NIST standards (e.g. NIST
SP 800-82 (NIST, 2011)). Finally, security control design must
be validated by means of vulnerability scans and penetration
tests.
4.19. Boolean logic driven markov processes, 2012 (Kriaa
et al., 2012)
The Boolean logic Driven Markov Processes (BDMP) model-
ling approach is described in Kriaa et al. (2012).
The BDMP formalism, which combines fault trees with
Markov processes, facilitates the modelling of an attack on a
system. Qualitative and quantitative outcome useful for risk
assessment may be produced from a BDMP model.
The BDMP formalism uses the following modelling objects:
(1) leaves for attack modelling, namely Attacker Action,Timed
Security Event and Instantaneous Security Event; (2) gates such
as AND and OR, and several specific gates; and (3) links in-
cluding classical logic links and two specific links,Trigger Link
and Before Link.An example of the STUXNET attack model ren-
dered using the BDPMmodelling approach is presented in Kriaa
et al. (2012). A leaf of a BDPMmodel is characterised by success
rate and probability. All attack paths may be identified and
ordered by their probabilities or by effect on attack success.
The quantitative analysis of the STUXNET BDPM model in
Kriaa et al. (2012) was performed using modelling tool KB3
(Piétre-Cambacédés et al., 2011). The probabilities and success
rates of the leaves of the model were quantified by the authors
of the paper “based on [their] own estimation and writings by se-
curity consultants” (Kriaa et al., 2012).
4.20. A CORAS-based risk assessment for SCADA, 2012
(Francia et al., 2012)
CORAS (Aagedal et al., 2002; Stolen et al., 2002) is a model-
based risk assessment method designed for security critical
systems. It is based on ISO/IEC 31000. CORAS is designed for
“security-critical systems in general, but puts particular emphasis
on IT security” (Aagedal et al., 2002). CORAS covers the entire
risk management process and heavily uses models at many
stages of risk management.
There is a large number of publications related to CORAS.1
In this paper, we analyse only the publication related to the
application of CORAS in the context of a SCADA system, namely
Francia et al. (2012).
In Francia et al. (2012), CORAS is used for the risk analysis
of a SCADA system. First, assets and their levels of impor-
tance are identified.Then, threats and vulnerabilities are listed.
Finally, using the CORAS modelling language a set of threat
diagrams is developed. The threat diagrams presented in the
paper were created as a result of a brainstorming session in
which security and risk experts participated along with system
stakeholders.
The paper reports only preliminary results of a research
project and outlines an extensive future work. In the main
Francia et al. (2012) demonstrates that the CORAS modelling
language is useful for threat modelling in the context of a
SCADA system.
4.21. A PMU-based risk assessment framework for power
control systems, 2013 (Yan et al., 2013)
In Yan et al. (2013), a Phasor Measurement Unit (PMU)-based
risk assessment framework for SCADA systems of power grids
is introduced. The application of the framework is demon-
strated using a simulation on the IEEE 10 Generator 39 Bus
System.
The steps of the framework are as described below. First,
the configuration of a system is identified. Next, vulnerabili-
ties within the system are identified and quantified using the
Duality Element Relative Fuzzy Evaluation Method (DERFEM).
Then, an attack graph is designed and used in order to find
intrusion scenarios, the probabilities of which are also
calculated.
In addition, the paper presents System Stability Monitor-
ing and Response System (SSMARS). SSMARS is an on-line
scheme based on PMU data. It monitors the impact of adver-
sary events on a power system in real time and induces control
actions to control voltage when needed.
4.22. Improved risk assessment method for SCADA
information security, 2014 (Markovic-Petrovic and
Stojanovic, 2014)
In Markovic-Petrovic and Stojanovic (2014), a modification of
a traditional method for calculating the effectiveness of in-
trusion, detection and prevention systems in terms of averting
a specific class of attacks on a system is presented.The purpose
1 http://coras.sourceforge.net/online_documentation.html.
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of the method is to “allow the determination of the optimum level
of security investment and definition of different levels of accept-
able risk”. The method, according to its authors, enables a more
precise calculation of loss expectancy than any other method.
This is achieved by taking into account the strength of an attack
and its effect on the system performance, which is measured
using weighing factors.
The following formula is introduced in Markovic-Petrovic
and Stojanovic (2014) for calculating Annual Loss Expectancy
(ALE):
ALE W W DL AROA i j
j
M
i
N
=
⎛
⎝⎜
⎞
⎠⎟ ×== ∑∏ 11 (6)
where WA is weighting factor, which scales maximum direct
losses depending on the strength of attack; N is the number
of conditions contributing to indirect losses; W is indirect costs
resulting from a condition; M is the number of loss types; and
ARO is the annual rate of the occurrence of an attack, which
is defined based on the analysis of historical data.
Return on Security Investment (ROSI) is then calculated as
follows:
ROSI ALE RiskMitigated C CS S= × −( )% (7)
where CS is the cost of implemented security controls.
The application of the method is demonstrated on a case
study of a run-off-river hydro-power plant.
4.23. Cyber-security analysis of smart grid SCADA
systems with game models, 2014 (Hewett et al., 2014)
The application of game theory to a cyber security analysis of
a smart grid SCADA system is discussed in Hewett et al. (2014).
The interaction between an attacker and a defender (a SCADA
system administrator) is modelled as a two-player, non-
cooperative, sequential, perfect information and non-zero sum
game. The approach is demonstrated on a case study of the
sensor network of a smart grid SCADA system.
Within the approach, a game tree is developed and popu-
lated with players’ payoffs. In order to develop a game tree,
first, the following possible actions of an attacker are defined:
aS is Sybil attack, an attacker deploys a malicious (Sybil) sensor
device, which acts as a legitimate sensor; aNC is node com-
promise, ae is eavesdropping; aDI is data injection; and aNIL is
no attack action.Then, the possible defender response modes
are defined as rc – cut-off energy to a sensor, ra – alert MTU,
and rm – maintain correct data and valid nodes.
The following formula for calculating an impact of an action
a is presented in Hewett et al. (2014):
Impact a w C a w I a w A ac i a( ) = ( ) + ( ) + ( ) (8)
where wc, wi, and wa are the weights of confidentiality, integ-
rity and availability respectively and C a I a( ) ( ), and A(a) are the
impacts of action a on confidentiality, integrity and availabil-
ity respectively. The parameters in this formula are quantified
based on expert opinion and historical data. The payoff of a
player at a current decision node is calculated as a sum of his
previous payoff at the parent node and the current payoff, which
is a function of the impact of the current action on the player.
Game theory analysis in Hewett et al. (2014) helps to identify
a payoff of an attacker and defender at each step and to es-
tablish the strategies with the best payoff for both players.
4.24. Quantitative methodology to assess cyber security
risk of SCADA systems, 2014 (Woo and Kim, 2014)
A methodology for quantitative assessment of cyber security
risk in SCADA systems based on the optimal power flow and
power flow tracing is introduced in Woo and Kim (2014).
The fifteen types of threats and the four components of a
SCADA system (EMS server, a SCADA server, RTU and com-
munication network) are distinguished in Woo and Kim (2014).
For the quantification of vulnerabilities, first, the relevance of
each threat to each component is defined.Then, a vulnerabil-
ity index is assigned to each component of a system. The
vulnerability index of a component is based on historical data,
where available, and on the security characteristics of the com-
ponent. For the quantification of threats, a normalised weighted
index is assigned to each type of threat for each component
of a SCADA system. It is based on the applicability of the treat
to the component, the vulnerability index of the component
and the damage capacity of the component. The asset value
is calculated based on the outage cost.
The optimal power flow is estimated as a minimal power
generation cost for all generators under the restrictions on gen-
erators and line capacities. The power flow tracing method,
which is based on the graph theory, is then used to exam-
ined the interdependencies between generators and load
terminals in order to calculate outage cost for each compo-
nent of a SCADA system.
Finally, risk is calculated in monetary terms as a product
of the probabilities of a threat and vulnerability, and of the cost
of an asset.
5. Summary analysis and key findings
5.1. Descriptive statistics
The list of the risk assessment methods described in the pre-
vious section is summarised in Table 1. In Table 1, country is
the country of the first author of the paper and citations is the
number of citations of the paper according to Google Scholar
Citation Index as on 12 January 2015.
The number of papers covering risk assessment in SCADA
produced between 2004 and 2014 vary between 0 and 4 per year
(Fig. 4). No noticeable increase in the number of papers over
time is encountered. Among the papers analysed, the re-
search from the following countries France, Canada, China,
Australia, Serbia, Ireland and Italy is represented by one paper
each. Two papers originate from Korea, while the majority (15
papers) are produced by researchers from the USA.
The largest number of citations (104) is acquired by Cardenas
et al. (2011) published in 2011. It is worth noting here that
Cardenas et al. (2011) covers the scope broader than risk as-
sessment and describes also modules for attack detection and
automated response to an attack.The second most cited paper
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among analysed, with 87 citations, is Ten et al. (2010) which
is published in 2010 and which introduces the four compo-
nent (real-timemonitoring, anomaly detection, impact analysis
and mitigation strategies) security framework for SCADA
systems.The third most cited paper, with 85 citations, is Byres
et al. (2004) which is published in 2004 and describes the use
of attack trees for assessing vulnerabilities in SCADA systems.
5.2. Categorisation of the methods
Most often, risk assessment methods in general are classi-
fied into qualitative and quantitative (Campbell and Stamp,
2004; Karabacak and Sogukpinar, 2005; Patel et al., 2008), with
semi-quantitative methods being distinguished in some pub-
lications (Campbell and Stamp, 2004; Markovic-Petrovic and
Stojanovic, 2014). While qualitative methods use a subjective
classification of risk (e.g. low–medium–high), quantitative
methods strive to measure risk numerically. The majority of
quantitative methods are probabilistic. The difficulties of the
quantitative measurement of security which hold in the risk
quantification context also are discussed in Verendel (2009).
Alternatively, risk assessment methods are classified into
traditional assessments and baseline controls (von Solms, 1997).
In Campbell and Stamp (2004), a new classification scheme for
risk assessment methods is suggested. It separates methods
Table 1 – List of the risk assessment methods for SCADA systems (ordered by the number of citations).
No. Ref. Year Method title Country Citations
1 Cardenas et al. (2011) 2011 Risk Assessment, Detection, and Response USA 104
2 Ten et al. (2010) 2010 Cybersecurity for Critical Infrastructures: Attack and
Defense Modeling
Ireland 87
3 Byres et al. (2004) 2004 Attack Trees for Assessing Vulnerabilities in SCADA Canada 85
4 McQueen et al. (2006) 2006 Quantitative Cyber Risk Reduction Estimation
Methodology
USA 44
5 Patel et al. (2008) 2008 Two Indices Method for Quantitative Assessment of
the Vulnerability of Critical Information Systems
USA 31
6 Chittester and Haimes (2004) 2004 Risk Assessment in GPS-based SCADA for Railways USA 26
7 Baiardi et al. (2009) 2009 Hierarchical, Model-Based Risk Management of
Critical Infrastructures
Italy 26
8 LeMay et al. (2010) 2010 Adversary-Driven State-Based System Security
Evaluation
USA 21
9 Roy et al. (2010) 2010 Attack Countermeasure Tree USA 19
10 Yu et al. (2006) 2006 Vulnerability Assessment of Cyber Security in Power
Industry
China 12
11 Kriaa et al. (2012) 2012 Boolean logic Driven Markov Processes (BDMP) France 10
12 Permann and Rohde (2005) 2005 Vulnerability Assessment Methodology for SCADA
Security
USA 9
13 Henry and Haimes (2009) 2009 Network Security Risk Model (NSRM) USA 8
14 Henry et al. (2009) 2009 Evaluating the Risk of Cyber Attacks on SCADA
Systems via Petri Net Analysis
USA 7
15 Patel and Zaveri (2010) 2010 Risk-Assessment Model for Cyber Attacks USA 7
16 Song et al. (2012) 2012 Cyber Security Risk Assessment in Nuclear Power
Plants
Korea 6
17 Beggs and Warren (2009) 2009 Cyber-Terrorism SCADA Risk Framework Australia 2
18 Francia et al. (2012) 2012 CORAS-based Risk Assessment for SCADA USA 2
19 Guan et al. (2011) 2011 Digraph Model for Risk Identification and
Management in SCADA Systems
USA 1
20 Yan et al. (2013) 2013 ”PMU-based Risk Assessment Framework for Power
Control Systems
USA 1
21 Gertman et al. (2006) 2006 Scenario-based Approach to Risk Analysis in
Support of Cyber Security
USA 0
22 Markovic-Petrovic and Stojanovic (2014) 2014 Improved Risk Assessment Method for SCADA
Information Security
Serbia 0
23 Hewett et al. (2014) 2014 ”Cyber-Security Analysis of Smart Grid SCADA
Systems with Game Models
USA 0
24 Woo and Kim (2014) 2014 Quantitative Methodology to Assess Cyber Security
Risk of SCADA Systems
Korea 0
Fig. 4 – The number of papers per year.
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into nine categories according to the approach used, and the
level of the involvement of a risk expert and system owner.
Risk assessment methods based on graphs are widespread.
Tree-based risk assessment methods (e.g. fault tree, attack tree,
event tree, vulnerability tree and various combinations of the
above) as well as other risk assessment methods based on di-
rected graphs fall under the category of probabilistic methods.
Tree-based methods are similar in their logic and aim to define
the probability of the top event or its reliability (Patel et al., 2008).
What constitutes the major difference between various tree-
based methods is the top event. In Cheminod et al. (2013), Patel
et al. (2008), Ralston et al. (2007), Taylor et al. (2002), among proba-
bilistic tree-based methods for SCADA systems inductive and
deductive methods are distinguished. Inductive methods (e.g.
event tree) trace from possible causes to undesired events as
opposed to deductivemethods (e.g. fault and attack trees), which
trace from undesired events to possible causes (Ralston et al.,
2007). Inductive methods are also referred to as forward search
techniques, while deductive methods are referred to as back-
ward search techniques (Taylor et al., 2002).
As pointed out in Morgan (2013) and Ralston et al. (2007),
risk assessment methods as applied to SCADA systems are dif-
ficult to categorise. Based on the analysis presented in this
paper, we suggest an intuitive categorisation for the methods
examined.This classification scheme is generic and we foresee
that it may be applied to other domains.
First, the methods examinedmay be categorised by the level
of detail and coverage as follows:
• Guidelines outline a set of steps for a user to follow either
assuming that the user knows how to perform each step
or, in better cases, providing references to specific methods
that may be exploited. An exhaustive description of activi-
ties within each step is absent. Guidelines strive to cover
the majority of the stages of the risk management process.
The coverage of the stages by guidelines is broad, while the
level of detail provided is low.
• Activity-specific methods focus on and in depth examine a spe-
cific activity performed at a certain stage of the risk
management process.The level of detail here is high, while
the coverage in terms of the stages of the risk manage-
ment process is narrow.
• Elaborated guidelines are the combinations of the two cat-
egories listed above. Elaborated guidelines provide a coarse
outline of many or even all stages of the risk manage-
ment process and concentrate particularly on one or more
specific activities within the process. The coverage of the
risk management process stages here is broad and the level
of detail provided is high.
The categorisation of the methods analysed into guide-
lines, activity-specific methods and elaborated guidelines is
summarised in Table 2, which shows that the majority of the
methods examined fall under the category of activity-specific
methods.
Second, the risk assessment methods examinedmay be split
into:
• Formula-based methods – these methods are based on math-
ematical models of risk. A formula-based method consists
of a set of formulas to calculate risk or impact. These
methods do not use any models to support risk assess-
ment, but represent supporting information in a tabular or
textual form.
• Model-based methods – in thesemethods risk analysis is based
on a graphical model.Thesemethods, in themajority of cases,
are supported by mathematical models as well to enable
qualitative and typically probabilistic analysis.Amongmodel-
based methods one may separate graph-based methods and
methods based on other types of models (e.g. HHM).
Table 3shows the categorisation of the papers examined into
formula- and model-based methods. The majority of the
methods are based on graphs or their multiple variations as
Table 3 hints at. Attack trees are used in the large number of
proposals. Many attack-tree-based methods either enrich an
attack tree with additional data or combine it with the models
of other types (Table 3).
Three of the papers examined, namely Beggs and Warren
(2009); Permann and Rohde (2005); Song et al. (2012), we were
not able to assign to either formula- or model-based category
since the papers are guidelines, and the specific methods of
analysis within these guidelines must be chosen by users.
As Table 3 also shows that among themodel-basedmethods,
the vast majority are attack- or failure-oriented,while only three
methods (Baiardi et al., 2009; Chittester and Haimes, 2004; Guan
et al., 2011) are goal-oriented.More precisely Baiardi et al. (2009)
exploits dual approach, while infrastructure hypergraph may
be attributed to the goal-oriented approach, evolution graph
belongs to the attack-oriented approach.The goal-oriented ap-
proach focuses on positive outcomes and bring together the
elements that an organisation’s success (The Open Group, 2012)
as opposed to failure-oriented approach that concentrates
around the identification of all possible types of attack and
failure modes.
Table 2 – Categorisation of the methods by the level of
detail and coverage.
Level of
detail
coverage
High Low
Broad Elaborated guidelines (Baiardi
et al., 2009; Gertman et al.,
2006; Henry and Haimes, 2009;
McQueen et al., 2006; Ten et al.,
2010; Yan et al., 2013)
Guidelines (Beggs
and Warren, 2009;
Permann and
Rohde, 2005; Song
et al., 2012)
Narrow Activity-specific methods
(Byres et al., 2004; Cardenas
et al., 2011; Chittester and
Haimes, 2004; Francia et al.,
2012; Guan et al., 2011; Henry
et al., 2009; Hewett et al., 2014;
Kriaa et al., 2012; LeMay et al.,
2010; Markovic-Petrovic and
Stojanovic, 2014; Patel and
Zaveri, 2010; Patel et al., 2008;
Roy et al., 2010; Woo and Kim,
2014; Yu et al., 2006)
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Traditionally, we also split the risk assessment methods ex-
amined into qualitative and quantitative as summarised in
Table 4. More than a half of the methods examined are proba-
bilistic. Three methods are quantitative, but do not use the
notion of probability in their quantification of risk. Five out of
the methods examined are qualitative.
5.3. Probabilistic methods
Table 4 indicates that Probabilistic Risk Assessment (PRA)
methods are widely used in risk assessment of SCADA systems.
However, PRA methods suffer from a range of disadvantages
(Guan et al., 2011; Morgan, 2013; Ramana, 2011):
• The estimation of risk is never complete in the mathemati-
cal sense. The reader may want to return to Formula (1),
where a complete set of undesired events is never known.
• No way is provided to deal with hitherto unknown vulner-
abilities, attacks or failure modes.
• Continuous revision is required. In Formula (1), a revision
is needed in order to keep a set of undesired events as com-
plete as possible reflecting the rapidly evolving cyber security
domain, or, turning to Formula (2), to keep the set of known
vulnerabilities and threats up-to-date. In 1979, it was stated:
“It is conceptually impossible to be complete in a mathematical
sense in the construction of event-trees and fault-trees; what
matters is the approach to completeness and the ability to dem-
onstrate with reasonable assurance that only small contributions
are omitted. This inherent limitation means that any calculation
using this methodology is always subject to revision and to doubt
as to its completeness” (Lewis et al., 1979). Attack and vul-
nerability trees, which belong to PRA methods, usually
concentrate on a specific type of attack and at best attempt
to cover “all known threats and vulnerabilities in an infrastruc-
ture” (Patel et al., 2008, p. 484), ignoring unknown threats.
In Kriaa et al. (2012), it is declared that “in very large and
complex situations the exhaustive computation of all possible
attacks is often impossible or simply not practical.”
• Context establishment, upon which risk identification draws,
is not given direct attention (Section 5.7).
• Methods rely either on historical system data, which are dif-
ficult to access, or on subjective data (Section 5.4). The
availability of objective data for analysis limits the appli-
cability of many PRA methods. In Lewis et al. (1979), it is
recommended to “avoid use of the probabilistic risk analysis
methodology for the determination of absolute risk probabilities
for subsystems unless an adequate data base exists and it is pos-
sible to quantify the uncertainties.”
• Indirect, non-linear and feedback relationships that char-
acterisemany incidents in SCADA systems are not accounted
for.
• Numerous simplifying assumptions, which do not always
hold in real life, are made. For example, a few of the as-
sumptions encountered by this analysis are “adversaries are
like managers of multinational corporations who make rational
choices investments and expected returns” (McQueen et al., 2006),
“the vulnerabilities of each component C are known” (Ten et al.,
2010), perfect information of an attacker and a system ad-
ministrator when “both players know what has happened to
the system so far before making their decision on the next move”
(Hewett et al., 2014) and “the defender will not take any action
to defend the system unless an attack action occurs” (Hewett et al.,
2014). The examples of other assumptions are the inde-
pendence of security events, the stationarity of a system
Table 3 – Categorisation of the methods into
formula-based and model-based.
Category References
Formula-based Cardenas et al. (2011); Gertman et al. (2006);
Markovic-Petrovic and Stojanovic (2014);
Patel and Zaveri (2010); Woo and Kim (2014);
Yu et al. (2006)
Model-based Byres et al. (2004) – attack tree with
characteristics of attack goals/nodes (A)
Guan et al. (2011) – directed graph of a
system (G)
McQueen et al. (2006) – compromise graph (A)
Chittester and Haimes (2004) – HHM (G)
Patel et al. (2008) – vulnerability tree with
threat-impact and cyber-vulnerability indices (A)
Henry et al. (2009) – Petri Net (A)
Baiardi et al. (2009) – hypergraph and evolution
graph (D)
Henry and Haimes (2009) – directed attack
graph (A)
LeMay et al. (2010) – attack tree with adversary
profile (A)
Roy et al. (2010) – attack tree with
countermeasures (A)
Ten et al. (2010) – attack graph with system-,
scenario-, and leaf-level vulnerability indices (A)
Yan et al. (2013) – attack graph with probabilities
of events (A)
Hewett et al. (2014) – game tree (game theory) (A)
Kriaa et al. (2012) – fault tree with Markov
processes with probabilities and success
rates (A)
Francia et al. (2012) – CORAS modelling
language (A)
(A) – attack- or failure-oriented approach; (G) – goal-oriented ap-
proach; (D) – dual approach.
Table 4 – Categorisation of the methods into qualitative
and quantitative.
Category References
Qualitative Beggs and Warren (2009); Byres
et al. (2004); Chittester and
Haimes (2004); Francia et al.
(2012); Song et al. (2012)
Quantitative Probabilistic Baiardi et al. (2009); Gertman
et al. (2006); Henry and Haimes
(2009); Hewett et al. (2014);
Kriaa et al. (2012); LeMay et al.
(2010); Markovic-Petrovic and
Stojanovic (2014); McQueen
et al. (2006); Patel and Zaveri
(2010); Patel et al. (2008); Roy
et al. (2010); Ten et al. (2010);
Yan et al. (2013); Yu et al. (2006)
Non-probabilistic Guan et al. (2011); Henry et al.
(2009); Woo and Kim (2014)
Not specified Permann and Rohde (2005)
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over time or similarities with other systems, the use of the
aggregation of security numbers related to the different com-
ponents of a system overlooking mutual interdependencies
(Verendel, 2009).Amethod based onwrong assumptionsmay
highly likely produce incorrect results.
• Methods do not effectively cope with risks with low prob-
abilities, but extreme, catastrophic consequences (Morgan,
2013). For predicting catastrophic events such as for example
9/11, Fukushima and Chernobyl frequency-based statisti-
cal methods on which PRA methods rely have little value
(Haimes and Chittester, 2005; Ramana, 2011).
Despite their drawbacks PRA methods are popular among
the researchers and practitioners predominantly because they
provide a convenient numeric estimation of risk which assists
security decision-makers with the understanding of the se-
curity posture of an organisation and with the allocation of
security funds.
5.4. Sources of probabilistic data
Table 5 shows that in the methods examined probabilities used
for the calculation of risk or impact are derived based on his-
torical data (e.g. incident logs as in Gertman et al., 2006), expert
judgement or both. In five methods, we were not able to find
any indication of where probabilistic data come from.
PRA methods typically use probabilistic data to measure at
least one or several metrics, e.g. vulnerability existence, vul-
nerability severity, attack frequency, loss occurrence, detection
and mitigation rates, attack step success and overall attack
success to name just a few. Hence, the success of a PRAmethod
strongly depends on the quality of estimated probabilities,
which ideally should originate from objective empirical rather
than hypothetical data. Objective data in this instance are data
received from statistical sampling, historical records or ex-
perimentation (Taylor et al., 2002).
The authors of the methods examined point out that data
required for the effective estimation of risk are rarely avail-
able (Dondossola et al., 2009; McQueen et al., 2006) and,
therefore, research often has to rely on artificial data (Luiijf et al.,
2009). Objective data may often be unavailable due to various
reasons: hardware and software specifics, legacy and confi-
dentiality. Undoubtedly, this issue hinders the validation of the
methods, and diminishes the trustworthiness of risk assess-
ment results.
In Henry et al. (2009), the authors consciously avoid the use
of probabilistic data, but characterise security by median loss
and maximum loss. However, this approach is based on the
assumption that it is possible to identify a complete set of all
failure and attack modes.This assumption is open to argument.
In those examined methods, which use expert opinion, little
or no detail is provided as to how the opinion was captured
and analysed. Ultimately, this is a crucial point of any expert
opinion-based method since the correctness of risk estima-
tion is founded in the precision of the probabilities involved
in the calculation.
5.5. Domain and aim
More meticulous overview of the methods examined is
summarised in Table 6, where the domain, aim and evalua-
tion route are outlined for each method.
The risk assessment methods are developed for and applied
to a range of domains including power grids, chemical plants,
pump systems and rail road sector. Table 6 shows that eleven
out of twenty-four proposals deal with SCADA systems in power
sector considering smart grids, hydro power and nuclear power
plants. Four proposals (Baiardi et al., 2009; Beggs and Warren,
2009; Francia et al., 2012; Roy et al., 2010) do not mention any
specific sector, but discuss SCADA systems in general.
The methods examined vary significantly in terms of their
aims because they cover different stages of the risk manage-
ment process or different activities within the same stage.While
one method (Song et al., 2012) aims to list and discuss risk as-
sessment activities to be undertaken at the system design stage,
four methods (Guan et al., 2011; Permann and Rohde, 2005; Ten
et al., 2010; Yu et al., 2006) target to identify vulnerabilities and/
or to quantify the level of vulnerability of a system.The method
presented in Chittester and Haimes (2004) strives to identify
sources of risk.The declared aim of threemethods (Baiardi et al.,
2009; Patel et al., 2008; Roy et al., 2010) is the assistance with
the selection of an optimal set of countermeasures.
5.6. Evaluation
As Table 6 indicates the vast majority of methods are evalu-
ated by means of a single case study or example. A case study
or an example is typically based on a generic and simplified
model of a system or on a testbed. In some instances, a method
is not demonstrated in full, only some activities within the
method are dealt with in a case study (e.g. Roy et al., 2010) In
three proposals (Chittester and Haimes, 2004; Permann and
Rohde, 2005; Yu et al., 2006) no discussion of a method evalu-
ation was found. The application of a method to a real world
system is declared as future work in several proposals (e.g.
LeMay et al., 2010). Only in two papers, namely McQueen et al.
(2006) and Patel and Zaveri (2010), it is explicitly mentioned that
the method was applied to a real system. In Byres et al. (2004),
Table 5 – Categorisation of the methods by the source of
probabilistic data.
Source References
None or not applicable Beggs and Warren (2009); Chittester
and Haimes (2004); Francia et al.
(2012); Guan et al. (2011); Henry et al.
(2009); Permann and Rohde (2005);
Song et al. (2012)
Applicable,
but not specified
Cardenas et al. (2011); Roy et al. (2010);
Yan et al. (2013); Yu et al. (2006)
Historical data Baiardi et al. (2009); Markovic-Petrovic
and Stojanovic (2014); Ten et al. (2010)
Experts opinion Byres et al. (2004); Kriaa et al. (2012);
LeMay et al. (2010); McQueen et al.
(2006); Patel and Zaveri (2010)
Experts opinion
and historical data
Gertman et al. (2006); Henry and
Haimes (2009); Hewett et al. (2014);
Patel et al. (2008); Woo and Kim (2014)
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the validity of an attack tree is evaluated by energy sector
operators and the feasibility of attacks is tested in a labora-
tory setting. In Beggs and Warren (2009), the guideline aiming
at protection of SCADA systems from the threat of cyber-
terrorism within Australia is evaluated by a focus group of five
SCADA system consultants.
Unsurprisingly, the analysis of the risk assessment methods
for SCADA systems in terms of their evaluation leads to a con-
clusion that it is easier to propose a method than to evaluate
it in a sustainable rigorous manner. The methods are rarely,
apart from a few exceptions, discussed with industry experts
(Table 6). Since the methods are not applied to real systems,
the validity or practicality of the results rendered by a method
are also not evaluated by industry experts.
In few cases, where a method is applied to a real system,
a system is accessed only once and is not revisited again for
retesting or regarding the feedback on the usefulness and ef-
fectiveness of the method.
Table 6 – The overview of the risk assessment methods.
Ref. Domain Aim Evaluation
Chittester and Haimes (2004) Rail road sector Identify sources of risk No
Byres et al. (2004) Energy sector Calculate the characteristics of the topmost
attack event
Initial settings are validated by
energy sector operators; the
feasibility of attacks is tested in a
laboratory setting
Permann and Rohde (2005) Energy sector Identifying vulnerabilities and assessing security
of SCADA systems
No
McQueen et al. (2006) Small SCADA Calculate risk reduction in a security enhanced
SCADA system
Real life case study
Yu et al. (2006) Energy sector Calculate cyber vulnerability index No
Gertman et al. (2006) Nuclear plant Help decision makers with the allocation of
financial and personnel resources to more
critical attacks
Generic case study
Patel et al. (2008) Tank and pump
system
Help system managers to make informed
decisions about security countermeasures
Case study on a test SCADA
system
Beggs and Warren (2009) Generic SCADA Measure and protect SCADA systems from the
threat of cyber-terrorism within Australia
Focus group of five SCADA
engineering consultants
Henry et al. (2009) Hazardous liquid
loading process
Measure operational risk using
non-probability-based metrics
Case study based on the system
described in Balasubramanian
et al. (2002)
Baiardi et al. (2009) Generic SCADA Automate definition of risk mitigation plan Generic example
Henry and Haimes (2009) Crude oil pipeline
pump station
Assist with the selection of risk management
controls
Illustrative example on a
simplified version of the system
Roy et al. (2010) Generic SCADA Generation of attack scenarios and selection of
the optimal set of countermeasures
Generic example of a SCADA
attack analysed using SHARPE and
MATLAB
LeMay et al. (2010, 2011) Electric power sector Simulate an attack on a system and calculate
the probability of the success of the attack
Examples from a generic electric
power SCADA system, generic
example from NIST (2011)
Patel and Zaveri (2010) Chemical plant Calculate a total estimated revenue loss from all
cyber attacks
Real-world case study of a
chemical engineering plant
Ten et al. (2010) Energy sector Hypothetically evaluate the system vulnerability
level in a simplified way
Application on a test subnet of
electric power control network
Guan et al. (2011) Chemical distillation
column
Assess risk impact, diagnose faults and identify
vulnerabilities
Case study on a laboratory scale
distillation column
Cardenas et al. (2011) Chemical reactor
system
Identify high priority sensors for prioritising
security budget
Laboratory experiments
Song et al. (2012) Nuclear power plant Outline the risk assessment activities at the
system design stage
Example of a digital reactor
protection system
Kriaa et al. (2012) Stuxnet attack Attack modelling, and enumeration and
quantification of the possible sequences of
attack steps
Model of the Stuxnet attack
Francia et al. (2012) Generic SCADA Risk modelling of a prototypical ICS using
CORAS
Case study
Yan et al. (2013) Power grids Monitor the impact of cyber intrusions on power
system dynamics in real time
Simulation
Markovic-Petrovic and
Stojanovic (2014)
Hydro-power plant Calculating how effective intrusion, detection
and prevention systems are for preventing
attacks
Case study
Hewett et al. (2014) Smart grid Calculate payoffs and find best action strategy
for attacker and defender
Case study of a sensor network
SCADA
Woo and Kim (2014) Smart grid Calculate expected damage from a cyber threat Case study
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For the qualitative methods it is not discussed whether the
outcome produced by the method gives a sufficiently accu-
rate description of risk. The same is true for quantitative
methods. In Kriaa et al. (2012), the method is said to “enable a
coarse quantification of the attack success probability”, but it is not
validated whether the quantification suggested is accurate
enough to back up security decisions.
In the methods examined, the formulas provided for the
quantification of risk, impact or attack probabilities are typi-
cally not proved in a mathematical sense. The proof is often
limited to the statements like in McQueen et al. (2006) saying
that the formulas suggested have “intuitive meaning for the ana-
lysts, testers, and control system users” and are “clear, reasonably
intuitive, and sufficiently well-defined to guide the analysis of the pro-
posed method”. Unfortunately, what is intuitive and clear vary
from person to person and is very subjective.
5.7. Stages of risk management
The process of risk management, as it is adopted in ISO
31000:2009(E) (ISO, 2009) and ISO/IEC 27005:2011 (ISO, 2011), is
depicted in Fig. 5.
ISO 31000:2009(E) (ISO, 2009) provides the following defini-
tions for risk management and risk assessment:
Risk management – “coordinated activities to direct and control
an organisation with regard to risk” (ISO, 2009, Def. 2.2);
Risk assessment –“overall process of risk identification, risk analy-
sis and risk evaluation” (ISO, 2009, Def. 2.2), where risk
identification is the “process of finding, recognizing and de-
scribing risks” (ISO, 2009, Def. 2.15), risk analysis is the “process
to comprehend the nature of risk and to determine the level of
risk” (ISO, 2009, Def. 2.21) and risk evaluation is the “process
of comparing the results of risk analysis with risk criteria to de-
termine whether the risk and/or its magnitude is acceptable or
tolerable” (ISO, 2009, Def. 2.24).
Table 7 shows which stages of the risk management process
are addressed by each method.The stages and their definitions
are adopted as outlined in ISO 31000:2009(E) (ISO, 2009) and
ISO/IEC 27005:2011 (ISO, 2011).
In Table 7 the cell is left empty if the stage is not ad-
dressed by a method; ●means that the stage is addressed in
detail; and denotes that the stage is partially addressed (i.e.
it is briefly outlined, but no detailed recommendations on the
execution of the activities associated with the stage are pro-
vided).The last column of Table 7 describes themetrics analysed
or measured by the methods.
According to Table 7, the vast majority of methods concen-
trates on the risk identification and risk analysis stages of the
risk management process, while other stages receive notice-
ably less attention.
Little or no attention is devoted to the risk evaluation stage.
Quantitative risk metrics are often hard to be judged on an ab-
solute scale and require a basis for relative comparison to
support security decision-making.We did not encounter an ex-
plicit process of comparing the results of risk analysis with risk
criteria in the proposals. In the majority of the papers also no
discussion was found regarding whether resulting risk metrics,
such as vulnerability index or impact, are acceptable or toler-
able. There are though several proposals (Henry and Haimes,
2009; LeMay et al., 2011; McQueen et al., 2006; Patel et al., 2008),
which wemark with regarding risk evaluation in Table 7,where
the comparison of risk metrics is performed between differ-
ent security configurations of a system.
It is hard to overestimate the importance of the context es-
tablishment stage. Risk management decisions must be well-
informed and based on an in-depth knowledge of a system and
its environment. A complete set of risks to a system may not
be identified without an understanding of system configura-
tion, interactions with other systems, stakeholders’ goals, rights
and responsibilities, and human–machine interactions. During
the context establishment stage an organisation examines its
structure, current security posture, specifies security goals and
security strategy, investigates possible external influences (ISO,
2009). This stage facilitates the scoping and focusing of the
process, e.g. the identification of critical assets calling for larger
security investment.
Our analysis indicates that the quantitative probabilistic
methods in general do not concentrate on the context estab-
lishment stage. In the majority of the papers where context
establishment is addressed it is limited to the understanding
of a system or network configuration. Consequently, only risks
associated with the ICT components of a SCADA system are
taken into account by a risk assessment method while over-
looking a large number of risks arising from non-technical
aspects.
Among all methods examined only Chittester and Haimes
(2004) is exclusively dedicated to the understanding of a SCADA
system. The holographic model of a SCADA system pre-
sented in Chittester and Haimes (2004) addresses an extensive
range of technical and non-technical subtopics relevant to
various aspects of the system.These subtopics are ultimately
the sources of risk to a SCADA system.
5.8. Key concepts and impact measurement
The following key concepts of risk management are widely ac-
knowledged in the literature: system (asset), vulnerability, threat,Fig. 5 – Risk management process (ISO, 2009).
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Table 7 – Stages of the risk management process addressed by the methods.
Ref. Context
establishment
Risk
identification
Risk
analysis
Risk
evaluation
Risk
treatment
Metrics analysed/measured
Chittester and Haimes (2004) ● SCADA system submodels, element and subtopics, control objectives
Byres et al. (2004) ● ● Attacker goals, resources required for an attack, severity of impact and detection
probability
Permann and Rohde (2005) ● Hardware, software and network vulnerabilities
McQueen et al. (2006) ● ● Attack scenarios, vulnerabilities and time-to-compromise
Yu et al. (2006) ● Vulnerability index
Gertman et al. (2006) ● ● Attack variations, attacker skills, impact
Patel et al. (2008) ● ● Vulnerability, threat-impact index and cyber-vulnerability index
Beggs and Warren (2009) ● ● Terrorist cyber-capability level, terrorist motivation
Henry et al. (2009) ● ● Process failure modes, failure consequences, attacker resources,
Baiardi et al. (2009) ● ● ● ● Security dependency among the components of a system, attack strategies, the optimal
set of countermeasures
Henry and Haimes (2009) ● ● ● ● Infrastructure, failure modes and effects, processes, attack scenarios, network
structure and access requirements
Roy et al. (2010) ● ● ● Attack scenarios, cost and impact of an attack, optimal countermeasure set
LeMay et al. (2010) ● ● Attack graph, characteristics of adversary
Patel and Zaveri (2010) ● ● Attack type, revenue loss
Ten et al. (2010) ● ● ● ● Cybersecurity conditions, intrusion scenarios, vulnerability indices, port risk factor,
password strength, security improvements
Guan et al. (2011) ● ● Structure and behaviour of a system, fault propagation paths
Cardenas et al. (2011) ● ● ● Attack model, linear model of the behaviour of a system, anomaly detection algorithm
Song et al. (2012) ● ● ● ● Security modelling, asset, impact, threat, vulnerability, security control design and
penetration test
Kriaa et al. (2012) ● ● Attack step sequences
Francia et al. (2012) ● ● Asset, vulnerability, and human and non-human threat modelling
Yan et al. (2013) ● ● ● ● Attack graph
Markovic-Petrovic and
Stojanovic (2014)
● Loss expectancy and return on investment
Hewett et al. (2014) ● ● ● Payoff, impact
Woo and Kim (2014) ● ● ● Asset value, threat, vulnerability, impact
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impact (consequence) and security control (countermeasure)
(Cheminod et al., 2013; Ericsson, 2009; Francia et al., 2012;
Markovic-Petrovic and Stojanovic, 2014; Verendel, 2009). Table 8
shows which key concepts of the risk management domain
are addressed by the methods examined. The term system or
asset is used here in a wider sense and refers to people, knowl-
edge, the structure of the system and its organisation rather
than purely to the technical equipment of a SCADA system.
Table 8 confirms the conclusions drawn in the previous
section about insufficient attention to context establishment
by indicating that only 9 methods address the system/asset
concept.Attacks are dealt with by 18methods,while risk impact
is measured in 15 proposals. A fewer proposals address vul-
nerabilities and countermeasures, 14 and 12 respectively. A
minute description of the concepts analysed or measured by
the methods could be found in the last column of Table 7.
One of the major requirements to a risk assessment method
is to produce simple key security indicators which would enable
senior management and security experts to take well-informed
security decisions without getting lost in technical detail
(Leversage and Byres, 2008). Therefore, the choice of key indi-
cators and their metrics is important.
The analysis confirms that impact or consequences are typi-
cally measured in monetary terms. In Gertman et al. (2006),
the impact is measured in monetary terms plus a number of
human lives. In Hewett et al. (2014) and Ten et al. (2010), numeric
indices are proposed. Several methods point out that risk or
impact indicators (and, consequently, their measurement) must
be chosen in collaboration with system managers and must
be meaningful in the context of a specific organisation or
domain.
5.9. Tool support
In the vast majority of the proposals examined (17 out of 24)
no software prototype or tool supporting the method is dis-
cussed. In several papers the development of a software
prototype is outlined as a subject of future work (e.g. LeMay
et al., 2010; McQueen et al., 2006).
Out of twenty-four papers examined a software prototype
or tool supporting themethod is discussed only in seven papers,
namely Baiardi et al. (2009); Cardenas et al. (2011); Kriaa et al.
(2012); LeMay et al. (2011); Patel and Zaveri (2010); Roy et al.
(2010); Ten et al. (2010). In four out of these proposals, sup-
porting software is based on the existing tools. In Roy et al.
(2010), the authors use the existing tools SHARPE and MATLAB.
In LeMay et al. (2011), the prototype is based on the existing
modelling tool Möbius. In Cardenas et al. (2011), the tool builds
upon MATLAB and uses FORTRAN. In Kriaa et al. (2012), another
existing tool, KB3, automates risk assessmentmethod proposed.
Even in the small number of the papers where tool support
is discussed, the information regarding a tool is extremely scarce
and most often is simply limited to the statement that a tool
was developed (e.g. in Patel and Zaveri, 2010; Ten et al., 2010).
Neither the architecture of a tool nor user interface is
demonstrated.
Table 8 – Key risk management concepts addressed by the methods.
Ref. System/Asset Vulnerability Threat/Attack Countermeasure Impact Impact measurement
Chittester and Haimes (2004) ● ● N/A
Byres et al. (2004) ● ● ● Level of severity on a
relative scale
Permann and Rohde (2005) ● N/A
McQueen et al. (2006) ● ● ● N/A
Yu et al. (2006) ● Monetary
Gertman et al. (2006) ● ● ● Monetary and human
lives
Patel et al. (2008) ● ● ● ● Monetary
Beggs and Warren (2009) ● ● N/A
Henry et al. (2009) ● ● ● Number of injures
Baiardi et al. (2009) ● ● ● ● ● Not specified
Henry and Haimes (2009) ● ● ● ● ● Gallons of crude oil lost
flow per day
Roy et al. (2010) ● ● ● Monetary
LeMay et al. (2010) ● N/A
Patel and Zaveri (2010) ● ● Monetary
Ten et al. (2010) ● ● ● ● ● Numeric index
Guan et al. (2011) ● N/A
Cardenas et al. (2011) ● ● ● N/A
Song et al. (2012) ● ● ● ● ● List of system
components affected
Kriaa et al. (2012) ● N/A
Francia et al. (2012) ● ● ● N/A
Yan et al. (2013) ● ● ● ● ● Voltage instability
Markovic-Petrovic and
Stojanovic (2014)
● Monetary
Hewett et al. (2014) ● ● ● Numeric index
Woo and Kim (2014) ● ● ● ● Monetary
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6. Research challenges
6.1. Dealing with fragmentation
We encountered a certain level of fragmentation in terms of
addressing the stages of the risk management process. In par-
ticular, little attention is paid to the context establishment stage
of the risk management process. Any risk assessment method
would benefit from an in-depth understanding of a SCADA
system, its components and the interdependencies between
them, and external factors affecting it.Themethods often either
try to cover many stages of the process at the expense of the
level of detail or focus on one stage providing no instructions
regarding the other stages. There is clearly a need for a com-
prehensive method which would cover all sages of the risk
management process and deal with all key risk management
concepts.
Little attention is received by the context establishment
stage. It is typically assumed that a user of a risk assessment
system knows the system and its interdependencies well.
However, due to the inherent complexity of SCADA systems
such assumption is hardly always true. Also when establish-
ing the context at the initial stage of the risk management
process often only the technical aspect of a SCADA system is
addressed. In future, risk assessment methods may draw upon
more definite account of the human factor, individual knowl-
edge, personnel cyber security awareness, organisational cyber
security culture and business processes.
6.2. Overcoming attack- or failure-orientation
As a result of the concentration on threats and vulnerabili-
ties during the riskmanagement process, rather than on system
itself the vast majority of the risk assessment methods ex-
amined are failure-oriented (Table 3). Thus, “[u]nderstanding
consequences and estimating likelihood from cause-related logic trees
seem to be pre-requisites of any approach to analyzing risks in a
system…” (The Open Group, 2012, p. 5).
However, as noted earlier in the paper, it is not always fea-
sible to envision all possible failure modes or attacks. We see
the application of a goal-oriented approach to risk manage-
ment (The Open Group, 2012), which would support risk
management even in situations where a comprehensive list
of failure modes or attack types may not be established, as one
of the research challenges of the field. Approaching risk man-
agement from the positivist top-down perspective by identifying
the elements and dependencies within a SCADA system that
are required in order for a system to be operational, safe and
secure offers a more solid understanding of a system and risk
factors facing it as opposed to the failure-oriented perspec-
tive, which is by definition incomplete.
We believe that the use a goal-oriented dependency mod-
elling approach (The Open Group, 2012) in the context of SCADA
systems offers multiple benefits including the overcoming
failure-orientation. A dependency model focuses on positive
outcomes and elements required by an organisation for smooth,
safe and secure operation. A dependency model is developed
by asking What does the successful operation of a system depend
upon? rather than by examining system failure modes. It is not
restricted to the boundaries of an organisation and it does not
rely on historical data or on the completeness of the list of po-
tential threats (The Open Group, 2012). Linking to the previously
outlined research challenge, a dependency model, which pro-
vides an insight into more fundamental aspects of a SCADA
system,might support the context establishment stage as well
as risk identification and assessment stages of the risk man-
agement process.
The development of a model of a SCADA system is an
arduous task. Both qualitative and quantitative parameters of
a dependency model of SCADA system are hard to establish
and require reliable statistical data, and the involvement of
SCADA and security experts. In future research, a method must
be developed for updating the qualitative parameters of a de-
pendency model of a SCADA system dynamically based on the
information extracted from SCADA system models of other
types, e.g. security-annotated business process models or UML
class diagrams with security profiles. A method must auto-
mate the process of the creation and refreshing of a dependency
model of a SCADA system by pulling together in a consistent
way security related information from other models devel-
oped while designing a secure SCADA system.
6.3. Search for reliable sources of data
Despite their drawbacks, PRA methods prevail over qualita-
tive and quantitative non-probabilistic methods. One of the
major obstacles for PRA methods is the lack of objective ac-
curate data for the calculation of probabilities involved in risk
assessment. In 2007, one of the studies on SCADA systems cyber
security reported that “accurate historical data on cyber impacts
was badly lacking in the SCADA or process industries thus making
accurate risk assessment extremely difficult” (Byres et al., 2007).
In order to deal with the absence of historical system data,
several methods are discussed in the literature:
• The use SCADA test platforms to collect experimental data
on threats and vulnerabilities.
SCADA testbeds may fill up the lack of historical data by
building up vulnerability and attack databases (Dondossola
et al., 2009). Controlled simulations on test platforms may help
to collect statistics regarding vulnerability existence and se-
verity, and attack success rates (Dondossola et al., 2011).There
is a range of SCADA testbeds developed by universities across
the world (Dondossola et al., 2009; Morris et al., 2011).
• The development of databases of security incidents in
SCADA systems.
A number of CNI, ICS and SCADA systems security data-
bases exist, e.g. the RISI database (Tudor and Fabro, 2010), which
is mentioned earlier in this section, and the Industrial Secu-
rity Incident Database (ISID) (Byres et al., 2007). Vulnerability
databases accounting for SCADA systems are listed in Song et al.
(2012).
• The improvement of information sharing across research
and industry.
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Although information sharing initiatives exist (e.g. in order
to facilitate information exchange, the European SCADA and
Control Systems Information Exchange (EUROSCSIE) was es-
tablished under the initiative of the CPNI) they do not typically
involve researchers to the desirable degree. Many authors high-
light that it is complicated or even virtually impossible for
researchers to access realistic data regarding structure, threats
and vulnerabilities of SCADA systems.
• Reliance on expert judgement and its formalisation.
In order to deal with the absence of historical data, some
PRA methods rely on subjective data such as expert opinion
(see Table 5). In some cases, expert opinion is more easily
available and may even be more valuable than historical
data.
However, risk assessment methods, which rely on expert
opinion, must devote more attention to techniques for cap-
turing, formalising and ultimately turning into numeric values
expert knowledge.
In 2007, in Ralston et al. (2007) it was mentioned that a
“natural extension to PRA involves the use of fuzzy concepts,
though this approach has not been published for use in SCADA
system security risk assessment.” In our analysis, we found only
one method which uses fuzzy logic. In Yan et al. (2013), the
Duality Element Relative Fuzzy Evaluation Method (DERFEM)
is exploited for quantifying the severity of vulnerabilities.Thus,
while fuzzy methods seem promising in SCADA risk assess-
ment their current application is limited.
6.4. Improving validation of risk assessment methods
According to Verendel (2009), methods for quantifying secu-
rity are in general weakly justified. Section 5.6 also confirms
that there is room for improvement regarding the rigorous
multi-aspect evaluation of risk assessment methods for SCADA
systems.
Researchers rarely have a chance to evaluate their methods
on real case studies and have to be satisfied with the demon-
stration of their methods on generic simplified examples.The
testing of methods in practice with security, risk and SCADA
experts, and with managers responsible for security decision-
making is invaluable. It may help to evaluate whether a method
accounts for the perspectives of multiple stakeholders and
conveys cyber security risks in a clear form accessible to non-
technical managerial staff and SCADA experts lacking security
background.
The general guidance on choosing an evaluation method
(or a combination of them) could be found in Venable et al.
(2012), where methods are categorised into naturalistic (evalu-
ation in real settings) and artificial (evaluation in laboratory
settings, analytical evaluation, simulations etc.) as well as ex
ante (evaluation of an uninstantiated artefact) and ex post
(evaluation of an instantiated artefact). The authors of risk as-
sessment methodsmay evaluate the process of risk assessment
they propose or the outcome of it or both.As inspired by Venable
et al. (2012), a risk assessment methods may be evaluated for
the following purposes: (1) to establish its utility and efficacy
for achieving its declared purpose; (2) to evaluate the method
or theory supporting a risk assessment method; (3) to compare
a risk assessment method with other methods in ability to
achieve the same purpose; and (4) to identify weaknesses and
ways for improvement of a risk assessment method.
The authors of risk assessmentmethodsmust be clear about
which criterion they evaluate their method against.A “good” risk
analysis method shall be (1) comprehensive, (2) adherent to evi-
dence, (3) logically sound, (4) practical and politically acceptable,
(5) open to evaluation, (6) based on explicit assumptions and
premises, (7) compatible with the institutions, (8) conducive to
learning, (9) attuned to risk communication, and (10) innova-
tive (Haimes and Chittester, 2005). Compliancewith each of these
ten criteria may be tested. A risk assessment method may also
be evaluated regarding its fitness for purpose, ease to learn and
use, the ability of the method to generate correct result, the ef-
fectiveness in achieving its goal, efficacy, ethicality, elegance and
in terms of acceptance by practitioners (Moody, 2003; Venable
et al., 2012).
The Method Evaluation Model (MEM) (Moody, 2003) is one
of the possible frameworks to back up the evaluation of a risk
assessmentmethod.TheMEM builds upon and adapts theTech-
nology Acceptance Model (TAM) (Davis, 1989) for the evaluation
of system design methods and modelling languages.The TAM
is well accepted in the IS literature as a theoretical model for
the evaluation of technology acceptance (Moody, 2003).TheMEM
facilitates the empirical evaluation of the ease of use, useful-
ness and intention to use a method. Intention to use a method
may serve as an indicator of whether the method might gain
traction in industry.
A comparative evaluation of risk assessment methods for
SCADA systems might demonstrate advantages and disad-
vantages of methods, and assist practitioners with the choice
of the the suitable method. Over the last several years the MEM
was actively used as a framework for the comparative evalu-
ation of security and risk identification and analysis methods
(Espaná et al., 2010; Fabian et al., 2010; Labunets et al., 2013,
2014).
6.5. Supporting risk management methods with
elaborate tools
The benefits of software tools supporting risk assessment and
management activities are undisputed.Tools may facilitate data
input for risk assessment in an intuitive user-friendly manner,
automatically generate and analyse risk models, recommend
security countermeasures or even trigger them as a response
to undesired events.
The research on risk assessment in SCADA systems has not
yet reached a level of maturity where a software tool auto-
mating amethodwould be thoroughly elaborated and presented
at length alongside the method. Software tools may ease the
evaluation of methods by academics and industry experts.The
feedback from testing may assist with the refinement of
methods and tools in many aspects including unambiguous
intuitive user interface, which is of no small importance in risk
assessment tools. The evaluation of a method on real more
complex cases and on a larger number of cases is less tedious
when the risk assessment process is at least partially auto-
mated. Open access and open source risk assessment tools for
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SCADA systems could expedite the progress of the domain
remarkably.
7. Conclusions
Over the years, we have seen a number of cyber attacks on CNI,
ICS and SCADA systems (Section 2). The severity and conse-
quences of attacks vary. Luckily, until nowmajor disasters have
mainly been averted. Unfortunately, without taking precau-
tions we may not hope for this to happen in future as attackers
get more sophisticated, experienced andmalicious (Haimes and
Chittester, 2005).
It may seem that the probability of catastrophic cyber attacks
on SCADA systems is relatively low (Section 1). This may lead
to a false sense of security if we overlook two points.
First, considering the number of attacks, it is worth remem-
bering that only a small number of security incidents is reported
– “Discussions with operators of traditional business crime re-
porting databases indicate that a typical incident database
collects no better than one in ten of the actual events occur-
ring” (Byres et al., 2007). Further, it is not possible to envision
all possible attacks and the ways in which a SCADA system
may fail. Resultantly, due to the inherent incompleteness of
PRAmethods, the actual value of the probability of cyber events
occurrence is higher than estimated. For example, for inci-
dents in power industry it was noted that “While these may
not be frequent in an absolute sense, there are good reasons
to believe that they will be far more frequent than quantita-
tive tools such as probabilistic risk assessments predict”
(Ramana, 2011). In line with the above, it is stated in The Open
Group (2012) that “[c]omplex systems always retain the ca-
pacity to produce novel or surprising events.”
Second, a potential loss from a cyber attack may be so severe
that the risk, which is calculated as a product of the loss from
the attack and the probability of the attack, is estimated as sub-
stantial even with a very low attack occurrence probability.
Substantial risk calls for proportionate security investments.
The imperative importance of ensuring the cyber security
of CNI and SCADA systems specifically is recognised in the UK.
In September 2014, 2.5 million investment was made by the
Engineering and Physical Sciences Research Council (EPSRC)
and the UK’s National Cyber Security Programme into a new
research project focusing on the cyber-security of the UK’s
CNI. The project is supported by the Centre for the Protection
of National Infrastructure (CPNI) and the Government Com-
munications Headquarters (GCHQ). In 2014, the Airbus Group
EndeavrWales invested in a new research project titled “SCADA
Cyber Security Lifecycle (SCADA-CSL)”.The reviewpaper at hand
is one of the deliverables of this research project.
This paper contains a structured comprehensive overview
of cyber security risk assessment methods applied to SCADA
systems. In this review, we followed a well-established litera-
ture search methodology and strived to made the literature
review process transparent.
Overall, the contribution of this review paper is three-fold:
• a review of the state of art in risk assessment of SCADA
systems,
• a new categorisation scheme for risk assessment methods,
and
• an outline of the research challenges in the domain.
The review indicates that despite the fact that a large
number of risk assessment methods for SCADA systems exists
there is still room for further research and multiple improve-
ments. Cyber security risk assessment methods for SCADA
systemsmay be improved in terms of (1) addressing the context
establishment stage of the risk management process, (2) over-
coming attack- or failure orientation, (3) accounting for the
human factor, (4) the capturing and formalisation of expert
opinion, (5) the improvement of the reliability of probabilistic
data; (6) evaluation and validation, and (7) tool support.We also
see a need for a comprehensive method which would cover
all sages of the risk management process and deal with all key
risk management concepts coherently.
In the paper, we outlined some approaches that might be
taken to these challenges. The consistent addressing of the
specified research challenges will enhance future research about
cyber security risk assessment methods in the SCADA context.
We invite well-positioned researchers and practitioners to
extend the list of the challenges, and to continue the discus-
sion. Shared understanding of the challenges facing the domain
will facilitate its rapid maturing.
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