In this paper we consider the classical Erdős-Rényi model of random graphs G n,p . We show that for p = p(n) ≤ n −3/4−δ , for any fixed δ > 0, the chromatic number χ(G n,p ) is a.a.s. , +1, or +2, where is the maximum integer satisfying 2( −1) log( −1) ≤ p(n−1).
Introduction and Results
In this paper we study the chromatic number of random graphs G n,p , in which each edge on n vertices is included in the graph independently with probability p. Since the seminal work of Erdős and Rényi [ER59] , computing the probable value of χ(G n,p ) has been a fundamental problem in the theory of random graphs. Bollobás [Bol88] was the first to obtain an asymptotically tight result: he showed that if 0 < p < 1 is fixed, then χ(G n,p ) ∼ − n log(1 − p) 2 log(np) a.a.s., (1.1)
where "a.a.s." means asymptotically almost surely, i.e., with probability approaching 1 as n → ∞. Luczak [ Luc91a] ) is unbounded if the average degree np → ∞.
In 2005 Achlioptas and Naor [AN05] proved for edge probabilities p =
For larger values of p, or equivalently random graphs with unbounded average degree, the concentration of χ(G n,p ) has received considerable attention. Shamir and Spencer [SS87] proved that χ(G n,p ) is concentrated on O( √ n) integers for any sequence p = p(n) of edge probabilities. Furthermore, they showed that χ(G n,p ) is concentrated in an interval of constant length for p n −1/2 . Moreover, Luczak [ Luc91b] proved that χ(G n,p ) is concentrated on two consecutive integers if p n −5/6 . Finally, Alon and Krivelevich [AK97] proved that two point concentration actually holds under the weaker assumption p n −1/2 , which is best possible in the sense that there are p = p(n) for which χ(G n,p ) is not concentrated on one value. However, none of these papers [AK97, Luc91b, SS87] yields the specific values on which χ(G n,p ) is concentrated. For instance, while Alon and Krivelevich show that for each p = p(n) there exists a sequence r = r(n, p) such that a.a.s. it holds χ(G n,p ) ∈ {r, r + 1}, the proof does not yield any clue on what the value of r is.
The main result of the present paper is the following theorem, which determines the chromatic number as an explicit function of n and p. (
1.3)
Then χ(G n,p ) ∈ { , + 1, + 2} a.a.s. Furthermore, for every fixed ε > 0, if p(n − 1) ∈ ((2 − 1) log + ε, 2 log ), then χ(G n,p ) ∈ { + 1, + 2} a.a.s.
Hence, Theorem 1.1 yields the value of χ(G n,p ) up to an additive error of at most two for random graphs of average degree up to n 1/4−δ , and is a natural extension of the main theorem of [AN05] .
Techniques and outline. The proof of Theorem 1.1 builds on and extends some of the techniques from [AN05, AK97, Luc91b, SS87] . Suppose that n −1 p ≤ n −3/4−δ , and let be as in (1.3). To bound χ(G n,p ) from below, we just verify that the expected number of ( − 1)-colorings is o(1), so that Markov's inequality yields that χ(G n,p ) ≥ a.a.s.
Following Achlioptas and Naor [AN05] , we employ the second moment method to bound Pr [χ(G n,p ) ≤ + 1] from below. That is, we estimate the second moment E X 2 of the number X of ( + 1)-colorings of G n,p ; this estimate employs a general result from [AN05] on optimizing certain functions over stochastic matrices (Theorem 3.2 below).
, the upper bound on E X 2 gives us a lower bound for the probability that χ(G n,p ) ≤ + 1. More precisely, in Section 3 we shall prove that
Now, the obvious problem is that the r.h.s. of the "lower bound" (1.4) actually tends to 0 as n → ∞. This problem does not occur in the sparse regime considered in [AN05] (where np = c is constant). Indeed, in the sparse regime it can be shown that
where α(c) remains bounded away from 0 as n → ∞ (of course, this does not follow from (1.4)). Therefore, Achlioptas and Naor can boost this lower bound using a sharp threshold result of Achlioptas and Friedgut [AF99] , thus concluding that actually χ(G n,p ) ≤ + 1 a.a.s. However, in the case that np → ∞, which is the main focus of the present work, we cannot bound Pr [χ(G n,p ) ≤ + 1] away from 0 uniformly as n → ∞. In addition, the sharp threshold result [AF99] does not apply. Nevertheless, adapting arguments from Shamir and Spencer [SS87] , in Section 4 we shall prove that a.a.s. G = G n,p admits a set U of vertices of size |U | ≤ n 3/2 p log n such that χ(G \ U ) ≤ + 1. Thus, to prove that χ(G n,p ) ≤ + 2 a.a.s. we just need to show that any such partial ( + 1)-coloring can be modified, such that by spending one additional color, we can construct a ( + 2)-coloring of the entire graph a.a.s.
To this end, we consider two cases. If np ≤ n 1/20 , say, then a slight variation of Luczak's argument [ Luc91b] yields that χ(G) ≤ + 2 a.a.s. By contrast, the case n 1/20 ≤ np n 1/4 requires new ideas: extending tools developed by Alon and Krivelevich [AK97] , we show the following. Suppose that an ( + 1)-coloring of G \ U is given. Then one can recolor a few vertices in G \ U with one new color so that the resulting ( + 2)-coloring of G \ U can be extend to an ( + 2)-coloring of all of G. Thus, to color the vertices in U we recolor a few vertices of G \ U and reuse some of the "old" colors to color U .
The above argument relates to the proof of Alon and Krivelevich as follows. In [AK97] , it is assumed that there is a set W ⊂ V of size |W | ≤ √ n ln n such that χ(G \ W ) ≤ k for a certain number k, and the goal is to prove that then χ(G) ≤ k + 1. By comparison, in the present paper the "exceptional" set U has size n 3/2 p log n √ n ln n. Thus, we need to extend the coloring to a significantly larger number of "exceptional" vertices and study the combinatorial structure of G more precisely.
Preliminaries & Notation
Let G = (V, E) be a graph, and X, Y ⊆ V . We shall denote by e(X, Y ) the number of edges in G with one endpoint in X and one endpoint in Y . Furthermore, for every v ∈ V we will denote by Γ(v) the neighbors of v in G, and by Γ(X) := v∈X Γ(v). Moreover, we will write x y for the product x · (x − 1) · · · · · (x − y + 1). Before we prove our main result (Theorem 1.1) in the following sections, we shall introduce a few technical tools, which will be used extensively in the sequel. These tools can be found for instance in [AS00] or [J LR00]. The first lemma is a well-known estimate for the tail of the binomial distribution. 
For every t ≥ 0 it holds
The next lemma is a special case of a far more general result based on martingale inequalities. We present this version here, as it suffices for our intended application. 
Finally, we are going to exploit the following version of the Lovasz Local Lemma, which provides us with a lower bound for the probability of the non-occurrence of certain events. 
Approaching the Values of the Chromatic Number
Let G n,m be a random graph on n labeled vertices and with m edges, drawn uniformly at random from the set of all such graphs. In this section we shall derive a lower bound for χ(G n,m ), which holds with high probability, and an upper bound for χ(G n,p ), which holds with some probability, that we can bound from below.
Proof. We show the statement for d 0 := log log −log( −1) + ε, as the property of not being -colorable is increasing. Observe that
The number of edges connecting vertices in different parts of a -partition of the vertex set is at most
2 n 2 . Thus, the probability that a given -partition is a valid coloring of G n,d 0 n can be estimated from above by
Therefore, the expected value of the number X of -partitions, which are colorings of G n,d 0 n can be estimated with
It is easily seen that the exponent is negative for sufficiently large n, with our assumption on . The proof now completes with the first moment method (Pr
Observe that for → ∞, it holds log log −log( −1) = ( − 1 2 ) log + o(1). Before we proceed with the proof of the upper bound for χ(G n,p ), let us introduce a tool which plays a crucial role in our arguments. Let S denote the set of × row-stochastic matrices, i.e., matrices from [0, 1] × , such that the values of the rows sum up to one. For M ∈ S , let
and define the function
. In our proof we will exploit the following general result by Achlioptas and Naor [AN05] .
Theorem 3.2. Let ∈ N and J be the constant × matrix, whose entries are all equal to 
Proof. In order to prove the statement, we use similar ideas as in [AN05] . An important difference here is that is a function of n (instead of being constant), and our contribution is that we take into account how it modifies the involved constants (which now become functions of ) in the original proof. Furthermore, we are working directly with the uniform random graph G n,m which does not have any multiple edges or loops.
Let d := m n and denote by B the number of "balanced" colorings of G n,dn , where balanced means that the sizes of all color classes are either n or n . For the sake of exposition, we shall omit in the remainder floors and ceilings. As the number of edges not connecting vertices in the same color class is −1 2 n 2 , by using 1 − x ≥ e −2x , valid for small x, the probability that a balanced partition is a valid coloring is for sufficiently large n
By applying Stirling's formula 1 ≤ n!/( n e ) n √ 2πn ≤ 2 we obtain easily
In the following we are going to argue that
For large n this will complete the proof with plenty of room to spare, as Pr [
2 /E B 2 . In order to calculate E B 2 , it is sufficient to consider pairs of balanced partitions, and to bound the probability that both are simultaneously valid colorings. Let Π = (V 1 , . . . , V ) and Π = (V 1 , . . . , V ) be two partitions, and define
The probability that an edge is bichromatic in both Π and Π is proportional to the number of edges, that do not join vertices in one of the color classes V 1 , . . . , V or V 1 , . . . , V . The number of such edges is precisely
. Hence, the probability that both Π and Π are valid colorings is for sufficiently large n
which reduces with
n to at most e 8d q dn , where we abbreviated
). Let D be the set of matrices with non-negative integer entries, where all rows and colums sum up to n . By using (
where H and E are defined in (3.2). Due to Theorem 3.2, we have for all
As the number of matrices in D is at most n ( −1) 2 , we obtain
From the above proposition we obtain easily the following lemma for the binomial random graph, as the models G n,p and G n,m behave similarly when m ≈ p 
Proof. Let C ,m denote the number of colorings of G n,m with colors. It is straightforward to show that the number of edges of G n,p is precisely p n 2 with probability at least n −2 . Hence, with m = p n 2 we obtain
Proof of the Main Result
In this section we are going to show that whenever is the maximum integer such that 
Proof. According to Lemma 3.4, from the definition of we obtain
Let X be the random variable, which counts the minimal number of vertices that have to be deleted from G n,p , such that an -colorable graph remains (X is then precisely |U 0 |). In the sequel we are going to show that Pr X ≥ 4 log (ε −1 ) n < ε, (4.1) from which the claim follows directly for sufficiently large n. For every pair of graphs G and G on n vertices, which differ solely in edges that are adjacent to the same vertex, we clearly have |X(G) − X(G )| ≤ 1. Hence, by Lemma 2.2 we have for every λ > 0
with room to spare. By setting λ := 2 log(ε −1 ), we see that the above probabilities are both less than ε. But since the event "χ(G n,p ) ≤ " implies the event "X = 0", the second inequality gives
Then the first inequality yields immediately (4.1).
The above lemma states that if we choose as prescribed, then all vertices of G n,p are colorable with the colors {1, . . . , }, except for a small set U 0 . In the remainder we shall assume that G = G n,p satisfies the assertions of Lemma 4.1 and 4.2 and we are going to argue that by using only one additional color, we can color U 0 such that we obtain a valid coloring for the whole graph.
To achieve this, we construct a set U ⊇ U 0 of size at most n 3/4 , such that I = Γ(U ) \ U is stable. For such a set U , we can color G with + 1 colors. Indeed, U is 3-colorable, as due to Lemma 4.1 all its subsets have average degree less than 3. Now color U with the colors {1, 2, 3}, and I with a fresh color + 1 (c.f. Figure 1) .
To obtain U , we begin with U 0 , and extend it by two vertices x, y in its neighborhood, if {x, y} ∈ G. Now observe that this process stops with |U | ≤ n 3/4 , as otherwise the number of edges joining vertices in U would be for sufficiently large n greater than 3 
The dense case (n
In this section we will assume that n −1+1/20 ≤ p = p(n) ≤ n −3/4−δ , where δ > 0. In order to deal with edge probabilities p in this regime, and thus with denser random graphs than in Figure 1 : Coloring G = G n,p in the sparse case.
the previous section, we have to extend the above argument significantly. Let = (p, n) be the maximum integer satisfying 2( − 2) log( − 2) ≤ p(n − 1), and note that a straightforward calculation yields ≥ Now, the choosabilty follows immediately from the fact that in every U ⊆ U we find a vertex of degree at most 2(
Similarly as before, we shall see that a.a.s. the random graph G = G n,p admits a set U ⊂ V of size |U | ≤ 2n 3/2 p log n, such that χ(G\U ) ≤ , and such that U is only "sparsely connected" to V \U . However, we cannot guarantee that Γ(U )\U is a stable set. Instead, we shall recolor a few vertices in V \ U with a new "joker color" in such a way that we can then reuse some of the colors of the -coloring of G \ U to color the vertices in U . Hence, we will just need one additional color, so that χ(G) ≤ + 1 a.a.s.
We now elaborate the details of this approach. As a first step, we show that there is a subset U of the vertex set of size |U | ≤ 2n 3/2 p log n, such that a.a.s. χ(G \ U ) ≤ , and every vertex in V \ U has at most a constant number of neighbors in U . We assume that G = G n,p has these properties. To obtain U , we start with U 0 , and enhance it iteratively with vertices, which have more than ξ neighbors in the current set U . This process stops with |U | < 2n 3/2 p log n, as otherwise we would get a subset U of the vertices of G with |U | = 2n 3/2 p log n ≤ n 3/4 , that spans more than (|U | − |U 0 |)ξ ≥ 4 1 δ n 3/2 p log n > 1 δ |U | edges -a contradiction.
Let c : V \ U → {1, . . . , } be a -coloring of V \ U . In order to obtain a ( + 1)-coloring c * : V → {1, . . . , + 1} of the entire graph, we shall recolor some of the vertices in V \ U with the new color + 1, so that we can reuse the old colors 1, . . . , to color the vertices in U . More precisely, our strategy is as follows. As every subset of vertices of size at most n 3/4 is a.a.s. η := 2 1 δ -choosable, we shall assign to each vertex u ∈ U a list L u ⊂ {1, . . . , } of colors, such that |L u | = η and the following holds. Let
If we can exhibit such lists (L u ) u∈U , then it will be easy to obtain a ( + 1)-coloring c * of G: color the vertices in Γ U with the "joker color" + 1, thereby making the colors in L u available for u ∈ U . Then, color each vertex in u ∈ U with a color from L u , which is possible due to Lemma 4.4. For an illustration, see Figure 2 . Hence, the remaining task is to show that a.a.s. there exist lists (L u ) u∈U with the desired property. In this context, Alon and Krivelevich [AK97] proved the following. where δ > 0. G n,p has a.a.s. 
Due to the previous discussion, the above lemma implies that if |U | ≤ √ n (i.e., if we could set R = Q = U in the previous lemma), then G n,p would be (t + 1)-colorable. In fact, Proposition 3.1 of [AK97] claims just this consequence. The version that we stated above follows directly from their proof -they show that the claim of Lemma 4.6 holds, and proceed as just described.
Unfortunately, for our intended application, Lemma 4.6 is not strong enough. Lemma 4.5 only yields a set U of size ≤ 2n 3/2 p log n, whereas Lemma 4.6 requires that |Q| ≤ √ n 2n 3/2 p log n. Therefore, to construct the lists (L u ) u∈U , we extend the approach of Alon and Krivelevich as follows. We shall show that up to a small "exceptional set" Z ⊂ U of size at most √ n, all vertices in v ∈ U \ Z have the property that their neighborhood Γ(v) \ U outside of U is only sparsely connected to the neighborhoods Γ(U ) \ U of the remaining vertices in U . This will enable us to apply the Lovász Local Lemma to prove in a probabilistic fashion that such lists L u for u ∈ U \Z exist. Furthermore, the exceptional vertices in Z will be considered separately: as |Z| ≤ √ n, we can just apply Lemma 4.6 with Q = Z and R = U to obtain the lists L u for u ∈ Z.
Let e(A, B) be the number of edges having one endpoint in A and the other endpoint in B, i.e., e(A, B) := |{{x, y} ∈ E G | x ∈ A, y ∈ B}|, where E G denotes the edge set of G.
Moreover, let e(A) := e(A, A).
The following lemma yields the desired small exceptional set Z. 
Proof. Denote by D the set of graphs, which have the property that all their vertices have degree at most pn log n. It is easy to see that a.a.s. G n,p ∈ D -we omit the details. For every subset U of the vertices denote by D U the event that all vertices in U have degree at most pn log n, and by N U the event that all v ∈ U have at most ξ neighbors in U . Furthermore, denote by A U the set of graphs having property (4.2), but with Z having size at most z := 1 2 n −1/2 p −1 (log n) 6 . We will show that for all U
By combining this with the fact that there are at most n |U | ways to choose U we obtain as follows the first statement of the lemma:
Now we prove q U ≤ n −2|U | . Let U be fixed, and assume that G n,p ∈ D U ∩ N U . In the sequel we are going to argue that G n,p ∈ A U implies that there is a set B ⊆ U of size z such that e(Γ(B) \ U, Γ(U ) \ U ) ≥ pn 3/2 (log n) 3 := µ. To see this, let B 0 := ∅, and define 
Observe that we can estimate the right-hand side of the above inequality from below by at least z · ξ −2 · ξ −7 ( np log(np) ) 2 , as due to the event G n,p ∈ N U each edge is counted in the disjoint union of the sets
(log n) 3 = µ follows then with plenty of room to spare for large n.
The above discussion results in the inequality
To estimate the latter probability observe that all edges between the neighborhoods of vertices in U , except of those which have (at least) one endpoint in U , are included in G n,p independently with probability p, since we have conditioned only on the edges between U and V \ U . Hence the quantity e(Γ(B) \ U, Γ(U ) \ U ) is binomially distributed, and its expected value is for large n at most
Note that λ 1 = o(µ). Since there are at most 2 |U | ways to choose B we obtain from (4.4) by applying Lemma 2.1
In the remainder we show the existence of a set Z of size at most n −1/2 p −1 (log n) 6 =: s, which in addition satisfies (4.3). In order to achieve this, let Z be the exceptional set guaranteed to exist by the first statement of the lemma (having size at most s 2 ), and as long as there is a vertex v ∈ U violating (4.3), set Z := Z ∪ {v}. Suppose now that this process stops with a set of size ≥ s. As every vertex not in U has at most ξ neighbors in U , this implies that there is in G n,p a subset of the vertices of size s, which has the property that the neighborhoods of its vertices span at least ξ −2 · ξ −7 np log(np) · s 2 =: κ edges. To complete the proof, we show that the expected number of such sets in G n,p is o(1).
Let S be any set of vertices of size s. Obviously,
In the remainder we are going to show
, which will complete the proof, as the total number of sets S is at most n s ≤ n s . Note that the quantity e(Γ(S)), conditioned on the event G n,p ∈ D S , is binomially distributed with expected value at most
, as conditioning on D S only affects the edges joining S with V \ S. It is now easy to verify that λ 2 κ, and by applying again Lemma 2.1 we obtain
Now, by applying Lemma 4.6 to Q = Z and R = U we obtain lists (L u ) u∈Z ⊂ {1, . . . , } of colors, such that |L u | ≥ η, and such that the set Γ Z of neighbors v ∈ V \ U of vertices u ∈ Z whose color c(v) belongs to L u is stable.
As a final step, we assign lists L u to the vertices u ∈ U \ Z. For each vertex u ∈ U \ Z we consider the set
Hence, F u consists of all colors in {1, . . . , }, that we do not want to include in L u : otherwise we would generate a conflict with a vertex v ∈ Γ(Z) \ U , that will have the "joker color" in c * due to the choice of the lists for the vertices in Z. Note that (4.3) implies − 1). Then a.a.s. χ(G n,p ) ≤ + 1.
Proof of Lemma 4.8. We consider an auxiliary graph H = (V H , E H ), whose vertex set
is the disjoint union of the neighborhoods Γ(u)\U for u ∈ U \Z. Moreover, for (v, u), (w, u ) ∈ V H the edge {(v, u), (w, u )} is in E H iff v and w are adjacent in G. Furthermore, for each edge f = {(x, u), (y, u )} of H we let A f be the event that c(x) ∈ L u and c(y) ∈ L u . Thus, if none of the events (A f ) f ∈E H occurs, then Γ U \Z is a stable set. To estimate this probability we shall employ Lemma 2.3 ( Lovasz Local Lemma).
Thus, we need to derive an upper bound on the probability of each individual event A f , f = {(x, u), (y, u )} ∈ E H . The list L u of u ∈ U \ Z is obtained by choosing η colors uniformly at random among {1, . . . , } \ F u . As |{1, . . . , } \ F u | ≥ /2 by (4.5), and because a similar estimate holds for u , we conclude that log n . From Proposition 3.1 and the asymptotic equivalence of the models G n,p and G n,m (see e.g. Proposition 1.12 in [J LR00]) we obtain that whenever p(n − 1) > u( ), it holds Pr [χ(G n,p ) ≥ + 1] = 1 − o(1). Indeed, the number of edges of G n,p deviates from n 2 p by at most log n n 2 p with probability 1 − o(1). Now choose n so large, such that n 2 p − log n n 2 p ≥ (1 − ε/2) n 2 p. By conditioning on G n,p having so many edges, we immediately obtain the claimed statement. 1) ∈ (u( ), c( )), then a.a.s. χ(G n,p ) ∈ { + 1, + 2}.
This completes the proof.
