Simple Lie algebras of small characteristic IV. Solvable and classical roots by Premet, Alexander & Strade, Helmut
Journal of Algebra 278 (2004) 766–833
www.elsevier.com/locate/jalgebra
Simple Lie algebras of small characteristic IV.
Solvable and classical roots
Alexander Premet a, Helmut Strade b,∗
a Department of Mathematics, University of Manchester, Oxford Road, Manchester M13 9PL, UK
b Fachbereich Mathematik, Universität Hamburg, Bundesstrasse 55, 20146 Hamburg, Germany
Received 19 September 2003
Available online 4 February 2004
Communicated by Efim Zelmanov
Abstract
Let L be a finite-dimensional simple Lie algebra over an algebraically closed field F of
characteristic p > 3 and T a torus of maximal dimension in the p-envelope of L in DerL. In this
paper we describe the T -semisimple quotients of the 2-sections of L relative to T and prove that if
all 1-sections of L relative to T are compositionally classical or solvable then L is either classical or
a Block algebra or a filtered Lie algebra of type S.
 2003 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
This is the fourth paper in a series devoted to classifying all finite-dimensional simple
Lie algebras over an algebraically closed field F of characteristic p > 3. As the previous
one it will rely on the terminology and notation introduced in the first two papers of the
series. Unless otherwise stated, all Lie algebras in this paper are assumed to be finite-
dimensional over F . The classification of simple Lie algebras of absolute toral rank 2
obtained in [10] enables us now to deal with the general case implementing the programme
successfully completed by the second author for p > 7.
Let gp be a p-envelope of a Lie algebra g and
MT(gp) := max{dim t | t is a torus in gp}.
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where G is the p-envelope of g in Derg (if C(g) = (0) the definition is slightly more
complicated).
Given a subspace W in g, we denote by cg(W) the centralizer of W in g. Given a torus
t in gp and a restricted gp-module V , we denote by Γ w(V, t) the set of all weights of
V relative to t. The set Γ w(V, t) \ {0} is denoted by Γ (V, t). If V = g then Γ = Γ (g, t)
is nothing but the set of all roots of g relative to t. If t is a torus of maximal dimension
in gp then the centralizer cgp (t) is a Cartan subalgebra of gp . The Cartan subalgebras h
of gp of the form h = cgp (t′), where t′ is a torus of maximal dimension in gp, are called
regular. All regular Cartan subalgebras in gp have the same dimension [5], enjoy various
nice properties (see our discussion below), and play an important role in the classification
theory.
Now suppose that the torus t ⊂ gp is such that h = cg(t) is nilpotent. Then so is hp , the
p-envelope of h in gp . Let t˜ denote the unique maximal torus in t+ hp Then cg(t˜) = h and
g = h ⊕
∑
γ∈Γ (g,t˜)
gγ
is the root space decomposition of g relative to t˜. The subalgebra h is said to act
triangulably on a g-module V if all composition factors of V viewed as an h-module
are 1-dimensional. If h acts triangulably on g, one often says that h is triangulable.
Let x ∈ h. If r ∈ N is large enough then xpr ∈ t˜. Thus any γ ∈ Γ (g, t˜) can be viewed as
an F -valued function on h. More precisely, we have that
γ (x)= pr
√
γ
(
xp
r
)
(∀x ∈ h).
If h is triangulable then, of course, any root function is linear on h. We stress, however, that
the triangulability of h is not pre-supposed in this paper, and some of the results we obtain
will be used in our next paper devoted to the case where roots functions are nonlinear.
From now on L will always denote a simple Lie algebra over F , and Lp will stand
for the p-envelope of L in DerL. Recall that Lp is a semisimple Lie algebra and any
semisimple p-envelope of L is isomorphic to Lp as restricted Lie algebras (see [22],
for example). Given a torus T of maximal dimension in Lp , we set H := cL(T ) and
H˜ := cLp(T ). We have already mentioned that H˜ is a Cartan subalgebra of Lp . However,
H need not be a Cartan subalgebra of L; we will see later that it does happen in some very
interesting cases that H = (0).
In [25], Wilson proved that for p > 7 all Cartan subalgebras of L are triangulable. This
theorem is so important for the classification theory that it was later generalized (by both
of us) in different directions.
In [15], the second author proved that for p > 7 the Cartan subalgebra H˜ of Lp is
triangulable. Using the terminology just introduced this result simply says that for p > 7
all regular Cartan subalgebras of Lp are triangulable. It should be stressed, however, that
not all Cartan subalgebras of Lp are regular, in general, and there are many examples
of simple Lie algebras whose semisimple p-envelopes contain non-triangulable Cartan
subalgebras.
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p = 7. Again it should be stressed that some simple Lie algebras in characteristic 5 do
possess non-triangulable Cartan subalgebras. So Wilson’s theorem does not generalize
directly in this case. Roughly speaking, the result in [7] says that in characteristic 5 the
failure of H to be triangulable can be detected at the level of 2-sections. In characteristic 7,
Wilson’s result is valid in its original form. In Section 3 of this paper, we prove the
following generalization.
Theorem A. Let L be a finite-dimensional simple Lie algebra over an algebraically closed
field F of characteristic p > 3 and let T be a torus of maximal dimension in Lp , the
p-envelope of L in DerL. Let H = cL(T ) and H˜ = cLp(T ). Then the following hold:
(1) If p > 5 then H˜ is triangulable.
(2) If p = 5 and H is triangulable then H˜ is triangulable, too.
In Section 4 of this paper, we investigate the 2-sections of L relative to T . Let
α,β ∈ Γ (L,T ) be two roots such that the 2-section L(α,β) := H ⊕ ∑i,j∈Fp Liα+jβ
is nonsolvable, and let radT L(α,β) denote the maximal T -invariant solvable ideal of
L(α,β). Put L[α,β] := L(α,β)/ radT L(α,β) and let S˜ = S˜[α,β] denote the T -socle of
L[α,β], the sum of all minimal T -invariant ideals of L[α,β]. Then S˜ =⊕ri=1 S˜i where
each S˜i is a minimal T -invariant ideal of L[α,β]. Let L(α,β)p denote the p-envelope of
L(α,β) in Lp . It is easily seen that T + L(α,β)p ⊂ Lp acts on L[α,β] as derivations
and preserves S˜. We thus have a natural restricted homomorphism T +L(α,β)p → Der S˜
which we call Ψα,β . We identify L[α,β] with Ψα,β(L(α,β)) and denote the torus Ψα,β(T )
by T .
By Block’s theorem, S˜i ∼= Si ⊗A(mi;1) where Si is a simple Lie algebra and mi ∈ N0.
It is shown in Section 4 that r  2 and the equality r = 2 implies that each Si is one of
sl(2), W(1;1), H(2;1)(2). Moreover, if r = 1 then S˜ = S ⊗A(m;1) where S is a simple
Lie algebra with TR(S)  2. According to [10, Theorem 1.1], S is either classical or of
Cartan type or isomorphic to the restricted Melikian algebra g(1,1) (in which case p = 5).
Our next result generalizes and strengthens [2, Theorem 9.1.1], an important intermedi-
ate result of the Block–Wilson classification.
Theorem B.
(i) If r = 2 then there are µ1,µ2 ∈ Γ (L,T ) such that
L[µ1](1) ⊕L[µ2](1) ⊂ L[α,β] ⊂ L[µ1] ⊕L[µ2].
(ii) If r = 1 and TR(S˜)= 2 then S˜ is simple and the following hold:
(1) If S˜ is restricted then L[α,β] = S˜ .
(2) If S˜ is non-restricted then S˜ ⊂ L[α,β] ⊂ S˜ + T = S˜p unless S˜ ∼= H(2; (2,1))(2)
in which case H(2; (2,1))(2) ⊂ L[α,β] ⊂H(2; (2,1))p.
(iii) If r = 1 and TR(S˜)= 1 then one of the following occurs:
(1) L[α,β] = L[µ] for some µ. Moreover, S˜ = L[µ](1) and dimT = 1.
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DH(x
p−1
1 x
p−1
2 ) or p = 5 and D = x41∂2. Moreover, dimT = 2.
(3) S˜ = S ⊗ A(1;1) where S is one of sl(2), W(1;1), H(2;1)(2). Moreover,
L[α,β] ⊂ (DerS)⊗A(1;1) and T = (Fh0 ⊗ 1)⊕ (F Id ⊗ (1 + x)∂) where h0 is
a nonzero toral element in S.
(4) S˜ = S ⊗A(m;1) where S is one of sl(2), W(1;1), H(2;1)(2) and m> 0. There
exists a classical root µ such that
L[α,β] = S ⊗A(m;1)+L[α,β](µ);
L[µ,ν] ∼= g(1,1) for some ν ∈ Γ (L,T ).
(5) S˜ = S ⊗ A(1;1) where S is one of sl(2), W(1;1), H(2;1)(2), and L[α,β] is a
subalgebra in (DerS)⊗A(1;1)+ Id ⊗W(1;1) such that
L[α,β] = S ⊗A(1;1)+ (L[α,β])(µ),
where µ is a Witt root.
(6) S˜ = S ⊗ A(2;1) where S is one of sl(2), W(1;1), H(2;1)(2), and L[α,β] is a
subalgebra in (DerS)⊗A(2;1)+ Id ⊗W(2;1) such that
L[α,β] = S ⊗A(2;1)+ (L[α,β])(µ),
where µ is a Hamiltonian root.
Section 5 extends the results of [17] to the case where p = 5. Section 6 deals with
the simple Lie algebras L whose all 1-sections relative to T are solvable. This is a very
difficult, isolated case and the results we established so far (in [8–10]) do not really help
here. Our arguments in Section 6 rely on several subsidiary results established in [20] (and
valid for p > 3). However, our approach differs from that in [20] which allows us to shorten
the proof even in the case where p is large. Our main result is identical to the one obtained
in [20], the only difference being that it now holds for p > 3.
Theorem C. Let L be a finite-dimensional simple Lie algebra over an algebraically closed
field F of characteristic p > 3 and suppose that the p-envelope of L in DerL contains
a torus T of maximal dimension such that for every root α ∈ Γ (L,T ) the 1-section
L(α) is solvable. Then the set A := Γ (L,T ) ∪ {0} is an Fp-subspace in T ∗ and either
L ∼= S(m;n;Φ(τ))(1) for some m 3 and n ∈ Nm or L is isomorphic to a Block algebra
L(A,0, f ) for some Fp-bilinear mapping f :A × A → F . In all cases, each L(α) is
abelian and cL(T ) = (0).
Note that each Block algebra L(A,0, f ) is known to be of type H . The Cartan type Lie
algebras S(m;n;Φ(τ))(1) with m  3 and n ∈ Nm can be described as follows [20]: let
M be an m-dimensional vector space over F , and let A be an additive subgroup in M∗ of
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⋂
α∈A kerα = (0). For α ∈A, we set Mα := {α}×kerα, an isomorphic
copy of kerα. Give
V (M,A) :=
⊕
α∈A\{0}
Mα
an algebra structure by setting [(α,u), (β, v)] = (α + β,α(v)u − β(u)v) for all nonzero
α,β ∈A and all u ∈ kerα and v ∈ kerβ . It is known that V (M,A) is a simple Lie algebra
isomorphic to one of S(m;n;Φ(τ))(1) with N =∑ni . Conversely, each S(m;n;Φ(τ))(1)
is isomorphic to one of V (M,A)’s for a suitable choice of A ⊂M∗.
Recall that a root δ ∈ Γ (L,T ) is called solvable (respectively classical) if L(δ) is
solvable (respectively L(δ)/ radL(δ) ∼= sl(2)). Section 7 deals with the case where all
roots in Γ (L,T ) are either classical or solvable, and at least one classical root occurs.
Our argument here relies on Theorem B and several subsidiary results obtained in [16]
(and valid for p > 3). It is slightly shorter than the original argument in [16]. As expected,
the result we obtain is identical to the one proved by the second author for p > 7.
Theorem D. Let L be a finite-dimensional simple Lie algebra over an algebraically closed
field F of characteristic p > 3 and assume that the p-envelope of L in DerL contains
a torus T of maximal dimension such that all roots in Γ (L,T ) are either solvable or
classical. Assume further that at least one root in Γ (L,T ) is classical. Then L is a classical
Lie algebra, that is there exists a simple algebraic group G of adjoint type over F such
that L∼= (LieG)(1). In particular, L is restricted.
We mention for completeness that if the group G is not of type Akp−1 then LieG is
simple (recall that p > 3). In this case, L ∼= LieG (and one can also replace the adjoint
group G by its simply connected cover). If G is of type Akp−1 then G ∼= PGLkp(F ) and
L∼= (pglkp(F ))(1) = pslkp(F ).
We would like to finish the introduction by announcing that our next paper will
investigate the simple Lie algebras L with the property that H = cL(T ) is non-triangulable
for at least one torus T of maximal dimension in Lp ⊂ DerL. It will be proved in our next
paper that L is then isomorphic to one of the Melikian algebras g(m,n) where (m,n) ∈ N2.
Given a Cartan type Lie algebra M , not necessarily simple, we denote by M(k) the kth
component of the standard filtration of M .
2. 1-sections in Hamiltonian algebras
This section is of preliminary nature and aims at gathering some missing information on
root space decomposition in non-restricted Hamiltonian algebras of absolute toral rank 2.
The results we obtain here will be used in Sections 3 and 4. They refine [2, Lemmas 10.1.3,
11.1.3] and [18, Sections VI, VIII].
Given a subalgebra A of a Lie algebra M we denote by nilA the largest ideal of A acting
nilpotently on M .
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envelopes of S˜ and S in DerS, respectively. Let g be a Lie subalgebra of S˜p containing S,
t be a 2-dimensional torus in S˜p satisfying [t,g] ⊂ g, and h = cS(t). Then the following
are true:
(1) Sp = t+ S.
(2) If α ∈ Γ (g, t) is such that α(h) = 0 then S˜(α) ∼=H(2;1) and radg(α) = (0).
Proof. Recall that S˜p = S˜ ⊕ FDp1 is isomorphic to a restricted subalgebra in the p-
envelope of W(2; (2,1)) in DerA(2; (2,1)) and S(0) is a restricted subalgebra in S˜p .
Moreover, DerH(2; (2,1))(2) = F(x1D1 + x2D2) ⊕ S˜p is isomorphic to a restricted
subalgebra in DerA(2; (2,1)) (see [2, Proposition 2.1.8(vii)], for example). Since
DerA(2; (2,1)) ∼= W(3;1) possesses a 3-dimensional toral Cartan subalgebra, we have
MT(S˜p)= MT(DerH(2; (2,1))(2))− 1 2 (by [19, Lemma 1.6(2)] and the main result of
[5]). On the other hand, MT(S˜p) 2 (by [18, Section VI] for example). Therefore, t is a
torus of maximal dimension in S˜p .
(a) Since t ⊂ S˜p and S˜p/Sp is p-nilpotent we have t ⊂ Sp = S ⊕ FDp1 (by Jacobson’s
formula, the subalgebra on the right is restricted). As dim t = 2 this implies that t∩S = (0).
Suppose t ⊂ S. Since S/S(0) is a 2-dimensional module over S(0)/S(1) ∼= sl(2), each
nonzero element in t∩S(0) acts invertibly on S/S(0). So t∩S(0) = (0) would imply t ⊂ S(0).
But then t would inject into S(0)/S(1) ∼= sl(2) which is impossible. Thus under our present
assumption on t we must have that t ∩ S(0) = (0). This forces S = t + S(0). But then t
must contain a toral element of the form aD1 + x with a ∈ F ∗ and x ∈ S(0). Since S(0) is
restricted we then have Dp1 ∈ t + S = S which is not true. Hence t ⊂ S and, consequently,
Sp = t+ S.
(b) According to [18, Theorem VI.2(2)], there is a torus t′ in Sp such that |Γ (S, t′)| =
p2 − 1 and dimSγ = p for all γ ∈ Γ (S, t′). Combining this with [9, Corollary 2.11], we
obtain that the same is true for t, that is
∣∣Γ (S, t)∣∣= p2 − 1 and dimSγ = p ∀γ ∈ Γ (S, t).
Since t acts nilpotently on S˜p/Sp , we also have that S˜γ = Sγ for all γ ∈ Γ (S˜, t).
The standard filtration of S (respectively S˜) induces a filtration in its subalgebra S(α)
(respectively S˜(α)). The corresponding graded Lie algebras grS(α) and gr S˜(α)) are
naturally identified with graded Lie subalgebras in S and S˜, respectively.
There is a toral element t ∈ t such that S(α) = cS(t) (and likewise for S˜ and g). We first
suppose that t /∈ S. Then t = aDp1 + u where a ∈ F ∗ and u ∈ S. It is easily seen (and first
observed in [2, p. 232]) that grS(α) is contained in cS(Dp1 ) ∼=H(2;1)(2) while gr S˜(α) lies
in cS˜ (D
p
1 )
∼=H(2;1). Since
dim grS(α) = dimS(α) = dimS − p(p2 − p)= p3 − 2 − (p3 − p2)= p2 − 2,
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yielding gr S˜(α) ∼= H(2;1). Since for any ideal I ⊂ S(α) the subspace gr I is an ideal
in grS(α) the Lie algebra S(α) must be simple. A similar reasoning applied to S˜(α) shows
that any nonzero ideal in S˜(α) has dimension  p2 − 2 (this is due to the fact that any
nonzero ideal in H(2;1) contains H(2;1)(2)). Since S(α) is a 1-section in a simple Lie
algebra of absolute toral rank 2, we now obtain that S(α) ∼=H(2;1)(2) (see [9, p. 193]).
The adjoint action of S˜(α) on its ideal S(α) gives rise to a Lie algebra homomorphism
φ : S˜(α) → DerH(2;1)(2). As S(α) is simple φ must be injective (otherwise our earlier
discussion would imply S(α) ⊂ kerφ which is impossible). Thus S˜(α) is isomorphic to
a Lie subalgebra of dimension p2 + 1 in DerH(2;1)(2). As mentioned at the beginning
of the proof, t is a torus of maximal dimension in S˜p . By [19, Theorem 1.9(2)], this
implies that TR(S˜(α))  1. On the other hand, it is well known that DerH(2;1)(2) has
dimension p2 + 2 and contains a 2-dimensional torus. Since S˜(α)/S(α) is nilpotent it
is immediate from the description of DerH(2;1)(2) given in [2, Theorem 2.1.8(vii)] that
the 3-dimensional image of φ(S˜(α)) in the restricted quotient DerH(2;1)(2)/H(2;1)(2)
consists of p-nilpotent elements. So it must coincide with the image of H(2;1). This
enables us to conclude that S˜(α) ∼= H(2;1). But then g(α) ⊂ S˜(α) can be identified
with a subalgebra of DerH(2;1)(2) containing H(2;1)(2). Since any such subalgebra
is semisimple, we obtain the second statement of the proposition (under our present
assumption on t).
(c) Next we suppose that t ∈ S \ S(0). Then t = aD1 + bD2 + w where a, b ∈ F and
w ∈ S(0). Since (aD1 + bD2)p = apDp1 and wp ∈ S, the equality tp = t combined with
Jacobson’s formula gives a = 0 and b = 0. We now look at the graded Lie algebra
grS(α) = gr cS(t) which is naturally identified with a graded subalgebra of cS(D2) (cf.
[2, p. 232]). This observation enabled Block and Wilson to deduce that cS(t) is solvable.
However, in this proof we need more information on cS(t). We claim that cS(t) is
nilpotent and acts triangulably on S. To see this we first recall that, as in the former case,
dim cS(t) = p2 − 2. We define
ui :=
(
(ad t)p−1 − Id)(DH (x(i)1 x(p−1)2 )), 1 i  p2 − 2,
all of which lie in cS(t). Since b = 0, the element grui ∈ H(2; (2,1))(2) is a nonzero
multiple of DH(x(i)1 ). It follows that the grui ’s are linearly independent. But then so are
the ui ’s. Then they form a basis of cS(t). Since t ∈ S \ S(0) and ui ∈ S(1) for i  3, we get
cS(t) = F t ⊕ Fu2 ⊕ cS(t) ∩ S(1). Then cS(t) is nilpotent and [cS(t), cS(t)] ⊂ S(1), hence
the claim. As a consequence, h = cS(t)= F t ⊕ nilh. But then α vanishes on h contrary to
our assumption on h.
(d) Finally, suppose t ∈ S(0). Then 0 = gr t ∈ S(0)/S(1) ∼= sl(2) acts invertibly on S/S(0).
It follows that cS(t) = F t ⊕ S(1)(t) forcing h = F t ⊕ nilh. Then again α vanishes on h
contrary to our assumption. Thus our assumption on h implies that t /∈ S. Then we are in
case (b) and the proof of the proposition is now complete. 
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a complete, linearly compact, local algebra over F (see, e.g., [2, (1.1)] where the notation
is a bit different). For k  0, the kth part of the standard (decreasing) filtration in A((m)) is
denoted by A((m))(k). Recall that the exponential mapping
exp :A((m))(1) −→ 1 +A((m))(1), f → exp(f ) :=
∑
i0
f (i),
is bijective. The inverse mapping 1 +A((m))(1) →A((m))(1) is given by
1 + g −→ ln(1 + g) :=
p∑
i=1
(−1)i−1(i − 1)!g(i).
Of course, exp(f + g) = exp(f ) exp(g) and ln(1 + f )(1 + g) = ln(1 + f )+ ln(1 + g) for
all f,g ∈ A((m))(1).
We are now going to investigate the 1-sections in the Albert–Zassenhaus algebra
g =H(2;1;∆). Recall that g consists of all D ∈ W(2;1) with Dω∆ = 0 where
ω∆ = exp
(
x
(p)
1
)
dx1 ∧ dx2.
The Lie algebra g is simple and has dimension p2 (see [2, (2.1)], for example). The
standard filtration in g is induced by that of W(2;1).
Proposition 2.2. Let g = H(2;1;∆) and let t be a 2-dimensional torus in the semisimple
p-envelope gp of g. Let h = cg(t), α ∈ Γ (g, t), and suppose that α(h) = 0. Then the union⋃
i∈F∗p
(
radg(α)iα ∪
[
g(α)iα, radg(α)−iα
])
consists of p-nilpotent elements of gp .
Proof. It is well known (see, e.g., [18, Chapter VIII]) that gp = Derg ∼= H(2;1;∆) ⊕
Fx1D1 ⊂W(2;1). Moreover, gp contains the 2-dimensional torus Fx1D1 ⊕Fx2D2 which
will be denoted by t1. This description implies that gp acts on the line Fω∆. According
to [18, p. 459], |Γ (g, t1)| = p2 − 1 and dimgγ = 1 for any γ ∈ Γ (g, t1). Therefore,
t has p2 − 1 roots on H(2;1;∆) and all root spaces for t are 1-dimensional (see [9,
Corollary 2.10]).
(a) Let t0 = F(1 + x1)D1 ⊕ F(1 + x2)D2 and t2 = F(1 + x1)D1 ⊕ Fx2D2. By
Demushkin’s theorem, there is φ ∈ AutW(2;1) such that φ(t) = ts for some s ∈ {0,1,2}.
Furthermore, φ is induced by a continuous automorphism of the divided power algebra
A((2)) preserving A(2;1)⊂A((2)). Let
J (φ)=D1
(
φ(x1)
)
D2
(
φ(x2)
)−D2(φ(x1))D1(φ(x2)),
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φ(ω∆)= aω∆ where a = exp(φ(x1)(p))J (φ). For i = 1,2 set ai := a−1Di(a). There exist
u ∈ A((2))(1) and µ ∈ F ∗ such that a = µ exp(u). Then ai = Di(u) where i = 1,2. Since
Di respects the divided power maps, we also have that
ai = φ(x1)(p−1)Di
(
φ(x1)
)+ J (φ)−1Di(J (φ)).
As a consequence, a1, a2 ∈ A(2;1). Since ω∆ is a weight vector for t and dx1 ∧ dx2
is a weight vector for each of the tori t0, t1, t2, the divided power series a is a weight
vector for ts . But then so are the truncated polynomials a1 and a2. Furthermore, ai
has the same weight as Di . Since a /∈ A(2;1) it follows from [2, Lemma 2.1.3] that
φ(g)= {Da(f ) | f ∈ A(2;1)} where
Da(f ) := (D2 + a2)(f )D1 − (D1 + a1)(f )D2.
(b) There is a toral element t ∈ t such that g(α) = cg(t). Set
c′ := cφ(g)
(
φ(t)
)= φ(g(α)).
If t /∈W(2;1)(0), it can be assumed that φ(t) = (1 + x1)D1 (see [9, Theorem 2.3]).
Suppose s = 0. Since all t0-weight spaces in A(2;1) are 1-dimensional, there are
λ1, λ2 ∈ F such that Di(u) = λi(1 + xi)p−1 for i = 1,2. This system of differential
equations has a unique solution in A((2))(1), namely,
u= λ1 ln(1 + x1)+ λ2 ln(1 + x2).
If λ1, λ2 ∈ Fp then u= ln(1 + x1)λ1(1 + x2)λ2 yielding
a = µ exp(u)= µ(1 + x1)λ1(1 + x2)λ2 ∈A(2;1),
a contradiction. Thus, either λ1 /∈ Fp or λ2 /∈ Fp . It follows from our remarks earlier in the
proof that c′ has basis {Da((1 + x2)i(1 + x1)) | i ∈ Fp} where
Da
(
(1 + x2)i(1 + x1)
)= (i + λ2)(1 + x2)i−1(1 + x1)D1 − (1 + λ1)(1 + x2)iD2.
If λ1 = −1, the natural projection c′ → A(2;1)D2 induces an isomorphism g(α) ∼=
W(1;1). Then radg(α) = (0). If λ1 = −1 then λ2 /∈ Fp, hence c′ is spanned by the
elements (1 + x2)i (1 + x1)D1 with i ∈ Fp . Therefore, cφ(g)(φ(t)) = F(1 + x1)D1 so that
h = F t and α vanishes on h.
(c) Suppose s = 2 and t /∈ W(2;1)(0). Then a1 = λ1(1 + x1)p−1 and a2 = λ2x(p−1)1 for
some λ1, λ2 ∈ F and c′ has basis {Da(x(i)2 (1 + x1)) | 0 i  p − 1} where
Da
(
x
(i)
(1 + x1)
)= ((1 − δi,0)x(i−1) + λ2δi,0x(p+i−1))(1 + x1)D1 − (1 + λ1)x(i)D2.2 2 2 2
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(otherwise u = ln(1 + x1)p−1 and a = µ(1 + x1)p−1 ∈ A(2;1), a contradiction). Then
again cφ(g)(φ(t))= F(1 + x1)D1 and α(h) = 0.
(d) Suppose t ∈ W(2;1)(0) and s = 2. In this case φ(t) = rx2D2 for some r ∈ F∗p while
a1 and a2 are as in part (c). Then c′ has basis {Da((1 + x1)ix2) | i ∈ Fp} and
Da
(
(1 + x1)ix2
)= (1 + x1)iD1 − (i + λ1)(1 + x1)i−1x2D2.
So g(α) is isomorphic to W(1;1) and radg(α) = (0).
(e) Suppose s = 1. Then there are λ1, λ2 ∈ F such that ai = λix(p−1)i for i = 1,2. First,
we consider the case where φ(t) acts noninvertibly on the subspace spanned by D1 and D2.
Then φ(t) = rxkDk where r ∈ F∗p for k = 1,2. We assume that k = 1, the case k = 2 being
similar. Since c′ is spanned by {Da(x(i)2 x1) | 0 i  p − 1} and
Da
(
x
(i)
2 x1
)= ((1 − δi,0)x(i−1)2 + λ2δi,0x(p+i−1)2 )x1D1 − x(i)2 D2,
we have g(α) ∼=W(1;1). So radg(α) = (0) in this case.
Next, we suppose that φ(t) is a nonzero multiple of x1D1 + x2D2. Then c′ is spanned
by all Da(x(i)1 x(j)2 ) with 0 i, j  p − 1 and i + j − 2 ≡ 0 (mod p). It is easily checked
that s := span{Da(x21),Da(x1x2),Da(x(2)2 )} is a 3-dimensional simple Lie subalgebra in
W(2;1)(0). From this it follows that c′ = s ⊕ rad c′ where rad c′ = c′ ∩ W(2;1)(1). So
g(α) ∼= sl(2)⊕ radg(α) and radg(α) consists of p-nilpotent elements of gp.
Finally, suppose φ(t) acts invertibly on the span of D1, D2, x1D2, and x2D1. Then c′ ⊂
t1 ⊕W(2;1)(1) which implies that gp(α) = (t∩ gp(α))⊕ nilg(α). But then giα ⊂ nilg(α)
for all i ∈ F∗p .
We have considered all cases and the proof of the proposition is now complete. 
3. Triangularity
Let M and A be Lie algebras and suppose that A acts on M as derivations. We say that
A acts triangulably on M if A(1) acts on M as nilpotent linear transformations. If A is
a subalgebra in M and adA acts triangulably on M we often say that A is triangulable.
Given a T -invariant Lie subalgebra Q ⊂ Lp we say that T is standard with respect to Q if
the centralizer cQ(T ) acts triangulably on Q.
The starting point for the second author’s classification has been the observation that
certain important subalgebras of Lp are triangulable. In this section we will generalize
these results to our present case p > 3. We first generalize [14, Theorem 3.5].
Theorem 3.1. Let t0 ⊂ Lp be a torus in Lp such that cL(t0) is nilpotent and acts
triangulably on L. Let α1, . . . , αs ∈ Γ (L, t0) and assume that L(α1, . . . , αs) is nilpotent.
Then L(α1, . . . , αs) acts triangulably on L.
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envelope of h in Lp ⊂ DerL. Let t˜ be the unique maximal torus in the restricted nilpotent
subalgebra h˜ := t+ hp . Put L˜ := h˜+L and let
L˜ = h˜⊕
∑
γ∈Γ
L˜γ , Γ ⊂ t˜∗ \ {0},
be the root space decomposition of L˜ with respect to t˜.
(a) Suppose h acts nontriangulably on L. Then [7, Theorem 1] shows that p = 5 and
there exist α,β ∈ Γ linearly independent over F5 in t˜∗ and a maximal ideal R˜(α,β) of the
2-section L˜(α,β) such that
L˜(α,β)/R˜(α,β)∼= g(1,1)
is the 125-dimensional restricted Melikian algebra. Moreover, the proof of this theorem
shows that the image of h˜ in g(1,1) is a nontriangulable Cartan subalgebra in g(1,1). The
p-envelope L˜(α,β)p of L˜(α,β) in Lp preserves R˜(α,β) hence acts on L˜(α,β)/R˜(α,β)
as derivations. Since g(1,1)∼= Derg(1,1) (see [19, Theorem 3.37] for example) this gives
rise to an epimorphism of restricted Lie algebras
φ1 : L˜(α,β)p −→ g(1,1).
Note that φ1(t˜) is a 2-dimensional nonstandard torus in g(1,1).
(b) Suppose R˜(α,β) ∩ h˜ contains an element h acting nonnilpotently on L˜(α,β) and
let hs ∈ t˜ denote the semisimple part of h. There exists a nonzero ν ∈ F5α + F5β such
that ν(hs) = 0. But then L˜ν ⊂ R˜(α,β), so that ν is not a φ1(t˜)-root of g(1,1). However,
g(1,1) has p2 − 1 roots relative to each of its 2-dimensional tori (by [7, Lemma 4.1] and
[9, Corollary 2.10]). This contradiction shows that R˜(α,β)∩ h˜ acts nilpotently on L˜(α,β).
Let I be any ideal of L˜(α,β) not contained in R˜(α,β). The maximality of R˜(α,β)
implies that L˜(α,β) = I + R˜(α,β). Both I and R˜(α,β) are ideals in L˜(α,β)) hence t˜-
stable. Then h˜ = I ∩ h˜+ R˜(α,β)∩ h˜. Thus any t ∈ t˜ can be written as t = h1 +h2 with h1 ∈
I ∩ h˜ and h2 ∈ R˜(α,β)∩ h˜. By our discussion above, h2 acts nilpotently on L˜(α,β). Also
0 = [t, h2] = [h1, h2]. Hence, for r big enough, tpr = hp
r
1 + hp
r
2 ∈ hp
r
1 + t˜∩ kerα ∩ kerβ.
But then L˜γ ⊂ I for any γ ∈ (F5α + F5β) \ {0}. In other words,
L˜(α,β)= I + h˜∩ R˜(α,β).
(c) Note that h, hp , and the center C(hp) are t0-invariant. Therefore,
C(hp)
p =
(∑
δ∈t∗
C(hp)δ
)p
⊂
∑
δ∈t∗
C(hp)pδ0 0
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space decomposition of L˜ relative to t˜. In other words, [t0, h˜] ⊂ h˜ and [t0,Lγ ] ⊂ Lγ for
all γ ∈ Γ (L˜, t˜). In particular, L˜(α,β) is t0-invariant.
Let J be the sum of all t0-invariant ideals of L˜(α,β)p contained in kerφ1 and
φ2 : L˜(α,β)p −→ L˜(α,β)p/J
be the canonical homomorphism. Since J is t0-invariant, the torus t0 acts on its image
φ2(L˜(α,β)p). Let (0) = I ⊂ φ2(L˜(α,β)p) be a minimal t0-invariant ideal, I := φ−12 (I),
and I ′ := I ∩ L˜(α,β). By the minimality of I , there are two possibilities: either I ⊂
φ2(L˜(α,β)) or I ∩ φ2(L˜(α,β)) = (0). Suppose the second possibility occurs. Then
[I, L˜(α,β)p] ⊂ I ′ ⊂ kerφ2 = J ⊂ kerφ1, hence φ1(I) ⊂ C(g(1,1)) = (0). But then
I ⊂ J , by the definition of J , and I = (0), a contradiction. So I ⊂ φ2(L˜(α,β)).
Moreover, I ′ ⊂ kerφ1. By part (b), L˜(α,β) = I ′ + h˜ ∩ R˜(α,β). Also, φ2(I ′) = I , by
the minimality of I . Since h˜ is nilpotent, this shows that I = I(∞) = φ2(L˜(α,β))(∞) is
the unique minimal t0-invariant ideal of φ2(L˜(α,β)). In particular, I is nonsolvable. By
Block’s theorem, there are m ∈ N0 and a simple Lie algebra S such that I ∼= S ⊗ A(m;1)
as Lie algebras. Since J ⊂ kerφ1 there exists a Lie algebra epimorphism
φ3 : L˜(α,β)p/J  L˜(α,β)p/kerφ1 ∼= g(1,1)
such that φ1 = φ3 ◦ φ2. Note that φ2(h˜∩ R˜(α,β))⊂ kerφ3 and the image φ3(I) ∼= g(1,1)
is simple. Clearly, S ⊗A(m;1)(1) is the unique maximal ideal of S ⊗ A(m;1). Since this
ideal is nilpotent so is
φ2
(
R˜(α,β)
)= φ2(L˜(α,β))∩ kerφ3 = I ∩ kerφ3 + φ2(h˜ ∩ R˜(α,β)),
while S ∼= g(1,1).
(d) Since the ideal I is t0-invariant, φ2 gives rise to a natural homomorphism of restricted
Lie algebras L˜(α,β)p + t0 → DerI . Since I ∼= S ⊗A(m;1) the latter induces a restricted
homomorphism
Φ : L˜(α,β)p + t0 −→ (DerS)⊗A(m;1)+ Id ⊗W(m;1)
such that S ⊗ A(m;1) ⊂ Φ(L˜(α,β)p + t0) and π2(Φ(L˜(α,β)p + t0) is a transitive
subalgebra in W(m;1) (recall that we denote by π2 the canonical projection
(DerS)⊗A(m;1)+ Id ⊗W(m;1)−→W(m;1),
see [9] for more detail). Since S ∼= DerS there exists a restricted transitive Lie subalgebra
D ⊂W(m;1) such that
Φ
(
L˜(α,β)p + t0
)= S ⊗A(m;1)+ Id ⊗D.
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Φ
(
R˜(α,β)
)= S ⊗A(m;1)(1) + Id ⊗D0,
where D0 is a subalgebra of D. As Φ(R˜(α,β)) is a Lie algebra it must be that D0 ⊂
W(m;1)(0). Let D˜0 denote the p-envelope of D0 in W(m;1)(0). As S ∼= g(1,1) is a
restricted Lie algebra and L˜(α,β)⊂ I ′ + R˜(α,β), we have
Φ
(
L˜(α,β)p
)⊂ S ⊗A(m;1)+ Id ⊗ D˜0.
As D is transitive this shows that so must be Φ(t0). Thanks to [9, Theorem 2.6] it can
be assumed that there exist toral elements t1, . . . , tm ∈ t0 and a subtorus t′0 ⊂ t0 such that
t0 = t′0 ⊕
⊕m
i=1 F ti and
Φ(ti) = Id ⊗ (1 + xi)∂i ∀i m,
Φ(x)= λ1(x)⊗ 1 + Id ⊗ λ2(x) ∀x ∈ t′0,
where λ1 and λ2 are restricted homomorphisms from t′0 into S and W(m;1)(0),
respectively. As [λ2(t′0), (1 + xi)∂i] ∈ (π2 ◦ Φ)(t(1)0 ) = (0) for all i  m and λ2(t′0) lies
in W(m;1)(0) it must be that λ2 = 0. So
Φ(t0)=
( m∑
i=1
F Id ⊗ (1 + xi)∂i
)
⊕ (λ1(t′0)⊗ F ).
As L˜(α,β)p is t0-invariant and D˜0 = (π2 ◦Φ)(L˜(α,β)p) ⊂ W(m;1)(0) the transitivity of
Φ(t0) yields D˜0 = (0). But then Φ(L˜(α,β)p) = g(1,1)⊗A(m;1), a perfect Lie algebra.
Consequently,
Φ
(
L˜(α,β)p
)=Φ((L˜(α,β)p)(∞))=Φ(L(α,β)).
(e) Recall that t ⊂ t0 ∩ L˜(α,β). Then Φ(t) ⊂ g(1,1) ⊗ A(m;1) forcing t ⊂ t′0, so that
λ1(t) ⊂ λ1(t′0). Both λ1(t) and λ1(t′0) are tori in g(1,1). Since MT(g(1,1)) = 2 (see [7,
Lemma 4.4(ii)]), one has
0 dimλ1(t) dimλ1
(
t′0
)
 2.
Since h = cL(t) is nilpotent so is cg(1,1)(λ1(t)). Therefore, dimλ1(t) = 0. If dimλ1(t) = 1
then [7, Theorem 1] implies that cg(1,1)(λ1(t)) acts triangulably on g(1,1).
Suppose dimλ1(t)= 2. Then λ1(t)= λ1(t′0) and
Φ
(
cL(t0)
)=Φ(cL(α,β)(t0))= cg(1,1)(λ1(t′0))⊗ F = cg(1,1)(λ1(t))⊗ F.
Since cL(t0) is triangulable by assumption we obtain that cg(1,1)(λ1(t)) acts triangulably
on g(1,1) in all cases.
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of restricted Lie algebras  :g(1,1)⊗A(m;1) g(1,1). Chasing through the maps shows
that  sends Φ(h˜) ⊂ g(1,1)⊗ A(m;1) onto a restricted subalgebra in g(1,1) isomorphic
to cg(1,1)(φ1(t˜)). By part (a), the latter acts nontriangulably on g(1,1). Hence Φ(h˜)
acts nontriangulably on g(1,1) ⊗ A(m;1). Since h˜(1) = h(1) so does Φ(h), too. On the
other hand, it is easy to see that  sends Φ(h) ⊂ Φ(h˜) onto cg(1,1)(λ1(t)), a triangulable
subalgebra in g(1,1). This entails that Φ(h) acts triangulably on g(1,1)⊗ A(m;1). Thus
the assumption we made in (a) leads to a contradiction. Therefore, h acts triangulably on
L as desired. 
Recall that for a subalgebra A of a Lie algebra M the toral rank of A in M , denoted
TR(A,M), is defined as
TR(A,M) := MT(A/(A ∩C(M))),
whereM is any p-envelope of M andA is the restricted subalgebra inM generated by A
(this is known to be independent of the choice ofM, see [19, Theorem 1.3]).
Theorem 3.2. Let g be a perfect Lie algebra and h be a Cartan subalgebra in g with
TR(h,g)= 1. Then the following hold:
(1) h acts triangulably on g;
(2) radg is the unique maximal ideal in g;
(3) g/ radg is one of sl(2), W(1;n), H(2;n;Ψ)(2).
Proof. Let gp be a p-envelope of g, hp the p-envelope of h in gp , and t the unique
maximal torus in hp . Then dim t/t ∩ C(gp) = TR(h,g) = 1. There is a nonzero toral
element t in t such that t = F t ⊕ t ∩ C(gp). All eigenvalues of ad t lie in Fp. Let
g = h ⊕∑i∈F∗p gi be the eigenspace decomposition of g relative to ad t .
(a) Let I be any ideal in g. Clearly, I = I ∩ h⊕∑i∈F∗p I ∩ gi is an Fp-grading of the Lie
algebra I . If I ∩ h acts nilpotently on I then I is solvable (see [19, Proposition 1.14]). But
then I ⊂ radg. If I ∩ h acts nonnilpotently on I then there is h ∈ I ∩ h whose semisimple
part hs (in gp) is not contained in C(gp). Since hs ∈ t, we have that hs = at + z for some
a ∈ F∗ and z ∈C(gp). As I is an ideal, this gives∑i∈F∗p gi ⊂ I , so that g = h + I . As g is
perfect and h is nilpotent we get g = I . This proves (2).
(b) Let h¯ denote the image of h in g/ radg, and t¯ be the image of t in Der(g/ radg). By
part (a), g/ radg is a simple Lie algebra and cg/ radg(t¯ ) = h¯. Besides, the maximal torus
of the p-envelope of h¯ in Der(g/ radg) is nothing but F t¯ . So [7, Theorem 1] applies and
shows that h¯(1) acts nilpotently on g/ radg. This, in turn, shows that[(
h(1)p
)∩ t,g]⊂ radg.
780 A. Premet, H. Strade / Journal of Algebra 278 (2004) 766–833If (h(1)p)∩ t ⊂ C(gp) then g = h+ radg, a contradiction. Thus (h(1)p)∩ t ⊂ C(gp) which
means that all elements of h(1) act nilpotently on g. This proves (1).
(c) We have already established that g/ radg is a simple Lie algebra and h¯ is a Cartan
subalgebra of toral rank 1 in g/ radg. Now [7, Theorem 2] yields (3). 
One often obtains important information of L by studying 2-sections of L relative to
a torus t ⊂ Lp . This reduces the investigation to simple Lie algebras of smaller absolute
toral rank.
Proposition 3.3 (cf. [2, Lemma 10.21]). Let t0 ⊂ Lp be a torus such that h = cL(t0) is
nilpotent, t be the unique maximal torus in t0 +hp ⊂ Lp , and suppose one of the following
two conditions holds for some α,β ∈ Γ (L, t):
(a) there are h1 ∈ [Lα,L−α] and h2 ∈ [Lβ,L−β ] such that α(h1) = 0, β(h1) = 0, and
α(h2) = 0;
(b) t is a maximal torus of Lp and there are u ∈ Lα and h2 ∈ [Lβ,L−β ] such that
β(up) = 0 and α(h2) = 0.
Set g :=∑γ∈(Fpα+Fpβ)\{0}(Lγ + [Lγ ,L−γ ]). Then the following hold:
(1) Every ideal of g is t-invariant.
(2) If I is a maximal ideal of g and π :g → g/I is the canonical homomorphism then
h1, h2 /∈ I (respectively u,h2 /∈ I ) and π(g) is simple with TR(π(g)) 2. Moreover, if
(a) holds for L then π(h∩ g) is a Cartan subalgebra in π(g) with
dimπ(h∩ g)/(π(h∩ g)∩ nilπ(h∩ g)p)= 2 and TR(π(h ∩ g),π(g))= 2,
where the pth powers are taken in π(g)p ⊂ Derg.
(3) Suppose further that t is a maximal torus in Lp . Then radg is nilpotent and, moreover,
the unique maximal ideal in g. If h′ is a subalgebra in cLp (t) such that all elements in
the union
⋃
h∈h′(adh)p−1(h∩ g) act nilpotently on g/ radg then radg is h′-invariant.
Proof. (a) Let t1, t2 ∈ t denote the semisimple parts of h1, h2 ∈ h in case (a) and of up,h2
in case (b). In case (a), α(h1) = 0 by our assumption, while in case (b) the maximality of t
implies that α(up)= 0. Thus
α(t1)= 0, β(t1) = 0, α(t2) = 0.
Consequently, t = F t1 ⊕F t2 ⊕ (t∩ kerα∩ kerβ). Since t∩ kerα∩ kerβ annihilates g and
t1, t2 ∈ gp every ideal of g is t-invariant.
(b) Given an ideal I of g, we denote by Ip be the p-envelope of I in Lp . Suppose
Ip ∩ t ⊂ kerα∩kerβ . Then there is t ∈ Ip ∩ t with α(t) = 0 or β(t) = 0. Suppose α(t) = 0
the case β(t) = 0 being similar. Since Liα = [t,Liα] ⊂ I for all i ∈ F∗p, we have that h1 ∈ I
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γ ∈ (Fpα + Fpβ) \ {0}. This gives I = g. Thus if I = g then Ip ∩ t centralizes g.
(c) Let I be a maximal ideal of g. Since t1, t2 ∈ gp one has g(1) = g. So g/I is simple.
Since Ip ∩ t ⊂ kerα ∩ kerβ , by part (b), it is clear that h1, h2 /∈ I in case (a) and u,h2 /∈ I
in case (b). This implies that Lα ⊂ I and Lβ ⊂ I . So π(h1) and π(h2) (respectively π(u)
and π(h2)) generate a torus in π(g)p which distinguishes π(gα) = (0) and π(gβ) = (0).
From this it is immediate that TR(π(g)) 2. If (a) holds then π(h∩g) is self-normalizing,
hence a Cartan subalgebra in π(g). Moreover, π(h1) and π(h2) are linearly independent
modulo nilπ(h ∩ g)p , so that
2 TR
(
π(h∩ g),π(g)) TR(π(t),π(g)p)= 2.
(d) Now suppose that t is a maximal torus in Lp . Let I ⊂ g be a proper ideal of g and
x ∈ Iγ = gγ ∩I where γ ∈ Fpα+Fpβ . As t is maximal, xpr ∈ t for r  0. We have shown
in (b) that Ip ∩ t centralizes g. It follows that ⋃γ∈Fpα+Fpβ adg Iγ is a weakly closed set
consisting of nilpotent endomorphisms. So the Engel–Jacobson theorem yields that I acts
nilpotently on g. Therefore, I ⊂ radg. Moreover, g = radg, for g(1) = g. Then radg is
nilpotent.
(e) Let h′ be a Lie subalgebra in cLp(t). Clearly, [h′,Lγ ] ⊂ Lγ for all γ . Then [h′,g] ⊂ g
forcing [h′,h ∩ g] ⊂ h ∩ g. Let R be the maximal h′-invariant solvable ideal in g, and let
φ :h′ + g −→ (h′ + g)/R
denote the canonical homomorphism. Let J be a nonzero h′-invariant ideal of φ(g), and
I = φ−1(J ). Then I is an h′-invariant ideal of g satisfying I ⊂ radg. So part (d) of this
proof shows that I = g and, as a consequence, J = φ(g). This means that φ(g) is h′-
simple. By Block’s theorem, there is a simple algebra S and m ∈ N0 such that
φ(g)∼= S ⊗A(m;1) ⊂ φ(h′ + g)⊂ (DerS)⊗A(m;1)+ Id ⊗W(m;1).
By part (d) of this proof, g/ radg = π(g) ∼= S. The associative algebra A(m;1) is
isomorphic to the centroid of φ(g) ∼= π(g)⊗A(m;1), hence acts on φ(g) via
(x ⊗ f,a) −→ (x ⊗ f ) • a := x ⊗ f a, ∀x ∈ π(g), ∀f,a ∈A(m;1).
Decomposing φ(h2) • a ∈ φ(g) into root spaces relative to t and applying adφ(h1) and
adφ(h2) in case (a) (respectively adφ(u) and adφ(h2) in case (b)), we observe that
φ(h2) •A(m;1)⊂ φ(h ∩ g).
Suppose there is h ∈ h′ such that (π2 ◦ φ)(h) /∈ W(m;1)(0). Then (π2 ◦ φ)(h) = E +∑m
i=1 ai∂i where E ∈W(m;1)(0) and ai0 = 0 for some i0 m. Hence(
adφ(h)
)p−1(
φ(h2) • xp−1
)≡ (p − 1)!ap−1π(h2)⊗ 1 (mod S ⊗A(m;1)(1)).i0 0
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π(adh)p−1(y)) acts nilpotently on π(g) by our assumption. So S ⊗A(m;1)(1) is a φ(h′)-
invariant ideal of φ(g). Since φ(g) is φ(h′)-simple by our earlier remark, m= 0 necessarily
holds. Then φ(g)= π(g) is simple and, consequently, kerφ = radg is h′-invariant. 
Proposition 3.4. Let t0 ⊂ Lp be a torus such that h := cL(t0) is nilpotent. Let t denote the
maximal torus in t0 + hp ⊂ Lp and α ∈ Γ (L, t) be such that α(h) = 0. Then
α
([Lα,L−α]2)= 0 and [Lα,L−α]3 ⊂ nilhp.
Proof. (a) Suppose α([Lα,L−α]2) = 0 and set
g :=
∑
i∈F∗p
(
Liα + [Liα,L−iα]
)
.
Our assumption implies that there is h ∈ [Lα,L−α]2 ⊂ (h∩ g)(1) such that α(h) = 0. Then
g(1) = g, TR(h∩g,g) 1, and h∩g is self-normalizing in g. In particular, h∩g is a Cartan
subalgebra of g. On the other hand, TR(h∩ g,g) dim t/kerα = 1. But then Theorem 3.2
applies showing that (h ∩ g)(1) acts nilpotently on g. So our present assumption leads to a
contradiction which proves that α([Lα,L−α]2)= 0.
(b) Suppose [Lα,L−α]3 ⊂ nilhp . Since [Lα,L−α]3 is an ideal of hp and nilhp is the
sum of all p-nilpotent ideals in hp , there is h ∈ [Lα,L−α]3 whose semisimple part hs is
nonzero. Then there is κ ∈ Γ (L, t) with κ(hs) = 0. It follows that the set
Ω := {κ ∈ Γ (L, t) ∣∣ κ([Lα,L−α]3) = 0}
is not empty. Since L is simple, we have, by Schue’s lemma, that
h =
∑
κ∈Ω
[Lκ,L−κ ].
If the union
⋃
κ∈Ω adLα [Lκ,L−κ ] consisted entirely of nilpotent endomorphisms then
the Engel–Jacobson theorem would imply that α(h) = 0. Since this is not the case, by
assumption, there is κ ∈ Ω such that [Lκ,L−κ ] acts nonnilpotently on Lα . This means
that α([Lκ,L−κ ]) = 0. We deduce that
α
([Lα,L−α]3)= 0, κ([Lα,L−α]3) = 0, α([Lκ,L−κ ]) = 0,
thereby verifying the conditions of Proposition 3.3 (case (a)).
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g :=
∑
γ∈(Fpα+Fpκ)\{0}
(
Lγ + [Lγ ,L−γ ]
)
and let I = g be a maximal ideal of g. In accordance with Proposition 3.3, put π(g)= g/I
and let h¯0 := (g ∩ h + I)/I ⊂ π(g). Proposition 3.3 yields that π(g) is simple, that h¯0 is
a Cartan subalgebra of toral rank 2 in π(g) and, as a consequence, that [π(gα),π(g−α)]3
acts nonnilpotently on π(g). Then [7, Theorem 1] shows that π(g) is isomorphic to the
125-dimensional Melikian algebra g(1,1) and h¯0 is a nontriangulable Cartan subalgebra
in π(g). As g(1,1) is restricted there is a nonzero toral element tα ∈ h¯0 such that
α(tα) = 0. According to [7, Lemma 4.3], all nontriangulable Cartan subalgebras in g(1,1)
are conjugate under Autg(1,1). Combining this result with [13, Theorem 2.1], it is easy
to observe that there exists σ ∈ Autg(1,1) such that σ(h¯0) = cg(1,1)(F (1 + x1)∂1 +
F(1 + x2)∂2) and σ(tα) = (1 + x1)∂1. The description in [7, p. 697] yields dim h¯0 = 5,
dimC(h¯0)= 2, and
h¯30 ⊂ C(h¯0)⊂
∑
i∈F∗p
[
π(giα),π(g−iα)
]
 h¯0.
It follows that C(h¯0) has codimension  2 in [π(gα),π(g−α)]. Then [π(gα),π(g−α)]2 ⊂
C(h¯0) forcing [π(gα),π(g−α)]3 = (0). However, this is impossible as the latter space acts
nonnilpotently on π(g). This contradiction proves the proposition. 
We are now ready to determine 1-sections.
Theorem 3.5. Let t0 ⊂ Lp be a torus such that h := cL(t0) is nilpotent and t be the maximal
torus of t0 + hp ⊂ Lp . Let α ∈ Γ (L, t). The following are equivalent:
(i) L(α) is solvable;
(ii) α([Liα,L−iα])= 0 for all i ∈ F∗p.
Proof. Let L(α)′ = ∑i∈F∗p (Liα + [Liα,L−iα]). Suppose α([Liα,L−iα]) = 0 for all
i ∈ F∗p . Then the union
⋃
i∈F∗p ad [Liα,L−iα] consists of endomorphisms acting nilpotently
on L(α)′. By [19, (1.14)], L(α)′ is solvable. Hence so is L(α) = h+L(α)′. Conversely, if
there is h ∈⋃i∈F∗p [Liα,L−iα] such that α(h) = 0 then adh acts invertibly on ∑i∈F∗p Liα .
Then h ∈L(α)(∞) and L(α) is not solvable. 
Theorem 3.6. Let t0 ⊂ Lp be a torus such that h := cL(t0) is nilpotent and t be the maximal
torus of t0+hp ⊂ Lp . Let α ∈ Γ (L, t) be such that L(α) is nonsolvable. Then the following
hold:
(1) radL(α) is t-invariant.
(2) L[α] = L(α)/ radL(α) has a unique minimal ideal S = L[α](∞).
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(4) S is simple and isomorphic to one of sl(2), W(1;n), H(2;n;Ψ)(2).
Proof. (a) Let L(α)′ := ∑i∈F∗p (Liα + [Liα,L−iα]). Since L(α) is nonsolvable, Theo-
rem 3.5 shows that there is i0 ∈ F∗p such that α([Li0α,L−i0α]) = 0. Adjusting α, we may
assume that i0 = 1. Choose h ∈ [Lα,L−α] with α(h) = 0 and let t = hpr ∈ t be the semi-
simple part of h. Then t /∈ kerα yielding t = F t ⊕ kerα. Consequently,[
t, radL(α)
]= [F t, radL(α)]⊂ (adh)pr (radL(α))⊂ radL(α).
This proves (1) and shows that radt L(α) = radL(α) is t + hp-invariant. Thus t + hp acts
on L[α] = L(α)/ radL(α) giving a restricted homomorphism
t+ hp  x → x¯ ∈ DerL[α].
(b) Since t ∩ kerα acts trivially on L(α), we have that t¯ = F t¯ . We identify α with the
corresponding root in Γ (L[α], t¯) so that α(t¯) = α(t). Then L[α] = h¯ ⊕∑i∈F∗p L[α]iα is
the root space decomposition of L[α] relative to t¯. Since
(
adL[α] h¯
)pr = (adL(α) h)pr
for all r , the unique maximal torus of the p-envelope of h¯ in DerL[α] coincides with F t¯ ,
the image of the maximal torus of hp in DerL[α].
(c) Let I be a minimal ideal of L[α]. By the preceding remark, the toral element t¯
acts on I which turns I into an Fp-graded Lie algebra. If α vanishes on cI (t¯) = cI (t¯ )
then cI (t¯) acts nilpotently on I . By [19, (1.14)], this would imply that I is solvable.
However, L[α] is semisimple. Thus there is x ∈ cI (t¯) with α(x) = 0. As t¯ is 1-dimensional,
F t¯ = F(adL[α](x))pr for r  0. Therefore,L[α] = I +cL[α](t¯) = I + h¯. As a consequence,
I = L[α](∞) is the unique minimal ideal in L[α]. This description also shows that I is t¯-
invariant and adL[α] acts faithfully on I .
(d) Let L[α]p and Ip denote the p-envelopes of L[α] and I in Der I . Block’s theorem
says that there exist a simple Lie algebra S and m ∈ N0 such that I ∼= S ⊗A(m;1). It also
yields a homomorphism of restricted Lie algebras Φ :L[α]p → Der I such that
S ⊗A(m;1) ⊂Φ(L[α]p)⊂ (DerS)⊗A(m;1)+ Id ⊗W(m;1).
Recall from part (c) that L[α] = I + h¯. This gives Φ(L[α]) = S ⊗A(m;1)+Φ(h¯).
Suppose m> 0. Since t¯ is spanned by an iterated pth power of adL[α] x with x ∈ I , we
then have Φ(t¯) ⊂Φ(Ip)⊂ (DerS)⊗A(m;1). In this situation Φ can be chosen such that
Φ(t¯) = λ1(t¯) ⊗ F where λ1 : t → Der S is an injective restricted homomorphism (see [9,
Theorem 2.6]). It follows that cS(λ1(t¯1))⊗A(m;1)⊂Φ(h¯).
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for any y ∈ [Lκ,L−κ ] one has
(ady)3(h) ⊂ (nilhp)∩ h.
Let π2 be as before and suppose there is y ⊂ [Lκ,L−κ ] such that (π2◦Φ)(y¯) /∈W(m;1)(0).
Then
Φ(y¯)= E + Id ⊗
m∑
i=1
fi∂i ,
where E ∈ cDerS((λ1(t)))⊗A(m;1), fi ∈ A(m;1), and fi0(0) = 0 for some i0 m. Then
(adΦ(y¯))3(Φ(h¯)) contains (adΦ(y¯))3(cS(λ1(t¯))⊗ x3i0), so that
cS
(
λ1(t¯)
)⊗A(m;1)⊂ cS(λ1(t¯))⊗A(m;1)(1) + (adΦ(y))3(Φ(h¯))⊂Φ(h¯).
Since (adΦ(y¯))3(Φ(h¯)) is contained in the p-nilpotent ideal Φ((nilhp)∩ h¯) of Φ(h¯) this
yields that cS(λ1(t¯))⊗A(m;1) acts nilpotently on Φ(L[α]). As a consequence, cI (t¯) acts
nilpotently on L[α]. However, we have seen in part (c) that this not true. Thus
(π2 ◦Φ)(y¯) ∈W(m;1)(0)
(∀κ ∈ Γ (L, t) with κ(h) = 0, ∀y ∈ [Lκ,L−κ ]).
Set Ω1 = {κ ∈ Γ (L, t) | κ(h) = 0}. As α is not solvable it lies in Ω1 (Theorem 3.5). So
Ω1 = ∅ whence h =∑κ∈Ω1[Lκ,L−κ ], by Schue’s lemma. Combining this with the above
remark, we obtain the inclusion (π2 ◦Φ)(h¯) ⊂W(m;1)(0). But then
Φ
(
L[α])⊂ (DerS)⊗A(m;1)+ Id ⊗W(m;1)(0)
implying that S ⊗ A(m;1)(1) is a solvable ideal of Φ(L[α]). As Φ is injective this
contradicts the semisimplicity of L[α]. Thus m= 0 and I ∼= S is simple.
(e) Recall that t¯ = F(adx)pr for some x ∈ cI (t¯). From this it is immediate that
cI (t¯) is self-normalizing, hence a Cartan subalgebra of I . Also, 1  TR(cI (t¯), I ) 
TR(h¯,L[α]) = 1 (see [19, Theorem 1.7(1)]). Since I ∼= S this proves (3). Since S is
simple and possesses a Cartan subalgebra of toral rank 1, one now derives (4) from
Theorem 3.2. 
Corollary 3.7. Let T be a torus of maximal dimension in Lp , and α ∈ Γ (L,T ). Then
radL(α) is T -invariant and L[α] is restricted. Moreover, either
L[α] ∈ {(0), sl(2),W(1;1),H(2;1)(2),H (2;1)(1)}
or p = 5, Lp possesses a nonstandard torus of maximal dimension, and
L[α] ∼=H(2;1)(2) ⊕ Fx41∂2.
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L(α)p acts on L[α] as derivations.
Let L[α] be nonsolvable. As T is a torus of maximal dimension TR(L[α]) = 1 (by [19,
Theorems 1.9, 1.7]). Let S denote the socle of L[α]. By Theorem 3.6, S is simple, while
[19, Theorems 1.9, 1.7]) show that TR(S)= 1. Then S is one of sl(2), W(1;1), H(2;1)(2)
(see [7, Theorem 2]). Moreover, S ⊂ L[α] ⊂ DerS.
Suppose S  L[α]. Then S =H(2;1)(2) and L[α] contains a nonzero element
D = axp−11 ∂2 + bxp−12 ∂1 + c(x1∂1 + x2∂2)+E
with a, b, c ∈ F and E ∈ H(2;1)(1). Since TR(L[α]) = 1 it must be that c = 0, so that
L[α] ⊂H(2;1). Jacobson’s formula now shows that L[α] is restricted.
If L[α] ⊂H(2;1)(1) then we are done because dimH(2;1)(1)/H(2;1)(2) = 1. So from
now on we may assume that D = E. Then a = 0 or b = 0. Applying the automorphism
σ1 of H(2;1) induced by the rule σ1(x1) = x2, σ1(x2) = −x1, we may assume that
a = 0. Applying the automorphism σ2 of H(2;1) induced by the rule σ2(x1) = x1 −
(b/a)1/px2, σ2(x2)= x2, we may assume b = 0. Thus we may assume that D = xp−11 ∂2 +
dDH(x
p−1
1 x
p−1
2 )+E′ where E′ ∈ H(2;1)(2) and d ∈ F . Applying the automorphism σ3
of H(2;1) induced by the rule σ3(x1)= x1 + dxp−12 , σ3(x2) = x2, we may assume further
that d = 0.
In other words, it can be assumed that D = xp−11 ∂2. Note that
x
p−1
1 ∂2 ≡ (1 + x1)p−1∂2
(
mod H(2;1)(2)).
It follows that c := cL[α](DH((1 + x1)x2)) contains v−1 := (1 + x1)p−1∂2. For 0  i 
p − 2, put vi := (i + 1)−1DH((1 + x1)i+1xi+12 ). It is easy to check that v0, . . . , vp−2
pairwise commute and
[v−1, vi] = ivi−1, 0 i  p − 2.
Moreover, L[α] contains all vi ’s with 0  i  p − 3. Since v0 is a toral element this
implies that c is a nontriangulable Cartan subalgebra in L[α]. Since L(α)p is a restricted
Lie algebra it contains a toral element, t say, which acts on L[α] as v0. Then T ′ :=
F t ⊕ (T ∩ kerα) is a nonstandard torus of maximal dimension in Lp . Applying [7,
Theorem 1] now yields p = 5.
Finally, suppose L[α]  H(2;1)(2) ⊕ Fx41∂2. Then c contains an element u = λx42∂1 +
µv3 with λ = 0 or µ = 0. Observe that
[u,v−1] ≡ −λv3
(
mod H(2;1)(2)).
From this it is immediate that v3 ∈ c while from our earlier remarks it follows that
(adv−1)3(v3) ∈ c is not nilpotent. Let V denote the subspace in H(2;1) spanned by u
and all vi ’s with 0  i  3. It follows from the above discussion that c ∩ V is an abelian
ideal of codimension 1 in c acting nilpotently on L[α].
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Ω ′ := {γ ′ ∈ Γ (L,T ′) | γ ′(H ′) = 0}.
By Schue’s lemma, H ′ = ∑γ ′∈Ω ′ [Lγ ′ ,L−γ ′ ], hence there exist κ ′ ∈ Ω ′ and x ∈[Lκ ′ ,L−κ ′ ] such that π(x)≡ v−1 (mod c ∩ V ). Then
(adv−1)3(v3) ∈ π
([Lκ ′ ,L−κ ′ ]3)+ c∩ V.
However, due to Proposition 3.4 and the Engel–Jacobson theorem, the subalgebra on the
right acts nilpotently on L[α]. This contradiction shows that the case we are considering is
impossible. This completes the proof of the corollary. 
Remark. Theorem 3.6 and Corollary 3.7 extend [14, Theorem 4.1, Corollary 4.2] to our
present situation.
Corollary 3.7 enables us to generalize the notion of a root being solvable, classical,
Witt or Hamiltonian to the case where T is an arbitrary (not necessarily standard) torus
of maximal dimension in Lp . It also allows us to generalize the notion of a distinguished
maximal subalgebra to this situation.
Let α ∈ Γ (L,T ). If α is solvable or classical, we set Q(α) := L(α). If α is Witt, we
define Q(α) to be the unique subalgebra of codimension 1 in L(α) containing radL(α).
If α is Hamiltonian, we define Q(α) to be the inverse image of L[α] ∩ H(2;1)(0) under
the canonical homomorphism π :L(α) → L[α] (in this case Q(α) has codimension 2 in
L(α)). We sometimes write Q(α) = Q(L(α)) in order to distinguish between Q(L(α))
and Q(L(α)p). The latter is defined analogously for the p-envelope of L(α) in Lp . By
Corollary 3.7, L[α] is restricted, so that L(α)p = L(α) + rad(L(α)p) = L(α) + H˜ ∩
rad(L(α)p) where H˜ = cLp (T ). Thus
Q
(
L(α)p
)=Q(L(α))+ rad(L(α)p)
and dimL(α)/Q(L(α)) = dimL(α)p/Q(L(α)p). We call α proper if the subalgebra Q(α)
is T -invariant, and improper otherwise. Note that if α is proper then Q(α) contains
H = cL(T ).
Proposition 3.8. Let α ∈ Γ (L,T ) be a proper root satisfying α(H) = 0. Then⋃
i∈F∗p
((
radL(α)
)
iα
∪ [Q(α)iα, (radL(α))−iα])
consists of p-nilpotent elements of Lp unless α is classical and there is β ∈ Γ (L,T ) with
L[α,β] ∼= g(1,1). In the latter case⋃
i∈F∗p
((
radL(α)
)
iα
∪ [(radL(α))
iα
,
(
radL(α)
)
−iα
])
consists of p-nilpotent elements of Lp .
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there is β with L[α,β] ∼= g(1,1), and W(L(α)) := Q(α) otherwise. Adjusting α, we may
assume that there exists u ∈ (radL(α))α or h1 ∈ [W(L(α))α, (radL(α))−α] which is not
p-nilpotent. Define
Ω1 :=
{
γ ∈ Γ (L,T ) ∣∣ γ (up) = 0} or Ω1 := {γ ∈ Γ (L,T ) ∣∣ γ (h1) = 0},
in the respective cases. Then Ω1 = ∅. By Schue’s lemma, H =∑γ∈Ω1[Lγ ,L−γ ]. Since
α(H) = 0 and each [Lγ ,L−γ ] is an ideal of H , the Engel–Jacobson theorem shows that
there is β ∈ Ω1 such that α([Lβ,L−β ]) = 0. Choose h2 ∈ [Lβ,L−β ] with α(h2) = 0. Since
h1 ∈ H ∩ radL(α) ∩ [Lα,L−α] one has α(h1) = 0 (this is obvious if α is nonsolvable
and follows from Theorem 3.5 otherwise). Thus the assumptions of Proposition 3.3 are
satisfied. Set
g :=
∑
γ∈(Fpα+Fpβ)\{0}
(
Lγ + [Lγ ,L−γ ]
)
.
Then g¯ := π(g) = g/ radg is simple and π(u) = 0 (respectively π(h1) = 0). Hence there
is an element in (rad g¯(α))α or in [W(g¯(α))α, (rad g¯(α))−α] which does not act nilpotently
on g¯. The semisimple parts of π(u) and π(h2) (respectively π(h1) and π(h2)) in Der g¯
span a 2-dimensional torus in g¯p which we denote by t. Note that t ⊂ g¯p coincides with
the image of T in Der g¯. Since T has maximal dimension, we have
2 TR(g¯) TR(g) TR
(
L(α,β)
)
 2
(see [19, Theorems 1.7, 1.9]). Thus g¯ is isomorphic to one of the simple Lie algebras listed
in [10, Theorem 1.1]. Since α is proper in Γ (L,T ) it must be proper in Γ (g¯, t) as well
(one should take into account that Q(α) contains H ). Since at least one of the subspaces
(rad g¯(α))±α is nonzero g¯ cannot be classical.
Suppose g¯ is a restricted Lie algebra of Cartan type. Then g¯ is one of
W(1;2), S(3;1)(1), H (4;1)(1), K(3;1).
By [2, Lemma 5.8.2], Q(g¯(α)) ⊂ g¯(0)+ t∩kerα (note that [2, Lemma 5.8.2] only relies on
the classification of toral elements in restricted Lie algebras of Cartan type, hence holds for
p > 3). Since g¯(1) acts nilpotently on g¯, we are reduced to examine the t-invariant quotient
g¯0 = g¯(0)/g¯(1). Since this quotient is classical reductive, we have (rad g¯0(α))±α = (0).
Then rad g¯(α) ⊂ g¯(1) + t ∩ kerα which implies that the case we consider cannot occur.
Suppose g¯ ∼= W(1;2). Since Γ (g¯, t) contains a proper root the torus t is optimal
in g¯p, see [18, Section V.4]. By [18, Theorem V.4], all solvable roots in Γ (g¯, t) vanish
on cg¯(t). So α ∈ Γ (g¯, t) is nonsolvable (for α(π(h2)) = 0). Then (rad g¯(α))±α = (0),
again by [18, Theorem V.4]. So this case cannot occur either. Since cg¯(t) = (0), we also
have that g¯  H(2;1;Φ(τ))(1), by [18, Theorem VII.3]. Proposition 2.1(2) shows that
g¯  H(2; (2,1))(2) while Proposition 2.2 ensures that g¯  H(2;1;∆).
Finally, suppose g¯ is isomorphic to the restricted Melikian algebra g(1,1). We have
already mentioned that all derivations of g(1,1) are inner. So t can be identified with
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The conjugacy classes of toral elements in g(1,1) are determined in [13, Theorem 3.1].
The centralizers of toral elements are described in [13, Theorem 4.1]. It follows from this
description that no root in Γ (g¯, t) is solvable and the union
⋃
i∈F∗p (rad g¯(α))iα consists of
nilpotent elements of g¯. Moreover, if α ∈ Γ (g¯, t) is Hamiltonian then (rad g¯(α))±α = (0).
If α ∈ Γ (g¯, t) is Witt then it follows from [13, Theorem 4.1(3), (4)] that the union⋃
i∈F∗p [Q(g¯(α))iα,Q(g¯(α))−iα] consists of nilpotent elements of g¯ (see also the proof of
[13, Proposition 6.2]). But then [W(g¯(α))α, (rad g¯(α))−α] consists of nilpotent elements
of g¯. Thus α ∈ Γ (g¯, t) must be classical. But then α is classical in Γ (L,T ) (this is
immediate from Corollary 3.7 and the equality L(α)(∞) = g(α)(∞)).
In order to reach a contradiction it will now suffice to show that L[α,β] ∼= g(1,1). By
[10, Corollary 2.10] and [7, Section 4], we have |Γ (g¯, t)| = p2 − 1. So any γ ∈ Fpα +
Fpβ \ {0} is a root of g¯. Since L(γ )(∞) = g(γ )(∞), it follows from [13, Corollary 4.3]
that all roots of L(α,β) relative to T are nonsolvable. Combining Corollary 3.7 with
Demushkin’s theorem, it is now easy to observe that any root of L(α,β) relative to T
vanishes on H 4. But then all elements in the union
⋃
h∈H (adh)4(H ∩ g) act nilpotently
on g¯. As a consequence, radg is H -invariant (Proposition 3.3(3)).
Thus L(α,β) acts on g¯ as derivations. Since g¯ = Der g¯, there is an ideal I of L(α,β)
such that L(α,β)/I ∼= g(1,1). By our earlier remarks, TR(L(α,β)) = TR(g(1,1)) = 2.
So [19, Theorem 1.7] shows that I is nilpotent. Then I = radL(α,β) and our proof is
complete. 
Corollary 3.9. The following are true:
(1) H 4 ⊂ nil H˜ ;
(2) all roots in Γ (L,T ) are linear on H .
Proof. (1) Suppose H 4 ⊂ nil H˜ . Then
Ω := {γ ∈ Γ (L,T ) ∣∣ γ (H 4) = 0}
is nonempty. If γ ∈ Γ (L,T ) is nonsolvable then Corollary 3.7 (combined with Demushk-
in’s theorem) shows that γ (H 4)= 0. Thus all roots in Ω are solvable. Let κ ∈Ω . Proposi-
tion 3.8 now says that the ideal [Lκ,L−κ ] of H˜ acts nilpotently on L. Combining Schue’s
lemma with the Engel–Jacobson theorem, we then obtain
H =
∑
κ∈Ω
[Lκ,L−κ ] ⊂ nil H˜ .
But then H 4 ⊂ nil H˜ , a contradiction.
(2) We denote by hs the semisimple part of h ∈ H . By part (1), H 4 ⊂ nil H˜ . Given
h1, h2 ∈ H , we then have
(h1 + h2)pr ≡ hp
r + hpr (mod nil H˜ ), ∀r ∈ N01 2
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same as to say that all roots in Γ (L,T ) are linear. 
One of the key results of the classification theory for p > 7 is [15, Theorem 3.1] which
says that for any torus T of maximal dimension in Lp the Cartan subalgebra cLp (T ) of
Lp acts triangulably on L (and Lp). We now come to extending this result to our present
situation where p > 3. As Skryabin pointed out to the second author, the proof of [15, Cor-
ollary 2.5] is incorrect (in the notation of [15], the implication (λ,µ) ∈ Ω ⇒ (µ,λ) ∈ Ω)
is false). In [15], Corollary 2.5 is used in the proof of Theorem 3.1 and only there.
This problem is resolved easily for Lie algebras of rank 2 and has no effect on [9,10]
(see [8, pp. 424–426]). Moreover, passing to rank-two sections allows one to salvage [15,
Corollary 2.5] relying only on information available at the time when [15] was written.
Thus what follows aims at both, a correct proof of [15, Theorem 3.1] for p > 7 based only
on that information and a partly different proof for p > 3.
Recall that T ⊂ Lp is a torus of maximal dimension, H = cL(T ), and H˜ = cLp (T ). By
[7, Theorem 1], if p > 5 then T is standard.
Lemma 3.10. If T is standard then [H,H˜ ] ⊂ nil H˜ .
Proof. (a) Let α ∈ Γ (L,T ) and x ∈ Lα . If p > 7 then [15, Lemma 3.2] says that
α([xp,H) = 0. The proof of this lemma is correct but relies on several results proved for
p > 7 in [14]. Theorems 3.1, 3.5, and 3.6, and Corollary 3.7 provide suitable substitutes for
all these results. Thus the equality α([xp,H ])= 0 still holds under our present assumption
on p.
(b) Next we are going to prove the stronger statement that
[xp,H ] ⊂ nil H˜ , ∀x ∈
⋃
α∈Γ (L,T )
Lα,
which constitutes the first part of [15, Lemma 3.3]. The proof will require some minor
changes, even for p > 7.
First assume α(H) = 0 and let y ∈ H ∪⋃i∈F∗p Liα . Let ys be the semisimple part of y
in Lp . Since ys lies in the restricted subalgebra generated by yp ∈ H˜ and T is a maximal
torus in Lp , we have ys ∈ T . If y ∈ H then α(ys) = 0 by our assumption, whereas if
y ∈ Liα for i ∈ F∗p then iα(ys)y = [ys, y] = 0. The Engel–Jacobson theorem now yields
that L(α) is nilpotent. By [14, Theorem 3.5(1)] for p > 7 and by Theorem 3.1 in the
general case, L(α)(1) acts nilpotently on L. This shows [xp,H ] ⊂ [Lα,L−α] ⊂ nil H˜ .
Now assume that α(H) = 0 and put Ω := {γ ∈ Γ (L,T ) | γ ([xp,H ]) = 0}. If Ω = ∅
then [xp,H ] acts nilpotently on L, hence is contained in nil H˜ . So suppose Ω = ∅.
Since L is simple, we then have H = ∑γ∈Ω [Lγ ,L−γ ], by Schue’s lemma. As H(1)
acts nilpotently on L, all roots in Γ (L,T ) are linear on H . So there is β ∈ Ω such that
α([Lβ,L−β ]) = 0. We thus have
α
([
xp,H
])= 0, β([xp,H ]) = 0, α([Lβ,L−β ]) = 0.
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proof of Proposition 3.3 is elementary in nature!) Let
g :=
∑
γ∈(Fpα+Fpβ)\{0}
(
Lγ + [Lγ ,L−γ ]
)
.
As H(1) acts nilpotently on L, Proposition 3.3(3) shows that radg is H -invariant.
Let π :g + H → (g + H)/ radg be the canonical homomorphism, and g¯ := π(g). By
Proposition 3.3(2), g¯ is a simple Lie algebra and π(H ∩ g) is a Cartan subalgebra of
toral rank 2 in g¯. Since T has maximal dimension in Lp , we have TR(g)  2. Then
2 = TR(π(H ∩g), g¯) TR(g) 2 (see [19, Theorems 1.7, 1.9]). Therefore, the p-envelope
of π(H ∩ g) in g¯p ⊂ Der g¯ contains a unique 2-dimensional torus, t say, which coincides
with the image of T in Der g¯ (the torus T acts on g¯ by Proposition 3.3(1)).
Starting from this point the original proof in [15] goes through for p > 7. Let
Mαβ :=
{
y ∈ g¯β
∣∣ α([y, g¯−β])= 0}.
Since α([Lβ,L−β ]) = 0 and radg acts nilpotently on g (by Proposition 3.3(3)), one has
g¯β = Mαβ . So the pair (g, t) satisfies all assumptions of [2, Proposition 5.5.2] except a
restrictedness condition which can be dropped in view of [15, Lemma 2.4]. Then [2,
Corollary 5.5.3] yields dim g¯β/Mαβ  7. Since H(1) ⊂ nil H˜ and α([xp,H ]) = 0, the
subspace Mαβ is invariant under hx := adπ(H) + (adπ(x))p. Then g¯β/Mαβ is a nonzero
hx -module of dimension <p (for p > 7). Since hx is nilpotent (as a homomorphic image
of a subalgebra of H˜ ), all composition factors of this hx -module are 1-dimensional. But
then (hx)(1) acts nilpotently on g¯β/Mαβ . This, in turn, implies that ad [xp,H ] consists of
endomorphisms acting noninvertibly on Lβ . Then β([xp,H ]) = 0, a contradiction. For
p = 5 this argument is no longer valid but it still works for p = 7 because we know, from
[9, Lemma 1.4, Theorem 8.6], that dim g¯β/Mαβ  6.
The main result of [10] enables us now to argue the general case differently and include
the remaining case p = 5 into considerations. Since g¯ is simple and has absolute toral
rank 2, it is isomorphic to one of the Lie algebras listed in [10, Theorem 1.1]. Suppose g¯ is
restricted. Then there is h ∈H ∩ g with π(x)p = π(h), so that
π
([
(adx)p,H
])= [π(x)p,π(H)]= [π(h),π(H)]⊂ π(H(1)).
As before, this implies that β([xp,H ]) = 0 contrary to our choice of β . If g¯ is one
of W(1;2), H(2;1;∆), H(2;1;Φ(τ))(1) then all root spaces of g¯ relative to t are 1-
dimensional (by [10, Corollary 2.10] and the results of [18]). Then again g¯β/Mαβ has
dimension 1 <p and we are done.
So we are now left with the case where g¯ ∼= H(2; (2,1))(2). Recall that dim t = 2.
By Proposition 2.1(1), g¯p = g¯ + t. Thus there exist t ∈ t and h ∈ H ∩ g such that
π(x)p = t + π(h). Then
π
(
(adx)p(H)
)= [π(x)p,π(H)]= [t + π(h),π(H)]
= [π(h),π(H)]⊂ π(H)(1) = π(H(1)).
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contradicts our choice of β .
(c) Now observe that H˜ ′ := {h ∈ H˜ | [h,H ] ⊂ nil H˜ } is a restricted subalgebra of H˜
containing H and all xp with x ∈⋃α∈Γ (L,T ) Lα . By Jacobson’s formula, H˜ ′ = H˜ . This
completes the proof of the lemma. 
Lemma 3.11 (cf. [15, Lemma 3.4]). If T is standard then α(H˜ (1))= 0 for any nonsolvable
root α ∈ Γ (L,T ).
Proof. No changes in the proof of [15, Lemma 3.4] are needed to obtain the result. 
We now come to our first main result.
Theorem 3.12 (cf. [15, Theorem 3.1]). Let T be a torus of maximal dimension in Lp and
suppose that T is standard. Then H˜ = cLp (T ) acts triangulably on Lp .
Proof. Suppose there is α ∈ Γ (L,T ) such that
α
(
H˜ (1)
) = 0 and [Lα,L−α] ⊂ nil H˜ .
As H˜ (1) ⊂ H we have α(H) = 0. Set Ω1 := {κ ∈ Γ (L,T ) | κ([Lα,L−α]) = 0}. As
Ω1 = ∅, Schue’s lemma yields H =∑κ∈Ω1[Lκ,L−κ ]. As α vanishes on H(1) but not
on H there is β ∈ Γ (L,T ) such that
β
([Lα,L−α]) = 0 and α([Lβ,L−β ]) = 0.
By Lemma 3.11, α is a solvable root. Then α([Lα,L−α]) = 0, by Theorem 3.5.
Consequently, case (a) of Proposition 3.3 applies to
g :=
∑
γ∈(Fpα+Fpβ)\{0}
(
Lγ + [Lγ ,L−γ ]
)
.
Lemma 3.10 enables us to apply Proposition 3.3(3) with h′ = H˜ which yields that radg is
H˜ -invariant and H˜ acts on g¯ = g/ rad g¯ as derivations. Since radg acts nilpotently on g, we
then have g¯β = Mαβ , where the notation is suitably adopted from the proof of Lemma 3.10.
Since [H˜ ,H ] ⊂ nil H˜ the subspace Mαβ is H˜ -stable. Moreover, as in part (b) of the proof
of Lemma 3.10 we have dim g¯β/Mαβ  6. Since H˜ is nilpotent this forces α(H˜ (1)) = 0 for
p > 5.
To settle the remaining case p = 5 we again invoke [10, Theorem 1.1]. It should be clear
by now that the element xp from the proof of Lemma 3.10 can be replaced by any element
in H˜ . So the argument from the proof of Lemma 3.10 relying on [10, Theorem 1.1] yields
that α(H˜ (1))= 0 in all cases. Since this contradicts our choice of α we must have
[Lα,L−α] ⊂ nil H˜ whenever α
(
H˜ (1)
) = 0.
A. Premet, H. Strade / Journal of Algebra 278 (2004) 766–833 793Now set Ω2 := {γ ∈ Γ (L,T ) | γ (H˜ (1)) = 0}. If Ω2 = ∅ then H = ∑γ∈Ω2[Lγ ,L−γ ],
by Schue’s lemma, forcing H ⊂ nil H˜ . But then H˜ (1) ⊂ H ⊂ nil H˜ and Ω2 = ∅, a
contradiction. Thus γ (H˜ (1)) = 0 for all γ ∈ Γ (L,T ) which is the same as to say that
H˜ (1) acts nilpotently on Lp . 
4. Two-sections
Now we are ready to begin our investigation of the 2-sections of L relative to T .
Let α,β ∈ Γ (L,T ) be such that L(α,β) is nonsolvable and denote by radT L(α,β) the
maximal T -invariant solvable ideal of L(α,β). Put
L[α,β] := L(α,β)/ radT L(α,β),
and let S˜ = S˜[α,β] be the T -socle of L[α,β], the sum of all minimal T -invariant ideals
of L[α,β]. Then S˜ =⊕ri=1S˜i where each S˜i is a minimal T -invariant ideal of L[α,β].
It is easily seen that T and L(α,β)p act on L[α,β] as derivations and preserve S˜. Thus
there is a natural restricted homomorphism T + L(α,β)p → Der S˜ which will be denoted
by Ψα,β . In what follows we identify L[α,β] with Ψα,β(L(α,β)) (as we may), denote the
torus Ψα,β(T )⊂ Der S˜ by T , and put H := Ψα,β(H).
Note that r  TR(S˜) TR(L[α,β]) TR(L(α,β)) 2, by [14, Theorem 2.6] and [19,
Theorem 1.7]. Applying [19, Theorem 1.7(8)] to L = T + L[α,β] and K = S˜ and taking
p-envelopes in Der S˜ , we get
dim(T ∩ S˜p)= TR(S˜)
(one should also keep in mind that T + L[α,β]p ⊂ Der S˜ is centerless). In particular,
if TR(S˜) = 2 then T ⊂ S˜p . If r > 1 then r = 2 = TR(S˜) and TR(S˜i ) = 1 for i = 1,2.
Moreover, in this case S˜p = (S˜1)p + (S˜2)p ⊂ Der(S˜1 ⊕ S˜2).
Theorem 4.1. If r = 2 then there are µ1,µ2 ∈ Γ (L,T ) such that
L[µ1](1) ⊕L[µ2](1) ⊂ L[α,β] ⊂ L[µ1] ⊕L[µ2].
Proof. As each S˜i is perfect, Der(S˜1 ⊕ S˜2) = (Der S˜1) ⊕ (Der S˜2). Therefore, S˜p ∼=
(S˜1)p ⊕ (S˜2)p where (S˜i )p ⊂ Der S˜i . Applying [19, Theorem 1.7(8)] with L = S˜ and
K = S˜i , we get dimT /T ∩ (S˜i )p = 2 − TR(S˜i )= 1. Hence dimT ∩ (S˜i )p = 1 for i = 1,2,
and
T = (T ∩ (S˜1)p)⊕ (T ∩ (S˜2)p).
Pick µi ∈ Γ (L,T ) with µi(T ∩ (S˜i )p) = 0. Then L[α,β] = (S˜1(µ1)⊕ S˜2(µ2))+H and
S˜i = S˜(µi) for i = 1,2. Let πi :L[α,β](µi) L[µi] denote the canonical homomorphism
and observe that radT L(α,β)∩L(µi)⊂ radL(µi). Then πi(S˜i ) is a nonzero ideal of L[µi]
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(kerπi) ∩ S˜i = (0), being a T -invariant solvable ideal of L[α,β]. Thus S˜i ∼= L[µi](1) for
i = 1,2.
For i = 1,2, the adjoint action of L[α,β] on its ideal S˜i gives rise to a homomorphism
ψi :L[α,β] → Der S˜i with kerψi ⊂ L[α,β](µ3−i). Our discussion above implies that
ψi(L[α,β]) ∼= L[µi ]. Let ψ = ψ1 ⊕ ψ2 :L[α,β] → L[µ1] ⊕ L[µ2]. If x ∈ kerψ then
[x, S˜i] ⊂ (kerψ)∩ S˜i = (0). Since L[α,β] is isomorphic to a subalgebra of Der(S˜1 ⊕ S˜2),
we thus have x = 0. So ψ is injective and our proof is complete. 
Theorem 4.2. If r = 1 and TR(S˜) = 2 then S˜ simple and the following hold:
1) If S˜ is restricted then L[α,β] = S˜.
2) If S˜ is nonrestricted then S˜ ⊂ L[α,β] ⊂ S˜ + T = S˜p unless S˜ ∼= H(2; (2,1))(2) in
which case H(2; (2,1))(2) ⊂ L[α,β] ⊂H(2; (2,1))p.
Proof. Given a Lie subalgebra M in L[α,β], we denote by Mp the p-envelope of M in
Der S˜. Note that the p-envelope L[α,β]p is semisimple.
(a) By Block’s theorem, there are a simple Lie algebra s and m ∈ N0 such that S˜ ∼=
s ⊗A(m;1). Then
s ⊗A(m;1) ⊂ T +L[α,β]p ⊂
(
(Der s)⊗A(m;1))⊕ (Id ⊗W(m;1)),
where π2(T + L[α,β]p) is a transitive subalgebra of W(m;1). Let S denote the
(semisimple) p-envelope of s in Der s. Our assumption on TR(S˜) (combined with an
earlier remark) shows that T ⊂ S˜p . Since S˜p ⊂ (Der s) ⊗ A(m;1) it follows from [10,
Theorem 2.6] that we can choose S˜ ∼→ s ⊗ A(m;1) such that T ⊂ (Der s) ⊗ F . Since
(s ⊗ A(m;1))p = s ⊗ A(m;1)(1) + S ⊗ F we have T ⊂ S ⊗ F . Then T = t ⊗ F where
t is a 2-dimensional torus in S , forcing 2  TR(s)  TR(S˜) = 2 and ∑γ =0 L[α,β]γ ⊂
s ⊗A(m;1). As a consequence,
L[α,β] =H + S˜ and T +L[α,β]p =Hp + S˜p,
which implies that radT L(α,β)= radL(α,β). Besides, the subalgebra π2(Hp)= π2(T +
L[α,β]p) is transitive in W(m;1) and cs(t)⊗A(m;1)⊂H .
(b) Suppose m = 0. Then there exists h ∈ H such that π2(h) =∑mi=1 ai∂i + E where
ai ∈ F , ai0 = 0, and E ∈W(m;1)(0). Since
cs(t)⊗ F ⊂ (adh)p−1
(
cs(t)⊗ xp−1i0
)+ s ⊗A(m;1)(1)
and H 4 ⊂ nil H˜ , by Corollary 3.9, the subalgebra cs(t)⊗ F must act nilpotently on S˜ . By
the Engel–Jacobson theorem, each 1-section S˜(γ ) relative to T must be solvable. From
this it is immediate that L(γ ) = radL(γ ) for any γ ∈ (Fpα + Fpβ) \ {0}.
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is a maximal torus in Lp , the 1-section L(γ ) is nilpotent and the maximal torus of the p-
envelope of t0 + L(γ ) is contained in T ∩ kerγ = t0. Note that L(α,β) is a 1-section
relative to t0. By Theorem 3.6, the unique minimal ideal S˜ of L(α,β)/ radL(α,β) =
L[α,β] is simple. But then m = 0 contrary to our assumption. Therefore, γ (H) = 0 for
all γ ∈ (Fpα + Fpβ) \ {0}). According to Proposition 3.8, all elements in the union⋃
γ∈(Fpα+Fpβ)\{0}
(
Lγ ∪ [Lγ ,L−γ ]
)
are p-nilpotent in Lp . But then L(α,β) is solvable (again by the Engel–Jacobson theorem).
This contradiction shows that m = 0.
(c) It follows from parts (a) and (b) that S˜ is simple with TR(S˜)= 2, and T + L[α,β] ⊂
Der S˜. Then S˜ is listed in [10, Theorem 1.1].
If S˜ is classical or one of W(2;1), K(3;1), g(1,1) then Der S˜ ∼= S˜ (see [19,22]).
If S˜ is non-restricted Cartan-type and S˜  H(2; (2,1))(2), then Der S˜ = S˜ + T = S˜p
(see [2,18]). Thus in order to finish the proof it remains to consider the case where
S˜ ∈ {S(3;1)(1),H (4;1)(1),H (2; (2,1))(2)}.
Suppose S˜ = S(3;1)(1) and H ⊂ S˜. We have
Der S˜ = Fxp−11 xp−12 ∂3 ⊕ Fxp−11 xp−13 ∂2 ⊕ Fxp−12 xp−13 ∂1 ⊕ F t0 ⊕ S˜,
where t0 = x1∂1 + x2∂2 + x3∂3. If H contains t0 + α1xp−12 xp−13 ∂1 + α2xp−11 xp−13 ∂2 +
α3x
p−1
1 x
p−1
2 ∂3 +E for some E ∈ S˜ then TR(L[α,β]) 3 which is not true. Thus
H ⊂ S˜ + Fxp−12 xp−13 ∂1 +Fxp−11 xp−13 ∂2 + Fxp−11 xp−12 ∂3.
We may assume (by symmetry) that H ⊂ S˜ ⊕ Fxp−12 xp−13 ∂1 ⊕ Fxp−11 xp−13 ∂2 =: S˜′. Let
z1 := (1+x1), z2 := (1+x2), and t′ := F(z1∂1 −z2∂2)⊕F(z1∂1 −x3∂3), a 2-dimensional
torus in S˜. The restricted Lie algebra L(α,β)p contains a torus of maximal dimension T ′
with Ψα,β(T ′) = t′. Let H ′ := cL(T ′) and H ′ = Ψα,β(H ′). Since L[α,β]/S˜ is a trivial
S˜-module, we have L[α,β] = S˜ +H ′ ⊂ S˜′. It follows that H ′ ⊂ S˜′.
Since t′ ⊂H ′, we have H ′ ⊂ nil H˜ . So Ω ′ := {γ ′ ∈ Γ (L,T ′) | γ ′(H ′) = 0} = ∅ whence
H ′ =∑γ ′∈Ω ′ [Lγ ′,L−γ ′ ], by Schue’s lemma. Therefore, there is y ∈ [Lκ ′ ,L−κ ′ ] for some
κ ′ ∈Ω ′ such that
y¯ := Ψα,β(y)= zp−11 zp−12 ∂3 + β1zp−12 xp−13 ∂1 + β2zp−11 xp−13 ∂2 +E,
where E ∈ S˜ ∩ H ′. Recall that S˜ = S(3;1)(1) has dimension 2(p3 − 1) and is spanned
by the elements Di,j (f ) with f ∈ A(3;1) and 1  i < j  3 (see [22, (4.3)] for
example). Since any root space of S˜ relative to t′ has dimension 2p (this is explained
in [10, p. 284]), we have that dimH ′ ∩ S˜ = 2(p − 1). It follows that H ′ ∩ S˜ has basis
consisting of all D1,2(zk+1zk+1xk) = (k+1)zkzkxk(z1∂1 −z2∂2) and D1,3(zk+1zkxk+1)=1 2 3 1 2 3 1 2 3
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this it is immediate that[
y¯, (z1z2x3)
i(z1∂1 − x3∂3)
]= i(z1z2x3)i−1(z1∂1 − x3∂3)
for all i  p − 2 Therefore,
(ad y¯)p−2
(
D1,3
(
z
p−1
1 z
p−2
2 x
p−1
3
))= (p − 2)!(z1∂1 − x3∂3).
Since the element on the right is toral in S˜ , we have [Lκ ′ ,L−κ ′ ]3 ⊂ nil(H ′)p . Since p  5,
this contradicts Proposition 3.4.
Suppose S˜ =H(4;1)(2) and H ⊂ S˜ . One has
Der S˜ = S˜ ⊕
4∑
i=1
FDH
(
x
(p)
i
)⊕ F( 4∑
i=1
xiDi
)
.
Since TR(S˜)= 2 it must be that H ⊂ S˜ ⊕∑4i=1 FDH (x(p)i ). No generality will be lost by
assuming that H ⊂ S˜ +∑4i=2 FDH (x(p)i ). This time we set
t′ := F ((1 + x1)∂1 − x3∂3)⊕F(x2∂2 − x4∂4).
Clearly, t′ is a 2-dimensional torus in S˜ , hence there exists a torus of maximal dimension
T ′ ⊂ L(α,β)p such that Ψα,β(T ′) = t′. As before, we set H ′ := cL(T ′) and H ′ =
Ψα,β(H
′). It is straightforward to check that H¯ ′ ∩S˜ is spanned by all DH((1+x1)ixj2xi3xj4 ),
with 0  i, j  p − 1 and 0 < i + j < 2p − 2. This implies that H ′ ∩ S˜ is abelian (see
[22, Lemma 4.3(2)]). Arguing as in the previous case, we find a root κ ′ ∈ Γ (L,T ′) with
κ ′(H ′) = 0 and an element y ∈ [Lκ ′ ,L−κ ′ ] with
y¯ := Ψα,β(y)= (1 + x1)p−1∂3 + β2xp−12 ∂4 + β3xp−13 ∂1 + β4xp−14 ∂2 +E
for some E ∈ S˜ ∩H ′. Applying (ad y¯)p−2 to the element
DH
(
(1 + x1)p−1xp−13
)= −(1 + x1)p−2xp−13 ∂3 + (1 + x1)p−1xp−23 ∂1,
we obtain a nonzero multiple of (1 + x1)∂1 − x3∂3. Since p  5, this contradicts
Proposition 3.4.
Finally, suppose S˜ = H(2; (2,1))(2). Then H(2; (2,1))p = H(2; (2,1)) + FDp1 and
Der S˜ = H(2; (2,1))p ⊕ F(x1D1 + x2D2) (see, e.g., [2, Theorem 2.1.8]). Since 2 =
TR(S˜) = TR(L[α,β]) and L[α,β] is semisimple, the restricted quotient L[α,β]p/S˜p must
be p-nilpotent. This yields L[α,β]p ⊂H(2; (2,1))p completing the proof. 
Lemma 4.3. Let α ∈ Γ (L,T ) be a proper root with α(H) = 0, and y ∈ Lα . Then
(ady)2p(H ∩ radL(α)) ⊂ nil H˜ .
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nilpotent in Lp . Then the set
Ω := {γ ∈ Γ (L,T ) ∣∣ γ ((ady)2p(H ∩ radL(α))) = 0}
is not empty. By Schue’s lemma, we then have H =∑γ∈Ω[Lγ ,L−γ ]. Since α(H) = 0
and α is a linear function on H , by Corollary 3.9, there is β ∈ Ω with α([Lβ,L−β ]) = 0.
If α(H ∩ radL(α)) = 0 then α is solvable, hence vanishes on ∑i∈F∗p [Liα,L−iα] by
Theorem 3.5. Therefore,
α
(
(ady)2p
(
H ∩ radL(α)))⊂ α(H ∩ radL(α) ∩ ∑
i∈F∗p
[Liα,L−iα]
)
= 0
in all cases. As a consequence, there are h1 ∈ [Lα,L−α] and h2 ∈ [Lβ,L−β ] such that
α(h1)= 0, β(h1) = 0, and α(h2) = 0. But then Proposition 3.3 applies to
g :=
∑
γ∈(Fpα+Fpβ)\{0})
(
Lγ + [Lγ ,L−γ ]
)
showing that g¯ := g/ radg is simple and radg is H -invariant (one should also take into
account Corollary 3.9). The semisimple parts h1,s, h2,s ∈ T of h1 and h2 are linearly
independent. Then T = Fh1,s ⊕ Fh2,s ⊕ (T ∩ kerα ∩ kerβ) forcing radT L(α,β) =
radL(α,β). Since L(α,β) = H + g and radg is H -stable, we also obtain that radg =
g ∩ radL(α,β). This entails that g¯ is nothing but S˜ = S˜[α,β], the T -socle of L[α,β].
Since 2 TR(g¯) TR(g) TR(L(α,β)) 2, we get TR(S˜) = 2. Therefore, Theorem 4.2
is applicable to L[α,β]. Given x ∈ L(α,β)p , we set x¯ := Ψα,β(x). As TR(S˜) = 2, the
simple Lie algebra S˜ is listed in [10, Theorem 1.1].
Suppose S˜ is restricted. Then S˜ = L[α,β], by Theorem 4.2. Moreover, y¯p = z for some
z ∈H . Therefore,
(ad y)2p(H)= (ad y¯)2p(H)= (ad y¯p)2(H)= [z, [z,H ]]⊂H 3.
As β does not vanish on (ady)2p(H), we deduce that T is a nonstandard torus in L[α,β]p.
Then [7, Theorem 1] says that L[α,β] is isomorphic to the restricted Melikian algebra. By
[7, Section 4], all roots in Γ (L[α,β],T ) are then improper. However, α is still proper
when viewed as a root of L[α,β] (by our assumption). Thus S˜ is non-restricted. If S˜ is
isomorphic to one of W(1;2), H(2;1;∆), H(2;1;Φ(τ))(1) then dim cS˜ (T ) 1 (by [10,
Corollary 2.10] and [18]). But h¯1, h¯2 ∈ cS˜ (T ) are linearly independent. Thus it must be
that S˜ ∼=H(2; (2,1))(2). Then S˜p = T + S˜, by Lemma 2.1(1). Since L[α,β] =H + S˜ , we
also have y¯ ∈ S˜. So there are z ∈ cS˜ (T ) and t ∈ T such that y¯p = z+ t . Arguing as before,
we now get
(ady)2p(H)= [z+ t, [z+ t,H ]]⊂ [cS˜ (T ), cS˜ (T )].
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completing the proof. 
Theorem 4.4. If r = 1 and TR(S˜) = 1 then one of the following occurs:
(1) L[α,β] = L[µ] for some µ ∈ (Fpα + Fpβ) \ {0}. Moreover, S˜ = L[µ](1) and
dimΨα,β(T ) = 1.
(2) S˜ = H(2;1)(2) and L[α,β] = H(2;1)(2) ⊕ FD where either D = 0 or D =
DH(x
p−1
1 x
p−1
2 ) or p = 5 and D = x41∂2. Moreover, dimΨα,β(T )= 2.
(3) S˜ = S ⊗ A(1;1) where S is one of sl(2), W(1;1), H(2;1)(2). Moreover, L[α,β] ⊂
(DerS) ⊗ A(1;1) and Ψα,β(T ) = (Fh0 ⊗ 1) ⊕ (F Id ⊗ (1 + x1)∂1) where h0 is a
nonzero toral element in S.
(4) S˜ = S ⊗A(m;1) where S is one of sl(2), W(1;1), H(2;1)(2) and m> 0. There exists
a classical root µ ∈ Fpα + Fpβ such that
L[α,β] = S ⊗A(m;1)+L[α,β](µ); π2
(
L[α,β](µ))∼= sl(2);
L[µ,ν] ∼= g(1,1) for some ν ∈ Γ (L,T ).
(5) S˜ = S ⊗ A(1;1) where S is one of sl(2), W(1;1), H(2;1)(2), and L[α,β] is a
subalgebra in (DerS)⊗A(1;1)+ Id ⊗W(1;1) such that
π2
(
L[α,β])= π2(L[µ])=W(1;1)
for some Witt root µ ∈ Fpα + Fpβ .
(6) S˜ = S ⊗ A(2;1) where S is one of sl(2), W(1;1), H(2;1)(2), and L[α,β] is a
subalgebra in (DerS)⊗A(2;1)+ Id ⊗W(2;1) such that
H(2;1)(2) ⊂ π2
(
L[α,β])= π2(L[µ])⊂H(2;1)
for some Hamiltonian root µ ∈ Fpα + Fpβ .
Proof. As before we denote by T the torus Ψα,β(T ) ⊂ Der S˜. Since r = 1, the T -socle S˜
is a minimal ideal of T +L[α,β]. By Block’s theorem there exists a simple algebra S and
a nonnegative integer m such that S˜ ∼= S ⊗ A(m;1) (under an isomorphism ϕ). As in the
present case 0 = TR(S) TR(S˜)= 1 the Lie algebra S is one of sl(2), W(1;1), H(2;1)(2)
(see [19, Theorem 7] and [7]). The isomorphism ϕ gives rise to a restricted homomorphism
Φ :Ψα,β
(
T +L(α,β)p
)−→ Der(S ⊗A(m;1))= (DerS)⊗A(m;1)⊕ (Id ⊗W(m;1)).
By [9, Theorem 2.6], we may choose ϕ such that
Φ(T )= (Fh0 ⊗ 1)⊕ F(d ⊗ 1 + Id ⊗ t0),
where t0 ∈ W(m;1) is a toral element, Fh0 is a maximal torus of the restricted Lie algeb-
ra S, and either d = 0 or S = H(2;1)(2) and Fh0 ⊕ Fd is a maximal torus in DerS. In
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y¯ :=Φ(Ψα,β(y)).
(a) Suppose m = 0 and d = 0. Then T = Fh0 acts on S˜ = S as a 1-dimensional
torus. Let µ ∈ T ∗ \ {0} be such that S˜µ = (0) (recall that h0 ∈ S and µ(h0) = 0). Then
L[α,β] = S˜(µ) + H = L(µ)/ radT L(µ) and L[µ](1) = S˜ (see Corollary 3.7). This is
case (1) of the theorem.
(b) Suppose m = 0 and d = 0. Then S = H(2;1)(2) and T = Fh0 ⊕ Fd is a 2-dimen-
sional torus in DerS. By [1, Theorem 1.18.4] (which does not require the assumption that
p > 7), any 2-dimensional torus of DerH(2;1)(2) is conjugate under an automorphism
of H(2;1)(2) to one of Fx1∂1 ⊕ Fx2∂2, F (1 + x1)∂1 ⊕ Fx2∂2, Fx1∂1 ⊕ F(1 + x2)∂2,
F (1 + x1)∂1 ⊕F(1 + x2)∂2. Thus we may assume that
h0 = z1∂1 − z2∂2, d = z1∂1 + z2∂2, zi ∈ {xi,1 + xi}.
The eigenspaces of DerH(2;1)(2) with respect to T are described in [18, Proposition III.1].
As L[α,β] ⊂ DerH(2;1)(2), it follows from this description that H ⊂ T . Suppose H = T
and consider the torus t = F(1 + x1)∂1 ⊕ F(1 + x2)∂2. Note that t ⊂ H(2;1)(2) + H ⊂
L[α,β]. Let T ′ ⊂ T +L(α,β)p be a torus of maximal dimension satisfying Ψα,β(T ′)= t,
and define µ′ ∈ (T ′)∗ by setting
µ′(T ′ ∩ kerα ∩ kerβ)= 0, µ′((1 + x1)∂1)= µ′((1 + x2)∂2)= 1.
As (H(2;1)(2))(µ′) is abelian, L[α,β](µ′) is solvable. Therefore, so is the 1-section
L(µ′). As µ′(t) = 0 and t ⊂ L[α,β], Proposition 3.8 shows that every x ∈ L2µ′ is p-
nilpotent in Lp . However,
DH
(
(1 + x1)2(1 + x2)2
)= 2(1 + x1)(1 + x2)2∂1 − 2(1 + x1)2(1 + x2)∂2
is a vector of t-weight 2µ′ which is not p-nilpotent in H(2;1)(2). This contradiction shows
that H = T . Thus H = Fh0 ⊂ H(2;1)(2). Therefore, the T -module L[α,β]/H(2;1)(2)
has no zero weight. Consequently,
L[α,β] ⊂H(2;1)(2) ⊕ Fzp−11 ∂2 ⊕ Fzp−12 ∂2 ⊕ FDH
(
z
p−1
1 z
p−1
2
)
.
Now define µ ∈ T ∗ by setting
µ(T ∩ kerα ∩ kerβ)= 0, µ(h0)= 0, µ(d)= 1,
and let t0 := T ∩ kerµ and h := L(µ). Since µ(H) = 0 the 1-section L(µ)  H is
nilpotent, hence t0 coincides with the unique maximal torus in the p-envelope of t0 + h
in Lp . Moreover, there exists Λ ∈ t∗0 such that L(α,β) coincides with the 1-section
L(Λ) relative to t0. By Theorem 3.6, the unique minimal ideal of the quotient L[Λ] =
L(Λ)/ radL(Λ) is simple and coincides with L[Λ](∞). Note that L[Λ] is a homomorphic
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L[α,β] ∼= L[Λ] so that L[Λ](∞) ∼= H(2;1)(2). Since there is a torus T0 in T + L(α,β)p
with T ∩ kerα ∩ kerβ ⊂ T0 and T 0 = t0, we can replace T by T0 in the final part of the
proof of Corollary 3.7 to conclude that L[α,β] ∼=H(2;1)(2) ⊕ FD where D is either 0 or
DH(x
p−1
1 x
p−1
2 ) or p = 5 and D = x41∂2. This is case (2) of the theorem.
(c) Suppose that m> 0 and there is ν ∈ (Fpα+Fpβ) \ {0} with ν(H)= 0. Set t′0 := T ∩
kerν and h′ := L(ν). Then again h′ is nilpotent and t′0 is the unique maximal torus in the
p-envelope of t′0 + h′ in Lp. Moreover, there exists Λ′ ∈ (t′0)∗ such that L(α,β) coincides
with the 1-section L(Λ′) relative to t′0. By Theorem 3.6, L[Λ′] = L(Λ′)/ radL(Λ′) has a
unique minimal ideal which is simple and coincides with L[Λ′](∞). Let
ψ :L[α,β] −→L[Λ′] = L[α,β]/ radL[α,β]
denote the canonical homomorphism. Since S ⊗ A(m;1) is perfect the image ψ(S ⊗
A(m;1)) coincides with the minimal ideal of L[Λ′], hence is simple. Therefore S ⊗
A(m;1)(1) = S ⊗A(m;1)∩ kerψ is an ideal of L[α,β]. Then it is an ideal of L[α,β]p as
well. This yields π2(L[α,β]p) ⊂W(m;1)(0). On the other hand, π2(L[α,β]p) is an ideal
of π2(L[α,β]p + T ) and the latter subalgebra is transitive in W(m;1). So it must be that
π2(L[α,β]p) = (0). Then π2(T ) = π2(F (d ⊗ 1 + Id ⊗ t0)) is a transitive subalgebra of
W(m;1). This means that there is a toral element t ∈ T such that π2(t) /∈ W(m;1)(0) and
π2(F t) is transitive in W(m;1). Since π2(t) is conjugate under AutA(m;1) to (1 + x1)∂1,
by Demushkin’s theorem, we conclude that m= 1. This is case (3) of the theorem.
(d) From now on suppose that m> 0 and γ (H) = 0 for all γ ∈ (Fpα + Fpβ) \ {0} (this
implies that T ⊂Hp). Fix µ ∈ (Fpα + Fpβ) \ {0} with µ(h0)= 0. Then
L[α,β] = L[α,β](µ)+ S˜,
L[α,β](µ)⊂ cDerS(h0)⊗A(m;1)+ Id ⊗ π2
(
L[α,β](µ)),
Fh0 ⊗A(m;1)⊂ radT
(
L[αβ](µ)).
Since T ⊂ Hp , we also have that π2(L[α,β]p + T ) = π2(L(µ)p). As a consequence,
π2(L(µ)p) is a transitive subalgebra of W(m;1).
Suppose all roots in F∗pµ ∩ Γ (L,T ) (if any) are proper. Let y ∈
⋃
i∈F∗p (radL(µ))iµ.
Proposition 3.8 shows that the subspace [y, (Φ ◦Ψα,β)−1(Fh0 ⊗A(m;1))] consists of p-
nilpotent elements of Lp . Then all elements in [y¯, Fh0 ⊗ A(m;1)] act nilpotently on S˜
forcing π2(y¯) ∈ W(m;1)(0). Now let y ∈H . Then y¯ ∈ cDerS(h0)⊗A(m;1)+ Id ⊗ π2(y¯),
hence [y¯, h0 ⊗ f ] = h0 ⊗ π2(y¯)f for all f ∈ A(m;1). Since Fh0 ⊗ A(m;1) is T -
stable, we can combine Proposition 3.8 and Corollary 3.9 to deduce that all elements in
(ad y¯)3(Fh0 ⊗A(m;1)) act nilpotently on S˜. But then again π2(y¯) ∈ W(m;1)(0).
Thus we have proved that π2(radL(µ)) ⊂ W(m;1)(0). Since π2(radL(µ)) is an ideal
in π2(L(µ)p), a transitive subalgebra of W(m;1) we conclude that π2(radL(µ))= (0). If
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phism. However, m> 0 and π2(L(µ)p) is transitive in W(m;1). So L(µ) is nonsolvable,
in particular, F∗pµ ∩ Γ (L,T ) = ∅. Since (kerπ2)(µ) ⊂ cDerS(h0) ⊗ A(m;1) is solvable,
we also obtain
π2
(
L[α,β])= π2(L(µ))∼= L(µ)/ radL(µ) = L[µ].
(e) We continue assuming that all roots in F∗pµ are proper. Since F∗pµ ∩ Γ (L,T ) = ∅,
by part (d), we may assume without loss that µ is a root. If µ is classical and fits into
a Melikian 2-section then we are in case (4) of the theorem. So suppose µ is not of
this type. Proposition 3.8 then says that the union
⋃
i∈F∗p [Q(µ)iµ, (radL(µ))−iµ] consists
of p-nilpotent elements of Lp . Arguing as in part (d), we are now able to deduce that
π2(y¯) ∈ W(m;1)(0) for all y ∈ H ∪ (⋃i∈F∗p Qiµ). Now let y ∈⋃i∈F∗p Liµ. Then
yp ∈ cDerS(h0)⊗A(m;1)+ Id ⊗ π2(yp).
Since Fh0 ⊗ A(m;1) is T -stable, we now combine Lemma 4.3 and Corollary 3.9 to
deduce that all elements in (adyp)2(Fh0 ⊗ A(m;1)) act nilpotently on S˜. Then again
π2(yp) ∈ W(m;1)(0). Thus
π2
(
Q(µ)+
∑
i∈F∗p
∑
r>0
L
pr
iµ
)
⊂W(m;1)(0),
which implies that π2(Q(L(µ)p))⊂W(m;1)(0). This enables us to conclude that
m= dimW(m;1)/W(m;1)(0) = dimπ2
(
L(µ)p
)
/W(m;1)(0) ∩ π2
(
L(µ)p
)
 dimπ2
(
L(µ)p
)
/π2
(
Q
(
L(µ)p
))
= dimL(µ)p/Q
(
L(µ)p
)
= dimL[µ]/Q(L[µ])
(one should keep in mind that the solvable ideal (kerπ2 ◦ Φ ◦ Ψα,β)(µ) of L(µ)p is
contained in Q(L(µ)p)). As a first consequence, m 2. More precisely, µ is Witt if and
only if m= 1, and µ is Hamiltonian if and only if m = 2 (since m> 0, µ is not classical).
(f) Finally, suppose µ ∈ Γ (L,T ) is improper. This case will involve toral switchings;
we refer to [9, pp. 218–222] for related material and notation. It follows from [2, (1.9)]
that there are ξ ∈ { ∈ HomFp (F,F ) | p− = IdF } and u ∈
⋃
i∈F∗pLiµ such that the torus
Tu = {t − µ(t)∑m(u)i=1 upi | t ∈ T } has the property that any root iµu,ξ ∈ Γ (L,Tu) with
i ∈ F∗p is proper. Since u ∈ L(µ), we have that L(µ) = L(µu,ξ ). Since µ ∈ Fpα + Fpβ ,
we have that L(α,β) = L(αu,ξ , βu,ξ ). Since the generalized Winter exponentials E±u,ξ
preserve all ideals of L(α,β), we also have that radT L(α,β)= radTu L(αu,ξ , βu,ξ ). Then
L[α,β] = L(α,β)/ radT L(α,β)= L(αu,ξ , βu,ξ )/ radTu L(αu,ξ , βu,ξ )= L[αu,ξ , βu,ξ ].
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isomorphic to S ⊗ A(m;1) with S and m unchanged. Thus we can choose the same
embedding Φ for both L[α,β] and L[αu,ξ , βu,ξ ]. Note that h0 ∈ Φ(Ψα,β(T )) ∩ kerµ =
Φ(Ψαu,ξ ,βu,ξ (Tu))∩ kerµu,ξ and
(π2 ◦Φ ◦Ψα,β)
(
L(µ)
)= (π2 ◦Φ ◦Ψαu,ξ ,βu,ξ )(L(µu,ξ )).
Since all roots in F∗pµu,ξ are proper we can apply parts (d) and (e) of this proof to conclude
that we are in case (5) (respectively (6)) of the theorem when µu,ξ is Witt (respectively
Hamiltonian). To finish the proof it now remains to mention that µu,ξ is Witt (Hamiltonian)
if and only if µ is. 
5. Some remarks on Block algebras of dimension p2 − 1
In this section, we are going to revise [17] in order to extend the results there
to our present situation. It is assumed in [17, §1–3] that p > 3 but at the beginning
of §4 it is imposed that p > 5. We will go through the proofs and check for their
validity in characteristic 5. All our references to [17] will be boldfaced. Recall that
H = H(2;1;Φ(τ))(1) is a Block algebra of dimension p2 − 1, Λ = 1 − xp−1yp−1 ∈ H ,
Θ = −yp−1∂x ∈ DerH , and M is an irreducible H -module of dimension  p2. By
Proposition 2.2, the semisimple p-envelope Hp of H (which is isomorphic to DerH ) acts
naturally on M . The p-character of the Hp-module M is denoted by µ. From now on we
use the notation of [17] without further comment.
Lemmas 4.1–4.3 hold for p = 5. Lemma 4.4(1) needs a new proof given below.
Let M0 denote an irreducible H(0)-submodule of M . According to (4.2), M0 is an
irreducible module for Fx2 + Fxy + Fy2. Pick a nonzero u ∈ M0 with ρ(xy) · u ∈ Fu.
The set{
ρ(x)iρ(y)ju
∣∣ 0 i  4, 0 j  2}∪ {ρ(x)iρ(y)jρ(x2)u ∣∣ 0 i  4, 0 j  2}
consists of 30 elements. As dimM  52 we have a nontrivial relation( 4∑
i=0
2∑
j=0
(
αij ρ(x)
iρ(y)j + βij ρ(x)iρ(y)jρ
(
x2
))) · u= 0.
Put k := max{i + j | αij = 0 or βij = 0}, s := max{j | αk−j,j = 0 or βk−j,j = 0}, and
r := k− s. Obviously, k  6 and s  2. If k < 6 then argue as in the original proof. If k = 6
then s = 2, r = 4, and
0 = (ρ(Λ)−µ(Λ)Id)(∑
i,j
(
αi,j ρ(x)
iρ(y)j + βij ρ(x)iρ(y)jρ
(
x2
))
u
)
=
∑
αij
[
ρ(Λ),ρ(x)iρ(y)j
]
u+
∑
βij
[
ρ(Λ),ρ(x)iρ(y)j
]
ρ
(
x2
)
ui,j i,j
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[
ρ(Λ),ρ(x)4ρ(y)2
]
u+ β4,2
[
ρ(Λ),ρ(x)4ρ(y)2
]
ρ
(
x2
)
u
= 1
2
α4,2ρ
(
x2
)
u+ 1
2
β4,2ρ
(
x2
)2
u.
As ρ(x2)u and ρ(x2)2u belong to distinct eigenspaces of ρ(xy) it must be that
α4,2ρ(x2)u = β4,2ρ(x2)2u = 0. As k = 6 one of these coefficients has to be nonzero
implying ρ(x2)2u= 0. The rest of Lemma 4.4 now follows from this result.
To extend Lemma 4.5 we consider the set{
ρ(Θ)iρ(y)ju
∣∣ 0 i, j  3}∪ {ρ(Θ)iρ(y)jρ(x)u | 0 i, j  3}
and then proceed as in the original proof. The proofs of Theorems 4.6–6.3 only require
Lemmas 4.4 and 4.5, and (p > 3)-arguments. So these theorems hold for p > 3. However,
we will need a better estimate in Proposition 6.4(1).
Proposition 6.4(1) (improved). Let G be a central extension of H(2;1;Φ(τ))(1) and
M be a finite-dimensional G-module. If G(1) ∩ C(G) acts non-nilpotently on M then
dimM >p(p−1)/2.
Proof. Suppose dimM  p(p−1)/2. The proof in [17] shows that M is an irreducible
G-module of dimension p(p−1)/2 and the monomials ρ(y)k1ρ(y2)k2 · · ·ρ(yp−1)kp−1 with
0 ki  p − 1 form a basis of EndM . Then
ρ(Λ)=
∑
k=(k1,k2,...,kp−1)
αkρ(y)
k1ρ
(
y2
)k2 · · ·ρ(yp−1)kp−1
for some αk ∈ F . The central extensions of H(2;1;Φ(τ))(1) are described in Theorem 6.3.
It is immediate from this description that ρ(Λ) commutes with ρ(yk) for k = 2, . . . , p−1.
Applying the operators adρ(yp−1), adρ(yp−2), . . . , adρ(y2) to the above expression, one
derives that αk = 0 unless k = (0, . . . , kp−1). It follows that ρ(Λ) is a linear combination
of ρ(yp−1)j with 0  j  p − 1. Since ρ(Λ) commutes with ρ(xy), this yields that
ρ(Λ) ⊂ F IdM . Since H(2;1;Φ(τ))(1) is simple this contradicts our general assumption
on M . 
The improved Proposition 6.4(1) enables us to extend Theorem 6.5(1) after which all
arguments used in [17, Sections 6, 7] go through for p > 3. We conclude that all results of
[17] hold for p > 3.
In the sequel, we will need two additional results on H(2;1;Φ(τ))(1).
Proposition 5.1. Let χ be a linear function on the Lie algebra DerH(2;1;Φ(τ))(1)
vanishing on H(2;1;Φ(τ))(1)(0) and T be a 2-dimensional torus in DerH(2;1;Φ(τ))(1).
Let u,v ∈ H(2;1;Φ(τ))(1) be root vectors for T corresponding to roots α and β ,
respectively. Then
χ
([u,v])p = −α(vp)χ(u)p + β(up)χ(v)p.
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a Poisson Lie algebra. More precisely, H(2;1;Φ(τ))(1) ∼= (A(2;1), {· , ·})(1) where the
Poisson bracket {· , ·} on the commutative algebra A(2;1) is given by {x, y} = Λ.
According to [18, Theorem VII.3], there is a generating set {y1, y2} ⊂ A(2;1)(1) of the
commutative algebra A(2;1) such that
{y1, y2} = (1 + y1)(1 + y2) and T = (1 + y1)∂/∂y1 ⊕ F(1 + y2)∂/∂y2.
For i = 1,2, set zi := (1 + yi). Since all T -root spaces of the Poisson algebra A(2;1)
are 1-dimensional, we may assume, after rescaling, that u = za1zb2 and v = zc1zd2 for some
a, b, c, d ∈ Fp with (0,0) /∈ {(a, b), (c, d)}. As {za1zb2, zc1zd2 } = (ad − bc)za+c1 zb+d2 we
derive that
β
(
up
)
v = (adu)p(zc1zd2 )= (ad − bc)pv,
α
(
vp
)
u= (adv)p(za1zb2)= (bc− ad)pu.
Since zi1z
j
2 ≡ iy1 + jy2 (mod A(2;1)(2) + FΛ), it follows from [17, Proposition 1.2(1)]
that
zi1z
j
2 ≡ iz1 + jz2
(
mod H
(
2;1;Φ(τ))(1)(0)) (∀i, j ∈ Fp).
As χ vanishes on H(2;1;Φ(τ))(1)(0), we then have
χ
([u,v])p + α(vp)χ(u)p − β(up)χ(v)p
= χ((ad − bc)za+c1 zb+d2 )p + (bc− ad)pχ(za1zb2)p − (ad − bc)pχ(zc1zd2 )p
= (ad − bc)p(((a + c)χ(z1)+ (b + d)χ(z2))p − ((aχ(z1)+ bχ(z2))p
− (cχ(z1)+ dχ(z2)p))= 0,
completing the proof. 
By [2, Proposition 2.1.8(b)], the derivation algebra DerH(2;1;Φ(τ))(1) is naturally
identified with a restricted subalgebra of W(2;1). The standard maximal subalgebra
of DerH(2;1;Φ(τ))(1) is defined as DerH(2;1;Φ(τ))(1) ∩ W(2;1)(0). It is obviously
restricted and has codimension 2 in DerH(2;1;Φ(τ))(1).
Proposition 5.2. Let L be a restricted Lie algebra with MT(L)= 2 such that
(a) radL is abelian and L/ radL∼= DerH(2;1;Φ(τ))(1),
(b) radL∼=H(2;1;Φ(τ))(1) as (L/ radL)-modules.
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subalgebra of DerH(2;1;Φ(τ))(1) in L, and suppose that
radL ⊂ [L(0),L(0)].
Then there exists a restricted subalgebra M in L with T ⊂M and L =M ⊕ radL. In
particular, L is a split extension.
Proof. (1) Since both the standard maximal subalgebra of DerH(2;1;Φ(τ))(1) and radL
are restricted so is L(0). It is immediate from assumption (b) that the Lie algebra L is
centerless, while from the description in [17, Proposition 1.2(1)] it follows that
radL(0) =
{
x ∈L(0)
∣∣ x + radL ∈ DerH (2;1;Φ(τ))(1) ∩W(2;1)(1)}
and L(0)/ radL(0) ∼= sl(2). Given x ∈ radL(0) one has x[p]r ∈ radL for r  0 forcing
x[p]r+1 ∈C(L) = (0). Thus radL(0) is p-nilpotent.
(2) By our assumption, radL ⊂ [L(0),L(0)]. So there exist a subspace V in L(0) and
a nonzero c ∈ radL such that [L(0),L(0)] ⊂ V and L(0) = V ⊕ Fc. Clearly, V is an
ideal of L(0). Let λ denote the linear function on L(0) with kerλ = V and λ(c) = 1. Let
Fλ = F1λ be a 1-dimensional vector space over F . The map ρλ :L(0) → gl(Fλ) given by
ρλ(x) · 1λ = λ(x)1λ, is a representation of L(0). It is well known (and easily seen) that
there exists a linear function µ on L such that
µ(x)p = λ(x)p − λ(x[p]) ∀x ∈ L(0).
Let u(L,µ) denote the reduced enveloping algebra of L corresponding to µ ∈L∗, and
M := u(L,µ)⊗u(L(0),µ) Fλ,
a p2-dimensional induced L-module with p-character µ. Let M ′ be a composition factor
of M . It is immediate from assumption (b) that [L, radL] = radL. Due to the choice of
λ the radical of L does not act nilpotently on M ′ (indeed, as c[p] ∈ C(L) = (0), the only
eigenvalue of c on M ′ equals µ(c)= λ(c)= 1). Theorem 6.5 now shows that dimM ′ = p2.
As radL is a minimal ideal of L, we deduce that M is irreducible and faithful. Therefore,
so is the dual L-module M∗. It is well known that the L-module M∗ is coinduced.
More precisely, the antipode of the universal enveloping algebra U(L) induces a natural
isomorphism
M∗ ∼= Homu(L(0),−µ)
(
u(L,−µ),F ∗λ
)
.
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Recall that the restricted L-module F(L,L(0)) = Homu(L(0))(u(L),F ) carries a natural
commutative algebra structure and L acts on F(L,L(0)) as derivations. The algebra
F(L,L(0)) acts on M∗ via the comultiplication in U(L) and this action is compatible
with the action of L on F(L,L(0)) and M∗. Furthermore, M∗ is a free module of rank 1
over F(L,L(0)).
Since L(0) has codimension 2 in L, we have that F(L,L(0)) ∼= A(2;1) as algebras.
The (tautological) semidirect product W(2;1) := W(2;1) ⊕ A(2;1) acts faithfully
and restrictedly on A(2;1). It follows from the preceding remark that after a proper
identification of the free F(L,L(0))-modules M∗ and A(2;1) the initial representation
L→ gl(M∗) will factor as
L σ−→ W(2;1)−→ gl(A(2;1))
for some injective homomorphism σ (see [8, p. 428] for more detail). Let π denote
the canonical projection from W(2;1) onto W(2;1). Since M∗ is L-irreducible, the
subalgebra π(L) is transitive in W(2;1). Since L(0) preserves the unique maximal ideal
of F(L,L(0)), it follows from our construction that (π ◦ σ)(L(0)) ⊂ W(2;1)(0). Since
(π ◦ σ)(radL) ⊂W(2;1)(0) is an ideal of (π ◦ σ)(L), the transitivity of (π ◦ σ)(L) yields
(π ◦ σ)(radL) = (0). As a consequence,
(π ◦ σ)(L) ∼= L/ radL∼= DerH (2;1;Φ(τ))(1).
(4) We now look at σ(T ) ⊂ W(2;1). Clearly, T = F t1 ⊕ F t2 for some toral elements
t1, t2 ∈ L. Since M∗ has p-character −µ, we have that σ(ti)p = σ(t [p]i )− µ(ti)p1 where
1 is the unity in A(2;1) ⊂ W(2;1). Therefore, if µ(ti) = 0 for some i then σ(T ) is not
closed under taking pth powers in W(2;1). Choose λi ∈ F with λpi −λi = −µ(ti)p where
i = 1,2, and set
t := F (σ(t1)+ λ11)⊕F (σ(t2)+ λ21).
Then t is a torus in W(2;1) and π(t) = (π ◦ σ)(T ) is a torus in (π ◦ σ)(L). By [8,
Theorem 3.3], there is f ∈ A(2;1)(1) such that (exp adf )(t) ⊂ W(2;1) ⊕ F1. Thus we
may assume without loss of generality that σ(T ) ⊂ W(2;1)⊕ F1. Since C(L) = (0) and
(π ◦σ)(radL)= (0), we have σ(radL)∩(W(2;1)⊕F1) = (0). Since radL has dimension
p2 − 1, we now get
W(2;1)= σ(radL)⊕ (W(2;1)⊕ F1).
SetM := σ−1(σ (L)∩ (W(2;1)⊕F1)). By construction,L=M⊕ radL and T ⊂M. If
x ∈M then σ(x)p ∈W(2;1)⊕F1 as W(2;1)⊕F1 is a restricted subalgebra in W(2;1).
But then σ(x[p]) = σ(x)p + µ(x)p1 ∈ W(2;1) ⊕ F1. Thus M is a restricted subalgebra
of L and our proof is complete. 
As a consequence of Propositions 5.1 and 5.2 we obtain the following proposition.
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on L with χ([L(0),L(0)])= 0. Let u and v be root vectors in L corresponding to (nonzero)
T -roots α and β . Then
χ
([u,v])p = −α(v[p])χ(u)p + β(u[p])χ(v)p.
Proof. (1) By Proposition 5.2, L = M ⊕ radL and T ⊂ M. Since M(1) ∼= H(2;1;
Φ(τ))(1) and [L, radL] = radL it must be that L(1) =M(1) ⊕ radL. So Lγ =Mγ ⊕
(radL)γ ⊂ L(1) for any γ ∈ Γ (L, T ). Besides, T has no zero weight on L(1). In view of
Jacobson’s formula, the latter implies that the function x → γ (x[p]) is p-linear on Lδ for
any δ ∈ Γ (L, T ). But then the function
(x, y) −→ χ([x, y])p + α(x[p])χ(y)p − β(y[p])χ(x)p
is p-bilinear on Lα ×Lβ .
(2) Let M(0) := L(0) ∩ M. Clearly, M(0) is isomorphic to the standard maximal
subalgebra of DerH(2;1;Φ(τ))(1). According to [17, Proposition 1.2(2d)], M(0)(1) =
M(1)(0) ∼= H(2;1;Φ(τ))(1)(0). By our assumption, χ vanishes on M(0)(1). Thus if
u,v ∈M then the desired result follows from Proposition 5.1.
Recall that radL is p-nilpotent (see the proof of Proposition 5.2). So if u,v ∈ radL then
[u,v] = 0 and α(u[p]) = β(u[p]) = 0. Thus in this case we are done as well. Due to our
discussion in part (1), we can now assume that u ∈M, v ∈ radL. To finish the proof we
will need to show that
χ
([u,v])p = β(u[p])χ(v)p.
(3) We identify M(1) ∼= H(2;1;Φ(τ))(1) with the derived subalgebra of the Poisson
algebra (A(2;1), {·, ·}). As in the proof of Proposition 5.1, we choose generators y1, y2 ∈
A(2;1)(1) such that
{y1, y2} = (1 + y1)(1 + y2) and T = (1 + y1)∂/∂y1 ⊕F(1 + y2)∂/∂y2
(this is possible because T ⊂M = DerM(1)). We now fix an M-module isomorphism
η :H(2;1;Φ(τ))(1) ∼−→ radL and set zi = 1 + yi for i = 1,2. Since all T -root spaces
of the Poisson algebra A(2;1) are 1-dimensional it can be assumed, after rescaling, that
u = za1zb2 and v = η(zc1zd2 ) for some (a, b), (c, d) ∈ F2p \ (0,0). Since z21 − 2z1 + 1, z22 −
2z2 + 1 ∈ A(2;1)(2) ⊂M(0), the subspace [M(0), radL] contains all elements{
z21 − 2z1 + 1, η
(
zi1z
j
2
)}= 2j(η(zi+21 zj2)− η(zi+11 zj2)),{
z22 − 2z2 + 1, η
(
zi1z
j
2
)}= −2i(η(zi1zj+22 )− η(zi1zj+12 )).
From this it is easy to deduce that η(zi1z
j
2) − η(z1z2) ∈ [M(0), radL] for all (i, j) ∈
F2p \(0,0). As a consequence, η(zazb) ≡ η(za+czb+d ) (mod [M(0), radL]) unless (a, b)=1 2 1 2
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shows that χ(η(za1z
b
2))= χ(η(za+c1 zb+d2 )). In the course of the proof of Proposition 5.1 we
have established that β(u[p]) = (ad − bc)p. So if (a, b) = (−c,−d) then [u,v] = 0 and
β(u[p]) = 0. Hence
χ
([u,v])p − β(u[p])χ(v)p = (ad − bc)pχ(η(za+c1 zb+d2 ))p − (ad − bc)pχ(η(zc1zd2))p
= 0,
as required. 
6. Case (A): Lie algebras without nonsolvable 1-sections
In this section, we assume that
all 1-sections of L relative to T are solvable.
Recall that the general case of the classification problem in characteristic p > 7 was
split by the second author into four special cases known as Cases (A)–(D). The simple Lie
algebras L satisfying the assumption above fall into Case (A) which was solved for p > 7
in [16, Section 2] and [20]. Our goal in this section is to solve this case for p > 3.
Proposition 6.1. Then the following are true:
(1) H ⊂ nil H˜ .
(2) Each 1-section of L relative to T is nilpotent and acts triangulably on L.
Proof. Suppose H ⊂ nil H˜ . Then there is α ∈ Γ (L,T ) such that α(H) = 0. Set
Ω := {κ ∈ Γ (L,T ) ∣∣ κ(H) = 0}.
As Ω = ∅, by our assumption, Schue’s lemma yields H =∑κ∈Ω [Lκ,L−κ ]. Since all
roots in Γ (L,T ) are solvable, Proposition 3.8 shows that [Lκ,L−κ ] ⊂ nil H˜ for all κ ∈ Ω .
But then H ⊂ nil H˜ , a contradiction. Since T is a maximal torus in Lp , this argument
(in conjunction with the Engel–Jacobson theorem) also yields that T is standard and each
L(α) is nilpotent. Then Theorem 3.1 applies (with t0 = T ) showing that each L(α) acts
triangulably on L. 
Recall that in prime characteristics there is a natural way to extend domain of root
functions. Let α ∈ Γ (L,T ). Given x ∈Lγ with γ ∈ Γ (L,T ) one has xp ∈ H˜ . We define
α(x) := p√α(xp) ∀x ∈Lγ .
Thus α is defined on the union H˜ ∪⋃γ∈Γ (L,T ) Lγ . Since in our case [Lα,L−α] ⊂
H ⊂ nil H˜ , by Proposition 6.1, it follows from Jacobson’s formula that (x + y)p ≡
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not only on H but also on H˜ and any root space Lγ .
Lemma 6.2. Let G be a simple Lie algebra with TR(G) 2 and t ⊂ DerG be a torus such
that the centralizer cG(t) acts nilpotently on G and each 1-section of G relative to t is
nilpotent. Then G∼= H(2;1;Φ(τ))(1), dim t = 2, and t ⊂Gp = DerG.
Proof. (a) Let t′ ⊃ t be a maximal torus of DerG. If every 2-section of G relative to
t′ is solvable then so is G [19, Theorem 1.16]. Since this is not the case, there are
κ ′, λ′ ∈ Γ (G, t′) such that the 2-section M := g(κ ′, λ′) is nonsolvable. For i ∈ Fp , set
M(i) :=
∑
j∈Fp
Miκ ′+jλ′ .
Clearly, the decomposition M =⊕i∈Fp M(i) is an Fp-grading of M . As M is nonsolvable,
M(0) does not act nilpotently on M (see [19, Proposition 1.14]). Since cG(t′) ⊂ cG(t)
does act nilpotently on G (by our assumption), the Engel–Jacobson theorem shows that
there is x ∈ Mrλ′ for some r ∈ F∗p such that adM x is not nilpotent. Since the torus t′
is maximal, we have that λ′(x) = 0 and κ ′(x) = 0. Interchanging the roles of κ ′ and λ′
in this argument, we find y ∈ Lsκ ′ for some s ∈ F∗p such that κ ′(y) = 0 and λ′(y) = 0.
Since t′ is a maximal torus, the semisimple parts xs and ys of x, y in Mp ⊂ DerG lie in
the torus t′0 := t′ ∩ Mp ⊂ Gp. By construction, xs and ys are linearly independent. Since
dim t′0 MT(Gp)= TR(G), our assumption on G implies that t′0 = Fxs + Fys .
(b) Suppose that for some Λ ∈ Γ (G, t′0) the 1-section G(Λ) is nonsolvable. Clearly,
G(Λ) = G(α′1, . . . , α′l ) for some α′i ∈ Γ (G, t′). So G(Λ) is a section of G relative
to t′. Since G(Λ) is assumed to be nonsolvable it contains a nonsolvable 2-section
relative to t′, say M ′ (again by [19, Theorem 1.16]). We now repeat the argument from
part (a) with M replaced by M ′ (and with t′ unchanged) to observe that the p-envelope
G(Λ)p ⊂ Gp contains a 2-dimensional torus, say t′1 which acts faithfully on G(Λ).
But then t′1 ⊕ (t′0 ∩ kerΛ) is a 3-dimensional torus in Gp violating our assumption that
TR(G) = 2. Thus all 1-sections of G relative to the 2-dimensional torus t′0 in Gp are
solvable.
(c) As TR(G) = 2, the Lie algebra G is listed in [10, Theorem 1.1]. Thanks to part (b)
of this proof, Proposition 6.1 applies to G implying that cG(t′0) contains no nonzero
p-semisimple elements of Gp . It follows that G is non-restricted (for otherwise cG(t′0)
would contain t′0 which is impossible). If G is isomorphic to one of W(1;2), H(2;1;∆),
H(2; (2,1))(2) then G has codimension 1 in Gp . Since t′0 is 2-dimensional, (0) = t′0 ∩G ⊂
cG(t
′
0), a contradiction. We conclude that G ∼= H(2;1;Φ(τ))(1). So DerS = Sp , by
[2, Theorem 2.1.8(b)], implying that dim t  TR(S) = 2. Then t = t′ ⊃ t′0 = (0) is 2-
dimensional. 
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L[α,β] ∼=H (2;1;Φ(τ))(1).
Proof. Suppose that L[α,β] is nonsolvable and let (0) = S˜ =⊕ri=1 S˜i be the sum of all
minimal T -invariant ideals of the T -semisimple Lie algebra L[α,β]. The structure of S˜ is
described in Theorems 4.1, 4.2, 4.4. The algebras described in Theorems 4.1 and 4.4 do not
occur in our case since, as is easily seen, they all possess nonsolvable 1-sections relative
to T . Thus L[α,β] is described in Theorem 4.2, so that S˜ is simple and TR(S˜) = 2. As all
1-sections of L relative to T are solvable so are all 1-sections of S˜ relative to T . Lemma 6.2
now says S˜ ∼= H(2;1;Φ(τ))(1). Then S˜ ⊂ L[α,β] ⊂ Der S˜ = S˜ ⊕ T , by Theorem 4.2(2).
Since L[α,β] ∩ T = (0), by Lemma 6.1, we must have that L[α,β] ∼= S˜. 
Corollary 6.4. Let T ′ be an arbitrary torus of maximal dimension in Lp . Then all roots in
Γ (L,T ′) are solvable.
Proof. According to [6, Theorem 1], the torus T ′ is obtained from T by a finite sequence of
successive elementary switchings. Easy induction on the number of elementary switchings
involved shows that it suffices to prove the corollary under the assumption that T ′ = Tz
where z ∈ Lα and α is an arbitrary root in Γ (L,T ) (for the terminology related to toral
switchings, see the end of Section 4). Fix ξ ∈ HomFp (F,F ) with ξp − ξ = IdF . Any 1-
section of L relative to Tz has the form L(βz,ξ ) = Ez,ξ (L(β)) for some β ∈ Γ (L,T ); see
[9, p. 221] for example. Clearly, Ez,ξ (L(β)) ⊂ L(α,β). So if L(α,β) is solvable we are
done.
Suppose L(α,β) is nonsolvable. Then L[α,β] ∼= H(2;1;Φ(τ))(1), by Proposition 6.3,
while Lemma 6.2 shows that
Ψα,β
(
T +L(α,β)p
)= Ψα,β(T )⊕L[α,β].
Since Ez,ξ is invertible and preserves both L(α,β) and rad(L(α,β)p), we get
Ψα,β
(
T +L(α,β)p
)= Ψα,β(Tz)⊕L[α,β].
Thus the image of Tz in DerH(2;1;Φ(τ))(1) is 2-dimensional. So it follows from [15,
Theorem VII.3] that all 1-sections of H(2;1;Φ(τ))(1) relative to the image of Tz are
abelian. But then all 1-sections of L(α,β) relative to Tz are solvable. In particular, this
applies to L(βz,ξ ) completing the proof. 
Next we are going to determine 3-sections.
Theorem 6.5. Let α,β, γ ∈ Γ (L,T ). Then one of the following holds:
(1) L[α,β, γ ] = (0).
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L[δ1, δ2] = L[α,β, γ ] ∼=H
(
2;1;Φ(τ))(1).
(3) H(2;1;Φ(τ))(1) ⊗ A(m;1) ⊂ L[α,β, γ ] ⊂ Der(H(2;1;Φ(τ))(1) ⊗ A(m;1)) for
some m ∈ N0. There exists µ ∈ Γ (L,T )∪ {0} such that
L[α,β, γ ] =H (2;1;Φ(τ))(1) ⊗A(m;1)+L[α,β, γ ](µ).
Moreover, the image of the torus T in DerL[α,β, γ ] is 3-dimensional.
(4) There exists a simple Lie algebra S with TR(S) = 3 such that
S ⊂ L[α,β, γ ] ⊂ DerS.
Proof. (1) If G˜ := L(α,β, γ ) is solvable then we are in case (1) of the theorem. So
assume from now that L(α,β, γ ) is not solvable. Then G := L[α,β, γ ] = L(α,β, γ )/
radT L(α,β, γ ) is a nonzero T -semisimple Lie algebra. Let I be a minimal T -invariant
ideal of G. By Block’s theorem, there exist a simple algebra S and m ∈ N0 such that
I ∼= S ⊗A(m;1), under a Lie algebra isomorphism ϕ. Since T +L(α,β, γ )p preserves I ,
the isomorphism ϕ induces a restricted Lie algebra homomorphism
Φ :T +L(α,β, γ )p −→ (DerS)⊗A(m;1)+
(
Id ⊗W(m;1)).
Let t := Φ(T ) and identify I with S ⊗ A(m;1). By [9, Theorem 2.6], we can choose Φ
such that
t =
(
s∑
i=1
F IdS ⊗ (1 + xi)∂i
)
⊕t0,
where t0 is the normalizer of S ⊗ A(m;1)(1) in t and s = dim t/t0. Moreover, t0 =
{λ1(t) ⊗ 1 + IdS ⊗ λ2(t) | t ∈ t0} where λ1 : t0 → DerS and λ2 : t0 →∑mi=s+1 Fxi∂i are
restricted homomorphisms. Put t1 := λ1(t0) ⊂ DerS, a torus in DerS. For γ ∈ t∗1, define
γ˜ ∈ t∗ by setting
γ˜
(
(1 + xi)∂i
)= 0 (1 i  s), γ˜ (λ1(t)⊗ 1 + Id ⊗ λ2(t))= γ (λ1(t)) (t ∈ t0).
Let γ be any root in Γ (S, t1). Then Sγ ⊗F ⊂Φ(G˜)γ˜ yielding γ˜ ∈ Γ (Φ(G˜), t). In view of
Proposition 6.1, cS(t1) ⊗ F ⊂ cΦ(G˜)(t) acts nilpotently on S and S(γ )⊗ F ⊂ (Φ(G˜))(γ˜ )
is nilpotent. Since G is a homomorphic image of the 3-section G˜, we have, by [19, Theo-
rem 1.9], that 0 < TR(S) TR(G) 3.
Suppose TR(S)  2. Since all 1-sections of S relative to t1 ⊂ DerS are nilpotent,
Lemma 6.2 yields that S ∼= H(2;1;Φ(τ))(1) and t1 ⊂ Sp is 2-dimensional. In particular,
TR(S) = 2 in this case.
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ceding remark it follows that 2r 
∑r
i=1 TR(S˜i ) = TR(S˜) 3 (see [19, Theorem 1.7(6)]).
Thus r = 1 and I is the unique T -invariant minimal ideal in G.
(2) Suppose TR(S) = 2. Then S˜ = S ∼= H(2;1;Φ(τ))(1). If m = 0 then Φ maps
T + L(α,β, γ )p onto DerS = (H(2;1;Φ(τ))(1))p which gives dimT  TR(S) = 2.
Also, t = t1 is 2-dimensional (Lemma 6.2). So there exist Fp-independent T -roots
δ1, δ2 ∈ Fpα + Fpβ + Fpγ such that Φ(G˜) = Φ(L(δ1, δ2)). Since G is T -semisimple,
Proposition 6.3 gives G= L[δ1, δ2] ∼=H(2;1;Φ(τ))(1). This is case (2) of the theorem.
(3) Now suppose that TR(S) = 2 and m > 0. Let Ip denote the p-envelope of I in
Der I . Since S ∼= H(2;1;Φ(τ))(1) we have that DerS = Sp . Therefore, Ip = (DerS) ⊗
F + S ⊗ A(m;1). By [19, Theorem 1.7(8)], dimT ∩ Ip = 2 (one should keep in mind
that T + Ip ⊂ Der I is centerless). Since t ∩ Ip = t0 ∩ Ip = kerλ2, we deduce that
t = (t2 ⊗F)⊕F t where t2 is a 2-dimensional torus in Sp and t is a toral element (possibly
zero). Then
Φ(G˜)= S ⊗A(m;1)+ (Φ(G˜))(µ)
for some µ ∈ Γ (Φ(G),T ) ∪ {0} with µ(t2 ⊗ F) = 0. If t = t2 ⊗ F then G is a
homomorphic image of a 2-section in L. Since G is T -semisimple and m > 0, this
contradicts Proposition 6.3. Thus we are in case (3) of the theorem.
(4) Finally, suppose TR(S) = 3. Then TR(I) = 3 and hence dim t ∩ Ip = 3; see [19,
Theorem 1.7(8)]. Therefore, t ⊂ Ip . By [7, Lemma 2.5], we can choose Φ such that
t = t2 ⊗ F for some 3-dimensional torus t2 ⊂ Sp . As a consequence,
Φ
(
T +L(α,β, γ )p
)= Ip +Φ(Hp).
Since I is a minimal ideal in Φ(T +L(α,β, γ )p), the subalgebra π2(Φ(Hp)) is transitive
in W(m;1). Suppose m> 0. Then there exists h ∈ Φ(Hp) with π2(h¯) /∈ W(m;1)(0). Note
that Sγ ⊗A(m;1) ⊂Φ(G˜)γ˜ for any γ ∈ Γ (S, t2). Therefore,
Sγ ⊗A(m;1)= Sγ ⊗A(m;1)(1) +
[
h,Sγ ⊗A(m;1)
]
⊂ S(γ )⊗A(m;1)(1) +
(
Φ(G˜)
)
(γ˜ )(1).
It is immediate from Proposition 6.1(2) and the definition of G˜ that (Φ(G˜))(µ˜)(1) acts
nilpotently on I . But then Sγ ⊗ A(m;1) acts nilpotently on I , too (one should take
into account that the last summand in the displayed formula is stable under the action
of S(γ ) ⊗ A(m;1)(1)). Since the above applies to any γ ∈ Γ (S, t2), we now combine
Proposition 6.1(1) with the Engel–Jacobson theorem to deduce that I acts nilpotently on
itself. This contradicts the simplicity of S proving that m = 0. Thus we are in case (4) of
the theorem. 
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rem 2.7]. It should be mentioned here that our result is slightly weaker than the result in [16]
where it is stated, in case (3), that the minimal ideal I is isomorphic to H(2;1,Φ(τ))(1) ⊗
A(1,1). Theorem 2.7 of [16] is only used in [20] to deduce [20, Lemma 6.3]. Now that
lemma follows easily from our weaker version of [16, Theorem 2.7].
It seems that relying on the information available at the time when [St 91/1] was written,
one can only prove our weaker version of [16, Theorem 2.7]. This oversight has no effect
on the classification for p > 7. Indeed, one of the consequences of [20] is that all solvable
1-sections in case (A) are triangulable; using this result, one can recover the original
version of case (3) in [16] from our slightly weaker version.
We are now going to take a closer look at the Lie algebras which appear in case (4) of
Theorem 6.5. To streamline our exposition we often impose in the rest of this section that
TR(L)= 3.
Theorem 6.6. Let TR(L) = 3 and suppose that either L ∼= H(2;n;Ψ)(2) or L ∼=
S(3;n;Ψ )(1). Let T be a 3-dimensional torus in the p-envelope Lp ⊂ DerL with the
property that L(α) is solvable for any α ∈ Γ (L,T ). Then L is isomorphic to one of
H(2; (2,1);Φ(τ))(1) or S(3;1;Φ(τ))(1). Furthermore, the following hold:
(1) H = (0) and no root vector for T act nilpotently on L.
(2) Every solvable 2-section of L relative to T is abelian.
(3) Γ (L,T )∪ {0} is an elementary abelian p-group of order p3.
(4) If x ∈ Lα and y ∈ Lβ then [x, y]p = −α(yp)xp + β(xp)yp.
Proof. For p > 7, this is proved in [20, Propositions 5.4, 5.5]. The proof follows from
some explicit computations involving the Lie algebras H(2;n;Ψ )(2) and S(3;n;Ψ)(1)
with property (A;3) (see [20, Definition 2]). That property holds for our L due to
Corollary 6.4, while the computations themselves go through for p > 3. The result
follows. 
Proposition 6.7. If TR(L) = 3 and L contains a solvable 2-section L(α,β) with Fp-
independent α,β ∈ Γ (L,T ), then L ∼=H(2; (2,1);Φ(τ))(1).
Proof. Let M be a maximal T -invariant subalgebra of L containing L(α,β).
(a) Suppose M is not solvable. Then M contains a nonsolvable 2-section relative to T ;
see [19, Theorem 1.16]. Since M(α,β) = L(α,β) is solvable there exist Fp-independent
γ, δ ∈ Γ (L,T ) with γ /∈ Fpα + Fpβ such that M(γ, δ) is nonsolvable. For i ∈ Fp, set
M(γ, δ)i :=
∑
j∈Fp
Miδ+jγ .
Then M(γ, δ) =⊕i∈Fp M(γ, δ)i is Fp-graded. By [19, Proposition 1.14], the subalgebra
M(γ, δ)0 does not act nilpotently on M(γ, δ). By Proposition 6.1, H ⊂ M(γ, δ)0 acts
nilpotently on L. The Engel–Jacobson theorem now yields that there exists x ∈ Mjγ , for
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adx is not nilpotent, L1(x) = (adx)pr (L) = (0) (here r is a big enough positive integer).
By [19, Proposition 1.12], we then have L = L1(x)+ [L1(x),L1(x)]. Hence L1(x) ⊂M .
Note that L1(x) = (adx)pr (L) is T -invariant. So the complement L1(x) \ M contains a
root vector, say u ∈ Lµ. Since adx acts invertibly on L1(x) it also acts invertibly of the
factor space (L1(x) + M)/M . From this it follows that µ + Fpγ ⊂ Γ w(L/M,T ). Now
µ=mα+nβ+rγ for some m,n, r ∈ Fp. By our preceding remark, mα+nβ is a T -weight
of L/M . However L(α,β)⊂M , a contradiction.
(b) As a consequence, M is solvable. Now [21, Corollary 6.34] (which generalizes
earlier work of Kuznetsov [3], Weisfeiler [24], and Skryabin [11]) says that L is one
of sl(2), W(1;n), H(2;n;Φ)(2) for some n and Φ . As TR(L) = 3 we have L 
sl(2). The semisimple p-envelope W(1;n)p is nothing but W(1;n) + ∑n−1i=1 FDpi ⊂
W(n;1). It is well known that TR((W(1;n)) = n (see [18, Section V] for example). So
W(1;n) intersects with any torus of maximal dimension in W(1;n)p. As H ⊂ nil H˜ , by
Proposition 6.1(1),L is not of Witt type. Now Theorem 6.6 gives L ∼=H(2; (2,1),Φ(τ))(1)
completing the proof. 
Lemma 6.8. Suppose that L = L(α,β, γ ) has absolute toral rank 3. Then Γ (L,T ) =
(Fpα ⊕ Fpβ ⊕ Fpγ ) \ {0} and there is k ∈ N such that dimLδ = k for all δ ∈ Γ (L,T ).
Proof. (1) Assume first that for any pair (δ1, δ2) of Fp-independent roots in Γ (L,T ) the
2-section L(δ1, δ2) is nonsolvable. Proposition 6.3 then says that L[δ1, δ2] is isomorphic to
H(2;1;Φ(τ))(1). By [18, Theorem VII.3], any root vector in L[δ1, δ2] acts non-nilpotently
on L[δ1, δ2]. So there exist x ∈ Lδ1 and y ∈ Lδ2 with δ2(x) = 0, δ1(x)= 0 and δ1(y) = 0,
δ2(y) = 0. Thus dimLiδ2 = dimLiδ1+jδ2 = dimLjδ2 for all Fp-independent δ1, δ2 ∈
Γ (L,T ) and all i, j ∈ F∗p. This implies that all elements in (Fpα ⊕ Fpβ ⊕ Fpγ ) \ {0}
are roots and all root spaces are of the same dimension.
(2) Now assume that L contains a solvable 2-section relative to T . Then L is
isomorphic to H(2; (2,1);Φ(τ))(1), by Proposition 6.7. Root space decomposition in
L = H(2; (2,1);Φ(τ))(1) relative to a 3-dimensional torus in Lp has been investigated
in [20, Proposition 5.4]. Inspection shows that the computations in [20] involving
H(2; (2,1);Φ(τ))(1) go through for p > 3. They imply, again, that all elements in
(Fpα ⊕ Fpβ ⊕ Fpγ ) \ {0} are roots and all root spaces are of the same dimension. 
Lemma 6.9. Let g = g(−r) ⊃ · · · ⊃ g(0) ⊃ · · · ⊃ g(s) be a filtered Lie algebra and let b be a
triangulable subalgebra of g. Then grb is a triangulable subalgebra of grg.
Proof. Let G= grg, B = grb, and assume that B(1) does not act nilpotently on G. Clearly,
B(1) =∑i,j∈Z[Bi,Bj ] where
Bi := gri b = (b ∩ g(i) + g(i+1))/g(i+1) ⊂ g(i)/g(i+1) = gri g.
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Jacobson theorem implies that the subalgebra
∑
i∈Z[Bi,B−i ] does not act nilpotently
on G. Since the set
⋃
i∈Z[Bi,B−i ] is weakly closed, there is k ∈ Z such that the subalgebra[Bk,B−k] does not act nilpotently on G. Then there exist u1, . . . , ul ∈ b ∩ g(−k) and
v1, . . . , vl ∈ b ∩ g(k) such that the coset ∑[ui, vi ] + g(1) contains an element which does
not act nilpotently on g. But this is impossible as
∑[ui, vi ] ∈ b(1) ∩ g(0) acts nilpotently
on g. 
Our next result will be crucial for the rest of this section. Its proof illustrates well some
of the classification methods.
Proposition 6.10. If TR(L) = 3 then H = (0) and (Lδ)p ⊂ T for all δ ∈ Γ (L,T ).
Moreover, no root vector for T is p-nilpotent in Lp .
Proof. (1) Suppose the theorem is not true and let L be a counterexample of minimal
dimension to it. Let N (Lp) denote the set of all p-nilpotent elements in Lp . By
Proposition 6.1(2), all 1-sections L(δ) relative to T are nilpotent and have the property
that L(δ)(1) ⊂N (Lp). Let n(δ) denote the nilpotency class of L(δ) and let α ∈ Γ (L,T ) be
such that n(α) = max{n(δ) | δ ∈ Γ (L,T )}. If n= n(α) 3 then (0) = L(α)n−1 ⊂N (Lp).
Since L(α)n−1 is T -invariant, either H ∩L(α)n−1 = (0) or Liα ∩L(α)n−1 = (0) for some
i ∈ F∗p . If n(α)  3, we let w be any nonzero element in the union (H ∩ L(α)n−1) ∪
(
⋃
i∈F∗p L(α)
n−1 ∩Liα).
Now suppose that all 1-sections of L relative to T are abelian. Then H = (0) (as L is
centerless). Since L is a counterexample, there is a nonzero x ∈Lα , for some α ∈ Γ (L,T ),
such that either xp = 0 or xp is not p-semisimple in H˜ . If xp = 0 for some nonzero x ∈Lα ,
we set w := x . If H = (0) and xp is not p-semisimple in H˜ for some x ∈ Lα , we let w
be the p-nilpotent part of xp in H˜ . Clearly, w = f (xp) for some p-polynomial f ∈ F [t]
without constant term.
Thus in all cases we can find w ∈ H˜ ∪ (⋃i∈F∗p Liα), for some α ∈ Γ (L,T ), such that
w ∈N (Lp) \ {0} and
[
w,L(α)
]= (0).
Furthermore, if w ∈ H˜ then either w ∈ H or all 1-sections of L relative to T are abelian
and w is the p-nilpotent part of xp for some x ∈Lα . From now we fix such a w and denote
by M a maximal T -invariant subalgebra of L containing the centralizer of w in L.
Let δ ∈ Γ (L,T ). Since ∑i∈Fp Lδ+iα is invariant under the nilpotent endomorphism
adw, there exists j = j (δ) with Lδ+jα ∩ cL(w) = (0). Since this holds for all roots δ we
can find Fp-independent α,β, γ ∈ Γ (L,T ) with
L(α) ⊂M, Mβ = (0), Mγ = (0). (1)
(2) We identify L with adL ⊂ DerL and consider T +Lp , a Lie subalgebra of DerL. If
J is an ideal of T + L then [J,L] is an ideal of L. So either [J,L] = (0) or [J,L] = L.
In the first case J = (0), for J ⊂ DerL, while in the second case J ⊃ L. Thus T + M
816 A. Premet, H. Strade / Journal of Algebra 278 (2004) 766–833contains no nontrivial ideals of T + L. The T -maximality of M in L implies that T +M
is a maximal subalgebra of T +L.
Choose a subspace (T +L)(−1) in T +L which contains T +M and has the property that
(T +L)(−1)/(T +M) is (T +M)-irreducible. Let {(T +L)(i) | i ∈ Z} denote the standard
filtration associated with the pair ((T + L)(−1), (T + L)(0)) where (T + L)(0) = T +M .
By the above, this filtration is exhaustive and separating, that is
T +L = (T +L)(−r) ⊃ · · · ⊃ (T +L)(s+1) = (0),
where r > 0 and s  0 are finite. Let G denote the associated graded Lie algebra gr(T +L)
and let M˜(G) be the maximal ideal of G contained in
∑
i−1 Gi . It is well known (and
easy to see) that M˜(G) is a graded ideal of G. So the quotient G :=G/M˜(G) inherits from
G a graded Lie algebra structure. If G1 = (0) then the graded Lie algebra G =⊕i∈Z Gi
satisfies the standard conditions (g1)–(g4) (see [10, p. 246] for example). If G1 = (0) then,
of course, M˜(G)=∑i<0 Gi and G ∼=G0.
Let T denote the image of T in G. By construction, T acts on G as a torus of derivations.
Since M carries three Fp-independent T -roots, by (1), and since M˜(G)∩∑i0 Gi = (0),
the image of T in DerG is 3-dimensional. In other words, G carries three Fp-independent
T -roots. As a consequence, TR(T ,G)= 3. Combining Skryabin’s result [12, Theorem 5.1]
with [19, Theorem 1.7], we now get 3 = TR(T ,G)  TR(G)  TR(G)  TR(L) = 3,
forcing TR(G)= 3.
(3) Suppose G1 = (0). Then M˜(G) =∑i<0 Gi which entails that
G =G0 = (T +L)(0)/(T +L)(1) ∼= T +M
as Lie algebras. Thanks to (1), we have α,β, γ ∈ Γ (M,T ). Let A be an abelian ideal of
T +M . By what we just said, any element x ∈ Aδ , for δ ∈ Γ (M,T )∪{0}, has the property
that α(x) = β(x) = γ (x) = 0. Then any element in Aδ acts nilpotently on Lp , and hence
on G−1 = (T + L)(−1)/(T + L)(0). The Engel–Jacobson theorem now shows that A acts
nilpotently on G−1. The irreducibility of G−1 yields that A annihilates G−1 implying
A ⊂ (T +L)(1) = (0). Thus G is semisimple. Since the grading of G is trivial in this case,
all minimal ideals of G are obviously graded.
If G1 = (0), then Weisfeiler’s theorem [23] says that G is semisimple and contains a
unique minimal ideal which is graded. Thus G is semisimple in all cases, and any minimal
ideal of G is graded.
Since TR(G)= dimT = 3, we can identify T with a torus of maximal dimension in the
(semisimple) p-envelope Gp ⊂ DerG. Let I be a minimal ideal of G. By Block’s theorem,
there exist a simple algebra S and m ∈ N0 such that
I
∼−→ S ⊗A(m;1),
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by Ip the p-envelope of I in Der I . The adjoint action of Gp on I gives rise to a restricted
homomorphism
Φ :Gp −→ Der I = (DerS)⊗A(m;1)⊕
(
Id ⊗W(m;1)).
Since Gp is restricted, Block’s theorem yields that the subalgebra (π2 ◦ Φ)(Gp) is
transitive in W(m;1). Since both Φ(Gp) and Ip contain I (or rather ad I ), they must
be centerless. Then [19, Theorem 1.7(8)] shows that dimΦ(T ) ∩ Ip = TR(I) and, as a
consequence, Φ(T )∩ Ip is a torus of maximal dimension in Ip .
Put t :=Φ(T ) and let t0 denote the normalizer of S ⊗A(m;1)(1) in t. According to [9,
Theorem 2.6], we can choose ϕ such that
t =
(
s∑
i=1
F ⊗ (1 + xi)∂i
)
⊕ t0 and t0 =
{
λ1(t)⊗ 1 + Id ⊗ λ2(t)
∣∣ t ∈ t0},
for some restricted homomorphisms λ1 : t0 → DerS and λ2 : t0 → ∑mi=s+1 Fxi∂i . Let
t1 := t ∩ Ip , a subtorus in t0. Since Ip = I + Sp ⊗ F, where Sp is the p-envelope of S
in DerS, it is straightforward to see that λ2 vanishes on t1 and λ1(t1) ⊂ Sp ⊗F . Combined
with our discussion above, this shows that t1 = t′1 ⊗ F where t′1 is a torus of maximal
dimension in Sp .
Let t′0 := λ1(t0), a torus in DerS. Given δ ∈ (t′0)∗ we let δ˜ denote the linear function on
t given by
δ˜
(
(1 + xi)∂i
)= 0 (1 i  s), δ˜(λ1(t)⊗ 1 + Id ⊗ λ2(t))= δ(λ1(t)) (t ∈ t0).
Since the image of T in G= grL lies in G0, each 1-section G(δ) in G has the form grL(δ),
hence is nilpotent. Therefore, so is each 1-section of G(δ) relative to T . This, in turn, yields
that all 1-sections of Φ(G) relative to t are nilpotent. Now S(δ) ⊗ F ⊂ (Φ(G))(δ˜) for all
δ ∈ Γ (S, t′0). This means that all 1-section of S relative to t′0 are nilpotent as well. Applying
Lemma 6.2, we now deduce that TR(S) 2.
If G has two minimal ideals, say I1 ∼= S1 ⊗A(m1,1) and I2 ∼=A(m2,1), then the above
discussion yields 3 = TR(G) TR(I1 ⊕ I2) = TR(S1)+ TR(S2) 4, a contradiction. This
enables us to conclude that I = SocG is the only minimal ideal in G. As a consequence, Φ
is injective (otherwise [kerΦ,G] would contain a minimal ideal of G commuting with I ).
In particular, dim t = 3.
(4) Suppose TR(S)= 2.
(a) By Lemma 6.2, S ∼= H(2;1;Φ(τ))(1), dim t′0 = 2, and t′0 ⊂ Sp. Note that S ⊗ F is
t-stable; moreover, t acts on S ⊗ F as t′0 ⊗ F . The kernel of this action is contained in
Id ⊗ W(m;1) and has dimension 1 (because dim t = 3). Since t1 = t ∩ Ip is a torus of
maximal dimension in Ip , by part (3), we also have that t′ = t′ . It follows that0 1
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for some nonzero toral derivation d ∈ W(m;1). As a consequence, m > 0. Since t′0 is 2-
dimensional it follows from (2) that Φ(G) = (S⊗A(m;1))⊕(Φ(G))(µ) for some nonzero
µ ∈ t∗ vanishing on t′0 ⊗ F and taking values in Fp on all toral elements of t (such a µ is
unique up to a nonzero scalar multiple in Fp).
Given η ∈ t∗ we will denote by η∗ the pull-back of η in T . Note that η∗ is uniquely
determined by η and has the property that η∗(t)= η(Φ(gr t)) for all t ∈ T . Our goal in this
part is to show that the pull-back µ∗ of µ is a multiple of α from the first part of this proof.
Since DerS = t′0 ⊕ S, by [2, Theorem VII.3], we have the inclusion(
Φ(G)
)
(µ) ⊂ (t′0 ⊗A(m;1))⊕ (Id ⊗W(m;1)).
It follows easily from Demushkin’s theorem that the spectrum of the toral derivation d
on A(m;1) equals Fp and all its eigenspaces have dimension pm−1. According to [18,
Theorem VII.3], there exist Fp-independent κ, ν ∈ Γ (S, t′0) such that
S =
∑
δ∈(Fpκ+Fpν)\{0}
Sδ.
Moreover, Γ w(S ⊗ F, t) = (Fpκ + Fpν) \ {0} and each root space Sδ is 1-dimensional.
Each subspace Sδ ⊗ A(m;1) is t-invariant and Γ w(Sδ ⊗ A(m;1), t) = δ˜ + Fpµ. As a
consequence, (
S ⊗A(m;1))∩ (Φ(G))(µ)= (0).
It follows from the definition of µ that the t-roots µ, κ˜, ν˜ are linearly independent.
Combining this with our earlier remarks gives Γ (Φ(G), t)⊃ (Fpκ˜ + Fpν˜ + Fpµ) \ Fpµ,
and
dimΦ(G)η = pm−1
(∀η ∈ Γ (Φ(G), t) \ Fpµ). (3)
(b) Suppose that G1 = (0) and we are in the nondegenerate case of Weisfeiler’s theorem
[23]. Then G−1 ⊂ I and I ∩Gi = Si ⊗A(m;1) for some grading S =⊕i∈Z Si of S. Note
that [9, Theorem 2.6] is applicable in this graded setting, that is it can be assumed that ϕ is a
graded isomorphism and (2) holds for t =Φ(T ). Since T ⊂G0, the torus t′0 preserves S−1.
But then all root vectors for t′0 contained in S−1 are p-nilpotent in Sp . Since this contradicts
[18, Theorem VII.3(3)], we conclude that this case cannot occur.
(c) Now suppose G1 = (0). Recall that G−1 is an irreducible and faithful G0-module.
Identify the 3-dimensional tori T and grT ⊂ G0. Suppose there is η ∈ Γ (Φ(G), t) \ Fpµ
such that η∗ /∈⋃i>0 Γ (G−i , T ). In view of (3), we then have dimLη∗ = dimΦ(G)η =
pm−1. Since all root spaces of L relative to T have the same dimension, by Lemma 6.8,
this implies that dimLη∗ = pm−1 for all η ∈ Γ (Φ(G), t). So (3) now yields that⋃
i>0 Γ (G−i , T )⊂ Fpµ∗. But then T does not act faithfully on G−1, a contradiction.
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part (4a). Since Fpα ∩ (⋃i>0 Γ (G−i , T )) = ∅, by (1), we deduce that in the present case
Fpα = Fµ∗, as desired.
(d) Finally, suppose that G1 = (0) and we are in the degenerate case of Weisfeiler’s
theorem [23]. Then G2 = (0) and I ∩G1 = (0).
Let x1, . . . , xm be a generating set in A(m;1)(1). Given a subset {i1, . . . , ik} of
{1,2, . . . ,m} we denote by A(xi1, . . . , xik ) the unital subalgebra of A(m;1) generated
xi1, . . . , xik , a truncated polynomial algebra in k variables. By [23, Theorem 3.1], there
exists a nonnegative e <m such that
ϕ(I−j )=
{
S ⊗A(x1, . . . , xe) · f
∣∣ f ∈ A(xe+1, . . . , xm), degf = j},
for all j > 0, and
Φ(G0)⊂ Der
(
S ⊗A(x1, . . . , xe)
)+ Id ⊗( ∑
e+1i,jm
A(x1, . . . , xe) · xi∂j
)
.
To show that (2) is still valid in our present (more restrictive) setting we will apply [9,
Theorem 2.6] to the graded subalgebra I ′ := S ⊗ A(xe+1, . . . , xm) of I . We first observe
that I ∼= I ′ ⊗A(x1, . . . , xe) as graded Lie algebras. Since
Der0 I ′ = (DerS)⊗ F + Id ⊗
( ∑
e+1i,jm
Fxi∂j
)
,
we have that
Φ(T )⊂Φ(G)⊂ (Der0I ′)⊗A(x1, . . . , xe)+
(
Id ⊗ DerA(x1, . . . , xe)
)
.
Combining [9, Theorem 2.6] with the fact that all maximal tori in ∑e+1i,jm Fxi∂j ∼=
gl(m− e) are conjugate under the adjoint action of GL(m− e), we deduce that the graded
map ϕ can be chosen such that the torus t =Φ(T ) has the form described in part (3). Then
our remarks at the beginning of part (4a) show that (2) is still valid for t in the present case.
As S ⊗ F ⊂ I0 and [I0,Φ(G1)] ⊂ I ∩ Φ(G1) = (0), the p-envelope Sp ⊗ F of S ⊗ F
in DerΦ(G) annihilates Φ(G1). Since t′0 ⊂ Sp , we now get Φ(G1)= (Φ(G1))(µ).
Since [Id ⊗ d, I0] ⊂ I0, the derivation d must preserve A(x1, . . . , xe). If d acts
nontrivially of A(x1, . . . , xe) then, as in part (4a), the spectrum of d on A(x1, . . . , xe)
equals Fp. As a consequence, Γ (Sδ ⊗A(x1, . . . , xe)xm, t)= δ˜+Fpµ for any δ ∈ Γ (S, t′0).
Since S⊗A(x1, . . . , xe)xm ⊂G−1, we deduce, as at the end of part (4a), that (Fpκ˜+Fpν˜+
Fpµ) \ Fpµ⊂ Γ (G−1, t). Then Fpµ∗ = Fpα as desired.
Now suppose d acts trivially on A(x1, . . . , xe). If e + 1  i m then d(xi) = aixi for
some ai ∈ Fp. As d = 0, at least one ai is nonzero. So we may assume, after renumbering,
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is immediate that⋃
i>0
Γ (G−i , T )⊃ Γ ′ := (Fpκ˜∗ + Fpν˜∗ + Fpµ∗) \
(
(Fpκ˜
∗ + Fpν˜∗)∪ Fpµ∗
)
.
Moreover, dimLδ∗  pe for any δ∗ ∈ Γ ′. Suppose Fpα = Fpµ∗. Then α = η∗ for some
η ∈ (Fpκ˜∗ +Fpν˜)∗ \ {0}. Hence dimLα = dimG0,α = dimΦ(G0)η = pe . But then all root
spaces of L relative to T have this dimension; see Lemma 6.8. It also follows that ai = 0
for e+ 1 i < m (indeed, if al = 0 for some l < m then η ∈ Γ (S ⊗A(x1, . . . , xe)xcl xm, t)
for some c p − 1, a contradiction). Thus it can be assumed that d = xm∂m.
Let H denote the image of grH in G. Combining [23, Theorem 3.1] with our earlier
remarks it is easy to observe that (π2 ◦Φ)(G) is contained in the free A(x1, . . . , xe)-module
generated by all ∂i and xj ∂k with 1 i m and e+ 1 j, k m. Therefore, (π2 ◦Φ)(G)
decomposes into eigenspaces for d as follows:
(π2 ◦Φ)(G)= (π2 ◦Φ)(G)0 ⊕ (π2 ◦Φ)(G)−1 ⊕ (π2 ◦Φ)(G)1,
where (π2 ◦Φ)(G)0 = (π2 ◦Φ)(H) and
(π2 ◦Φ)(G)−1 ⊂A(x1, . . . , xm−1)∂m,
(π2 ◦Φ)(G)1 ⊂
∑
im−1
A(x1, . . . , xm−1)xm∂i .
As a consequence, [(π2 ◦Φ)(G)±1]p = (0). Jacobson’s formula now gives
(π2 ◦Φ)(Gp)= (π2 ◦Φ)(Hp)⊕ (π2 ◦Φ)(G)−1 ⊕ (π2 ◦Φ)(G)1.
Suppose m> 1. Since (π2 ◦Φ)(Gp) is a transitive subalgebra of W(m;1), the subalgebra
(π2 ◦ Φ)(Hp) acts transitively on A(x1, . . . , xm−1). Then there is h ∈ H with (π2 ◦
Φ)(h))(xk) /∈ A(m;1)(1) for some k  e. From the description of (Φ(G))(µ) given in
part (4a) we deduce that [Φ(h),Sδ ⊗xk)] ⊂ Sδ⊗A(m;1)(1) for any δ ∈ Γ (S, t′0). However,
this means that some of the 1-sections of L relative to T are not triangulable, contradicting
Proposition 6.1(2).
Thus m = 1 forcing e = 0. As a consequence, dimLδ = 1 for all δ ∈ Γ (L,T ). This, in
turn, gives H˜ = T . Theorem 3.1 of [23] shows that G0(µ∗)∼=G0(µ∗)= T and G1(µ∗)∼=
Φ(G1)(µ) = F∂1 ∼= G1,−kµ∗ for some k ∈ F∗p. Therefore, Mkµ∗ is a 1-dimensional ideal
of M . By [18, Theorem VII.3], all 1-sections of S relative to t′0 are abelian and no root
vector of S relative to t′0 act nilpotently on S. In conjunction with Proposition 6.1(2), this
implies that Φ induces an embedding
M/Mkµ∗ ↪→ (S ⊗ F)⊕ (F Id ⊗ d).
From this it is immediate that all 1-sections of M relative to T are abelian. But then
so is L(α). Due to the choice of α, all 1-sections of L relative to T are abelian (see
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N (Lp) ∩ (⋃i∈F∗p Liα) = ∅. Since this contradicts [18, Theorem VII.3], we conclude, at
last, that Fpα = Fpµ∗ in all cases.
(5) (a) We will need some subtle estimates for the dimensions of root spaces. From our
discussion in part (4) we know that either G1 = (0) or we are in the degenerate case of
Weisfeiler’s theorem [23]. We also know that in either case ϕ is a graded map and (2)
holds for t =Φ(T ). Set
K :=
∑
i∈F∗p
(
(π2 ◦Φ)(Giα)+
[
(π2 ◦Φ)(Giα), (π2 ◦Φ)(G−iα)
])
,
and let Kp denote the p-envelope of K in W(m;1).
Let v⊗f ∈ Sδ ⊗A(m;1) be a root vector for t. Since all components of our filtration are
T -invariant, any 1-section G(η) of G relative to grT has the form grL(η). In conjunction
with Proposition 6.1(2) and Lemma 6.9 this yields that any 1-section G(η) is triangulable.
But then so is any 1-section G(η). Since v ∈ Sδ is non p-nilpotent in Sp the preceding
remark shows that [Φ(H), v ⊗ f ] ∈ Sδ ⊗ A(m;1)(1). As this holds for all root vectors
in Sδ ⊗ A(m;1) it must be that [Φ(H),Sδ ⊗ A(m;1)] ⊂ Sδ ⊗ A(m;1)(1). This forces
(π2 ◦Φ)(H)⊂W(m;1)(0). Since
(π2 ◦Φ)(Gp)=
[
(π2 ◦Φ)(G)
]
p
= [(π2 ◦Φ)(G(α))]p
is transitive in W(m;1), we now deduce that the subalgebra Fd + Kp ⊂ W(m;1) is
transitive as well. Recall from part (4a) that
(kerπ2)∩Φ
(
G(α)
)⊂ t′0 ⊗A(m;1).
So any y ∈ (kerπ2) ∩ Φ(Giα) can be written as y = t1 ⊗ f + t2 ⊗ g where t1, t2 ∈ t′0 are
linearly independent and f,g ∈ A(m;1).
Suppose d ∈ W(m;1)(0). Then Kp is still transitive in W(m;1). Since L(α) acts
triangulably on L, all elements in [Kp,y] act nilpotently on Φ(G), by Lemma 6.9. Since
t′0 is a torus, it must be that f,g ∈ F . Then y ∈ (t0 ⊗ A(m;1)) ∩ Φ(Giα) = (0). As a
consequence,
d ∈W(m;1)(0) ⇒ (kerπ2)∩Φ(Giα)= (0) (∀i ∈ F∗p). (4)
Suppose d /∈ W(m;1)(0). Then it can be assumed further that d = (1 + x1)∂1, by [9,
Theorem 2.6]. Then y = t1⊗(1+x1)kf1 + t2⊗(1+x1)kg1 for some truncated polynomials
f1, g1 ∈ A(m;1) in x2, . . . , xm. Since Fd + Kp is transitive in W(m;1), we have that
∂2, . . . , ∂m ∈ Kp +W(m;1)(0). Arguing as before, we now obtain that f1, g1 ∈ F . Thus
d /∈W(m;1)(0) ⇒ dim
(
(kerπ2) ∩Φ(Giα)
)
 2 (∀i ∈ F∗p). (5)
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contradiction that it does not and consider the weight space decomposition K =∑i∈FpKi
of K relative to d . By Jacobson’s formula, Kp = K +∑i∈Fp∑j>0 Kpji . Since L(α) is
nilpotent, so is K . Suppose one of the Ki ’s contains a non-nilpotent element of W(m;1).
Then C(Kp) contains a nonzero toral element t commuting with d . By the definition of K ,
we have K = K0. Hence d does not centralize K . So d /∈ F t , that is Kp + Fd contains a
2-dimensional torus. But then G contains a 4-dimensional torus, a contradiction. Thus all
Ki ’s consist of nilpotent elements and our claim follows in view of the Engel–Jacobson
theorem.
Thus (Fd + Kp)(1) = K ⊂ Kp acts nilpotently on A(m;1). So we can apply [8,
Theorem 3.2] to Fd +K . That theorem yields a restricted embedding
σ :Fd +Kp ↪→
m∑
i=1
Fxi∂i +
m∑
i=1
A(x1, . . . , xi−1)∂i .
Since σ(K) is p-nilpotent, it must lie in
∑m
i=1 A(x1, . . . , xi−1)∂i . Consequently,
∑
i∈F∗p
dim
(
(π2 ◦Φ)(Giα)
)

m∑
i=1
pi−1 = p
m − 1
p − 1 . (6)
Recall that all root spaces of L relative to T occur and have the same dimension, by
Lemma 6.8. Also, Giα ∩ M˜(G)= (0), by our choice of M in part (1). So (3) yields that
dimGiα  pm−1 (∀i ∈ F∗p). (7)
Combining (7), (6), (5), and (4), we now get
(p − 1)pm−1 
∑
i∈F∗p
dimGiα 
pm − 1
p − 1 + 2(p − 1)
which gives m= 1.
(c) Suppose d ∈ W(1;1)(0). Then (kerπ2) ∩ Φ(Giα) = (0) for all i ∈ F∗p ; see (4). But
then (7) leads to a contradiction:
(p − 1)
∑
i∈F∗p
dimGiα =
∑
i∈F∗p
dim
(
(π2 ◦Φ)(Giα)
)
 1.
Thus d /∈W(1;1)(0), and hence it can be assumed that d = (1 + x)∂.
Suppose there exists u ∈ Giα , for some i ∈ F∗p, such that (π2 ◦ Φ)(u) = (0). By our
concluding remark in part (5a),
Φ(u) = λ1t ⊗ (1 + x)k + λ2Id ⊗ (1 + x)k+1∂
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assumption in conjunction with (6) shows that∑i∈F∗p dim((π2 ◦Φ)(Giα))= 1. Since u and
v have different weights for d , it must be that (π2 ◦Φ)(v) = 0. Then Φ(v) = t ′ ⊗ (1+x)2k
with t ′ ∈ t′0 \ {0}. Therefore,[
Φ(u),Φ(v)
]= 2kλ2t ′ ⊗ (1 + x)3k.
We have already mentioned that all 1-sections of G relative to T are triangulable. Thus
k = 0 necessarily holds. But then v ∈ H ∩ G2iα = (0), a contradiction. We conclude
that
∑
i∈F∗p Φ(Giα) ⊂ t′0 ⊗ A(1;1). Our discussion at the end of part (4d) (together with
[23, Theorem 3.1(v)]) now shows that we are not in the degenerate case of Weisfeiler’s
theorem. As a result, G1 = (0) and hence L(α) injects into t′0 ⊗ A(1;1) + (F Id ⊗ d).
As H ⊂ nil H˜ , it must be that L(α) ↪→ ∑i∈F∗p Φ(Giα). But then L(α) is abelian and
N (Lp) ∩ (⋃i∈F∗p Liα)= {0}. Moreover, either dimLα = 1 or dimLα = 2.
(d) Suppose dimLα = 1. Then dimLδ = 1 for all δ ∈ Γ (L,T ), which implies that
H˜ = T . It is easy to see that this contradicts our choice of the p-nilpotent element w ∈
Lp(α) in part (1). Thus dimLα = 2 whence dimLδ = 2 for all δ ∈ Γ (L,T ). Since G1 =
(0), it also follows that T + M ∼= G0 ∼= G. Recall that S ∼= H(2;1;Φ(τ))(1). Therefore,
the minimal p-envelope of T + S ⊗ A(1;1) is nothing but T + S ⊗ A(1;1) + Sp ⊗ F =
T + S ⊗A(1;1). This shows that the Lie algebra G is restrictable. Let [p] :G →G denote
the pth power map of G. Since L(α) is abelian, H = (0), and no root vector in L(α)
act nilpotently on L, our discussion in part (1) shows that there is x ∈ Lα such that w is
equal to the p-nilpotent part of xp ∈ H˜ . Identify T + M with G and observe that T is
self-centralizing in G. Therefore, x[p] ∈ T is [p]-semisimple. Since M carries three Fp-
independent T -roots and xp − x[p] centralizes T +M , it must be that xp − x[p] ∈ H˜ is p-
nilpotent. But then (xp)s = x[p] and w = (xp)n = xp−x[p]. As a result, [w,T +M] = (0).
Since both T +L and T +M carry p3 −1 roots and L(α) ⊂ T +M , our present assumption
on dimLα implies that dim(T + L)/(T +M)= p(p2 − 1). On the other hand, G−1 is an
irreducible and faithful G-module. By the toral rank considerations, this module is also
restricted (for otherwise the centralizer of G0 in the p-envelope of G in DerG would
contain a nonzero semisimple element and this would eventually result in the inequality
TR(G) 4, a contradiction). Applying [9, Theorem 1.7] with I = S ⊗A(1;1) now yields
that there is a nontrivial S-module U such that G−1 ∼= U ⊗A(1;1) as vector spaces. By the
preceding remark, dimU  p2 −1. Recall that we have already reinstated all results of [17]
under our present assumption on p; see Section 5. It is immediate from [17, Theorems 4.6,
4.9] that U is S-irreducible of dimension p2 − 1. This leaves no room for G−2 forcing
T + L = (T + L)(−1). As adw commutes with T + M and acts nilpotently on T + L,
it acts trivially on the factor space (T + L)/(T + M), by Schur’s lemma. This gives
(adw)2(L + T ) = (0). Let y be an arbitrary element in T + L and put W := adT+L w,
Y := adT+L y . Since [W, [W,Y ]] = adT+L[w, [w,y]] = 0 and W 2 = 0, we have
0 = [W, [W,Y ]]=W 2Y − 2WYW + YW 2 = −2WYW.
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ideal in T + M . As T + M is semisimple we now get w = 0, a contradiction. The case
TR(S) 2 is thus impossible.
(6) Suppose TR(S)= 3.
(a) Recall from part (3) that t′1 is a torus of maximal dimension in Sp . Therefore,
dim t′1 = 3 giving t = t1. Our discussion in part (3) now shows that t = t′0 ⊗ F ⊂ Sp ⊗ F .
Then Φ(G) = I + cΦ(G)(t) = I + Φ(H) + t (as before, H stands for the image of grH
in G).
(b) As explained in part (3), all 1-sections of S relative to t′0 are nilpotent. Suppose S is
not a counterexample to our theorem. Then no root vector of S relative to t′0 act nilpotently
on S. Combining our discussion in part (6a) with Jacobson’s formula, we observe that
Φ(Gp)=Φ(G)p = S ⊗A(m;1)+ Sp ⊗ F +Φ(H)p + t
⊂ (DerS)⊗A(m;1)+Φ(H)p.
Consequently, (π2 ◦ Φ)(H)p = (π2 ◦ Φ)(Gp) is a transitive subalgebra of W(m;1).
Suppose m> 0 and let δ be any root in Γ (S, t′0). Then [Φ(H),Sδ ⊗A(m;1)] contains non-
nilpotent elements of Φ(Gp). In view of Lemma 6.9, this contradicts the triangulability of
L(δ˜∗), however. Thus m = 0. But then [Φ(H),Sδ] = (0), by a similar reasoning. Since
this holds for all roots δ we derive that Φ(H) is a nilpotent ideal in Φ(G). Since Φ(G)
is semisimple, by part (3), we now get Φ(H) = (0). Then H = (0), G = I + T , and
G(1) = (I + T )(1) = I ∼= S is simple.
Recall that I is a graded ideal of G. Since all graded components of I are T -invariant
and no root vector in I relative to T ⊂ Ip is p-nilpotent in Ip , it must be that I = I ∩G0.
But then G = T + I =G0. This shows that G1 = (0) and S + t′0 ∼=M +T as Lie algebras.
By Lemma 6.8, |Γ (S, t′0)| = p3 − 1 = |Γ (L,T )| and all root spaces of S relative to t′0
(and of L relative to T ) are of the same dimension. Since H = (0) and Lα ⊂M this gives
dimM = (p3 − 1)dimLα = dimL. But then L =M . This contradiction shows that S is a
counterexample to our theorem.
(c) It follows from part (6b) and our choice of L that dimS = dimL. As grL is an
ideal of G containing I ∼= S ⊗A(m;1) we get m = 0 and (grL) ∩ M˜(G) = (0). It is now
straightforward to see that M˜(G) = (0). Then G ∼= G = T + S and T is a 3-dimensional
torus in Sp . Besides, S = G(1) is graded and T ⊂ Der0 S. For i ∈ Z, we let Si denote the
ith graded component of S.
If S contains a solvable 2-section S(η, δ), for some Fp-independent η, δ ∈ Γ (S,T ),
then S ∼= H(2; (2,1);Φ(τ))(1), by Proposition 6.7. By Theorem 6.6, cS(T ) = (0) and no
root vector for T act nilpotently on S in this case. Also, cS(T )= (0). Since T preserves all
graded components of S, this entails G=G0. But then, again, L =M , a contradiction.
Thus no 2-section S(η, δ) with Fp-independent η and δ is solvable. By Proposition 6.3,
we then have S[η, δ] ∼= H(2;1;Φ(τ))(1) whenever η and δ are Fp-independent. Recall
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immediate that Si ∩ S(η, δ)⊂ radS(η, δ) for all i = 0. This shows that
S0[ν, γ ] := S0(η, δ)/ radS0(η, δ) ∼= S[η, δ] ∼=H
(
2;1;Φ(τ))(1)
for all Fp-independent η, δ ∈ Γ (S,T ).
Recall from part (1) that the roots α,β, γ are Fp-independent and S−1,iα = (0) for all
i ∈ Fp . Since G = G0, we have S−1 = (0). Let ν ∈ Γ (S,T ) be such that S1,ν = (0). We
may assume without loss of generality that ν is Fp-independent of γ . Then S0[ν, γ ] ∼=
H(2;1;Φ(τ))(1), hence there is x ∈ S0,γ with ν(x) = 0. Then
S−1,ν+jγ = (adx)j (S−1,ν) = (0) (∀j ∈ Fp).
Consequently, Γ (S−1,T ) contains rα + sβ for some r ∈ Fp and s ∈ F∗p . Since α and
rα + sβ are Fp-independent, S0[α, rα + sβ] ∼= H(2;1;Φ(τ))(1). We now proceed as
before to obtain Γ (S−1, T ) ∩ Fpα = ∅. This contradiction finally completes the proof of
the proposition. 
Proposition 6.11. Suppose TR(L)= 3. Then
[u,v]p = −α(vp)up + β(up)vp (∀u ∈ Lα, ∀v ∈Lβ).
Proof. (1) Proposition 6.10 in conjunction with Jacobson’s formula implies that Lp =
L⊕ T . Given a subalgebra M of L, we denote by Mp the p-envelope of M in Lp . Let TM
denote the set of all t ∈ T such that m+ t ∈ Mp for some m ∈M . Then TM = T ∩Mp is a
subtorus of T .
Suppose dimTL(α,β) < 3. Lemma 6.8 identifies the set Γ (L,T ) ∪ {0} with the Fp-
space dual to T tor := {t ∈ T | tp = t}, a 3-dimensional Fp-subspace of T . Since
TL(α,β) is spanned by its toral elements, there is γ ∈ Γ (L,T ) with γ (TL(α,β)) = 0.
The 2-section L(α,γ ) carries a natural Fp-grading with graded components L(α,γ )i =∑
j∈Fp L(α, γ )iγ+jα for i ∈ Fp. By the choice of γ , both α and γ vanish on TL(α) ⊂
TL(α,β). This implies that L(α) = L(α,γ )0 acts nilpotently on L(α,γ ). But then L(α,γ )
is solvable, by [19, Proposition 1.14]. According to Proposition 6.7 and Theorem 6.6(4),
our result holds in this case.
(2) Thus we may assume from now that L(α,β) is nonsolvable and
L(α,β)p = L(α,β)⊕ T .
Then
C
(
L(α,β)
)= C(L(α,β)p)∩L(α,β) ⊂ CL(α,β)(T )= (0),
by Proposition 6.10. So L(α,β) embeds into DerL(α,β) via the adjoint representation.
Let G denote the p-envelope of L(α,β) in DerL(α,β). Since G contains adL(α,β), we
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(2.5)]. According to [22, Theorem 2.5], L(α,β)p contains an isomorphic copy of G as an
ideal. More precisely, we have a commutative diagram
L(α,β) G
L(α,β)p
∼
G⊕C
such that C is central, all maps are injective Lie algebra homomorphisms, and the bottom-
row isomorphism is restricted. We stress, however, that G is not a restricted ideal of G⊕C.
After identifying the restricted Lie algebras G⊕ C and L(α,β)p = L(α,β)⊕ T , we will
have C = T ∩ kerα ∩ kerβ = C(L(α,β)p) and G⊂ L(α,β)p .
Let [p] :G → G denote the (unique) pth power map on G. We extend [p] to a pth
power map on L(α,β)p by setting
(x + c)[p] := x[p] + cp (∀x ∈G, ∀c ∈ C).
By Proposition 6.10, w[p] ∈ wp + C ⊂ T for all root vectors w contained in L(α,β).
Therefore, κ(w[p]) = κ(wp) for all κ ∈ Fpα + Fpβ . Let T ′ := T ∩ G; then G =
L(α,β) ⊕ T ′. It is immediate from our earlier remarks that C = F t0 for some nonzero
toral element t0 ∈ T ∩ kerα ∩ kerβ . As a consequence, for any x ∈ L(α,β)p we have that
xp − x[p] = χ(x)pt0 with χ(x) ∈ F . It is well known that the function
χ :L(α,β) −→ F, x → χ(x),
is linear; see [22, Proposition 2.1(2)], for example. For u ∈ Lα, v ∈Lβ , we now have
[u,v]p + α(vp)up − β(up)vp = [u,v][p] + χ([u,v])pt0 + α(v[p])u[p]
+ α(v[p])χ(u)pt0 − β(u[p])v[p] − β(u[p])χ(v)pt0.
Thus it suffices to establish the following two equalities:
[u,v][p] = −α(v[p])u[p] + β(u[p])v[p], (8)
χ
([u,v])p = −α(v[p])χ(u)p + β(u[p])χ(v)p. (9)
(3) In this part, we will show that (8) holds. Put
∆ := [eα, eβ ][p] + α
(
e
[p]
β
)
e[p]α − β
(
e[p]α
)
e
[p]
β .
We first suppose that dimLδ = 1 for all δ ∈ Γ (L,T ). Since H = (0), by Proposition 6.10,
and L(α,β) is nonsolvable, we then have L(α,β)∼=H(2;1;Φ(τ))(1); see Proposition 6.3.
Then G ∼= DerH(2;1;Φ(τ))(1) as restricted Lie algebras, by [2, Proposition 2.1.8]. Due
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(Fpα + Fpβ) \ {0}} consisting of root vectors for T and such that
[eλ, eµ] = f (λ,µ)eλ+µ
(∀λ,µ ∈ (Fpα + Fpβ) \ {0}),
where f is a skew-symmetric Fp-bilinear form on Fpα + Fpβ . For u = eα, v = eβ, this
gives
(
ad[eα, eβ ]
)p
(eµ) = f (α,β)p(ad eα+β)p(eµ)= f (α,β)pf (α + β,µ)peµ
= f (α,β)pf (α,µ)peµ + f (α,β)pf (β,µ)peµ.
Since β(e[p]α )ep = (ad eα)p(eβ) = f (α,β)peβ and, similarly, α(e[p]β )eα = f (β,α)peα =−f (α,β)peα, we obtain that adL(α,β) ∆ = 0. Since G acts faithfully on L(α,β) and
∆ ∈G, we deduce (8) in the present case.
Now suppose that dimLδ  2 for all δ ∈ Γ (L,T ) (recall that all root spaces for T have
the same dimension). We still have L[α,β] ∼= H(2;1;Φ(τ))(1), by Proposition 6.3. So
radL(α,β) is T -stable. From this it follows that (L(α,β)⊕T ′)/ radL(α,β) is semisimple.
As a consequence, radG = radL(α,β). Then G/ radG is a minimal p-envelope of
L[α,β]. The argument used in the former case now gives ∆ ∈ radG while our earlier
remarks yield ∆ ∈ T . But then ∆ ∈ T ∩ radG = T ′ ∩ radG = (0). Thus (8) holds in all
cases.
(4) In this part, we will show that (9) holds. We may assume that χ = 0.
Choose a root γ independent of α and β , and let M be a composition factor of the
L(α,β)p-module
∑
i,j∈Fp Lγ+iα+jβ . Let ρ denote the corresponding representation of
L(α,β)p . By the definition of L(α,β)p , this representation is restricted.
Since t0 ∈ C is a nonzero toral element, we have that ρ(t0) = γ (t0)IdM = 0 and
γ (t0) ∈ F∗p . So, given w ∈ G we have
ρ(w)p − ρ(w[p])= ρ(wp)− ρ(w[p])= χ(w)pρ(t0)= (γ (t0)χ(w)p)IdM.
Thus ρ :G → gl(M) is a representation of (G, [p]) with p-character χ ′ := γ (t0)χ = 0.
Since L(α,β)p = G⊕F t0, the restriction of ρ to G remains irreducible.
Suppose dimLδ = 1 for all δ ∈ Γ (L,T ). Then dimM  p2. Since ρ|G is a non-
restricted representation, [17, Theorem 4.9] shows M is induced from a 1-dimensional
module Fu over the standard maximal subalgebra G(0) of G = DerH(2;1;Φ(τ))(1) (see
Section 5 for the definition of G(0)). More precisely,
M ∼= u(G,χ ′)⊗u(G(0),χ ′) Fu.
Since Fu is 1-dimensional, G(0)(1) annihilates u. By [17, Proposition 1.2(2d)], G(0)(1)
coincides with H(2;1;Φ(τ))(1)(0), and hence is restricted. So χ ′ vanishes on G(0)(1). Then
Proposition 5.1 shows that (9) holds in the present case.
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δ ∈ Γ (L,T ). By Proposition 6.10, the p-linear map Lδ → T ∩ ker δ, x → xp, is
injective. Since dimT = 3, we can assume that dimLδ = 2 for all δ ∈ Γ (L,T ). Since
2  TR(L(α,β)  TR(L[α,β]) = TR(H(2;1;Φ(τ))(1)) = 2, the radical of L(α,β) is
nilpotent; see [19, Theorem 1.7]. By our earlier remarks, radL(α,β) = radG. Choose
n  1 such that (radG)n = (0) and (radG)n+1 = (0). Then N := (radG)n is a module
for the factor algebra G′ := G/ radG ∼= DerH(2;1;Φ(τ))(1). Since (G/ radG))δ = (0)
for each δ ∈ (Fpα + Fpβ) \ {0} (and since all root spaces of L are 2-dimensional and
H = (0)), we have that dim(radG)< p2. If N is a trivial G-module, then T ′ annihilates N .
But then N ⊂ CL(T )= (0), a contradiction. So N is a nontrivial G′-module of dimension
< p2. Thanks to [17, Theorems 4.6, 4.9], the G′-module N is isomorphic to the adjoint
G′-module H(2;1;Φ(τ))(1). Then N = radG, by dimension reasons. As a consequence,
radG is abelian and isomorphic to H(2;1;Φ(τ))(1) as (G/ radG)-modules.
We now look more closely at the irreducible G-module M with p-character χ ′. Let y
be a root vector for T contained in radG. From our earlier remarks it is immediate that
y[p] = 0 and α(y) = β(y) = 0. As y = 0 we also have γ (y) = 0; see Proposition 6.10. It
follows that χ ′(y) = 0. According to [22, Corollary 5.7.6],
M ∼= u(G,χ ′)⊗u(G0,χ ′) M0
as G-modules, where G0 = {x ∈ G | χ ′([x, radG]) = 0} and M0 is an irreducible G(0)-
submodule of M . Clearly, radG ⊂ G0. Also G0 = G, for otherwise χ ′ would vanish on
[G, radG] = radG, which is not the case. Since dimM  2p2, the restricted subalgebra
G0 has codimension 2 in G.
Let π :G  DerH(2;1;Φ(τ))(1) denote the canonical homomorphism. Recall that
H(2;1;Φ(τ))(1)(0) is the only proper subalgebra of maximal dimension in H(2;1;Φ(τ))(1)
(see [19, Theorem 3.20] for example). If π(G0) ∩ H(2;1;Φ(τ))(1) had codimension  1
in H(2;1;Φ(τ))(1), then π(G0) would contain H(2;1;Φ(τ))(1). Since G0 is restricted,
this would yield G = G0, however. Thus π(G0) normalizes H(2;1;Φ(τ))(1)(0) and, as a
consequence, π maps G0 onto the standard maximal subalgebra of DerH(2;1;Φ(τ))(1).
Hence G0 has codimension 2 in G and dimM0  2.
Since dimM0  2, the image of G0 in gl(M0) is either sl(M0) or gl(M0). This implies
that radG0 acts on M0 as scalar operators. Then [G0, radG0] acts trivially on M0, that is
M0 is a module over G0/[G0, radG0]. If radG ⊂ [G0,G0] then computing traces yields
that radG acts trivially on M0 (one should keep in mind that dimM0 < p and radG acts
on M0 as scalar operators). But we have already found y ∈ radG with χ ′(y) = 0. Since
radG is a restricted ideal, this leads to a contradiction.
Thus radG ⊂ [G0,G0]. Proposition 5.2 now shows that G is split, that is
G =K ⊕ radG, K ∼= DerH (2;1;Φ(τ))(1).
Then [G0,G0] = [K(0),K(0)]+ [K(0), radG]. Besides, [K(0),K(0)] ∼=H(2;1;Φ(τ))(1)(0),
by [17, Proposition 1.2(2d)]. In particular, [K(0),K(0)] is [p]-closed. As x[p] = 0 for
all x ∈ radG, Jacobson’s formula shows that [G0,G0] is [p]-closed as well. Using [17,
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Since rad[K(0),K(0)] ∼= H(2;1;Φ(τ))(1)(1) is [p]-closed, Jacobson’s formula shows that
so is
[G0, radG0] = [K(0), radK(0)] + [K(0), radG] = rad[K(0),K(0)] + [K(0), radG].
Let y be any element in [G0, radG0]. Since [G0, radG0] is [p]-closed and acts trivially
on M0, the central element yp − y[p] ∈ Z(U(G)) annihilates the induced module M .
Therefore, χ ′ vanishes on [G0, radG0]. Note that
[G0,G0]/[G0, radG0] ∼= [K(0),K(0)]/ rad[K(0),K(0)] ∼= sl(2),
and M0 is a restricted sl(2) module (being irreducible of dimension < p). Since χ ′
vanishes on [G0, radG0] and [G0,G0] is [p]-closed, it must then be that χ ′ vanishes on
[G0,G0] as well. Proposition 5.3 now completes the proof. 
We now come to our first classification result for Lie algebras of an arbitrary rank:
Theorem 6.12. Let L be a finite dimensional simple Lie algebra over an algebraically
closed field F of characteristic p > 3 and suppose that the p-envelope of L in DerL
contains a torus T of maximal dimension such that for every root α ∈ Γ (L,T ) the
1-section L(α) is solvable. Then the set A := Γ (L,T ) ∪ {0} is an Fp-subspace in T ∗ and
either L ∼= S(m;n;Φ(τ))(1) for some m  3 and n ∈ Nm or L is isomorphic to a Block
algebra L(A,0, f ) for some Fp-bilinear mapping f :A×A → F . In all cases, each L(α)
is abelian and cL(T )= (0).
Proof. (a) Since cL(T ) consists of p-nilpotent elements of Lp , by Lemma 6.1, the torus
T is standard. Then Theorem 2.1 shows that every nilpotent section L(α1, . . . , αk) acts
triangulably on L.
(b) Suppose in addition that TR(L) = 3. Then:
• no root vector for T act nilpotently on L (Proposition 6.10);
• each solvable 2-section relative to T is abelian (Proposition 6.7, Theorem 6.6);
• Γ (L,T )∪ {0} is an Fp-subspace in T ∗ (Lemma 6.8),
• [x, y]p = −α(yp)xp + β(xp)yp whenever x ∈ Lα and y ∈Lβ (Proposition 6.11).
Combined together, these results show that [20, Theorem 5.6] holds for p > 3.
(c) Lemmas 6.2–6.4 of [20] hold because their original proofs work when supplemented
by our Theorem 6.5. Inspection of [20, Sections 6, 7] shows that only the results mentioned
in parts (a)–(c) of this proof are used to establish of [20, Theorems 7.5, 7.8]. Thus these
theorems continue to hold for p > 3, hence the result. 
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In this section we will assume that Γ (L,T ) consists of solvable and classical roots and
contains at least one classical root. Our results will parallel those obtained for p > 7 in [16,
Sections 3, 4]. Note that, due to our assumption, all roots in Γ (L,T ) are proper. In other
words, T is an optimal torus in the sense of [2].
Proposition 7.1. Let α,β ∈ Γ (L,T ). Then one of the following occurs:
(1) L[α,β] = (0);
(2) there is a classical root µ ∈ Γ (L,T ) such that L[α,β] = L[µ];
(3) L[α,β] = L[δ1] ⊕L[δ2] for some classical roots δ1, δ2 ∈ Γ (L,T );
(4) L[α,β] ∼= sl(2)⊗A(1;1);
(5) L[α,β] ∼=H(2;1;Φ(τ))(1);
(6) L[α,β] is classical simple of type A2, C2, or G2.
Moreover, in cases (1)–(3), and (6), we have that Ψα,β(T )⊂ L[α,β]. In case (4), we have
Ψα,β(T )= (Fh⊗ 1)⊕ (F Id ⊗ (1 + x)∂), while in case (5), L[α,β] ∩Ψα,β(T ) = (0).
Proof. Suppose L(α,β) is nonsolvable. Then Theorems 4.1, 4.2, 4.4 apply. Since neither
Witt nor Hamiltonian roots occur in Γ (L,T ), Theorem 4.1 yields the algebras listed in
case (3) of our theorem. Suppose L[α,β] satisfies the conditions of Theorem 4.2. If S˜ is
classical then the equality TR(S˜) = 2 implies that L[α,β] ∼= S˜ where S˜ is of type A2, C2
or G2.
S˜ cannot be a restricted Lie algebra of Cartan type because otherwise L[δ] would be of
Cartan type for some δ ∈ Γ (L,T ); see [2] or [18, Section IX] (these references apply in
our case as T is optimal for L).
S˜ cannot be isomorphic to the Melikian algebra g(1,1) because otherwise L[δ] would
be of Cartan type for some δ ∈ Γ (L,T ), by [13, Theorem 5.2].
If S˜ is a non-restricted Lie algebra of Cartan type, then we apply [18, Sections V,
VI, VIII] and argue as before to show that S˜ ∼= H(2;1;Φ(τ))(1). This is case (5) of our
theorem.
Now assume that L[α,β] satisfies the conditions of Theorem 4.4. If S˜ = L[µ](1)
for some µ ∈ Γ (L,T ), then L[α,β] ∼= S˜ ∼= sl(2). This is case (2) of our theorem. If
S˜ ∼= H(2;1)(2) then a Witt root occurs in Γ (L,T ); see [18, Theorem III.5]. This case
is therefore impossible. If S˜ is as in case (3) of Theorem 4.4 then S˜ ∼= S ⊗ A(1;1) and
S˜ ⊗ F is contained in a 1-section of L[α,β]. Then S ∼= sl(2). This brings case (4). Since
no 2-section of L relative to T is Melikian, by [13, Theorem 5.2], case (4) of Theorem 4.4
is impossible.
Let Ψ = Ψα,β :T → DerL[α,β] and L[α,β]p be as in Section 4. If TR(L[α,β]) = 2
then T ⊂ L[α,β]p + C(T + L[α,β]p); see [19, Theorem 1.7(8)]. As Ψ (T ) + L[α,β]p
is centerless (being a subalgebra of DerL[α,β]), we get Ψ (T ) ⊂ L[α,β]p . Since in
cases (1)–(3), (6) of our theorem, L[α,β] is restricted, the preceding remark shows that
Ψ (T )⊂ L[α,β] as claimed. If L[α,β] is as in case (4) of our theorem, then Theorem 4.4(3)
says that Ψ (T ) = (Fh ⊗ 1) ⊕ (F Id ⊗ (1 + x)∂) for some nonzero toral element h ∈ S.
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preceding remark) shows that Ψ (T )∩L[α,β] = (0). 
Proposition 7.1 is an analogue of [16, Proposition 3.1]. It shows that (L,T ) satisfies
the conditions (B1)–(B4) of [16]. Inspection shows that the proofs of Theorem 3.2,
Corollary 3.3, Proposition 4.1, Lemma 4.2, and Proposition 4.3 in [16] go through for
p > 3. So all these results apply to our L (denoted by G in [16]).
Given α ∈ Γ (L,T ) we let E(α) be the set of all solvable roots µ ∈ Γ (L,T ) such that
L[α,µ] ∼= sl(2)⊗A(1;1). Following [16, Section 3], we now set
B(L,T ) := {α ∈ Γ (L,T ) ∣∣L(α) is nonsolvable and E(α) = ∅}.
The roots in B(L,T ) are called bad. According to [17, Lemma 4.2], for any bad α
the set E(α) ∪ {0} is an Fp-subspace in T ∗. Given α ∈ B(L,T ), we set P(α) :=
H ⊕∑µ∈E(α) Lµ, a T -invariant subalgebra of L. Our next result is an analogue of [16,
Theorem 4.4].
Proposition 7.2. If B(L,T ) = ∅ then L[α,β] ∼= H(2;1;Φ(τ))(1) for some α,β ∈
Γ (L,T ).
Proof. By [17, Proposition 4.3], there is α ∈ B(L,T ) such that P(α) is nonsolvable.
Since E(α) ∪ {0} is an Fp-subspace, P(α) is a T -section of L. By [19, Theorem 1.16],
it contains a nonsolvable 2-section, L(β,γ ) say. By the definition of E(α), each 1-
section L(δ) with δ ∈ (Fpβ + Fpγ ) \ {0} is solvable. Proposition 7.1 now yields that
L[β,γ ] ∼=H(2;1;Φ(τ))(1) as desired. 
Our second classification result is as follows.
Theorem 7.3. Let L be a finite-dimensional simple Lie algebra over an algebraically
closed field F of characteristic p > 3 and assume that the p-envelope of L in DerL
contains a torus T of maximal dimension such that all roots in Γ (L,T ) are either solvable
or classical. Assume further that at least one root in Γ (L,T ) is classical. Then L is a
classical Lie algebra, that is there exists a simple algebraic group G of adjoint type over
F such that L ∼= (LieG)(1). In particular, L is restricted.
Proof. Assume the contrary. One observes, by inspection, that the proof of [16,
Lemma 4.6] goes through for p > 3. This reduces the general case to the case where
TR(L)= 3. More precisely, we can assume that L has the following properties:
(i) L is simple with TR(L) = 3 and T is a torus of maximal dimension in Lp ;
(ii) there exists α ∈ B(L,T ) such that L(δ) ∼= sl(2) for all δ ∈ Γ (L,T ) \E(α);
(iii) there are β,γ ∈ Γ (L,T ) such that E(α) = (Fpβ ⊕ Fpγ ) \ {0};
(iv) δ(H)= 0 for all δ ∈ E(α).
As dimT = 3 we have that Γ (L,T )⊂ Fpα + Fpβ + Fpγ . Let δ = iα + jβ + kγ be a
root, and put µ = jβ + kγ . Then µ ∈ E(α), by (iii), while from the definition of E(α) it
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of Ψα,β(T ) in Proposition 7.1 (case (4)) that δ /∈ Γ (L[α,µ],Ψα,β(T )). As a consequence,
Lδ ⊂ radT L(α,µ) ⊂ radL(δ). As δ(H)= iα(H) = 0, [16, Theorem 3.2] shows that Lδ is
contained in a proper ideal of L. As L is simple, we now obtain
Γ (L,T )⊂ {0,±α} + Fpβ + Fpγ.
Set L±1 :=∑i,j∈Fp L±α+iβ+jγ and L0 := L(β,γ ). Then the decomposition
L = L−1 ⊕L0 ⊕L1
is a nontrivial short Z-grading of L. So [4, Lemma 14] now yields that L is classical,
forcing β(H) = 0. This contradiction proves the theorem. 
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