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1 Introduction
In [1], we introduced the notion of polar-analytic function as follows: Let H be the
half-plane {(r, θ) : r ∈ R+, θ ∈ R} and let f be a complex-valued function defined on
a neighborhood of (r0, θ0) ∈ H. Then the polar derivative of f at the point (r0, θ0),
denoted by (Dpolf)(r0, θ0), is given by the limit
lim
(r,θ)→(r0,θ0)
f(r, θ)− f(r0, θ0)
reiθ − r0eiθ0 .
Our definition leads naturally to the classical Cauchy-Riemann equations when
written in their polar form, often treated in the literature ([6, Sec. 23, p. 68]; [12,
Sec. 4.3, pp. 78–82]; [13]). This notion appears as a simple way to describe func-
tions which are analytic on a part of the Riemann surface of the logarithm without
employing branches. The main applications of the concept of polar analyticity have
been established in Mellin analysis and in the realm of quadrature formulae (see
[2]). In Mellin analysis, polar analyticity turns out to be very helpful for an efficient
approach, independent of Fourier analysis.
The corresponding notion of Mellin polar-derivative, is introduced as (see [1])
Θ˜cf(r, θ) := re
iθ(Dpolf)(r, θ) + cf(r, θ).
A first development of the theory of polar analytic functions is given in the recent
paper [3], in which extensions of the Cauchy integral formula and Taylor-type series
are studied.
Expansions in Fourier analysis and signal processing are often obtained by meth-
ods of complex analysis with the residue theorem as a decisive tool. Since in these
applications only poles occur, the residue theorem can be replaced by skillful use of
Cauchy’s integral formula and its extension to derivatives.
In the case of polar-analytic functions our analogue of Cauchy’s integral formula
[3] is useful in horizontal strips of width less than 2pi only since otherwise it may
produce additional residues as undesired artifacts; see [3, formula (10)]. Therefore
the aim of this paper is to establish a further analogue of Cauchy’s integral formula
which is always free of artifacts, and a version of the residue theorem for polar
aanalytic functions. As interesting applications, we establish an analogue of Boas’
differentiation formula for polar Mellin derivatives and as a consequence, a Bernstein
type inequality. Moreover, we obtain a Valiron type sampling theorem for polar
analytic functions and illustrate some its consequences. In particular we establish a
series representation of the polar Mellin derivative of a function f belonging to the
Mellin–Bernstein space B∞c in terms of samples of the function f.
We wish to dedicate the present article to our close friend and fine mathematician
Professor Domenico Candeloro (1951–2019) who died prematurely on May 3. The
wide range of interests of Professor Candeloro covers many aspects of mathematical
analysis. In particular in his recent papers [4], [5] he gave an interesting connection
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between stochastic processes, approximation theory and Mellin analysis. The last
section contain a brief vita of him, as a memory of his work and life.
2 Preliminaries
Let H := {(r, θ) ∈ R+ × R} be the right half-plane and let D be a domain in H.
Definition 1 We say that f : D → C is polar-analytic on D if for any (r0, θ0) ∈ D
the limit
lim
(r,θ)→(r0,θ0)
f(r, θ)− f(r0, θ0)
reiθ − r0eiθ0 =: (Dpolf)(r0, θ0)
exists and is the same howsoever (r, θ) approaches (r0, θ0) within D.
The following facts are proved in [3]. Polar analyticity of two functions is inherited
by their arithmetic combinations and the familiar rules known for classical differen-
tiation hold for polar derivatives as well. Moreover, for a polar analytic function on
D, f : (r, θ) 7→ u(r, θ) + iv(r, θ), where u and v are real-valued, identifying C with
R2, we may interpret f as a mapping from a subset of the half-plane H into R2, and
it turn out that f is differentiable in the classical sense. Finally, it can be verified
that f = u+ iv with u, v : D → R is polar-analytic on D if and only if u and v have
continuous partial derivatives on D that satisfy the differential equations
∂u
∂θ
= −r∂v
∂r
,
∂v
∂θ
= r
∂u
∂r
. (1)
Note that these equations coincide with the Cauchy-Riemann equations of an
analytic function g defined by g(z) := u(r, θ)+iv(r, θ) for z = reiθ. For the derivative
Dpol, we easily find that
(Dpolf)(r, θ) = e
−iθ
(
∂
∂r
u(r, θ) + i
∂
∂r
v(r, θ)
)
=
e−iθ
r
(
∂
∂θ
v(r, θ)− i ∂
∂θ
u(r, θ)
)
. (2)
Since f = u+ iv, equations (1) can be written in a more compact way as
∂f
∂θ
= ir
∂f
∂r
(3)
and then formula (2) takes the form
(Dpolf)(r, θ) = e
−iθ ∂
∂r
f(r, θ) =
e−iθ
ir
∂
∂θ
f(r, θ).
Also note that Dpol is the ordinary differentiation on R+. More precisely, if
ϕ(·) := f(·, 0), then (Dpolf)(r, 0) = ϕ′(r).
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When g is an entire function, then f : (r, θ) 7→ g(reiθ) defines a function f on H
that is polar-analytic and 2pi-periodic with respect to θ and one has (Dpolf)(r, θ) =
g′(z) with z = reiθ. A converse statement is not true in general. If f is polar-analytic
on H and 2pi-periodic with respect to the second variable, there may not exist an
entire function h such that f(r, θ) = h(reiθ). A simple example is the function
f(r, θ) := e−iθ/r. It would imply that h(z) = 1/z, which is analytic on C \ {0} only.
However, if f is a polar-analytic function on H, then g : z = x+ iy 7→ f(ex, y) is an
entire function.
The main novelty of the definition of polar-analytic function is that, using this
approach, we avoid periodicity with respect to the argument θ, and in this way we
can avoid the use of Riemann surfaces.
A simple example of a polar-analytic function that is not 2pi-periodic is the
function L(r, θ) := log r+ iθ, which is easily seen to satisfy the differential equations
(1). In this approach, we consider the logarithm as a single-valued function on H,
without the use of the Riemann surface of the logarithm Slog. Moreover we find
(z = reiθ)
(DpolL)(r, θ) = e
−iθ 1
r
=
1
reiθ
=
1
z
.
As we anticipated in the introduction, for a fixed real number c ∈ R, we define
the polar derivative of a polar-analytic function f in Mellin frame by the formula
Θ˜cf(r, θ) := re
iθ(Dpolf)(r, θ) + cf(r, θ), (4)
provided that the polar derivative Dpolf exists at the point (r, θ) ∈ H. As before,
for ϕ(r) := f(r, 0), we have Θ˜cf(r, 0) = (Θcϕ)(r), where Θc is the usual Mellin
differential operator (see [7]).
The higher order polar Mellin derivatives may be defined through the representa-
tion formula for (usual) Mellin derivatives in terms of Stirling numbers of the second
type (see [7, Lemma 9]), namely (k ∈ N),
Θ˜kcf(r, θ) :=
k∑
j=0
Sc(k, j)r
jeijθDjpolf(r, θ) ((r, θ) ∈ H). (5)
3 A general Cauchy’s integral formula for polar
analytic functions
First we recall here the following results (see [3]).
Lemma 1 Let D be a convex domain in H. Let g : D → C be continuous on the
whole of D and polar-analytic except at a point (r0, θ0) ∈ D. Suppose that γ is
a positively oriented, closed, regular curve in D that is the boundary of a convex
domain int(γ). Then ∫
γ
g(r, θ)eiθ(dr + irdθ) = 0.
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Theorem 1 Let D be a convex domain in H, and let f : D → C be polar-analytic
on D. Let γ be a positively oriented, closed, regular curve that is the boundary of a
convex domain int(γ) ⊂ D. Given (r0, θ0) ∈ int(γ), define θj := θ0 + 2jpi for j ∈ Z.
Suppose that none of the points (r0, θj) lies on γ. Then
1
2pii
∫
γ
f(r, θ)eiθ
reiθ − r0eiθ0 (dr + irdθ) =
∑
(r0,θj)∈int(γ)
f(r0, θj). (6)
In particular, if γ lies in a strip Ha,b with 0 < b− a < 2pi, then
1
2pii
∫
γ
f(r, θ)eiθ
reiθ − r0eiθ0 (dr + irdθ) = f(r0, θ0). (7)
We begin with the following extension of [3, Theorem 6.1].
Theorem 2 Let f : D → C be polar-analytic on D and let c ∈ R. If (r0, θ0) ∈ D,
then there holds the expansion
(
reiθ
)c
f(r, θ) =
(
r0e
iθ0
)c ∞∑
k=0
(
Θ˜kcf
)
(r0, θ0)
k!
(
log
r
r0
+ i(θ − θ0)
)k
, (8)
converging uniformly on every polar-disk E
(
(r0, θ0), ρ
) ⊂ D.
Proof. We only have to extend the proof of [3, Theorem 6.1] slightly. Let
A := {z = x+ iy ∈ C : (ex, y) ∈ D} .
In [3] we have shown that
g : z = x+ iy 7−→ f(ex, y)
is analytic on A and for z0 := log r0 + iθ0, we have
g(k)(z0) =
(
Θ˜k0f
)
(r0, θ0).
Now define h(z) := eczg(z). Then h is also analytic on A and
h(k)(z0) = e
cz0
k∑
j=0
(
k
j
)
g(j)(z0)c
k−j
=
(
r0e
iθ0
)c k∑
j=0
(
k
j
)(
Θ˜j0f
)
(r0, θ0)c
k−j.
5
It can be shown by induction on k that the sum on the right-hand side is equal to(
Θ˜kcf
)
(r0, θ0). Since by Taylor expansion
eczg(z) =
∞∑
k=0
h(k)(z0)
k!
(z − z0)k,
we obtain (8) by substituting z = x + iy with x = log r and y = θ. The statement
on convergence is seen as in the [3]. 2
As a consequence of the series expansion (8) we deduce the following identity theorem
for polar analytic functions.
Theorem 3 Let D be a domain in H and let f : D → C be polar-analytic. Suppose
that (r0, θ0) ∈ D is an accumulation point of distinct zeros of f . Then f is identically
zero.
For the proof we make decisive use of an observation which we state as a lemma
for easy reference.
Lemma 2 Under the hypotheses of Theorem 3, it follows that(
Θ˜k0f
)
(r0, θ0) = 0 for all k ∈ N0.
Proof. For a proof by contradiction, we assume that there exists a smallest non-
negative integer k0 such that
(
Θ˜k00 f
)
(r0, θ0) 6= 0. Then f has an expansion
f(r, θ) =
(
log
r
r0
+ i(θ − θ0)
)k0
×
((
Θ˜k00 f
)
(r0, θ0)
k0!
+
∞∑
k=k0+1
(
Θ˜k0f
)
(r0, θ0)
k!
(
log
r
r0
+ i(θ − θ0)
)k−k0)
converging in a polar disk E((r0, θ0), ρ) with ρ > 0 by Theorem 2; see also [3,
Theorem 6.1]. On the right-hand side, the first factor vanishes for (r, θ) = (r0, θ0)
only if k0 ≥ 1; otherwise it is identically 1. The second factor is different from zero
at (r, θ) = (r0, θ0). By continuity, it is also different from zero in a sufficiently small
neighborhood of (r0, θ0). Hence (r0, θ0) cannot be an accumulation point of distinct
zeros of f . A contradiction! 2
Proof of Theorem 3. Let (r∗, θ∗) be an arbitrary point in D. It suffices to show that
f(r∗, θ∗) = 0. Let γ : [0, 1]→ D be a Jordan arc in D such that γ(0) = (r0, θ0) and
γ(1) = (r∗, θ∗). Since the trace of γ has a positive distance from the boundary of D,
there exists a number ρinf > 0 such that for each point (r, θ) on γ there is a polar
disk E((r, θ), ρ) ⊂ D with ρ ≥ ρinf .
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First consider a polar disk E0 := E((r0, θ0), ρ0) ⊂ D with ρ0 ≥ ρinf . By Theorem
2 we have a representation
f(r, θ) =
∞∑
k=0
(
Θ˜k0f
)
(r0, θ0)
k!
(
log
r
r0
+ i(θ − θ0)
)k
holding for all (r, θ) ∈ E0. Now, by Lemma 2, it follows that the restriction of f to
E0 is identically zero. Thus, if (r
∗, θ∗) ∈ E0, we have reached our aim.
Otherwise, let (r1, θ1) := γ(t1) with 0 < t1 ≤ 1 be a point where γ intersects
the boundary of E0. By our previous observations, there exists a polar disk E1 :=
E((r1, θ1), ρ1) ⊂ D with ρ1 ≥ ρinf such that
f(r, θ) =
∞∑
k=0
(
Θ˜k0f
)
(r1, θ1)
k!
(
log
r
r1
+ i(θ − θ1)
)k
for all (r, θ) ∈ E1. Since (r1, θ1), being a boundary point of E0, is an accumulation
point of distinct zeros of f , we conclude with the help of Lemma 2 that the restriction
of f to E1 vanishes identically. If (r
∗, θ∗) 6∈ E1, we continue this procedure with
a point (r2, θ2) := γ(t2), where t1 < t2 ≤ 1, lying on the boundary of E1. Since
ρinf > 0, we arrive after a finite number of steps at a polar disk En, say, such that
the restriction of f to En vanishes identically and (r
∗, θ∗) ∈ En. This completes the
proof. 2
Now, we state the announced Cauchy’s integral formula for polar analiytic func-
tions in its general form.
Theorem 4 Let D be a convex domain in H, and let f : D → C be polar-analytic
on D. Let γ be a positively oriented, closed, regular curve that is the boundary of a
convex domain int(γ) ⊂ D. Then, for (r0, θ0) ∈ int(γ), c ∈ R and k ∈ N0, we have
1
2pii
∫
γ
(reiθ)c−1f(r, θ)eiθ(
log(r/r0) + i(θ − θ0)
)k+1 (dr + irdθ) = (r0eiθ0)c (Θ˜kcf)(r0, θ0)k! . (9)
Proof. We decompose int(γ) into four parts as in Figure 1 (see also [3]). Further we
recall that the disk is of radius ε > 0 and has a circle λε as boundary, which shall
be positively oriented this time.
Furthermore β1, β2 and β3 denote the positively oriented boundaries of the other
three parts. Note that each βj lies in a convex subset of D where the function
F : (r, θ) 7−→ (re
iθ)c−1f(r, θ)(
log(r/r0) + i(θ − θ0)
)k+1 (10)
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Figure 1: Decomposition of int(γ) into four parts
is polar-analytic. By [3, Theorem 4.1] we have∫
βj
F (r, θ)eiθ(dr + irdθ) = 0 (j = 1, 2, 3).
This enables us to conclude that
1
2pii
∫
γ
F (r, θ)eiθ(dr + irdθ) =
1
2pii
∫
λε
F (r, θ)eiθ(dr + irdθ). (11)
From Theorem 2 we know that
F (r, θ) =
(
r0e
iθ0
)c−1 ∞∑
`=0
(
Θ˜`c−1f
)
(r0, θ0)
`!
(
log
r
r0
+ i(θ − θ0)
)`−k−1
.
Note that on the right-hand side all terms with ` ≥ k + 1 are polar-analytic as
functions of (r, θ). Thus
1
2pii
∫
λε
F (r, θ)eiθ(dr + irdθ) =
(
r0e
iθ0
)c−1 k∑
`=0
(
Θ˜`c−1f
)
(r0, θ0)
`!
Ik+1−`, (12)
where
Ij :=
1
2pii
∫
λε
eiθ(dr + irdθ)(
log(r/r0) + i(θ − θ0)
)j (j = 1, . . . , k + 1).
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Now consider the mapping (r, θ) 7→ z = reiθ. If (r, θ) traverses λε once, then, for suf-
ficiently small ε > 0, the point z runs along a piecewise continuously differentiable,
closed curve γε, say, in C, surrounding z0 = r0eiθ0 exactly once in the mathematically
positive sense. Therefore,
Ij =
1
2pii
∫
γε
dz
(log z − log z0)j =
1
2pii
∫
log ◦γε
ewdw
(w − log z0)j =
r0e
iθ0
(j − 1)! .
With this result (12) becomes
1
2pii
∫
λε
F (r, θ)eiθ(dr + irdθ) =
(
r0e
iθ0
)c k∑
`=0
(
Θ˜`c−1f
)
(r0, θ0)
`!(k − `)!
=
(
r0e
iθ0
)c
k!
k∑
`=0
(
k
`
)(
Θ˜`c−1f
)
(r0, θ0)
=
(
r0e
iθ0
)c
k!
(
Θ˜kcf
)
(r0, θ0).
The last conclusion is seen by noting that Θ˜cf = Θ˜c−1f + f and using this relation
repeatedly. This completes the proof. 2
4 A residue theorem for polar-analytic functions
First we introduce some notions.
Definition 2 Let (r0, θ0) ∈ H and let U ⊂ H be an open neighborhood of (r0, θ0).
(i) If f : U \ {(r0, θ0)} → C is polar-analytic, then (r0, θ0) will be called an
isolated singularity of f .
(ii) An isolated singularity (r0, θ0) is said to be a logarithmic pole of order k if
k ∈ N and there exists a polar-analytic function g : U → C with g(r0, θ0) 6= 0
such that
f(r, θ) =
g(r, θ)(
log(r/r0) + i(θ − θ0)
)k for (r, θ) ∈ U \ {(r0, θ0)}.
In this case (
resc f
)
(r0, θ0) :=
(
r0e
iθ0
)c (Θ˜k−1c g)(r0, θ0)
(k − 1)!
will be called the c-residue of f at (r0, θ0).
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We are now in a position to formulate a residue theorem for logarithmic poles
which will be suitable for many applications in Mellin analysis.
Theorem 5 Let D be a convex domain in H and let f be polar-analytic on D
except for isolated singularities which are all logarithmic poles. Let γ be a positively
oriented, closed, regular curve that is the boundary of a convex domain int(γ) ⊂ D.
Suppose that no isolated singularity lies on γ while (rj, θj) for j = 1, . . . ,m are the
isolated singularities lying in int(γ). Then, for c ∈ R, there holds∫
γ
(
reiθ
)c−1
f(r, θ)eiθ (dr + irdθ) = 2pii
m∑
j=1
(
resc f
)
(rj, θj).
Proof. For (x0, y0) ∈ R2 and ε > 0, we consider the vertical grid
V (x0, ε) :=
{
(r, θ) ∈ R2 : θ ∈ R, r = x0 + nε, n ∈ Z
}
and the horizontal grid
H(y0, ε) :=
{
(r, θ) ∈ R2 : r ∈ R, θ = y0 + nε, n ∈ Z
}
.
Their union constitutes a net
N
(
(x0, y0), ε
)
:= V (x0, ε) ∪H(y0, ε).
The intersection int(γ) ∩ N((x0, y0), ε) creates a tessellation of int(γ) into squares
with edges of length ε and further convex sets whose boundary contains a piece of
γ. The latter may be called boundary sets. The collection of all subsets of the
tessellation shall be denoted by T . If ε > 0 is sufficiently small, then the boundary
sets will be free of isolated singularities and different isolated singularites in int(γ)
will lie in different squares of the tessellation. Furthermore, if (rj, θj) lies in the
interior of a square, then it will remains there under all sufficiently small variations
of (x0, y0). But if (rj, θj) lies on the boundary of a square, then there exist arbitrarily
small variations such that (rj, θj) goes inside. We may therefore assume that each
(rj, θj) lies inside a square Qj ∈ T for j = 1, . . . ,m. For each set P ∈ T , we denote
by ∂P its positively oriented boundary. Note that each line segment in int(γ) which
comes from a mesh of the net belongs to the boundaries of exactly two subsets of
the tessellation where it occurs with opposite orientations. Therefore∫
γ
(
reiθ
)c−1
f(r, θ)eiθ(dr + irdθ) =
∑
P∈T
∫
∂P
(
reiθ
)c−1
f(r, θ)eiθ(dr + irdθ)
=
m∑
j=1
∫
∂Qj
(
reiθ
)c−1
f(r, θ)eiθ(dr + irdθ)
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since by [3, Theorem 4.1] the integral along ∂P vanishes if P does not contain
an isolated singularity. As all our isolated singularities are logarithmic poles, we
conclude with the help of Theorem 4 and by using the notion of residue that∫
∂Qj
(
reiθ
)c−1
f(r, θ)eiθ(dr + irdθ) = 2pii
(
resc f
)
(rj, θj) (j = 1, . . . ,m).
This completes the proof. 2
5 Boas’ differentiation formula for polar Mellin
derivatives
We recall that (see [1]) the Mellin–Bernstein space Bpc,T comprises all functions
f : H→ C with the following properties:
(i) f is polar-analytic on H;
(ii) f(·, 0) ∈ Xpc ;
(iii) there exists a constant Cf > 0 such that r
c |f(r, θ)| ≤ CfeT |θ| for all (r, θ) ∈ H.
We now state three useful assertions on transformations in Mellin–Bernstein
spaces. They are verified by straightforward calculations. To show polar analyticity,
we simply check that the Cauchy–Riemann equations in polar form are satisfied. The
first statement affirms that Bpc,T is invariant under Mellin translations.
Proposition 1 Let f ∈ Bpc,T , where p ≥ 1, c ∈ R and T > 0. For t > 0, define
g : (r, θ) 7−→ tc f(tr, θ).
Then g ∈ Bpc,T ; in particular, ‖g(·, 0)‖Xpc = ‖f(·, 0)‖Xpc and rc |g(r, θ)| ≤ CfeT |θ| for
all (r, θ) ∈ H. Furthermore,(
Θ˜cg
)
(r, θ) = tc
(
Θ˜cf
)
(tr, θ).
The second statement concerns a transformation of T .
Proposition 2 Let f ∈ Bpc,T , where p ≥ 1, c ∈ R and T > 0. Define
h : (r, θ) 7−→ f(r1/T , θ/T ).
Then h ∈ Bpc/T,1; in particular, ‖h(·, 0)‖Xpc/T = ‖f(·, 0)‖Xpc and rc/T |h(r, θ)| ≤ Cfe|θ|
for all (r, θ) ∈ H. Furthermore,(
Θ˜c/Th
)
(r, θ) =
1
T
(
Θ˜cf
)(
r1/T ,
θ
T
)
.
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The third statement concerns a shift of the second argument of f . For verifying
property (ii) in the definition of Mellin–Bernstein spaces we will use Theorem 4.1 in
[1].
Proposition 3 Let f ∈ Bpc,T , where p ≥ 1, c ∈ R and T > 0. For α ∈ R, define
φ : (r, θ) 7−→ f(r, θ + α).
Then φ ∈ Bpc,T ; in particular, ‖φ(·, 0)‖Xpc ≤ eT |α| ‖f(·, 0)‖Xpc and rc |φ(r, θ)| ≤
Cfe
T (|α|+|θ|) for all (r, θ) ∈ H. Furthermore,(
Θ˜cφ
)
(r, θ) =
(
Θ˜cf
)
(r, θ + α).
Now we present a formula for the polar Mellin derivatives. It is analogous to a
differentiation formula of Boas for bandlimited functions.
Theorem 6 Let f ∈ Bpc,T , where p ≥ 1, c ∈ R and T > 0. Then
(
Θ˜cf
)
(r, θ) =
4T
pi2
∑
k∈Z
(−1)k
(2k + 1)2
e(k+1/2)pic/Tf
(
re(k+1/2)pi/T , θ
)
(13)
for (r, θ) ∈ H. Multiplied by rc, the series converges absolutely and uniformly on
strips of bounded width parallel to the r-axis in H.
Proof. For simplicity, we first suppose that T = 1. Consider the function
F : (r, θ) 7−→ f(r, θ)
(log r + iθ)2 cos(log r + iθ)
.
It is polar-analytic on H except for isolated singularities at the points where the
denominator vanishes. Writing rk := e
(k+1/2)pi for short, we obtain the exceptional
points as (1, 0) and (rk, 0) for k ∈ Z. The first one is a logarithmic pole of order
two; all the others are logarithmic poles of order one.
Next, for n ∈ N, let Rn be the rectangle with vertices at (e±npi,±npi) and denote
by ∂Rn its positively oriented boundary. We decompose Rn into 2n+ 1 rectangular
parts by vertical lines passing through the points (e±pi/4, 0) and (ekpi, 0) for k =
±1,±2, . . . ,±(n − 1). Note that each part contains exactly one exceptional point
in its interior. Denote by P the part that contains (1, 0) and by Qk the one that
contains (rk, 0) for k = −n,−n + 1, . . . , n − 1. Let ∂P and ∂Qk be the positively
oriented boundaries of P and Qk, respectively. Employing Theorem 5, we find that
1
2pii
∫
∂Rn
(
reiθ
)c−1
F (r, θ)eiθ(dr + irdθ) =
(
resc F
)
(1, 0) +
n−1∑
k=−n
(
resc F
)
(rk, 0). (14)
12
Figure 2: Decomposition of the rectangle R1. The region P is colored.
Introducing
φ(r, θ) :=
f(r, θ)
cos(log r + iθ)
,
we have (
resc F
)
(1, 0) =
(
Θ˜cφ
)
(1, 0) =
(
Θ˜cf
)
(1, 0).
For calculating the other c-residues, we factor the cosine as
cos(log r + iθ) =
(
log r + iθ − (k + 1
2
)pi
)
ψk(r, θ),
where ψk is polar-analytic in a neighborhood of (rk, 0) and
ψk(rk, 0) = lim
(r,θ)→(rk,0)
cos(log r + iθ)
log r + iθ − (k + 1
2
)pi
= (−1)k+1.
Thus, (
resc F
)
(rk, 0) =
rckf(rk, 0)(
(k + 1
2
)pi
)2
ψ(rk, 0)
=
4
pi2
(−1)k+1
(2k + 1)2
rckf(rk, 0).
With these values of the c-residues, we may rewrite (14) as
(
Θ˜cf
)
(1, 0) =
4
pi2
n−1∑
k=−n
(−1)k
(2k + 1)2
rckf(rk, 0)
+
1
2pii
∫
∂Rn
(
reiθ
)c−1
F (r, θ)eiθ(dr + irdθ).
Next we want to estimate the integral on the right-hand side. Noting that
|cos(log r + iθ)| > e
|θ|
3
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on ∂Rn and employing properity (iii) of functions belonging to Bpc,1, we see that
rc−1 |F (r, θ)| ≤ 3Cf
r(log2 r + θ2)
for (r, θ) ∈ ∂Rn.
Considering the integrals along the vertical and the horizontal line segments of ∂Rn
separately, we find that∣∣∣∣ 12pii
∫
∂Rn
(
reiθ
)c−1
F (r, θ)eiθ(dr + irdθ)
∣∣∣∣
≤ 3Cf
pi
(∫ npi
−npi
dθ
(npi)2 + θ2
+
∫ enpi
e−npi
1
log2 r + (npi)2
dr
r
)
=
6Cf
npi2
∫ 1
−1
dx
1 + x2
−→ 0 as n→∞.
Thus (
Θ˜cf
)
(1, 0) =
4
pi2
∞∑
k=−∞
(−1)k
(2k + 1)2
rckf(rk, 0) for f ∈ Bpc,1.
With the Mellin translation of Proposition 1, we deduce
(
Θ˜cf
)
(t, 0) =
4
pi2
∞∑
k=−∞
(−1)k
(2k + 1)2
rckf(trk, 0) (t > 0),
valid for f ∈ Bpc,1.
Next we want to extend this formula to f ∈ Bpc,T with an arbitrary T > 0. For
this, we note that the formula is valid for the function h defined in Proposition 2
provided that we replace c with c/T . Expressing h in terms of f , we obtain
(
Θ˜cf
)
(t1/T , 0) =
4T
pi2
∞∑
k=−∞
(−1)k
(2k + 1)2
r
c/T
k f(t
1/T r
1/T
k , 0) (t > 0),
now valid for f ∈ Bpc,T . In this formula, we may replace the variable t with tT on
both sides. Furthermore, we may employ Proposition 3 for extending the argument
of the polar Mellin derivative from (t, 0) to an arbitary point (t, α) ∈ H. This leads
us to (
Θ˜cf
)
(t, α) =
4T
pi2
∞∑
k=−∞
(−1)k
(2k + 1)2
r
c/T
k f(tr
1/T
k , α)
for f ∈ Bpc,T and all (t, α) ∈ H, which is identical with (13).
It remains to justify the statement on convergence. Since
4
pi2
∞∑
k=−∞
1
(2k + 1)2
= 1 (15)
14
and by property (iii) in the definition of Bpc,T , there holds
tcr
c/T
k
∣∣∣f(tr1/Tk , α)∣∣∣ ≤ Cf eT |α| (k ∈ Z),
we readily see absolute and uniform convergence as asserted in the theorem. 2
6 Mellin–Bernstein inequality for polar Mellin
derivatives
As a consequence of Theorem 6, we can establish a Bernstein inequality for polar
Mellin derivatives.
Corollary 1 Let f ∈ Bpc,T , where p ∈ [1,+∞], c ∈ R and T > 0. Then∥∥∥(Θ˜cf)(·, θ)∥∥∥
Xpc
≤ T ‖f(·, θ)‖Xpc (16)
for any θ ∈ R.
Proof. Let us write rk = e
(k+1/2)pi, where k ∈ Z, for short. Multiplying (13) by rc,
taking moduli on both sides, applying the triangular inequality on the right-hand
side and using (??), we obtain
rc
∣∣∣(Θ˜cf)(r, θ)∣∣∣ ≤ 4T
pi2
∑
k∈Z
1
(2k + 1)2
rcr
c/T
k
∣∣∣f(rr1/Tk , θ)∣∣∣ (17)
≤ 4T
pi2
∑
k∈Z
1
(2k + 1)2
‖f(·, θ)‖X∞c
= T ‖f(·, θ)‖X∞c
for any (r, θ) ∈ H. This implies (16) for p = +∞.
Now let 1 ≤ p < +∞ and let R > 0. Observing that
ac‖f(a ·, θ)‖Xpc = ‖f(·, θ)‖Xpc
for a > 0, we conclude from (17) using the triangular inequality for norms and B.
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Levi’s theorem that(∫ R
1/R
rcp
∣∣∣(Θ˜cf)(r, θ)∣∣∣p dr
r
)1/p
≤
(∫ ∞
0
rcp
∣∣∣∣∣4Tpi2 ∑
k∈Z
r
c/T
k
(2k + 1)2
f(rr
1/T
k , θ)
∣∣∣∣∣
p
dr
r
)1/p
=
4T
pi2
∥∥∥∥∥∑
k∈Z
r
c/T
k
(2k + 1)2
f(r
1/T
k ·, θ)
∥∥∥∥∥
Xpc
≤ 4T
pi2
∑
k∈Z
r
c/T
k
(2k + 1)2
∥∥∥f(r1/Tk ·, θ)∥∥∥
Xpc
=
4T
pi2
∑
k∈Z
1
(2k + 1)2
‖f(·, θ)‖Xpc
= T ‖f(·, θ)‖Xpc .
This guarantees that the Xpc norm of
(
Θ˜cf
)
(·, θ) exists. Letting R→∞, we obtain
(16) for p ∈ [1,∞[. 2
Corollary 2 The Mellin-Bernstein space is invariant under polar Mellin differen-
tiation, that is, if f ∈ Bpc,T , where p ∈ [1,+∞], c ∈ R and T > 0, then Θ˜cf ∈ Bpc,T .
Proof. We have to show that Θ˜cf satisfies properties (i)–(iii) in the definition of
Mellin–Bernstein spaces. Since for a polar-analytic function f there exist polar
derivatives of arbitrary order (see [3, Theorem 5.3]), it follows immediately that
Θ˜cf is polar-analytic on H, and so (i) is satisfied. Property (ii) is guaranteed by
Corollary 1. Finally, knowing that (iii) holds for f , we deduce from (13) that
rc
∣∣∣(Θ˜cf)(r, θ)∣∣∣ ≤ 4T
pi2
∑
k∈Z
Cf e
T |θ|
(2k + 1)2
= TCfe
T |θ|.
Hence (iii) holds with CΘ˜cf = TCf . 2
Combining Corollaries 1 and 2, we can apply (16) repeatedly and obtain∥∥∥(Θ˜kcf)(·, θ)∥∥∥
Xpc
≤ T k ‖f(·, θ)‖Xpc (θ ∈ R, k ∈ N).
7 A Mellin analogue of Valiron’s sampling for-
mula
In Fourier analysis, there exists a sampling formula of Valiron—sometimes also
attributed to Tschakaloff (see e.g. [11][p. 60], [9])—that improves upon the classical
16
sampling formula. It applies to a wider class of functions and its series converges
faster. The only price one has a pay for this improvement is that, apart from the
samples of the classical sampling formula, also the value of the derivative at zero is
needed.
Here we want to establish an analogue of Valiron’s formula in the Mellin setting.
Our approach is very similar to the derivation of an analogue of Boas’ differentiation
formula.
Theorem 7 Let f ∈ B∞c,T , where c ∈ R and T ∈ R+. Then, for r ∈ R+,
rcf(r, 0) = sin(T log r)
[
(Θ˜cf)(1, 0)
T
+
f(1, 0)
T log r
+ T log r
∑
k∈Z\{0}
(−1)k+1ekpic/Tf(ekpi/T , 0)
kpi(kpi − T log r)
]
.
The series converges absolutely and uniformly on compact subsets of R+.
Proof. First we suppose that T = 1. Let t ∈ R+ \ {ekpi : k ∈ Z} be arbitrary but
fixed and consider the function
F : (r, θ) 7−→ f(r, θ)
(log(r/t) + iθ)(log r + iθ) sin(log r + iθ)
.
It is polar-analytic on H except for isolated singularities at the points where the
denominator vanishes. These points are (t, 0) and (ekpi, 0) for all k ∈ Z. The point
(1, 0), obtained for k = 0, is a logarithmic pole of order two while all other isolated
singularities are logarithmic poles of order one.
Let n ∈ N be such that e−npi < t < enpi, and denote by ∂Rn the positively oriented
rectangle with vertices at the points (e±(n+1/2)pi,±(n + 1/2)pi). By Theorem 5, we
have
1
2pii
∫
∂Rn
(
reiθ
)c−1
F (r, θ)eiθ(dr + irdθ) = (resc F )(t, 0) +
n∑
k=−n
(resc F )(e
kpi, 0).
First we want to show that the integral on the left-hand side approaches zero as
n→∞. Since f was assumed to belong to B∞c,1, we have
|f(r, θ)| ≤ Cfr−ce|θ|.
Furthermore it can be verified that on ∂Rn
|sin(log r + iθ)| ≥ e
|θ|
3
.
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Thus ∣∣rc−1F (r, θ)∣∣ ≤ 3Cf
r
(
log2(r/t) + θ2
)1/2(
log2 r + θ2
)1/2 . (18)
For an estimate of the contributions coming from the horizontal parts of ∂Rn, we
have to substitute θ = ±(n + 1/2)pi in (18). Replacing in addition the squared
logarithms by zero, we obtain for the integrals under considerations the upper bound
3
pi
Cf
∫ e(n+1/2)pi
e−(n+1/2)pi
1
(n+ 1/2)2pi2
dr
r
,
which approaches zero as n → ∞. For the contributions coming from the vertical
parts we have to substitute r = e±(n+1/2)pi in (18). Replacing in addition θ2 by zero,
we obtain an upper bound for the corresponding integrals which again approaches
zero as n→∞. Hence the above residue formula yields
(resc F )(t, 0) = −
∑
k∈Z
(resc F )(e
kpi, 0). (19)
Next we calculate the residues. It is easily seen that
(resc F )(t, 0) =
tcf(t, 0)
log t sin(log t)
.
For the residues on the right-hand side of (19) we factor the sine in dependence of
k as
sin z = (z − kpi)ψk(z) (z ∈ C, k ∈ Z).
Then
(resc F )(e
kpi, 0) =
eckpif(ekpi, 0)
kpi(kpi − log t)ψk(kpi) = (−1)
k e
ckpif(ekpi, 0)
kpi(kpi − log t) (k 6= 0).
Since in a neighborhood of (1, 0) we may write
F (r, θ) =
1
(log r + iθ)2
f(r, θ)
(log(r/t) + iθ)ψ0(log r + iθ)
=:
g(r, θ)
(log r + iθ)2
,
we obtain
(resc F )(1, 0) = (Θ˜cg)(1, 0) = (Dpolg)(1, 0) + cg(1, 0).
Noting that ψ0(z) = sinc(z/pi), we may express g as
g(r, θ) =
f(r, θ)(
log(reiθ)− log t) sinc(log(reiθ)/pi) .
Now, via polar differentiation of the fraction on the right-hand side, we arrive at
(resc F )(1, 0) = −
[
(Θ˜cf)(1, 0)
log t
+
f(1, 0)
log2 t
]
.
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With these values for the residues, formula (19) may be rewritten as
tcf(t, 0) = sin(log t)
(Θ˜cf)(1, 0) + f(1, 0)
log t
+ log t
∑
k∈Z\{0}
(−1)k+1eckpif(ekpi, 0)
kpi(kpi − log t)
 .
It holds for f ∈ B∞c,1 and all t ∈ R+, even at the points t = ekpi since
sin(log t)
kpi − log t = (−1)
k+1 sinc
(
log t
pi
− k
)
has a continuous continuation to the whole of R+.
With the help of Proposition 2, the achieved formula can be extended from T = 1
to abribrary T ∈ R+. Then, substituting t1/T = r, we obtain the formula stated in
Theorem 7.
Noting that ekpic/T
∣∣f(ekpi/T , 0)∣∣ ≤ Cf for all k ∈ Z, we easily verify the assertion
on the convergence of the series. 2
Remark 1 We could write the formula of Theorem 7 in terms of the lin function
(see [8]), defined for c ∈ R and x ∈ R+, by
linc(x) := x
−csinc(log x),
with the continuous extension linc(1) := 1. Indeed, we have
f(r, 0) = lincpi/T (r
T/pi)
[
log r
(
Θ˜cf
)
(1, 0) + f(1, 0)
]
+ log(rT/pi)
∑
k∈Z\{0}
f(ekpi/T , 0)
k
lincpi/T (e
−krT/pi).
This formula easily compares with the exponential sampling formula ([8]) and its
right-hand side is defined for all r ∈ R+. On the other hand, it is very inconvenient
when we want to estimate f using property (iii) of the Mellin-Bernstein space since
all factors depending on c are hidden in the lin function. An alternative way would
be to use lin0 only. This gives
rcf(r, 0) = lin0(r
T/pi)
[
log r
(
Θ˜cf
)
(1, 0) + f(1, 0)
]
+ log(rT/pi)
∑
k∈Z\{0}
ekpic/Tf(ekpi/T , 0)
k
lin0(e
−krT/pi).
Now the factors depending on c can go with f as needed in (iii).
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Valiron’s formula and its Mellin analogue will serve primarily for the reconstruc-
tion of a function f from samples. Among the latter, there is also a sample of the
derivative of f . One may therefore think of interpreting this formula as a represen-
tation of the derivative of f by samples of f . In the following corollary, we establish
such a differentiation formula by skillful use of Theorem 7. It has some advantages
over the corresponding analogue of Boas’ differentiation formula. It seems that even
a Fourier version of this result has not yet been mentioned in the literature.
Corollary 3 Let f ∈ B∞c,T , where c ∈ R and T > 0. Then
(Θ˜cf)(r, θ) =
T
2
[
epic/(2T )f(repi/(2T ), θ)− e−pic/(2T )f(re−pi/(2T ), θ)]
+
T
pi
∑
k∈Z\{0}
(−1)kekpic/Tf(rekpi/T , θ)
k(4k2 − 1)
for (r, θ) ∈ H. Multiplied by rc, the series converges absolutely and uniformly on
strips of bounded width parallel to the r-axis in H.
Proof. By Proposition 2, the Mellin–Bernstein space is invariant under Mellin trans-
lations, the formula of Theorem 7 applies to
g : (r, θ) 7−→ tcf(tr, θ) (t > 0).
Rewritten in terms of f , it takes the form
rcf(tr, 0) = sin(T log r)
[
(Θ˜cf)(t, 0)
T
+
f(t, 0)
T log r
+ T log r
∑
k∈Z\{0}
(−1)k+1ekpic/Tf(tekpi/T , 0)
kpi(kpi − T log r)
]
.
Now we substitute r = e±pi/(2T ) and obtain the two equations:
epic/(2T )f(tepi/(2T ), 0) =
(Θ˜cf)(t, 0)
T
+
2
pi
f(t, 0)
+
1
2pi
∑
k∈Z\{0}
(−1)k+1ekpic/Tf(tekpi/T , 0)
k(k − 1/2)
and
e−pic/(2T )f(te−pi/(2T ), 0) =− (Θ˜cf)(t, 0)
T
+
2
pi
f(t, 0)
+
1
2pi
∑
k∈Z\{0}
(−1)k+1ekpic/Tf(tekpi/T , 0)
k(k + 1/2)
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Next, by subtraction of these equations, we find that
(Θ˜cf)(t, 0) =
T
2
[
epic/(2T )f(tepi/(2T ), 0)− e−pic/(2T )f(te−pi/(2T ), 0)]
+
T
pi
∑
k∈Z\{0}
(−1)kekpic/Tf(tekpi/T , 0)
k(4k2 − 1) .
Finally, employing Proposition 3, we can transform the argument of the polar Mellin
derivative from (t, 0) to an arbitrary point (t, α) ∈ H. This leads us to
(Θ˜cf)(t, α) =
T
2
[
epic/(2T )f(tepi/(2T ), α)− e−pic/(2T )f(te−pi/(2T ), α)]
+
T
pi
∑
k∈Z\{0}
(−1)kekpic/Tf(tekpi/T , α)
k(4k2 − 1) ,
which is the formula of the corollary with (r, θ) replaced by (t, α). Recalling property
(iii) in the definition of B∞c,T , we easily verify the statement on convergence. 2
Remark 2 In order to write the differentiation formula of Corollary 3 in a sim-
pler and more suggestive way, we introduce the central Mellin difference δc,h with
increment h > 0 by
(δc,hf)(r, θ) := h
cf(hr, θ)− h−cf(h−1r, θ).
Then, setting h := epi/T , we may write the formula of Corollary 3 as
(Θ˜cf)(r, θ) = T
[
1
2
(
δc,h1/2f
)
(r, θ) +
1
pi
∞∑
k=1
(−1)k
k(4k2 − 1)
(
δc,hkf
)
(r, θ)
]
. (20)
Likewise the Mellin analogue of Boas’ differentiation formula may be expressed as
(Θ˜cf)(r, θ) =
4T
pi2
∞∑
k=0
(−1)k
(2k + 1)2
(
δc,hk+1/2f
)
(r, θ), (21)
where again h = epi/T . We observe that the summation in (20) has coefficients
decaying like O(k−3) as k →∞ while those of (21) decay like O(k−2) only.
Remark 3 For sake of completeness, let us have a quick look at the classical Fourier
case. For f belonging to the (Fourier) Bernstein space B∞w , Valiron’s sampling
formula states that
f(t) = sin(wt)
f ′(0)
w
+
f(0)
wt
+ wt
∑
k∈Z\{0}
(−1)kf(kpi/w)
kpi(wt− kpi)

21
for t ∈ R. Now we may imitate the proof of Corollary 3 in a Fourier version, that is,
we apply this formula to f(· + x), substitute in the resulting formula t = ±pi/(2w)
and subtract the two resulting equations. Thus we arrive at the (new) differentiation
formula
f ′(x) =
w
2
[f(x+ pi/(2w))− f(x− pi/(2w))] + w
pi
∑
k∈Z\{0}
(−1)kf(x+ kpi/w)
k(4k2 − 1)
=
w
2
[f(x+ pi/(2w))− f(x− pi/(2w))]
+
w
pi
∞∑
k=1
(−1)k
k(4k2 − 1) [f(x+ kpi/w)− f(x− kpi/w)] .
Thus the derivative is represented by an alternating series of central differences.
Of course, in this formula we can replace the real variable x also by the complex
variable z.
We conclude the section with an interesting consequence of Theorem 7, which states
an identity theorem in Mellin–Bernstein spaces.
Corollary 4 Let f ∈ B∞c,T , where c ∈ R and T > 0. If f vanishes on the set{
(ekpi/T , 0) : k ∈ Z}, then
f(r, θ) ≡ a(reiθ)−c sin(T (log r + iθ))
for some a ∈ C.
Proof. It follows from the Mellin analogue of Valiron’s sampling formula (Theorem
7) that
f(r, 0) = ar−c sin(T log r)
for all r > 0, where a = (Θ˜cf)(1, 0)/T.
Now consider the function g : H→ C defined by
g(r, θ) = a
(
reiθ
)−c
sin
(
T (log r + iθ)
)
.
Obviously it belongs to B∞c,T and g(r, 0) = f(r, 0) for all r > 0. Thus ϕ := f − g
also belongs to B∞c,T and ϕ(r, 0) = 0 for all r > 0. By Theorem 3, it follows that
ϕ(r, θ) ≡ 0 and so f(r, θ) ≡ g(r, θ) on H. 2
As a consequence of Corollary 4, we obtain the following result:
Corollary 5 Let f ∈ Bpc,T , where c ∈ R, T > 0 and p ∈ [1,∞[. If f vanishes on
the set
{
(ekpi/T , 0) : k ∈ Z}, then f is identically zero.
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Proof. Since Bpc,T ⊂ B∞c,T , Corollary 4 applies to f and yields that
f(r, θ) ≡ a(reiθ)−c sin(T (log r + iθ))
for some a ∈ C. The membership of f in Bpc,T requires that f(·, 0) ∈ Xpc . This is
possible if and only if a = 0. 2
8 Computational Aspects
For practical use of formulae (20) and (21) we have to truncate the series. As an
approximation of the polar Mellin derivative by 2n samples, we have
(Θ˜cf)(r, θ) = T
[
1
2
(
δc,h1/2f
)
(r, θ) +
1
pi
n−1∑
k=1
(−1)k
k(4k2 − 1)
(
δc,hkf
)
(r, θ)
]
+E1,n(f) (22)
and
(Θ˜cf)(r, θ) =
4T
pi2
n−1∑
k=0
(−1)k
(2k + 1)2
(
δc,hk+1/2f
)
(r, θ) + E2,n(f) (23)
with error terms E1,n(f) and E2,n(f), respectively. Employing property (iii) of the
Mellin–Bernstein space, we see that
|(δc,tf)(r, θ)| ≤ 2Cfr−ceT |θ|
for any increment t > 0. Therefore we can estimate the errors as
|E1,n(f)| ≤ 2Cf
pi
r−cTeT |θ|
∞∑
k=n
1
k(4k2 − 1)
and
|E2,n(f)| ≤ 8Cf
pi2
r−cTeT |θ|
∞∑
k=n
1
(2k + 1)2
.
For estimating the series on the right-hand side, we may use integral comparison
and obtain:
∞∑
k=n
1
k(4k2 − 1) ≤
∫ ∞
n−1
dx
x(4x2 − 1)
= − 1
2
log
(
1− 1
4(n− 1)2
)
=
1
2
∞∑
j=1
1
j[4(n− 1)2]j
≤ 1
2
∞∑
j=1
1
[4(n− 1)2]j =
1
8(n− 1)2 − 2
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and ∞∑
k=n
1
(2k + 1)2
≤
∫ ∞
n−1
dx
(2x+ 1)2
=
1
4n− 2 .
Thus we arrive at the error bounds
|E1,n(f)| ≤ Cfr
−cTeT |θ|
pi[4(n− 1)2 − 1]
and
|E2,n(f)| ≤ 4Cfr
−cTeT |θ|
pi2(2n− 1) .
9 A short biography of Domenico Candeloro
1951–2019
Domenico Candeloro was born October 18, 1951 in Udine, northern Italy, while his
parents descended from Abruzzo, a large region in central Italy, about 90 km east
from Rome. He obtained the laurea degree in Mathematics with highest distinction
under Professor Calogero Vinti in July 1974, his thesis being in the field of Calculus
of Variations. His interests soon expanded to Real Analysis and Measure Theory,
and the fields above mentioned.
Domenico belonged to Calogero Vinti second set of students, together with Pa-
trizia Pucci, Anna Salvadori, all three being 67 years old. The first set consisted of
Prof. Mauro Boni (died 2010 at 67), Primo Brandi, Marcello Ragni and Candida
Gori Cocchieri all between 71 to 73 years old. The third set consisted of Carlo Bar-
daro, Anna Martellotti and Rita Ceppitelli, all 64 years old. Students of Calogero’s
students, all under 60, include Gianluca Vinti, Anna Rita Sambucini, Ilaria Man-
tellini, Antonio Boccuto, Luca Zampogni, Laura Angeloni and Danilo Costarelli.
Through Professor Calogero Vinti, Domenico himself was an academic great-
grandson of Leonida Tonelli, in turn a great-great grandson of Cesare Arzela´, whose
teacher was Enrico Betti, a great lineage indeed.
Since Mimmo became Full Professor in 1997, but also as associate Professor, he
taught Probability Theory, Functional Analysis and Stochastic Processes at Perugia,
and was thesis advisor of many students. One often regards him as the most brilliant
student of the Vinti School.
One of his more recent papers, entitled Vitali-type theorems for filter convergence
related to vector lattice-valued modular and applications to stochastic processes, pub-
lished in Journal of Mathematical Analysis and Applications, in 2014, and written
in collaboration with Anna Rita Sambucini and Antonio Boccuto, was awarded with
the prestigious 2014 JMAA Ames Award. The results contained in this paper es-
tablish deep connections with apparently different areas of mathematics, giving a
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link between Brownian motions, approximation theory and Mellin-type convolution
operators.
He collaborated with numearous colleagues outside the University of Perugia,
thus with J.K. Brooks (Florida, USA), A. Volcic (Trieste), K.P.S. Bhaskara Rao (In-
dia), G. Letta (Pisa), K. Musial and E. Kubinska (Poland), B. Riecan and R. Mesiar
(Slovacchia), A.C. Gravilut and A. Croitoru (Romania), C.A. Labuschagne (South
Africa), L. Di Piazza and V. Marraffa (Palermo), the many collaborations internally
included P. Pucci, Anna Martellotti, Anna Rita Sambucini, Antonio Boccuto, Carlo
Bardaro. He was the author of more than 75 papers in established journals. He
was invited by many universities to hold seminars and conferences, among them,
Florida State University at Gainesville, Universities in Oxford, Reading, London
(England), University of Bratislava, Nitra, Banska, Bystrica (Slovacchia). He was
among the organizers of several scientific initiatives and the coordinator of many
research projects.
A personal remembrance of Paul Butzer:
Mimmo, Mimmo, please help me, I am stuck. Mimmo, Mimmo, I think that I have
found a new theorem, another voice noted; Mimmo looked at the proof, with the
words I feel it is an easy application of a classical result. It is these calls for assis-
tance which drew my attention to the mathematician himself, Domenico Candeloro,
“Mimmo” being the familiar name his close friends call him. It is his expertise
in many areas, Calculus of Variations, Measure Theory, Real Analysis, Functional
Analysis, Probability Theory, which place him in a central role in Perugia, one who
is always willing to help.
At a few meetings with Mimmo, during my first years at Perugia from 1990 on-
ward and my participations in the conference of the Research Group Real Analysis
and Measure Theory, conducted by Calogero Vinti and Colleagues in Capri, Is-
chia, Maiori, and Grado, together with my friends Carlo, Gianluca and Anna Rita,
Mimmo was in the company of his Spouse, Prof. Doretta Vivona. He seemed happy
that she carried on the conversation (in English). Both were very friendly, Mimmo
having an engaging and modest personality.
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