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Adaptive Wavelet-Based Ocean Circulation Modeling
Thesis directed by Prof. Oleg V. Vasilyev
Ocean modeling is a crucial component in understanding our climate system. The advance-
ment of the numerical methods used for ocean modeling is the focus of this dissertation. In this
work, an integrated approach for modeling common ocean test problems, western boundary cur-
rents, and tsunamis on adaptive grids using novel boundary techniques is considered. The use of
the adaptive wavelet collocation method is explored for these ocean problems. This method solves
the governing equations on temporally and spatially varying meshes, which allows higher effective
resolution to be obtained with less computational cost. In addition to developing wavelet-based
computational models, this work also sets out to improve the representation of continental topology
and bottom bathymetry through several extensions of the Brinkman volume penalization methods.
Due to the complicated geometry inherent in ocean boundaries, the stair-step representation used
in the majority of current global ocean circulation models causes accuracy and numerical stability
problems. Brinkman penalization is a numerical technique used to enforce no slip boundary condi-
tions through the addition of a term to the governing equations. When coupled with the adaptive
wavelet collocation method, the flow near the boundary can be well resolved. It is especially useful
for simulations of boundary currents and tsunamis, where flow near the boundary is important.
This thesis can be viewed as a proof of concept. The general foundation is established for future,
more specific, applications.
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Chapter 1
Introduction
1.1 Motivation and Objective
Ocean modeling is a crucial component in understanding our complex and seemingly un-
predictable climate system. While climate change (or, as it is more contentiously known, “global
warming”) has become a political and social controversy over the past ten years, it is imperative
that scientists determine what is happening to our climate. Whether the general public “believes”
that global warming is caused by natural variability or not, there is no doubt among scientists that
further work needs to be done to determine the state of our climate and our Earth. To motivate this
further, Figure 1.1 shows how closely current ocean models match observations with and without
anthropogenic forcings. It is clear from these plots that models incorporating human factors match
the observed temperature change better than the models that do not incorporate human factors.
This topic of how much humans have affected the change in our climate has not only sparked nu-
merous scientific and political debates, but also motivated a strong push for scientists to continue
to focus their efforts on improving the understanding of our climate.
A model of our climate system is made up of several components including atmospheric,
oceanic, land surface processes, sea ice, biological processes, and more. The Intergovernmental
Panel on Climate Change (IPCC) publishes a technical report about every five years. A broad
consortium of scientists work together to report on the latest findings in climate science. The oceanic
component is one of the most influential components to a general circulation climate model, partly
because the ocean covers the majority of the Earth’s surface, approximately 71%. Additionally,
2Figure 1.1: Temperature changes relative to the corresponding average for 1901-1950 from decade to
decade from from 1906-2005 over the Earth’s continents, as well as the entire globe, global land area
and the global ocean (in the lower graphs). The black line indicates observed temperature change,
while the coloured bands show the combined range covered by 90% of recent model simulations.
Red indicates simulations that include natural and human factors, while blue indicates simulations
that include only natural factors. Dashed black lines indicate decades and continental regions for
which there are substantially fewer observations. Source: Ref. [23]
the ocean plays a substantial role in transporting and regulating heat, especially transferring heat
from the tropics to polar regions. Large scale phenomena, such as the Meridional Overturning
Circulation (MOC), are known to trigger climate events [20], while basin scale features, such as
western boundary currents (e.g. the Gulf Stream), have strong influences on regional, typically
coastal, climates. Even smaller scale phenomena may impact the climate. However, much of it is
still yet to be fully understood. While studies using these larger scale models have given insights
into possible mechanisms for climate change events, the lack of detailed representation of physics in
these models makes the significance and applicability of such results to the actual climate system
questionable and controversial, e.g. Ref. [37].
Current ocean models used for many of the climate studies have some historical ties, which
have impeded the advancement of numerical methods, especially when compared to more traditional
3or engineering computational fluid dynamics modeling [31, 38, 39, 41, 52, 86, 93]. The older, but
currently used, ocean models use fixed spatial grids and primitive numerical techniques. However,
over the past ten years, substantial progress has been made in the ocean modeling community.
The recently developed models have started incorporating more sophisticated numerical methods,
such as finite element methods, spectral methods and finite volume methods, which are solved on
adaptive and/or unstructured grids [15, 25, 36, 50, 63, 65, 79, 115]. Many of the new, non-uniform,
often unstructured, ocean models are in the initial stages of numerical model development and are
being used to conduct benchmark testing with simple model problems, such as a wind-driven single
gyre in a rectangular basin, flow over topography, western boundary currents, gravity currents, and
tsunami simulations. These types of basin-scale or smaller problems are ideal for initial testing and
validation of a new model.
Following a similar course of many of the new unstructured grid ocean models, this work
presents an innovative approach for improving the efficiency and accuracy of ocean circulation
modeling. Ocean circulation is a strongly coupled multiscale phenomenon and accurate represen-
tation of the entire range of scales calls for state of the art numerical methods and techniques. To
handle this immense range of spatial and temporal scales, there is a need to dynamically resolve
significant structures. The proposed approach not only solves the ocean governing equations on
an on-the-fly adaptive grid, but also provides an computational efficient technique for representing
complex boundaries.
1.2 Methodology
The goal of this work is to integrate the adaptive wavelet collocation method with ocean
circulation modeling, while implementing and extending the Brinkman penalization technique
for representation of the complicated continental topology and bottom bathymetry. Both the
wavelet method and Brinkman penalization have been developed for and tested on traditional and
engineering-type fluid dynamics problems. The wavelet method uses the properties of wavelets to
determine, on the fly, a non-uniform grid to solve the governing equations on. This approach is ap-
4plied to a variety of sets of equations frequently used in ocean modeling including the shallow water
equations, the hydrostatic primitive equations, and the non-hydrostatic primitive equations. The
Brinkman penalization technique is used to improve representation of complex boundaries inherent
in the ocean. To achieve this, the Brinkman penalization technique is extended and tested with
the various sets of equations in order to more accurately and efficiently define boundaries and solve
problems where this representation is important. Brinkman penalization is especially conducive
to adaptive grids, since the mesh can be refined along the interface to ensure the boundaries are
well-resolved. In the following section, these two methods are further introduced and motivated.
1.2.1 A Brinkman Penalization Method
Modeling complex boundaries is a pressing issue in the field of ocean modeling. The majority
of current ocean models use body-fitted meshes, which are expensive and often have stability issues
when representing boundaries with complicated geometry [22]. Immersed boundary methods are
well known for the their efficient implementation of solid boundaries of arbitrary complexity on
fixed non-body conformal Cartesian grids [71, 81]. Immersed boundary techniques are fairly new
to ocean modeling, with the exception of one ocean model currently using them [36]. Brinkman
penalization, a type of immersed boundary method, has been used in many engineering problems
to simulate the presence of arbitrarily complex solid obstacles and boundaries [5]. This volume
penalization technique is a way to enforce boundary conditions to a specified precision without
changing the numerical method or grid used in solving the equations. Its main advantage, when
compared to other penalization methods, is that the error can be estimated rigorously and controlled
via a penalization parameter [4]. This allows for complete control of the accuracy of the boundary
conditions. Additionally, it can be shown that the penalized equations converge to the exact solution
in the limit as the penalization parameter tends to zero [3].
Immersed boundary methods have mostly been developed for incompressible flows, but more
recently have been extended to compressible flows [61]. Both of these formulations, as well as
further extensions of each, are used in this work.
51.2.2 Adaptive Wavelet Collocation Method
In order to model complex geometries, a non-uniform, adaptive mesh is ideal. For many
adaptive models, the main challenge is grid generation. Not only is grid generation difficult, but
the process used is often trial and error. It is also very computationally expensive. Additionally,
many other adaptive grid models require grid generation at every time step. Ideally, the grid
should follow the structures in the flow, in addition to adapting to the complicated curves of
the continental topology. In this work, this is done by the combination of two mathematical
approaches: Brinkman penalization [5] and the adaptive wavelet collocation method [109, 110, 111,
112, 113]. The adaptive wavelet collocation method efficiently resolves localized flow structures in
complicated geometries, while the Brinkman penalization efficiently implements arbitrarily complex
solid boundaries. Brinkman penalization is a natural technique to use on problems with adaptive
methods, because the adaptive meshes will ensure adequate resolution at the boundary. This is
especially important for problems where the physics near the boundaries play a considerable role
in the overall features of the flow.
The hybrid wavelet collocation - Brinkman penalization method has been previously inves-
tigated for three cases [55, 54, 61, 111]: incompressible Navier-Stokes equations both in vorticity
and primitive variable formulations, and compressible Navier-Stokes equations in primitive variable
formulation. High Reynolds number flows can be simulated while greatly reducing the number of
wavenumber modes and controlling the error. The computational cost of the wavelet method is
independent of the dimensionality of the problem. It is O(N ), where N is the total number of
wavelets actually used. The adaptive wavelet collocation method uses second generation wavelets,
which allows the order of the method to be variable. Also, the method is easily applied in both
two and three dimensions.
61.3 Organization
The rest of this thesis is organized as follows. In Chapter 2, the necessary background of
ocean circulation modeling and the numerical methods is discussed. For this research, the shallow
water model is used as a first step to test the different numerical techniques. This work is presented
in Chapter 3, Shallow Water Model Development, and Chapter 4, Brinkman Penalization for the
Shallow Water Model. Chapter 3 presents the validation of the adaptive wavelet collocation method
on the shallow water equations, including a look at the effect of sloping bottom bathymetry on
wind-driven circulation in a square basin. Chapter 4 explains the extension of the compressible
formulation of Brinkman penalization to the shallow water equations, as well as the presentation
of results from the two applications that were studied, the North Atlantic circulation and the
2010 Chile tsunami. Lastly, numerical model development and proof-of-concept simulations are
completed for both three dimensional models (the hydrostatic primitive equation and the non-
hydrostatic primitive equations). This three dimensional work is presented in Chapter 5. Finally,
a discussion of future work is given in Chapter 6.
Chapter 2
Background
This chapter provides a background of the various ideas, methods, models, and techniques
that contribute to this work. First, an overview of the relevant ocean dynamics is presented. This
includes some comments on the range of scales in the ocean, a conceptual discussions of ocean
dynamics, and a complete derivation of the governing equations for oceanic circulation. Next, a
description of the numerical method, the Adaptive Wavelet Collocation Method, is provided. The
numerical technique for representing complex boundaries, namely Brinkman penalization, is then
discussed. To conclude the background section, a review of current ocean models is presented.
2.1 Overview of Ocean Dynamics
2.1.1 Ocean Phenomena and their Scales of Motion
One of the difficulties that comes with modeling the global ocean is how to incorporate the
immense range of spatial and temporal scales with desired accuracy. The scales range from small
scale turbulence that one can see instantaneously when the waves splash up on the beach, all the
way up the largest scale gyres, such as the Meridional Overturning Circulation (MOC), which cover
the entire global ocean and take decades to complete one full cycle. For this work, subranges of
the global ocean scales are the focus to ensure there is a complete and thorough understanding of
how this new numerical method is handling common ocean modeling test problems.
Table 2.1 lists the scales of motion associated with various physical phenomena in the ocean
and provides an overview of the different aspects of ocean circulation. To motivate the importance
8of developing advanced numerical models, which can efficiently handle this entire range of motions,
the following section briefly touches on each of the nine major physical processes listed in Table
2.1. After each is presented and a basic overview of the global ocean is understood, the focus turns
to the scales of motion that are of interest for this work. These physical processes are described in
further detail and some conceptual discussions on the specific applications of interest follow.
Ocean Phenomenon L U T
Microturbulence 1-100 cm 1-10 cm/s 10-100 s
Gravity Waves 1-20 km 0.05-0.5 m/s min-hrs
Tsunamis 1-20 km 0.05-0.5 m/s min-hrs
Tides Basin Scale 1-100 m/s hours
Coastal Upwelling 1-10 km 0.1-1 m/s several days
Mesoscale Eddies 5-500 km 0.1-1 m/s days to months
Rossby Waves Basin Scale 0.5-2 m/s months to years
Major Currents 50-500 km 0.5-2 m/s weeks to seasons
Large-scale Circulation Basin Scale 0.01-0.1 m/s decades and beyond
Table 2.1: List of ocean phenomenon and their associated scales. Source: adapted from Ref. [24]
The smallest scale that is observed in the ocean occurs is microturbulence, which is in the top
layer, known as the mixed layer. This is small scale turbulence that occurs due to temperature and
salinity variations in the mixed layer being disturbed by the wind. This small scale phenomenon
is often modeled using different turbulence parameterizations in large ocean general circulation
models.
The next smallest motion or ocean mode is a gravity wave, which occur both on the surface
and on the interior of the ocean. Gravity waves are simply waves whose restoring force is gravity.
They are most commonly observed as the surface waves that splash up on the beach. However, any
density difference or stratification can support the propagation of gravity waves. Therefore, in the
interior of the ocean (especially in the thermocline where the stratification is highest), there are
internal gravity waves, which are slower and longer than surface gravity waves, since the density
difference in the interior ocean is much smaller.
One well-known type of gravity wave is a tsunami. A tsunami is a relatively large gravity wave,
which eventually reaches the coast. It is generated by an impulsive disturbance that displaces the
9water. Most often the disturbance is an underwater earthquake. It can also be caused by volcanic
eruptions, land slides, and nuclear explosions. It travels at its constant gravity wave speed and is
usually large enough that by the time it reaches the coast it can do substantial damage to coastal
towns. A conceptual discussion and more details about how tsunamis work can be found in a
subsequent section.
Tides are physical processes in the ocean caused by the forces of the moon and the sun acting
on the ocean. This causes the rising and falling of the ocean’s surface. Since the distance between
the earth and moon is much smaller than that between the earth and Sun, the effect of the lunar
tides is about twice as great as solar tides. As seen in Figure 2.1, a high tide occurs on the coast of
some region when the moon aligns with that region of the earth. The effect of the moon’s gravity
pulling on the earth, raises the ocean level in the region nearest the moon. Also, since the earth
is being pulled more than the ocean waters on the opposite side of the earth, that side also“rises”.
The low tide occurs normal to that location in either direction, due to conservation of mass. This
explains semidaily or semidiurnal tides, which have two high tides and two low tides each day.
However, there are also daily/diurnal tides, which have one low and one high tide per day. The
effect of tides is not crucial to understanding large scale circulations and is often neglected.
Upwelling occurs in many ways in the ocean and is an important phenomenon for the largest
scale circulation patterns, where depth variations are important. There is upwelling at the coast,
in the interior, and near the equator. Upwelling occurs when wind-driven warm surface water is
moved and replaced by deep, cold water. In the Northern Hemisphere, wind-driven currents are
diverted to the right of the wind direction (in the Southern Hemisphere they are diverted to the
left due to the Coriolis effect). This is known as Ekman transport (a balance of the Coriolis effect
and friction). By the coast, when the wind aligns with the coast on its left, the Ekman transport
will move the ocean water to the right (in the Northern Hemisphere), see Figure 2.2. This removes
warm, nutrient-lacking water and replaces it with cold, nutrient-rich water. This is especially
important for the oceanic food chain and for fisheries.
Eddies have a vast range of scales in the ocean. The vortices of interest in oceanography are
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Figure 2.1: Exaggerated schematic of tides. Source: Ref. [75]
Figure 2.2: A schematic of coastal upwelling. Source: Ref. [117]
referred to as mesoscale eddies and are crucial in accurate modeling of large ocean gyres. Typical
scales in the ocean are listed in the Table 2.1. These eddies are naturally occurring structures
when non-uniformity in the flow exists. The instability eventually grows enough to detach from
the large current. Mesoscale vortical structures are formed of water masses that are different from
the surrounding water. The circulation can be quite fast and of concern for the various operations
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at sea. It also contributes to the transport of heat within the ocean. Figure 2.3 shows an example
of a mesoscale eddy that forms when the Oyashio and Kuroshio currents collid.
Figure 2.3: The Oyashio and Kuroshio currents collide and a mesoscale eddy is created. In this
picture, the phytoplankton become concentrated along the boundary of the eddy and it traces out
its motion. Source: Ref. [117]
Rossby waves are large scale waves that can also affect large ocean currents. These waves
are prompted by the meridional change in the Coriolis parameter (the beta effect). These small
variations in the Coriolis parameter turn a steady, geostrophic flow into slowly moving planetary
waves, which always travel west. These waves are very difficult to see in the real ocean. They
are named in honor of Carl-Gustaf Rossby, who first proposed Rossby wave theory to explain the
movement of midlatitude weather patterns [24].
Major ocean currents include the well known Gulf Stream (see Figure 2.4) and Kuroshio
currents, as well as many other. These gyres cover entire ocean basins from one continent to the
next. Figures 2.8 and 2.9 show a schematic of some of these boundary currents. These large scale
modes are forced by the wind and bounded by lands of the respective continents which surround
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them. They are also strongly affected by the rotation of the Earth.
Figure 2.4: Circulation patterns of Gulf Stream. Source: Ref. [117]
Large-scale circulations are the largest motions in the ocean. It is most recently known to
the scientific community as the Meridional Overturning Circulation (MOC), but also known as the
Thermohaline Circulation and the Ocean Conveyor Belt. As seen in Figure 2.5, the path of this
circulation spans the entire ocean including the depths of the ocean. The surface currents push
the circulation in a general direction, for example poleward in the Atlantic Ocean. Eventually,
that water becomes heavy from an decrease in temperature from traveling north (or increase in
salinity) and sinks to the depths of the ocean. This cold water then travels southward through
the ocean basins forming the North Atlantic Deep Water. It eventually upwells thousands of years
later somewhere in the Pacific Ocean. This circulation plays a huge role in our global climate and
in regulating the global ocean
2.1.2 Scales Considered
With a basic understanding of the immense range of scales intrinsic in the global ocean,
one can easily see what a monumental task it is to model it. Although the future goals of this
project include development of capabilities to model the entire global ocean, the initial stages look
at features with a smaller range of scales, which still possess characteristics of multiscale, complex
problems.
The spatial scales of interest mostly lay in the basin scale range. However, when solving the
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Figure 2.5: A schematic of the Meridional Overturning Circulation (MOC). Source: Ref. [116]
equations that govern these dynamics, there is a wide variety of modes that need to be carefully
dealt with. One of the main focuses in this work is major ocean currents. With an emphasis on
improving the representation of complicated boundaries, the test case used is a boundary current,
also known as the Stommel problem. The most well-known western boundary current in the United
States is the Gulf Stream, which is why it was chosen as one of the specific applications to test.
There are several other well-known western boundary currents including the Kuroshio in the Pacific
and the Brazil Current in the South Atlantic. Looking at these large-scale features separately from
the global ocean is common in the ocean modeling community. It is the steady, forced-dissipated,
homogeneous model that was first formulated by Stommel (and where it got its namesake, the
Stommel model). These types of models explain zeroth order features of the ocean such as gyres
and western intensification.
In addition to looking at the Gulf Stream, which has a fairly long time scale, faster time
scale problems are also investigated. Along with various test cases and convergence cases using
gravity waves, basin scale tsunami propagation is also a great test case. The shorter time scale
of the tsunami problem is an excellent fit for the current state of the adaptive wavelet code. In
particular, the 2010 Chile Tsunami is used as a test case due to its relatively recent occurrence,
its widely available data and the numerous other numerical simulations of it that can be used to
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benchmark against.
2.1.2.1 Conceptual Explanation of Boundary Currents
A further explanation of the dynamics that drive boundary currents is useful for better
conceptual understanding of the phenomenon. Boundary currents are currents affected by the
presence of a continental coastline. The overall circulation pattern can be explained by three
factors. The first is the atmospheric wind, which is the overall driving force. The large scale wind
patterns that move the upper layers of the ocean are often approximated by an analytic sinusoidal
function that represents the wind pattern shown in Figure 2.6. Global atmospheric wind flow is
generally very consistent with a mean state that does not vary strongly with time, which makes
these simple analytic wind models accurate and inexpensive.
Figure 2.6: Schematic of global wind patterns. Source: Ref. [107]
The second factor needed to complete the circulation of a boundary current is the boundaries.
In the North Atlantic there are several different boundary currents. Focusing on the region between
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0 and 50 degrees N, there is a shearing wind force that occurs between the north and south ends of
the basin. In the northern end or the subtropics, the westerlies are the prevailing winds that push
the oceanic flow from west to east. Eventually the northern flow will hit the eastern continental
boundary (e.g. Europe and Africa). This boundary forces the flow southward. Then, the trade
winds take the flow from east to west in the tropics until it hits the western boundary (e.g. North
and South America), where the flow is then forced northward. Thus completing a full circulation
in the North Atlantic basin.
It is important to note that the nomenclature used by meteorologists and oceanographers
is different. When meteorologists indicate directionality of atmospheric flow, they specify where
the flow comes from. For example, a easterly wind is one that comes from the east and heads
towards the west. On the contrary, oceanographers specify directionality by where a flow is going.
Therefore, a westward flow is going towards the west (from the east). This means westward flow
and easterly flow are equivalent in each of the fields.
The third factor that affects the shape of the boundary currents is the rotation of the earth.
As the earth spins, the land on the earth rotates with it. However, the oceans (or any fluid) are
delayed. Therefore, since the earth spins from west to east, there is a build up of fluid on all
the western boundaries. In geophysical flows, this is called western intensification. This east-west
asymmetry was first explained by Stommel [100], which is why the box model of wind-driven single
gyre is known as the Stommel model. It was found that the western intensification is a result of
the beta effect in the Coriolis parameter. This is explained more thoroughly in a later section.
Eastern boundary currents (see Figure 2.8) are found on the eastern side of an ocean basin
(attached to the western boundary of a continent). These currents are often slow, shallow and
broad. The subtropical eastern boundary currents bring cold water equatorward, moving cool
water from the higher latitudes to the lower latitudes.
Western boundary currents (see Figure 2.9) are found on the western side of an ocean basin
(attached to the eastern boundary of a continent). These are narrow, deep, fast currents. They
are also warm and carry this warm water from the tropics poleward. Due to the rotation of the
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Figure 2.7: The effect of western intensification is shown through the results with and without
rotation. Source: Ref. [99]
Figure 2.8: Schematic of eastern boundary currents in the global ocean. Source: Ref. [92]
earth, western intensification makes western boundary currents stronger and faster than the eastern
boundary currents.
Figure 2.9: Schematic of western boundary currents in the global ocean. Source: Ref. [92]
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2.1.2.2 Climate Effects of Boundary Currents
Understanding the intricacies of the western boundary currents, like the Gulf Stream, is
important for understanding how our climate works. Figure 2.10 show a more complete picture
of the various boundary currents that exist in the global ocean. The regional effects of these
different boundary currents play a huge role in the local climates seen in their immediate vicinity.
Additionally, these large scale flows affect the overall global climate.
Figure 2.10: Schematic of different currents in the North Atlantic. Source: Ref. [105]
The main global effect of these gyres is to bring warm water from the tropics poleward on the
western side and send cold water from the subtropics equatorward on the eastern side. See Figure
2.11 for details of these major geographical zones. This, in turn, cools the tropics and warms the
poles, maintaining a global balance.
2.1.2.3 Gulf Stream Local Climate Effects and Regional Details
To understand how the Gulf Stream affects local climates, it is useful to understand more
specifically its path. Figures 2.8 and 2.9 give an overview of where the different currents go and
come from, as well as their names. After exiting the Gulf of Mexico via the Florida Straits, the Gulf
18
Subtropics/South Temperate Zone
Subtropics/North Temperate Zone
Tropics/Torrid Zone
Tropics/Torrid Zone
Equator
Tropic of Cancer
Tropic of Capricorn
Arctic Circle
Antarctic Circle
Polar Region/North Frigid Zone
Polar Region/South Frigid Zone
Figure 2.11: World map with major latitude circles and five geographical zones labeled. Source:
Ref. [117]
Stream accelerates northward along the east coast of the United States, it separates at north of Cape
Hatteras in North Carolina (35◦ N), and splits into two [101]. Most ocean general circulation models
have great difficulties in replicating this circulation pattern and have a tendency to separate too
far north of Cape Hatteras. After separation, the northern stream crosses over to northern Europe
and the southern stream recirculates off West Africa. The separation point is especially incorrect
in coarse-resolution simulations. Higher resolution simulations have shown improvement in the
separation behavior [10, 13], which indicates highly inertial solutions are necessary to have correct
separation for western boundary currents.
The local effects of western boundary currents are even more prevalent than the global effects.
Looking at the Gulf Stream specifically, there are many areas along the boundaries of the North
Atlantic where there is a direct impact from the Gulf Stream and its corollary gyres. First, the
Gulf Steam has a strong influence on the climate of the Florida peninsula. There is a portion of
the Gulf Stream that is known as the Florida current since it is directly off the Florida coast. The
water off the coast of Florida maintains a very warm and consistent average temperature as seen
in Figure 2.12. The easterly winds blow over this warm water and move warm air from the Gulf
stream inland over the entire southern portion of the state. This keeps the winter temperatures in
the Florida peninsula much milder than elsewhere in the Southeast.
There are also similar effects on parts of the European coast. There are several named
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Figure 2.12: Gulf Stream Sea Surface Temperature. The colors of the North Atlantic indicate cold
as blue and hot as red. Source: Ref. [117]
currents that make up part of the Gulf Stream, including the North Atlantic Current (see Figure
2.9 and 2.4), which keeps Ireland and the western coast of Great Britain warmer than the areas
further east. An even bigger impact is felt on the western coastal islands of Scotland, where the
winters are much more mild than other areas on similar latitudes. Also, there are noticeable effects
along the Norwegian coast. The northern part of Norway is very close the Northern Frigid Zone
and the Arctic Circle and is covered with ice and snow in the winter. Due to the Gulf Stream’s
warming effects, almost the entire coast of Norway remains free of ice and snow throughout the
whole year.
2.1.2.4 Conceptual Discussion of Tsunamis and Gravity Waves
In addition to large scale wind driven circulation, this work also looks into shorter temporal
scales problems, such as tsunamis and other, more simple, isolated gravity waves. Gravity waves
are the waves most often associated with the ocean, since they are the ones seen at the beach on
the surface. A gravity wave is any wave whose restoring force is the force of gravity (or buoyancy).
Although surface gravity waves are the most visible, there are also a whole slew of internal gravity
waves that provide the ocean with interesting and complicated dynamics. Surface gravity waves
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are forced by the density difference between air and water, while internal gravity waves are forced
by density differences with in the sea water and are much weaker.
Tsunamis are familiar phenomena to most of the world who either suffer from their potential
devastation or who view their effects from afar. The Japanese word, tsunami, translates to harbor
(“tsu”) waves (“nami”). Tsunamis are caused by any large underwater disturbance that displaces
a large amount of water. Underwater earthquakes are the cause of the majority of tsunamis. Less
common causes include underwater volcanic eruptions, explosions, and landslides or other large
mass movements of the sea floor. As shown in Figure 2.13, when the sea floor is abruptly deformed,
there is a vertical displacement of the overlying water from its equilibrium position. This is the
initial creation of the tsunami wave.
Figure 2.13: Formation of a tsunami caused by an underwater earthquake. Source: Ref. [118]
A tsunami wave is a large gravity wave with a small amplitude offshore and a very long
wavelength. These waves are often created in the middle of the deep ocean, but are also sometimes
created closer to the coast depending on where the fault lines lie. When they are created in the
middle of the ocean, the water is so deep that the amount of water displaced and the resulting
amplitude of the wave is often negligible and could easily go unnoticed by ships and other ocean
vessels. Since tsunamis are gravity waves, they follow the dispersion relation of gravity waves
(shallow water gravity waves for tsunamis), which is ω =
√
gHk, where ω is the wave frequency, g
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is the acceleration due to gravity, H is the total depth of the ocean at the location of the wave, and
k is the wavenumber. These non-dispersive waves have a constant phase speed and group velocity
of
√
gH , which has no dependence on the wave number. The speed of the wave changes only if the
total depth of the ocean, H, changes.
In many ocean problems, such as the large scale boundary currents, the total depth of the
ocean is approximately constant. Therefore, the gravity wave speed is assumed constant. The
danger of tsunamis is when they approach areas where the depth of the ocean is not constant and
is decreasing, such as when they start reaching the coastal areas. When a tsunami wave begins
to approach the coast, the depth of the ocean gradually decreases, which also causes the speed of
the gravity wave to decrease. As the speed of the front slows, the speed of the waves behind it is
still faster. This causes a build up of water (as seen in Figure 2.14) due to the fast waves in back
hitting the slow waves in the front. Eventually, this build up results in a massive wave flooding the
coastal area. Some of the largest tsunami waves will also break upon reaching the land, but most
do not. Also, large tsunamis usually feature multiple waves, which can arrive over several hours.
Often the first tsunami wave that hits the coast is the largest, but not always.
Figure 2.14: Schematic of how waves build up as tsunami waves approach the coast.
Tsunami modeling is a complex and multicomponent research problem. Accurately modeling
a tsunami’s propagation through a vast ocean basin is a difficult task on its own. It is vital in
determining the estimated time of arrival for any given tsunami to reach the threatened coastal
areas in its path. However, the research in tsunami modeling extends much further to onshore
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effects and detailed regional models that give a much better idea of how disastrous a given tsunami
will be on a specific area. The work done here focuses on tsunami propagation through large ocean
basins. It is a proof-of-concept model for the prediction of when and where a tsunami will hit
land and how large its effect will be. Further model development needs to be done to give a more
detailed report of tsunami destruction and onshore effects.
2.2 Derivation of Governing Equations
In this section, a review of three sets of governing equations that describe ocean circulation are
derived. These include the non-hydrostatic primitive equations, the hydrostatic primitive equations,
and shallow water equations, which are in order from most general to the most simplified [24].
2.2.1 Primitive Equations (Non-Hydrostatic Primitive Equations)
As discussed earlier, the difference between geophysical flows and most engineering flows is
that geophysical flows are affected by the rotation of the earth. The governing equations need to
incorporate the effect of the earth’s rotation. This is done by transforming from the inertial frame
of reference, where Newton’s second law is valid, into a rotating frame of reference (of the Earth).
The result of this transformation is the addition of fictitious forces (Coriolis and centrifugal) in the
momentum equation. Since the effects of gravity far exceed centrifugal effects, the centrifugal force
only slightly distorts the earth, and it is usually just absorbed into the gravity term. The Coriolis
force is not negligible. The equivalent operators for the rotating and inertial frames of reference
applied to a velocity vector are[
Du
Dt
]
rotating
=
[
Du
Dt
+ 2Ω× u
]
inertial
in a rotating framework (ignoring the centrifugal component), where
Ω = Ωcos(φ)j+Ωsin(φ)k is the angular rotation of the earth and φ is latitude. This results in the
following components,[
Du
Dt
]
rotating
=
[
Du
Dt
+ 2Ωcos(φ)w − 2Ωsin(φ)v
]
inertial
,
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Dv
Dt
]
rotating
=
[
Dv
Dt
+ 2Ωsin(φ)u
]
inertial
,
[
Dw
Dt
]
rotating
=
[
Dw
Dt
− 2Ωcos(φ)u
]
inertial
,
where often the quantities are defined as, f = 2Ωsin(φ) and f∗ = 2Ωcos(φ). The velocity compo-
nents are the zonal velocity (east-west direction), u, the meridional velocity (north-south direction),
v, and the vertical velocity, w. The coefficient, f , is the Coriolis parameter and f∗ is the reciprocal
Coriolis parameter. The Coriolis parameter is positive in the Northern Hemisphere, negative in the
Southern Hemisphere and zero at the equator. The reciprocal Coriolis terms are typically neglected
because they are much smaller than the Coriolis terms. This f∗ term appears once in the evolution
of the vertical velocity equation. Since gravitational effect dominate this term, it can be neglected.
The f∗ term also appears in the evolution of zonal velocity. It can also be neglected since in geo-
physical flows it is assumed the vertical velocity, w is much smaller than the horizontal velocities,
u and v. This scale analysis will be covered more thoroughly in later sections. This assumption on
the reciprocal Coriolis term is equivalent to considering only the vertical component of the angular
rotation vector. Making these adjustments for a rotating framework to the Navier-Stokes equations
for a Newtonian fluid gives,
ρ
(
Du
Dt
+ f kˆ× u
)
= −∇P − ρgkˆ+ µ∇2u, (2.1)
where ρ is density, p is pressure, g is gravitational acceleration, and µ is dynamic viscosity. Also,
D/Dt is the total derivative. The x-, y- and z- axes are aligned with the local eastward, northward
and upward directions. Since the ocean follows the curvature of the earth, a curvilinear coordinate
system is the most accurate way to describe the ocean’s fluid motion. In that case, Equation 2.1,
becomes,
ρ
(
Du
Dt
− uv tan(φ)
r
+
uw
r
− fv
)
= −∂p
∂x
+ Fx, (2.2)
ρ
(
Dv
Dt
+
u2 tan(φ)
r
+
uw
r
+ fu
)
= −∂p
∂y
+ Fy, (2.3)
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ρ
(
Dw
Dt
− u
2 + v2
r
)
= −∂p
∂z
− ρg + Fz, (2.4)
where φ is latitude and r is the distance to the center of the earth. Fx, Fy, and Fz represent
the viscous forces, which are slightly more complicated with the addition of the curvilinear terms.
However, in ocean modeling, the length scales are typically restricted to something substantially
shorter than the radius of the earth. As a result, all the additional curvilinear terms can be
neglected (including those in the viscous term). Thus, Equation 2.1 is used. This assumption can
be thought of as the distortion introduced when mapping the curved earth’s surface on to a flat
plane.
In addition to momentum, the primitive equations include conservation of mass,
∂ρ
∂t
+∇ · (ρu) = 0. (2.5)
As mentioned before, one of the defining features of geophysical flows is the role of stratification.
This feature is incorporated through the density field. The density in the ocean mainly depends
on the local temperature, T , and salinity, S. Colder temperatures make less dense water. Saltier
water is also more dense. Therefore, the equation of state for seawater has some dependence on
these two quantities, and as a rough approximation, this could be some linear relationship,
ρ = ρ0[1− α(T − T0) + β(S − S0)]. (2.6)
The constants ρ0, T0, and S0 are reference values, and α and β are the coefficients of thermal expan-
sion and saline contraction, respectively. The primitive equations often include energy equations,
mainly in the form of temperature and salinity budgets,
ρCν
DT
Dt
+ p (∇ · u) = k∇2T,
DS
Dt
= κS∇2S,
where Cν is the heat capacity at constant volume, k is thermal conductivity of seawater, and κS is
the coefficient of salt diffusion.
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In the ocean, the fluid density does not vary greatly. The relative density difference is
usually less than 2% [24]. Therefore, one can write the density in terms of a mean component and
a fluctuating component,
ρ = ρ0 + ρ
′(x, y, z, t), (2.7)
where ρ′ ≪ ρ0. ρ′ is the fluctuation due to stratification and the motion of the fluid, which is small
compared to the reference value, ρ0. If Equation 2.7 is substituted into the continuity equation,
Equation 2.5, scale analysis results in the following equation,
∇ · u = 0. (2.8)
This new divergence-free requirement means the volume is conserved. This also eliminates acoustic
waves.
The x and y momentum equations can be treated similarly. Equations 2.2 and 2.3 have a ρ
on the far left side. Scale analysis again shows that the (ρ′) terms are neglible, so the ρ is replaced
by the mean value ρ0. This leaves
Du
Dt
− fv = − 1
ρ0
∂p
∂x
+ ν∇2u, (2.9)
Dv
Dt
+ fu = − 1
ρ0
∂p
∂y
+ ν∇2v. (2.10)
The z-momentum equation (Equation 2.4) has a ρ not only on the far left side but also in the
product with g on the right side. The left side can be treated the same as the x and y momentum
equations. The term ρg accounts for the weight of the fluid which affects the pressure. The pressure
field can be split in a manner similar to that used for the density,
p = p0(z) + p
′(x, y, z, t),
where the pressure is often assumed hydrostatic, which means it only varies with depth as in,
p0(z) = P0 − ρogz. (2.11)
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This means that dp0/dz = −ρ0g and when all is substituted into Equation 2.4, the results reduces
to
Dw
Dt
= − 1
ρ0
∂p′
∂z
− ρ
′g
ρ0
+ ν∇2w. (2.12)
The energy equation (Equation 2.2.1) can first be simplified by removing the second term due to
the conservation of volume (Equation 2.8). As was done in all the momentum equations, the ρ
term on the left side is replaced with ρ0. Then, the energy equation reduces to
DT
Dt
= κT∇2T, (2.13)
where κT = k/(ρ0Cν). Due to the similarity between the temperature equation and the salinity
equation (Equation 2.2.1), these two equations can be combined to determine the evolution of
density. However, the simplification can only be made if diffusion is not primarily governed by
molecular processes. Therefore, this is only the case on small scales. In general, diffusion within a
turbulent flow is accomplished by eddies, which mix the salt and heat at equal rates. In this case,
the terms κS and κT can be modeled using the same coefficient, that is, κS = κT = κ, which is also
known as the eddy diffusivity. By combining equations 2.2.1, 2.13 and 2.6, the energy equation
becomes the density equation,
Dρ′
Dt
= κ∇2ρ′. (2.14)
Since there are no longer any terms with ρ or p, the primes on ρ′ and p′ are dropped throughout
all the equations. The above simplifications make up the Boussinesq approximation.
To summarize, the Boussinesq approximation results in the following non-hydrostatic primi-
tive equations,
Du
Dt
+ f kˆ× u = − 1
ρ0
∇p+ ρg
ρ0
kˆ+ ν∇2u, (2.15)
∇ · u = 0, (2.16)
Dρ
Dt
= κ∇2ρ. (2.17)
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2.2.2 Hydrostatic Primitive Equations
Variable Scale Unit Value
x L m 10 km = 104 m
y L m 10 km = 104 m
z H m 100 m
t T s ≥ 1 day ≃ 9× 104 s
u U m/s 0.1 m/s
v U m/s 0.1 m/s
w W m/s
p P kg/ms2
ρ δρ kg/m3 0.1 % of ρ0
Table 2.2: Typical Ocean Scales. Source: Ref. [24]
In most ocean models, the primitive equations are taken one step further by simplifying
them with some scale analysis. Table 2.2 summarizes the scales associated with the different ocean
variables. As shown in the table, the horizontal lengths and velocities are equivalent in terms of
scales, while the vertical is different. The ocean domain is much wider than it is tall. The ocean
currents are generally confined to the upper hundred meters, but can extend horizontally from
tens to thousands of kilometers. The approximation is that H ≪ L. The velocity scales are also
different. The continuity equation has the following scaling,
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0.
O
(
U
L
)
O
(
U
L
)
O
(
W
H
)
The last term, ∂w/∂z, cannot be greater than the other two terms because that would mean the
equation would reduce to ∂w/∂z = 0, which isn’t a good approximation for everywhere in the
ocean. At the bottom of the ocean, the vertical direction of the flow is going to need to converge
laterally when it hits the bottom surface. Therefore, the order of the last term needs to be less
than or equal to the order of the other two terms. This gives the following relationship:
W ≤ H
L
U
and since H ≪ L, then, W ≪ U . If a scale analysis using these two simplifications is done
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on the non-hydrostatic momentum equations (Equation 2.15), the equations reduce to Equations
2.18 and 2.19. The scale analysis simplifies the z momentum equation to the hydrostatic pressure
approximation. Therefore, the equations that result from this scale analysis are known as the
hydrostatic primitive equations.
Lastly, the density equation, Equation 2.17, can only be simplified by its diffusion term. The
horizontal diffusion drops out and the resulting equation is Equation 2.21.
To summarize, the Boussinesq approximation and scale analysis results in the following hy-
drostatic primitive equations,
∂uh
∂t
+ u · ∇uh + f kˆ× uh = − 1
ρ0
∇hp+ ν∇2uh, (2.18)
0 = −∂p
∂z
− ρg, (2.19)
∂w
∂z
= −∇huh, (2.20)
Dρ
Dt
= κ
∂2ρ
∂z2
, (2.21)
where uh is the horizontal velocity components, u and v.
2.2.3 Shallow Water Model
The shallow water model is a simplified model of the ocean commonly used to look at large
scale ocean circulation patterns. There are numerous applications where the horizontal length scale
is much larger than the vertical length scale and thus, these equations are quite useful. They are
used for solving various oceanic [7, 16] and atmospheric problems, as well as dam breaking [30, 97]
and river flow problems [114].
The shallow water model can be derived from the hydrostatic primitive equations (Equations
2.18 - 2.21). Assuming that the flow is homogeneous (no stratification) and inviscid, the equations
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become,
∂uh
∂t
+ u · ∇uh + f kˆ× uh = − 1
ρ0
∇hp, (2.22)
0 = −∂p
∂z
− ρ0g, (2.23)
∇ · u = 0. (2.24)
Assuming that the horizontal flow field is initially independent of depth, it will remain independent
of depth at future times. Also, the pressure gradient is independent of z because of Equation
2.23. Since all the advection terms, the Coriolis terms, and the pressure terms are all independent
of z, u and v remain z-independent at all times. In geophysical fluid dynamics, flows under this
assumption are called barotropic. Thus, the x and y momentum equations reduce to,
∂uh
∂t
+ uh · ∇huh + f kˆ× uh = − 1
ρ0
∇hp, (2.25)
where the subscript h can be dropped. Now, since the velocities are homogeneous in the z direction
(or depth averaged), the same needs to be done to the continuity equation, Equation 2.24. The first
two terms are independent of z, but a vertical velocity varying with depth can exist. See Figure
2.15 for a diagram on notation for the depth variables.
z
z=0, reference level
surface
bottom
h(x,y,t)
b(x,y)
H
η(x,y,t)
Figure 2.15: Diagram showing notation for different depth variables.
Integrating Equation 2.24 over the entire fluid depth (from b to [b+ h]) gives,(
∂u
∂x
+
∂v
∂y
)∫ b+h
b
dz + [w]b+hb = 0, (2.26)
30
where b is a function describing the spatially varying bottom bathymetry, and h is the sea surface
height measure from the bottom, b (see Figure 2.15). For boundary conditions, the vertical velocity
has to obey the following properties at the surface and bottom boundaries (particles on surface
cannot leave surface, particles on the bottom cannot leave bottom),
w(z = b+ h) =
∂(b+ h)
∂t
+ u
∂(b+ h)
∂x
+ v
∂(b+ h)
∂y
,
w(z = b) =
∂b
∂t
+ u
∂b
∂x
+ v
∂b
∂y
.
Therefore, Equation 2.26 becomes,
∂h
∂t
+
∂(hu)
∂x
+
∂(hv)
∂y
= 0.
This replaces the continuity equation and eliminates vertical velocity from the formulation.
Pressure can also be calculated by integrating Equation 2.19 from z to (b+ h) and assuming
uniform atmospheric pressure over the ocean, which gives
p(z) = Patm + ρ0g(b+ h)− ρ0gz.
This pressure can be substituted into the momentum equations (Equation 2.25) and closes the
problem with three equations and three unknowns. For a variable bottom (i.e. b(x, y) is allowed to
vary spatially), the shallow water equations are,
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
− fv = −g∂(h + b)
∂x
, (2.27)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ fu = −g∂(h + b)
∂y
, (2.28)
∂h
∂t
+
∂(hu)
∂x
+
∂(hv)
∂y
= 0. (2.29)
Data sets are often given as a sea surface variation from the mean, η. In this work, using the η
notation is more appropriate for many of the cases. From Figure 2.15, the relationship between the
31
different notations is, (H + η) = (b + h). With some substitutions and simplifications, Equations
2.27-2.29 become
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
− fv = −g ∂η
∂x
, (2.30)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ fu = −g∂η
∂y
, (2.31)
∂η
∂t
+
∂((H + η − b)u)
∂x
+
∂((H + η − b)v)
∂y
= 0. (2.32)
In this work, all three sets of equations are investigated to see which works best with the wavelet
method and Brinkman penalization. In the following chapters, the equations are described further
and results are discussed. In the following section, an overview is given of how current ocean models
solve these governing equations.
2.2.3.1 Beta-Plane Approximation
As seen in all three sets of governing equations, there is a Coriolis term which arises from a
transformation to a rotating frame of reference. The Coriolis parameter, f , is proportional to the
rotation rate, Ω, times the sine of the latitude, φ,
f = 2Ωsin(φ).
The y-coordinate is oriented northward and is measured from a reference latitude, φ0 (typically
somewhere in the middle of the domain of interest). Then, φ = φ0 + y/a is a good local approx-
imation, where a is the Earth’s radius (approximately 6371 km). Assuming that y/a is a small
depature, the Coriolis parameter can be expanded using Taylor series,
f = 2Ωsin(φ0) + 2Ω
y
a
cos(φ0) + ...
Keeping only the first two terms, the beta-plane approximation is traditionally written as
f = f0 + β0y, (2.33)
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where f0 = 2Ωsin(φ0) is the reference Coriolis parameter and β0 = 2(Ω/a)cos(φ0) is the beta
parameter. When the beta term is not retained, it is called the f -plane approximation. When the
beta term is kept, it is called the beta plane approximation. The next step to increase the accuracy
of these approximations would be to retain the full spherical geometry. This is rarely done in ocean
modeling. This work uses the beta plane approximation anytime rotation is included.
2.3 Adaptive Wavelet Collocation Method
The Adaptive Wavelet Collocation Method (AWCM) was developed by Vasilyev and collab-
orators [109, 110]. It is a general method that uses second generation wavelets to efficiently solve
partial differential equations. In this section, the methodology is briefly reviewed.
(a) (b)
Figure 2.16: Vorticity field (a) and corresponding computational grid (b) for the direct numerical
simulation of flow around a two-dimensional periodic cylinder array at Re = 104 using the Adaptive
Wavelet Collocation Method. Source: Ref. [54]
The benefit of using wavelets is that they are localized in both space and time. They are ideal
for use in complex flows where localized structures exist in the solution. The wavelet collocation
method takes advantage of wavelet compression properties. Functions with localized structures or
regions with sharp transitions are well compressed using wavelet decomposition. This compression
is achieved by keeping only the wavelets with coefficients that are greater than an a priori threshold
parameter. This allows high resolution computations to be carried out only in the regions where it
is necessary. It also allows a solution to be obtained on a near optimal grid for a given accuracy.
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Figure 2.16 shows an example of a direct numerical simulation of flow around a two-dimensional
periodic cylinder array at Re = 104 using the Adaptive Wavelet Collocation Method. The right
side of the figure shows that the grid is localized to the structures inherent in the flow.
Any function u(x) in an n-dimensional space can be decomposed as [17, 26, 64]
u(x) =
∑
k∈K0
c0kφ
0
k(x) +
+∞∑
j=0
2n−1∑
µ=1
∑
l∈Lµ,j
dµ,j
l
ψµ,j
l
(x), (2.34)
where φ0
k
(x) are scaling functions on the lowest level of resolution and ψµ,j
l
(x) are the wavelet
basis functions. Also, c0
k
and dµ,j
l
are the scaling and wavelet coefficients, respectively. The wavelet
coefficients, dµ,j
l
, are small except near areas with large gradients. Equation 2.34 can be decomposed
into two terms whose wavelet coefficients are above and below a chosen threshold parameter ǫ,
u(x) = u≥(x) + u<(x), (2.35)
where
u≥(x) =
∑
k∈K0
c0kφ
0
k(x) +
+∞∑
j=0
2n−1∑
µ=1
∑
l ∈ Lµ,j
|dµ,j
l
| ≥ ǫ‖u‖
dµ,j
l
ψµ,j
l
(x), (2.36)
u<(x) =
+∞∑
j=0
2n−1∑
µ=1
∑
l ∈ Lµ,j
|dµ,j
l
| < ǫ‖u‖
dµ,j
l
ψµ,j
l
(x), (2.37)
Donoho [29] was able to show that for a regular function the error is bounded as
‖u(x) − u≥(x)‖ ≤ C1ǫ‖u‖, (2.38)
which means that the number of grid points needed to solve a numerical problem can be significantly
reduced while still retaining a prescribed level of accuracy determined by the threshold parameter
ǫ.
In the wavelet collocation method there is a one-to-one correspondence between grid points
and wavelets. This makes calculation of nonlinear terms simple, and allows the grid to adapt
automatically to the solution at each time step by adding or removing wavelets. In addition to
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the points with significant wavelet coefficients, several other checks are performed to ensure the
resolution is sufficient for the given simulation. The way the method works is, at the beginning of
each time step, the wavelet coefficients are calculated. All the wavelets with coefficient magnitudes
less than threshold ǫ are removed. The points kept are called significant points. It can be shown
that the L∞ error for this approximation is bounded by ǫ. Next, to account for the evolution of the
solution over time, the nearest neighbor wavelet coefficients in position and scale are added [59],
which is the adjacent zone. This allows the grid to automatically follow the evolution of the solution.
Then, reconstructions points are added, which are points needed to compute the wavelet transforms.
Lastly, ghost points are added, these are points needed to calculate spatial derivatives. The spatial
derivatives are calculated using finite differences. Since this method uses second generation wavelets
[102], the order of the wavelet (and also finite difference) can be easily varied.
Figure 2.17 shows a one-dimensional example of a solution (top) and its adaptive grid (bot-
tom). The grid shows the various levels of resolution on the y-axis and the location in space of the
point on the x-axis. It is clear that at the location in the center of the x-axis where the solution
has a sharp gradient, there is localized refinement on the grid.
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Figure 2.17: A one dimensional example of grid adaptation using the Adaptive Wavelet Collocation
Method.
There are some additional computational costs associated with the use of the adaptive multi-
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resolution wavelet method. Currently, the cost per grid point is approximately three to five times
greater than the cost of a standard non-adaptive method. However, in cases of large compressions
[54] (up to 103), the compression greatly outweighs this cost. There is also some memory savings
associated with using adaptive methods, which allows higher resolution simulations with the same
computational resources.
In summary, the dynamically Adaptive Wavelet Collocation Method is an adaptive, variable
order method for solving partial differential equations with localized structures that change their
location and scale in space and time. Because the computational grid automatically adapts to the
solution (in position and scale), we do not have to know a priori where the regions of high gradients
or structures exist. In related work the dynamically Adaptive Wavelet Collocation Method has been
combined with the Brinkman penalization method [53, 54] to define solid structures in the domain
for the simulation of flow.
2.3.1 Parallel Adaptive Wavelet Collocation Method
The adaptive wavelet collocation code has been recently parallelized and is still in its de-
velopment stage. The speed-up is still a work in progress and depends strongly on the domain
decomposition used. Various methods for domain decompositions have been developed and tested.
Due to the increased resolution on the boundaries of most of the test cases used in this work, a so-
phisticated domain decomposition is needed. For these cases with significantly non-uniform wavelet
distribution, the domain is partitioned using Zoltan partitioning library by Sandia National Labo-
ratories [28]. This results in irregular domains on each of the processors, which is shown in Figure
2.19, compared to an even geometric decomposition shown in Figure 2.18. For problems solved
on adaptive and non-uniforms grids, a domain decomposition technique like Zoltan is necessary to
ensure proper speed-up.
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Domain: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Figure 2.18: Pacific ocean domain decomposed using geometric domain decomposition.
Domain: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Figure 2.19: Pacific ocean domain decomposed using Zoltan domain decomposition.
2.4 Brinkman Penalization
2.4.1 Methods for Representing Boundaries with Complex Geometries
In ocean modeling, one of the challenges is to accurately represent the coastal boundaries
and the bathymetry of the ocean floor. Accurately representing boundaries is especially important
for modeling boundary currents, tsunamis, coast upwelling, etc. With the inherent complicated
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geometry that exists, there are two general techniques used most commonly in computational
fluid dynamics and ocean modeling. The first is body-fitted grids, which have been used by the
fluid dynamics community for decades [68, 104]. As discussed in Section 2.5, the majority of
ocean models use structured or unstructured body-fitted grid methods. Many of these methods
generate grids to conform to the complex boundaries, which can be very expensive. This makes
for easy implementation of boundary conditions, but in order to resolve boundary layers there is
a need for a fine resolution near the boundary. Since most ocean models do not have adaptive or
even non-uniform grids, the process can be computationally expensive. Even for the structured
and unstructured meshes that are adaptive and non-uniform, the grid generation and solution
interpolation to the new mesh is prohibitive and not cost effective.
The other approach for representing complex geometries is immersed boundary methods
[71, 81]. These methods work by carrying out simulations on non-body conformal fixed Cartesian
grids and then by formulating a procedure that imposes immersed boundary effects on the fluid. It
makes for straightforward implementation of solid boundaries of arbitrary complexity. Immersed
boundary method techniques are relatively useless for uniform grids, which wouldn’t be able to
afford the additional resolution necessary along the boundaries (since it would have to add it
everywhere) to accurately represent the complex interface. This depends on the multi-scale nature
of the problem.
2.4.2 Immersed Boundary Methods for Incompressible Flows
Immersed boundary methods were originally introduced by Peskins for biomedical applica-
tions of flow patterns around heart valves, for incompressible viscous flows [11]. In this case, the
immersed boundary is modeled as elastic media, which exerts localized forces on the fluids through
a modification of the momentum equations. It also considered a solid obstacle, where a stiff spring
with a restoring force was used instead of the elastic media [56]. This method was then extended to
use a feedback forcing to represent the immersed boundary effects for rigid body problems [40, 94].
The problem with these immersed boundary methods is that they all use an explicit time step.
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For stiff problems, the result is a very restrictive time step. Additionally, they all use non-adaptive
grids, which are very inefficient for high Reynolds number boundary layer flows. Lastly, there is no
mathematical convergence proof for any of these methods.
There are a few other immersed boundary techniques for incompressible viscous flow that use
external forces to simulate the immersed boundary, including Cartesian grid methods [6, 21, 91, 119]
and ghost-cell methods [106]. Ghost-cell methods directly impose the boundary conditions on the
immersed boundary. Although immersed boundary methods are uncommon amongst current ocean
models, the SUNTANS model from Stanford [36] is one of the few developing a model which uses
these methods.
2.4.3 Brinkman Penalization for Incompressible Flows
Another immersed boundary method is the Brinkman penalization method, originally pro-
posed by Arquis and Caltagirone [5]. It is a volume penalization technique where the boundary
conditions are imposed by adding the penalization terms to the momentum equations, similar to the
Peskin’s immersed boundary methods. Brinkman penalization works by modeling solid obstacles
and boundaries as porous media and setting the parameters associated with the porous media in
the limit of a solid body. There are many benefits to using Brinkman penalization over the other
immersed boundary methods. The first is that it can be used with any numerical method or grid.
Since it directly modifies the equations, how you solve the equations does not change the method.
Its main advantage is that the error can be estimated rigorously in terms of the penalization param-
eter [4]. Lastly, it can be shown that the solutions of the penalized incompressible Navier-Stokes
equations converge to the exact solution as the penalization parameter approaches zero [3].
This formulation of Brinkman penalization is used for the primitive equations (both hydro-
static and non-hydrostatic), since these equations are most similar to the incompressible Navier-
Stokes equations. Figure 2.20 shows a schematic of traditional boundary conditions versus Brinkman
penalization.
The incompressible formulation of Brinkman penalization is simply the addition of a term
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Traditional Boundary Conditions Brinkman Penalization
Figure 2.20: A schematic of traditional boundary conditions versus brinkman penalization.
to the momentum equations in the incompressible Navier-Stokes equations. The incompressible
Navier-Stokes equations with no slip boundary conditions around some solid obstacle are,
∂u
∂t
+ u · ∇u+∇P = ν∆u,
∇ · u = 0,
u = 0 on ∂Oi, ∀i,
where u is the three components of velocity, P is pressure, ν is the fluid viscosity, and ∂Oi is some
solid obstacle. Now, the Brinkman formulation is
∂uη
∂t
+ uη · ∇uη +∇Pη = ν∆uη − χ
η
uη,
∇ · uη = 0,
where η is the Brinkman penalization parameter, the subscript η represents the penalization vari-
ables, and,
χ(x, t) =


1 if x ∈ Oi,
0 otherwise.
(2.39)
The additional term in the momentum equation with the Brinkman penalization parameter, η ≪ 1,
is how the no slip boundary conditions are set. The function χ is a masking function, which is set
to 1 inside the solid obstacle, and 0 inside the fluid. Therefore, the Brinkman term is only solved
for inside the solid obstacle. Outside the solid obstacle, the traditional Navier-Stokes equations
are solved. Since η is a very small parameter, the term, −(χ/η)uη is much larger than the rest
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of the terms in the equation. Thus, this leaves the balance, ∂uη/∂t = −(χ/η)uη . The solution to
this balance is a decaying exponential, u = C exp (−ηt). Therefore, the smaller η is, the faster the
velocity decays to zero.
One important property of the incompressible Brinkman formulation is that close to the
interface boundary, the diffusive term and the Brinkman term are of the same order. This results
in a a boundary layer with the thicken order O((ην)1/2). Therefore, incompressible Brinkman
penalization has the property that the error between the Brinkman solution and the Navier-Stokes
solution is controlled by the Brinkman penalization parameter, η [12],
||u− uη|| = O(η1/2).
Another benefit to using Brinkman penalization is that the drag can be easily computed from this
formula derived by Angot et al. [4],
Fi =
1
η
∫
Oi
udx.
2.4.4 Immersed Boundary Methods for Compressible Flows
Immersed boundary methods are less popular for compressible viscous flows. There were
some developments with the Cartesian grid method to simulate compressible flows around a circular
cylinder and an airfoil at high Reynolds numbers. In this case, the acoustic wave reflection and
transmission at the interface between the fluid and solid was not taken into account, which is critical.
Another technique is the Impedance Mismatch Method, which is used to model the acoutic wave
propagation around solid wall boundaries using the non-body conformal Cartesian grids. This
method was originally developed by Chung [18] and later used for linearized acoutic problems with
steady mean flows [2, 19, 57]. This method works by setting a larger characteristic impedance inside
the solid obstacle or boundary so that most acoustic waves are reflected by the classical theory of
acoustics. The errors associated with this method are not sufficiently small in some cases. Another
41
drawback is that this method has no means of implementing no-slip boundary conditions or other
immersed boundary conditions.
2.4.5 Brinkman Penalization for Compressible Flows
Brinkman penalization was extended to compressible flow by Liu and Vasilyev [61]. In addi-
tion to penalizing the momentum and energy equations as is done in the incompressible formulation,
the continuity equation for porous media is considered inside obstacles. Therefore, the penalized
porous region acts as a high impedance medium and results in negligible wave transmissions. The
results of the direct numerical simulations are in excellent agreement with the analytical solutions
and the numerical simulations verify the accuracy and convergences rates.
The compressible formation of Brinkman penalization applied to the full compressible Navier-
Stokes equations is
∂ρ
∂t
= −
[
1+
(
1
φ
− 1
)
χ
]
∂
∂xj
(ρuj) , (2.40)
∂ρu i
∂t
= − ∂
∂xj
(ρu iuj)− ∂p
∂xi
+
∂τ ij
∂xj
−µχ
η
u i, (2.41)
∂e
∂t
= − ∂
∂xj
[(e+ p) uj ] +
∂
∂xj
(u i τ ij) +
∂
∂xj
(
k
∂T
∂xj
)
−hχ
φ
(T − To), (2.42)
where ρ is density, τij is the Reynolds stress tensor, e is the specific total energy, p is pressure, T
is temperature, and k is a heat conduction coefficient. In addition to the Brinkman penalization
parameter described above (which are penalizing both the momentum and the enenergy equations
for compressible Brinkman penalization) and the masking function, χ, defined in Equation 2.39,
the compressible formulation has an additional parameter, φ. In Equations 2.40 - 2.42 , all terms
in red are the added penalization terms.
The new parameter, φ, is called the porosity parameter. In order to maintain conservation
of mass for the compressible formulation, the continuity equation had to be adjusted in this way.
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It works by solving the porous media equation,
∂ρ
∂t
= − 1
φ
∂
∂xj
(ρuj),
inside the porous media, while solving the regular mass conservation equation in the fluid region.
The idea is to model the solid as a porous media, where the porosity parameter controls how porous
the media is. The porosity parameter is assumed small, that is φ≪ 1. As the porosity parameter
gets smaller, the model approaches a solid obstacle.
Controlling the parameters, η and φ, needs to be done with great care to ensure the correct
use of the penalization equations. For the compressible formation, the masking function, χ, does not
need to be a smooth and well resolved function. A sharp transition from the fluid to a solid obstacle
is therefore allowed. This is a nice feature of both the compressible and incompressible formulations
of Brinkman penalization and makes both methods computationally efficient and affordable.
It has also been shown through asymptotic analysis that the error can be directly controlled
by the two parameters, η and φ [61]. This is another nice feature of the compressible Brinkman
formulation.
The compressible formulation of Brinkman penalization is extended to work for the shallow
water equations. The shallow water equations are mathematically equivalent to the compressible gas
dynamic equations, for which this formulation was developed. Further details about the extension
are given in the following chapters.
2.5 Ocean Circulation Modeling
There is an exhaustive list of ocean models used in scientific research [90]. Many of the large
OGCMs, such as those used for climate prediction [98], have fixed spatial resolution [31, 38, 39, 41,
52, 86, 93]. However, there has been some initial progress made on the use of non-uniform grids,
as well as adaptive grids [15, 25, 36, 50, 63, 65, 79, 115]. These two types of meshes are known
as structured and unstructured grids. Examples of each are shown in Figure 2.21. There are also
various techniques that have been developed to handle the complex geometry that is inherit in
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ocean boundaries and bathymetry. These models and techniques will be reviewed below.
Structured Grid Unstructured Grid
Figure 2.21: One left, an example of a structured grid from Los Alamos National Lab’s Parallel
Ocean Program (POP) model. Source: Ref. [85]. On right an example of an unstructured grid
from Imperial College’s Ocean Model (ICOM). Source: Ref. [49]
The current standard in the majority of ocean models is to use structured meshes [22],
typically used with a finite difference method. A structured mesh is one that has a uniform
topological structure, which means if one is given a node, they can determine implicitly what
other nodes are connected to it. Thus, the topology of the mesh is uniform in space. Therefore,
these meshes have a block structure, so that different structured meshes can be used and combined
along the interface. This allows for higher resolution in certain regions of interest. This is known as
a nested grid, which assumes that one knows a priori the location that refinement is needed as well
as how much extra resolution is necessary. Some examples of this include Regional Ocean Modeling
System (ROMS) [96], which is a free-surface, terrain-following, hydrostatic primitive equation ocean
model. Other examples are from Refs. [58, 62].
Vertical grids also traditionally use a structured mesh, but there are three main choices for
the vertical coordinate, as shown in Figure 2.22. The simplest and oldest is the z-coordinate model,
which aligns the vertical grid with surfaces of constant depth. The issue with using the z-coordinate
is the difficulty in representing complex bathymetry without introducing sharp corners due to stair-
step representation. A popular alternative is to employ partial cells or shaved cells, as shown in
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Figure 2.23. These techniques are used successfully by Ref. [1].
Figure 2.22: Illustration of three choices for a vertical coordinate. Source: Ref. [43]
Figure 2.23: Three different representations of bottom topography with the z-coordinate. The top
is called “full cell” and is the oldest, the middle is called “partial cell”, and the bottom is called
“shaved cell”. Source: Ref. [43]
The other vertical coordinates include the σ-coordinate and isopycnal-coordinate models.
The σ-coordinate conforms to both the bathymetry and the free surface. The isopycnal-coordinate
model aligns with the surfaces of constant density. The biggest problem with the σ-coordinate is
that there are substantial errors in the calculation of the horizontal pressure gradient [70]. The
other big problem with the σ-coordinate model is that the number of vertical levels is held constant
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over the entire domain. More details can be found in [45].
There also exists a hybrid vertical coordinate model, which fixes the issue with the constant
vertical levels in the σ-coordinate model. This model uses the σ-coordinates in the shallow regions,
z-coordinates in the mixed layer and unstratified regions, and isopycnal coordinates in the stratified
regions [14, 44]. This model tries to take advantage of where each choice of vertical coordinate
naturally behaves best.
Unstructured meshes are less mainstream for ocean models but are becoming more popular.
Unstructured meshes allow for an arbitrary mesh structure and are typically solved using finite
element, finite volume, and/or spectral methods. This flexibility allows for a better representation
of the coastline and bathymetry. The use of unstructured meshes is especially prevalent in fields
of engineering that work with exterior or interior pipe flow, aircraft wings, etc. (some examples
include [72, 80, 121]).
The recent review article, [83], gives a extensive overview of what is being done with unstruc-
tured adaptive meshes in ocean modeling. In summary, models with unstructured meshes have been
relatively underused when compared to the models with structured meshes in the ocean community.
What follows is a short description of the most well known ocean models using unstructured grids.
One of the older and most developed model is the Imperial College Ocean Model (ICOM)[33,
42, 79, 84]. ICOM uses an unstructured grid for both the horizontal and vertical coordinates. As
with many of the unstructured grid models, ICOM solves the non-hydrostatic primitive equations.
For most models where the grids are non-uniform in the vertical, solving for hydrostatic pressure was
difficult due to the one dimensionality of the model and the three dimensionality of the grid. ICOM
uses a finite element method for its spatial discretization and an implicit time stepping scheme. It
solves the equations on an adaptive tetrahedral mesh and is one of the few ocean models which
not only uses an unstructured grid, but also has adaptive capabilities. In addition, a sophisticated
bathymetry optimization software called Terreno, which is a 2D anisotropic mesh optimization
algorithm, is used. ICOM has been used to solve a wide variety of problems including wind driven
square basin simulations, tsunami simulations, flow over topography, western boundary currents,
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open ocean deep convection, gravity currents, internal wave breaking, salt fingering, North Atlantic
thermohaline circulation, Wetting/Drying, tidal modeling, and much more. Their success in ocean
modeling development on non-uniform, adaptive grids is at a state that this work hopes to reach
in the years to come. Figure 2.24 shows an example simulation result from ICOM of circulation in
the North Atlantic, with the non-uniform grid overlaid.
Figure 2.24: North Atlantic simulation from ICOM. A 160 m cut showing velocity vectors with
unstructured grid overlaid. Source: Ref. [49]
Another unstructured grid model that has been quite successful is Second-generation Louvain-
la-Neuve Ice-ocean Model (SLIM) [115], which originates from the Universit catholique de Louvain
in Louvain-la-Neuve, Belgium. This is another adaptive grid model, which uses the Discontinuous
Galerkin Method, a finite element method becoming more popular in traditional computational fluid
dynamics. This is one of the few unstructured grid models still using the hydrostatic primitive
equations. As a result, SLIM uses three different vertical discretizations, depending on what is
needed in different regional areas. For time integration, a combination of an explicit and semi-
explicit Runge Kutta method is used. SLIM has completed numerous regional studies, as well as a
large variety of benchmark problems with a focus on Arctic regions and coupling the ocean and sea
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ice. An example of a mesh from SLIM is shown in Figure 2.25 for the Arctic with some refinement
along the coastlines and in the Canadian Archipelago.
Figure 2.25: Arctic mesh refined along the coastlines and in the Canadian Archipelago from SLIM.
Souce: Ref. [60]
The Stanford Unstructured Nonhydrostatic Terrain-following Adaptive Navier-Stokes Sim-
ulator (SUNTANS) model [36] is also a well-known unstructured grid model. In this model, the
non-hydrostitic primitive equations are solved using a finite-volume method. It uses unstructured
triangular gridding in the horizontal, and z levels in the vertical. SUNTANS is used often as a
coastal ocean simulation tool and for regional studies. It has some sophisticated wetting and dry-
ing algorithms and other additional models that allow it to be used for different regional studies,
especially studies of river estuaries. They have also been working on using an immersed boundary
method, the ghost cell method, and are investigating the adaptive mesh refinement techniques.
Figure 2.26 shows an example of a SUNTANS mesh for a river estuary near the Puget Sound.
Massachusetts Institute of Technology also has a finite-volume, non-hydrostatic, unstructured
grid ocean model called MIT General Circulation Model (MITgcm) [65]. Several studies that
compare hydrostatic, quasi-hydrostatic, and non-hydrostatic [66] show that the non-hydrostatic
models are just as computationally efficient as the hydrostatic models when run in the hydrostatic
limit [67]. This study has steered the way for many of the unstructured codes to fully direct
their efforts to non-hydrostatic governing equations. The MITgcm is designed for studying the
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Figure 2.26: Example of mesh from the Snohomish River Estuary from SUNTANS. Source: Ref.
[32]
atmosphere, ocean, and general climate. It has been developed to simulate fluid phenomena over
a wide range of scales and continues to focus strongly on becoming a general climate model. They
have implemented a shaved cell approach that was mentioned in earlier sections, for representing
complex boundaries and bottom bathymetry. Figure 2.27 shows a collection of several samples of
results from MITgcm, providing an overview of the large range of scales MITgcm works with.
Figure 2.27: Several samples of results from various ranges of scales run using MITgcm. Source:
Ref. [76]
There is also the Spectral Element Ocean Model (SEOM) [50], which uses an h-p type
Galerkin finite element method. SEOM started with significant studies using the shallow water
equations [16]. The applications studied with the two-dimensional version of SEOM include wind-
driven circulation in the Pacific Ocean, a process study of the abyssal circulation in the Eastern
Mediterranean, a validation of the atmospheric version of the model on a standard suite of 2D
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atmospheric test problems on a sphere, and an investigation of the dynamics of the long period
tides in the global ocean. Parallelization and efficient domain decomposition has been successfully
completed for the two-dimensional model. The three-dimensional SEOM is still in its initial stages,
and the focus is on the hydrostatic primitive equations. Figure 2.28 shows an example of a spectral
element grid from SEOM for the North East Pacific.
Figure 2.28: Spectral element grid from the North East Pacific project from SEOM. The color code
shows the average grid spacing (km) within each element. Source: Ref. [95]
Other unstructured models include the QUODDY finite element 3D hydrostatic model [63],
the 3D hydrostatic Finite Element Ocean circulation Model (FEOM) [25], and the 3D hydrostatic
Finite Volume Community Ocean Model (FVCOM) [15].
It is clear that having a non-uniform or unstructured mesh is ideal for the majority of ocean
simulations. Furthermore, due to the large range of spatial and temporal scales, the need for
a model that can also dynamically adapt on the solution is beneficial and possibly necessary to
achieve acceptable accuracy. Many processes in ocean modeling are parameterized, but there are
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many that could be easily resolved by having a model that is able to on-the-fly vary its resolution.
[83]
There are a few models being developed that use mesh adaptivity. These include both
unstructured and structured grids. ICOM is the best example of a model using an unstructured
grid [79, 82, 84]. However, SLIM also has adaptivity and SUNTANS has been experimenting with
adaptive mesh refinement. Another unstructured mesh optimization algorithm used by [7] uses the
shallow water model.
For structured mesh models, the most common technique for adaptivity is adaptive mesh
refinement (AMR) [9, 27, 87]. AMR is similar to the nested grid technique, but much more powerful
since there can be many levels of refinement, which can evolve dynamically based on the structure
of the solution. The problem with conventional AMR methods is the numerical issues with the
discrete jumps in resolution. Ref. [9] and Ref. [27] are examples of structured mesh models that
use AMR. There is also a finite volume ocean model which uses quadtree refinement, a form of
AMR, in the horizontal directions [87]. a
Chapter 3
Two Dimensional Shallow Water Model Development
As a first step of investigating how ocean circulation models can be solved using the adaptive
wavelet method, the shallow water model is studied on various test cases including wind-driven
gyre flow. This 2D model is a simplified version of the full oceanic primitive equations. There are
several reasons for choosing to start with the shallow water model. First, it is necessary to test
the wavelet methodology in two dimensions. Therefore, the two dimensional modeling could take
two directions: the vorticity equation or the shallow water equations. The shallow water governing
equations were chosen because they are most suitable for the Brinkman penalization method that
will be discussed in Chapter 4. Additionally, it has been shown in Ref. [88] that the small-scale
dynamics of the barotropic vorticity and shallow water model turbulence are significantly different.
Although further work needs to be done to know for sure, it seems that the generation of the gravity
waves in the shallow water model is a crucial component of modeling wind-driven gyre flow.
3.1 Physical Model and Governing Equations
The shallow water model is derived from depth averaging the hydrostatic primitive equations
under the assumption that the vertical length scale is much smaller than the horizontal length
scale (details in Section 2.2). The dimensional form (dimensional quantities are denoted (·)⋆) with
viscosity added for numerical stability is
∂η⋆
∂t⋆
= −∇ · (η⋆u⋆), (3.1)
∂u⋆
∂t⋆
+ u⋆ · ∇u⋆ + f kˆ× u⋆ = −g∇η⋆ + ν∇2u⋆, (3.2)
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The non-dimensionalized quantities are
t⋆ = tLU , x
⋆ = Lx, y⋆ = Ly,
η⋆ = Hη, u⋆ = Uu,
where L is the horizontal length scale, H is the vertical length scale, U is the horizontal velocity
scale. Plugging these non-dimensionalized quantities into Equations 3.1-3.2 and adding on a non-
dimensional wind forcing term gives
∂η
∂t
= −∇ · (ηu), (3.3)
∂u
∂t
+ u · ∇u+ 1
Ro
f kˆ× u = − 1
Fr2
∇η + 1
Re
∇2u+Fwind, (3.4)
In these non-dimensional equations η is the sea surface height, u and v are the horizontal components
of velocity, f is the Coriolis force, Ro is the Rossby number, Fr is the Froude number, Fwind is
the analytic wind forcing function and Re is the Reynolds number. The Re is not representative
of molecular viscosity. It is used as a parameterization of turbulent processes (an eddy viscosity
turbulent model). It models not only the effects of eddies, but also all the processes which would
remove vorticity from the basin at the boundary, such as bottom topography effects. The Fr
number sets the velocity scale and the time scale for the problem.
The free surface allows for propagation of gravity waves, which travel at c =
√
gH . These
are equivalent to acoustic waves in the compressible gas dynamic equations. The shallow water
equations behave similarly to the simplified Euler equations except for the addition of the Coriolis
term in the shallow water equations, which provides an interesting and complicated balance.
To demonstrate the abilities and advantages of the Adaptive Wavelet Collocation Method
(AWCM), Equations 3.3 and 3.4 are solved such that different wavenumber modes are excited,
which shows the usefulness of the adaptivity in the following section.
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3.2 Test Case I: Rotating Gravity Waves on a Beta-Plane
Rotating gravity waves can be best described by linear wave dynamics of an inviscid, ho-
mogenous fluid under rotation on a beta plane (simplified version of Equations 3.3 and 3.4),
∂η
∂t
= −H
(
∂u
∂x
+
∂v
∂y
)
, (3.5)
∂u
∂t
− (f0 + β0y)v = −g ∂η
∂x
, (3.6)
∂v
∂t
+ (f0 + β0y)u = −g∂η
∂y
. (3.7)
The first dispersion relation that can be derived from this set of equation is
ω = −β0R2 l
1 +R2(l2 +m2)
,
where ω is the frequency, l and m are wavenumbers, and R =
√
gH/f0 is the deformation radius.
These waves are called Rossby or planetary waves. They are very slow waves, which always have
negative zonal phase speed, cx = −β0R2/[1 + R2(l2 +m2)]. This means that these waves have a
phase propagation to the west. These waves can only be derived from linear wave theory when the
beta plane approximation is used (they are not present for f-plane or no rotation).
There are several other modes that can be described by Equations 3.5 - 3.7. Ignoring the
beta effect, the following dispersion relation results,
ω =
√
f2 + gHk2.
This is the dispersion relation for inertia-gravity waves, or Poincare waves. The name comes from
exhibiting a mixed behavior of both gravity waves and inertial oscillations. For large wavenumbers
(k2 ≫ f2/gH), or wavelengths much shorter than the deformation radius, the waves become
classical gravity waves (ω = k
√
gH). This is because the waves are too short to be affected by the
rotation of the earth. Also, in the opposite limit of low wavenumbers (k2 ≪ f2/gH), the rotation
effects dominate (ω = f), and the flow is virtually all uniform with each fluid particle moving in
unison, each describing a circular inertial oscillation.
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Figure 3.1 shows a series of snapshots in time of the rotating gravity wave. The sea surface
height is initialized as a Gaussian bump. At the beginning of the simulation, gravity waves are
created, propagate out, hit the no slip boundary walls, and reflect back and forth until they even-
tually dissipate. At this same time, the entire flow is exhibiting behavior of inertial oscillations
with the velocity vectors spinning about themselves. This behavior is most evident in the first few
snapshots compared against each other. These initial waves are all fairly fast and are created and
die on the gravity wave timescale of the simulation. After a long time, the Rossby wave mode
remains. The clockwise circulation pattern sits in the center of the domain and slowly creeps west
until it eventually hits the western wall.
0  end
Time
0  end
Time
0  end
Time
0  end
Time
0  end
Time
0  end
Time
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Figure 3.1: Results and their associated adaptive grids for the rotating gravity wave under the beta
plane approximation test problem.
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The time series plot of rotating gravity waves gives an excellent demonstration of the adaptive
wavelet method. The grid is constantly adapting to whatever modes are present in the simulation
and only when they are present. Initially, when the gravity waves are created, the grid has many
points to properly resolve those gravity waves. They eventually dissipate out, leaving the grid to
adapt only on the slowly westward moving clockwise circulation pattern (and to the boundaries
until they are no longer needed).
The effective resolution for each of the snapshots in Figure 3.1 is 1024×1024. The percentage
of points used for each snap shot (from left to right, top the bottom) is 3.37%, 5.39%, 3.78%, 1.35%,
0.46%, 0.55%. That is a maximum compression rate of 99.56% and a minimum of 94.61%
3.3 Test Case II: Single Wind-Driven Gyre
3.3.1 Model Formulation
In order to validate the accuracy of the AWCM, a comparison study is done based on the
work by Fox-Kemper, Ref. [35]. The model test case is a rigid lid, homogeneous density, single-gyre
ocean model on a beta plane with viscosity. The single gyre wind forcing is intended to roughly
model a northern hemisphere subtropical gyre. Double gyre models are also often used. The
importance of the double-gyre model is discussed in Fox-Kemper 2004 [34].
To directly compare test cases, Equations 3.3 and 3.4 are non-dimensionalized in an alter-
native way. The Fox-Kemper model solves the barotropic vorticity equations. The barotropic
vorticity equations are a subset of the shallow water equations. The derivatives taken to derive the
barotropic vorticity equation remove the effect of hydrostatic pressure, thus, eliminating shallow
water gravity wave modes from the solution. For comparison, the barotropic vorticity equation
model used in Ref. [35] is
∂ζ
∂t
+ δ2I
(
∂Ψ
∂x
∂ζ
∂y
− ∂Ψ
∂y
∂ζ
∂x
)
+
∂Ψ
∂x
= −sin(πy) +∇ · δ3M∇ζ,
ζ = ∇2Ψ.
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To derive the shallow water equations with the equivalent non-dimensionalization, start with the
dimensional shallow water equations, including all the forcing terms,
∂η⋆
∂t⋆
+∇ · (η⋆u⋆) = 0,
∂u⋆
∂t⋆
+ u⋆ · ∇u⋆ + f kˆ× u⋆ = −g∇η⋆ + ν∇2u⋆ − f0LWE
Dπ
cos(
πy⋆
L
).
The non-dimensionalized quantities are
t⋆ = tβL , x
⋆ = Lx, y⋆ = Ly,
η⋆ = Dη, f = f0 + βLy
⋆, u⋆ = WEf0βD u,
where the time scale is approximately several hours, and the velocity is scaled in such a way that
the streamfunction of the Sverdrup solution would have a maximum of Ψ = 1 were it to fill the
dimensions of the basin (as is determined by Ref. [35]). Plugging in all the quantities gives the full
set of non-dimensional equations,
∂η
∂t
+ δ2I∇ · (ηu) = 0, (3.8)
∂u
∂t
+ δ2Iu · ∇u+
(
1
Pl
+ y
)
kˆ× u = − δ
2
I
Fr2
∇η + δ3M∇2u−
1
π
cos(πy)ˆi, (3.9)
where,
δ2I =
WEf0
β2DL2
, δ3M =
ν
βL3
,
F r = U√
gD
, P l = βLf0 ,
where U = (WEf0)/(βD). In this formulation, the parameters, δI and δM , are the Charney
(1955) and Munk (1950) boundary layer scales, respectively. The viscosity parameter, δ3M , is
proportional to the dimensional viscosity and plays a similar role in the nondimensional equations.
The Reynolds number of the boundary layer is defined as δ3I/δ
3
M , although others use a Reynolds
number approximate to a basin-wide flow, defined as δ2I/δ
3
M . For all results presented, the value of
δI is fixed at 0.02. This value corresponds to 80 km inertial boundary current scale in a 4000 km
basin with a velocity scale of 0.1 m/s.
In the barotropic vorticity formulation, there are only two parameters to be set, δI and δM .
In the shallow water formulation, two additional parameters need to be set, including the Froude
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number, Fr, and the Planetary number, Pl. These parameters are chosen such that it is not too
restrictive in the limit of the barotropic vorticity model, (Fr = 0.001 and Pl = 0.1).
The zonal boundaries are at x = 0 and x = 1 and the meridional boundaries are at y = 0 and
y = 1. The eastern and western boundaries have no slip boundary conditions (u = 0 and v = 0).
The northern and southern boundaries have slip boundary conditions (v = 0 and ∂u/∂x = 0).
3.3.2 Analytic Initial Conditions
For wind-driven, single gyre problems in a square basin, zero initial conditions are often used.
Since zero initial conditions satisfy the boundary conditions and are solutions to the governing
equations without forcing, they are often the best choice. However, when working with adaptive
grids, resolving the initial boundary layer that is created by the instantaneous forcing can be
expensive. To avoid the initial resolution requirement, analytic functions are occasionally used for
initial conditions,
η = sin(πy)
[
cos
(
π(2x + 1)
)]
,
u = −cos(πy)
[
cos
(
π(2x + 1)
)]
,
v = −2πsin(πy)
[
sin
(
π(2x + 1)
)]
.
All variables are approximately O(1) but can be rescaled as needed. This solution satisfies the
boundary conditions discussed above. They also reduce the computational cost of developing and
resolving a boundary layer. These types of initial conditions are not required, but do speed up the
time it takes to reach a steady circulation pattern. Figure 3.2 shows η, u, v in graphical forms.
3.3.3 Validation Tests and Results
In order to test the accuracy and stability of the AWCM with the boundary layer non-
dimensionalization model (Equations 3.8 and 3.9), several cases with varying degrees of complexity
are validated. Using the boundary layer Reynolds number discussed earlier, Re = 0.5 and 1 cases
are considered and compared to the results published in Ref. [35] (see Figure 3.3).
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Figure 3.2: Analytic initial conditions for wind-driven single gyre problems.
Since all the Fox-Kemper results are given in the form of streamfunctions, all of the results
from the wavelet model are presented in terms of sea surface height, which for the shallow water
equations in geostrophic balance (thus, any wind-driven gyre) is equivalent to streamfunction.
When flow is in geostrophic balance, the dominating balance is
f × u = −g∇η.
When streamfunction definitions are substituted in (u = ∂ψ/∂y and v = −∂ψ/∂x ), the following
relationship is obtained, ψ = −(g/f)η. Thus, qualitatively, the streamfunctions and sea surface
height can be used interchangeably for flow in geostrophic balance.
The series of plots from Ref. [35] in Figure 3.3 are the time-averaged results from the last
half of each of the runs. The time unit, (βL)−1, is approximately equivalent to about 3.5 hours.
They are run to an integration time of about 10,000 time units, which is approximately 4 years.
Additionally, the results from Ref.[35] uses a resolution of 257× 257.
The results from all cases (Re = 0.2, 0.5, 1) using the adaptive wavelet method are in excellent
agreement with the results found in Ref. [35]. Higher Reynolds number cases (Re = 3, 5) were
also tested but need to be further investigated when the adaptive wavelet code is no longer in its
development stage. However, all ranges of Reynolds number cases appear to be qualitatively correct.
A quantitative comparison was also done on two cases (Re = 0.5, 1). Since the streamfunction and
the sea surface height are not exactly equivalent (as mentioned above, they follow this relationship,
ψ = −(g/f)η), the zonal and meridional velocities will be compared instead. This quantitative
comparison was done for two different Reynolds number and for both horizontal velocity components
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Figure 3.3: Qualitative Comparison of results from Fox-Kemper, 2004 [35] to cases run using the
AWCM. All solutions are time-averaged over the last half of the simulation time.
for each Reynolds number, which results in four error calculations and are shown in Figure 3.4.
The quantitative comparison in Figure 3.4 shows that the Fox-Kemper and the adaptive
wavelet code results are in excellent agreement. The plots of relative error on the far right side of
the figure are calculated by simply subtracting the far left plot from the middle plot, taking an
absolute value and then normalizing by the maximum value of either results. The plots of relative
error shows that the large difference between the two cases are in the center of the strong cyclones
and anti-cyclones. Since the Fox-Kemper results were obtained using the barotropic vorticity
equation and the results from the adaptive wavelet code were obtained using the shallow water
equations, these differences are exactly what is expected. It was found that cyclones should be a
bit stronger when using the shallow water model and that anticyclones should be a bit weaker when
using the shallow water model compared to barotropic vorticity equations [88]. Table 3.1 shows
the absolute and relative L2 errors for each of these cases. Considering the differences between the
two sets of equations solved, the interpolation error associated with getting each set of data on
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Figure 3.4: Quantitative Comparison of results from Fox-Kemper, 2004 [35] to cases run using the
AWCM. Plots from left to right show AWCM solution, Fox-Kemper solution, and the relative error
as function of space. Plots from top to bottom show zonal velocity for Re = 0.5, meridional velocity
for Re = 0.5, zonal velocity for Re = 1, and meridional velocity for Re = 1.
the same grid, and the error associated with getting both data in terms of velocities (Fox-Kemper
results were in the form of streamfunction and vorticity), these L2 errors are just as expected.
Additionally, there are two additional parameters present in the shallow water formulation
of the non-dimensionalization of the two sets of equations. These parameters include Fr and Pl
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Re = 0.5 Re = 1
Absolute L2 Error for u 0.1655 0.6698
Relative L2 Error for u 0.0143 0.0250
Absolute L2 Error for v 0.1340 0.6509
Relative L2 Error for v 0.0072 0.0286
Table 3.1: The absolute and relative L2 errors between the adaptive wavelet collocation method
and Fox-Kemper results. L2 errors were calculated for two different Reynolds numbers for both
horizontal velocities.
(as seen from Equations 3.8 and 3.9). One way to check the accuracy of the adaptive wavelet
collocation method results is to make sure they are approximately O(Fr) or O(Pl), which ever is
larger. In the two cases used for direct comparison the Fr = 0.001 and Pl = 0.1. Therefore, this
is further clarification that the results reasonable.
3.3.4 Cost of Adaptive Wavelet Collocation Method
For the adaptive wavelet method, the cost per grid point is approximately three to five times
greater than with a standard non-adaptive method [54]. Therefore, as long as there is a minimum
of an 80% compression, the wavelet method compression outweighs the cost. In most problems,
the compression is much higher than 80%.
Figure 3.5 shows some instantaneous results and grids for two Re = 0.5 cases, one with a flat
bottom and the other with a sloping bottom. The flat bottom case for this particular time uses
4033 points. The effective resolution is 2048 by 2048, which is 4,184,304 points. Therefore, only
0.1% of the total points are used, resulting in a 99.9% compression. In the sloping bottom case,
there are 16260 active points, which is only 0.4% of the points, resulting in a 99.6% compression.
For steady-state results, like a wind-driven gyre, the maximum level of resolution decreases over
the course of the simulation. Initially, during the transient time, the highest level of resolution
is required. After the solution reaches steady-state, the finest level of resolution is often two or
three levels below what it was initially. Therefore, the compression can be calculated based on
the highest level of resolution needed over the entire integration time of the problem or can be the
highest level of resolution of the instantaneous solution. In most of these boundary problems, the
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compression is so high in either calculation, so the difference is negligible.
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Figure 3.5: Adaptive grids for two Re = 0.5 cases. One has a flat bottom and the other has a
sloping bottom. These are instantaneous results and grids.
3.3.5 Time Step Restriction
The Fox-Kemper model solved the barotropic vorticity equations. Since gravity waves are
filtered out, a larger time step is allowed, since the timescale of the gravity waves does not need
to be resolved. For the shallow water equations, there is a very restrictive time step to satisfy the
CFL condition. Several different techniques are investigated to mitigate this issue.
One technique is to resolve the gravity waves generated initially as the gyre is first being
formed from zero initial conditions. Then, once all the generated gravity waves are dissipated,
increase the time step and no longer resolve the gravity wave timescale. This technique is often
used successfully with the compressible Navier-Stokes equations, to deal with the acoustic waves
that are generated. However, with the shallow water equations, stability issues arise if the CFL
condition is not satisfied at any point in the simulation. Even after the solution reaches a somewhat
steady state (and even if the solution is well behaved and laminar), the gravity wave CFL condition
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needs to be satisfied. It is determined that the fast modes (gravity wave modes, inertia-gravity wave
modes, etc.) are too easily and often excited to get away with not satisfying the CFL requirement.
The second technique is to not have fast gravity waves, but to set the Fr high enough where
the CFL requirement is not restrictive. The CFL requirement is
CFL = |δ2I u+ δ2I /Fr|(dt/dx). This is also unsuccessful since slow gravity waves interact incorrectly
with the other modes. The condition, δ2I /Fr > .3, must be met, which is why Fr = 0.001 is used
in all the simulations.
3.4 Effects of Sloping Bottom Bathymetry
In the past, the study of wind-driven circulation has been dominated by theory based on
models with flat bottoms and vertical sidewalls [51]. The impact of the coastline orientation
and bottom topography on the western boundary current patterns has not yet been sufficiently
addressed [78]. However, for some time now there has been belief that the response of the ocean
may be strongly controlled by the shape of the ocean bottom. Features, such as Gulf Stream
separation, meandering, and variable transport may all be related to topographic effects [46].
The success of Stommel’s model [100], which describes the important features of ocean cir-
culation using the simplest model possible, has left the impression that bottom topography effects
are not crucial to accurately modeling wind-driven gyres. Stommel’s model is a wind-driven, flat-
bottomed, barotropic, rectangular basin with linear flow and only linear bottom friction. This
model shows that the beta plane is necessary to produce western intensification. To further sup-
port the idea that topography is unimportant, Munk’s model [73] is solved under the assumption
that the interior flow does not penetrate deep enough to even reach the bottom. Even though no
reasoning is given for the assumption, the results are assumed valid since the solutions matched
expectations. There have been several other studies since that have made no argument against the
ideas benchmarked by Stommel and Munk [48].
Although there are still some questions about the effects of bottom topography, there is some
evidence that the sloping bottom is important in accurately modeling the recirculation in western
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boundary currents. It does this by increasing the nearshore current while compensating for the
increase with the offshore return flow [47]. This is a feature that is only seen in high Reynolds
number cases with some variability and turbulence.
3.4.1 Model Formulation
The goal in this work is to look at how the sloping bottom affects the parameter study of
a wind-driven, single gyre in a square basin. Each of the cases run to compare against the Fox-
Kemper results is also run with the effects of sloping bottom. The equations used to apply sloping
bottom effects are
∂η
∂t
+ δ2I∇ · ((η +H − b)u) = 0, (3.10)
∂u
∂t
+ δ2Iu · ∇u+
(
1
Pl
+ y
)
kˆ× u = − δ
2
I
Fr2
∇η + δ3M∇2u−
1
π
cos(πy), (3.11)
where η is the variation of the sea surface height from the mean height, H, and b is bathymetry.
The exact equation used to define the bottom boundary is
b(x, y) = 1−
(
0.07 + 0.93
[
1− exp (− 400(x − 0)2)− exp (− 400(x − 1)2)]),
which is constant in the y direction. A y-slice is plotted in Figure 3.6 and shows how the bottom
is flat in the interior of the domain, but the bottom smoothly slopes up along the east and west
boundaries similarly to a ocean basin with continents on either side.
3.4.2 Results and Discussion
It is evident from Figure 3.3 that there is a difference in the circulation pattern between
a flat ocean bottom and a sloping ocean bottom. This difference can be explained through the
understanding of a simplified version of the shallow water equations called the potential vorticity
equation. Starting with the dimensional shallow water equations, Equations 2.30 - 2.32, with
numerical viscosity and wind forcing, then taking a curl gives the following potential vorticity
equation,
D
Dt
(
ζ + f
h
)
=
F
h
,
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Figure 3.6: Plot with x-axis showing the east-west direction and the y-axis showing the variation
of the bottom of the ocean. This plot shows the analytical function used to apply a sloping bottom
boundary effect. The function is constant in the other horizontal direction (north-south direction).
where ζ = k ·w⋆, w⋆ = ∇× v, v = (u, v) (the horizontal velocity components), and h = H + η is
the total depth of the ocean. F represents friction and forcing. The term, (ζ + f)/h, is called the
potential vorticity in a rotating system and is a conserved quantity. The ζ is the relative vorticity
with f being the vorticity that the fluid has by virtue of the background rotation. However, if
the relative vorticity is neglected and potential vorticity is dominated by the rotation of the earth,
then potential vorticity is simply f/h. Figure 3.7 shows the potential vorticity, f/h contours (black
dotted lines), for both the flat bottom and sloping bottom cases for a double-gyre wind-driven
basin problem. This shows that in the flat bottom case the contours are simply horizontal lines
since there is no x variation in the potential vorticity. However, for the sloping bottom case, which
has variations in the x direction, the potential vorticity contours converge to the southwest corner
of the basin and have strong x variations.
In Figure 3.7, the solid black lines show the streamfunction solution for the double-gyre
wind driven basin problem. For the flat bottom case, the streamfunction is advected westwards
along the f/h contours, spreading diffusively as it goes. The western boundary layer is created as
a consequence of the f/h contours colliding with the western wall and needing to satisfy no slip
boundary conditions. For the sloping bottom case, the streamfunction is advected pseudowestwards,
i.e. along the potential vorticity contours. Just like in the flat bottom case where friction is
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Figure 3.7: The wind-driven double gyre (solid contours) for (a) a flat-bottomed domain and (b) a
domain with sloping side wall Source: Ref. [108]
needed to move the flow in the meridional diretion, in the sloping bottom case, friction is necessary
for the flow to cross f/h contours. This explains why there is a kink in the southwest corner
of streamfunction solution for a sloping bottom case, which is because the flow is following the
potential vorticity contours [108].
Well resolving the kink that is present in the solutions with a sloping bottom is a difficult
task when using a uniform grid. However, as seen in the sloping bottom solutions in Figure 3.5, the
adaptive wavelet method automatically adds the necessary resolution to the southwest corner to
guarantee an accurate representation of the small scale kink feature. This is a crucial component
of modeling this effect.
The importatce of the sloping bottom effect is evident from the presence of the kink in the
real ocean observations of western boundary currents. Figure 3.8 shows the velocity field and
streamfunction in the North Atlantic, which was obtained from constraining a numerical model to
observations [120]. These results clearly show that the kink is present. It is small features like this
that motivate the need for adaptive, non-uniform grids in ocean modeling. The results presented
here show how accurately and efficiently these results can be obtained using the adaptive wavelet
collocation method approach.
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Figure 3.8: Top: time averaged velocity field at a depth of 75 m in the North Atlantic, obtained
by constraining a numerical model to observations. Bottom: the streamfunction of the vertically
integrated flow, in Sverdrups. Source: Ref. [108]
Chapter 4
Brinkman Penalization Method for Shallow Water Model
4.1 Analysis of Brinkman Penalization
The shallow water equations are mathematically similar to the compressible Euler equations.
A compressible formulation of Brinkman penalization has been developed by Liu and Vasilyev
[61]. This compressible form is extended to the shallow water equations (using the traditional
non-dimensionalization, Equations 3.3 and 3.4),
∂η
∂t
= −
[
1 +
(
1
φ
− 1
)
χ
]
∇ · (ηu), (4.1)
∂u
∂t
+ u · ∇u+ 1
Ro
f kˆ× u = − 1
Fr2
∇η − χ
ηpen
u, (4.2)
where the Brinkman penalization parameter, ηpen ≪ 1, the porosity parameter, φ≪ 1, and,
χ(x, t) =


1 if x ∈ O(x),
0 otherwise,
where O(x) is any obstacle, or, in the case of ocean simulations, is either the land or ocean floor.
Analysis of the equations and numerical testing show that there are three main differences
between the shallow water equations and the gas dynamics equations. These differences result in a
different treatment of the penalization parameters and numerical set up.
The following analysis describes these differences, while also considering amplitude and phase
error analysis for the case of gravity wave propagation in the small amplitude limit.
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4.1.1 Wave Speeds
One of the assumptions that is made when performing the error analysis for compressible
Brinkman penalization is that the speed of sound is the same in the fluid region and porous media
region [61]. For the penalized shallow water equations, the gravity wave speed is different in the
fluid versus the porous media. Consider the one dimensional shallow water equations,
∂u
∂t
+A
∂u
∂x
= 0, (4.3)
where u = (η, ηu)T is the vector of conservative, dimensional variables and the Jacobian matrix is
A =

 0 1φ
gη − (ηu)2
η2
2(ηu)
η

 .
Note that when φ = 1, the equations reduce to the traditional shallow water equations. Therefore,
φ = 1 represents the fluid case, while all other cases are for the porous media. To find the gravity
wave speed in both regions, the eigenvalues of the Jacobian matrix, A, are found by solving
|A− λI| = 0,
which gives
λ2 − 2uλ+ 1
φ
(u2 − gη) = 0.
Solving for the roots gives
λ = u±
√
u2 − 1
φ
(u2 − gη). (4.4)
With some scale analysis, Equation 4.4 is simplified. Assuming that u ∝ φ and η = H+ ǫ, where H
is the mean depth of the ocean and ǫ is some small perturbation (ǫ≪ H), the eigenvalues become
λ = u±
√
gH
φ
. (4.5)
When φ = 1, the eigenvalues are u±√gH, as expected for the shallow water gravity wave speed.
However, for the any other φ value, the eigenvalues are not the same. Inside the porous media,
where φ ≪ 1, the gravity wave speed is much larger than in the fluid region, which causes some
implementation difficulties. A straight-forward procedure can be followed to avoid any difficulties
associated with this new formulation and is presented in the following sections.
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4.1.2 Impedance
Some of the properties associated with the classical theory of acoustics [8] are used in the
development of the compressible formulation of Brinkman penalization [61]. Consider the plane
wave reflection and transmission at the interface between two different media. To model the one
dimensional problem of wave propagation from a fluid into a porous media, it can be thought of as
a sudden change in cross-sectional area [61]. From acoustics theory, the acoustic impedance at a
given surface is the ratio of the surface-averaged acoustic pressure to the fluid volume velocity,
Z =
ρc
S
,
where ρ is density, c is gravity wave speed in the fluid (c =
√
gH), and S is the cross-sectional
area. In order to have most of the wave reflected, the obstacle’s acoustic impedance needs to
be sufficiently large, the basis for the Impedance Mismatch Method [18]. For the shallow water
equations, since the gravity wave speed is also a function of φ, the impedance becomes
Z =
ρc
φ3/2
,
which is a higher impedance than what was found for the compressible Brinkman penalization
formulation, which was Z = ρc/φ [61]. This allows for a slightly lower range of reasonable φ values
for negligible wave transmission in the shallow water case compared to the compressible gas case.
This is one advantage of the shallow water formulation of Brinkman penalization.
4.1.3 Analogy to Euler Equations
To investigate the differences between the shallow water equations and the compressible
gas dynamics equations, the compressible gas dynamic equations are analyzed to see if under the
isothermal or adiabatic limit they behave similar to the shallow water equations. The 1D Euler
equations with either isothermal or adiabatic conditions (i.e. ∂P/∂x = c2∂ρ/∂x), reduce to
∂ρ
∂t
+
1
φ
∂ρu
∂x
= 0, (4.6)
∂ρu
∂t
+
∂
∂x
(ρuu) + c2
∂ρ
∂x
= −1
η
u. (4.7)
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These assumptions eliminate the energy equation. Unlike the full compressible form of Brinkman
penalization, this form (like the shallow water equation form) only has two penalization parameters,
φ and η.
To calculate the speed of sound in the Brinkman zone, the analysis used in Section 4.1.1 is
adapted. The Jacobian matrix from Equation 4.3 is
A =

 0 1φ
(c2 − u2) 2u

 .
The eigenvalues of the Jacobian matrix can be found by solving
|A− λI| = 0,
which gives
λ2 − 2uλ+ 1
φ
(u2 − c2) = 0.
Solving for the roots gives
λ = u± c√
φ
. (4.8)
Thus, using this analysis, the compressible gas dynamics equations are equivalent to the shallow
water equations. Having the energy equation provides a more stable set of penalized equations.
When the equations are simplified using the adiabatic or isothermal assumption, the wave speed
changes so that it no longer is the same inside the Brinkman zone and in the fluid region.
4.1.4 Amplitude and Phase Errors by Asymptotic Analysis
The use of asymptotic analysis provides a way to estimate the amplitude and phase errors
associated with the penalized shallow water equations. In addition, by looking at the equations
in different asymptotic limits, information about the behavior of the system is obtained from a
rigorous mathematical viewpoint. The following analysis assumes small amplitude waves in the
ocean region and is derived from work done on the penalized compressible gas dynamic equations
[61].
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4.1.4.1 Asymptotic Analysis for the Ocean Region
The ocean region variables are written as
ηo = 1 + ǫη
′
o, (4.9)
uo = ǫu
′
o, (4.10)
where ǫ≪ 1, small perturbations from the mean. Sea surface height is the mean ocean depth and
the sea surface height perturbations, where the velocity variable is only the velocity perturbations. If
Equations 4.9 and 4.10 are substituted into Equations 4.1 and 4.2, and only the leading perturbation
terms are kept, the result is a wave equation,
∂2η′o
∂t2
=
∂2η′o
∂x2
, (4.11)
∂2u′o
∂t2
=
∂2u′o
∂x2
. (4.12)
4.1.4.2 Asymptotic Analysis for Continental Region
For the continental region, the variables can be written as
ηc = 1 + ǫη
′
c, (4.13)
uc = ǫηpenu
′
c. (4.14)
The leading perturbation terms in this case are different from the ocean region because of the strong
Brinkman damping term in the momentum equation. If Equations 4.13 and 4.14 are substituted
into Equations 4.1 and 4.2 and only the leading order terms are kept, the result is a diffusion
equation,
∂η′c
∂t
= α
∂2η′c
∂x2
(4.15)
∂u′c
∂t
= α
∂2u′c
∂x2
, (4.16)
where α = ηpen/φ.
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4.1.4.3 Asymptotic Analysis for Boundary Layer
The asymptotic analysis for the ocean and continental region is valid only away from the
interface, because of the length and magnitude scales of the perturbations used. The boundary
layer variables can be written as
ηbl = 1 + ǫη
′
bl, (4.17)
ubl = ǫηpenu
′
bl. (4.18)
If Equations 4.17 and 4.18 are substituted into Equations 4.1 and 4.2 and only the leading order
terms are kept, the result is a diffusion equation,
∂η′bl
∂t
= α
∂2η′bl
∂x2
, (4.19)
∂u′bl
∂t
= α
∂2u′bl
∂x2
. (4.20)
This is where the penalized shallow water equations differ greatly from the penalized compressible
gas dynamic equations. For the compressible gas dynamic equations, there is a boundary layer
region that provides a natural transition between the two other asymptotic solutions [61]. Therefore,
in addition to the fluid region being governed by the acoustic wave equation and the porous media
region being governed by a diffusion equation, there exists a boundary layer region in between that
is governed by a diffusive wave equation. This boundary layer does not exist in the penalized shallow
water equations. The “boundary layer” region is the same as the continental region, leaving no
natural, mathematical transition. As a result, in order to ensure numerical stability, the numerical
boundary layer needs to be resolved in the shallow water formulation.
Therefore, for the compressible gas dynamic formulation, it is not necessary to resolve the
boundary layer. For the shallow water formulation, it is necessary to resolve the numerical boundary
layer. This makes it slightly more computationally expensive than the compressible formulation.
However, since the shore of the ocean is not actually a solid wall, modeling it as a slightly gradual
change from fluid to solid may result in a more accurate representation. It does not seem necessary
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to have a sharp transition. As a result, the computational cost can be minimized. Either way, the
theory is valid in the limit of a solid wall given the proper computational resources.
4.2 Benchmark Problem: One Dimensional Normal Wave
4.2.1 Test Setup
A one dimensional test case is used to verify convergence. A 1D normal wave is initialized for
the sea surface height. The velocity is initialized to zero, as shown in Figure 4.1. The wave splits
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Figure 4.1: Example of initial conditions for 1D wave.
and propagates to the east and west. On the east side, it hits a Brinkman zone and on the west
side, it hits a regular no slip boundary wall. This allows for comparison between the two methods.
After complete reflection, the solution is shown in Figure 4.2.
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Figure 4.2: Example of 1D wave after complete reflection.
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4.2.2 Parameter Study
While there are two parameters specific to the compressible Brinkman penalization formula-
tion, φ and ηpen, there are two additional parameters to consider with the shallow water formulation.
The first additional parameter is δpen, which controls how sharp the transition from land to water
is at the Brinkman boundary. For example, a hyperbolic tangent function is often used to define
masking function,
χ =
1
4
[
tanh
(
x− xO1
δpen
)
+ tanh
(
x− xO2
δpen
)]2
,
where xO1 and xO2 are the locations of the Brinkman zone boundaries (or where χ = 1). Therefore,
when xO2 > x > xO1, then χ = 0 and the fluid equations are solved. When xO1 > x or xO2 < x,
then χ = 1 and the penalized equations are solved. The parameter, δpen, controls how sharp the
transition between 0 and 1 is.
The second additional parameter is the length scale associated with the initial conditions.
This could be defined in many ways, but for the 1D normal wave used for this convergence study
it is simply the thickness of the wave. The initial conditions for this case are of the form,
η(x, 0) = ηamp exp
(
−x− x0√
δη
2
)
,
where ηamp is the amplitude of the sea surface height wave, x0 is the location of the center of the
wave, and
√
δη is the thickness of the wave (the length scale of interest). If the wave approaching
the Brinkman zone is smoother or sharper, it is going to affect the length scale and the error
convergence of the problem. If the thickness of the wave approaching the boundary is smaller, the
error will be bigger. If the thickness of the wave approaching the boundary is larger, the error will
be smaller.
Both length scales are important to consider when setting the parameters and reproducing the
results presented here. However, since
√
δη and δpen are both simply length scales of the problem,
it is the ratio of them that is important. For all work presented here, these two parameters will be
combined into one, γ = δpen/
√
δη. This means a sharp wave approaching a smooth boundary has
a similar error of a smooth wave approaching a sharp boundary. For example, in practice, it means
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that if the shallow water formulation of Brinkman penalization is being used for wind-driven gyres
in a basin, there will be a large length scale associated with that phenomenon. If it were being used
to represent continental topology in tsunami simulations, the tsunami wave lengths are a much
shorter length scale. Thus, one can get away with a much smoother mask in a wind-drive gyre
problem to maintain the same error as a tsunami simulation with a sharper mask. The parameter
relationships are studied in order to be able to control these new and old parameters for different
cases. To start, the additional shallow water equation Brinkman parameters (δpen,
√
δη , and the
sea surface height initial conditions) are set to the same values used in the compressible Brinkman
formulations in order to do a direct comparison. Therefore, Figure 4.3 shows the convergence for
exactly the same conditions that are used in the compressible Brinkman formulation. Comparing
10−2 10−1 100
10−3
10−2
10−1
100
Porosity Parameter, φ
M
ax
im
u
m
 E
rro
r,
 
L °
     O(φ) 
Figure 4.3: Plot of max error versus porosity parameter, φ, which demonstrates convergence of
approximately O(φ) (dotted line shows O(φ) convergence). This convergence uses the same sea
surface height incoming wave as in Ref. [61].
the shallow water formulation to the compressible formulation from Ref. [61], it is clear that the
order of convergence is better for the shallow water case for the more limited range of parameters.
For the compressible formulation, the order of convergence is O(φ3/4), where for the shallow water
formulation (for the same initial conditions), the order of convergence is approximately O(φ).
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The improved convergence is likely due to the stronger impedance inherent in the shallow
water Brinkman formulation. Since a larger porosity parameter results in more reflection and less
wave transmission, the shallow water formulation converges better than the compressible formula-
tion. The larger porosity requirement is due to the wave speed change inside the Brinkman region.
Smaller values of porosity depend strongly on the resolution and on the thickness of the transition
between the fluid and the solid, namely δpen. When porosity becomes too small, the increase and
jump in the wave speed at the Brinkman boundary cause numerical instabilities and stiffness.
Figure 4.4 shows the reflected wave with various porosity parameters after complete reflection
for the compressible formulation comparison case. Figure 4.2 shows the sea surface height and
velocity solutions after complete reflection for the entire domain, including the Brinkman region.
This not only demonstrates how the no slip boundary conditions are satisfied in the Brinkman
zone, but also shows the exponentially decaying solution for the sea surface height in the Brinkman
zone. The small amount of wave transmission is negligible because it is actually multiplied by φ in
the solution. These results match the compressible Brinkman formulation results. In addition to a
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Figure 4.4: Plot of sea surface height for various porosity parameters.
direct comparison to the compressible Brinkman tests, the following tests are conducted to further
understand the influence of the parameters, especially with the new factor of γ parameter. For
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these tests, δpen = 1× 10−4, 5× 10−4, and 1× 10−3, ηamp = 2.5× 10−4, and δη = 5.0× 10−4. This
is equivalent to γ = 4.46× 10−3, 2.23× 10−2, and 4.46× 10−2. These parameter values are chosen
to give a large range of feasible φ values to test. However, even the largest δpen parameter tested is
smaller than what would be used for practical applications for the current state of the code. Figure
4.5 shows convergence results for α = ηpen/φ = 10
−2. It is clear from this convergence study that
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Figure 4.5: Plot of L2 error versus porosity parameter, φ for α = 1 × 10−2 and for three different
γ. The purple arrows are pointing the optimal φ for each of the given γ parameters tested.
given a γ ratio, as the porosity parameter decreases the error eventually levels off and no longer
continues to decrease. The point where the error starts to level off decreases as γ decreases. This
gives an overall relationship between the three parameters that need to be chosen using the shallow
water Brinkman penalization method.
It is important to note that these results are for a fixed ratio of φ and ηpen (α = ηpen/φ =
10−2). It was found in Ref. [61] that φ > ηpen resulted in the best convergence because the φ
parameter is more forgiving and results in smaller associated errors than with the ηpen parameter.
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For comparison, several cases were tested with α = 1 and for γ = 4.46 × 10−4. These results are
shown in Figure 4.6. This shows that the error convergence is not as strong when the φ and ηpen
are equal.
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Figure 4.6: Plot of L2 error versus porosity parameter, φ for α = 1 and for γ = 4.46 × 10−4
4.2.3 Procedure for Setting Parameters
To set the Brinkman penalization parameters for the shallow water formulation, the procedure
is as follows. First, determine the resolution needed for the problem. Calculate the sharpness of the
Brinkman mask based on the resolution available. For the adaptive wavelet collocation method,
five to ten points is enough to resolve δpen. Assuming the sea surface height initial conditions are
known, and therefore, the length scale of the problem is known, γ = δpen/
√
δη can be calculated.
Using Figure 4.5 as a guideline, the optimal φ can be roughly extrapolated or interpolated. To
get ηpen, maintaining the ratio, α = ηpen/φ = 10
−2, is best for minimizing error (not to mention,
this ratio has been tested extensively). However, ηpen < φ will give excellent Brinkman results.
Although there are various ways to set up these parameters, this procedure serves as a general
guideline to pick parameters in a way that will minimize errors.
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4.3 Cost of Brinkman Penalization
There is added cost associated with the implementation of Brinkman penalization. Depending
on the δpen used, the computational cost to resolve and Brinkman boundary may be higher than a
traditional boundary wall. This is unavoidable but does contribute to improving the accuracy at
the boundaries, so in many cases it is well worth it. The other aspect of Brinkman penalization
is the additional domain space. Adding a Brinkman zone means the computational domain needs
to be larger, which also increases the computational cost. However, this can easily be minimized
by making the zone as small as possible. It is not cost effective to use Brinkman penalization to
define straight boundaries. It is a technique to accurately represent complex, variable geometry
boundaries, in which case the added computational cost should be expected.
4.4 Two Dimensional Wind-Driven Double Gyre with Brinkman
Various two dimensional studies have verified the new formulation of Brinkman penalization.
The first case is a 2D wind-driven double gyre test case rectangular domain. Two cases are com-
pared, one with traditional no-slip boundary conditions and another with Brinkman penalization
(and straight boundaries). These two cases show qualitative agreement, as can be seen in Figure
4.7.
A complete two dimensional convergence study is not necessary, since a thorough 1D conver-
gence study has been completed. However, to verify that 2D convergence is similar, a small range
of parameters are tested using a 2D wind-driven single gyre test case. Figure 4.8 shows that the
convergence is slightly less than O(φ), as expected when adding another dimension.
Studies of variable topography cannot be compared to traditional boundary conditions, but
can verify the robustness of the method. There is a short transient time for this steady state
solution to adjust to the Brinkman penalization. This is the case for a rectangular domain, as well.
It takes the solution slightly longer to adjust for a non-rectangular domain, but still on a time scale
much shorter than the time scale of the problem. With better initial conditions, this can be even
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Figure 4.7: 2D plots of sea surface height, velocity, and the adaptive grid for a wind-driven double
gyre circulation using Brinkman penalization.
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Figure 4.8: 2D convergence study showing max error versus porosity parameter for 2D wind-driven
single gyre in a square basin. The dotted line shows O(φ) convergence, for comparison.
further avoided. For boundary currents, it is the steady state solution that is of interest, so it is
even less of an issue.
Figure 4.9 shows the solution and grid for a wind-drive gyre in a non-rectangular domain.
The grid shows that the method is not only adapting the boundary region, but is also adapting to
the dominating circulating gyre structure.
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Figure 4.9: 2D plots of velocity and the adaptive grid for a wind-driven double gyre circulation
using Brinkman penalization for variable topography.
4.5 Application I: North Atlantic Simulations
The first application of interest is boundary currents. The focus is on simulations of the Gulf
Stream and the other North Atlantic currents. The computations are based on the shallow water
model for the non-dimensionalization of Equations 3.10 and 3.11. The initial proof-of-concept runs
are for a low Reynolds number flow, Re = δ3I/δ
3
M = 0.2. With these parameters, the flow is laminar
and well-behaved. Higher resolution simulations need to be carried out to obtain more realistic
circulation in the North Atlantic.
The mask is created from data obtained from NOAA’s National Geophysical Data Center
using GEODAS Grid Translator [74]. The finest resolution available for the domain of interest is
used. To create the masking function, χ, the bathymetry data are normalized to ones and zeroes,
filtered and smoothed to guarantee numerical stability. Figure 4.10 shows the masking function
for the North Atlantic. For the definition of bathymetry, the same data are non-dimensionalized
and smoothed, as seen in Figure 4.11. As discussed in previous sections, the effect of topography
plays an important role in the solution, so the effects of the realistic North Atlantic bathymetry
are incorporated for all North Atlantic simulations.
Figure 4.12 shows sea surface height results for low Re number (Re = 0.2), using the non-
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Figure 4.10: Plot of North Atlantic mask.
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Figure 4.11: Plot of North Atlantic variable bathymetry data.
dimensionalization discussed in Section 3.3.1. These smooth, laminar North Atlantic simulations
demonstrate proof-of-concept for running basin-scale boundary currents using realistic continental
topography. The low Re is necessary in order for numerical stability. The Re number was chosen
to be as large as was computationally affordable with the current state of the code. If the Re
were any larger, the simulation time would not be practical. The results, however, do show the
western intensification of North Atlantic circulation. The solution is missing all the mesoscale
eddies and turbulence present in realistic flow. The results also show nice boundary behavior with
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the circulation pattern hugging the entire western boundary of South and North America.
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Figure 4.12: Sea surface height results for a low Reynolds number simulation of the North Atlantic
Figure 4.13 shows the adaptive grid colored by the different levels of resolution for the North
Atlantic simulation. The total number of points on the finest level of resolution is 5888 × 2560,
which is 15,073,280 points. There are only 0.2% of the total points active, which comes out to
a 99.8% compression. As can be seen on the grid, the majority of the adaption occurs near the
continental boundaries, especially along the western boundary, the only location where the highest
level of resolution is used. Once larger Re solutions can be run, the grid will also adapt to mesoscale
eddies which will be created at various locations where different currents collide. The strength of
the adaptive wavelet collocation method will be especially prevalent in these turbulent cases.
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Figure 4.13: Plot of the adaptive grid for simulations in the North Atlantic. The grid is colored by
different levels of resolution.
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4.6 Application II: 2010 Chile Tsunami Simulation
On February 27th, 2010, a tsunami was generated by an 8.8 magnitude earthquake that
occurred near Concepcion, Chile. Chile has experienced some of the strongest and most energetic
earthquakes in the world. The first tsunami warnings were for Chile and Peru, but tsunami watches
were out for Ecuador, Colombia, Antarctica, Panama and Costa Rica. Many of the coastal areas
on the Pacific Ocean were also on watch. Although most areas that the tsunami reached received
minimal damage due to the small size of the tsunami wave by the time it reached them, the western
coast of South America experienced massive devastation.
4.6.1 Tsunami Generation/Initial Conditions
Tsunami generation by an earthquake is modeled by sea surface height displacement identical
to the vertical deformation of the ocean bottom due to faulting. Usually the horizontal deformation
from the earthquake is neglected, unless it is sitting on a steep slope and horizontal displacement
is large relative to the vertical displacement. Several assumptions are made when converting the
displacement of the ocean bottom to a sea surface height displacement. First, tsunamis are assumed
to be long, shallow water gravity waves, which is accurate since the wavelength of a tsunami is much
larger than the depth of the ocean. As a result of this assumption, the vertical acceleration of the
water particles is neglected compared to the gravitational acceleration. Therefore, the water mass
that is lifted from the ocean bottom to the surface is assumed to move uniformly in the horizontal
direction. Second, the vertical deformation of the bottom is assumed to be instantaneous. This is
also quite accurate since the phase velocity of a tsunami is much slower than the timescale of the
earthquake rupture. Lastly, it is assumed that any horizontal movement in the ocean bottom due
to the earthquake is negligible [103].
The most widely used model for tsunami generation is the Okada fault model [77]. Earthquake
fault data can be obtained from United States Geological Survey (USGS) and is readily available
online [89] . After retrieving data from a previous earthquake, the fault parameters can be entered
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into the Okada fault model, which is publicly available on the MATLAB file exchange website.
The Okada fault model uses the fault parameters (fault parameters for 2010 Chile earthquake are
shown in Table 4.1) to determine what the vertical displacement of the bottom of the ocean is
for a particular earthquake using analytic functions derived from theory of a surface deformation
induced by an arbitrarily oriented rectangular open-mode dislocation [77]. It is then assumed the
water is displaced the same amount as the bottom ocean surface and that is how sea surface height
initial conditions are set. After entering in the right domain and normalizing, Figure 4.14 shows
the sea surface height initial conditions and the data used to generate the 2010 Chile Tsunami. As
seen in the plot, the earthquake occurred right off the coast of Chile, which is where the displaced
sea surface height is shown.
Fault Parameters Value
Location of Epicenter 35.846◦ S, 72.719◦ W
Moment Magnitude Scale, Mw 8.8
Fault Length 400 km
Fault Width 100 km
Dislocation 15 m
Strike 16◦
Dip 14◦
Slip 104◦
Depth of Fault 35 km
Table 4.1: List of 2010 Chile Earthquake fault parameters. Source: from Ref. [89]
Realistic Pacific Ocean bathymetry is used for the tsunami simulation. Since the gravity
wave speed is so strongly dependent on the depth of the ocean, the effects of realistic bathymetry
are important for accurately simulating a tsunami. Figure 4.15 shows the bathymetry used for the
Pacific Ocean.
4.6.2 Results and Discussion
The adaptive wavelet method has proven to be an excellent method for a tsunami problem.
Combined with Brinkman penalization for representing the complicated continental topology, it
is an efficient and accurate model. Figure 4.16 shows several snapshots of the tsunami traveling
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Figure 4.14: Sea surface height initial conditions for the 2010 Chile tsunami simulation.
Figure 4.15: Bathymetry in the Pacific Ocean for the 2010 Chile tsunami simulation.
through the Pacific ocean. On the left, sea surface height is shown, while on the right is the
adaptive grid, colored by level of resolution. The Re = 2000 for this simulation and uses the
non-dimensionalization found in Section 3.1. This Re is still too small to be able to compare these
results to observations or to other tsunami models. After the last snapshot, the tsunami waves
start to dissipate (due to numerical viscosity). Therefore, a higher Re number simulation needs to
be done in order to compare wave heights, as is typically done.
The total number of points on the finest level of resolution for the tsunami simulation is
5384 × 3584, which is a total of 19,267,584 points. Each of the four snapshots is using under 0.1%
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Figure 4.16: Results from 2010 Chile Tsunami simulation, with sea surface height on the left and
the adaptive grid (colored by level) on the right. The results are shown chronologically from top
to bottom.
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of the total number of grid points. This is a compression greater than 99.9%, which shows how
well suited a tsunami problem is to the adaptive wavelet collocation method. The grid is adapting
the continental boundaries, as well as, the tsunami wave propagating through the domain. The
grid adaptation of the tsunami wave is most prevalent at the beginning of the simulation before
the wave has felt too much of the effect of the numerical viscosity.
There are various additions that could improve this tsunami model. First, higher resolution
simulations need to be carried out in order to allow for a higher Re and for highly inertial flow. Sec-
ond, most earthquakes have several aftershocks following the initial mainshock. These aftershocks
can be added as sea surface height forcing terms to provide a more accurate model of a tsunami,
rather than only forcing the tsunami through the sea surface height initial conditions. Third, there
is some reflection off the southern numerical boundary, due to the no slip boundary conditions. Ex-
tending the domain and the masking function to include Antarctica, would improve the reflections
off the southern boundary. Lastly, improved methods for on-shore effects and wetting and drying
algorithms would greatly enhance this tsunami model.
Chapter 5
Three Dimensional Modeling
Two three dimensional models have been developed to use with the adaptive wavelet collo-
cation method with the goal of investigating the strengths and weaknesses of each. Although the
majority of structured, non-uniform grid ocean circulation models use the hydrostatic primitive
equations, many of the new unstructured ocean codes are now using the non-hydrostatic primitive
equations (this is especially true for the models that are unstructured in all three directions).
The Imperial College Ocean Model (ICOM), which is a finite-element, unstructured grid
model has also found that the non-hydrostatic form is more appropriate for their model [7]. Another
unstructured-grid model that uses finite-volume method is the SUNTANS model from Stanford.
It employs the non-hydostatic form of the equations [36]. MITgcm has also studied hydrostatic
vs. non-hydrostatic and found that the non-hydrostatic is just as computationally efficient as the
hydrostatic when run in the hydrostatic limit [67]. Therefore, after working with the hydrostatic
primitive equations, and after confirmation from other similar oceanic models, both sets of equations
are investigated to see which is more efficient with the wavelet method.
5.1 Hydrostatic Primitive Equations
The most commonly used set of governing equations for ocean modeling are the hydrostatic
primitive equations [69]. The hydrostatic primitive equations are the Navier-Stokes equations under
the effect or rotation and assuming hydrostatic pressure (details in Section 2.2). In addition, there is
conservation of mass (incompressible) and an open lid condition governed by a kinematic boundary
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condition, which results in the following set of equations,
∂η
∂t
+ uh
∣∣∣∣
z=zmax
· ∇hη =
(
w
∣∣∣∣
z=zmax
)
, (5.1)
∂uh
∂t
+ u · ∇uh + 1
Ro
f kˆ× uh = −∇hP + 1
Re
∇2uh, (5.2)
∂w
∂z
= −∇huh,
(
w
∣∣∣∣
z=zbottom
= 0
)
, (5.3)
∂P
∂z
= − 1
Fr2
,
(
P
∣∣∣∣
z=zmax
=
η
Fr2
)
. (5.4)
Currently, a constant eddy viscosity model is being used for turbulence modeling. Also, for devel-
opment purposes, there is no stratification and no tracking of the scalar transport variables. After
all the features and numerics are fully implemented and tested, more sophisticated turbulence
modeling and variable density capabilities could be added.
The main difficulty with the hydrostatic primitive equations is that vertically integrating pres-
sure is expensive and often leads to numerical instabilities on non-uniform grids. Other equations
also need to be vertically integrated.
5.2 Non-Hydrostatic Primitive Equations
The equation for pressure in the non-hydrostatic case is more suitable for solving on a non-
uniform grid than the hydrostatic pressure equation. The multi-level pressure solver developed for
adaptive grids is of a multigrid nature, which does not efficiently solve one directional differential
equations, such as the hydrostatic pressure equation. For the non-hydrostatic case, the Laplace
equation for pressure is ideal for the multi-level solver.
The non-hydrostatic primitive equations are the fullest version of the primitive equations used
for ocean circulation modeling. They are the Navier-Stokes equations with the effects of rotation
(details in Section 2.2) and conservation of mass. Currently, stratification is also being neglected so
there is no variation in density. In this model, the open lid assumption is used, thus, the kinematic
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boundary conditions describe the evolution of sea surface height. The full set of equations are
∂η
∂t
+
(
uh
∣∣∣∣
z=zmax
)
· ∇η =
(
w
∣∣∣∣
z=zmax
)
− w¯,
∂u
∂t
+ u · ∇u+ 1
Ro
f kˆ× u = −∇P − 1
Fr2
kˆ+
1
Re
∇2u,
∇ · u = 0,
where w¯ is the average vertical velocity. It is subtracted off to maintain conservation of mass in an
open lid system [65].
5.3 Numerical Model Development
5.3.1 Vertical Integration Solver
One dimensional relaxation is not suitable for the multi-dimensional prolongation and inter-
polation used by multigrid-type methods. When integrating a one directional differential equations
using a multi-level solver, numerical instabilities arise since the grid is not uniform in the direction
of integration. As a result, a new vertical integration solver is developed to solve the one directional
differential equations inherent in the hydrostatic primitive equations.
An iterative vertical integration solver based on characteristic propagation is developed and
used. To present the vertical integration solver, the vertically integrated equations from hydrostatic
primitive case are used as an example of how this solver works. For the hydrostatic formulation
there are three equations that need to be vertically integrated. The first is
∂ηv
∂z
= 0, (5.5)
where ηv(z = zmin) = ηs, where ηv indicates a volume variable and ηs indicates a surface variable.
Sea surface height, η, is a surface variable. In order to store it in the current wavelet data structure,
it needs to be stored as a 3D volume variable with no variation in the vertical. However, since the
points are non-uniformly spaced, the grid on each vertical level is different. Therefore, the best way
to get the surface solution on each vertical level is to solve Equation 5.5 with the actual sea surface
93
height as the boundary condition propagating the solution downward. One advantage to storing
the sea surface height in this way is that it can be used to explicitly represent the hydrostatic
pressure component due to the vertical displacement of the sea surface.
The second equation to be vertically integrated is the continuity equation to get vertical
velocity,
∂w
∂z
= −
(
∂u
∂x
+
∂v
∂y
)
, (5.6)
where w(z = zmin) = 0. The third equation to be vertically integrated is the hydrostatic pressure
equation,
∂p
∂z
= −ρg, (5.7)
where p(z = zmax) = patm. The vertical integration method takes the differential equations and
converts them into an evolutionary equations based on the characteristic properties. Thus, an
iterative process with a pseudo time step, ∆τ , is used until adequate accuracy is reached. Since
Equation 5.6 is often the least stable using multi-level vertical integration methods, it will be used
as the example. Equation 5.6 becomes
∂w
∂τ
= −
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
, (5.8)
where the sign on the right hand side of the equation is chosen to be negative since the solution
propagates upwards in the positive direction. Applying an iterative scheme based on Explicit Euler
gives
wn+1 = wn −∆τ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)n
, (5.9)
where ∆τ is chosen depending on ∆z. The iterations continue until the old solution, wn, is close
enough to the new solution, wn+1, based on some chosen tolerance. The same method is used for
the other two equations above and also for the equations that need to be vertically integrated from
the non-hydrostatic case (the same issues with sea surface height being a surface variable).
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5.3.2 Prediction/Correction Method to Speed-up Vertical Integration
Due to the iterative nature of the linearized, 2nd order, Crank Nicolson, implicit time inte-
gration scheme, the vertical integration solver for the vertical velocity needs to be utilized on the
order of ten times per time step. This inefficiency is overcome by incorporating an extension of
the prediction/correction method often used to enforce a divergence-free condition in many other
fluid applications. In this case, the technique is used for two different equations. First, the vertical
velocity is found. Second, it is used to make sure there is no vertical variation in seasurface height
(since this variable is being stored as a volume variable rather than a surface variable). The general
idea behind the method is to vertically integrate before advancing in time, use those vertically
integrated values to take a partial step in time, and finally to vertically integrate again after time
integration and correct all variables. The equations that are vertically integrated are
∂η
∂z
= 0, η
∣∣∣∣
z=zmax
= η
∣∣∣∣
z=zmax
, (5.10)
∂w
∂z
= −∇h~uh, w
∣∣∣∣
z=zmin
= 0. (5.11)
In order to derive the correction of all the integrated variables, the equations using the full time
step are used,
ηn+1 − ηn
∆t
= RHSnη +
1
2
DRHSη

 ηn+1 − ηn
un+1 − un

wn + 1
2
(wn+1 − wn), (5.12)
un+1 − un
∆t
= RHSnu +
1
2
DRHSu
(
un+1 − un)− 1
Fr2
∂ηn
∂x
− 1
2Fr2
∂
∂x
(ηn+1 − ηn)
−wn∂u
n
∂z
− 1
2
[
(wn+1 − wn)∂u
n
∂z
+ wn
(
∂(un+1 − un)
∂z
)]
. (5.13)
The equations at the partial time step are as follows, where the (·)⋆ denotes the variables at the
partial step,
η⋆ − ηn
∆t
= RHSnη +
1
2
DRHSη

 η⋆ − ηn
un+1 − un

wn + 1
2
(w⋆ −wn)︸ ︷︷ ︸
unknown
, (5.14)
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Fr2
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To calculate the correction of the partial step variables, Equation5.14 is subtracted from Equation
5.12 to get
ηn+1 − η⋆
∆t
=
1
2
(DRHSn+1η −DRHS⋆η) +
1
2
(wn+1 − w⋆). (5.16)
Equation 5.15 subtracted from Equation 5.13 gives
un+1 − u⋆
∆t
=
1
2
(DRHSn+1u −DRHS⋆u)−
1
2Fr2
∂
∂x
(ηn+1 − η⋆)
−1
2
[
(wn+1 − w⋆)∂u
n
∂z
+ wn
(
∂(un+1 − u⋆)
∂z
)]
. (5.17)
As indicated above, there is a term in each of the partial step equations that is unknown. During
time integration, that term is left out and accounted for later. After a time integration step, η and
w are recalculated (i.e. η⋆ and w⋆ are solved for by vertically integrating Equations 5.10 and 5.11).
The rest of the time step is calculated and the ignored term is added back in. Also, it is assumed
that (wn+1 − w⋆) = O(∆t2) and (un+1 − u⋆) = O(∆t2), since they are of the same order as the
time integration scheme and this approximation can be made without loss of accuracy. This gives
ηn+1 = η⋆ +
∆t
2
(w⋆ − wn),
un+1 = u⋆ +∆t
(
− 1
2Fr2
∂
∂x
(ηn+1corr − η⋆)−
1
2
(w⋆ − wn)∂u
n
∂z
)
.
Finally, η and w are vertically integrated one last time to get ηn+1 and wn+1. This reduces
the number of times the equations are vertically integrated to three times per time step. This
substantially speeds up the code. Figure 5.1 shows a comparison of the standard time integration
versus the prediction/correction method.
5.4 Volume Penalization for Slip Conditions
The ocean bathymetry is a hugely varying, intricate, and complex surface. Using current
techniques for representation of this bottom boundary results in a surface that is either too crude
96
50 100 150 200 250 300 350 40010
1
102
103
104
number of iterations
C
PU
 ti
m
e (
mi
nu
tes
)
Speed up
 
 
Original
Prediction/Correction Method
Figure 5.1: Comparison of the standard time integration versus the prediction/correction method,
which demonstrates the speed-up obtained from implementing the prediction/correction method.
(stair step representation) or too expensive (body-fitted meshes). The Brinkman penalization ap-
proach combined with an adaptive grid, makes the implementation of complex geometry boundaries
accurate and feasible for even a simulation run on a standard desktop computer.
Brinkman penalization works by penalizing the equations in such a way that the boundary
conditions are automatically satisfied. This is done by solving the regular governing equations in
the fluid region, which is determined by some mask function. The rest of the computational domain
is marked as the solid region and the penalized form of the equations are solved. Figure 5.2 shows
a comparison of the stair-step representation of boundary conditions, the Brinkman penalization
method and the current implementation (which separates the continental topology and bottom
bathymetry).
The incompressible formulation of Brinkman penalization [5] is implemented by adding the
term, −(χ/ηpen)u, to the momentum equations. When applied to the hydrostatic primitive equa-
tions (Equations 5.1 - 5.4), the following equations result,
∂η
∂t
+
(
uh
∣∣∣∣
z=zmax
)
· ∇hη =
(
w
∣∣∣∣
z=zmax
)
,
∂uh
∂t
+ u · ∇uh + 1
Ro
f kˆ× uh = −∇hP + 1
Re
∇2uh − χ
ηpen
u,
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Figure 5.2: Outlined in purple is computational domain. Fluid domain is blue and solid domain is
brown. Left: The stair-step representation of boundary conditions in most ocean models. Middle:
Continuous Brinkman penalization combining continental topology and bottom bathymetry (ideal).
Right: The current implementation of Brinkman penalization with separation of the continental
topology and bottom bathymetry.
∂w
∂z
= −∇huh,
(
w
∣∣∣∣
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,
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= − 1
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.
The added Brinkman term forces the velocity to be zero in the Brinkman zone. As a first attempt
to utilize volume penalization to represent ocean boundaries, Brinkman penalization for no slip
boundary conditions is used as a benchmark case. Results are shown in Figure 5.3 compared
against no slip wall conditions directly applied to the boundaries.
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Figure 5.3: Demonstration of no slip boundary conditions with and without Brinkman penalization.
Also, the convergence of the no slip Brinkman penalization is verified. Figure 5.4 shows the
strong error convergence with decreasing penalization parameter.
Comparison of the solution profiles demonstrates accurate representation of no slip conditions
using this method. However, for the large scale ocean modeling of interest, no slip boundary
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Figure 5.4: A plot of error convergence for decreasing penalization parameter for no slip conditions..
conditions are not necessary or realistic. To avoid resolving the boundary layer associated with no
slip conditions, it is necessary to extend this methodology to slip conditions, ∂u/∂z = κu. The
idea is very similar to the no slip case. The term added has a time scale much smaller than the
time scale of the problem, so the boundary conditions are applied on this small time scale, ηpen.
Two different volume penalization methods are developed and tested. The full set of penalized
governing equations are
∂η
∂t
+
(
uh
∣∣∣∣
z=zmax
)
· ∇hη =
(
w
∣∣∣∣
z=zmax
)
,
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,
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where,
χ =


1 if x ∈ Oi
0 otherwise
and (a) and (b) are the two different volume penalization options. Figure 5.5 shows a schematic of
the equations to be solved in each region for slip conditions to be satisfied.
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Figure 5.5: Diagram of how Brinkman penalization is extended to slip conditions with the equations
needed to be solved in each region.
For the flat bottom test problem, both methods converge equally well. Figure 5.6 shows the
error of the two methods and shows the comparison of the velocity profiles in a horizontal slice of
all three methods. This test is for a wind forced circulation in the zonal and depth direction. The
wind forces only the top surface, but there is a smooth transition to zero through the top half of
the domain to avoid numerical instability. This case demonstrates the advantage of slip conditions,
while also showing what slip conditions look like at the boundary for a simple circulation problem.
The results are shown for κ = 10, which causes a steeper slope in the velocity as it approaches the
bottom boundary and allows for better visual comparison.
The velocity profile is extremely sensitive to the value of κ. Figures 5.7 and 5.8 show plots of
velocity and the adaptive grid for both κ = 1 and κ = 10. Additionally, as a result of the steeper
slope in a higher κ value, there is a finer resolution near the penalization zone.
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results from non-penalized implementation of slip boundary conditions. Bottom: the velocity
profiles of all three methods (two penalization methods and non-penalized approach for a slice at
x = 0.5).
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Figure 5.7: Demonstration of slip boundary conditions with and without Brinkman penalization
for κ = 1.
5.4.1 Error Convergence for Slip Condition Volume Penalization
Figure 5.6 shows that the slopes of the velocity along the vertical direction in the penalization
case are not exactly equivalent to the non-penalization case. This is a resolution issue. While the
vertical circulation test case above is good for demonstration of slip conditions, a simpler test case
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Figure 5.8: Demonstration of slip boundary conditions with and without Brinkman penalization
for κ = 10.
is used in order to show the error convergence of Brinkman penalization for slip conditions and in
order to run a fine enough resolution to show that the error does converge. Since both methods (a)
and (b) (Equation 5.18 and 5.19) proved to be successful, only method (a) is used in the convergence
study.
The test case is a simple Couette flow, for which there is an analytic solution with the slip
boundary conditions. The domain spans z = [−0.2, 1] and x = [0, 0.4]. There are periodic boundary
conditions in the x direction. On the top z boundary, the velocity is forced to a constant U = 1,
and at the bottom z boundary slip conditions are applied. From z = [−0.2, 0], there is a Brinkman
zone where the slip conditions are applied.
There are no forcing terms other than velocity being forced to a constant speed at the top
boundary. Therefore, there is no Coriolis term and no wind forcing term. The analytic steady-state
solution for the zonal velocity for this Couette case including the Brinkman zone is,
u =


U(1+κz)
1+κ , in fluid region
U
1+κ expκz, in penalized region
The convergence of slip condition volume penalization differs quite a lot from previous Brinkman
convergence studies. The convergence for transient results depends on the penalization parameter,
ηpen, while the convergence for steady state results does not. Figure 5.9 shows a side by side com-
parison of transient and steady-state convergence. Transient in this case means that the time shot
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was taken shortly after time has advanced past largest ηpen (the largest ηpen = 10
−2). Therefore,
transient time results are for t = 2× 10−2. Steady-state results simply refer to a time that is much
past the time scale of the largest ηpen. After long enough time, the error no longer depends on ηpen.
To look closer at the transient and steady state convergence, the middle plots in Figure 5.9
shows a horizontal slice of how the error for each different penalization parameter varies with z.
The error is larger near the Brinkman region (near z = 0), which is expected. When visually
comparing the velocity profiles of each penalization parameter and the case without penalization,
all cases look identical for the transient results. After reaching some steady time when the error
no longer depends on the penalization parameter, the penalized velocity profiles don’t match the
non-penalized case as well. This is likely do to some error build-up with the method, however, is
still small enough to be a useful method.
The main benefit of this new formulation is that there is now no advantage to using a smaller
penalization parameter for steady results. This is a useful property, since smaller penalization
parameters result in stiffer equations to solve. One disadvantage is that there is no way to improve
the error for steady results. Decreasing the penalization parameter does not improve the accuracy of
the boundary conditions. However, for the ocean, the boundaries are not actually solid boundaries
in reality. The small amount of error that could be improved is likely insignificant in the larger
scheme of things. For transient problems, the Brinkman penalization for slip conditions behaves
the same, except for a slightly weaker convergence as the penalization parameter tends to zero.
This result is expected.
5.5 Comparison of Non-Hydrostatic, Hydrostatic, and Shallow Water Mod-
els
To take advantage of three different sets of governing equations which are all solved using the
same numerical methods, two comparison studies are conducted to compare the non-hydrstatic,
hydrostatic and shallow water models. The first is a wind-driven single gyre in a square basin. The
second is flow over a seamount.
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Figure 5.9: Top: plots of penalization parameter versus L2 error, demonstration of convergence for
Brinkman penalization extended to slip conditions for transient and steady-state. Middle: plots of
spatially varying error for transient and steady-state results. Bottom: slice of velocity profile for
steady-state and transient results.
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5.5.1 Wind-Driven Single Gyre in a Square Basin
Much of the work presented in this thesis focuses on wind-driven circulation. As a first step
to validate the three dimensional models that have been developed, a comparison is done using the
wind-driven single gyre in a square basin test case. For the 3D models, a non-dimensionalization
equivalent to Equations 3.8 and 3.9 is used. The results presented here are from boundary layer
thicknesses much larger than what was used in the shallow water studies. These values are so large
that western intensification does not develop.
Figure 5.10 shows all three low resolution cases. Further work needs to be done using higher
resolution for both of the three dimensional cases, however, this is simply a proof-of-concept demon-
stration.
Shallow Water Hydrostatic Non-Hydrostatic
 
 
 
 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
 
 
Figure 5.10: Comparison between three models: shallow water model, hydrostatic primitive equa-
tions, and non-hydrostatic primitive equations using the wind-driven single gyre in a square basin
test case.
The three cases show expected agreement. The non-hydrosatic case appears to be developing
some asymmetry. The hydrostatic case shows similar symptoms when run at a higher Reynolds
number. This asymmetry is still being investigated. Due to the low Reynolds number, it is not
expected that these three cases will vary much. To see the three-dimensionality of these flows,
Figures 5.11 and 5.12 show the streamlines in the vertical. Since these are very laminar solutions,
there is no vertical variation in the flow. In the non-hydrostatic case, the horizontal and vertical
length scales are not scaled differently as with the hydrostatic case (where L/H = 100). Therefore,
the domain in the non-hydrostatic case is x = [0, 1], y = [0, 1], and z = [−0.01, 0], where for the
hydrostatic case it is x = [0, 1], y = [0, 1], and z = [−1, 0]. In Figure 5.12, the z direction was
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stretched in post-processing for ease of visualizing that direction. The domain is actually much
flatter in the z direction.
Figure 5.11: 3D features of wind-driven singly gyre test case using the hydrostatic primitive equation
model.
Figure 5.12: 3D features of wind-driven singly gyre test case using the non-hydrostatic primitive
equation model.
Chapter 6
Conclusions and Future Work
The adaptive wavelet collocation method and the Brinkman penalization method both have
shown to be used successfully for various sets of ocean circulation governing equations.
6.1 Two Dimensional Shallow Water Model
Numerical model development and proof-of-concept testing is completed for the shallow water
model. The adaptive wavelet collocation method is tested for various benchmark problems as
qualitative validation. These benchmark problems include rotating gravity waves and a wind-driven
single gyre in a square basin. Also, the compressible Brinkman penalization formulation is extended
to the shallow water equations. Extensive parameter studies are conducted, as well as a full analysis
of the equations to provide a complete understanding of the added parameters. Finally, two ocean
applications are applied to the newly developed numerical methods. This includes simulations of
the North Atlantic and the 2010 Chile Tsunami.
High resolution simulations of all the cases developed using the shallow water model still
need to be carried out. This is especially important for the wind-driven single gyre in a square
basin, the North Atlantic and the 2010 Chile Tsunami simulations. Also, there are numerous
additions that can be made to improve the accuracy and efficiency of these ocean application
simulations. For the tsunami model, there are many improvements that can be done immediately,
including adding aftershocks, improving the boundary conditions on the open boundaries by either
incorporating non-reflecting boundary conditions or by extending the domain, and also adding in
107
on-shore effects.
6.2 Three Dimensional Primitive Equations
Numerical model development and initial proof-of-concept testing is completed for two three
dimensional models, the hydrostatic primitive equations and the non-hydrostatic primitive equa-
tions. First, the development of an explicit vertical integration solver allows for ease in the single
direction elliptic equations inherent in the primitive equations. Second, a prediction/correction
method is implemented to speed up the code, which was previously being slowed down by the large
number of times the elliptic equations had to be solved at every iterative time step. Lastly, the in-
compressible Brinkman penalization formulation is extended to work for slip boundary conditions.
Applying slip boundary conditions saves on the computational cost associated with resolving the
boundary layer present when using no slip conditions. These numerical model developments are
applied to two common ocean benchmark problems: flow over an isolated seamount and a wind-
driven single gyre in a square basin. The results from the two three dimensional cases are compared
to the shallow water model results.
There is much more work and endless improvements to be made on these three dimensional
models, in order for them to compete with currently used ocean models. This includes, but is not
limited to, testing out more complicated bathymetry, adding in density variations, incorporating
temperature and salinity transport, and developing more advanced turbulence modeling. To test
the slip volume penalization on variable bathymetry, there is further work that can be done to
generalize the penalization to apply the slip conditions in the direction normal to the variable
bottom surface.
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