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A B S T R A C T
The presence of electrons on ions which collide with neutral atoms
constitutes a challenge to theoretical descriptions of the collision dy-
namics. These collisions pose quantum-mechanical many-body prob-
lems that cannot be fully solved; one has to resort to approxima-
tions, such as the independent electron model (IEM), in which the
N-electron problem is reduced to N single-electron problems. The
time-development of a given electron is governed by the nuclear
Coulomb potentials and an electronic mean-field potential formed
by the other electrons. This framework is used in the present work to
explore the active role of projectile electrons in collisions of dressed
boron- and carbon-ions with neon atoms, as well as the seemingly
simple He+–He collision system.
In the present IEM description the collision problem is expressed
in the form of time-dependent Schrödinger equations with a com-
mon single-electron Hamiltonian. The single-electron equations are
solved numerically with a two-centre basis expansion method in
which the continuum is represented by dynamically generated basis
states. From these calculations single-electron transition amplitudes
are obtained and many-electron quantities are computed with dif-
ferent statistical final-state analyses, which do or do not respect the
Pauli exclusion principle.
In B2+–Ne collisions transfer ionization processes that involve elec-
trons at both centres were found to contribute to target multiple ion-
ization coincident with an unchanged projectile charge state. Total
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cross sections for collision channels where the projectile charge state
is changed are presented for B2+–Ne and C3+–Ne collisions. The
present method reliably provides total cross sections for most col-
lision channels, except for the loss of projectile electrons. The con-
tributions of these collision channels to the net recoil ion production
are investigated. These results are compared with those for collisions
of equicharged bare helium and lithium ions with neon.
In a modification of the present approach a piecewise definition of
the common Hamiltonian is proposed. It ensures the correct asymp-
totic behaviour of the mean-field potential at large internuclear dis-
tances before the collision for active electrons of both centres. The
model is applied to the He+–He collision system and compared with
the (unmodified) present approach.
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I N T R O D U C T I O N
The research topic of the present dissertation is the theoretical ana-
lysis of ion–atom collisions at intermediate impact energies in which
the projectile ion carries electrons into the collision. In the following
such ions are called dressed ions.
Collisions of dressed ions with atoms are common in nature and
in technical applications. For example, under plasma conditions en-
countered in fusion research collisions occur over a wide impact-
energy range and with diverse collision partners, including inter-
mediate-energy impact by heavy ions in low charge states [1–3]. Ex-
amples can also be found in solar system research, such as plasma in
the Jovian system which was found to contain dressed sulphur ions
[4]. Fast heavy ions were detected in the magnetosphere of Jupiter
giving reason to expect intermediate-energy dressed-ion–atom colli-
sions to occur [5]. Dressed-ion impact can also be relevant in applic-
ations of swift bare-ion beams when the beam passes media where
multiple consecutive collisions occur. By transferring momentum in
collision initially swift ions are slowed to the intermediate impact-
energy regime. Electron capture from target atoms is then likely,
these are carried into consecutive collisions. (This is in contrast to
ion-atom–collision experiments where gas targets are kept at low
pressure and thin enough to ensure single collision conditions, e.g.
0.1 Pa for a 2 mm interaction length in a target gas jet [6]). An ex-
ample where collisions in a dense medium occur is the stopping of
fast ions in water, e.g. in radiation therapy with ion beams [7–9]. In
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medical applications of ion beams an accurate prediction of the spa-
tial distribution of the energy deposited by the ions is required, often
model descriptions of the stopping process are used [10, 11]. On a
microscopic scale the stopping mechanisms are tremendously more
complex than what is typically considered in atomic and molecular
collision physics where single collisions are considered. The same
applies to the plasma physics examples mentioned above. Models
describing these processes often rely on experimental and theoretical
data that quantify single collision events, and this data is typically
provided in databases [12].
In the intermediate energy range, from about 10 keV/u to a few
MeV/u, excitations, transfer of electrons between the atom and the
ion, and transitions to the continuum occur. The following nomen-
clature is often used: electron removal from the target can happen
due to electron capture by the projectile or emission of electrons (ion-
ization) in consequence producing a recoil ion [13]. Projectile electron
loss, coincident with electron removal from neutral target atoms, oc-
curs typically in the form of electron emission to the continuum [14].
These descriptive terms are somewhat too simple in order to discuss
dressed-ion–atom collisions of interest where multiple electron pro-
cesses are very likely. The coincident transfer of many electrons and
a large number of possible transfer channels give rise to complexity.
A theoretical description of these collision processes is difficult on
a fundamental level. This can be seen when taking one step back, to
the problem of bare-ion impact on atoms, i.e. collisions with projectile
ions stripped entirely of electrons before the collision. The theory of
these collisions has been understood for a long time through quan-
tum mechanics, in particular the time-dependent Schrödinger equa-
tion (TDSE) [15], that has been known for ninety years. Yet, because
many-particle problems cannot be solved analytically, collision prob-
lems remained a challenge ever after. Theoretical descriptions have
to rely on approximations and models to find solutions numerically.
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An example for such a model description is the independent elec-
tron model (IEM) [16] where the many-electron problem is simpli-
fied to single-electron problems. Electron-electron interactions are
approximated through an electronic mean-field potential. An elec-
tron is referred to as an active electron when its time development
is considered in this model. In cases where only the contribution
to the mean field is taken into account the expression passive elec-
trons is used. In order to obtain many-electron quantities from the
single-electron solutions a statistical final-state analysis is used. An
example for such a many-electron quantity is the probability to find
the system in a specific configuration after the collision.
Further approximations are needed to solve single-electron prob-
lems. An example are perturbative methods: The first-order Born
approach used by Bates and Griffing [17] for fast proton–hydrogen
collisions allows only small perturbations and is limited to fast colli-
sions and low projectile charge states. With higher-order perturbat-
ive methods, such as the continuum distorted wave – eikonal initial
state (CDW-EIS) [18] method, these limits have been pushed and ion–
atom collisions at intermediate impact energies can be considered.
Starting from a Born ansatz the projectile is considered a perturbing
influence and the plane initial and final waves are distorted by phase
factors that arise from Coulomb interaction with the nuclear charges
[19, 20]. The initial wave function is normalized and an eikonal ap-
proximation is used to describe the state of the target electron in the
field of the distant projectile at initial time [18]. The CDW-EIS method
has been used widely in calculations, for example, for electron cap-
ture by bare helium ions in collisions with helium atoms [21, 22], and
multiple ionization of noble gases by bare ion impact [23–26].
When using perturbative methods for dressed-ion–atom collision
problems active electrons are typically considered either for the tar-
get or for the projectile. Passive electrons of the dressed-ion pro-
jectiles in collisions with atomic hydrogen were represented by a
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parametric effective model charge in first-order perturbation theory
calculations [27]. Often a constant effective charge is used in CDW-
EIS calculations, an example at intermediate impact energies are cal-
culations for Li+–He collisions [28]. However, this approach is mostly
used for collisions with fast highly-charged dressed ions [29–32]. The
CDW-EIS approach by Miraglia and Gravielle [33] to describe dressed-
ion–atom collisions at intermediate impact energies uses an effective
projectile charge that is a function of the momentum transferred in
the collision. Calculations with this method were made for He+ im-
pact on noble gases [26, 34] and B2+ impact on Ne [35].
Perturbative methods are often not reliable for collisions at the
lower end of the intermediate impact energy regime [36]. A non-
perturbative, albeit classical theory, is the classical trajectory Monte
Carlo (CTMC) method [37, 38]. In CTMC the electron is treated as a
classical particle whose initial position and momentum determine a
trajectory subject to the Coulomb potentials of target and projectile.
The nuclear motion is determined in reference [38] separately from
the electronic problem as a classical two-body problem. A large num-
ber of samples are randomly drawn from the initial probability dis-
tribution of the electrons’ positions and momenta, each sample de-
termines a trajectory. These trajectories are calculated and results
can be categorized, based on their final position and momentum, as
belonging to one of three possible channels, the electron remains at
its centre, it is transferred to the other centre, or emitted as a free
particle [37]. The method was extended to more than one electron
with an IEM [39], and has been used for a wide range of collision
problems [13].
Beyond the IEM the presence of electrons at both collision centres
in dressed-ion–atom collisions can be directly addressed in the frame-
work of CTMC by considering target and projectile electrons in an
n-body calculation [40]. This n-body CTMC (nCTMC) approach has
been used for F6+–Ne collisions [40] and dressed beryllium-ion im-
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pact on hydrogen [41]. Further examples for the nCTMC method are
calculations for simultaneous ionization of He+ in impacts with Ne
[42], and electron emission from the Li+–He system [28]. Constant ef-
fective projectile charges were used in CTMC calculations where the
dressed-ion–hydrogen collision system was treated as an effective
one-electron problem [38]. The IEM in conjunction with the CTMC
has been applied to dressed-ion–helium collision problems, for ex-
ample, [5, 43].
Calculations where the electronic problem was treated fully quan-
tum mechanically and with a non-perturbative method came late,
compared to the methods mentioned above. One reason appears
to be that computing hardware had to advance to make such calcu-
lations numerically feasible. Schaudt et al used a time-dependent
Hartree–Fock (TDHF) method to describe charge transfer in He2+–
He collisions [44]. In the TDHF method the many-electron wave
functions are expressed as Slater determinants comprising single-
electron wave functions. The time development of these single-elec-
tron wave functions is described by equations that are derived by
variational treatment of the action integral for the many-electron sys-
tem. By expanding wave functions in a finite basis differential equa-
tions can be rendered as a system of coupled equations that can be ex-
pressed in matrix-vector form and solved numerically. Such coupled-
channel methods have been used for calculations in one-electron col-
lision systems, for example [45], and for a wide range of ion–atom
collisions with the basis generator method (BGM) [46], for example,
proton impact on atomic oxygen [47] and bare-ion impact on noble
gases [48, 49]. The many-electron problem was addressed through
an IEM. (The present work relies on the BGM, a brief summary of the
method will follow below.)
Active target and projectile electrons in dressed-ion collisions were
considered in independent BGM calculations that were combined in
a final-state analysis [50]. This approach has been applied to He+–Ne
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[50, 51] and C3+-Ne [52] collisions. An overview of BGM calculations
can be found in reference [53].
Dressed-ion–atom collisions provide, due to the the presence of
electrons at the projectile, interesting tests for theorectical models,
notably in the framework of the IEM. The role of projectile electrons
can be coarsely separated into an active role, in which their trans-
itions change the charge states of target and projectile, and into a
passive role, that of screening the projectile nucleus. In an IEM de-
scription the active and the passive role of electrons can be investig-
ated separately. Projectile electrons can be included or omitted at the
level of a statistical final-state analysis which allows to study their
active effect on the collision products (presupposed, the method al-
lows active projectile electrons in the first place). Comparisons with
equicharged bare-ion impact – that is, impact of an ion with like ini-
tial charge state – on the same target atom help to understand the
passive role of projectile electrons.
Collision Systems of Interest
In the present work theoretical results will be compared with exper-
imental data in the form of cross sections as functions of the impact
energy. Total target ionization and electron transfer cross sections
for dressed-ion impact have been measured in a number of experi-
ments, for example, dressed-ion impact on hydrogen [54, 55], and on
noble gas atoms [6, 35, 52, 55–65]. Yet, not in all experiments target
charge states were measured in coincidence with projectile charge
states, which is required to investigate the active role of projectile
electrons. In addition, experimental data ought to be available for
equicharged bare-ion collision systems, in order to make comparison
possible. Collision systems for which this is the case, and that have
been investigated in the course of the present work, are B2+–Ne [35,
62] and C3+–Ne [52, 61–64]. The corresponding equicharged bare-ion
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collision systems are He2+–Ne [66, 67] and Li3+–Ne [52, 64], respect-
ively.
Absolute total cross section measurements are difficult, and exper-
imental results are typically normalized [68] (e.g. to net ion produc-
tion cross sections σ+ measured by Rudd et al [58, 66, 69]). In compar-
isons of theory and experiment in this work more attention is given
to the shape of data with regard to the impact energy and to consist-
ency among different channels than is given to close coincidence of
theoretical and experimental values on an absolute scale.
Present Theory
A semi-classical description of the collision problem is used in this
work. This approach, where the electronic problem is described quan-
tum mechanically and the nuclear motion is dealt with classically, is
possible since with the Born–Oppenheimer approximation [70] both
problems can be separated, and since quantum effects are not relev-
ant to the nuclear motion for the impact energies and impact para-
meters of interest. The nuclear motion is described by straight-line
trajectories; this is a good approximation as long as impact energies
exceed > 5 keV/u [71]. The fastest collisions in this work at impact
energies E ≈ 2 MeV/u are still slow enough to treat the problem us-
ing a non-relativistic description.1 While relativistic effects can play
a role when dealing with the strong fields of nuclei with high atomic
numbers they are negligible for the atoms (ions) considered in the
present work [72].
A TDHF ansatz is used for the electronic problem. The many-elec-
tron wave function is expressed as a Slater determinant of single-
electron wave functions whose time development is described by
1 E = 2 MeV/u corresponds to the velocity in atomic units v = 9 au, with c =
137 au the Lorentz factor γ =
(
1− v2/c2)−1/2 = 1.0027 differs only slightly
from unity.
7
TDHF equations. These equations contain Hartree terms, that cor-
respond to the electronic screening of the nuclear potential, and non-
local exchange terms. Approximating these terms with local mean-
field potentials leads to single-electron equations in TDSE form. In
these equations the time development of all electrons initially at the
target (projectile) depends on the same single-electron Hamiltonian,
for which exchange is considered at the target (projectile) only.
In the common–mean-field approach the same Hamiltonian is used
for electrons of both centres. This is a pragmatic approximation, and
one can get good results when investigating target electron removal
that is due to transitions to the continuum and (or) transfer to the pro-
jectile. On the flip side, for initial projectile electrons the common–
mean-field approach approximates the asymptotic behaviour of the
effective potentials poorly. In consequence one cannot expect good
results for collision channels that depend mostly on transitions of
projectile electrons. Nonetheless, the common–mean-field approach
is used for most of the present calculations, as the collision channels
of interest are dominated by target electron transitions.
The electronic mean field has to change in time if it is to corres-
pond to the changing electronic state over the course of the colli-
sion. This time dependence is present in the TDHF ansatz, but was
lost in the local potential approximations used in this work. This is
dealt with in two ways: In the no-response approximation the time
dependence is neglected and the shape and strength of the initial
mean field potentials of the atom and the ion are constant in time.
In the global target-response model the time dependence of the tar-
get mean-field potential is approximated by scaling the initial poten-
tial with a factor that depends on the net target occupation. Numer-
ical atomic and ionic ground-state potentials are used for the initial
mean-field potentials in the present calculation [73].
The single-electron equations are solved with the BGM [46], a basis
expansion method in a finite model space. Target atomic orbitals and
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states that are generated thereof span the model space. The genera-
tion scheme approximates an optimum solution space as the system
develops in time. The dynamical adaptation of the model space to
the problem allows convergent results with a manageable basis size.
In the two-centre BGM (TC-BGM) [74] the basis also contains ionic
eigenstates of the projectile, which leads to a more accurate descrip-
tion of electron transfer between both collision partners and allows
to consider active electrons that are initially at the projectile. Calcu-
lations that were carried out with the earlier implementation of BGM,
where no projectile states are included in the basis, are henceforth
referred to as one-centre BGM (OC-BGM).
In the statistical final-state analysis many-electron observables are
calculated, namely, probabilities to find k electrons at the projectile
and l in the continuum. In the determinantal method the many-
electron probabilities are calculated from inner products of Slater
determinants of the propagated single-electron wavefunctions and
a final configuration. The method of Lüdde and Dreizler [75] is used
to reduce the numerical complexity of this problem. Since Slater de-
terminants are used the correct antisymmetric property of the many-
electron state is ensured, and accordingly, the Pauli principle is ad-
hered to in this calculation. The other statistical final-state analysis
used in the present calculations is the multinomial method. A com-
binatoric approach is used to calculate many-electron probabilities
from single-electron transition probabilities. The multinomial ana-
lysis does not adhere to the Pauli principle.
Structure of this Dissertation
In the first chapter the single-electron equations are derived, begin-
ning from the TDHF ansatz, following the steps mentioned above.
Chapter 2 is to give an overview of the TC-BGM. The statistical meth-
ods used to calculate many-electron probabilities are described in
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the third chapter. In chapter 4 the size and composition of the basis
as well as its convergence with regard to small changes is discussed.
This is followed, in the same chapter, by test calculations to analyze
different approaches to the extraction of probabilities when target
response is considered.
In the fifth chapter results for ion–neon collisions are shown and
discussed. It begins with a detailed investigation of target ioniza-
tion coincident with an unchanged projectile charge state in B2+–Ne
collisions. In the following sections the discussion is extended to to
collision channels where the projectile charge state changes. In ad-
dition, further collision systems are considered, namely, He2+, Li3+,
and C3+ impact on neon. This includes a comparison of results of
target-response and no-response calculations, an analysis of contri-
butions to the net recoil ion production, and a comparison of dressed-
ion impact with equicharged bare-ion impact on neon.
In the sixth chapter a different approach to combine the target and
the projectile problem is investigated. A piecewise defined poten-
tial function is used in a Hamiltonian for electrons of both centres,
in order to improve the description of projectile electron loss pro-
cesses without worsening target ionization and capture results. At
large internuclear distances before the collision the piecewise poten-
tial function shows the correct asymptotic behaviour for electrons of
the target and the projectile. This asymptotic-correction approach is
applied to the He+–He collision system, and calculated results are
compared with experimental data [58, 68, 76–78]. The dissertation is
concluded in the following chapter.
Atomic Units
Atomic units h¯ = me = 4pie0 = e = 1 are used throughout this
dissertation, unless stated otherwise. When it is thought to improve
clarity values in atomic units may be denoted by an ’a.u.’ suffix.
10
Exceptions to the use of atomic units are, impact energies E in ’eV’,
unified atomic mass units ’u’, and total cross sections σ in ’cm2’.
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1
I N D E P E N D E N T E L E C T R O N M O D E L F O R
D R E S S E D – I O N – AT O M C O L L I S I O N S
The collision systems of interest in this work permit to describe the
nuclear motion independently of the electronic problem in a semi-
classical approximation where the nuclear motion happens on prede-
termined trajectories. In the intermediate-energy regime the velocity
vrel of the projectile relative to the target is fast enough to allow the
use of straight-line trajectories with an impact parameter approxima-
tion. As discussed in the introduction the present collision problems
can be treated non-relativistically.
~Rt
~Rp
~rt
~rp
~r
O
T
P
b
zˆ
xˆ
Figure 1: Diagram of the geometry of the B2+–Ne collision system,
using the straight-line–trajectory approximation. (The origin is
shown at the centre of mass for the B2+–Ne collision system.)
Figure 1 shows the scattering plane of the collision system. Rt(t)
and Rp(t) are the position vectors of both centres with respect to the
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centre-of-mass. The respective velocities are
vt = − MtMt + Mp vrelzˆ and vp =
Mp
Mt + Mp
vrelzˆ, (1)
where Mt and Mp are the masses of the target and projectile nuclei.
The vectors rt = r − Rt(t) and rp = r − Rp(t) point from each colli-
sion centre to the position r of an electron. The collision is followed
over a finite time interval, such that the internuclear distance at ini-
tial time t0 and final time tf is sufficiently large for transition prob-
abilities to stabilize. The perturbation on either collision partner by
the other is then negligible. Both, the target atom and the projectile
ion are assumed to be in their ground state at t = t0. The target is a
closed-shell neutral atom with Nt = Zt electrons. The projectile is an
ion that carries Np = 0, . . . , Zp− 1 electrons into the collision. Zt and
Zp are the atomic numbers of the target and projectile, respectively.
1.1 T H E M A N Y- E L E C T R O N P R O B L E M
With the presuppositions of semi-classical approximation and non-
relativistic description the collision problem becomes a many-electron
problem described by the TDSE
(
Hˆ(t)− i∂t
)
Ψ(t) = 0, (2)
with the initial condition Ψ(t0) = Ψ0. The Hamiltonian Hˆ(t) = Tˆ +
Vˆee + Vˆext(t) comprises the kinetic energy of the electrons, electron-
electron interaction, and the external potential due to the collision
centres’ Coulomb potentials. Expressed for N electrons it reads
Hˆ(t) =
N
∑
i=1
(
−1
2
∆i
)
+
N
∑
i<j
1
|ri − rj| +
N
∑
i=1
(
− Zt|ri − Rt| −
Zp
|ri − Rp|
)
.
(3)
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The problem (2) is solved in an independent electron approximation
with the TDHF approach of reference [50]. In this approximation, the
many-electron wave function is at all times given by a single Slater
determinant
Ψ(r1, . . . , rN, σ1, . . . , σN, t) =
1√
N!
∣∣∣∣∣∣∣∣
ψ1σ1(r1, t) . . . ψNσN(r1, t)
...
...
ψ1σ1(rN, t) . . . ψNσN(rN, t)
∣∣∣∣∣∣∣∣
(4)
for the orthonormal set of single-electron states
{|ψiσi〉}, where the
z-component of the spin is denoted by the index σi. In order to make
it easier to specifically discuss the time development of electrons of
either collision centre it is useful to distinguish between wave func-
tions corresponding to initial target and projectile electrons, respect-
ively denoted by θiσi and φjσj ;
∣∣Ψ〉 = ∣∣θ1σ1 · · · θNtσNt φ1σ1 · · · φNpσNp〉.
The TDHF equations that govern the time development are found
with the variational principle applied to the action functional [79]
A[Ψ] =
tf∫
t0
dt
〈
Ψ(t)
∣∣ i∂t − Hˆ(t) ∣∣ Ψ(t)〉, (5)
for the Hamiltonian (3) and Slater determinant (4). The action be-
comes stationary, δA = 0, with regard to variations δψ∗iσi when the
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TDHF equations are satisfied:
i∂tθiσi(r, t) =
(
−1
2
∆− Zt
rt
− Zp
rp
)
θiσi(r, t)
+
Nt
∑
k=1
∫
d3r′
∣∣θkσk(r′, t)∣∣2
|r− r′| θiσi(r, t)
−
Nt
∑
k=1
δσiσk
∫
d3r′
θ∗kσk(r
′, t) θiσi(r
′, t)
|r− r′| θkσk(r, t)
+
Np
∑
l=1
∫
d3r′
∣∣φlσl(r′, t)∣∣2
|r− r′| θiσi(r, t)
−
Np
∑
l=1
δσiσl
∫
d3r′
φ∗lσl(r
′, t) θiσi(r
′, t)
|r− r′| φlσl(r, t),
(6)
for initial conditions of the target, i = 1, . . . , Nt, and
i∂tφjσj(r, t) =
(
−1
2
∆− Zt
rt
− Zp
rp
)
φjσj(r, t)
+
Np
∑
k=1
∫
d3r′
∣∣φkσk(r′, t)∣∣2
|r− r′| φjσj(r, t)
−
Np
∑
k=1
δσjσk
∫
d3r′
φ∗kσk(r
′, t) φjσj(r
′, t)
|r− r′| φkσk(r, t)
+
Nt
∑
l=1
∫
d3r′
∣∣θlσl(r′, t)∣∣2
|r− r′| φjσj(r, t)
−
Nt
∑
l=1
δσjσl
∫
d3r′
θ∗lσl(r
′, t) φjσj(r
′, t)
|r− r′| θlσl(r, t),
(7)
for initial conditions of the projectile, j = 1, . . . , Np. The propagated
states |θiσi(t)〉, |φjσj(t)〉 remain orthonormal throughout the time de-
velopment.
Listed line-by-line, the components of the TDHF equations for the
initial target electrons (6) are: First, the terms corresponding to the
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kinetic energy T and the external potential Vext; then from the second
line on the terms related to Vee – beginning with the Hartree potential
of the target electrons
vtHa(r, t) =
Nt
∑
k=1
∫
d3r′
∣∣θkσk(r′, t)∣∣2
|r− r′| . (8)
The third line contains the TDHF exchange term for the initial target
electrons of equal spin z-projection. It is followed by the Hartree po-
tential of the projectile electrons vpHa(r, t), defined by the same token
as (8). Finally, there is a two-centre exchange term, that depends on
the overlap of the propagated wave function θiσi with those propag-
ated by equation (7) φjσj of equal spin z-projection. The projectile
TDHF equations (7) follow the same pattern.
In extension of [50], where due to the single electron of a He+ ion
projectile the TDHF equations are slightly simpler, Np electrons are
considered in (6), and in (7). Collision systems with more than one
open shell cannot be described with the present ansatz [80]. In the
present work only target atoms with closed shells are considered,
viz. helium and neon. The dressed-ion projectiles are limited to spin
doublet systems, in the present calculations these are He+, B2+, and
C3+.
Over the course of a collision the Hartree potential can change con-
siderably as the wave functions develop in time. This can be inter-
preted with the physical picture of changing charge clouds that are
screening the nuclei [44]. Response is a cause for the non-linearity
of the TDHF equations. As a consequence of this non-linearity trans-
ition amplitudes that are obtained by projecting the propagated wave
functions on final states oscillate in time even at asymptotically large
distances [81]. These ’TDHF-oscillations’ were first discussed in the
context of ion–atom collisions in conjunction with TDHF calculations
for proton impact on helium [81] and remained a concern in sub-
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sequent calculations [44, 80, 82, 83].
A description of the electronic problem in a TDHF approach ap-
proximates electron-electron interactions and does not account for
correlation. Correlation is typically defined indirectly, for example,
by Löwdin [84] for a stationary problem: The correlation energy of
helium is the difference between the ground state energy resulting
from a Hartree–Fock (HF) calculation and that from the exact solu-
tion of the Schrödinger equation (SE) (cf. [85] for recent calculations).
For the time-dependent case the definition of correlation is less clear
[44, 86]. Stolterfoht1 identified correlation as the difference between
exact transition probabilities and those predicted by TDHF [44]. One
problem with this definition is that the results of TDHF calculations
often oscillate in time [83, 88]. For the present calculations correla-
tion is not considered.
local potential approximations
Solving the TDHF equations (6) and (7) for the collision systems of
interest with N ≥ 10 is numerically expensive due to the non-local
exchange terms. Approximations for the exchange terms are used to
obtain single-electron equations that are easier to compute than the
TDHF equations.
The two-centre exchange terms in both sets of equations are en-
tirely omitted. Before the collision these terms vanish as long as the
internuclear distance is large. As soon as the projectile and target
get into close proximity and from then on this is not (necessarily) the
case any more. The omission of the two-centre exchange terms is
a source of error, in particular for the description of electron trans-
fer [50]. The single-centre exchange term in the TDHF equations for
target electrons (6) is approximated by a local potential vtex, to be
specified further below. With these approximations for the exchange
1According to Schaudt et al [44] published in [87].
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terms and with the Hartree potential vHa of the form (8) the target
TDHF equations (6) can be written in the form of a set of TDSEs,
i∂t θi(r, t) = hˆt(r, t) θi(r, t), i = 1, . . . , Nt, (9)
with the single-electron Hamiltonian,
hˆt(r, t) = −12∆r −
Zt
rt
+ vtHa(r, t) + v
t
ex(r, t)−
Zp
rp
+ vpHa(r, t). (10)
The exchange terms in the projectile TDHF equations (7) are approx-
imated following the same concept, which leads to the projectile
single-electron equations
i∂t φj(r, t) = hˆp(r, t) φj(r, t), j = 1, . . . , Np, (11)
with the single-electron Hamiltonian
hˆp(r, t) = −12∆r −
Zp
rp
+ vpHa(r, t) + v
p
ex(r, t)− Ztrt + v
t
Ha(r, t). (12)
As the wave functions are developed in time by different equations,
either (9) or (11), they lose orthogonality. At some point the approach
for the target and that for the projectile have to be combined; models
to do this will be discussed in section 1.4. This discussion is easier
when the approximations for the local potentials take a more con-
crete shape. For this it is convenient to define effective potentials for
the target,
vteff(r, t) = −
Zt
rt
+ vtHa(r, t) + v
t
ex(r, t), (13)
and similarly for the projectile, vpeff. The following equally applies to
the effective potentials of both centres, the distinction is given up in
the notation, unless needed. Separated into a static and a dynamic
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part,
veff(r, t) = v0eff(r) + δveff(r, t), (14)
the static potential v0eff(r) can be identified as the ground-state po-
tential of the respective atom or ion, because δveff(r, t0) = 0 at initial
time. The ground-state potentials are discussed first, the time-de-
pendence of the effective potentials and the approximations to deal
with them will follow in section 1.3.
1.2 G R O U N D - S TAT E P O T E N T I A L S
The effective potential v0eff is the ground-state potential of the undis-
turbed collision partner. The ground-state potentials of the target
atom and dressed projectile ions used in the present work are nu-
merical results of an optimized potential method (OPM) calculation
[73]. Within a HF framework the OPM was developed by Talman and
Shadwick [89].2 It is an iterative method to find an effective local po-
tential that is variationally optimized: Single-electron orbitals ψi are
obtained from the stationary Schrödinger equation
[
−1
2
∆ + v0eff(r)
]
ψi(r) = εiψi(r) (15)
with the effective potential v0eff in the Hamiltonian. The energy ex-
pectation value 〈Hˆ〉 with regard to the Slater determinant of the ψi
is minimized through variation of the effective potential. This yields
the OPM equations, which are linear integral equations of the form∫
d3r′ K(r, r′)vex(r′) = Q(r), (16)
where the kernel K and inhomogeneity Q are functionals of the orbit-
als and their energy eigenvalues (cf. reference [89], equations 3.5 and
2 Also by Sharp and Horton [90] as an extension to a method developed by Slater
[91]. The former apparently remained unnoticed for three decades.
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3.7). In the case of degenerate orbitals of same ` quantum number,
e.g. for closed-shell atoms, angular dependence can be eliminated,
leading to radial OPM equations for the exchange potential vex =
v0eff− vHa+Z/r. In an iterative numerical process the OPM equations
(16) and stationary Schrödinger equations (15) are solved for self-
consistent orbitals ψi and effective potential v0eff. The self-consistent
approach of reference [89] where the orbitals depend on a local po-
tential has later been recognized as the exchange-only limit of the
Kohn–Sham (KS) scheme [92] of density functional theory (DFT) [93].
An overview of the OPM within the framework of DFT can be found
in references [73, 94–96]. When correlation is neglected (i.e. exchange-
only) and the exact HF exchange functional is used, the DFT approach
to OPM is identical to the HF approach by Talman and Shadwick.
Figure 2 shows the effective OPM ground-state potential for neon
v0eff(r), and the potentials vHa and vex it includes. For small distances
the effective potential approaches −Z/r while for large distances r
the effective potential is asymptotic to −1/r. At large distances the
Hartree potential vHa approaches NNe/r, it compensates the nuclear
Coulomb potential entirely (since NNe = Z = 10). The asymptotic
behaviour of the effective potential is thus determined by the ex-
change potential vex whose asymptotic limit is −1/r, since at large
distances it compensates self-interaction included in the Hartree po-
tential. The orbital structure is evident in the vex curve with a small
oscillation in the transition region from the K to the L shell [95, 96],
i.e. where the combined probability density of the L shell orbitals
exceeds that of the 1s orbital.
1.3 T I M E - D E P E N D E N T E F F E C T I V E P O T E N T I A L S
As the charge density of the atom or ion reacts to the passing col-
lision partner the screening of the nucleus changes, and δveff(r, t)
deviates from zero in equation (14). An ideal way to deal with this
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Figure 2: Neon ground-state effective potential v0eff = −10/r+ vHa +
vex (a), Hartree potential vHa(r) (b), and exchange potential vex(r)
(c). The panels on the left-hand side show the potentials v, those
on the right-hand side rv to emphasize the asymptotic behaviour.
The potentials are shown as functions of the radius r (solid lines).
As a reference, Coulomb potentials of relevant charges are also
included in the plots (dashed lines).
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problem would be to determine the effective potential at all times
with a time-dependent OPM (TDOPM) approach [97]. However, this
is presently computationally out of reach for the collision problems
of interest in this work. For the helium atom in an exchange-only
description the problem is simplified. The OPM equation (16) in a
two-electron spin-singlet atom is reduced to a Poisson integral of the
density 2|ψ(r, t)|2. In calculations for antiproton–helium collisions
by Keim et al [98] the effective potential was determined at every
time step by solving the Poisson equation with regard to the propag-
ated states. These in turn were solutions of the TDSE that depends on
the time-dependent effective potential. While the description of ion-
ization could be improved in comparison to previous calculations
[99], ensuring numerical stability proved rather difficult with this
method [100].
In the present work the time dependence of the effective poten-
tials is addressed in two much simpler ways: (i) the no-response
approximation, δvteff(t) = δv
p
eff(t) = 0, for all t ∈ [t0, tf]; (ii) a target-
response model, where δvteff is a function of a global observable while
δvpeff = 0. In this approximation an angular-dependent response of
the screening electron density is not considered, the target effective
potential retains radial symmetry at all times.
1.3.1 No-response approximation
In the no-response approximation, δvteff(t) = δv
p
eff(t) = 0, the effect-
ive potentials of target and projectile, respectively, are unchanged
throughout the collision. While both effective potentials are inde-
pendent of time in the reference frame of the respective centre, the
single-electron Hamiltonian still remains time-dependent, due to the
time-dependent geometry of the collision system. The problem is
simplified by having to deal with radially symmetric potentials of
frozen form and strength, where only the positions of the centres
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change in time. Nonetheless, the no-response approximation is reas-
onable for collisions where the probability of electron removal is
low, or in fast collisions vrel  1 when the electronic charge density
screening the nucleus has not enough time to react to the disturbance
by the passing collision partner.
1.3.2 Target-response approximation
The present work uses the approach of reference [48] to model the
response δvteff(rt, t): The ansatz is to approximate the effective poten-
tial (14) by a linear combination of ionic potentials vqt weighted with
the probability Ptqt(t) for the target to assume the charge state qt:
vteff(t) =
Nt
∑
qt=0
Ptqt(t) v
t
qt . (17)
To make the ansatz (17) viable the following conditions have to be
met:
(i) vt0 = v
0 t
eff, since for the undisturbed atom δv
t
eff = 0;
(ii) removal of a single electron ought not reduce screening, vt1 =
v0 teff;
(iii) for a fully ionized target vtNt(r) = −Zt/rt.
The rationale for condition (ii) can be found when considering
single ionization in a naïve physical picture: As one electron is
(re)moved from its centre it is subject to the Coulomb potential of
the target nucleus screened by the remaining Nt − 1 electrons. In
other words, the active electron has to be subject to an effective po-
tential that approaches −1/rt for large rt but does not reduce the
screening due to removal of other electrons.
A more practical argument for condition (ii) comes from experi-
ence with TDHF investigations of single ionization where a frozen-
TDHF approximation is preferable for the same reasons [48]. The
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simplest model potential that meets the conditions is
vtqt = v
0 t
eff −
qt − 1
Nt − 1(v
0 t
ex + v
0 t
Ha) for qt ≥ 1. (18)
Inserted in the sum (17),
vteff(t) = v
0 t
eff − (v0 tex + v0 tHa)
Nt
∑
qt=2
Ptqt(t)
qt − 1
Nt − 1, (19)
the separation in a static and dynamic part, as in (14), becomes vis-
ible. While a statistical model is required to find the probabilities Pq,
the net target occupation
Ptnet = Nt −
Nt
∑
qt=0
qtPqt (20)
is a directly accessible observable (the weighted sum is an expression
for the net electron removal). Extracting single-electron probabilities
that sum up to Ptnet requires further considerations that will be dis-
cussed in section 1.5. The effective potential can be expressed with
the net occupation [48],
vteff(t) = −
Zt
rt
+ a(t)
(
v0 tex + v
0 t
Ha
)
, (21)
where
a(t) =
Ptnet(t)− (Ptnet(t)/Nt)Nt
Nt − 1 . (22)
The second term in the numerator of (22), (Ptnet(t)/Nt)
Nt , can be in-
terpreted as the probability that no electrons are removed from the
atom; for it to be meaningful Ptnet(t) must not exceed the number of
electrons at the target Nt. In a collision with a projectile that carries
electrons into the collision it is possible that capture from the pro-
jectile indeed causes Ptnet > Nt. However, it happens so rarely that it
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can be safely neglected by truncating Ptnet at Nt.
1.4 C O M B I N I N G T H E TA R G E T A N D P R O J E C T I L E P R O B L E M S
With the response approximations of section 1.3 based on the ground-
state potentials of section 1.2 the single-electron target Hamiltonian
(10) takes a more concrete form,
hˆt(r, t) = −12∆r −
Zt
rt
− Zp
rp
+ a
[
vtex(rt) + v
t
Ha(rt)
]
+ vpHa(rp), (23)
where the screening factor is either a = 1 in case of the no-response
approximation, or given by (22) for the target-response model. In-
cluding the single-electron projectile Hamiltonian (12) in a descrip-
tion that considers active electrons at both centres can be done in
several ways:
(i) The coupled–mean-field approach of [50] propagates the target
and projectile electrons by solving the single-electron equations
(9) and (11) in independent calculations. To consider response
for the potential screening the target would couple the calcu-
lations through the target Hartree potential in the projectile
Hamiltonian (12). While response was considered in the He+–
Ne calculations of [50] for the target Hamiltonian (23), it did
not apply to the single electron of the projectile. In subsequent
work for C3+-ion impact on neon [52] the no-response approx-
imation was used for the projectile Hamiltonian
hˆp(r, t) = −12∆r + v
0 p
eff (rp)−
Zt
rt
+ v0 tHa(rt). (24)
The coupled–mean-field method has the disadvantage that the
orthogonality of the propagated target and projectile wave func-
tions is lost [50]. When combining the results of the calcula-
tions for each collision centre at the stage of the final-state ana-
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lysis the non-orthogonality of orbitals leads to a noticeable er-
ror [51]. This was overcome by renormalization of the many-
electron wave function [51].
Advantages of the coupled–mean-field approach are: Before
the collision the electrons of both centres are subject to poten-
tials with the correct asymptotic behaviour at large distances.
From the point of view of a projectile electron the target atom’s
nucleus is entirely screened by its electrons at asymptotic dis-
tances. Self interaction at large distances is compensated for
active projectile electrons, the effective potential is thus asymp-
totic to −(qp + 1)/rp.
(ii) In the common–mean-field approach electrons of the target and
the projectile are propagated with the same Hamiltonian. Giv-
ing up the nomenclature that distinguishes between target and
projectile wave functions introduced at the beginning of this
chapter, such that
∣∣Ψ〉 = ∣∣ψ1 · · ·ψN〉 ≡ ∣∣θ1 · · · θNt φ1 · · · φNp〉,
the single-electron equations (9) and (11) can be summarized
as
i∂t ψi(r, t) = hˆ(r, t)ψi(r, t), i = 1, . . . , N, (25)
where the common single-electron Hamiltonian is chosen as
hˆ ≡ hˆt (23). Unlike in the coupled–mean-field approach the or-
thogonality of the propagated wave functions is retained. Un-
fortunately, this comes at a price, projectile electrons are subject
to potentials with decidedly wrong behaviour at asymptotic
distances before the collision. Namely, the target atom does not
appear neutral at a large distance, its potential is asymptotic to
−1/rt, which is a consequence of the target exchange potential
vtex compensating the self-interaction of target electrons. Like-
wise, the projectile ion does not appear attractive enough to a
projectile electron, as the projectile exchange potential vpex is not
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included. Self interaction is not compensated at large distances
and the effective potential goes asymptotically to−qp/rp. This
choice of Hamiltonian is not without alternative for a common–
mean-field description, nonetheless, it is a good choice for the
present ion-neon collision calculations where Nt > Np. The
main interest in these collisions are target electron removal pro-
cesses; a less accurate representation of projectile electron pro-
cesses is a concession that can be made.
(iii) When target and projectile exchange terms are modeled with
the help of a piecewise function in a common Hamiltonian it is
possible to keep orthogonality of the propagated states of both
centres and the correct asymptotic behaviour of the overall po-
tentials before the collision.
The coupled–mean-field model (i) was used in several previous works
[51, 101, 102] and serves as a reference here, however, no calculations
are performed with this approach in the present work. The asymp-
totic correction approach (iii) brings its own complications and is dis-
cussed in more detail in chapter 6. In the following the discussion
continues with the common–mean-field model (ii), where the single-
electron target and projectile wave functions are propagated with
the single-electron equations (25) and the Hamiltonian hˆ ≡ hˆt (23).
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1.5 E X T R A C T I O N O F P R O B A B I L I T I E S
Single-electron transition amplitudes
cνi = 〈ϕν|ψi〉 (26)
quantify, through pνi = |cνi |2, the probability for an electron corres-
ponding to an initial condition i to be found in a bound state
∣∣ϕν〉 of
the target, {∣∣ϕν〉|1 ≤ ν ≤ Kt}, or the projectile, {∣∣ϕν〉|Kt < ν ≤ K}
after the collision. The K target and projectile bound states are, some-
what arbitrarily, ordered with Kt target states first, followed by Kp
projectile states. The single-electron probabilities for the ith active
electron to occupy a target state, a projectile state, or to be found in
the continuum are, respectively,
pti =
Kt
∑
ν=1
|cνi |2, ppi =
K
∑
ν=Kt+1
|cνi |2, pi = 1−
K
∑
ν=1
|cνi |2 = 1− pti− ppi .
(27)
In the IEM many-electron probabilities require statistical models,
which will be discussed in chapter 3. Net probabilities are sums of
single-electron probabilities and directly accessible. The target net
occupation is
Ptnet =
N
∑
i=1
Kt
∑
ν=1
|cνi |2, (28)
while the projectile net occupation Ppnet is defined correspondingly.
In the no-response approximation, δveff = 0, and at final time the
bound target and projectile eigenstates |ϕν〉 in (26) are identical to
the initial eigenstates |ϕ0ν〉 defined by[
−1
2
∆rt + v
0 t
eff(rt)
]
ϕ0ν(rt) = e
0
ν ϕ
0
ν(rt) for ν = 1, . . . , Kt (29)
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and[
−1
2
∆rp + v
0 p
eff (rp)
]
ϕ0ν(rp) = e
0
ν ϕ
0
ν(rp) for ν = Kt + 1, . . . , K. (30)
In the case of the neutral target atom the first Nt eigenstates are equi-
valent to the
∣∣ψi(t = t0)〉, for i = 1, . . . , Nt, and likewise for the first
Np projectile states.
The eigenfunctions of equations (29) and (30) are physically mean-
ingful in the no-response approximation whenever the internuclear
distances are sufficiently large to ensure undisturbed single-centre
systems; in particular at final time tf, where a statistical final-state
analysis is conducted to obtain results. In the case of the global
target-response approximation (cf. section 1.3.2) two complications
arise: (i) The initial eigenstates
∣∣ϕ0ν〉 of the target atom are not eigen-
states of an ionized target. (ii) Unlike in the no-response case prob-
abilities need to be extracted at all times, not just for the final-state
analysis (cf. equation (22)). However, the interpretation of the single-
electron transition amplitudes (26) as contributions to net probabilit-
ies (28) becomes questionable when target and projectile are in close
proximity.
The first issue leads to oscillations of extracted probabilities in
time, and has been identified in TDHF calculations [82, 83] and more
recent calculations using the same framework as the present work
[48, 98]. An ansatz to avoid it is to find instantaneous eigenstates∣∣ϕt(t)〉 of the Hamiltonian at all times [48][
−1
2
∆rt + v
t
eff(rt, t)
]
ϕν(rt, t) = eν(t)ϕν(rt, t) for ν = 1, . . . , Kt,
(31)
and define transition amplitudes (26) with respect to these states.
This approach has been used in several works with the BGM [48, 49,
51, 103], however, not yet in the two-centre BGM framework used
in the present work. The present results have been obtained by us-
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ing initial atomic eigenstates
∣∣ϕ0t 〉. The inaccuracies caused by the
oscillations are evaluated in section 4.2. The second complication is
inherent in the present target-response model, as it depends on the
occupation of target states (22). This is problematic when target and
projectile are in close proximity where the physical significance of
initial eigenstates (29) and instantaneous eigenstates (31) is question-
able.
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2 B A S I S G E N E R AT O R M E T H O D
2.1 B A S I S E X PA N S I O N
In the common–mean-field description the time development of the
N-electron system is described by the single-electron equations (25)
with the single-electron Hamiltonian (23). In the following it is as-
sumed that the Hamiltonian can be separated,
hˆ = hˆ0 + vˆ(t), (32)
into a stationary part hˆ0 and a time-dependent external potential vˆ(t)
that vanishes for asymptotic times. In the following notation the r
and t dependence is implicit. Since the propagated wave functions
do not differ for either spin the single-electron equations have to be
solved for odd values of the index i only. By defining the Schrödin-
ger operator
Oˆ = hˆ− i∂t (33)
the single-electron equations (25) can be written as
Oˆ
∣∣ψi〉 = 0. (34)
The single-electron equations (34) are solved with a basis expansion
approach. Several intermediate steps that lead towards the basis
expansion used in the present calculations are described in the fol-
lowing. Let’s assume each propagated state is expressed as a linear
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combination ∣∣ψi〉 =∑
j
cij
∣∣ξ j〉 (35)
of states that form the orthogonal basis {|ξ j〉}. The coefficients are
cij =
〈
ξ j
∣∣ ψi〉. Substituting the propagated state in the TDSE (34)
with (35) leads to the coupled-channel equations
ic˙ik =∑
j
cij
〈
ξk
∣∣ Oˆ ∣∣ ξ j〉, (36)
where time dependence of the basis states |ξ j〉 is allowed.
2.2 F I N I T E B A S I S , O P T I M I Z E D M O D E L S PA C E
The equations (36) are exact for a complete basis {|ξ j〉}, however, to
solve the problem numerically only a truncated basis can be used.
Such a finite basis {|ξ j〉| j = 1, . . . , J} spans a model space A. Even
when the solutions are contained at a point in time in this model
space (e.g. for a system in the ground state) this cannot be ensured in
general as the system develops in time. The coupled-channel equa-
tions couple to the subspace B which is complementary to the model
space A. An approach to quantify the coupling to B is developed
in [104] along the lines of the optical potential method of Feshbach
[105].
The propagated state
∣∣ψi〉 can be separated into components of
each subspace (i is understood unless needed),
∣∣ψ〉 = Aˆ∣∣ψ〉+ Bˆ∣∣ψ〉 = ∣∣ψA〉+ ∣∣ψB〉, (37)
where the idempotent and hermitian operators Aˆ and Bˆ are project-
ors on the model space A and the complementary space B, respect-
ively. Thus, Aˆ + Bˆ = 1ˆ and AˆBˆ = BˆAˆ = 0. With (37) the TDSE (34)
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can be written as
Aˆ Oˆ Aˆ
∣∣ψA(t)〉 = −Aˆ Oˆ Bˆ∣∣ψB(t)〉, (38)
Bˆ Oˆ Bˆ
∣∣ψB(t)〉 = −Bˆ Oˆ Aˆ∣∣ψA(t)〉. (39)
The expression on the right hand side of the model-space equation
(38) couples to the complementary space. One could use a rather dir-
ect approximation, neglect the coupling and solve Aˆ Oˆ Aˆ
∣∣ψA(t)〉 = 0.
However, the probability flux due to the coupling term is very sens-
itive to the choice of basis for a physical situation [104]. This usually
requires a large basis and makes convergence of the results with re-
spect to the basis choice not very predictable [106]. To go beyond this
approximation the coupling term in (38) is to be expressed in terms
of states in the model space
∣∣ψA〉. This can be done with the help
of the propagator Bˆ(t, t′), which is defined such that for t′ = t it is
the projector on the complementary space B, B(t) = B(t, t), and it
satisfies Bˆ(t) Oˆ Bˆ(t, t′) = 0. With the propagator the solution for the
B-space equation (39) can be written as [107, 108]:
∣∣ψB(t)〉 = −i ∫ t
t0
dt Bˆ(t, t′) Oˆ(t′)
∣∣ψA(t′)〉. (40)
In other words, the propagator Bˆ(t, t′) is responsible for the time de-
velopment of the part of the solution which is lost by truncating the
basis, namely
∣∣ψB〉. With (38) and (40) coupled-channel equations
can be found that are, up to a coupling term1 that is non-local in
1 With (40) the right-hand side of (38) can be expressed as Aˆ Oˆ Aˆ
∣∣ψA(t)〉 =
Vˆopt
∣∣ψA(t)〉, where the optical potential Vˆopt is non-local in time and defined
by
Vˆopt
∣∣ψA(t)〉 = iAˆ(t) Oˆ(t) ∫ t
t0
dt′ Bˆ(t, t′) Oˆ(t′)
∣∣ψA(t′)〉.
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time, similar to (36) [108]:
ic˙ik =
J
∑
j=1
cij
〈
ξk
∣∣ Oˆ ∣∣ ξ j〉
− i
J
∑
j=1
t∫
t0
dt′ cij(t′)
〈
ξk(t)
∣∣ Oˆ(t)Bˆ(t, t′) Oˆ(t′)∣∣ξ j(t′)〉.
(41)
The optimized model space concept of [108] is to construct a basis
that changes in time such that the coupling between the sub spaces
is minimized. It was shown that a basis can be constructed hierarch-
ically in such a way that the coupling term disappears for all but
the highest hierarchy levels. A set of eigenfunctions {φ01, . . . , φ0K} of
the unperturbed Hamiltonian of the collision system hˆ0 (32) forms
the base of the hierarchy. All other basis states are defined by the
recursion relation ∣∣φuv〉 = Oˆ∣∣φu−1v 〉. (42)
While the basis {∣∣φuv〉} is not orthonormal, the basis functions can
be shown to be linear independent [108]. Expressed in this basis the
coupled-channel equations (41) that describe the time development
of each single-electron wave function ψi are
i
U
∑
u=0
V
∑
v=0
c˙uv
〈
φu
′
v′
∣∣ φuv〉 = U∑
u=0
V
∑
v=0
cuv
〈
φu
′
v′
∣∣ Oˆ ∣∣ φuv〉
− i
U
∑
u=0
V
∑
v=0
t∫
t0
dt′ cuv(t′)
〈
φu+1v (t)
∣∣Bˆ(t, t′)∣∣φu+1v (t′)〉
(43)
(as above, the index i is understood). For all basis states below the
highest hierarchy level, u < U, projection on the complementary
space is Bˆ|φu+1v 〉 = 0; the coupling term vanishes. For the highest
hierarchy level the projection is Bˆ|φU+1v 〉 = |φU+1v 〉. Based on this
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argument it was also shown that, orthogonalized states of one hier-
archy level only couple to the next higher level [108]. The popu-
lation of states decreases with increasing hierarchy level u as more
and more interactions are required to populate each level. One can
expect an approximation where the coupling term is omitted to be-
come more accurate as more hierarchy levels U are included.
Due to the recursion relation (42) the complexity of basis states
grows quickly with increasing u, which makes direct application of
this approach not practical for u > 1. A first approximative approach
was explored in [109] wherein u in (42) is limited to a maximum of 1.
It was realized in calculations for one-electron collision systems [45].
2.3 B A S I S G E N E R AT I O N
The rapidly increasing complexity due to the recursive construction
principle (42) can be avoided altogether with a slight change of the
premise of the ansatz: Instead of generating a basis that forms the
described optimized model space, a model space that is larger and
contains the optimized model space at all times is spanned by basis
states that are easier to generate. Such a BGM approach is described
in detail in [46]. However, for a practical implementation, as used to
calculate the present results, a number of approximations are needed.
In the following the theory will be summarized quite coarsely, leap-
ing, for example, from requirements for BGM basis states to the states
that are used as approximations.
The basis
{
χ
µ
ν (t)
∣∣ ν = 1, . . . , K, µ = 0, . . . , Mν} is defined to span
the space A′ that contains the optimized model space of section 2.2:
A′ ⊇ A at all times [46]. For the basis to have this property it is
sufficient that two requirements are met [46]: the physical initial con-
dition (i.e. the initial states |ψi(t0)〉 = |ϕ0ν〉) must be contained in the
basis, and (hˆ− i∂t)|χνµ〉 must be expressible as a linear combination
of basis states |χµ′ν′ 〉. The ansatz of [46] for a construction principle to
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generate such a basis {χµν} is:∣∣χµν〉 = Wˆ(t) ∣∣χµ−1ν 〉, (44)
where Wˆ is a regularized potential that corresponds to the external
potential vˆ(t) in (32); it will be specified below. Reference [46] showed
for a specific Hamiltonian and a specific operator Wˆ that with χ0ν
that resemble spherical Slater-type orbitals the basis generated with
(44) meets the conditions. As an approximation to these orbitals the
basis is directly generated from eigenfunctions ϕ0ν of the system in
the ground state (29, 30). Since (29) and (30) are in the frame of the
respective collision centre, translation factors have to be taken into
account for the zeroth order of the basis [74, 106]
χ0ν(r) =
ϕ0ν(rt)eivtr for ν ≤ Ktϕ0ν(rp)eivpr for Kt < ν ≤ K (45)
where vt and vp (1) are the velocities of each centre with respect to
the centre of mass. In the BGM as it was initially developed in [46],
and implemented in a number of works, for example, [47–51, 103,
110, 111], only target states were included in the basis, the inclusion
of states of both centres in (45) is the central aspect of the extension
of the method, namely, the two-centre BGM (TC-BGM), introduced in
[74]. BGM calculations where the two-centre extension of the method
are (were) not used are referred to as OC-BGM. In general, the present
results were calculated with the TC-BGM.2
Basis size and structure are set by the choice of the number of gen-
erating basis states K and the maximum hierarchy levels M1, . . . , MK
(see section 4.1 for concrete values). While (45) includes target and
projectile states in the µ = 0 order of the BGM basis, the higher
2 There is one exception, response test calculations shown in section 4.2 use the
OC-BGM rather than the TC-BGM.
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hierarchies are only generated (44) from either target or projectile
states.3 For the present problems no states are generated from pro-
jectile states, namely, for ν > Kt Mν = 0.
A basis generated from the |χ0ν〉 (45) cannot guarantee that the
space it spans always contains the optimized model space and that
the decoupling of lower hierarchy states from the complementary
space is retained – unlike a basis that is constructed strictly in ac-
cordance with the requirements stated above. Nonetheless, atomic
eigenstates |ϕ0ν〉 are used as practical approximations to states that
meet the stricter requirements – one can expect a basis that is still
well-adapted to the problem. Convergence of numerical results with
respect to the basis size and structure becomes the criterion to evalu-
ate the approximation.
The choice to build the higher hierarchy levels of the model space
solely from target orbitals suggests to use a generating potential Wˆ
in (44) that corresponds to the projectile potential. It has emerged
from earlier BGM calculations [47–51, 103, 110, 111] that good res-
ults can be obtained with the method when the generating potential
shows the 1/rp Coulomb tail of the projectile, such as the regularized
potential [107]
Wp =
(
1− e−αrp)
rp
, (46)
with the regularisation parameter α = 1.4 Since the basis is gener-
ated (44) with an operator Wˆp, which corresponds to the projectile
potential, applied on target states {|χ0ν〉|ν = 1, . . . , Kt}, the model
space it spans is optimized for describing transitions of target elec-
trons. The reasons from section 1.4 for prioritising target electrons
3 In an extension to the TC-BGM a basis has been built from generating states of
both centres. This method has been used in calculations of the (He H)2+ quasi
molecule in an intense laser field [112].
4 A different regularisation, of the form (r2 + ε2)−1/2, was proposed in [46]. How-
ever, no sufficient convergence could be attained in the range of possbile ε val-
ues [107].
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in (25) apply here as well. The regularized potential Wp is used in
(44) only, and not in the single-electron equations (25), where the
unchanged nuclear Coulomb potential is part of vpeff. With the single-
electron states expanded in the BGM basis
∣∣ψi(t)〉 = K∑
ν=1
Mν
∑
µ=0
ciµν(t)
∣∣χµν (t)〉 (47)
the single-electron equations (25) with the Hamiltonian (23) can be
solved through the coupled-channel equations
i
K
∑
ν=1
Mν
∑
µ=0
c˙iµν(t)
〈
χ
µ′
ν′
∣∣ χµν〉 = K∑
ν=1
Mν
∑
µ=0
ciµν(t)
〈
χ
µ′
ν′
∣∣ hˆ− i∂t ∣∣ χµν〉. (48)
These equations can be written in matrix-vector form
iSc˙i = Mci (49)
where ci is a vector with components ciµν, S is the overlap matrix, and
M the Schrödinger matrix. The matrix elements are
Sµ
′µ
ν′ν =
〈
χ
µ′
ν′
∣∣ χµν〉, (50)
Mµ
′µ
ν′ν =
〈
χ
µ′
ν′
∣∣ hˆ− i∂t ∣∣ χµν〉. (51)
The computation of these matrix elements is involved. Several trans-
formations of the matrices are needed to make the problem manage-
able, these are described in references [106, 113] for the TC-BGM.
The basis constructed from atomic eigenstates with (44) and the
potential (46) is not orthogonal. Orthogonality of the generated states∣∣χµν〉 for µ > 0, with the atomic eigenstates is required for a straight-
forward final-state analysis. Accordingly, an orthogonalisation of
the generated states is performed during basis generation [107].
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As in section 1.5 where the extraction of probabilities from the
single-electron equations is described, single-electron transition amp-
litudes result from the time-development of the problem. Expressed
in the (orthogonalized) BGM basis the transition amplitudes are (26)
cνi =
K
∑
ν′
Mν
∑
µ′ν
ciµ′ν′
〈
ϕν
∣∣ χµ′ν′ 〉. (52)
For the no-response approximation (cf. s. 1.3.1) and when projecting
on initial eigenstates |ϕ0ν〉 (29, 30) in the target-response model, the
transition amplitudes are identical to the coefficients in the coupled-
channel equations (48),
cνi = c
i
µν
∣∣
µ=0. (53)
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3 S TAT I S T I C A L F I N A L - S TAT E A N A LY S I S
While single-electron probabilities and net probabilities, such as the
target net occupation Ptnet, can be obtained immediately from the res-
ults of the BGM calculation, statistical models are needed to investig-
ate multi-electron processes. The starting point for these models are
the transition amplitudes cνi (26) extracted at final time by projecting
the propagated states |ψi(t)〉 on bound target or projectile states |ϕ0ν〉
(29, 30).
The objective of a statistical final-state analysis are observables
that can be directly compared with experiments. In this work only
total cross sections
σ = 2pi
∫ ∞
0
b p(b)db, (54)
are used in comparison with experiments, mostly as functions of
the projectile kinetic energy E. The probabilities required in (54) are
calculated in three ways: from sums of single-electron probabilities;
from inner products of the Slater determinants of the many-electron
state at final time and specific final configurations; and from multi-
nomial combination of single-electron probabilities.
The net recoil ion production is a net cross section that can be dir-
ectly calculated from the target net occupation Ptnet (28):
σ+ = 2pi
∫ ∞
0
b
[
Nt − Ptnet(b)
]
db . (55)
As a quantity that depends in experiments on the total charge of re-
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coiling ionized target atoms and on beam properties1 the net recoil
ion production was early accessible in experiments [114–116] and
thus much experimental data is available [13]. A weighted sum of
total cross sections to yield recoil ions of charge state qt is an equival-
ent expression [68],
σ+ =
Nt
∑
qt=1
qtσqt . (56)
More interesting in the context of this work are the total cross sec-
tions σkl that discriminate between the final charge states of both col-
lision partners. The naming convention has been carried over from
bare-ion impact calculations: k denotes the number of electrons that
are found at the projectile; l denotes those in the continuum. Ac-
cordingly, the charge states are qt = k − Np + l and qp = Zp − k.
The cross sections σqt and σkl are obtained via (54) from probabilities
found with the statistical final-state analyses described in the follow-
ing.
3.1 D E T E R M I N A N TA L A N A LY S I S
In the present IEM description the many-electron wave function at
final time Ψ(tf) is expressed as a Slater determinant (4), the asso-
ciated many-electron state is denoted as |ψ1, . . . ,ψN, tf〉. In the fol-
lowing the probability to find the collision system in a specific final
configuration is called exclusive probability. For a final configuration
| f1 . . . fN〉, which is also expressed as a Slater determinant, this prob-
ability is
Pf1,..., fN =
∣∣〈ψ1, . . . ,ψN, tf ∣∣ f1, . . . , fN〉∣∣2. (57)
1 In experiments the net recoil ion production σ+ is proportional to the ratio of
the total charge Qtotal of the recoil ions produced by a beam of Nbeam particles,
σ+ ∝ Qtotal/Nbeam [13].
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Equation (57) can be expressed as
Pf1,..., fN = detγ (58)
where γ is the one-particle density matrix with the matrix elements
γmn =
N
∑
i=1
〈
fm
∣∣ ψi〉〈ψi ∣∣ fn〉. (59)
The inner products of f j and φi are identical to the transition amp-
litudes cνi (26) if f j is a bound target or projectile state ϕ
0
ν. Thus the
matrix elements of the one-particle density matrix are
γmn =
N
∑
i=1
cmi c
n
i
∗. (60)
In contrast to the exclusive probability the probability to find the
system in any configuration that fits a given criterion is called inclus-
ive probability. An example for the latter is the probability Pkl to find k
electrons at the projectile and l electrons in the continuum. Inclusive
probabilities can be obtained by summation of all exclusive probabil-
ities that correspond to many-electron states that fit the pattern. For
example, adding all Pf1,..., fN for which N − k− l of the f j correspond
to
{
ϕ1, . . . , ϕKt} and k of the f j correspond to
{
ϕKt+1, . . . , ϕK} results
in Pkl. Such a procedure is not very practical for collision problems
with many electrons as in the present work, namely, N ≥ 10.
The simplest example for an inclusive probability is one where
N − 1 electrons occupy a specific final state each, while the remain-
ing electron can be in any other, unoccupied, state:
Pf1,..., fN−1 =∑
fN
Pf1,..., fN . (61)
More generally, the inclusive probability to find u electrons in given
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states and N− u electrons in any other state, namely, N− u electrons
are not measured, is
Pf1,..., fu = ∑
fu+1<···< fN
Pf1,..., fN . (62)
Reference [75] shows that the determinant of a reduced density mat-
rix of dimension u× u is an equivalent description for this inclusive
probability,
Pf1,..., fu =
∣∣∣∣∣∣∣∣
γ11 · · · γ1u
...
...
γu1 · · · γuu
∣∣∣∣∣∣∣∣ . (63)
From here on, a combinatoric approach is used to calculate prob-
abilities that can be compared with experiments. The first example
for these is the probability Pm that exactly m electrons are at the tar-
get. It can be generated from sums of the inclusive probabilities of
equation (62). The final states are from the set of bound target states
(cf. section 1.5), T = {ϕ1, . . . , ϕKt}:
Ptu = ∑
f1<···< fu
f j∈T
Pf1... fu . (64)
It can be shown that Pm can be expressed in terms of Ptu [107],
Pm =
N
∑
u=m
(−1)u−m
(
u
u−m
)
Ptu (65)
The probabilities Pm are equivalent to multiple target ionization prob-
abilities Pqt for qt = Nt −m.
Probabilities where the final charge states of both centres are con-
sidered are found following the same approach. The inclusive prob-
ability to find at least u electrons at the target and at least v electrons
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at the projectile is defined following the pattern of (64),
P′′uv = ∑
f1<···< fu
f j∈T
∑
fu+1<···< fv
f j∈P
Pf1,..., fu+v , (66)
where P = {ϕKt+1, . . . , ϕK} is the set of bound projectile states. With
the help of P′′uv the probabilities P′mk to find exactly m electrons at the
target and k electrons at the projectile can be expressed as
P′mk =
N
∑
u=m
N−u
∑
v=k
(−1)u−m+v−k
(
u
u−m
)(
v
k− v
)
P′′uv . (67)
Through the sum N = k + l +m these probabilities are directly equi-
valent to the probabilities
Pkl = P′m=N−k−l,k . (68)
While the inclusive-probability method of [75] greatly reduces the
combinatoric complexity of the problem, calculating the probabil-
ities Pkl is still numerically expensive. In order to calculate them
with available computing hardware concessions had to be made to
reduce the complexity. Namely, in the present calculations the set of
possible final target states has been restricted to the L and M shells.
Tests have shown that transitions to the target N shell are negligible
and this restriction has no noticeable effect on the results.
3.2 M U LT I N O M I A L A N A LY S I S
In chapter 1 the spin projection of single-electron states was distin-
guished when establishing the IEM description. However, the time
development of single-electron wave functions that differ in spin
only is identical due to restricting the scope of the model to atoms
and ions that can be described with a single Slater determinant (4)
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and approximating the electron-electron interaction with local po-
tentials (cf. p. 17 ff.) What is more relevant to the multinomial ana-
lysis is that this applies also to the transition probabilities (27). This
tempts one to introduce a change of the nomenclature: Initial con-
ditions ψj(t = t0) are counted with the index j up to the number J
of originally occupied spatial orbitals (e.g. 1s, 2s,. . . ), each occupied
by nj = 1, 2 electrons. For brevity the index j is referred to as initial
condition. It is assumed that there is an even number of electrons
initially at the target, then each j corresponds to every other i, while
Jt = Nt/2, Jp = dNp/2e, and J = Jt + Jp.2
3.2.1 Binomial analysis
In the binomial analysis only electron removal from one collision
centre is considered, one does not distinguish between transfer to a
bound state of the collision partner or to the continuum. The prob-
ability for an electron of the initial condition j = di/2e to occupy
a bound state of the target atom is ptj (27) and the target electron re-
moval probability is prtj = 1− ptj. Analogously, the projectile electron
occupation is ppj (27) and removal is p
rp
j = 1− p
p
j for j = Jt + 1, . . . , J.
In the following electron removal from the target is discussed, and
the t indices are omitted unless required.
The probability that qj = 0, . . . , nj electrons are removed for an
initial condition j is
B(j, qj) =
(
nj
qj
)(
1− pj
)qj(pj)(Nj−qj). (69)
Assuming mutually independent events the product of all B(j, qj) is
2 Let a ∈ R and i ∈N, such that 0 ≤ a− i < 1, then the ceiling is
dae =
{
a for a = i
i + 1 otherwise
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the probability for one process leading to the removal of
qΣ =
Jt
∑
j
qj (70)
electrons, while the sum over all processes is the binomial probabil-
ity
Pq =
n1
∑
q1=0
· · ·
nJt
∑
qJt=0
[
δq,qΣ∏
j
B(j, qj)
]
. (71)
The Kronecker delta ensures that only processes that lead to the re-
moval of the desired number of electrons are summed up, and con-
tribute to the overall probability. Reference [111] shows the same
equation in slightly different form, instead of using a delta the sum
only includes terms that lead to correct electron removal.
3.2.2 Trinomial analysis
In order to consider not only electron removal from the target, but
also distinguish ionization and capture by the projectile a trinomial
analysis has been introduced in [117]. As a first step a few more
single-electron probabilities are defined. The probability for capture,
transfer of a target electron to the projectile, is
pcj = p
p
i for i = 2j− 1, j = 1, . . . , Jt, (72)
where ppi is the probability to find an electron in a projectile state
(27). Likewise, the probability for transfer of a projectile electron to
a target state is
pcj = p
t
i for i = 2j− 1, j = Jt + 1, . . . , J. (73)
To avoid confusion, in the present work the expression capture is
used to refer only to the former process, (72). For the same reas-
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ons the probability to transfer an electron from the target to the con-
tinuum,
pij = 1− ptj − pcj for j = 1, . . . , Jt, (74)
is referred to as ionization probability. Corresponding to the prob-
abilities for capture pcj , ionization p
i
j, and to remain at the target p
t
j
are the indices k j, lj, and mj, respectively. As a consequence of (74)
they add up to the number of electrons nj of each initial condition,
nj = mj + k j + lj. With trinomial factors, defined as3
T(j, k j, lj) = (k j, lj, mj)!
(
pcj
)kj(pij)lj(pj)mj , (75)
the target trinomial probabilty to transfer k electrons to the projectile
and l to the continuum is
Ptkl =
n1
∑
k1=0
· · ·
nJt
∑
k Jt=0
n1
∑
l1=0
· · ·
nJt
∑
lJt=0
[
δk,kΣ δl,lΣ∏
j
T(j, k j, lj)
]
, (76)
where
kΣ =∑
j
k j, lΣ =∑
j
lj.
As in the case of the binomial probabilities (71) the Kronecker deltas
select combinations of indices which contribute to the overall prob-
ability Pkl that sum up to the specified k and l. The binomial probab-
ilities (71) can be obtained from sums of trinomial probabilities,
Pq =
Nt
∑
k=0
Nt−k
∑
l=0
δq,k+lPkl. (77)
3 The first factor in (75) is the trinomial coefficient, following the convention for
generalized multinomial coefficients [118]
(a1, a2, . . . , an)! =
(a1 + a2 + · · ·+ an)!
a1! a2! · · · an! .
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By the same token a trinomial probability for projectile electrons
can be calculated. While this was not used directly for finding the
present results, it will be referred to below. Indices are defined mir-
roring the target case: The number of electrons transferred to the tar-
get is k′ and to the continuum l′. Then the trinomial probability for
a dressed projectile ion has the form of (76) where target quantities
are substituted with projectile quantities,
Ppk′l′ =
nJt+1
∑
k Jt+1=0
· · ·
nJ
∑
k J=0
nJt+1
∑
lJt+1=0
· · ·
nJ
∑
lJ=0
[
δk′,kΣ δl′,lΣ∏
j
T(j, k j, lj)
]
. (78)
3.2.3 Multinomial analysis for active target and projectile electrons
The previous two sub-sections were concerned with electron trans-
fer from one centre only, focusing on the target. Electrons of the
other centre were ignored, except for the aside (78). Changes of the
projectile charge state happen due to direct electron removal from
the projectile to the continuum as well as transfer processes between
target and projectile. Now probabilities for (projectile) charge-state-
coincident (target) multiple ionization are to be calculated. In an in-
termediate step electron loss from the projectile is considered through
the elastic probability
Pp0 =∏
j
(ppj )
Nj , for j = Jt + 1, . . . , J, (79)
which is the probability that all projectile electrons remain at the pro-
jectile. The coincidence with this probability lowers the probability
of each process that leads to the transfer of k j electrons to the pro-
jectile and lj electrons to the continuum
Jt
∏
j=1
T(j, k j, lj) = P
p
0
Jt
∏
j=1
Tt(i, ki, li) (80)
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where Tt is the trinomial factor of (75).
Since Pp0 does not depend on the index variables in the sums of
(76) it can be multiplied with the result of the sum rather than each
summand,
Pel.pkl = P
p
0 P
t
k′l , (81)
where k = k′ + Np. The number of projectile electrons Np is con-
sidered to ensure a consistent notation with results of the determ-
inantal analysis (cf. section 3.1). Because transfer processes are un-
likely for large impact energies equation (81) is a good method to
find target ionization probabilities coincident with an unchanged
projectile charge state in that energy regime. Other projectile-charge-
state-coincident channels cannot be described correctly or not at all.
Equation (81) expresses the assumption that projectile electrons
have to remain at the projectile, which is too simplistic when elec-
tron transfer is likely to occur. Then it underestimates the probab-
ility to find the system in a final configuration where the projectile
charge state has not changed much, although, in practice not by a
large margin [50]. As an example to illustrate more complex transfer
processes that are neglected in (81) consider the following: a config-
uration where one electron is in the continuum while the projectile
charge state remains unchanged can be reached when one electron
from the target is captured by the projectile and coincidentally one
electron of the projectile is lost to the continuum.
When transfer between collision centres occurs a further step has
to be taken and the multinomial model of reference [50] used. It com-
bines trinomial probabilities of both centres (76, 78). The same line
of arguments that leads to (80) applies to these more complex cases.
However, rather than having only one global probability a trinomial
analysis (78) needs to be performed for the projectile electrons. Sim-
ilar to (80) where the trinomial target factors (75) are lowered by the
elastic projectile probability, the trinomial projectile factor has to be
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multiplied,
M(k′, k′′) = f ′(k′) f ′′(k′′) =
Jt
∏
j=0
Tt(j, k j, lj)
J
∏
j=Jt+1
Tp(j, k j, lj). (82)
In order to condense the formulæ the k j indices are collected in the
vectors k′ = (k1, . . . , k Jt) and k′′ = (k Jt+1, . . . , k J). By following the
template of (76) by inserting M instead of T and changing the sums
accordingly, the probabilities
Pk′,l′,k′′,l′′ =
n1
∑
k1=0
. . .
nJ
∑
k J=0
n1
∑
l1=0
. . .
nJ
∑
lJ=0
M(k′, k′′) δ(k′, k′, k′′, k′′), (83)
are obtained. The probabilities Pk′,l′,k′′,l′′ are an intermediate result –
they stand for a specific pattern of electron transfer and ionization,
where the primed k and l indices track where electrons are trans-
ferred from and to. The function δ is a placeholder for the product
of Kronecker deltas, which is not written out here as it will become
clear in the next steps. Reordering the sums one obtains
Pk′l′,k′′l′′ =
Jt
∑
j=1
nj
∑
kj=0
nj−kj
∑
lj=0
M′(k′) δk′k′Σ δl′l′Σ
J
∑
j=Jt+1
nj
∑
kj=0
nj−kj
∑
lj=0
M′′(k′′) δk′′k′′Σ δl′′l′′Σ
(84)
which is equivalent to the product of the respective trinomial prob-
abilities for both centres (76, 78)
Pk′,l′,k′′,l′′ = Ptk′l′P
p
k′′l′′ . (85)
As in (76) and (78) the k indices count the electrons transferred to
the other centre and the l indices those transferred to the continuum
(all gained a prime each compared to their first occurrence). One
can simply add up l′ + l′′ to get the total number of electrons in the
continuum. For the number of electrons at the projectile the transfer
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processes compensate each other: k = Np + k′ − k′′ − l′′. To find the
multinomial probability Pkl the intermediate probabilities Pk′,l′,k′′,l′′
(85) have to be considered for all possible combinations of transfers
expressed by its four indices. Two tallies of the k j and lj indices are
needed to select only index combinations that lead to the sought final
k, and l:
κ = Np + k′ − k′′ − l′′, λ = l′ + l′′. (86)
Summation over all indices yields the multinomial probabilities for
active target and projectile electons
Pmltkl =
nt
∑
k′
nt−k′
∑
l′=0
np
∑
k′′=0
np−k′′
∑
l′′=0
Pk′l′Pk′′l′′ δkκ δlλ . (87)
Unlike (81) the multinomial probability Pmltkl includes electron trans-
fers between both centres.
The determinantal analysis (cf. section 3.1) uses the correct statist-
ics for indistinguishable electrons. Since transition probabilities are
defined for the many-electron states with the help of inner products
of Slater determinants (57), Pauli exclusion is taken into account
in (68). This is not the case for the multinomial methods, where
transition probabilities are single-electron properties (27). For the
present calculations this simplification reduces the numerical cost
and thereby computation time by several orders of magnitude. Omis-
sion of Pauli exclusion can be a sensible approximation when the
number of possible final states are large in comparision to the num-
ber of electrons [107]. The influence of Pauli exclusion on the present
B2+–Ne collision results will be discussed in 5.1.3.
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4 T E S T C A L C U L AT I O N S
4.1 B A S I S S I Z E A N D C O N V E R G E N C E
The many-electron problem is treated within an IEM (cf. chapter 1).
N single-electron equations (25), are solved with a basis expansion
method, the TC-BGM, that is described in chapter 2. The BGM-basis{
χ
µ
ν (t)
∣∣ ν = 1, . . . , K, µ = 0, . . . , Mν} is generated with equation
(44), ∣∣χµν〉 = Wˆ(t) ∣∣χµ−1v 〉 (44 revisited)
from the generating basis
{
χ0ν
∣∣ ν = 1, . . . , Kt}. The states |χµν 〉 for
µ > 0 are in the following called pseudo states. The |χ0ν〉 (45) corres-
pond to bound atomic orbitals of the target ϕ0ν, ν = 1, . . . , Kt. Basis
states |χ0ν〉 for ν = Kt + 1, . . . , K that correspond to projectile eigen-
states are also included in the BGM basis, although no pseudo states
are generated from them. The size and structure of the BGM-basis are
determined by a set of parameters Mν, the so called hierarchy.
In the present calculations the atomic orbitals ϕ0ν of the neon target
are results of an OPM calculation [73] (cf. section 1.2). This is also the
case for the dressed-ion projectiles, B2+ and C3+. The ϕ0ν for bare-
ion projectiles are hydrogen-like orbitals. In the present ion–neon
collision calculations Kt = 29 neon orbitals from 2s to 4 f formed the
generating basis. Furthermore, Kp = 30 projectile eigenstates, 1s to
4 f were included in the basis. For each spatial orbital 2l+ 1 states are
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included in this count to address the different m quantum numbers.1
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Figure 3: (a) Weighted target electron removal probabilities bp(b, E)
of neon 1s electrons in collisions with B2+. (b) weighted ioniza-
tion probabilities bp(b, E) for a neon 2s electron, shown for refer-
ence. Please note that the E-axis in panel (b) is reversed to reduce
occlusion.
The neon 1s orbital is not included in the generating basis for the
following reasons: (i) For the present collision problems it has only
a minor effect on the collision channels of interest. A test calculation
has shown that transition probabilities from it are negligibly small
except for the highest energies and very small impact parameters
(cf. figure 3). Since 1s vacancies are unlikely, transitions to this state
can be neglected as well. (ii) The inclusion of the 1s initial condi-
tion led to numerical instability. Because of (i) no attempts were un-
1 The symmetry of the Hamiltonian with respect to the collision plane is used to
separate the basis states in two independent subspaces, gerade and ungerade,
with the transformation of the spherical harmonics to real functions [107]{
Ylm,−l ≤ m ≤ l
} 7→ {Pml cos θ sin mφ, Pml cos θ cos mφ, 0 ≤ m ≤ l},
where θ, φ are polar and azimuthal angles, and l, m are quantum numbers.
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dertaken to remedy these numerical problems, the neon 1s electrons
were simply assumed to be passive, i.e. in the dynamics calculation
the 1s single-electron state was omitted and the 1s orbital was re-
moved from the zeroth-order of the BGM basis. Still considered were
the 1s contributions to the Hartree potential vHa (8), and the static
effective potential v0eff of the neon atom remained unchanged.
The hierarchy {Mν} that prescribes the structure of the BGM-basis
is chosen following a few rules that rely on experience from previous
BGM-calculations with neon targets [103] and calculations using the
TC-BGM [74, 106].
The same value for Mν is chosen for all ν corresponding to orbitals
with identical n and l quantum numbers. A monotonous increase of
Mν with ν is preferred, while large steps are to be avoided. How-
ever increasing the hierarchy levels Mν is limited by numerical sta-
bility issues. Several examples for such hierarchies are shown in
Table 2: Maximum power Mν of the potential operator in Eq. (44)
for all ν corresponding to target sub-shells 2s to 4 f ; Each set of Mν
defines the construction of a basis of size Nχ.
Mv for orbitals
v = 1 2–4 5 6–8 9–13 14 15–17 18–22 23–29
2s 2p 3s 3p 3d 4s 4p 4d 4 f Nχ
0 1 2 2 4 5 5 5 5 170
0 1 2 2 4 5 5 5 6 177
0 1 2 3 4 5 5 5 6 180
0 1 2 3 4 5 5 6 6 185
0 1 2 3 4 6 6 6 6 189
table 2. The number of basis states generated for each hierarchy,
Nχ = ∑Kν=1(Mν + 1), is used as an identifier for the bases listed in
the table. The hierarchy designated with Nχ = 185, and set in bold,
was used to generate the basis for the ion–neon calculations whose
results are shown in chapter 5. This hierarchy leads to a basis that
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is numerically stable and reasonably well converged, that is, with
increasing basis size the results change only little when a few Mν
values of the hierarchy are changed.
Convergence of the basis has been tested with calculations of B2+–
Ne collisions over a range of impact energies E and impact para-
meters b. Figure 4 shows results of these tests. The same hierarchy,
Nχ = 185 was used in the present calculations for the other projectile
ions (viz. He2+, Li3+, and C3+) in collisions with neon. The observable
used for this comparison is the average target electron removal prob-
ability, p¯trm(b) = 1− Ptnet/Nt, because it is readily available from the
dynamics calculations, and avoids possible influence from the stat-
istical models (cf. section 3). As the differences between the results
of the bases of table 2 are too small to be seen at the scale of the plots,
the absolute p¯trm(b) values serve as a reference only, while the relat-
ive differences of the probabilities for four bases with the Nχ = 185
basis allow for a comparision.
The relative differences of the Nχ = 185 basis with the next larger
basis, 189, and immediately smaller basis, 180, remain well under
5%.2 Increasing the order µ of states generated from neon 4s and 4p
orbitals from µ = 5 to µ = 6, which is the step from Nχ = 185 to
Nχ = 189, leads to results that differ little from Nχ = 185. On the
other hand, the results from the Nχ = 170 basis differs considerably
more from the Nχ = 185 basis for an impact energy of 400 keV/u
near b = 1 au, the difference occurs close to the maximum of the
p(b) curve and therefore has a greater effect on resulting cross sec-
tions. The next larger basis, Nχ = 177, does not show such a beha-
viour, while it differs from Nχ = 170 only by including basis states
generated with µ = 6 from neon 4 f orbitals. At large impact para-
meters b the relative difference plots tend to exagerate small absolute
differences between the calculations as the probabilities p(b) become
2 There is an artifact, for Nχ = 180 at 1 MeV/u, division by small probabilities at
small impact parameters exaggerates the relative differences.
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Figure 4: Basis convergence for bases generated with the hierarchies
of table 2 in calculations for the B2+–Ne collision system. (a) Av-
erage target electron removal probabilities p¯trm(b) = 1− Ptnet/Nt
weighted with the impact parameter b, and as a function of b ob-
tained from Nχ = 185. Plots for four impact energies E are shown
side-by-side. (b) Relative differences
∣∣pNχ/p185 − 1∣∣ of the aver-
age removal probabilities p¯trm(b) of (a), comparing the basis for
Nχ = 185 with bases Nχ, denoted on the right-hand-side of the
array.
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quite small. The fact that the results do not change very much with
changes of the basis size, and that the differences tend to get smal-
ler with increasing basis size (compare Nχ = 180 and Nχ = 189 in
figure 4) shows the basis is well converged at Nχ = 185.
4.2 R E S P O N S E
In section 1.5 it has been mentioned that the extraction of transition
amplitudes cνi (26) poses a problem when response is considered in
the target Hamiltonian (23) through the screening factor a (22). Trans-
ition amplitudes can be extracted by projecting on undisturbed ini-
tial eigenstates |ϕ0ν〉 (29) or on instantaneous eigenstates |ϕν(t)〉 (31)
of the target Hamiltonian (23). In order to avoid confusion of the
similar sounding names in the following the former, ϕ0ν, are referred
to as atomic orbitals. The effect of the choice of eigenstates on final
results is investigated in this section with the help of test calcula-
tions. For these tests an earlier implementation of the BGM, OC-BGM
[47–51, 103, 110, 111], was used. Only states centred at the target
are included in the zeroth-order subspace of this method. The test
collision system consists of the bare-ion He2+ projectile and a neon
target. The Nχ = 185 hierarchy that is used for the ion–neon TC-BGM
calculations and described in section 4.1 was used as well for the test
calculations.
The choice of eigenstates to project on influences transition amp-
litudes that are extracted for two distinct purposes:
(i) Final-state analysis: Transition amplitudes are extracted at tf in
order to generate final results, for example, the target net occu-
pation Ptnet (28). Since it is an observable that can be calculated
directly it is a convenient example for this discussion – that is,
the statistical final-state analysis is of no concern. By substitut-
ing the transition amplitudes with (26) the dependence on the
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bound target states becomes explicit:
Ptnet =
N
∑
i=1
Kt
∑
ν=1
∣∣〈ϕν|ψi(tf)〉∣∣2. (88)
Namely, the bound states are either |ϕν〉 ≡ |ϕ0ν〉 or |ϕν〉 ≡
|ϕν(tf)〉 for all ν = 1, . . . , Kt.
(ii) Response model: Transition probabilities are extracted at every
time step to determine the target occupation as input for the
target screening model. That is, the screening factor a (22) in
the Hamiltonian (23) also depends on the choice of bound tar-
get states. Written out explicitly, by inserting (88) into (22), it
is:
a(t) =
N
∑
i=1
Kt
∑
ν=1
∣∣〈ϕν|ψi(t)〉∣∣2 − (N−1t N∑
i=1
Kt
∑
ν=1
∣∣〈ϕν|ψi(t)〉∣∣2)Nt
Nt − 1 .
(89)
For the final-state analysis we suppose that the projectile is far from
the target and enough time has passed for the collision system to ap-
proach its state at t → ∞. Since the ionization probabilities can be
significant for the collisions of interest it is more plausible to project
on states that reflect the ionic nature of the target after the collision
[107]. Accordingly, in case (i) the more convincing approach is pro-
jecting on instantaneous eigenstates, |ϕν〉 ≡ |ϕν(t)〉. For case (ii) the
argument in favour of using instantaneous eigenstates is not as com-
pelling: The screening factor a has to be determined at all times dur-
ing the collision, including times when both collision centres are at
close proximity. Moreover, the change of screening due to response
is typically the greatest at exactly these times: shortly before and
after the closest approach. Previous calculations have shown that
the target occupation sharply reduced immediately after the closest
approach, followed by a longer interval where the target occupation
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recovered again [48]. For such small internuclear distances neither
of the stationary Schrödinger equations (29, 31) is adequate to the
situation, as these equations correspond to ideal initial conditions
for which the potential of the respective other centre is assumed to
have vanished.
Table 3: Quick reference chart for the options A to D, explained in
the text.
(89)
ϕ0ν 7→ a ϕν(t) 7→ a
(88)
ϕ0ν 7→ Ptnet A B
ϕν(t) 7→ Ptnet C D
The choice of atomic orbitals or instantaneous eigenfunctions can
be taken independently for both cases, (i) and (ii). Because of the
considerable differences between (i) and (ii) all four combinations
for the two choices were tested; designated A to D, they are:
A Atomic orbitals ϕ0ν are used for both cases, i.e. in (88) and (89).
B Instantaneous eigenfunctions ϕν(t) are used in the response
model (89), while atomic orbitals ϕ0ν are used for the final-state
analysis, e.g. in (88).
C Atomic orbitals ϕ0ν are used in the response model (89), while
instantaneous eigenfunctions ϕν(t) are used for the final-state
analysis, e.g. in (88).
D Instantaneous eigenfunctions ϕν(t) are used for both cases, i.e.
in (88) and (89).
As a quick reference the above combinations are listed in table 3.
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Figure 5: Time development of the average target occupation
Ptnet/Nt in He
2+–Ne collisions: (a) v = 2 au (100 keV/u), b = 1 au;
(b) v = 6.5 au (1 MeV/u), b = 0.5 au. Results of an OC-BGM cal-
culation where no states at the projectile were considered. Curves
A, C (dotted lines) and B, D (dashed lines) are explained in the
text. Results of a no-response OC-BGM calculation (dash-dotted)
and of a target-response TC-BGM calculation (solid line) are shown
for comparison. Please note that the vertical axis of (a) is com-
pressed for Ptnet/Nt > 0.85.
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In figure 5 (a) the average target occupation Ptnet/Nt is shown as
a function of the projectile position Z in a 100 keV/u He2+–Ne colli-
sion with an impact parameter of b = 1 au. The following frame is
assumed: the target is at rest; Z = 0 and t = 0 at the closest approach.
Because of the straight-line–trajectory approximation Z in this frame
is proportional to time, Z = vt.
In the plot, all four curves, corresponding to A - D, show the same
behaviour before the closest approach (Z = 0). At Z = −5 au the
probabilty begins to drop from unity to about 0.85. From this point
on the curves begin to diverge, and two groups of two curves each
can be distinguished: The calculations where atomic orbitals were
used in the final-state analysis, A and B, continue to fall sharply and
oscillate very noticeably until the calculation ends. Despite the dif-
ferent choice of eigenstates in (89) for A and B, there is no tangible
or relevant difference between both curves. In contrast, both calcu-
lations where instantaneous eigenstates were used in the final-state
analysis, C and D, show hardly any oscillations. The trough immedi-
ately after the closest approach is also less pronounced, in particular
for curve C. The choice of eigenstates in the target response model
leads in the end to a difference between the C and D results.
In comparison to all response calculations the no-response calcu-
lation results in noticeably reduced net occupation and shows no
oscillations. The results of a TC-BGM calculation – the present target-
response results in chapter 5 were calculated in the same way – is
also included in figure 5 (a). The different treatment of capture and
a different choice of basis parameters somewhat restricts a direct
comparison of the OC-BGM and TC-BGM results. Nonetheless, the
target-response model in the TC-BGM calculation corresponds to the
approach of the A-curve, and shows similar oscillations of Ptnet/Nt.
3
3 In order to compensate these oscillations the results in chapter 5 are averages
of a number of probabilities calculated from z > 40 au, in 5 au steps, up to the
maximum internuclear distance Rin = 60 au.
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Figure 5 (b) shows for a collision that is much closer, b = 0.5 au,
and faster, v = 6.5 au (E = 1 MeV/u), a comparison that follows the
pattern of the previous figure. The overall behaviour of curves A to
D is very similar to that at v = 2 au, albeit, in a much shorter time-
frame. In other words, A and B show noticeable oscillations, while C
and D smoothly approach their final values. For such fast collisions,
where electron removal probabilities are small, the effect of response
is expected to be small, with increasing impact energy the results of
response and no-response calculations ought to converge. As seen
in comparison with the no-response calculation, and the fine scale of
the plot’s vertical axis this is nearly the case. Calculation D is indeed
very close to the no-response curve, but calculations A and B lead
both to increased target electron removal.
The increased ionization in response models A and B appears sim-
ilar to the effect of shake-off. Shake-off is a process where after
sudden electron removal secondary electrons are also lost [119, 120].
This process is typically observed in much faster collisions, for ex-
ample, in collisions of lowly charged ions with helium where it dom-
inates for impact energies in excess of 10 MeV/u [121]. When the
direct ionization happens fast enough other electrons are in a state
that is not an eigenstate of the ion, which leads to a transition prob-
ability that is found by the overlap of the atomic orbitals with the
continuum of the ion [122].
At 1 MeV/u impact energy the no-response OC-BGM and TC-BGM
calculations results are almost identical (were the latter shown in fig-
ure 5 (b) both curves would be separated by a line’s-width only). The
no-response curve that is shown in the figure can be used as a refer-
ence for OC-BGM as well as for TC-BGM response curves. Like the
OC-BGM calculations A and B target electron removal is increased
for the response TC-BGM calculation. Since this effect cannot be com-
pensated by averaging it shows up in the present results that will be
discussed in the following chapter.
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In conclusion, noticeable oscillations occur in response calculations
when observables are extracted by projecting on atomic orbitals ϕ0ν.
The oscillations can be avoided by using instantaneous eigenstates
for the final-state analysis.
Using instantaneous eigenfunctions in the global target-response
model leads to reduced electron removal, however, the oscillation
issue persists. Since there is no compelling reason to choose one ap-
proach over the other when it comes to input for the response model,
the difference of the results is inconclusive.
The small scale of the oscillations and differences between the dif-
ferent approaches with regard to the extraction of observables is not
relevant to net probabilities and net cross sections. However, based
only on net probabilities a prediction for more specific collision chan-
nels (e.g. Pkl of chapter 3) cannot be made. In the case of often com-
plex transfer-ionization processes small changes of single-electron
amplitudes might have considerable effects. The difference between
the TC-BGM response curves and the no-response curve at high im-
pact energies shown here can indeed be seen in the present results,
where it is amplified in processes in which a large number of elec-
trons are involved. This will be discussed in section 5.2.
Model A has been used in the present TC-BGM target-response cal-
culations. Based on the test calculations and in comparison with
previous response calculations the errors due to response model A
were considered to be too small to require immediate correction –
in particular in the light of the fundamental shortcommings the IEM
has when dealing with processes that involve the transfer of a large
number of electrons. Nonetheless, it would be sensible to implement
model C for future TC-BGM calculations.
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5 B A R E A N D D R E S S E D I O N I M PA C T O N N E O N
In this chapter the results of TC-BGM calculations for ion–neon colli-
sions are discussed. The focus is at first on B2+–Ne collisions and on
multiple target ionization coincident with an unchanged projectile
charge state, Ne+ B2+ → Neqt+ + B2+. These collision channels are
called pure ionization by Wolff et al [35].
The role of active projectile electrons in pure ionization is invest-
igated by comparing the results of two final-state analyses: In one
case active target and projectile electrons are considered, while in
the other case only target electrons are active. Both analyses use the
determinantal method and results of the same TC-BGM dynamics cal-
culation. The multinomial method is used for an analysis of complex
transfer ionization processes that involve capture by and loss from
the projectile but still lead to the same projectile charge state, qfp = 2.
Subsequently, the role of Pauli exclusion is discussed for this colli-
sion system. The overall results of section 5.1 were found in prepar-
ation of [123] and published in large parts therein.
A comparison of no-response and target-response results for the
He2+–Ne and B2+–Ne collision systems follows in section 5.2. Based
on these results the target-response model was used for all following
calculations of ion impact on neon, viz. the remaining four sections
of chapter 5. The gist of these results was published in [124, 125],
however, in the present work more detail is given.
Present target electron capture and projectile electron loss results
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Figure 6: Net recoil ion production σ+ (56) and positive ion produc-
tion σpip+ (90) of [123] as a function of relative velocity v for colli-
sions of B2+with Ne atoms.
are compared with experimental data in section 5.3. Building upon
this comparison is an investigation of the contributions of different
projectile-charge-state-coincident collision channels to the net ioniza-
tion of neon by B2+ impact (section 5.4). In section 5.5 ionization and
capture results for C3+ and Li3+ impact on neon are compared with
experimental data. Other than the more detailed analysis for B2+–Ne
in previous sections this comparison is brief and mostly serves as pre-
paration of the following section 5.6, where the differences between
dressed-ion and bare-ion impact are discussed.
5.1 A C T I V E TA R G E T A N D P R O J E C T I L E E L E C T R O N S
5.1.1 Pure target ionization
In a recent article Wolff et al [35] reported total cross sections for pure
target ionization in B2+-Ne collisions resulting from experiments and
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theoretical CDW-EIS calculations. Since response was not considered
in these calculations the no-response approximation was used in the
present TC-BGM calculations discussed in this section. The numbers
of electrons found after the collision at the projectile and in the con-
tinuum are for pure ionization k = Np and l = qft, respectively. Total
cross sections for pure ionization by B2+ impact are thus denoted σ31
to σ35. Ionization to higher charge states is insignificant, and such
data were not provided in reference [35].
Similar to the net recoil ion production σ+ (56) – which is an in-
clusive quantity that allows an overview of target ionization in a col-
lision – the positive ion production is defined as
σ
pip
+ =∑
l
lσ3l. (90)
To give a scale comparison the positive ion production σpip+ is shown
together with σ+ in figure 6. The σ+ is considerably larger at low
impact energies, as capture processes that are dominant in this re-
gime are very likely to change the projectile charge state. The curves
approach each other at high impact energies, where capture is insig-
nificant. The remaining difference is due to the loss of projectile elec-
trons to the continuum which is included in σ+. Target ionization
processes that are coincident with different projectile charge states
and which make up the increase of the σ+ over the σ
pip
+ curve are
discussed in more detail in section 5.4.
For the present results active target electrons and active projectile
electrons were considered both in the TC-BGM dynamics calculation
and in the statistical final states analysis using the determinantal
method (see chapter 2 and section 3.1 respectively). For the rest of
this section these results are labelled BGM-T+P. Based on the same
TC-BGM dynamics results a modified statistical analysis has been car-
ried out where projectile electrons were considered passive in the de-
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Figure 7: Comparision of positive ion production σpip+ (90) for l =
1, . . . , 5, for the B2+–Ne collision system using BGM-T+P (solid line)
and BGM-T (dashed line) final-state analyses, and of CDW-EIS (dot-
ted line) calculation [35]. For reference, the BGM-T+P net recoil ion
production σ+ curve is partially shown. Experimental data points
[35].
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terminant method. This means that, propagated projectile states |ψi〉
for i > Nt were not included in the density matrix (63). Yet, the set
of final states still includes projectile orbitals, that is, target electron
capture is still taken into account. This final-state analysis is hence-
forth called target-only and labelled BGM-T. With regard to projectile
electron removal the BGM-T is alike to the CDW-EIS calculation of ref-
erence [35] – both do not consider such processes.
Theoretical results are compared with experimental data of [35]
for the positive ion production σpip+ in figure 7. The maximum of
the BGM-T+P σpip+ curve is at 200 keV/u. It falls off rapidly for lower
impact energies while it decays slowly towards higher energies. The
position of the peak coincides with the middle of the set of exper-
imental data points [35] whose structure resembles a plateau that
drops off for the first and last point. Overall, the results of the BGM-
T+P calculation are in good agreement with the experiment and lie
well within the range of the experimental uncertainty. However,
when following the curve from the peak towards lower energies the
BGM-T+P curve falls off earlier than the experimental data, the data
point at 90 keV/u is noticeably underestimated, the error-bars of the
data point at 68 keV/u barely missed.
When comparing BGM-T+P and BGM-T σpip+ results it is remark-
able that BGM-T+P cross sections are higher than those of the BGM-T
analysis for slow collisions (v < 2.5). After all, BGM-T+P allows elec-
trons to be captured by the projectile, which is indeed very likely
to happen in such slow collisions. One might expect that probab-
ility would be shifted from pure ioniztion P3l collision channels to
other projectile-charge-state-coincident channels, in turn, lowering
the cross section for the former. However, these capture processes
are compensated by transfer ionization processes, where capture into
the projectile is coincident with removal of electrons from it (e.g. cap-
ture of one electron from the target and coincident loss of an electron
to the continuum). In section 5.1.2 such processes are analysed and
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discussed in detail. For faster colllisions, from v ≈ 3 on, BGM-T res-
ults exceed the BGM-T+P results. Overall, the BGM-T+P results are in
better agreement with the experimental data than the BGM-T reults.
The results of the CDW-EIS calculation [35] differ noticeably for the
positive ion production channel σpip+ . The maximum of the CDW-EIS
σ
pip
+ curve is at a slightly higher impact energy, at about 300 keV/u,
exceeding at this point both the maxima of the BGM-T+P curve and
the experimental data. Left of the peak the CDW-EIS curve also falls
off more rapidly than the BGM-T+P and BGM-T curves. It underes-
timates the first three experimental data points at low impact ener-
gies. Right of the maximum the CDW-EIS is very similar to the BGM-T
curve, both in shape as in absolute values, and thus exceeds the BGM-
T+P σpip+ results. In this energy regime the BGM-T+P probabilities for
pure target ionization, that determine the σpip+ , are lowered because
of projectile electron loss, shifting probability to collision channels
coincident with higher boron-ion charge states.
Both, the CDW-EIS and the BGM-T calculation do not consider pro-
jectile electron loss, which is the only relevant process changing the
charge state of the B2+-ions in fast collisions (E > 1 MeV/u). This
makes these σ+ results comparable to the net recoil ion production σ+
which is inclusive of all projectile charge states, as can be observed in
figure 7: For such fast collisions the CDW-EIS and BGM-T results ap-
proach the σ+ results of the BGM-T+P calculation indeed. (In order to
correspond to the results of [35] the sum in (56) has been truncated
at five-fold ionization for the σ+ results shown in figure 7. )
For impact energies where ionization directly to the continuum
is insignificant (in comparison to processes involving transfer) the
difference between the BGM-T and the CDW-EIS calculations can be
explained with transfer ionization processes, which were not mod-
elled in the CDW-EIS calculation. Furthermore, there are differences
on a more fundamental level. Below 100 keV/u CDW-EIS is as a per-
turbative method not expected to be valid [53].
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Figure 8: Pure qt-fold ionization for B2+–Ne collisions; results
of no-response BGM-T+P (solid line) and BGM-T (dashed
line) calculations, CDW-EIS (dotted line) [35], and experi-
mental data [35] for (a) single, double, and triple pure ioniz-
ation; (b) four-fold pure ionization; (c) five-fold ionization.
70
Figure 8 shows pure multiple target ionization cross sections, where
l = 1, . . . , 5 electrons are found in the continuum at tf, while the pro-
jectile charge state is unchanged, thus k = 3. The qt weighted sum of
these cross sections σ3l is the positive ion production σ
pip
+ (90). The
BGM-T+P curves are in fair agreement with the experimental data
for σ31, and in good agreement for σ32 and σ33, all three collision
channels are shown in panel (a) of figure 8. However, the experi-
mental data points at the lowest impact energies are underestimated
for single ionization σ31. The BGM-T+P double and triple ionization
curves follow the apparent shape of the experimental data much
more closely. In [123] we speculated that response effects would be
responsible for underestimating single ionization in slow collisions.
However, response calculations carried out in [124] found no indica-
tion for this (see also section 5.2 on target response).
The BGM-T+P calculation overestimates the experimental results
for pure four-fold ionization σ34 while it reproduces the velocity de-
pendence of the experimental data shown in figure 8 (b). The ex-
perimental data are overestimated to a much greater extent for pure
five-fold ionization σ35, in figure 8 (c). Based on experience from pre-
vious IEM calculations – e.g. [50] (He2+−Ne), [103] (C4+−Ne), [49]
(He2+−Ar), and [126] (p−H2O) – one can expect multiple ionization
to be overestimated when the final charge state of the target qft ex-
ceeds the initial charge state of the projectile qip by more than one,
qft > q
i
p + 1. This is also the case for the present results: the calcula-
tion agrees well with the experiment only up to qft = 3, that is, triple
neon ionization by B2+-impact.
The present BGM-T calculation and the CDW-EIS calculation of [35]
converge with increasing projectile energy for pure single and double
target ionization, σ31 and σ32. For higher final target charge states qft
the CDW-EIS curve exceeds the BGM-T curve more and more. This
difference at high impact energies is small in comparison to the dif-
ference of the BGM-T+P and BGM-T results. For slower collsions the
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differences between BGM-T and CDW-EIS are more nuanced than the
more inclusive σpip+ shows. The CDW-EIS curve for single ioniza-
tion is slightly below the BGM-T curve and has the same shape. For
double ionization both curves are nearly identical. Yet, the differ-
ences of the CDW-EIS to the BGM-T results are considerable when
more target electrons are ionized.
These observations are consistent with the findings from the dis-
cussion of figure 7. The results of passive and active projectile elec-
tron methods differ in fast collisions mostly because of projectile elec-
tron loss. In slower collisions the greatest difference is between the
BGM methods and the CDW-EIS, due to the latter’s limitations in de-
scribing single-electron dynamics in a two-centre situation with the
possiblity of electron transfer [124].
5.1.2 Transfer ionization, multinomial analysis
Indications of transfer ionization processes were found in section
5.1.1 by comparing BGM-T+P and BGM-T pure ionization results. With
the help of the determinant method used in the statistical final-state
analysis for both BGM-T+P and BGM-T it is not possible to distinguish
such different processes. This is not a limitation of the determinant
method, it is rather a fundamental property of the statistics for indis-
tinguishable particles. The determinantal method provides exclus-
ive transfer probabilities, the squared modulus of the inner product
of the propagated many-electron wave function (57) with final-state
configurations. The present determinant method uses the inclusive
probability ansatz [75] which yields the probability to find the sys-
tem in any configuration that fits given criteria, in this case, a colli-
sion channel where k, l electrons are at the projectile and in the con-
tinuum, respectively. In order to differentiate different processes that
lead to the same k, l a multinomial model can be used (cf. section 3.2).
Unlike the determinantal method in the multinomial method anti-
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symmetry of electrons is neglected. While one has to be careful with
such a picture it can be a good approximation for the present colli-
sion problems when focusing on electrons initially at the target. The
number of possible states electrons can transfer to is large in compar-
ison to the number of electrons transferred. This makes it less likely
that transfer processes that would be blocked by Pauli exclusion con-
tribute to the results of the statistical model. The assumption that the
multinomial method is indeed a good approximation for the present
problems will be tested in section 5.1.3 where the influence of Pauli
exclusion on the present results will be investigated.
With the help of the multinomial method the single-ionization chan-
nels can be broken up into contributions from the specific ionization
and transfer ionization processes, namely, that lead to k = 3, l = 1
and k = 3, l = 2, for pure single and double ionization, respectively.
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Figure 9: Single target ionization coincident with unchanged pro-
jectile charge state (k = 3, l = 1) cross sections for B2+–Ne col-
lisions; calculated with a multinomial analysis considering act-
ive target and projectile electrons σmlt31 (91) (chain line); trinomial
single target-only ionization σt01 (dashed line); exclusive single tar-
get ionization σexc31 (dotted line); and BGM-T+P determinantal ana-
lysis (solid line). See the text for an explanation of the statistical
methods used to calculate each cross section.
Figure 9 shows transfer ionization processes contributing to pure
single target ionization σ31 calculated with the multinomial analysis.
The BGM-T+P σ31 curve of figure 8 (a), that was calculated with the
determinant method, serves as a reference to the multinomial results.
Starting point for this discussion is the σt01 curve, which is the
result of a trinomial analysis that considers only active target elec-
trons. It corresponds to transfer of zero electrons to the projectile and
one electron to the continuum, and is calculated with equation (76)
(cf. section 3.2.2). Since it is indifferent to the projectile charge state
the trinomial σt01 curve is nearly identical to the BGM-T curve of fig-
ure 8 (a) (not included in figure 9). It is interesting to see the effect of
including active projectile electrons, while avoiding more complex
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processes where electrons of both centres are transferred. This can
be done by taking the elastic probability Pp0 (79) for projectile elec-
trons to remain at their centre into account. The modified trinomial
probability is Pel.pkl (81). The corresponding cross section for single
target ionization is denoted by σexc31 . Since P
p
0 ≤ 1 it is not surprising
that the σexc31 curve is the lowest in figure 9.
However, exclusive ionization of one target electron is not the only
process that leads to a final configuration with one electron in the
continuum and three at the boron ion (cf. section 3.2.3). The other
processes contributing to this channel can be found by using equa-
tion (87), which gives
Pmlt31 = P
t
01P
p
00︸ ︷︷ ︸
a
+ Pt10P
p
01︸ ︷︷ ︸
b
+ Pt11P
p
10︸ ︷︷ ︸
c
+ Pt20P
p
11 + P
t
21P
p
20 + P
t
30P
p
21 + P
t
31P
p
30︸ ︷︷ ︸
rest
.
(91)
Ptk′l′ and P
p
k′′l′′ are trinomial probabilities (76, 78) that consider only
active electrons of target and projectile, respectively.1 The terms in
equation (91) are denoted as follows:
a is identical to the exclusive single-ionization probability Pexc31 .
b is a transfer ionization process where one electron is transferred
1 The three electrons at the boron ion offer only a very limited number of com-
binations, using (78) the trinomial probabilities for projectile ionization and
transfer are:
Pp01 = 2p
i
1s p1s p2s + (p1s)
2 pi2s
Pp10 = 2p
c
1s p1s p2s + (p1s)
2 pc2s
Pp11 = 2p
c
1s p
i
1s p2s + 2p
c
1s p
i
2s p1s + 2p
i
1s p
c
2s p1s
Pp20 = (p
c
1s)
2 p2s + 2pc1s p
c
2s p1s
Pp21 = (p
c
1s)
2 pi2s + 2p
c
1s p
i
1s p
c
2s
Pp30 = (p
c
1s)
2 pc2s (92)
The notation of the projectile single-electron probabilities follows that of sec-
tion 3.2, the p labels have been omitted: occupation pj, transfer to the con-
tinuum pij, transfer to a target state p
c
j .
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from the target to the projectile coincident with the transfer of
one electron from the projectile to the continuum.
c is a transfer ionization process where one target electron is trans-
ferred to the projectile and one to the continuum coincident
with the transfer of one electron from the projectile to the tar-
get.
rest collects the remaining processes which involve the transfer of
several electrons; they contribute very little to the multinomial
probability Pmlt31 .
Since additional terms (b, c, ’rest’) are added to the exclusive single-
ionization probability Pexc31 , the corresponding total cross section σ
mlt
31
is always above the σexc31 curve in figure 9.
For very slow collisions (v < 1.5) the σmlt31 curve is also above the
target only trinomial σt01 curve and approaches the BGM-T+P curve.
The difference between the target-only trinomial cross section σt01
and σexc31 is much smaller in such slow collisions. It indicates that con-
sidering projectile electrons to be passive provides better results than
it ought to, as ignorance of projectile electron removal compensates
for neglecting transfer ionization.
At higher impact energies the σmlt31 and σ
exc
31 curves converge, sig-
nalling that transfer-ionization processes do not play a noticeable
role at those energies. Projectile electron loss is the only relevant
consequence from taking active projectile electrons into account. It
is thus remarkable that the BGM-T+P curve is above the multinomial
curve, which seems to suggest that projectile electron loss is preven-
ted. A possible explanation is that transfer to the projectile K shell is
present in the multinomial calculation while the Pauli exclusion prin-
ciple prevents it in the determinantal analysis. This will be analysed
in more detail in section 5.1.3.
It is worthwhile to return to equation (91) in order to examine the
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Figure 10: Cumulatively plotted ratios of the transfer ionization con-
tributions in (91) to the multinomial pure single-ionization cross
section σmlt31 for B
2+–Ne collisions. The same data are drawn
against a logarithmic axis on the left and linear axis on the right.
The labels b, c and ’rest’ are explained in the text. The complement
to the shaded areas (a) corresponds to direct target ionization Pexc31 .
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terms that correspond to transfer ionization, labelled b, c and ’rest’.
The ratios of these terms to the total multinomial cross section σmlt31
are shown in figure 10. Each term is added cumulatively to the sum
of smaller contributions, such that the topmost line represents the
ratio of all transfer ionization processes to the total σmlt31 . In other
words, the shaded area corresponds to transfer ionization while the
complement corresponds to exclusive target ionization Pexc31 , labelled
a in (91). Transfer ionization processes are the cause for more than
a half of the overall multinomial cross sections at about 30 keV/u,
whereas they contribute less than a percent to the overall multino-
mial cross section σmlt31 for impact energies above 500 keV/u.
Dominant for all impact energies are one-electron transfer pro-
cesses, labelled b in (91) and figure 10. One electron of the target
is captured by the projectile in coincidence with ionization of a pro-
jectile electron. Two-electron transfer processes (b) are less likely, at
the lowest energies they contribute nearly an order of magnitude
less than one-electron processes. Transfer processes where more than
two electrons are exchanged between both centres contribute little to
σmlt31 , they are collectively shown as ’rest’.
The patterns observed for single-ionization curves in figure 9 are
also present for pure double ionization, shown in figure 11, although,
the differences between the curves are more pronounced. The multi-
nomial expression for double ionization follows the same principle
as (91):
Pmlt32 =
a︷ ︸︸ ︷
Pt02P
p
00 +
b︷ ︸︸ ︷
Pt11P
p
01 +
c︷ ︸︸ ︷
Pt12P
p
10 +
d︷ ︸︸ ︷
Pt21P
p
11
+ Pt22P
p
20︸ ︷︷ ︸
e
+ Pt20P
p
02 + P
t
30P
p
12 + P
t
32P
p
30︸ ︷︷ ︸
rest
(93)
The terms are labelled as follows:
a is identical to the exclusive double target ionization Pexc32 (81),
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Figure 11: Double target ionization coincident with unchanged pro-
jectile charge state (k = 3, l = 2) cross sections for B2+–Ne, cal-
culated with a multinomial analysis considering active target and
projectile electrons σmlt32 (93) (chain line); trinomial double target
ionization σt02 (dashed line); exclusive target ionization σ
exc
32 (dot-
ted line); and BGM-T+P determinantal analysis (solid line). See the
text for an explanation of the statistical methods used to calculate
each cross section.
the probability to transfer two target electrons to the continuum
while the projectile electrons remain at their ion.
b is a transfer ionization process where one electron is transferred
from the target to the projectile and one electron from the target
to the continuum coincident with the transition of one electron
from the projectile to the continuum.
c is a transfer ionization process where one target electron is trans-
ferred to the projectile and two to the continuum coincident
with the transition of one electron from the projectile to the tar-
get.
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Figure 12: Cumulatively plotted ratios of the transfer ionization
contributions in (93) to the multinomial pure double ionization
cross section σmlt32 for B
2+–Ne collisions. The same data are drawn
against a logarithmic axis on the left and linear axis on the right.
The labels b to d and ’rest’ are explained in the text. The comple-
ment to the shaded areas (a) corresponds to direct target ionization
Pexc32 .
d is a transfer ionization process where two electrons are trans-
ferred from the target to the projectile and one is transferred
from the target to the continuum coincident with one electron
transferred from the projectile to the target and one transition
from the projectile to the continuum.
e is a transfer ionization process where two electrons are trans-
ferred from the target to the projectile and two undergo trans-
itions to the continuum while two electrons are transferred from
the projectile to the target.
rest collects the remaining processes which involve the transfer of
several electrons; they contribute very little to the multinomial
probability Pmlt32 .
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Comparing the cross sections σexc32 and σ
t
02 in figure 11 shows that the
more complex transfer ionization processes (b, c, etc.) play a very no-
ticeable role at low to intermediate impact energies. The multinomial
cross section σt02 which includes these processes approaches the cross
section calculated with the determinant analysis of the BGM-T+P cal-
culation for slow collisions. For fast collisions both the σexc32 and
σt02 BGM-T+P curves converge, while the trinomial curve σ
t
02, where
projectile electrons are considered passive lies about 10% above the
active-electron curves. This indicates that projectile electron removal
plays a significant role and that there are no noticeable effects of
Pauli exclusion.
In figure 12 the ratios of the cross sections corresponding to these
terms to σmlt32 are shown cumulatively. Transfer-ionization processes
outweigh direct ionization at low impact energies. The simplest of
these processes b where an electron of the projectile is lost to the
continuum dominates the more complex process c where a projectile
electron is transferred from the projectile to the target while two tar-
get electrons are directly ionized. The more complex processes, (d,
e, ’rest’) never contribute more than two percent to the total pure
double ionization cross section.
5.1.3 Pauli exclusion
In the preceding section total cross sections that were calculated with
two different approaches were discussed; namely, results of the de-
terminantal and the multinomial analysis. In the determinantal ana-
lysis probabilities are calculated from inner products (57) of Slater
determinants (4) for the propagated many-electron state and a final
configuration. As the Slater determinants are fully antisymmetric
many-electron wave functions (under particle exchange) the Pauli
exclusion principle is adhered to in the analysis. The multinomial ap-
proach does not respect the antisymmetry of the many-electron state.
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Figure 13: Impact parameter weighted capture probabilities bpp,c1s (b)
from Ne to the B2+ 1s orbital (dark grey) in comparison to the
weighted overall capture probabilities from Ne to B2+ 1s to 4 f or-
bitals (light grey). Shown as a function of the impact parameter b
and cascaded for decreasing impact energy E.
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Figure 14: Weighted capture probabilities pb(b, e) from B2+ 1s (a)
and 2s (b) to the Ne L shell (black) in comparison to the overall
transfer to the target (grey), as a function of impact parameter b
and energy E.
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Many-electron probabilities are obtained as combinatoric products
of single-electron probabilities of independent events.
Figures 9 and 11 show discrepancies between the results of the de-
terminantal method (BGM-T+P) and the multinomial method (Pmltkl ).
Since the input for the models, (transition amplitudes) as well as the
scope (active target and projectile electrons) are the same for both,
the observed differences must come from antisymmetry, or rather,
from neglecting it. The first aspect to investigate is the missing con-
vergence of the determinantal and multinomial results at high im-
pact energies in figure 9. In that figure the BGM-T+P curve was found
to be above the Pmltkl curve. A reason can be found in figure 13 where
single-electron probabilities for target electron capture to the pro-
jectile 1s orbital are shown in comparison with overall capture (to
1s, . . . , 4 f ). While overall capture probabilities fall sharply with in-
creasing impact energy, capture to the K shell reduces only slightly,
such that from about 500 keV/u capture to the projectile K shell is
the dominant capture channel. As the projectile 1s state is initially
fully occupied and electron loss is weak this capture channel is sup-
pressed by Pauli exclusion. A suppression of a process that changes
the charge state of the projectile leads to an increase in the pure ion-
ization channel σ31 – this is consistent with what is shown in figure 9
and what has been observed in a comparison of the multinomial and
the determinantal final state analyses for He+-Ne collisions [102].
The more pronounced differences between determinantal and mul-
tinomial results in figures 9 and 11, particularly noticeable at me-
dium impact energies is not explained as directly. The problem is
simpy too complex to pin it to a concrete cause.
Pauli exclusion might also matter for transfer to the projectile 2s
orbital, which is initially occupied by one electron. Electron transfer
from the projectile to the, initially fully occupied, target L shell is also
noticeable. Figure 14 shows single-electron probabilities for transfer
of projectile 1s (a) and 2s (b) electrons to the target L shell vs overall
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electron transfer to the target. Transfer to the neon M and N shells
from the projectile 1s orbital is negligibly small. At low impact ener-
gies transfer from the 2s orbital to these shells is present; transfer to
the L shell, however, is clearly dominant. In fast collisions the situ-
ation is comparable to transfer from 1s. Accordingly, one can expect
transfer from the projectile to the target to be strongly suppressed by
Pauli exclusion.
This puts the findings of section 5.1.2 for the contribution of trans-
fer processes to pure target ionization into a slightly different light.
Term (c) in the multinomial sum (91) is a process where a projectile
electron is transferred to the target, and thus ought to be supressed
by Pauli exclusion. However, in the multinomial results shown in
figure 10 the contribution by term (c) is quite noticeable. This is also
the case for terms (c), (d), (e) in (93) in figure 12. This does however
not explain the difference between the BGM-T+P and σmlt3l curves in
figures 9 and 11. However, charge-state-coincident collision chan-
nels have a tendency to react sensitively to small changes that sup-
press other collision channels and in turn shift probability elsewhere.
A similar increase of pure ionization cross sections calculated with
the determinantal analysis was found in comparisions to results of
analyses that do not adhere to the Pauli principle for He+–Ne colli-
sions [102]. This was explained as a consequence of Pauli blocking
of capture to the helium ion [50, 102].
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5.2 C O M PA R I S O N O F R E S P O N S E A N D N O - R E S P O N S E
C A L C U L AT I O N S
So far only results of no-response calculations have been discussed.
In the no-response approximation target and projectile nuclei are
screened by potentials that are, relative to the respective collision
centre, constant in time. In the present IEM description the screen-
ing potentials consist of Hartree potentials and, in the case of the
target, an exchange potential (cf. section 1.4). When removal probab-
ilities are high the no-response approximation is too simplistic, since
it does not address the reduction of screening during the collision.
In the target-response model the screening potentials are scaled (21)
with a factor that is a function of the net occupation of target states
(22) (cf. section 1.3).
The present calculations used an implementation of the target-re-
sponse model where observables at final time are extracted by pro-
jecting on initial target orbitals which leads to oscillations of result-
ing probabilities. The determinantal method (cf. section 3.1) was
used for the statistical final-state analysis. These oscillations were
investigated with the help of test calculations in section 4.2. The
target-response cross sections shown in this section are averages of
results found shortly before the end of the calculation (at five points
between Rin = 40 au and Rin(tf) ≈ 60 au) which helps to reduce
the effect these oscillations have on the results. In the following no-
response results for He2+- and B2+-ion impact on neon are compared
with results calculated with the target-response model (22).
5.2.1 He2+–Ne
The comparison of target-response and no-response calculations is
started with the He2+–Ne collision system. A bare-ion projectile al-
lows to focus on response without having to address the more com-
plex processes that come with projectiles that carry electrons into
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Figure 15: Comparison of the present no-response (chain line) and
response (solid line) TC-BGM calculations for He2+–Ne for net re-
coil ionization σ+ and positive ion production σ
pip
+ channels. Pre-
vious OC-BGM calculation with target response [48] (dotted line)
Experimental data: [66] (squares), [67] (lozenges).
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Figure 16: Comparison of no-response (chain line) and response
(solid line) TC-BGM calculations for He2+–Ne for pure multiple ion-
ization σ01 to σ04. Experimental data: [67] (lozenges).
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the collision. Moreover, it also allows a direct comparison with the
earlier OC-BGM target-response calculations of reference [48]. The
OC-BGM calculations included states centred at the target and BGM-
states generated from them. Transition probabilities were extracted
by projecting on instantaneous eigenstates (option D in section 4.2)
and on bound projectile states. No-response ionization cross sec-
tions calculated with the OC-BGM and the present TC-BGM match
each other almost exactly (i.e. differences are not discernible at the
scale of the figures). Differences between the OC-BGM and TC-BGM
response results are due to differences of the implementation of the
response model.
In figure 15 target-response and no-response results, for the net
recoil ion production σ+ and the positive ion production σ
pip
+ are
compared. Below 375 keV/u the no-response calculation overestim-
ates the experimental net recoil ion production cross sections σ+ [66,
67], whereas the response TC-BGM calculation is mostly in good agree-
ment with the experiments. Nonetheless, for slow collisions the ex-
perimental data show a steep rise to a peak at about v = 0.8 au which
is not present in the response TC-BGM calculation. The curve also
exceeds the experimental error margins of several data points from
reference [66] while following the trend of the data. The TC-BGM
response curve is almost identical to that of the previous OC-BGM
response calculation [48]. The most noticeable difference is the afore-
mentioned peak structure for very slow collisions, which is present
in the calculations from reference [48], while it is outside of the en-
ergy range where the present calculation is numerically stable.
The difference between response and no-response TC-BGM calcula-
tions is very small for the positive ion production cross sections σpip+ .
The calculations are in very good agreement with the experimental
data [67].
For fast collisions the response and no-response curves converge.
As transitions become less likely with increasing impact energy the
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net occupation is not changed as much and in turn the screening
of the target is not reduced significantly. With a general reduction
of single-electron removal probabilities comes also a shift from mul-
tiple to single target ionization. This collision channel is, on purpose,
affected less by the present response model.
Pure multiple ionization total cross sections σ0l for l = 1, . . . , 4
are shown in figure 16. The response and no-response calculations
yield nearly the same results for single σ01 and double ionization
σ02 and are in good agreement with the experimental data [67]. The
triple ionization results σ03 of both calculations begin to differ no-
ticeably. The experiment is overestimated in fast collisions by the
response as well as the no-response calculation. The former curve is
lower in slow collisions and therefore marginally closer to the exper-
iment. The response and the no-response calculations differ consid-
erably, both in shape and maximum values for four-fold ionization
σ04. The experiment is considerably overestimated by both, where
the no-response calculation does much worse than the response cal-
culation. When describing k-fold pure ionization the present theory
agrees with the experiment less and less as k increases. This obser-
vation is consistent with previous experience that IEM calculations
tend to be reliable while qft ≤ qip + 1 [48, 49, 103, 123, 126].
5.2.2 B2+–Ne
The no-response results of section 5.1 (labelled BGM-T+P) are in the
following compared with the results of a target-response calculation.
In figure 17 the positive ion production σpip+ and the net recoil ion
production σ+ are shown. The positive ion production σ
pip
+ curves
for the target-response and the no-response calculation are in close
proximity over the whole velocity range and are in good agreement
with the experimental data of [35]. For two data points correspond-
ing to the slowest collisions the calculations underestimate the exper-
90
02
4
6
8
10
12
14
0 1 2 3 4 5 6 7 8 9
10 100 200 500 1000 2000
B2+–Ne
σ+
σ
pip
+
σ
(1
0−
16
cm
2 )
v (a.u.)
E (keV/u)
no-response
response
Figure 17: Comparison of response and no-response calculations.
Net recoil ion production σ+, and positive ion production σ
pip
+ for
B2+–Ne. Experimental data points for σpip+ [35] (triangles). Bars
mark a semi-empirically estimated range for σ+ that is described
in the text.
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iment. The no-response curve is closer to these data points.
The difference between target-response and no-response calcula-
tions becomes more apparent when looking at the net recoil ion pro-
duction σ+, where no-response leads to considerably larger cross
sections. Unfortunately, experimental net recoil ion production σ+
results are not available for B2+–Ne. However, while [35] provides
pure ionization cross sections, capture and loss data from the same
experimental group can be found in [62], though, without inform-
ation about the coincident target charge state. This allows a semi
empirical estimate that provides upper and lower limits for the net
recoil ion production σ+ which is shown in figure 17: The first estim-
ate provides a lower bound for σ+ by a sum of experimental cross
sections for σloss, single capture σ1cap, and double capture σ2cap from
reference [62] and positive ion production σpip+ from reference [35]:
σ+ ≥ σloss + σpip+ + σ1cap + 2σ2cap. (94)
This presumes a somewhat unlikely situation where loss and single
capture lead only to a final target charge state qtf = 1 and double
capture leads to qtf = 2. The second estimate also uses results of
the present calculation for a semi empirical estimate. Correction
factors to compensate for the lack of target charge state informa-
tion in the experimental data through ratios ρk = (∑l lσkl)/)(∑l σkl)
are obtained from the no-response caculations ( 68 keV/u: ρ2 = 1.5,
ρ4 = 1.5, ρ5 = 2.5; 90 keV/u: ρ2 = 1.5, ρ4 = 1.7, ρ5 = 3 ). Due
to the tendency of the IEM to overestimate multiple ionization it is
reasonable to assume that the ratios ρk would overestimate actual
factors were they to be found in experiments. With the ρk factors (94)
becomes:
σ+ ≈ ρ2σloss + σpip+ + ρ4σ1cap + ρ5σ2cap
Experimental data for 90 keV/u are provided in both articles, how-
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ever, data for 68 keV/u are missing in [62] and are linearly interpol-
ated. Experimental errors are considered by using the worst case
assumptions of σ ± ∆σ for lower and upper estimates. The target-
response curve lies below the lower estimate at 68 keV/u and lies
barely in the estimated range at 90 keV/u. Results of the no-response
calculation are within the estimated range at both impact energies.
While the target-response and no-response calculations for the pos-
itive ion production σpip+ differed only slightly, the more detailed
picture of the pure multiple target ionization cross sections σ3l for
l = 1, . . . , 5, that constitute σpip+ (90), is more differentiated. This is
shown in figure 18. For pure single target ionization σ31 both cal-
culations yield nearly identical results. Also for pure double target
ionization σ32 the two methods differ only slightly. When looking
at σ33, . . . , σ35 the difference between the target-response model and
the no-response approximation becomes more pronounced. For low
to mid impact energies the no-response curves are above the target-
response curves. For triple ionization the no-response calculation is
in very good aggreement with the experimental results [35] while the
target-response model leads to underestimation of the experiment.
The experimental four-fold ionization results are overestimated by
the no-response calculation, while the target-response curve is be-
low the data at low impact energies and passes through at higher
energies. The no-response curve overestimates five-fold ionization
considerably. While the target-response results still exceed the ex-
periment they are much closer. As mentioned in the context of He2+
impact (figure 16), the IEM calculation tends to increasingly overes-
timate experimental results (see also section 5.1.1) as the number or
removed electrons rises. In the case of B2+ impact this happens to a
much lesser degree, even the present σ34 results are in fair agreement
with the experiment.
The nearly identical results for single ionization and very similar
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Figure 18: Total cross sections for pure multiple ionization of neon
by B2+ impact: single to triple σ31, . . . , σ33 (a), four-fold σ34 (b),
and five-fold σ35 (c) target ionization. Results of a TC-BGM cal-
culations with a target-response model (solid line) and with the
no-response approximation (chain line) are shown. Experimental
data [35] (triangles).
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Figure 19: Transfer ionization σ41 (a) and double capture ∑l σ5l (b)
for B2+ impact on neon. Results of TC-BGM target-response (solid
line) and no-response (dash-dotted line) calculations.
results for double ionization are caused by the soft onset of the present
target-response model (22). When the number of removed electrons
increases and the screening potential is scaled down in the global re-
sponse model the target becomes more attractive, and the remaining,
now more strongly bound, electrons are less likely to be removed.
Also noteworthy in figure 18 is that at high energies the curves
corresponding to both models do not converge. The target-response
results exceed those of the no-response calculation. This points to the
problem discussed in section 4.2. Projecting the response solutions
on initial atomic eigenstates in the final-state analysis leads to the
overall increased target ionization at high-impact energies.
The inclusion of target response has only a minor influence on
the agreement of the present capture results with experimental data.
Single-capture cross sections σ40 are nearly identical in the present
target-response and no-response calculations (therefore a direct com-
parison is not shown here; target-response capture cross sections will
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be shown in section 5.3 though).
The effect of response is more noticeable in collision channels where
more electrons are removed from the target. Two examples for such
channels are shown in figure 19: Transfer-ionization σ41 is notice-
ably reduced in slow collisions by including response in the present
model. The target-response double capture cross sections ∑l σ5l, that
comprise pure capture as well as transfer ionization, are below the
no-response results over the whole impact-energy range where cap-
ture is a relevant target electron removal process. In absolute terms
the differences of the two models for these channels are small on the
scale of the net recoil ion production channel σ+ (figure 17). Non-
etheless, the transfer ionization processes lead to high target charge
states qtf, which due to weighting increases their effect on σ+. As
such differences between target-response and no-response calcula-
tions occur for many channels they cumulate and can explain the
considerable reduction of the target-response σ+ curve.
Remarks
The present target-response model (21,22) was used for the ion–neon
calculations that will be discussed in the following (viz. sections 5.3
– 5.6). The use of this model is supported by the overall better agree-
ment of the He2+–Ne target-response results with experimental data.
The comparison of no-response and response calculations for the
B2+–Ne collision system was somewhat inconclusive. For several
collision channels the no-response calculations are in better agree-
ment with experimental results than the target-response calculations.
However, in these cases the difference between both calculations is
not large, and the target-response results are still in fair agreement
with the experimental data.
Neglecting the time dependence of the mean field potentials in the
no-response approximation would risk to oversimplify the problem.
96
At the lower end of intermediate impact energy range collisions take
long in comparison to the time scale of electron dynamics (cf. fig-
ure 5). The electronic density has enough time to react, which ought
to be reflected in the effective potential of the target.
5.3 C H A N G E D P R O J E C T I L E C H A R G E S TAT E
In section 5.1 the focus was on pure target ionization channels, that is,
target ionization coincident with unchanged final projectile charge
state. Electron transfer and projectile electron loss played a role in
removing probability from the pure ionization collision channels. In
section 5.2 the focus was still on ionization channels in the compar-
ison of the target-response and the no-response descriptions. Now
the focus will shift to collision channels where the final projectile
charge state is changed as well. The total cross sections shown in
this section are results of the B2+–Ne target-response calculations
that were discussed in section 5.2. The determinantal method was
used for the statistical final-state analysis.
5.3.1 Projectile electron loss
The choice of effective potentials in the present common–mean-field
description (cf. section 1.4) prioritizes the correct description of elec-
trons initially at the target. Electrons of both centres are propagated
with the single-electron Hamiltonian (23). With this Hamiltonian the
target atom is too attractive and the projectile ion is not attractive
enough to electrons initially at the projectile, because the target is not
entirely screened at asymptotic distances, and the exchange poten-
tial is omitted in the projectile effective potential. The consequence
can be seen in figure 20 where total cross sections for projectile elec-
tron loss
σls =
Nt+1
∑
l=1
σkl for k = Np − 1 (95)
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Figure 20: Projectile electron loss σls (95) in B2+–Ne collisions. Elec-
tron transfer to the target that leads to a negative neon ion (k = 2,
l = 0) is omitted. Experimental data: [62].
are shown: In slow collisions calculated cross sections are about
three times higher than the experimental data [62]. Up to its peak at
about 70 keV/u the curve rises with increasing impact energy similar
to the experimental data. The present results fall short of the experi-
mental cross section for v > 2 au. The reason is that antiscreening is
not described in the present model. Antiscreening is understood as
projectile ionization due to a direct interaction of the active electron
with electrons of the other centre, and it is the dominant mechan-
ism for electron loss from B2+ at intermediate to high impact ener-
gies [62]. It can be approximated by electron impact ionization of
the projectile ion [127]. The probability of an electron being trans-
ferred to the continuum in an antiscreening process increases with
the number of electrons at the collision partner [128]. Due to the
large difference of the numbers of initial electrons at the neon atom
and boron ion (viz. Nt = 10, Np = 3) the effect of antiscreening on
target ionization channels is not as pronounced as what is observed
98
at the projectile.
The asymmetry of the collision system helps with the channels that
are coincident with projectile electron loss.2 Due to the large num-
ber of target electrons the weight of target electron procesess in the
statistical analysis is greater. Furthermore, with increasing initial
projectile-ion charge state the effect of the wrong asymptotic poten-
tials is mitigated. While the target remains too attractive, the pro-
jectile electrons are more strongly bound in the first place.
5.3.2 Capture
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Figure 21: Total cross sections for single capture σsc (96) and double
capture σdc (97) of neon electrons by B2+ projectiles; present target-
response calculations (lines). Experimental data: [62] (filled tri-
angles), [129] (exes).
More important in the description of the B2+–Ne collision system
2 The incorrect asymptotic behaviour of the Hamiltonian for projectile electrons
will also be discussed in chapter 6 for He+–He collisions. Due to the greater
symmetry of that collision system the influence of the wrong asymptotic beha-
viour of (23) is much more pronounced.
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are capture processes, namely, processes where the number k of elec-
trons found at the projectile at t f is greater than Np. This can be seen
at the scale of the graph in figure 21 showing the capture channels
of the present calculations, its maximum is about 5 times larger than
that of the previous figure. Shown in figure 21 are cross sections for
single capture,
σsc =∑
l
σ4l, (96)
and double capture,
σdc =∑
l
σ5l. (97)
The present single-capture results underestimate the experimental
data by Wolff et al [62], in particular in slow collisions. Nonetheless,
the theoretical curve shows a similar trend and drops off with in-
creasing energies in the same way the experimental data do. Single
capture results by Dmitriev et al [129] are well below the cross sec-
tions that were measured by Wolff et al [62]. The present calculations
fall between the two sets of experimental data.
The present results for double capture, σdc (97) appear to be in
very good agreement with the experimental data by Wolff et al [62],
however, this may be only fortuitous: It was argued that dynamic
and final-state correlations have to be considered when describing
capture of multiple electrons [130]. The IEM tends to somewhat over-
estimate these correlated processes [131–133].
5.4 P R O J E C T I L E C H A R G E - S TAT E - C O I N C I D E N T M U LT I P L E
I O N I Z AT I O N
In the previous sections all three cases with regard to the final pro-
jectile charge state have been discussed: unchanged charge state, fo-
cusing on multiple target ionization (section 5.1.1); projectile electron
loss and capture to the projectile. In the discussion of the latter two
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Figure 22: B2+–Ne net recoil ion production σ+ and the terms in (98)
contributing to it.
101
the target charge state did not matter (section 5.1). In this section
the focus returns again to multiple target ionization, but unlike in
section 5.1 the contributions of loss and capture processes are also in-
vestigated. These contributions are substantial – as already noted in
the context of figure 6 where the large gap between the net recoil ion
production σ+ and the positive ion production σ
pip
+ was apparent.
The results shown in this section have been calculated with the TC-
BGM using the target-response model The determinant method has
been used for the final-state analysis All results have been published
in [124].
The recoil ion production σ+ can be found as a sum of cross sec-
tions for qt-fold ionization (weighted with qt) (56). The terms in the
sum can be ordered to make explicitly visible the coincident pro-
jectile charge state the cross sections σkl correspond to. Written in
this way (56) for the B2+–Ne collision system is:
σ+ =
I︷︸︸︷
σ
pip
+ +
II︷ ︸︸ ︷
7
∑
l=0
(l + 1)σ4l +
III︷ ︸︸ ︷
6
∑
l=0
(l + 2)σ5l + · · ·
+
9
∑
l=1
(l − 1)σ2l︸ ︷︷ ︸
V
+
10
∑
l=2
(l − 2)σ1l︸ ︷︷ ︸
VI
+ · · · .
(98)
Term (I) is the positive ion production σpip+ , which was already shown
in figure 6. Term (II) is a net ionization quantity for processes where
electrons are removed from the target in coincidence with single cap-
ture by the projectile. Term (III) is the analogous quantity for double
capture. Processes where more than two electrons are captured by
the projectile are included in σ+. However, since they would lead
to a negative ion, they are not labelled and collected with the first
ellipsis in (98). That such cross sections, σkl for k > Zp, emerge – and
can be quite large, as will be shown below – is a shortcoming of the
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statistical models used in this work.3 Related to this, there is no term
labelled (IV) in (98), it will be needed for capture by triply-charged
ions later in this chapter. The terms labelled (V) and (VI) are net
cross sections of target ionization processes that are coincident with
projectile electron loss.
In figure 22 the contributions of the terms (I) to (VI) are shown.
The curve at the bottom corresponds to the positive ion production
σ
pip
+ , denoted (I) in (98). The following terms (II) to (VI) are cumu-
latively added in the figure, for example, the sum of terms (I) and
(II) corresponds to the curve that forms the upper limit of the area
labelled (II). As an aside, the value of (II) is not the same as the
single capture cross section σsc (96), the difference comes from the
weighting with l + 1 in (98). These transfer ionization processes are
the largest contributions to σ+ at the lowest impact energies, and do
contribute significantly at intermediate impact energies as well.
Transfer ionization where two electrons are captured by the boron-
ion (III) are significant only below about 100 keV/u. Loss from the
projectile coincident with target ionization occurs almost over the
whole impact energy range, and is negligible only for the slowest
collisions. Single electron loss (V) is the dominant collision channel,
the loss of two electrons (VI) contributes noticeably only for colli-
sions faster than v = 2. Target ionization coincident loss of all three
electrons initially at the B2+-ion is extremely unlikely and would not
be visible on the scale of the plot. One has to keep in mind that the
present model is rather inaccurate when it comes to projectile elec-
tron loss. In slow collisions (ca v < 2 au) this channel is overestim-
ated while at high energies (ca v > 2 au) it is considerably underes-
timated (cf. figure 20).
3 The product of binomials method of [47] addresses this problem. The method
redistributes the events that would lead to un-physical multiple capture to the
other capture channels [48]. Its drawbacks are that it does not preserve unity
in the probabilities that result from it and, since it is in essence a binomial
combination approach, does not adhere to the Pauli principle.
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With the addition of target ionization coincident double electron
loss the net recoil ion production σ+ is completed, that is, the upper-
most curve shows σ+. However, there is one area that is not labelled
in the figure, which corresponds to unphysical processes, in partic-
ular, triple capture to the B2+-ion. The combinatoric approach that
is used in the present statistical final-state analyses (in the determ-
inantal analysis equation (64) ff.) includes all mathematically pos-
sible combinations of k and l. The corresponding area in the figure is
left blank [the small area is between (III) and (V)].
Of note is, that the net recoil ion production σ+ curve would not
shift if the statistical model were flawless. Since σ+ (55) is the product
of an observable Ptnet (21) that is directly obtained without the help
of the statistical model its value is not affected by the IEM statistical
insufficiencies.4
5.5 T R I P LY C H A R G E D I O N S
In this section results calculated with the present model for the C3+–
Ne and Li3+–Ne collision systems are discussed in the context of ex-
perimental data. This is done in preparation for a discussion where
several ion–neon collisions systems are compared, which is to follow
in section 5.6. The calculations for the triply charged ions were per-
formed using the TC-BGM with the target-response model (21). For
the C3+-ion eigenfunctions of the nuclear potential screened by the
OPM Hartree potential [73] were used. Hydrogen-like orbitals were
used for Li3+. The BGM bases in in the C3+ and Li3+ calculations were
built with the same hierarchy as that used for B2+ and He2+ impact
calculations (cf. section 4.1). Basis convergence for the C3+–Ne and
the Li3+–Ne collision systems was similarly good as for the B2+–Ne
4 Incidently, were the projectile loss channel correct in the model, it would not
change the σ+ curve either. The target net occupation does not depend on
the projectile occupation. However, it would matter in a description that con-
sidered projectile response.
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Figure 23: Net recoil ion production σ+ (56) and positive ion produc-
tion σpip+ (90) for C
3+ impact on neon. Experimental data: σpip+ : [52]
(squares), [64] (circles); σ+: [56] (diamond) (at v = 6.5 au), a lower
bound for the net recoil ion production calculated (99) from [52],
(grey squares).
collision system.
5.5.1 Carbon-ion impact
The positive ion production σpip+ and the net recoil ion production σ+
by C3+ impact on neon are shown in figure 23. Experimental data
were published for the σpip+ channel at intermediate impact energies
[52] (83 keV/u to 292 keV/u), [64] (250 keV/u to 500 keV/u). and
for the σ+ channel at 1 MeV/u [56]. The present σ
pip
+ results are in
fair agreement with experimental data [52, 64]. Although the calcu-
lations do not show a structure at 200 keV/u and overestimate the
experiment [64] towards higher impact energies the curve reflects
the overall shape of the data rather well.
The single datum for net recoil ion production σ+ from reference
[56] is somewhat overestimated by the calculation. From experi-
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mental data for projectile electron loss and capture in reference [52]
a lower bound for the net recoil ion production
σ+ ≥
5
∑
l=2
(l − 1)σ2l +
4
∑
l=1
lσ3l +
4
∑
l=0
(l + 1)σ4l (99)
can be calculated. While it lacks the contributions from ionization
coincident with multiple capture and loss processes, it is not too
far fetched to assume that the included processes reflect the general
trend of σ+(E) reasonably well. With the exception of one consider-
ably raised datum, the present results lie above and agree with the
shape suggested by the lower bound for σ+ (99).
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Figure 24: Pure multiple ionization σ31, . . . σ34 in C3+–Ne collisions.
Experimental data: [52] (squares), [64] (circles).
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In figure 24 the present calculations for pure multiple ionization
σ3l, l = 1, . . . , 4, are compared with experimental results [52, 64].
Although the experiment is slightly overestimated and a trough at
about 200 keV/u does not appear in the calculations, overall the
present results agree well with the experimental σ31 and σ32 of [52].
The present calculations are in good agreement with experimental
data of reference [64] for σ31 and σ32. For higher final charge states
of the neon target, the calculations σ33, . . . , σ34, are altogether in fair
agreement with both experiments [52, 64]. A trend to increasingly
underestimate the data at low impact energies and overestimate
them at high impact energies is noticeable. With increasing l the
agreement of the present results for the C3+–Ne σ3l does not degrade
as much as it does in the B2+–Ne collision system (cf. figure 8).
Capture σ40 and transfer ionization cross sections σ41, . . . , σ43, that
is, transition of one to three target electrons to the continuum coin-
cident with the capture of one electron by the projectile, are shown
in figure 25. The present calculations are mostly in good agreement
with experimental data [52, 64]. An exception are the σ40 and σ41 data
points of reference [52] at 292 keV/u, which also do not agree with
the data for the same impact energy of reference [64]. At higher im-
pact energies the calculated capture cross section σ40 drops below the
cross section for transfer ionization. This is reflected in the data of
[64], where σ41 exceeds σ40 for fast collisions. At low impact energies
the experiment is somewhat underestimated by the present results
in all four channels included in the figure. The transfer-ionization
process σ43 that leads to the highest target charge state qt = 4 is over-
estimated at high impact energies, and does not fall off as steeply as
the experimental data suggest.
Figure 26 shows total cross sections for multiple ionization coincid-
ent with single projectile electron loss σ22, . . . σ25. Projectile electron
loss is not well described in the present model (cf. section 1.4) and in
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Figure 25: Total cross sections for target electron capture σ40 and
transfer ionization σ41, . . . , σ43 in C3+–Ne collisions. Experimental
data: [52] (squares), [64] (circles).
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Figure 26: Multiple ionization of Neon by C3+ impact coincident
with electron loss from the latter, σ22, . . . σ25. Experimental data:
[52] (squares), [64] (circles).
comparison with the experiment [52] it shows the pattern observed
for B2+ impact (cf. section 5.3.1): In slow collisions projectile electron
loss σ22 is considerably overestimated and at intermediate impact en-
ergies the σ22 curve drops off. This pattern becomes less noticeable
when more target electrons are removed, σ23, . . . σ25. Apparently, the
coincidence with the less likely double and higher target ionization
suppresses the exaggerated projectile electron removal in these chan-
nels in the statistical model.
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Figure 27: Net recoil ionization σ+ (56) and positive ion production
σ
pip
+ (90) for Li
3+ impact on a Ne target. Experimental data: σpip+ :
[64] (circles).
5.5.2 Lithium-ion impact
Present results for the positive recoil ion production σpip+ in neon by
Li3+ impact are compared with experimental results [64] in figure 27.
The theoretical results are in good agreement with the experiment.
While the experiment is slightly overestimated by the present the-
ory, the curve follows the shape suggested by the experimental data
closely. No experimental net recoil ionization σ+ cross sections for
Li3+–Ne are currently available in the literature.
Total cross sections for pure multiple target ionization σ0l, l =
1, . . . , 4, are shown in figure 28. The present results for σ01 agree very
well with the experimental data [64]. With increasing l however, the
present theory overestimates the experiment more and more. For
ionization to the highest charge state included in the comparison,
l = 4, the theoretical curve is only close to the experimental data
points at the lowest impact energies which might be coincidental.
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Figure 28: Pure multiple ionization σ01, . . . σ04 in Li3+–Ne collisions.
Experimental data: [64] (circles).
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The theoretical description of l-fold ionization by (bare) Li3+-ion im-
pact agrees well with the experiment only up to smaller l than it does
for (dressed) C3+-ion impact.
5.6 C O M PA R I S O N O F B A R E - A N D D R E S S E D - I O N I M PA C T
In this section ionization by equicharged bare- and dressed-ion im-
pact on neon is compared. The theoretical curves are results of target-
response TC-BGM calculations and the determinantal final-state ana-
lysis was used. This perspective on dressed-ion collisions is interest-
ing because it allows to see the role of projectile electrons by compar-
ing two systems that can also be observed in experiments. The res-
ults of the present theory for B2+, He2+, C3+, and Li3+ impact on neon
have been compared with experimental results in sections 5.2, 5.3,
and 5.5. Since the present theory was found in overall good agree-
ment with the experiments for target ionization collision channels,
the comparison of dressed- and bare-ion impact can be discussed
solely with the help of the present theoretical results.
5.6.1 Doubly charged projectiles
B2+ and He2+ impact on neon are compared directly in figure 29
which shows the net recoil ion production σ+ (56) and positive ion
production σpip+ (90). The curves were discussed in the context of
figure 17 (B2+–Ne) and figure 15 (He2+–Ne). The positive ion pro-
duction σpip+ by B
2+ impact exceeds that of He2+ impact by a mar-
gin that is almost constant over the whole impact energy range. In
slower collisions (E ≤ 100 keV/u) the gap between the σpip+ curves
widens slightly. In section 5.1.2 a gain for the B2+–Ne pure ioniza-
tion channels from transfer-ionization processes that led to an un-
changed charge state was found for this impact energy range. Since
such transfer-ionization processes are not possible in bare-ion colli-
sions it may be responsible for the widening of the margin.
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Figure 29: Net recoil ion production σ+ (56), and positive ion pro-
duction σpip+ (90) for B
2+ and He2+ impact on a Ne target.
The net recoil ion production σ+ by B2+ impact exceeds that by
He2+ projectiles in fast collisions, both curves have a similar shape
in this regime. The B2+ curve shows a local maximum at about
v = 2 au, while the He2+ curve rises further for slower collisions.
Remarkably, in the slowest collisions considered the He2+ cross sec-
tion is considerably higher than the B2+ one. This is unexpected, as
typically dressed-ion impact leads to increased ionization compared
to bare-ion impact. The reasoning behind this expectation is: While
at large internuclear distances Rin (before the collision and for large
impact parameters) the qp/r Coulomb tail of both types of projectiles
is the same, when the charge densities of projectile and target over-
lap at small internuclear distances Rin the Zp/r nuclear potential is
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Figure 30: He2+–Ne (a) and B2+–Ne (b) net recoil ion production σ+
and the terms in (100) and (98), respectively, contributing to it.
Panel (b) shows figure 22 again, to ease direct comparison.
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not entirely screened.5 An explanation for the unexpected behaviour
can be found in figure 30 where the contributions to the net recoil
ion production σ+ ordered by projectile charge state coincidence are
shown for He2+–Ne and B2+–Ne collisions. (The B2+–Ne plot has
been shown previously, in section 5.4.) The terms for He2+–Ne are
labelled following the conventions of (98) as follows:
σ+ =
I︷︸︸︷
σ
pip
+ +
II︷ ︸︸ ︷
7
∑
l=0
(l + 1)σ1l +
III︷ ︸︸ ︷
6
∑
l=0
(l + 2)σ2l + · · · . (100)
Comparing the plots for He2+ impact and B2+ impact the much
larger size of the areas labelled (II) and (III) in the former is evident.
This translates to increased single capture (II) and double capture
(III) cross sections by He2+ impact. The latter is only a minor con-
tribution to σ+ in B2+–Ne collisions, whilst in He2+–Ne collisions it
contributes nearly as much to σ+ as single capture. Moreover, while
collision processes where more than two electrons are captured by
the doubly charged projectile ions account only for a minor increase
of σ+ for the B2+projectile [the empty gap between (III) and (V) in
figure 30 (b)], it increases σ+ considerably for slow He2+ impact.
While such capture processes are an artefact of the statistical model
used in the final-state analysis, the net recoil ion production σ+ is un-
affected by the statistical models as via (55) it depends on the target
net occupation Ptnet (28) only. In other words, a statistical model that
5 The expectation of increased ionization by dressed ions led to models where
dressed ion impact is described with the help of an effective charge of the pro-
jectile, for example in CTMC caclulations [39]. Experimental values for such
an effective charge can be obtained from ratios of cross sections for bare and
dressed ion impact [35, 64, 134], for example [35],
Zeffq = 2
[
σq(B2+)/σq(He2+)
]1/2q.
In the case of He2+–Ne and B2+–Ne such an approach could lead to an effective
charge that is smaller than the actual charge state of the projectile.
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were to avoid such capture processes would also lead to slightly dif-
ferent results for all other collision channels – effectively increasing
the other areas in figure 30 (a) in such a way that they add up to the
same σ+, which is determined by (55). The regions labelled (V) and
(VI) are absent in the He2+–Ne plot, as they correspond to processes
that are coincident with projectile electron loss. Accordingly, unlike
in dressed-ion impact the σ+ and σ
pip
+ curves for bare ion impact con-
verge in fast collisions.
5.6.2 Triply charged projectiles
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Figure 31: Net recoil ion production σ+ (56) and positive ion produc-
tion σpip+ (90) for C
3+ and Li3+ impact on a Ne target.
Unlike in the case of doubly-charged ion impact the net recoil ion
production σ+ curves for Li3+ and C3+ impact on neon in figure 31
do not intersect. The net recoil ion production σ+ by dressed-ion
impact exceeds that by bare-ion impact by a fairly consistent margin
over the whole impact energy range. Like the Li3+ curve the C3+
curve rises with decreasing impact energy. Other than in the case for
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Figure 32: Li3+–Ne (a) and C3+–Ne (b) net recoil ion production σ+
and the terms in (101) and (102), respectively, contributing to it.
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collisions with doubly charged ions the Li3+ and C3+ σ+ curves are
steepest at the lowest impact energies. In particular, the C3+ curve
has no local maximum.
The positive ion production σpip+ results due to Li
3+ and C3+ impact
differ only by a small margin. The gap is the largest between v ≈
1 au and v ≈ 4 au, this is also the regime where transfer processes are
dominant – a hint that complex transfer ionization processes might
increase the positive ion production in the C3+–Ne collision system
as well (cf. B2+–Ne, section 5.1.2). In fast collisions the gap between
the σpip+ curves widens again, ionization in this regime is more and
more caused by close collisions, where the stronger nuclear charge
of the C3+ is relevant.
The contributions to the net recoil ion production σ+ are shown
in figure 32 for Li3+ impact (a) and C3+ impact (b) on neon. The
convention of (98) is used here as well. Explicitly, the equations for
the Li3+ projectile are,
σ+ =
I︷︸︸︷
σ
pip
+ +
II︷ ︸︸ ︷
7
∑
l=0
(l + 1)σ1l +
III︷ ︸︸ ︷
6
∑
l=0
(l + 2)σ2l +
IV︷ ︸︸ ︷
5
∑
l=0
(l + 2)σ3l + · · · ;
(101)
while for the C3+ projectile
σ+ =
I︷︸︸︷
σ
pip
+ +
II︷ ︸︸ ︷
7
∑
l=0
(l + 1)σ4l +
III︷ ︸︸ ︷
6
∑
l=0
(l + 2)σ5l +
IV︷ ︸︸ ︷
5
∑
l=0
(l + 2)σ6l + · · ·
+
9
∑
l=1
(l − 1)σ2l︸ ︷︷ ︸
V
+
10
∑
l=2
(l − 2)σ1l︸ ︷︷ ︸
VI
+ · · · .
(102)
The equations differ from (100) and (98), respectively, only by writ-
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ing out and labelling the triple-capture term (IV). For impact by triply
charged ions capture plays a noticeable role in faster collisions than
it did in the case of doubly charged ion impact. The contributions
by transfer ionization processes to σ+ show for the Li3+ projectile
a similar overall pattern to that observed for the He2+–Ne system.
The contribution by double capture (III) is less significant, however.
Three-fold capture (IV) contributes noticeably to σ+. Capture of more
than three electrons makes up only a very small part of the total. Be-
cause such processes become increasingly unlikely the deficiency of
the statistical analysis that yields these un-physical results does not
weigh as much for the triply–charged-ion projectiles as it did for the
doubly–charged-ion projectiles.
For the C3+–Ne collision system the contributions by transfer ion-
ization processes (II–IV) to σ+ are very similar to those for Li3+–
Ne. This again is unlike the observations for collisions with doubly
charged projectiles, where for B2+ impact ionization coincident with
double capture (III) contributes noticeably less to the total. The ap-
parently smaller contribution of loss-ionization (V) and (VI) in the
C3+–Ne system than in the B2+–Ne system can be explained by the
different scales. Cross sections for projectile electron loss are similar
for both projectile ions, but the net recoil ion production σ+ is con-
siderably larger in the case of the triply charged projectile.
As was mentioned above, the net recoil ion production σ+ in col-
lisions of neon with the doubly charged projectiles He2+ and B2+
shows an unexpected pattern where σ+ by the bare ion exceeds that
by the dressed ion at low impact energies. Such a pattern is not ap-
parent for impact by Li3+ and C3+ ions on neon, and, indeed, fig-
ure 32 demonstrates that capture processes are similarly strong for
both projectiles.
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6
A S Y M P T O T I C C O R R E C T I O N I N
H E L I U M - I O N – H E L I U M C O L L I S I O N S
In chapter 1 starting from a TDHF ansatz single-electron equations
(9) and (11) were developed for electrons initially at the target and
at the projectile, respectively. Section 1.4 introduced three ways to
combine the target and projectile problems. In the first approach (i)
the coupled–mean-field method, electrons of each centre are evolved
in time independently with either the target Hamiltonian (23) or pro-
jectile Hamiltonian (24). This approach served only as a reference in
the present work, it has been used in references [51, 101, 102]. In (ii),
the common–mean-field (CMF) approach, initial target and projectile
electrons are evolved in time with the same target Hamiltonian (23).
The ion–neon collision results discussed in chapter 5 were calculated
with the CMF approach. A third approach was so far only fleetingly
mentioned in the present work. The concept of (iii) is to use a com-
mon Hamiltonian for target and projectile electrons that is defined
piecewise. N electrons are evolved in time with this Hamiltonian
in order to preserve the orthogonality of the propagated states, sim-
ilar to the CMF approach. At the same time the Hamiltonian is con-
structed in a way that leads to the correct asymptotic behaviour for
electrons of both centres at initial time t0, when a large internuclear
distance is presumed.
For potentials Vt and Vp with the respectively correct asymptotic
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behaviour the ansatz for such a Hamiltonian is [135]:1
hˆ(r) = −1
2 ∆
+min
(
Vt(r), Vp(r)
)
. (103)
Initial target and projectile wave functions ψi(t), i = 1, . . . , N are
propagated in the single-electron equations (25) with (103). The po-
tentials are defined through hˆ = Tˆ + Vˆ from the single-electron
Hamiltonians of the target (23) (in no-response form, a = 1) and
the projectile (24). Written out they are
Vt(r) = −Ztrt + v
t
ex(rt) + v
t
Ha(rt)−
Zp
rp
+ vpHa(rp), (104)
Vp(r) = −Ztrt + v
t
Ha(rt)−
Zp
rp
+ vpex(rp) + v
p
Ha(rp). (105)
Both equations differ only by including exclusively the target vtex or
projectile exchange potential vpex. This allows to re-write (103), with
a minimum function of exchange potentials only
hˆ(r) = −1
2 ∆
−Zt
rt
+ vtHa(rt)−
Zp
rp
+ vpHa(rp) +min
(
vtex(rt), v
p
ex(rp)
)
.
(106)
In the following this approach will be called asymptotic correction
(AC) approach. At large internuclear distances the minimum func-
tion selects the exchange potential of the closer centre since the ex-
change potentials are attractive (cf. figure 2). At t0 for an electron
at the target, rt  rp (cf. p. 12), and (106) is in effect identical to
the single-electron target Hamiltonian (23), because the electronic
probability density vanishes long before it reaches the interface (near
1 With the following definition of the minimum function:
min [ f (x), g(x)] =
{
f (x) for f (x) < g(x)
g(x) otherwise
where f , g : R3 → R.
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rt = rp) in the potential function. By the same token, for a projectile
electron at t0 and rp  rt, (106) is in effect identical to the single-
electron projectile Hamiltonian (24).
At closer internuclear distances positions for which the probabil-
ity density of target electrons does not vanish reach those regions of
space where vpex(r) < vtex(r), and the minimum function takes the
value of vpex (vice versa for projectile electrons). Target electrons are
then propagated in a Hamiltonian that is in effect different from that
of the CMF approach. (The interface of the piecewise Hamiltonian is
not necessarily near rt = rp at distances where the exchange poten-
tials do not approach the asymptotic limit.)
When the internuclear distance after the collision becomes large
again the interface of the piecewise Hamiltonian does not matter any
more in the propagation of electrons. However, unlike before the col-
lision, the charge state of target and projectile is in general fractional
and the notion of a correct asymptotic behaviour is not suitable any
more.
6.1 T H E H E + – H E C O L L I S I O N S Y S T E M
He+ impact on He has been chosen to test the AC approach in no-
response TC-BGM calculations. For the neon-ion collision systems
(cf. chapter 5) one can argue that the incorrect asymptotic behaviour
for projectile electrons in the CMF Hamiltonian is acceptable due to
the great differences between the nuclear potentials and between the
numbers of initial electrons, and that the relative error of omitting
the projectile exchange potential is not large due to the high initial
charge state of the projectile ions (cf. 1.4). For the He+–He collision
system, due to its greater symmetry, these arguments are not com-
pelling, which was a reason to develop the AC approach in the first
place.
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Figure 33: The two lowest energy eigenvalues ε as functions of the
internuclear distance Rin for the He+–He system, for the single-
electron Hamiltonians: (a) CMF (108), and (b) AC (109). (Below
Rin = 0.6 au the CMF calculation is numerically unstable.)
In spin-restricted HF for a two-electron spin-singlet system the
modulus of the exchange potential is half the Hartree potential; i.e.
for the helium atom the exchange potential compensates for self-
interaction only. For convenience one can define the screening po-
tential
vs =
vHa
2
= |vex|. (107)
The Hartree potential of the He+ ion is assumed half of the Hartree
potential of the helium atom, and thus identical to vs. With the
screening potentials of target and projectile vs, that differ only by
being centred at Rt and Rp, respectively, the single-electron Hamil-
tonian (23) of the no-response CMF approach can be written as [135]:
hˆ = −1
2
∆− 2
rt
+ vs(rt)− 2rp + vs(rp). (108)
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At internuclear distances Rin → ∞ the eigenfunctions of the station-
ary SE are helium atomic orbitals for both centres. This can be seen
in figure 33 (a) where the energy eigenvalues ε with respect to the
CMF Hamiltonian (108) are shown as a function of the internuclear
distance Rin: With increasing internuclear distance the energy eigen-
values approach ε = −0.918 Ha which is the helium 1s eigenvalue of
the OPM [73] atomic orbital.
The Hamiltonian (106) of the AC written with vs is:
hˆ = −1
2
∆− 2
rt
− 2
rp
+ vs(rt) +min
[
vs(rt) , vs(rp)
]
. (109)
Energy eigenvalues with respect to this Hamiltonian are shown in
figure 33 (b). The lowest eigenvalue approaches ε = −Z2p/2 =
−2 (Ha) for Rin → ∞, which corresponds to the hydrogen-like ground
state of the undisturbed He+-ion.2 The curve reaches this eigenvalue
at a distance of a few atomic units, which shows that the target nuc-
leus is fully screened. The second lowest eigenvalue approaches the
energy eigenvalue of the OPM helium atomic orbital, as in the CMF
case. Here the perturbation by the projectile potential does lower
the eigenvalues at asymptotic distances by qp/Rin. For example, at
Rin = 10 au ε = −1.018 Ha which is 0.1 Ha below the OPM eigen-
value.
The differences between the CMF and AC approach seen in fig-
ure 33 have an immediate consequence for the TC-BGM calculations:
in the CMF approach eigenfunctions of the projectile are helium
atomic orbitals, while for the AC calculation the projectile orbitals
are hydrogen-like. The structure of the model space in the TC-BGM
also biases the calculations for the target as the higher order basis
states that represent the continuum are generated (44) from target
orbitals only.
2 In the CMF as well as the AC ansatz for small internuclear distances the collision
system approaches the Rin → 0 limit of a combined Zp + Zt nuclear charge.
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Figure 34: Target and projectile 1s single-electron probabilities p(b)
for transfer to the other collision centre, at E = 25 keV/u calcu-
lated with a TCAO basis. AC (solid line) transfer from the He target
and from the He+ projectile. CMF (dashed line) both curves are
identical.
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This bias can be avoided with a TCAO basis that comprises only
eigenstates (1s to 4 f ) of the target and the projectile, no higher order
BGM states are included. It comes at the cost that without states rep-
resenting the continuum a TCAO basis only allows electron transfer
between the target and the projectile, and vice versa. Such a basis
is of very limited use in a collision calculation, but it can provide a
good test. Single-electron probabilities for 1s target electron trans-
fer to the projectile, and the analogous projectile quantity, calculated
with a TCAO basis, are shown in figure 34 (as functions of the impact
parameter b and for 25 keV/u impact energy). Due to the symmetry
of the description the transition probabilities p(b) for a target and a
projectile electron are identical in the CMF calculation.
In contrast, the AC calculation results in two distinct curves for
target and projectile electrons. Electron transfer probabilities from
the projectile to the target are lower than those from the target to the
projectile. This agrees with the expectation; the initially unscreened
projectile is more attractive. An interpretation of these curves bey-
ond such basic observations is not sensible though, as the TCAO basis
can describe strongly perturbed states at small internuclear distances
only poorly. For example, the CMF and AC target 1s curves in fig-
ure 34 diverge for b < 3, this difference could be to any degree due to:
(i) non-vanishing parts of target orbitals reach into the space where
the minimum function flips in the AC case (i.e. positions r where
rp < rt), while the target Hamiltonian stays unchanged in the CMF
case; (ii) the TCAO bases in the AC and CMF calculations are different
but both describe the problem inadequately.
A full BGM basis {|χµν 〉} was generated with (44) from helium
atomic eigenstates |ϕ0ν〉. The maximum values Mν for the hierarchy
levels, µ ≤ Mν, are in the notation of table 2 (p. 54):
1s 2s 2p 3s 3p 3d 4s 4p 4d 4f
0 0 1 2 2 2 3 2 5 6
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Basis convergence is not as good as that observed for the ion–neon
collisions (cf. section 4.1). Nonetheless, small changes of the hier-
archy lead to results that differ by no more than 10%. This is accept-
able, since theoretical works for similar systems (e.g. He2+–He [81,
82, 100, 136], Li2+–He [136]) give reason to expect far greater discrep-
ancies with experimental results.
The helium 1s state does couple to pseudo states which leads to
artificially increased electron removal probabilities. This was sim-
ilar to the numerical problems described in section 4.1 for the neon
1s state. The simple solution used before, namely, removing the 1s
from the basis, is not possible here. However, the coupling to the con-
tinuum led to an error independent of the impact parameter b that
was corrected for on the level of single-electron probabilities. Since
this prevents a determinantal analysis the multinomial method of
section 3.2 was used to calculate total cross sections σkl to find at fi-
nal time k electrons at the projectile and l in the continuum.
6.2 R E S U LT S
Total cross sections σkl for the projectile electron loss channels (k = 0)
are shown in figure 35. In panel (a) it can be seen that for loss co-
incident with an unchanged target charge state, σ01, the AC leads
to considerably reduced cross sections compared to the CMF calcu-
lation (108) and much better agreement with experimental data by
DuBois [68]. While the CMF calculation overestimates the experi-
mental data considerably, the AC calculation tends to underestimate
them below 50 keV/u noticeably. Target ionization coincident with
projectile electron loss cross sections σ02 and σ03 are shown in fig-
ure 35 (b). For both channels the AC calculation leads to smaller cross
sections than the CMF calculation. In the case of single ionization of
the target, σ02, the AC curve agrees well with the experimental data
of DuBois [68] at low impact energies. The data by Santos et al [78],
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Figure 35: (a) Total cross sections for projectile electron loss with un-
changed target σ01 and (b) coincident with target single σ02 and
double σ03 ionization in He+–He collisions. TC-BGM calculations:
AC (solid line), CMF (dashed line). Experimental data: DuBois [68]
(squares); Santos et al [78] (triangles).
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Figure 36: Net recoil ion production σ+ in He+–He collisions. TC-
BGM calculations: AC (solid line), CMF (dashed line). Experimental
data: Rudd et al [58].
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Figure 37: Pure single σ11 and double σ12 ionization in He+–He col-
lisions. TC-BGM calculations: AC (solid line), CMF (dashed line).
Experimental data: DuBois [68] (squares); Forest et al [77] (open
circles); DuBois and Toburen [76] (filled circles).
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Figure 38: Capture σ20 and transfer ionization σ21 in He+–He colli-
sions. TC-BGM calculations: AC (solid line), CMF (dashed line).
Experimental data: DuBois [68] (squares); Forest et al [77] (open
circles).
which were measured at high impact energies only, are underestim-
ated by both calculations. For these collisions antiscreening (cf. p. 98)
contributes strongly to electron removal [78] but is not described in
the present model. For the loss coincident double ionization chan-
nel σ03 both theoretical curve considerably overestimate the experi-
mental data at low impact energies. The difference between the AC
and the CMF calculations is smaller for the σ03 channel as was the
case for the other projectile loss channels. The multinomial probabil-
ity P03 = (piont )
2pionp is mostly determined by target ionization which
changes less between AC and CMF calculations. This appears also to
be the source of the poor agreement with the data. Double electron
removal from helium is in general a correlated process which is not
very well described in an IEM description [71, 132, 133].
While the projectile loss channels are in general described better in
the AC model than in the CMF approach, the very opposite is the case
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for target ionization. This can be seen for the net recoil ion produc-
tion σ+ which is shown in figure 36 in comparison to experimental
results [58]. The CMF calculation is in very good agreement with the
experiment while the AC calculation underestimates the experiment
at low impact energies and overestimates it for intermediate ener-
gies; only in the limit of fast collisions does the AC curve approach
the CMF curve.
The two observations (i) that both models cannot describe two-
electron processes well; and (ii) the CMF approach describes pro-
cesses involving initial target electrons better than the AC approach;
are repeated for pure single σ11 and double σ12 ionization (fig. 37)
as well as capture σ20 and transfer ionization σ21 (fig. 38): The CMF
approach leads to results in good agreement with the experimental
data for the single-electron processes (σ11, σ20), while the AC neither
agrees qualitatively nor quantitatively. The two-electron processes
(σ12, σ21) are overestimated by both calculations.
Discussion
Compared to the CMF approach the AC approach leads for the pro-
jectile electron loss channel to a considerable reduction of cross sec-
tions and better agreement with the experiment. On the other hand,
target electron removal is poorly described by the AC ansatz. This is
most evident for the net recoil ion production where the AC calcula-
tions cannot reproduce the impact energy dependence of the exper-
imental results, while the CMF calculation is in excellent agreement
with the data. This points to a fundamental flaw of the present AC
approach: The asymptotic behaviour of the AC Hamiltonian at large
internuclear distances is only correct when electron removal from
the target is negligible, namely, before the collision or for large im-
pact parameters. Over a considerable impact parameter and energy
range it is unlikely that the two collision partners remain unchanged.
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Figure 39: He+–He multinomial probabilities for unchanged target
and projectile P10 (solid line) and single capture P20 (dashed line)
as functions of the impact parameter b (a) at 50 keV/u impact
energy; and the impact energy E (b) at b = 1 au, from an AC
calculation.
This can be seen in figure 39 that shows the elastic probability P10 as
a function of the impact parameter b and the impact energy E. While
the probabilities in the figure are results of an AC calculation, there
are no relevant qualitative differences vis-à-vis a CMF calculation. In
close collisions at 50 keV/u it is unlikely to find the collision system
in a configuration that corresponds to the AC Hamiltonian (109) at
t = tf. Likewise, over a large impact energy range close collisions at
b = 1 au lead also to a changed charge state of either collision part-
ner. It is in fact more likely for close and slow collisions (b < 1 au,
E < 60 keV/u) to find two electrons at the projectile and one at the
target, which can be seen in the P20 curves also shown in the figure.
The collision system is flipped, so to say, the projectile is a helium
atom and the target a He+-ion after the collision. Such a situation is
better described by the CMF Hamiltonian. In order to address this,
one may consider to extend the present AC approach (109) beyond
the no-response approximation, for example, by using a global re-
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sponse model similar to that described in section 1.3.
However, a global response approach for the AC Hamiltonian
ought to model the time dependence of the effective potentials of
both, target and projectile, for the following reasons: At large inter-
nuclear distances the CMF and AC Hamiltonians are effectively the
same for initial target electrons. Yet the ionization results of the CMF
approach agree with experiments while the AC results do not. The
discrepancy must come from times when the AC Hamiltonian ap-
pears in effect different from the CMF Hamiltonian. That is, when
non-vanishing parts of the target orbitals are closer to the projectile
nucleus than to the target nucleus, rt > rp. In the no-response AC
Hamiltonian of the He+–He system (109) when rt > rp the effect-
ive potential of the projectile is always more attractive than that of
the target. A reduction of the target screening only might have little
effect. An increase in projectile screening, as response to electron
capture, however, might have a noticeable effect. Yet, target screen-
ing ought not be neglected either. The arguments used in the case of
the target-response model to neglect projectile response for ion–neon
collisions – namely, that processes involving target electrons are pre-
ferred by the CMF IEM description, and that projectile response was
found insignificant for a similar collision system – do not apply to
the present case. After all, we went to great lengths in the AC ap-
proach to avoid the preference of the IEM for one centre. However,
no further effort was spent on the AC ansatz as we found it more
worthwhile to continue with the CMF approach for the ion–neon col-
lision systems, discussed in chapter 5.
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C O N C L U S I O N S
Results of theoretical calculations for dressed-ion (B2+ and C3+) and
bare-ion (He2+ and Li3+) impact on neon atoms are presented in this
dissertation. The non-perturbative quantum mechanical TC-BGM
was used with a common–mean-field description of the collision
problem to compute single-electron transition amplitudes. This de-
scription is based on a TDHF ansatz, where the many-electron wave
function is expressed as a Slater determinant that comprises single-
electron wave functions.
Local potential approximations led to single-electron equations in
the form of TDSEs with a common Hamiltonian for electrons of both
collision centres. This common–mean-field description has the dis-
advantage that the asymptotic behaviour is not correct for the initial
projectile electrons at large internuclear distances before the collision.
The time dependence of the electronic screening of the target nuc-
leus was considered with a global target response model, where the
screening potential is scaled with a factor that is a function of the
electron occupation of the target.
Two statistical final-state analyses were used to calculated multi-
electron probabilities and total cross sections, namely, a determinantal
analysis, and a multinomial method. Many-electron probabilities
are obtained in the former method from inner products of Slater de-
terminants representing the propagated states at final time and fi-
nal configurations, Pauli exclusion is adhered to. The multinomial
method is a combinatoric approach where single-electron probabilit-
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ies quantify independent events, whose products are many-electron
processes. This approach does not consider the antisymmetry of the
many-electron state and thus does not respect the Pauli exclusion
principle.
I O N – N E O N C O L L I S I O N S
Total cross sections resulting from the present calculations were com-
pared with experimental data. While the agreement of the theoretical
calculations for specific collision channels varied, overall the results
were in good agreement with the experiments for all four ion–neon
collision systems. For collision channels where only few electrons
underwent transitions the agreement was good except for the pro-
jectile electron loss channels. At small impact energies the experi-
ments were considerably overestimated for these channels, which
can be understood as a consequence of the choice of effective poten-
tials in the common–mean-field approach used for the two-centre
collision problem. In contrast, at large impact energies the picture
was reversed and the experiments were considerably underestim-
ated because antiscreening, a significant cause of electron loss in
these fast collisions [52], was not considered in the calculations.
Moreover, the present calculations tend to overestimate experi-
mental pure multiple target ionization cross sections corresponding
to high final target charge states. This was most noticeable for triple
and quadruple ionization of neon by He2+ and Li3+ ions. Based on
experience from previous IEM calculations (e.g. [48, 49, 103, 126]) one
might expect the agreement with experiments to be good as long
as the final target charge state does not exceed the initial projectile
charge state by more than one [123]. Yet, while this expectation
was met by the He2+–Ne calculation, quadruple target ionization
in collisions with Li3+-ions was considerably overestimated. In con-
trast, for pure multiple target ionization, by dressed-ion projectile
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impact, namely, by B2+ and C3+, the calculations were in fairly good
agreement with experimental results, including quadruple ioniza-
tion. Presumably, the stronger projectile nuclear potential is respons-
ible. While at large internuclear distances before the collision the
nuclear potential is screened and appears like an equicharged bare
ion, in close collisions where the electronic densities of both collision
partners overlap the actual nuclear potential plays a role. For the
single and double (pure) ionization channels the agreement between
calculations and experiments is slightly better for bare-ion than for
dressed-ion projectiles. A reason for this could be the greater com-
plexity due to the presence of electrons at the projectile, as these can
be transferred to the target or transition to the continuum. This leads
to more processes that contribute to the observed collision channels,
each of which also contributing its uncertainties.
The influence of active projectile electrons on pure target ioniza-
tion cross sections was investigated for the B2+–Ne collision system
by comparing the present results with results of a determinantal ana-
lysis where these electrons were considered passive. Overall, the act-
ive projectile electron results were in better agreement with experi-
mental results than the passive projectile electron results. At high
impact energies the absence of projectile electron loss led to over-
estimation of the experimental data. The passive-projectile electron
calculations resulted in cross sections that were close to results of a
CDW-EIS calculation [35] for which projectile electrons were also con-
sidered passive.
The passive-projectile electron calculations underestimated exper-
imental pure ionization data at low impact energies. Also they led
to total cross sections that are lower than those resulting from the
present active projectile electron calculation. This seems counter-
intuitive at first, since the inclusion of active projectile electrons in
the model provides an additional mechanism for the projectile charge
state to be changed. In turn, ionization events would contribute to
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other charge-state-coincident ionization channels.
This prompted an investigation of such transfer ionization pro-
cesses. A multinomial final-state analysis was used as it allows a
very detailed view of specific multi-electron transfer and ionization
mechanisms. It was found that transfer ionization contributes sig-
nificantly to pure single ionization in slow B2+–Ne collisions. In
the transfer ionization processes that contributed the most one elec-
tron is captured by the projectile and one electron emitted from the
projectile to the continuum, Transfer ionization processes were also
found to be the prevalent mechanisms for pure double ionization for
impact energies below 100 keV/u. In particular a process where one
electron is transferred to the projectile and one electron each from
the target and projectile is emitted to the continuum contributed by
far the most to the pure double ionization cross sections.
The pure ionization cross sections calculated with the multinomial
analysis were found to differ from the results calculated with the de-
terminantal analysis. This can be attributed to Pauli exclusion which
may prevent electron transfer, and which is considered in the de-
terminantal analysis but not in the multinomial analysis. This was
corroborated by single-electron transition probabilities that showed
that electrons which are transferred from the projectile to the target
are almost exclusively transferred to the L shell. While this shell is
initially fully occupied in the neon atom, such transfers are not ne-
cessarily fully suppressed. Whenever single-electron transition prob-
abilities from the projectile to the target are significant, coincident
transitions from the initial target states reduce the neon ground state
occupation. Capture is then not fully blocked by Pauli exclusion.
Transfer ionization processes where the projectile charge state is
the same after the collision do contribute to pure target ionization
cross sections. A theoretical description that represents electrons at
the projectile only by an effective charge or screening potential, leads
to different results than a description where projectile electrons are
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actively propagated (but that is otherwise identical). One might sur-
mise that active projectile electrons ought to be considered when a
description of dressed-ion–atom collisions is to be accurate, even
when solely channels where the projectile charge state remains un-
changed are considered.
Net recoil ion production σ+ results for all four ion–neon collision
systems were shown. Unfortunately, experimental data are avail-
able only for He2+-Ne collisions. The present calculations agreed
well with those data. The net recoil ion production can be calculated
independently from the statistical models as it depends only on the
target net occupation; it is thus inclusive of all final projectile charge
states. In the present calculations it was found that for medium to
fast collisions the positive ion production (i.e. the target charge-state
weighted sum of pure multiple ionization cross sections) accounts
for most of the net recoil ion production. At low impact energies
multiple ionization coincident with electron capture are the predom-
inant contributions in all four investigated collision systems. Contri-
butions of single, double, and triple capture (only for Li3+ and C3+)
coincident target ionization were shown. In the case of dressed ion
impact, B2+ and C3+, target ionization coincident with projectile elec-
tron loss was also found to contribute significantly to the net recoil
ion production in medium to fast collisions.
In a comparison of equicharged bare- and dressed-ion collisions
with neon it was found that net recoil ion production by He2+ im-
pact exceeds that by B2+ impact in slow collisions. This is unex-
pected, as typically in collisions with dressed ions target ionization
is stronger than in collisions with the corresponding bare ions [56].
This is indeed the case for C3+–Ne vs. Li3+–Ne: the net recoil ion
production by dressed-ion impact consistently exceeds that by the
bare-ion impact. The reason for the unusual feature for the doubly-
charged ions was found in a comparison of the projectile-charge-
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state-coincident contributions to the net recoil ion production: cap-
ture by the He2+ ion, and in particular double capture, was consider-
ably stronger than by the B2+ ion.
TA R G E T R E S P O N S E
TC-BGM calculations that used the no-response approximation and
the target-response model of reference [48] were compared. For the
He2+–Ne collision system the target-response calculation was clearly
in better agreement with experimental data. For pure multiple target
ionization in collisions of B2+ with Ne the no-response calculations
agreed well with experimental results, while the target-response cal-
culation tended somewhat to underestimate the data. Previous BGM
calculations that considered target response [48, 49, 51, 103] showed
that target response partially compensates the tendency of IEM calcu-
lations to overestimate multiple ionization. When assuming that this
is also the case for the B2+–Ne collision system, one might speculate
that the calculated cross sections were lower (or the experimental
values too large) for unknown reasons, which in turn compensates
for the IEM-inherent overestimation of multiple ionization.
The no-response and target-response curves do not converge at
high impact energies. This indicates a deficiency of the present im-
plementation of the target-response model. The final-state probabilit-
ies are extracted by projecting the propagated states on initial atomic
eigenstates of the target. However, when target electron removal is
high in a collision, screening of the nuclear potential is considerably
lowered in the present target-response model, and the instantaneous
eigenstates of the (now) ionic target differ considerably from atomic
eigenstates. This leads to an overestimation of target electron re-
moval, as was shown in test calculations for He2+ impact on neon.
It is advisable to implement in the TC-BGM code a method to project
on instantaneous eigenstates for the final-state analysis.
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In the present target-response model the screening potential of the
target depends on the target occupation, and therefore the definition
of when an electron is bound. When target and projectile are in close
proximity and the electronic densities overlap defining an electron as
belonging to, and screening, one centre is only a pragmatic approx-
imation. There is no physical reason for either approach namely, to
project onto initial atomic orbitals or instantaneous eigenstates. Non-
etheless, both approaches to the target-response model were also in-
cluded in the above mentioned test calculations. While the results
of both approaches differ slightly they do not cause the oscillations
in time that can be observed for probabilities that were extracted by
projecting on initial atomic eigenstates. Therefore there is no need to
move from projecting on atomic orbitals to instantaneous orbitals to
find the target net occupation as input for the response model.
The target response model was used to calculate the present res-
ults for ion–neon collisions, with the exception of the pure target ion-
ization B2+–Ne cross sections in the fifth chapter that were compared
with CDW-EIS results [35] that used a no-response calculation.
A S Y M P T O T I C C O R R E C T I O N
The present TC-BGM model can accurately describe collision systems
over a wide energy range and for many collision channels. An ex-
ample are the present results for ion–neon collisions. However, the
TC-BGM cannot give an accurate overview of all collision channels
in dressed-ion–atom collisions, because the description of projectile
electrons lacks in the common–mean-field description. One reason
is that initial projectile electrons are propagated with a Hamiltonian
whose effective potentials do not show the correct asymptotic beha-
viour at large internuclear distances before the collision. It has been
attempted to address this shortcoming by using a piecewise defined
potential function in the common Hamiltonian.
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The ansatz was described and adopted for He+–He collisions: The
exchange potentials of the target atom and the projectile ion are ar-
guments in a minimum function, which selects the combination of
exchange potentials that is correct at large internuclear distances for
electrons of each respective centre. Calculations with this asymp-
totic correction approach for He+–He were in better agreement with
experiments for projectile electron loss channels than results of a
common–mean-field description. In contrast, target electron removal
channels, for example the net recoil ion production, were in consid-
erably worse agreement with experiments when the asymptotic cor-
rection approach was used.
An explanation is that the asymptotic correction Hamiltonian only
shows the correct asymptotic behaviour before the collision. Dur-
ing the collision the occupation of the target and the projectile may
change dramatically, resulting in a collision system that is described
badly by the asymptotic correction. Due to a (fortuitous) symmetry
of the potentials the common–mean-field approach describes the situ-
ation after the collision much better.
Considering response in the asymptotic correction approach could
perhaps correct this deficiency, by letting effective potentials of both
centres adapt to the changing electron occupation. However, using
the present global response model for this would run into difficulties
that would require coarse approximations and introduce free para-
meters. One suspects this would overburden the IEM ansatz, and as
it would invite tweaking of the free parameters, water down the first
principles approach of the theoretical model.
D I S C U S S I O N A N D O U T L O O K
In its current state the TC-BGM is a well developed method that can
be used to calculate total cross sections for diverse collision chan-
nels in ion–atom collisions [71, 112, 113, 123, 124, 126, 132, 133, 137].
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The author therefore considers the TC-BGM as the method of choice
for the intermediate energy regime. While the nCTMC [40, 41] can
provide the same level of detail, the classical approach does not con-
sider the quantum mechanical nature of atomic collision problems.
The quantum mechanical CDW-EIS method has also been used to de-
scribe dressed-ion–atom collisions [26, 28–35], however, active elec-
trons could not be considered for both collision centres. Moreover,
perturbative methods reach their limits at relative velocities v ' 1 au,
which are of particular interest in ion–atom collisions.
In the recent decades the experimental techniques have advanced
to kinematically complete collision experiments, in broad strokes
these can be subsumed as variants of cold target recoil ion mo-
mentum spectroscopy (COLTRIMS) [138]. Such experiments can
determine the three-dimensional momentum vectors of all free
particles in the final state. It is increasingly expected from theoretical
descriptions to provide not only total cross sections but differential
cross sections (DCS) dσ/dΩ that quantify the probability of finding
the system in a given final state in dependence of the scattering
angle.
That this is quite a challenge for current models, can be seen, for
example, in the context of recent experimental results for collisions of
75 keV protons on atomic hydrogen [139] a single-electron problem.
According to Sarkadi [36] non-perturbative quantum mechanical de-
scriptions are necessary to deal with this problem (a very recent ex-
ample for such a calculation is in reference [140]).
Zapukhlyak [106, 141–143] used the eikonal method [144] to cal-
culate DCS from impact-parameter dependent transition amplitudes
obtained with the TC-BGM. Calculations with this method are very
involved and require much experience and effort to conduct. A more
recent collaborative effort combines TC-BGM and CDW-EIS calcula-
tions for ion–lithium collisions [145, 146].
A more fundamental problem are the limitations of the IEM when
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describing processes that involve several electrons. In part the over-
estimation of multiple ionization can be attributed to response. In
the TDOPM approach of Keim et al [98] the time-dependent effect-
ive potential is calculated at each time step as the wave functions
evolve in time. This approach can be considered as the exchange-
only limit of a time-dependent DFT (TDDFT) description for the colli-
sion problem. Keim found significant response effects for ionization
of helium by antiproton, proton, and bare helium-ion impact [98, 100,
147]. Yet, it did correct only partially the overestimation of double
ionization. One may interpret the difference of these calculations to
experimental results as due to correlation.
Recent works investigated if correlation is responsible for increased
double ionization of helium by antiproton impact [71, 132] as well as
proton and He2+ impact [133]. While a correlation model [148] for
the effective potential had only little effect, considering final-state
correlation led to improved results in comparison to results of an IEM
final-state analysis. Double-ionization probabilities were obtained
from the two-electron density which was approximated with the
model of reference [149] (no exact functionals for many-electron ob-
servables are known in DFT).
Final-state correlation and response might provide a way to im-
prove the description of multiple ionization, multiple capture and
similar many-electron channels that can be observed in experiments.
This is worthwhile pursuing insofar, as a complete and accurate de-
scription of a collision problem by a single calculation, and in the
case of an effective single-particle description, with a common Hamil-
tonian, is a demanding test for theory. Unfortunately, there is no ap-
parent way for a single IEM calculation to yield accurate results for
initial target as well as projectile electrons when a local mean-field
approximation is used. In the future a spin TDDFT approach might
help to address this problem.
In its present form the TC-BGM with the target-response model can
143
provide, as was said above, fairly accurate total cross sections to a
large number of collision channels and different collision systems.
In combination with models on the level of the final-state analysis
it is possible to include, for example, post-collisional Auger effects
[111, 150], antiscreening [52], and fragmentation of molecules [126].
Calculations for further collision systems are by themselves inter-
esting as this can help to understand the physics behind observed
cross-section data. It also gives confidence in the method as its weak-
nesses get established, which could help to quantify uncertainties of
TC-BGM calculations. [2]. Theoretical predictions of cross sections for
charge transfer have potential for practical applications, for example,
ion collisions with water molecules are especially interesting in this
regard [113, 126, 137, 151].
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