This report summarizes a NEAMS (Nuclear Energy Advanced Modeling and Simulation) project focused on sensitivity analysis of a fuels performance benchmark problem. The benchmark problem was defined by the Uncertainty Analysis in Modeling working group of the Nuclear Science Committee, part of the Nuclear Energy Agency of the Organization for Economic Cooperation and Development (OECD). The benchmark problem involved steady-state behavior of a fuel pin in a Pressurized Water Reactor (PWR). The problem was created in the BISON Fuels Performance code. Dakota was used to generate and analyze 300 samples of 17 input parameters defining core boundary conditions, manufacturing tolerances, and fuel properties. There were 24 responses of interest, including fuel centerline temperatures at a variety of locations and burnup levels, fission gas released, axial elongation of the fuel pin, etc. Pearson and Spearman correlation coefficients and Sobol' variance-based indices were used to perform the sensitivity analysis. This report summarizes the process and presents results from this study.
INTRODUCTION
This report summarizes a NEAMS (Nuclear Energy Advanced Modeling and Simulation) project focused on sensitivity analysis of a fuels performance benchmark problem. The benchmark problem was defined by the Uncertainty Analysis in Modeling working group of the Nuclear Science Committee, part of the Nuclear Energy Agency of the Organization for Economic Cooperation and Development (OECD) in the report "Benchmark for Uncertainty Analysis in Modelling (UAM) for Design, Operation, and Safety Analysis of LWRs", hereafter referred to as the "Benchmark report" and given in Reference [1] . The benchmark problem involved steadystate behavior of a fuel pin in a Pressurized Water Reactor (PWR). The problem analyzed in this report is Case 2a, defined in Chapter 2 of the Benchmark report. Chapter 2, titled "Definition of Exercise II-1: Fuel Modelling," has detailed descriptions of the test problems, along with boundary conditions, manufacturing tolerances, and fuel properties for various cases.
As stated by the Benchmark report, the goal of the UAM committee is "focused on identifying and propagating input uncertainties through fuel performance codes."[1, Chapter 2] Specifically, the committee wanted to compare "the evaluation of uncertainties associated with modelling and prediction of the fuel behavior"[1, Chapter 2] across a variety of codes and using several approaches. For the purposes of this study, we used the BISON code to model the Case 2a problem, and the Dakota code to perform sensitivity analysis (SA) and uncertainty quantification (UQ).
The outline of this report is as follows: the remainder of this section describes BISON and Dakota in more detail. Section 2 outlines the sensitivity analysis and uncertainty quantification methods used. Section 3 provides results, and Section 4 presents the conclusions.
BISON
BISON is an implicit, parallel, fully-coupled nuclear fuel performance code under development at the Idaho National Laboratory (INL) [2] . BISON is built on the MOOSE computational framework [3] which allows for rapid development of codes involving the solution of partial differential equations using the finite element method. Nuclear fuel operates in an environment with complex multiphysics phenomena, occurring over distances ranging from inter-atomic spacing to meters, and time scales ranging from microseconds to years. This multiphysics behavior is often tightly coupled and many important aspects are inherently multidimensional.
BISON is able to simulate tightly coupled multiphysics and multiscale fuel behavior, for 1D, 2D, and 3D geometries. BISON code validation and assessment is presented in [4] . In BISON, there are several physical processes that may affect the thermal behavior of a fuel rod during normal operation. The Bison Theory Manual [5] provides a description of the models currently coded in BISON.
Case 2a BISON model
The BISON model created for the Case 2a study used the smeared-pellet mesh capability in BISON. A smeared mesh was used to make coupling to Dakota easier for sensitivity and uncertainty quantification. BISON has an internal mesh generation tool that only generates smeared fuel rods for LWR fuel performance analyses. If a discrete mesh is desired the external Cubit mesh script must be used. By utilizing the internal mesh script it provides hooks to uncertain dimensional parameters such as the fuel pellet outer diameter, cladding thickness, and gap thickness that can be easily varied by Dakota. Note that the smeared mesh means that the individual pellets are not modeled and the entire fuel stack is essentially treated as one right cylinder (once revolved about the axisymmetric axis). The evolution of the gap between the pellet and cladding is modeled during the simulation prior to and after contact. The heat transfer coefficient of the gap is modeled using a modified version of the model proposed by Ross and Stoute (AECL 1962, Ref. 17) . In short the pellet-to-cladding mechanical and thermal interaction is accurately modeled even when using a smeared mesh.
The fuel rod was modeled as a 2-D axisymmetric R-Z simulation. The BISON model had 4290 QUAD8 elements resulting in approximately 324000 total degrees of freedom (including both nonlinear variables and the auxiliary system (e.g., stresses, contact pressure)), and took approximately 4.5 hours to run on 12 cores of INL's Fission High Performance Computing machine.
Eleven radial elements were used in the fuel to properly capture the radial power profile that captures the plutonium buildup in the rim region of the fuel pellet during irradiation. Three radial elements were used through the cladding thickness to ensure proper determination of the stress within the clad. All parameters of interest required for postprocessing, sensitivity analyses, and uncertainty quantification are output at each time step as a postprocessor into a CSV file.
Dakota
To perform the sensitivity and uncertainty analysis, we interfaced a toolkit called Dakota to the BISON fuel performance code on Fission at Idaho National Laboratory. Dakota allows a user to design computer experiments, run parameter studies, perform uncertainty quantification, and calibrate parameters governing their simulation model. A primary goal for Dakota is to provide scientists and engineers with a systematic and rapid means to obtain improved or optimal designs or understand sensitivity or uncertainty using simulation-based models. These capabilities generally lead to improved designs and better understanding of system performance [6] .
One of the primary advantages that Dakota has to offer is access to a broad range of iterative capabilities through a single, relatively simple interface between Dakota and a simulator. In this context, we interfaced Dakota to BISON. To perform different types of analyses, it is only necessary to change a few commands in the Dakota input and start a new analysis. The need to learn a completely different style of command syntax and the need to construct a new interface each time you want to use a new algorithm are eliminated.
The coupling between Dakota and BISON is shown in Figure 1 . The Dakota executable is controlled by a text input file which specifies the parameters, the responses, and the analysis method to be used (in this case, it was a sampling study). Dakota writes a separate parameters file for each evaluation of the BISON simulation code. This parameters file is used by a script that "drives" the analysis (the analysis_driver script). The purpose of the script is to take the parameters file, use a text processing capability to substitute the Dakota-sampled parameter values into the BISON input deck, run BISON (e.g. submit the job to the queue), then extract the results and return the appropriate response values to Dakota. Thus, the analysis_driver script does some pre-processing, runs the simulation, and then does some postprocessing. When the results are returned to Dakota, Dakota then starts another function evaluation and creates another parameters file. At the end of all of the samples, Dakota calculates the first four moments (mean, variance, skewness, kurtosis) of the responses, and also calculates correlation coefficients. Dakota summarizes the runs in a tabular output file that can be imported to Excel or another tool.
Note that the OECD Benchmark problem required centerline temperatures at specified burnup values. The selected temperature measurements were obtained by selecting the node at the pellet centerline at the particular axial location of interest. In BISON, it is not possible to force a time step at a particular burnup. To populate the OECD spreadsheet for case 2a, we developed a postprocessing code to find the 2 lines in the BISON csv output file bracketing a specified burnup value and perform a linear interpolation to obtain the results at the desired burnup value. 
DAKOTA Executable

SENSITIVITY ANALYSIS AND UNCERTAINTY QUANTIFICATION
The OECD Benchmark team asked the analysis groups to produce two types of results for the benchmark cases: (1) a ranking of the input parameters using sensitivity analysis and (2) the quantification of the uncertainty on the output responses. For the sensitivity analysis task in (1), the OECD team recommended that a Pearson or Spearman Rank correlation coefficient be used. We used a Spearman Rank correlation coefficient (SRCC). We also examined the use of Sobol' main effects indices. For the uncertainty quantification task (2), the OECD wanted estimates of the mean and the standard deviation of the output responses.
Dakota has a variety of sensitivity analysis methods, including design of computer experiments, orthogonal arrays, the Morris-one-at-a-time method, and variance-based decomposition. Dakota also has a variety of uncertainty quantification algorithms, including sampling methods, reliability methods, polynomial chaos expansions, interval analysis, etc. For this project, we chose to use Latin Hypercube sampling (LHS), in part because we could use the same LHS study for both the sensitivity analysis and the uncertainty quantification, and in part because LHS produces the SA/UQ metrics the OECD team requested. In the future, we plan to examine other methods.
The following paragraphs provide a more detailed description of LHS and the sensitivity methods used for the interested reader.
Latin Hypercube Sampling
The most common method of incorporating uncertainty into simulations is to assume particular distributions on the uncertain input values, then randomly sample from those distributions, run the model with the sampled values, and do this repeatedly to build up a distribution of the output values. This is classical statistical Monte Carlo (MC) propagation of uncertainty. The output values can be analyzed to determine characteristics of the response (e.g. what are the maximum and minimum response values, what is the mean and the variance of the response, how skewed is the response distribution, etc). The main advantage of Monte Carlo sampling is that the accuracy and computational burden is essentially independent of the number of uncertain parameters. A disadvantage of MC sampling is the cost. To get accurate estimates for the statistics obtained directly from the random samples, one must have a large number of samples. The accuracy of the mean estimate obtained from a set of random samples displays 1/√ convergence, meaning that on average one needs to quadruple the number of sample points to halve the error.
A good alternative to pure random sampling is Latin Hypercube Sampling (LHS) [7, 8] . LHS is a stratified random sampling method where the distribution is divided into strata or bins. Each stratum is chosen to be equally probable, so that the strata are of equal length for uniform distributions but of unequal length for normal distributions. For example, the strata near the center of normal distributions are shorter than the strata near the tails. If one wants to create a total sample of size N using LHS, an individual sample value is chosen from each of the N equally probable strata for each input variable. This stratification approach serves to force a better sampling across the entirety of each distribution and eliminates some of the clustering of sample points often seen in pure random sampling. LHS is more efficient than pure Monte Carlo in the sense that it requires fewer samples to achieve the same accuracy in statistics (standard error of the computed mean, for example). LHS gives an estimator for a function mean that has lower variance than MC for any function having finite second moment [9, 10] . Further, the convergence behavior of LHS improves if the function is additively separable, meaning it can be decomposed into additive functions of the individual input parameters.
Sensitivity Analysis: Correlation coefficients
The purpose of sensitivity analysis is to identify the most significant factors or variables affecting the uncertainty of the model predictions. Here we summarize two approaches to sensitivity analysis: correlation analysis and variance-based decomposition. These are described below. For greater detail, the reader is encouraged to refer to one of the books published by a group at the European Research Commission on sensitivity analysis, such as [11, 12] .
Correlation refers to a statistical relationship between two random variables or two sets of data. The main focus of correlation analysis of computer experiments is the correlation between inputs and outputs. There are several types of correlations that can be calculated: simple, rank, and partial. Simple correlation measures the strength and direction of a linear relationship between variables. Simple correlation refers to correlations performed on the actual input and output data, calculated by the Pearson correlation coefficient. For example, the Pearson correlation between input X and output Y is given by (X,Y) [13] :
The Pearson correlation is +1 in the case of a perfect positive (increasing) linear relationship, −1 in the case of a perfect decreasing (negative) linear relationship, and some value between −1 and 1 in all other cases. A simple correlation near zero means there is not a linearly organized relationship between the variables. Figure 2 shows some example correlation patterns and corresponding correlation coefficients. Note that if two variables are independent, they will have zero correlation but the converse is not true: they may have zero or near-zero correlation but show a strongly organized nonlinear relationship (e.g. see the last row of Figure 5 ). The best way to identify such zero-correlation but strongly patterned relationships is to plot them in a scatterplot as shown in Figure 2 . Rank correlations refer to correlations performed on the ranks of the data. Ranks are obtained by replacing the actual data by the ranked values, which are obtained by ordering the data in ascending order. For example, the smallest value in a set of input samples would be given a rank 1, the next smallest value a rank 2, etc. Rank correlations are useful when some of the inputs and outputs differ greatly in magnitude; then it is easier to compare if the smallest ranked input sample is correlated with the smallest ranked output, for example. Rank correlations can also be used when monotonic nonlinear relationships exist. A rank correlation coefficient is also called a Spearman correlation coefficient. Partial correlation coefficients are similar to simple correlations, but a partial correlation coefficient between two variables measures their correlation while adjusting for the effects of the other variables. For the OECD case study, we used the Spearman correlation coefficient.
Sensitivity Analysis: Variance-based Decomposition
The correlation coefficients described in Section 2.2 only detect a linear or monotonic relationship. In contrast, the variance-based indices (also referred to as Sobol´ indices) are not limited in this way. The variance-based indices identify the fraction of the variance in the output that can be attributed to an individual variable alone or with interaction effects [12, 14] . There are two classes of variance-based sensitivity indices: main effects and total effects. The main effects indices, S i , identify the fraction of uncertainty in the output Y attributed to input X i alone. The total effects indices, T i , correspond to the fraction of the uncertainty in output Y attributed to X i and its interactions with other variables. These sensitivity indices are represented as: The team led by Andrea Saltelli at the European Research Commission is generally credited with popularizing the use of variance-based indices for sensitivity analysis. In the past 10-15 years, several approaches have been developed for calculating the Sobol' sensitivity indices. The recent paper by [15] provides a detailed comparison of sampling approaches, with some comments about the relationship between the estimators and the sampling methods used.
Ideally, a full factorial sample would be performed with m samples taken in each of d input dimensions. Then, the integrals in the Sobol' formulas such as Equation 2 can easily be calculated given the m d samples. However, a full factorial design may not be practical when each sample is an evaluation of a computationally costly function. Saltelli et al. [12] developed an approach which uses fewer samples, (2+d)m samples. Dakota uses a recent formulation [15] for the (2+d)m samples that has been improved to remove bias and better capture interaction effects. The actual formulas are described in [16] . Even with these formulas that reduce the number of function evaluations, often the only computational feasible approach to calculate the sensitivity indices is to employ a "surrogate" or emulator model in place of the expensive simulation model. A surrogate might be a neural network, a Gaussian process model, a spline, or a regression model. In this study, we used quadratic regression models in the calculation of the sensitivity indices.
OECD CASE 2A RESULTS
The case study of OECD Case 2a involved 17 input parameters with the distributions shown in Table 1 . Note that most of the parameters were specified with normal distributions. The first four parameters (system pressure through inlet temperature) were core boundary condition parameters. The next six (cladding inner diameter through rod fill pressure) were listed in the category of manufacturing tolerance/geometric uncertainties. The final seven parameters were user-defined parameters, mainly focused on properties relating to the fuel, the cladding, and the gap.
Table 1. Input Distributions used for Case 2a, OECD Fuels Benchmark study.
The output responses included the centerline fuel temperature at 13 axial locations listed in Table  2 : Table 2 . Location of centerline temperatures reported for Case 2a, OECD Benchmark.
In addition, there were 11 additional responses of interest listed in Table 3 : Table 3 . Additional responses of interest, Case 2a, OECD Benchmark study.
Note that all of these responses were requested at 8 burnup levels: 0, 5, 10, 20, 30, 40, 50, and 60 GWd/MTU, respectively. This made for a very large number of quantities to track and record. Although Dakota helped automate this process significantly, there still was some manual manipulation involved to get the final sensitivity and uncertainty analysis number into the spreadsheet that OECD provided.
As mentioned above, we ran 300 BISON samples, using a LHS sampling study generated in Dakota. The Dakota input deck for this study is provided in Appendix A. The results were compiled in a spreadsheet provided by OECD to allow for consistent comparison of results across various groups and codes. This spreadsheet is available by contacting the authors of this report. Additionally, Kyle Gamble presented a summary of the results at the OECD UAM working group meeting in May, 2015 in Spain. Kyle's presentation is also available upon request. Below, we present some summary figures from the Case 2a study which represents the types of output analysis that can be performed. Figures 3 and 4 contain scatterplots of centerline temperature at 3 locations vs. user-defined uncertainties at burnup levels of 5 and 50 GWd/MTU, respectively. As mentioned, scatterplots provide a visual representation of sensitivity analysis results. Specifically, one can see that the fuel thermal conductivity is strongly negatively correlated with temperatures at the 3 locations for both burnup levels. As the thermal conductivity of the fuel increases, the temperatures decrease. Further, one can see that the relationship is even tighter (e.g. a more negative correlation coefficient) at a burnup of 50 GWd/MTU than at a burnup of 5. The Spearman correlation coefficients between the fuel thermal conductivity at locations 1, 7, and 13 are -0.64, -0.70, and -0.65 for burnup of 5 GWd/MTU while they are -0.88, -0.90, and -0.88 for a burnup of 50 GWd/MTU, respectively. Similarly, one can see that the gap thickness is positively correlated with the temperature values at a burnup of 5 GWd/MTU but has little correlation at a burnup of 50 GWd/MTU because the gap has closed at that burnup level. Table 1 . At location 7 at a burnup of 50GWd/MTU, the centerline temperature varies from a minimum of 1077K to a max of 1274K, with a mean of 1152K. This particular response is well approximated by a normal distribution, as shown by the red PDF in Figure 7 . Correlation tables were produced for all of the inputs and outputs. Figure 8 shows one example, where the inputs are given by the rows, and the some of the outputs are shown in the columns. The correlations are highlighted so that red indicates very strong correlations with absolute value greater than 0.6, and yellow shows medium correlations between 0.3 and 0.6. Figure 8 indicates that the thermal conductivity of the fuel is strongly negatively correlated with the maximum fuel centerline temperature (first column, correlation coefficient = -0.885), and also negative correlated with the FGR percentage. The clad creep is strongly positively correlated with cladding creep strain (second last column, correlation coefficient of 0.986) and negatively correlated with axial elongation. Inlet temperature is strongly positively correlated with maximum cladding surface temperature (second column, correlation coefficient of 0.893). These types of correlation tables can be very useful for identifying parameters that strongly affect output behavior of various responses. Finally, we also performed the Sobol' variance-based decomposition to obtain sensitivity indices as described in Section 2.3. This required the use of surrogate models to approximate the responses, since this method requires thousands of function evaluations to calculate the sensitivity indices. We performed this analysis using the Dakota input deck shown in Appendix B. This particular study took 5000*(2+17)=95000 evaluations to perform. We used the original 300 BISON runs to perform this study. Dakota constructed quadratic polynomial surrogate models for each response based on the BISON runs as training data. The 95000 evaluations were then performed on the surrogate model. The quadratic polynomial surrogates were of the form:
where ̂ is the response predicted by the surrogate, x is the d-dimensional input variable (in our case, d=17), and the coefficients of the polynomial terms are , , and . For the 17-d problem, we had 171 basis terms in the surrogate model given above. Most of the responses were well-approximated with this surrogate, with R-squared values generally near 1.0. Figure 9 shows a table of results for the centerline temperature at location 7 and for the FGR percentage. The first two columns indicate that the main and total effects are about the same for this centerline temperature, indicating that there are not strong interaction effects between variables. The main effects index for the fuel thermal conductivity (fuel_cond_f) indicates that 70% of the variance in centerline temperature at location 7 can be explained by the variance in the fuel thermal conductivity. The system power factor contributes to 10% of the variance, with the remaining variables contributing small amounts. The main effects column sums to 1.0 for the centerline_temp7, indicating that the variance of this response is well explained by the variance of the individual parameters. The conclusions are different for the FGR percentage. The fuel thermal conductivity only contributes to about 20% of the variance, and the sum of the main effects column is only about .45, meaning that 45% of the variance is explained by main effects. The total effects column has some values that are quite different from the main effects, indicating that there are significant interactions between variables that contribute to the overall variance of the FGR percentage. For example, the system power factor has a main effect index of only 0.063 but a total effect index of 0.21, and the fuel thermal conductivity total effects index increases from 0.21 to 0.42. Further statistical analysis would be required to quantify which combinations of variables (e.g. pairwise terms) most influence the overall variance of the FGR percentage. 
Burnup (GWd/MTU):
CONCLUSIONS
In this report, we present a sensitivity analysis and uncertainty quantification study for Case 2a of the Fuels Benchmark problems defined by the OECD Uncertainty Analysis in Modeling working group. We discussed the BISON and Dakota software used, provided information about the sensitivity and uncertainty analysis methods, and presented some results. We plan on performing further case studies and participating in the benchmark exercises as time and funding permits. 
APPENDIX B
