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Literature review
The interdisciplinary nature of this work demands an understanding of transportation engineering systems, epidemiology, human mobility, human behavior, mathematics, and statistics. A comprehensive review of all such areas is beyond the scope of this paper; therefore, the literature introduced in this section highlights published work directly applicable to the problem at hand. The focus of this section is specific to related models that predict disease dispersal patterns and properties.
The introduction of mathematical models into epidemiology dates back to the early 20th century and has since been expanded on in various directions. Most ongoing epidemiological research focuses on development and implementation of agent-based simulations, which predict average disease-spreading behavioral characteristics among a population of individuals (1) (2) (3) (4) (5) . These models use stochastic simulation to represent dispersal of individuals around the world and replicate the corresponding infection dynamics. In addition to the simulation-based models, analytical models that can provide quantitative measurements on the predictability of epidemic patterns have been developed to predict global epidemic behavior (6) (7) (8) (9) (10) (11) . Each of these models extends the regional-level analytical and simulation-based compartmental model to incorporate an additional scale of human mobility-specifically, interregional travel patterns. The model results are, however, speculative and predict expected outbreak behavior; they do not account for infection data or infer specific outbreak patterns. Despite their respective shortcomings, these models have proven to be invaluable in epidemiology and provide a means of predicting global epidemic patterns, comparing various interdiction scenarios (such as individual travel restrictions, city-based travel restrictions, and route-based restrictions), and conducting sensitivity analyses.
There is a significant gap in the literature for disaggregate real-time predictive and preventive measures. In particular, scenario-specific disease prediction models are of interest, since they offer many of the same benefits as the probabilistic models (e.g., aiding in strategic intervention planning) while providing a much more acute level of analysis and requiring less computational effort than the large-scale agent-based simulations.
Inferring the spatiotemporal path of a particular disease is most prevalent in the field of microbiology. Phylogenetics is the study of evolutionary relatedness among various groups of organisms (e.g., species, populations), discovered through molecular sequencing data. Intuitively, similar methods can be applied in predicting the spatial and temporal infection-spreading patterns of a given virus,
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The objective of this paper is to present a network-based optimization method for identifying links in an air traffic network responsible for carrying infected passengers into previously unexposed regions. The required data include individual infection reports (i.e., when the disease was first reported in a region), travel pattern data, and other geographic properties. The network structure is defined by nodes and links, which represent regions (cities, states, countries) and travel routes, respectively. The proposed methodology is novel in its attempt to replicate an outbreak pattern atop a transportation network by exploiting regional infection data. The problem parallels a related problem in phylodynamics, which uses genetic sequencing data to reconstruct the most likely spatiotemporal path of infection.
The modern air traffic system provides an extensive network for human mobility and commodity exchange around the globe. However, an extensive transportation network also poses new threats to the modern world. It supersedes natural geographic barriers previously responsible for containing infectious agents and bridges previously isolated regions. As a result, both travelers and commodities are accompanied by a variety of infectious agents, such as humans and animals (e.g., insects, bacteria, and parasites), that disperse new and old diseases around the globe. The potential for virus dispersal into previously unoccupied regions has increased with the substantial rise in passenger air traffic. The burgeoning risk serves as the main motivation for this research.
The proposed problem objective is to identify the air travel routes that are most likely to be responsible for transporting infected individuals into previously unexposed regions. The network structure is representative of an air traffic system and is defined by nodes that represent regions (e.g., cities, states, countries) and links that represent air travel routes. Infection reports and properties of the air traffic network are exploited to infer the most likely spatiotemporal path of infection, which is represented as a directed spanning tree. Time-dependent regional infection counts (i.e., when and where infected individuals were diagnosed) are required to run the analysis. The limited availability of such data sets is the most significant restriction in the proposed model.
The main research contribution of this work is the use of network-based optimization methods and temporal infection data to reconstruct an infection tree atop a transportation system. Similar for which the term phylodynamics was coined. The main focus of phylodynamics is on developing statistical models enabling the reconstruction of timed viral dispersal patterns. For example, reconstruction of the H1N1 virus dispersal is presented by Lemey et al. (12) , and a similar problem is presented by Wallace et al. (13) to infer analytically the geographic history of the H5N1 virus's migration. Cottam et al. (14) combine epidemiological data with genetic data to translate the genetic relatedness of pathogens isolated from infected individuals into a maximum likelihood approach to infer probable transmission trees. This is accomplished by first enumerating all possible evolutionary trees and then assigning posterior probabilities based on specifics of the mutation rates of the respective viruses. A similar analysis was conducted by Haydon et al. (15) with reference to the 2001 U.K. foot-and-mouth outbreak.
A novel approach to reconstruction of the spatiotemporal dynamics of outbreaks from sequence data was presented by Jombart et al. (16) . The fundamental innovation of this approach was to seek ancestors directly from the sampled strains. The authors applied this method to track the 2009 H1N1 pandemic. The "infectious" links were selected so that the number of mutations between nodes was minimized. The problem proposed in this paper differs from the model of Jombart et al. in that the objective is to recreate the spatiotemporal dynamics of an outbreak atop a transportation network where the edges are travel routes and the edge weights are a function of regional infection data and travel patterns, rather than genetic sequencing data.
ProbLem Definition
The objective of this work is to identify the links in an air traffic network that best explain the observed regional infection data. A path of infection can be inferred between regions under the assumption that an infected individual y can only exist in a previously unexposed region, X, if at least one infected individual (either individual y or another individual z) traveled to X from a previously infected region at some previous time. The methodology exploits network-based optimization tools, regional infection data for a given outbreak (i.e., the day the disease "arrived" at a new location and daily infection counts), and transportation network properties (defined by the set of air travel routes and passenger volume) to infer the most likely infection tree (i.e., a set of routes on which infected individuals most likely traveled) that branches to each infected region. The goal is to identify potentially high-risk travel routes, which will aid in the development of interregional intervention strategies, security measures, and surveillance efforts. The results may also provide insight into future outbreak patterns.
assumPtions
To implement the proposed methodology, some simplifying assumptions are necessary. Each assumption is listed and expanded on below. Information required for Assumption 1 is available from airlines as well as other private and governmental organizations. Issues concerning Assumption 2 may arise when there are multiple reported infections for a single region (which is inevitable for the state-level problem), making it difficult to identify a "time stamp" for the node, which is a necessary input for the model in identifying a causal relationship between regions correctly. There are multiple options for addressing this issue. First, on the basis of the assumption that the disease progresses within a population at a constant rate, the peak infection times (these data are available for certain diseases) can be used. Comparing these epidemic peaks would be representative of when the disease was introduced to the region. Alternatively, if a constant delay in infection reporting across states is assumed, the time of the first reported infection is a valid time stamp. The second option is chosen for the application analyzed in this paper.
Assumption 3 implicitly states that all infections in a region can be traced back to a "patient zero" within the region. Under this assumption, a region cannot be infected more than once, and there is an analogy to the susceptible-infectious-recovered model used in contact networks (which restricts an individual from being infected more than once). Assumption 3 guarantees an infection tree; that is, no cycles exist. Errors associated with this assumption could be minimized by disaggregating the problem into smaller regions (i.e., from the state to the city level), although limited availability of infection data at the city level constrains the possibility of such a model at this time.
Assumption 4 is not unrealistic for isolated states such as Hawaii or Alaska; however, in smaller, more dense regions such as the northeastern United States, many individuals travel between states by using alternative modes of transportation, and Assumption 4 is likely invalid. While air travel is assumed to be the only means of interregional travel in this model, future research plans include expanding the network structure to account for multimodal human mobility patterns. The possibility of defining a multimodal human mobility network is aided by the availability of cell phone information, currently an extensively researched topic (17) (18) (19) .
soLution methoDoLogy
The transportation system's structure makes it an obvious candidate for network modeling tools. The network analyzed in the proposed model, G ∈ (N, A), is defined by a set of nodes, N, which represent regions (i.e., cities, states, countries), and links, A, which connect the regions and represent air traffic patterns (i.e., travel routes). The links (i, j) ∈ A have associated weights, w ij (•) , that are a function of node-and link-specific variables, which are discussed in detail in the section on link weights. A link weight is intended to represent the relative probability of an infected passenger traveling between a pair of regions. There is no inherent value for w ij (•); expressions were developed to characterize the behavior of the macrolevel spreading process by using a set of variables identified as playing a role in the infection-spreading process.
The infection-spreading pattern sought forms a directed maximum probability spanning tree. Edmonds' maximum branching algorithm (20) was implemented on a subnetwork that includes only infected regions, I ∈ N, a feasible link set, L ∈ A, and predefined link costs, P ij , which are a function of the link weights, w ij (•), and infection time stamps, t i . The set of feasible links (i, j) ∈ L are those for which region i was reportedly infected before region j. It is assumed that once an infection has been reported in a region, infected individuals continue to reside there, and that the region remains a potential source of infection to all adjacent (connected via air travel) and susceptible (uninfected) regions. Therefore, the only link feasibility constraint is t i < t j , where t i is the time stamp for node i. The resultant spanning tree, R, includes the set of feasible links that branch to every node in I, such that the sum of the link costs, Σ ∀(i, j)∈R P ij , is maximized.
Multiple link weight functions and two link cost functions were considered in the analysis.
The most computationally intensive portion of Edmonds' maximum branching algorithm is the search for and removal of cycles. The assumption that a region can be infected by at most one other region prevents the possibility of a cycle in the outbreak scenario. Therefore, implementing the algorithm for the proposed problem requires the following steps:
1. Define the set of feasible links, L: (i, j), where t i < t j . 2. Calculate link costs, P ij (w ij (•)), for links (i, j) in feasible set L by using the link cost definitions in the section on link costs.
3. For each infected node, j ∈ I, select the incoming link (i, j) with the highest cost, P ij , from the set of feasible adjacent links, A| j|, and add that link to R.
Steps 1 through 3 result in the maximum probability directed spanning tree, R.
static versus Dynamic model
Two models were developed to infer the most likely infection spanning tree: static and dynamic. The main difference between the static and dynamic models is their use of infection data in the link weight function. The static model uses a single infection data point for each region (i.e., the final outbreak size), while the dynamic model uses multiple infection data points for each region (i.e., daily infection reports). (Any single point value for the infection level could be used in the static model, such as the average number of infections over the entire outbreak.) The infection data used in the static model define a single link weight for each regional pair, whereas the dynamic model defines a time-dependent link weight, w t ij (•), to represent the relative probability of an infected traveler entering region j from region i at time t. The static and dynamic model outputs are differentiated by R S and R D , respectively.
The following example demonstrates the main difference between the static and dynamic models discussed above. Assume that 1,000 total infection cases were reported to have occurred in Texas throughout the course of an outbreak. The static model then uses this value in P ij (w ij (•)) to predict the probability that an infected traveler left Texas for, say, Ohio. In turn, Ohio reported its first case 1 week into the outbreak. However, 1 week into the outbreak, the actual number of reported cases in Texas was only 15; therefore, the link cost used in the static model (with the final infection count of 1,000) will overestimate the probability that an infected passenger arriving in Ohio (at that time) came from Texas. The dynamic model uses instead the number of reported infections in each region on each day to calculate w t ij (•) and thereby identifies the most likely origin of an infected passenger who arrived in Ohio on Day 7 on the basis of the number of reported infections in each previously infected region at that time.
Ignoring the progressive status of the epidemic may severely limit the predictive capability of the static model. However, the static model is a beneficial tool for prediction, useful for sensitivity analysis, and a good basis for comparison with the dynamic model. While the dynamic model may provide a more realistic prediction, the detailed data required for the dynamic model are not always available or reliable, in which case the static model could be implemented.
Static Model
For the static model, a single iteration of Edmonds' maximum branching algorithm is implemented as described in Steps 1 through 3 above, with the link costs P ij (w ij (•)) and feasible link set L identified a priori. The algorithm identifies the incoming link with highest costs P ij (w ij (•)) for each infected node. The mathematical formulation for the static model is shown below:
The objective requires that the set of links chosen for the spanning tree maximize the total probability of the tree. Constraints 2 through 4 pertain to the properties and dynamics of the infection process, while Constraints 5 through 7 enforce the spanning tree structure. Constraint 2 defines the link costs. The details of the link costs will be discussed in detail in the sections on link weights and link costs. Constraint 3 defines the set of feasible links-specifically, a region i can infect region j only if region i is infected first. Constraint 4 restricts the link weight, w ij , to be fractional, a requirement due to the functional form of the link cost chosen. Constraints 5 through 7 together require that the final output be a tree; Constraint 5 requires a total of | I| − 1 links in R S , Constraint 6 requires that each infected region have one incoming link, and Constraint 7 requires that the decision variable, x ij , be binary.
The main concern with the static model is the implicit assumption that the probability of an outgoing traveler being infected (and thereby spreading infection into a new region) is a function of a single estimate (i.e., the final count) of infections at the route origin and not the number of infections at the time the traveler departed. This assumption would be valid if the progression of the outbreak in each region were linear; however, the objective is to predict spreading behavior at the initial stages of an outbreak, at which point this assumption is likely invalid.
Dynamic Model
The dynamic model addresses the issue of using a single point estimate by progressively building the infection tree, R D , at single time step increments through the use of daily infection counts. The time-dependent link cost function w t ij (•) uses the number of reported infections in a region at time t, among other input variables, to define the relative probability of an infected passenger traveling between regions on a given day. The dynamic model is therefore able to make inferences on the basis of the real-time status of the outbreak. In the dynamic model, Edmonds' maximum branching algorithm was implemented at each time step to identify the incoming route with the highest probability of carrying an infected passenger into a newly infected region by using the time-dependent link weights, w t ij (•). The first iteration corresponds to the day the second region was reportedly infected. (The region with the first reported infection is by default the source node for the spanning tree.) The final iteration corresponds to the day when the last region in I was reportedly infected. The length of time between the initial reports of infection in the second and the last region is represented as T. As in the static case, the set of feasible links, L, and time-dependent link costs, P t ij (w t ij (•)), can be calculated a priori (the set of feasible links is equivalent to the set used in the static model). The algorithm for the dynamic model is as follows:
1. Define the set of feasible links, L (this is the same set as in the static model).
2. Calculate time-dependent link costs,
3. Set t = y (where y is the time stamp of the second reportedly infected region).
4. For each infected node j ∈ I with time stamps t j = t, identify the incoming link (i, j) with the highest cost, P t ij (w t ij (•)), from the set of feasible adjacent links, A| j|, and add the link to R D .
5. Set t = t + 1 and repeat Step 4 for T total iterations.
Steps 1 through 5 result in the dynamic maximum probability directed spanning tree, R D . The dynamic model requires more link cost calculations a priori, but the set of feasible links is limited: for each node j the only link costs P t ij that need to be calculated are for t = t j , the time step when node j was infected, and the set of links (i, j) such that i ∈ A| j|, i is adjacent to node j, and t i < t j (region i was infected before j). The mathematical problem formulation for the dynamic model is shown below: ( ) Constraints 9 through 11 pertain to the properties and dynamics of the infection process, while Constraints 12 through 14 enforce the dynamic spanning tree structure. Constraint 15 addresses the new time-dependent decision variable, specifying that a node i can infect node j at most once over the course of the outbreak. This constraint is never violated because the algorithm used in the dynamic solution methodology evaluates each infected node j ∈ I only once, at the time the node was first infected, t = t j ; because a node can be infected at most once, Σ ∀t∈T x t ij > 1 cannot be true for any link (i, j).
model input
The application chosen for analysis is the 2009 swine influenza outbreak because of the availability of time-dependent infection data. The data gathered include daily volume of travel between regions (21), date of first reported infection in each region (22) , daily regional infection counts (22) , regional population (23), and travel distance calculated by using ArcGIS.
network structure
The network analyzed in this work was limited to the United States and Mexico, where the majority of infections were concentrated during the initial stages of the 2009 swine influenza. The network has 53 nodes (including the 50 U.S. states, the U.S. Virgin Islands, Puerto Rico, and Mexico) and a set of directed links connecting all the nodes having direct passenger air travel between them. Only links directed from Mexico into the United States and links between U.S. states were included in the network. No traffic exiting the United States was accounted for.
Travel volumes were aggregated to the state level to correspond to the state-level infection data set. The network was created by using the air traffic data provided by RITA (21), specifically passenger travel volumes aggregated across all domestic and international carriers operating within the United States. State-to-state travel volumes were calculated by aggregating passenger (airport-to-airport) travel volumes across all airports in a given state. The same aggregation was used to consolidate all travel out of Mexico into each state.
The resulting input travel data include the approximated daily passenger travel volumes from Mexico into each U.S. state and all domestic state-to-state travel in May 2009. The daily travel volume was approximated by factoring the total monthly travel volumes by 31 (the number of travel days in May). May was chosen because it was closest to the peak of the outbreak. The final network has 53 nodes (the 50 U.S. states, the U.S. Virgin Islands, Puerto Rico, and Mexico) and 1,829 links and carries more than 53 million passengers.
If city-level infection data were available for all cities in the country, the same methodology could be applied to the disaggregated city-level problem. The city-level model would likely be a better platform for tracking the infection across space and time. The limited availability of infection data brings to light an additional motivation for this work: the need for improved infection data collection efforts and the potential benefits of making it available to researchers.
Another future research topic is introduced by the data set: Delaware has incoming flights from only one state, North Carolina, and North Carolina was reported as becoming infected after Delaware. Therefore, the model is unable to predict a predecessor for Delaware. While this issue could be attributed to incorrect data, the cause of infection in Delaware was more likely a traveler using an alternative mode of transportation. The same possibility applies to many of the nearby northeastern states, with multiple modes available for interstate travel (rail, automobile). Accounting for alternative modes of travel is a topic for future research and will be expanded on in the conclusions. In this work, the assumption that infection between states only occurs via air travel remains. Currently, Mexico is listed as the default source of infection for Delaware.
Link weights
The model input variables listed in the section on model input are used to define the link weight function. For both the static and dynamic models, a link weight, w ij (•), must be defined a priori because it is a necessary input for the spanning tree algorithm, and it directly determines R S and R D . Intuitively, the link weight should account for the interaction between two regions and the probability of passengers being infected. Specifically, w ij is a function of the size of the outbreak in a given region (i.e., number of reported infections), human mobility patterns (i.e., air traffic volumes), regional populations, and travel distance. Because the historical data necessary to calibrate this type of model do not exist, the goal was instead to explore a variety of link weights that vary on the basis of their functional form and input variables and evaluate the different model outputs. The objective was to find the link weight function that best replicated the interregional infection-spreading pattern.
The various link weight functions explored, w ij (•) and w t ij (•), are introduced by case number. For a given case, the only variation between the static and dynamic link weight function is the infection count variable. The same approximated daily travel volume, v ij , was used for both the static and the dynamic models, and the population of a region, p i , was assumed to remain constant over the course of the outbreak. In each of the link weight functions, the regional population size was factored by 10,000. The factor was selected so that w ij (•) and w o it = number of reported infections in region i at time t, used in the dynamic model; p i = population of region i; and d ij = travel distance between regions i and j.
Case studies
The set of link weight functions represents a sample of possible expressions ranging from the simplest form, w ij (I), which includes only one variable, passenger travel volume, to more complex expressions such as w ij (V), derived from the binomial probability distribution, and w ij (VIII), derived from the gravity model used in transportation theory. Again, the function definitions were chosen by using a set of variables expected to play a role in the spread of infection via air passengers. The analysis presented in the section on numerical results was conducted to explore the model's sensitivity to various variables and functional forms; however, the most accurate link weight function cannot be verified without link-level infection data.
In summary, the link weight functions for each case are provided in Table 1 .
The explanations of each case are limited. Cases I through IV account for the proportional effect of variables in a multiplicative, single-term expression. Case V is derived by using the binomial probability distribution and defines the probability of at least one infected passenger traveling between regions. The next three cases incorporate travel distance into the link weights. Case VIII is inspired by the general gravity model used in transportation theory, which assumes that the commuting flow, f ij , between regions i and j is proportional to the population in each region and the distance between the two regions.
Link Costs
The link weights, w ij (•) and w t ij (•), are used in the link cost definitions, P ij and P t ij , for the static and dynamic models, respectively. For the (•) ). Both these link cost functions are referred to as P. In the static model, the link weight w ij (•) is the calculated probability that infection was spread from region i to region j; therefore, (1 − w ij (•)) is equal to the calculated probability that infection did not occur between regions i and j. The exponent, (Δt − 1), defines the number of days between the first reported infection in region i and the first reported infection in region j. The first part of the expression, (1 − w ij (•)) (Δt− 1) , therefore represents the probability that infection did not spread from region i to region j during the first (Δt − 1) opportunities made available. The second part of the expression, w ij (•), is the probability that infection occurred once between region i and region j. The multiplicative link cost function therefore accounts for each opportunity node i had to infect node j but did not (i.e., the number of infection delays that occurred) and the probability that infection did occur once. The same logic applies to the dynamic model. However, the link weights are recalculated each time period t by using the time-dependent variables.
A possible outcome from using cost function P that accounts for infection delay is that if a high-traffic route does not result in infection on the first opportunity made available, it is unlikely to be chosen as the cause of infection at a later time. This is because when w ij (•) is nearly 1, the probability of the infection occurring on the second or third chance is extremely low: (1 − w ij (•)) ≈ 0. This effect becomes evident when the time lapse between reported infections in two regions is large (perhaps because of faulty data or late reporting). To mitigate this issue, the methodology was also implemented by using the simple link costs P ij = w ij (•) and P t ij = w t ij (•), which ignore the time lapse between reported infections. These link costs functions are referred to as w.
When w is used, the model will identify more causal routes where the link weights are maximized, even if the regional time stamps are further apart. A link cost function that neglects the time gap between reported infections presents its own issues but serves as a useful tool for comparison. For both link cost functions P and w, the set of feasible links remains constant.
For simplicity, the output specific to each model (static or dynamic), case number (I through V), and link cost function (P or w) combination is represented as R 
measure of PerformanCe
The spanning tree for each model-case number-link cost function combination was computed for both the static and the dynamic models, for all combinations of the link cost functions (w and P) and link weight functions (Cases I through VIII), resulting in 32 spanning trees. The complete set of results is not provided, but highlights are discussed in the numerical results and analysis section. A significant challenge associated with the proposed methodology is evaluating the model performance. The "best" model should ideally predict the actual spreading pattern that occurred, which is unknown because a complete data set of infection-causal travel routes (collected from traveler patient survey data to identify the most likely source of the disease) is not available. The lack of information makes the validity of the proposed model difficult to assess.
Comparison with other Published models
An alternative method of evaluation is to compare R S and R D with link-level predictions from other published models predicting linklevel infection patterns for the 2009 swine influenza outbreak. One such model was published by Lemey et al. (12) and infers the phylodynamic spread in time and space of the virus by using a recently developed Bayesian statistical inference framework (24, 25) . While the links identified by Lemey et al. do not account for factors such as human mobility or a transportation network structure, the procedure leads to a set of regional links that appropriately explain the spatial-temporal process, complemented with a formal Bayes factor (BF) test of the significance of the linkage between locations. Rates yielding a BF > 3 revealing epidemiological linkages for the United States are provided by Gardner (26) . The strongest link is observed between Mexico and Texas. Mexico is involved in only two additional links with BF > 5, Illinois and Florida. The earliest dispersal event between Mexico and California is not supported because it precedes the time frame of the analysis. Lemey et al. (12) provide the only known published model that parallels the proposed model's output, and that model was therefore used as one measure against which R S and R D were compared.
However, relying solely on this analysis is inappropriate for multiple reasons. First, the results are probabilistic, so comparable results are not proof of accuracy, especially for the links with low BF values. Second, the pairings are not directional, so they are not equivalent to the causal links identified in the proposed model. Third, the results of Lemey et al. include only a subset of infected states because of a restricted data set and insufficient evidence for pairing two regions. Finally, the states included in the results have multiple incoming links and therefore do not form a tree structure.
robust analysis
Another option for evaluating the proposed model is to measure the robustness of the methodology by quantitatively comparing the output trees for the various model-case-link cost combinations. Intuitively, if many output trees share a high percentage of links, the model is robust.
R S and R D are constructed by selecting the incoming travel route (for each state) most likely to carry an infected individual, which forms a tree. In a tree structure, each node has a single incoming link and can be defined as a list of directed links. The percentage of links shared between two trees can be calculated easily, and a high percentage of shared links suggests that the methodology is robust with respect to variations between the two models (e.g., changes in input variables, functional form). However, a robust model does not necessarily translate to an accurate model. Accuracy of the model results can only be confirmed with link-level infection data. Although the proper data to calibrate such a model are lacking, this work is intended as a basis for developing a real-time outbreak prediction model to be implemented once more detailed infection data become available. For the remainder of this section, the "overlap" between two R L M (C) trees is defined as the percentage of links shared. For the cases presented, all variables except the infection count remain constant between the static and dynamic models. Therefore, the static and dynamic model outputs will correspond 100% for each case that does not include the infection variable (Cases I, II, and VI). For these cases the link weights, time stamps, and set of feasible links are consistent between the static and dynamic models. For the remaining cases, the static and dynamic model outputs vary.
numeriCaL resuLts anD anaLysis
A comparative analysis of the case results provides insight into the role of each variable and the link weight function in the predictive capability of the model. For example, by including the regional population variable in Case II, 50% of the links selected in Case I (which only accounted for travel volume) were reassigned. As expected, the larger "from" states in Case I were replaced with less populated, highly trafficked "from" states in Case II. Similarly, a comparison of Cases I and III or Cases II and IV indicates the model sensitivity to the infection count variable. A limited overlap between the inferred spanning trees suggests that the model is sensitive to the infection count variable. Model sensitivity to the link weight function is revealed when the same set of variables is used to define two link weights, as in Cases V and VI. The highly variable but limited overlap between their output trees (as little as 13%) demonstrates the model's sensitivity to functional form.
A comparison between the pseudo-binomial Case V and the gravity-inspired Case VIII provides insight into both the role of variables and the role of the link functional form. The outputs are illustrated in Figure 1 This is likely a function of these states being infected earlier in the outbreak and the increased travel volume through the states (locations of airport hubs). The ability to identify such transition locations is beneficial in developing interdiction strategy (selecting airports or regions to shut down temporarily) and in designating optimal locations for screening and surveillance systems.
Another observable trend from the illustrations is the decrease in cross-country links from Case V to Case VIII, which results in shorter link distances on average. This can be attributed to the role of distance in the gravity-inspired link weight function for Case VIII. The increased role for Texas, California, and Illinois is also evident from the figures. All three of these states ranked in the top five for infection counts and outbound travel volume. In addition, Texas and California were infected earliest in the outbreak, so they are feasible predecessors for most other states. The static model's predisposition to overestimate the role of regions with extremely high infection reports (at the end of the outbreak) was previously discussed and is illustrated in Case V. This effect is not as prevalent in Case VIII; the static and dynamic models identify the same set of states responsible for the majority of infections. For Case VIII the model is less sensitive to the infection variable.
The overlap between the proposed model output and phylogenetic analysis by Lemey et al. (12) was minimal. The lack of overlap was expected given the low confidence (BF rates) associated with the phylogenetic pairings. Seven of the 28 possible links were identified by one of the models evaluated, and in general the static model identified more of those links.
ConCLusions, Contributions, CritiCism, anD future researCh
The role of transportation in spreading infectious disease is of increasing importance as regional and global transportation systems expand geographically and increase in speed, efficiency, and use. The proposed modeling tool is intended (a) to identify the most likely air travel routes responsible for spreading disease into new, previously unexposed regions (i.e., to identify the regions adjacent to an ongoing outbreak at highest risk) and (b) to motivate regional-level infection data collection efforts.
Two models were introduced, static and dynamic, to reconstruct the most likely spatiotemporal path of infection atop an air traffic network. Multiple link cost functions were considered, and the associated outbreak scenario predictions were compared. The model predictions were also compared with a previously published phylodynamic analysis by Lemey et al. (12) .
The robustness of the model to the input variables and link-based functional form was exposed by comparing the various case studies. With the current set of input data, neither the static nor the dynamic model appeared robust to variations in the link cost function and input variables. The infection data appeared to play a significant role in the model predictions, and there was little consistency between the static and dynamic models. In addition, the travel distance appeared to play a larger role in the outbreak pattern than did the regional population count. The only links that were ubiquitous across models originated in Mexico, Texas, California, or New York. This is likely a combined effect of the increased number of infections in these regions and the high travel volume out of these states. Furthermore, these regions were infected earlier in the outbreak and were therefore feasible sources of infection for a longer period of time. While these variables are all intuitive factors in the spread of infection to new regions, it is important to define a link weight function that does not overly bias the model toward these properties. With regard to the phylodynamic comparison, the proposed model results overlapped minimally with those of Lemey et al. (12) .
While some insight can be gained by comparing the various output trees, the high level of aggregation and lack of available data made it difficult to assess the model's true prediction potential. Intuitively, the availability of dynamic infection data at the city level would improve the performance of the dynamic model over that of the static; however, it is not obvious that the dynamic model more accurately predicts the causal infection routes. This type of comparison requires further analysis and more detailed infection data.
The proposed work is more importantly a model framework, which has the potential to be expanded and applied in a much more realistic context as the necessary data become available. The novelty of the model lies in the use of infection and travel data to infer spatiotemporal outbreak patterns, which can aid in the development of realtime analysis and decision support for outbreak scenarios. The major weakness of the proposed methodology is the lack of verifiability because of limited data availability. Without link-based infection data to calibrate the model, identification of the most accurate link cost function and evaluation of certain model characteristics are not possible. In addition, the necessary high level of aggregation resulted in unrealistic assumptions and problem properties.
One major motivation of this work is the promotion of better data collection efforts. For the proposed model, collection of route-level infection data would be the most valuable. Route-level information requires data on infected individuals and their recent travel history. Such link-level infection data would permit quantitative analysis of the models' performance. In addition to link-level data, more (spatially and temporally) disaggregated infection data are necessary for implementing various proposed extensions of the models.
One obvious extension of the model is to disaggregate the problem geographically. Many of the assumptions and model properties become more realistic under a disaggregate setting, which would potentially improve the accuracy of the model. Inferring a city-tocity infection-spreading pattern is possible with the proposed methodology, but implementation is solely dependent on city-level infection data, which are unavailable.
Another planned extension of the model addresses Assumption 4-accounting for multiple modes of travel. The assumption that infections are transmitted solely via air travel is highly restrictive and likely unrealistic for many high-density areas with regions near each other. The ability to incorporate alternative modes of human transport as well as freight and cargo routes capable of transporting infectious humans (or other spreading agents) should significantly improve the model's performance. Both of these topics will be explored in depth in future research. 
