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Résumé
Depuis l'identiﬁcation par Brown & Roshko, en 1974, de structures jouant un rôle
majeur dans le mélange d'un écoulement turbulent, la recherche de structures cohérentes
a été un des principaux axes d'étude en mécanique des ﬂuides. Les travaux présentés dans
ce manuscrit s'inscrivent dans cette voie.
La première partie du manuscrit traite ainsi de l'identiﬁcation de structures co-
hérentes. Elle se compose de trois chapitres abordant deux techniques d'identiﬁcation.
La Décomposition en mode dynamique (DMD), ainsi que des variantes généralisant
son champ applicatif est présenté dans le premier chapitre. Cette méthode propose une
représentation par modes spatiaux et temporels d'un ensemble de données. Une méthode
pour la sélection de composantes particulièrement représentatives de la dynamique, i.e.
présentant de bonnes qualités d'observabilité, se basant sur cette décomposition est égale-
ment décrite dans ce chapitre. Le deuxième chapitre traite de la détection de structures
cohérentes lagrangienne, par suivi de particules. Ces structures permettent d'identiﬁer
les frontières matérielles et apportent des éclaircissements sur les mécanismes du mélange
au sein de l'écoulement considéré. Ces méthodes sont appliquées, dans le chapitre trois,
au cas d'un écoulement incompressible aeurant une cavité ouverte.
La seconde partie du manuscrit traite des questions de représentation et discrimina-
tion de données scientiﬁques. Une réponse à la question de la représentation de structures
cohérentes a été la mise en place d'outils permettant la visualisation interactive de jeux
de données scientiﬁques, qui dont la présentation fait l'objet du chapitre quatre. En
particulier, l'utilisation d'objets tangibles, représentant les données dans le monde réel,
permet une exploration plus eﬃcace des ensembles de volumétriques de données scien-
tiﬁques. La question d'une perception et discrimination eﬃcace de données représentées,
e.g. la diﬀérentiation entre deux valeurs proches, est abordée dans le cinquième chapitre.
Brown & Roshko identify the key role, as soon as 1974, of coherent structures in the
mixing of a turbulenet jet. Since, the seek for coherent structures has been a major ﬁeld
in ﬂuid mechanics. This manuscript follows this path, and aims at describing algorithm
to compute and explore coherent structures from ﬂuid mechanics dataset.
The ﬁrst part of this manuscript is dedicated to present algorithms for the compu-
tations of coherent structures from dataset. The ﬁrst chapter exposes the Dynamical
Modes Decomposition, and presents improvements of the method. A criterion to esti-
mate the observability properties of components of the state vector is also presented. The
second chapter aims at describing an eﬃcient algorithm to compute Lagrangian Coher-
ent Structures, which are somewhat equivalent to material frontiers in ﬂuid ﬂows, and
highlight mixing dynamics. This methods are applied, in a third chapter, to caracterize
the dynamics of an open cavity ﬂow.
The second parti of this manuscript is dedicated to the representation and discrim-
ination of scientiﬁc dataset. The fourth chapter presents metaphors for the interactive
exploration of scientiﬁc and volumetric dataset. The use of tangible interfaces is inves-
tigated. The last chapter deals with the diﬀerenciation between represented data, by
proposing an algorithm for the diﬀerenciation between close but diﬀerent signals.
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M : transposée de M .
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éco-DMD décomposition en modes dynamiques économique
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FTLE Exposants de Lyapunov à Temps Fini
f fonction psychométrique
p seuil psychophysique
ζ paramètres du stimulus
Introduction
La mécanique des ﬂuides est un domaine pourvoyeur de données de grandes dimen-
sions. L'amélioration des techniques expérimentales et numériques conduit à des mesures
de champs de vitesse résolues en temps et en espace. Les techniques de post-traitement
(voir, e.g. [80, 155, 11]) se sont parallèlement considérablement développées, aﬁn d'ex-
traire des structures récurrentes et importantes ou des comportements permettant l'in-
terprétation, l'analyse voire la modélisation des phénomènes physiques. Il est en eﬀet
maintenant admis que des structures, aux diﬀérentes échelles, participent à l'organisa-
tion de l'écoulement [82, 145], même pour les grands nombres de Reynolds [17],. Les allées
de Von Karmàn, dans le sillage d'îles, ou les structures auto-similaires dans les couches
de mélange en sont des exemples bien connus. Les structures, aux petites échelles, sont
également déterminantes pour la compréhension des mécanismes en jeu. L'identiﬁcation,
puis le suivi des bandes de vorticité ou des tourbillons en forme d'épingles à cheveux
dans des données hautement résolues de turbulence a ainsi permis de modéliser certains
mécanismes d'entretien et de régénération de la turbulence. De telles structures sont
également énergétiquement importantes. Par exemple, un cinquième de l'énergie d'une
couche de mélange est concentré dans ces structures, et près du dixième dans le cas
des couches limites [80]. Outre leur inﬂuence sur la dynamique, ces structures peuvent
également jouer un rôle important dans les mécanismes de mélange [148, 120], ou encore
contribuer au bruit acoustique rayonné.
Un intérêt grandissant s'est donc développé dans la communauté aﬁn de détecter et
caractériser ces structures, voir même, le cas échéant, les contrôler. Néanmoins, aucune
déﬁnition de "structure cohérente" n'est suﬃsamment générale pour englober la diversité
des organisations spatio-temporelles observées. Des critères eulériens existent de longue
date, tels que les critères Q [157], ou λ2 [89], mais demandent de seuiller arbitrairement
un champ scalaire. La mise en place de critères statistiques (autocorrélation, corrélation
spatiotemporelle), et, plus récemment, la décomposition orthogonale aux valeurs pro-
pres [80], permettent de lier des structures spatiales à des propriétés temporelles, mais
en interpréter physiquement les résultats est parfois délicat (e.g. les structures spatiales
étant, par construction, orthogonales). Des décompositions fréquentielles et spatiales de
type Fourier ou ondelettes permettent également une meilleure représentation et com-
préhension des phénomènes physiques, mais perdent de leur intérêt dans les conﬁgura-
tions où la turbulence est pleinement développée, et ne peuvent séparer des phénomènes
se produisant statistiquement à une même fréquence.
Chassaing [25], néanmoins, a proposé trois critères pour déﬁnir une structure tour-
billonnaire cohérente. Le premier est de conﬁner la structure dans un partie restreinte
du domaine étudié (notion de structure). Le deuxième critère est que l'intensité tourbil-
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lonnaire de la structure soit suﬃsante pour qu'elle soit discriminable par rapport à son
environnement. Enﬁn, le dernier point est que la structure existe suﬃsamment longtemps
pour que ses propriétés persistent et qu'elle puisse être suivie, si elle est advectée, au cours
du temps.
Cette notion de persistance est particulièrement importante. Sans cette cohérence
temporelle, une structure pourrait n'être qu'un évènement rare ou évanescent au sein de
l'écoulement. Cette déﬁnition est néanmoins incomplète. Les principaux modes spatiaux
POD décrivent les structures statistiquement présentes dans l'écoulement. Les modes de
Fourier spatiaux permettent d'identiﬁer la structure moyenne d'événements qui se pro-
duisent statistiquement régulièrement à une fréquence donnée. Alors que la mécanique
des ﬂuides est généralement considéré d'un point de vue eulérien, la question du suivi
d'une structure ramène au point de vue lagrangien. Suivre des ensembles permet, égale-
ment, de considérer le mélange au sein du système. La notion de mélange apporte égale-
ment une déﬁnition complémentaire de structure cohérente. Des poches peuvent être
isolées du reste de l'écoulement par des frontières matérielles [120] que le ﬂuide ne peut
traverser. Il existe ainsi des barrières [137], généralement indétectables au premier abord,
qui sont des ensembles invariants [70] par l'écoulement, et ces ensembles ont une inﬂuence
déterminante sur les propriétés mélangeantes de l'écoulement. Le célèbre théorème KAM
implique que ces poches peuvent survire au-delà du seuil de la bifurcation vers le régime
périodique en temps. Ces ensembles invariants sont bien des structures cohérentes, bien
que ne satisfaisant pas le second critère de la déﬁnition de Chassaing. La notion de
structure cohérente n'est donc pas universelle. Suivant les propriétés du système que le
mécanicien cherche a explorer, la structure identiﬁée sera a priori diﬀérente.
Avoir identiﬁé les structures cohérentes et pertinentes est une étape importante pour
comprendre un écoulement. Néanmoins, un nouveau problème émerge, une fois que l'ex-
pert a pu dégager les structures qui l'intéressaient. Comment les interpréter ? Comment
comprendre les liens, souvent non-linéaires, entre les divers phénomènes se produisant
dans le système ? Pour cela, un outil incontournable reste l'aﬃchage visuel des don-
nées [24]. Certaines structures sont particulièrement délicates à identiﬁer numériquement
(tels que les crêtes d'un champ scalaire), alors que l'expert les reconnait immédiatement.
Suivre temporellement des ensembles n'est souvent pas une diﬃculté, pour un utilisa-
teur, tandis que les algorithmes traitant de ces questions, comme les algorithmes de
vélocimétrie par image de particules, sont particulièrement lourds, et les appliquer sur une
base de données peut parfois demander plusieurs jours. Explorer des ensembles de don-
nées atteignant allégrement plusieurs dizaine de giga-octets est une problématique telle
qu'un champ propre de recherche, la visualisation scientiﬁque [20, 55, 48], s'est développé
autour de ces questions. L'aﬃchage n'est pas toujours suﬃsant, et Ware [176] a précisé
qu'une bonne compréhension s'accompagne d'exploration interactive des données. L'util-
isation de plans de coupe pour des données volumiques, aﬃcher conjointement diﬀérentes
quantités, pouvoir ﬁxer une quantité telle que la valeur associée à une isosurface sont
des exemples de fonctionnalités associées à la visualisation scientiﬁque. L'exploration,
particulièrement dans le cas de données en trois dimensions et/ou dépendant du temps,
permet ainsi une compréhension plus ﬁne des propriétés spatiales, et l'interaction permet
de mieux appréhender les relations entre les diverses mesures dont dispose l'utilisateur.
D'autre part, la notion de seuillage d'un champ scalaire est parfois arbitraire [98] (e.g.
le critère Q), l'exploration reste donc le fait de l'expert. Celui-ci n'est pas à l'abri de ne
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pouvoir diﬀérencier certaines valeurs, dès lors qu'elles sont trop proches. Les limites de la
perception humaine peuvent être atteintes, d'autant plus facilement que la nécessité de
transmettre un grand nombre d'informations à l'utilisateur peut surcharger ses canaux
sensoriels. Vériﬁer que les informations extraites par l'expert proviennent de quantités
correctement interprétées est rarement fait [147]. Il est par exemple connu que les cartes
de couleurs de type arc-en-ciel ("jet colormap") peuvent amener à l'identiﬁcation de
structures non-physiques [112, 14]. Elles restent pourtant majoritairement utilisées dans
la communauté.
Ces notions de structures cohérentes dans des écoulements, et ces questions d'inter-
faces pour la visualisation de données semblent particulièrement éloignées les unes des
autres. J'ai pourtant souhaité, dès le départ, travailler sur ces aspects qui sont pour moi
complémentaires et qui sont au c÷ur des deux principaux départements du laboratoire
qui m'a accueilli.
Ce manuscrit se compose de deux parties distinctes. La première partie traite de la
détection de structures cohérentes dans des données issues de mécanique des ﬂuides. La
seconde partie s'attache à développer des outils pour l'exploration, la visualisation et la









une base spatiale dynamiquement
pertinente
L'hypothèse de séparation des variables, introduite par Joseph Fourier, est une méth-
ode classique d'analyse et de simpliﬁcation de la représentation de données. Réaliser
une décomposition modale est une façon souvent puissante et pertinente d'appréhen-
der les principaux phénomènes physiques. Les approches les plus connues (e.g. modes
de Fourier, décomposition orthogonale propre, modes globaux) seront rappelées dans la
suite. La Décomposition en Modes Dynamiques, proposée depuis quelques années par
Rowley et al. [152] et Schmid [158, 155] est une puissante méthode de décomposition
spectrale, construite aﬁn de représenter les évènements statistiquement récurrents et les
phénomènes transitoires. La construction de cette base modale, présentée section 1.2,
repose sur l'existence d'un opérateur d'évolution, permettant de passer d'une réalisa-
tion de l'observable à une autre. Certaines limites contraignent son utilisation. A titre
d'exemple, citons un échantillonnage temporel à pas non-constant. La décomposition en
modes dynamiques ne peut pas être appliquée à une telle répartition des données. Aﬁn
d'étendre la gamme des conditions d'application de cette décomposition, des méthodes
dérivées de la DMD sont présentées dans la section 1.4 .
1.1 État de l'art des décompositions modales en mécanique
des ﬂuides
L'analyse modale d'un ensemble de données a pour but premier de décrire la dy-
namique d'un système évoluant dans un espace D de haute dimension nD, en la proje-
tant sur un sous-espace pertinent, de dimension Nmd réduite. Ce sous-espace peut-être
décrit par une base de modes spatiaux tΦiu. La description de l'évolution de la grandeur
étudiée u P D se fait alors au par des coeﬃcients de projection tαiu dans la base, qui
dépendent de l'état considéré, donc du temps.
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u pr, tq 
Nmd¸
i0
αi ptqΦi prq , (1.1)
Cette réduction modale permet souvent une description eﬃcace des données mais
apporte aussi une meilleure compréhension des phénomènes. En eﬀet, les modes princi-
paux, principaux en un sens qu'il faut préciser pour chaque situation, pourront servir de
déﬁnition de structures cohérentes associées à la dynamique observée.
1.1.1 La Décomposition Orthogonale aux Valeurs Propres
La décomposition orthogonale aux valeurs propres (POD), introduite en mécanique
des ﬂuides par Lumley & Holmes [11], aussi connue sous le nom de transformée de
Karhunen-Loève, ou encore analyse en composantes principales, a été longuement et
extensivement décrite dans la littérature. Cette décomposition est construite de manière
à identiﬁer les bases temporelle αi et spatiale ψi optimales, de dimension Nmd, pour
la décomposition des données u évoluant dans un espace D de dimension nD, tel que
Nmd ¤ nD.
u pr, tq 
Nmd¸
i0
αi ptqψi prq . (1.2)
Une propriété intéressante pour la mécanique des ﬂuides, de cette décomposition, est
que les modes extraits révèlent des structures pertinentes au sens de la répartition de
l'énergie cinétique dans les données.
Le lecteur intéressé pourra se référer, par exemple, au célèbre ouvrage de Holmes
et al. [80], où à la synthèse proposée par Kerschen et al. [95]. Rappelons néanmoins
la méthode dite "par snapshots", proposé par Sirovich [164] se basant sur des réalisa-
tions d'observables. Le lecteur pourra trouver une description exhaustive dans Cordier et
al. [30]. Le choix de cette méthode n'est pas anodin. L'algorithme se base sur le tenseur
des corrélations temporelles, qui sera a priori mieux convergé dans les cas traités dans
la suite de ces travaux (champs de données spatialement résolus) que le tenseur des
corrélations spatiales au c÷ur des travaux de Holmes.
Considérons la base de données KN0 , constituée de N   1 mesures de l'observable
u pr, tq, par exemple des mesures du champ de vitesse. Supposons que cette base de
données ait été échantillonnée régulièrement en temps, avec un pas δt, du temps 0 au
temps T  Nδt, et que les mesures soient rangées par ordre croissant en temps 1 , i.e. :
KN0  tu pr, 0q ,u pr, δtq , . . . ,u pr, pN  1q δtq ,u pr, Nδtqu . (1.3)
Par soucis de clarté de la lecture et par abus de notation, nous noterons à partir
de maintenant iδt comme ti. Nous recherchons, par hypothèse, une base orthonormale
de modes spatiaux tψiu, appelée base des topos, et une base orthonormale de modes
temporels tαiu, nommée base des chronos, formées de Nmd  N modes. Que ces bases
soient optimales signiﬁent qu'elles doivent minimiser l'erreur de troncation, au sens des
moindres carrés :
1. Ces deux suppositions, superﬂues dans le cadre de la POD, ne visent qu'à uniﬁer les notations
utilisées dans ce rapport.











ceci pour tout m ¤ N .










dr1  λiψi prq i  0, . . . , N. (1.5)









u pr, tqu:  r1, t dt, (1.6)





















R est une matrice de dimensions nD nD. La grande taille du problème (1.5) impose de
chercher une réécriture de l'observable u, en pratique sur la base des topos ψi.
Supposons connues les bases des chronos et des topos. Il est possible de réorganiser
l'équation (1.2) pour décrire les topos comme une combinaisons linéaires des réalisations,
en suivant Holmes et al. [80]. Multiplier par le chronos αj permet d'obtenir :
tN¸
k0


















αj ptkqαi ptkqψi prq .
(1.8)




αj ptkqαi ptkq  δ pi, jq, la double somme de l'équation précédente (1.8)
se réduit à :
tN¸
k0
αj ptkqu pr, tkq 
m¸
i0
δ pi, jqψi prq
 ψj prq ,
(1.9)
Tout mode POD peut alors se réécrire comme une combinaison linéaire des réalisations,




aki u pr, tkq i  0, . . . , N, (1.10)
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Lorsque l'on injecte la décomposition (1.10) pour réécrire ψi dans le problème aux
































est une solution du problème (1.5) dès que l'équation


















 λiaki . (1.12)
Cette dernière équation peut être réécrite sous la forme :








Ce système est alors de taille réduite. R˜ est de dimension Nmd  Nmd. Finalement,





est juste la décomposition du ième topos sur la
base de données de réalisations, c'est-à-dire le ième chronos. Comme la matrice des cor-
rélations R˜ est une matrice symétrique et semi-déﬁnie positive, la famille des chronos αi
est une base orthogonale. Une fois les chronos identiﬁés, les modes spatiaux ψi découlent
de l'équation (1.10). Le lecteur pourra noter que résoudre l'équation (1.13) revient, en
pratique, à faire une décomposition en valeur singulière du jeu de données KN0 .
1.1.2 Analyse de stabilité linéaire
Mamun & Tuckerman [121] et Edwards [38] ont introduit, dans les années 1990,
des outils, dérivés de la théorie des systèmes dynamiques, pour évaluer et décrire les
instabilités linéaires de solutions stationnaires 2D des équations de Navier-Stokes. En
écrivant les équations de Navier-Stokes sous forme compacte :
9u  f puq , (1.15)
et si u0 est un point ﬁxe (i.e. une solution stationnaire) de f, alors une perturbation
inﬁnitésimale de u0 peut être réécrite sous la forme de la solution stationnaire et d'une
ﬂuctuation u1 :
u  u0   u1. (1.16)
Lorsque cette décomposition est injectée dans l'équation (1.15) :
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La solution stationnaire u0 étant un point ﬁxe de f , et en restant dans l'approxima-
tion linéaire :
9u1  Lu1 (1.18)
où l'on a posé l'opérateur d'évolution linéaire L  ∇f pu0q comme étant l'opérateur
jacobien des équations de Navier-Stokes, linéarisées autour de la solution stationnaire
u0. En notant A ptq  expLt, les solutions générales de l'équation (1.18) s'écrivent sous
la forme :
u1 ptq  A ptqu1 p0q (1.19)
L'opérateur L et les opérateurs A ptq , @t partagent les mêmes espaces propres. Dès






en notant ψi la famille des vecteurs propres de L associés à la famille de valeurs propres




exp pλitq aiψi (1.21)
Le système (1.15) est globalement instable, dès qu'une valeur propre λ possède une
partie réelle positive. Pour cette raison, les vecteurs propres ψi de L sont aussi appelés
les modes globaux du système (1.15). Cette décomposition modale est par conséquent
souvent utilisée pour décrire les instabilités d'un écoulement.
1.1.3 Décomposition globale de Fourier
Une autre technique de décomposition modale est basée sur la transformée discrète
de Fourier, réintroduite par Rowley & Colonius [151] et par Basley [6], aﬁn de séparer
explicitement les diﬀérentes échelles de temps.




 ?1ωitψi prq . (1.22)
Ici, le nombre de modes Nmd correspond au nombre d'observable N . Chaque mode
spatial global de Fourier ψi est ainsi associé à une fréquence fi  ωi{2pi. Les modes
sont à coeﬃcients complexes. Aﬁn de les calculer, considérons la base de données KN1 ,
constituée de N mesures de l'observable u pr, tq, par exemple des mesures du champ
de vitesse. Supposons que cette base de données ait été échantillonnée régulièrement en
temps, avec un pas δt, du temps 0 au temps T  pN  1q δt, et que les mesures soient
rangées par ordre croissant en temps , ie :
KN1  tu pr, 0q , . . . ,u pr, pN  2q δtq ,u pr, pN  1q δtqu . (1.23)




du jeu de données, correspondant à l'évolution





vk p0q , . . . , vk ppN  2q δtq , vk ppN  1q δtq
)
(1.24)
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La transformée de Fourier discrète F t est le résultat de la projection de cette série














vk pjδtq exp  2?1ωijδt , i P t1, . . . , Nu , (1.26)
avec la vitesse angulaire :
ωi  2pii
N
, P r0, 2pis . (1.27)




Chaque coeﬃcient de Fourier νˆki , pour la composante k, est donc associé à une fréquence
fi. Le mode global de Fourier ψi est construit sur les coeﬃcients de Fourier pour une
fréquence fi, pour toutes les composantes k de l'observable.
ψi 
 





Un mode associé à la fréquence fi correspond donc à l'ensemble des composantes,
dans le domaine spectrale, des séries temporelles associées à la fréquence fi.
1.2 Décomposition en modes dynamiques
La Décomposition en Modes Dynamiques (DMD), proposée dans le cadre de la mé-
canique des ﬂuides par Rowley et al. [152] et Schmid [155] est une méthode de décompo-
sition modale basée sur des modes dynamiques 2. La base spatiale des modes dynamiques
est notée tΦiu i P t1, . . . , Nmdu. Les coeﬃcients temporels associés sont des exponentielles
complexes.
La DMD est, par construction, particulièrement adaptée pour la représentation d'évène-
ments statistiquement récurrents, ou de phénomènes transitoires. La construction de
cette base repose sur l'existence d'un opérateur linéaire de grande taille, permettant de
passer d'une réalisation de l'observable à la suivante. La connaissance de cet opérateur
n'est néanmoins pas requise par les méthodes présentées par la suite.
1.2.1 Opérateur d'évolution
Soit un système dynamique évoluant sur une variété D de dimension nD, X P D
étant le vecteur d'état du système. Soit encore φ∆t le ﬂot dynamique du système, de D
2. Dans les travaux précurseurs de Kundu et al. [102], le terme mode dynamique qualiﬁait en fait les
modes POD.
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dans D, amenant l'état Xptq, pris au temps t, à l'état Xpt ∆tq au temps t ∆t. ∆t est
l'intervalle de temps entre deux mesures. Alors :
Xpt ∆tq  φ∆tpXptqq. (1.30)
On considère une application Π de l'espace D sur l'espace des observables Ω. Π peut
être interprété comme une mesure du système. L'observable u est alors déﬁnie comme :
u ptq  Π pX ptqq . (1.31)
Par exemple, u peut-être le champ de vitesse mesuré dans un plan de l'écoulement.
L'opérateur A est construit tel que :
A Π  Π  φ∆t, (1.32)
où  est l'opérateur de composition. Lorsque l'opérateur A est appliqué à une observable :
A pu pt0   n∆tqq  A Π pX pt0   n∆tqq
 Π  φ∆t pX pt0   n∆tqq
 Π pX pt0   pn  1q∆tqq
(1.33)
Il suit :
A pu pt0   n∆tqq  u pt0   pn  1q∆tq (1.34)
Cette propriété est déterminante. Elle implique que A est un opérateur d'évolution.
A agit sur une réalisation du champ, pour renvoyer la réalisation suivante (cf. ﬁgure 1.1).
Cette propriété provient du lien entre A et l'opérateur de Koopman [100, 124, 152]. En
eﬀet, si U est l'opérateur de Koopman associé à la dynamique φ∆t :
U : F pD,Ωq ÞÑ F pD,Ωq
g Ñ Ug  g  φ∆t, (1.35)
alors l'opérateur d'évolution A dépend de l'opérateur de Koopman par la relation :
UΠ  Π  φ∆t. (1.36)
ainsi :
UΠ  A Π. (1.37)
La section suivante a pour but d'extraire de l'information de A, ie de l'information
spectrale sur la dynamique. Il s'agit de calculer les valeurs propres de A et les vecteurs
propres de A, appelés modes dynamiques. Les méthodes proposées par la suite peuvent
être considérées comme des dérivées de la méthode d'Arnoldi [3] pour approximer les
valeurs propres et vecteurs propres d'un opérateur de grandes dimensions.
1.2.2 Opérateur similaire
L'algorithme DMD repose sur les propriétés des matrices similaires. M2 est similaire
à M1, si rank tM2u ¤ rank tM1u, et s'il existe une matrice P telle que :
PM2 M1P. (1.38)
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A
un 1un
Figure 1.1  Opérateur d'évolution A agissant sur un échantillon. Dans cet exemple,
l'observable est supposée être le champ de vorticité.
Alors, une valeur propre λ deM2, ayant pour vecteur propre associé ν, est une valeur
propre de M1. De plus, le vecteur propre µ de M1 associé à λ est facilement calculable





Connaitre une matrice similaire permet donc de calculer une partie des propriétés
spectrales sur la matrice de grande dimension M1. Dans le cas présent, M1  A et
l'objectif est d'identiﬁer une matrice similaire M2  S.
A est a priori inconnu. En revanche, on peut disposer d'un ensemble de réalisations
Kji de l'observable.
Kji  tui,ui 1, . . . ,uj1,uju , (1.40)
où un  u pt0   n∆tq . Kji est par suite exprimé matriciellement, i.e. l'observable est
représentée par un vecteur colonne. Par conséquent :
AKji  tAui, . . . , Auju
 tui 1, . . . ,uj 1u
 Kj 1i 1
. (1.41)
Dans la suite, le jeu de données KN 11 sera utilisé, où N   1 est le nombre de
réalisations du champ de données. La relation suivante sera en conséquence au c÷ur
des méthodes présentées :
AKN1  KN 12 (1.42)
1.2.2.1 Méthode par matrice compagnon
Une première méthode pour construire une matrice similaire est de faire l'hypothèse [152,
158, 155] que la réalisation N   1 est linéairement dépendante des N premières réali-
sations de l'ensemble KN 11 . Cette hypothèse prend du sens si l'enregistrement dure
CHAPITRE 1. DÉCOMPOSITIONS MODALES 15
suﬃsamment longtemps pour couvrir l'essentiel de la dynamique. Dès lors, rajouter des
réalisations du champ au jeu de données ne rajoutera pas d'information nouvelle. Alors,
l'échantillon uN 1 peut être développé sur les réalisations précédentes :
uN 1  c1u1   c2u2   . . .  cNuN   ξN 1. (1.43)
ξN 1 est un résidu, qui permet de contrôler l'hypothèse faite précédemment. Les ci








Cette minimisation de norme peut se faire, lorsque l'on considère la norme L2, par










où : est la transposition hermitienne. Alors, en considérant l'équation (1.42) :
KN 12  KN1 S  R. (1.46)
R est un résidu matriciel et S est une matrice compagnon. Cette dernière envoie la ième
réalisation sur la réalisation suivante pi  1q, à l'exception notable de la dernière, qui
est développée selon l'équation (1.43). La sous-diagonale de S est ainsi composée de 1,











. . . . . . 0
...




Si R est négligé, alors la matrice compagnon est, comme dans l'équation (1.38),
similaire à l'opérateur d'évolution A :
AKN1  KN1 S (1.48)
1.2.2.2 Méthode par matrice d'Hessenberg
Approche directe Cette méthode est dérivée de celle de la matrice compagnon.
Comme uN 1 ne dépend en pratique pas linéairement des N premières observations,
il existe un résidu ξN 1 (cf. equation (1.43)). La méthode par matrice compagnon,
présentée précédemment, utilise la minimisation du résidu résultant de l'équation (1.44).
Cette minimisation revient à chercher un résidu orthogonal à l'espace formé par les ob-
servables. Cette base n'est a priori pas orthogonale, ce qui peut rendre le calcul lors de
l'identiﬁcation des coeﬃcients de l'équation (1.43) mal-conditionné. La méthode suiv-
ante consiste à modiﬁer l'espace de Krylov aﬁn d'orthogonaliser la base sur laquelle agit
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l'opérateur d'évolution. Le résidu calculé sera donc naturellement orthogonal au nouvel
espace, et l'algorithme mieux conditionné. Le lecteur pourra noter que ce résidu doit, en
théorie, être identique au résidu calculé par minimisation de la projection oblique (equa-
tion (1.45)). Cette projection, par construction, calcule un résidu orthogonal, au sens de
la norme L2, à l'espace engendré par les N premières observables. La méthode proposée
est donc, en pratique, un préconditionnement de l'algorithme par matrice compagnon.
Le procédé suivant permet de construire une suite orthogonale de vecteurs, appar-
tenant à l'image de A :
w1  u1 (1.49)
et, pour 2 ¤ i ¤ N   1 $''&
''%
Vi  wi}wi}









, où V N1  tv1, . . . ,vNu, peut s'interpréter comme un projecteur




V N1  IN se vériﬁe par
construction de V N1 . Par conséquent, on a :




V N :1  V N1 HV N1
:
. (1.51)
Le résidu ξ  A V N1 HV N :1 de cette équation sera calculé par la suite. Les coeﬃcients
de H découlent de la relation V N1
:
AV N1 :
Hi,j  〈Vi, AVj〉 . (1.52)
Par hypothèse 3, Auk P Kk 11 , et donc, Vk P V k 11 . Par conséquent, pour i ¡ j   1,
Hi,j  0. Cette particularité entraine que H est une matrice d'Hessenberg supérieure.









. . . . . .
...
...
. . . . . . . . .
...
0 . . . 0 HN,N1 HN,N


Il est important de contrôler le résidu de l'équation (1.51). Démontrons pour cela la
relation suivante :
AV N1  V N1 H   ξ  e:N,N (1.53)
avec ξ  wN 1 et e:i,N 

0, . . . , 1lomon
ième comp.sur N
, 0, . . .

.
3. On identiﬁe dans cette notation les matrices et les espaces engendrés par ces matrices
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Cette équation matricielle peut s'établir colonne par colonne. Pour k ¤ N :









 V N1 He:k,N
(1.54)
Il n'y a donc pas d'erreur sur les N premières colonnes. Pour k  N   1 :









 V N1 He:N,N   wN 1
(1.55)
ce qui établit pour la dernière colonne l'équation matricielle (1.53). La relation (1.53) est
donc démontrée.
Méthode "par snapshots" La procédure d'orthonormalisation peut être directement
faite sur l'espace de Krylov, et non sur l'espace engendré par chaque itération de l'opéra-













ui °i1j1 qj 〈qj |ui〉 , pour 2 ¤ i ¤ N   1.
(1.56)
QN 11 est déﬁnie comme la matrice générée par les données modiﬁées Q
N 1
1  
q1, . . . , qN 1
(
. Il est aisé, lors de la construction de QN 11 , de construire une matrice
RN 1, qui correspond à une matrice de passage entre KN 11 et Q
N 1
1 :
KN 11  QN 11 RN 1. (1.57)


















Les indices courants de cette équation étant majorés par i, par construction, RN 1
est triangulaire supérieure. En pratique, QN 11 et R
N 1
1 sont issues de la décomposition
QR de la matrice de données KN 11 .
Les réalisations KN 12 peuvent se décomposer sur Q
N 1
1 :
KN 12  QN 11 R˜N 1 (1.59)
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. . . . . .
...
...
. . . . . . . . .
...
0 . . . RN,N RN,N 1
0 . . . 0 RN 1,N 1


Si l'on développe l'equation (1.59) selon la dernière ligne de R˜N 1 :
AKN1  QN1 R1N  RN 1,N 1 QN 11 eN 1,N 1loooooooomoooooooon
dernière colonne de QN 11
e:N,N . (1.60)
QN1 est la matrice des N premiers éléments de Q
N 1
1 , i.e. Q
N
1  tq1, . . . , qNu. R1N est









. . . . . .
...
...
. . . . . . . . .
...
0 . . . RN,N RN,N 1


Par construction, R1N est une matrice d'Hessenberg. Rappelons par ailleurs que
KN1  QN1 RN
ce qui donne, avec l'équation (1.60),
AQN1 RN  QN1 R1N  RN 1,N 1QN 11 eN 1,N 1e:N,N (1.61)
En se souvenant que le produit d'une matrice d'Hessenberg par une matrice triangu-
laire est toujours une matrice d'Hessenberg, l'identiﬁcation par analogie des termes de
l'équation (1.53) donne :
V N1  QN1
HN  R1NR1N
w  RN 1,N 1QN 1eN 1,N 1
1.2.2.3 Par décomposition en valeurs singulières
Les algorithmes par matrice compagnon ou d'Hessenberg construisent intrinsèque-
ment des matrices S creuses ou semi-creuses. Elles peuvent être mal conditionnées, par
exemple dans le cas de jeu de données bruitées. Schmid [155] a proposé un algorithme
alternatif pour obtenir une matrice similaire à l'opérateur d'évolution A. Dans cet algo-
rithme, les réalisations sont projetées non pas sur une base orthogonalisée, comme dans
la méthode précédente, mais sur la base POD associée au jeu de données.
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La première étape est donc de faire une décomposition en valeurs singulières de la
matrice KN1  UΣV :. Alors, en utilisant l'équation (1.42) :
AKN1  AUΣV :
 KN 12
. (1.62)
La relation V :V  Id permet d'écrire :
AU  KN 12 V Σ1, (1.63)
et, en utilisant UU :  Id :
AU  UU :KN 12 V Σ1. (1.64)
En réécrivant U :KN 12 V Σ
1  S :
AU  US. (1.65)
S est donc, comme dans l'équation (1.38), similaire à A.
Contrairement aux méthodes par matrice compagnon et par matrice d'Hessenberg,
la construction de la matrice similaire est, aux erreurs numériques près, exacte. Il n'y
a pas de résidu. La stabilité numérique est donc, de facto, meilleure. Néanmoins, le
résidu des méthodes précédemment introduites peut être considéré comme un contrôle
sur l'exactitude de la représentation construite.
1.2.3 Modes dynamiques
Après avoir calculé les valeurs λi et vecteurs propres νi de la matrice similaire, des
approximations λi et Φi  Pνi des valeurs propres et modes propres de l'opérateur
A peuvent être déterminées en utilisant l'équation (1.39), sans qu'aucune connaissance
préalable de cet opérateur ne soit nécessaire.
Les modes propres tΦiu de A sont appelés modes dynamiques. Ils sont, a priori,
non-orthogonaux. Si l'espace propre connu de l'opérateur A est de dimension suﬃsante,
ou que les données évoluent sur un sous-espace de dimension suﬃsamment réduite, alors,
toute réalisation du champ peut être décomposée sur l'espace propre de l'opérateur. Ce




ani Φi   ξ, (1.66)
avec ξ un vecteur résidu. Les coeﬃcients ani résultent de la projection de l'observable sur
l'espace propre de l'opérateur.
1.3 Propriétés des modes DMD
1.3.1 Propriétés spectrales
A est un opérateur d'évolution, ce qui induit une propriété fondamentale de la dé-
composition en modes dynamiques. Lorsque le résidu ξ est négligé et que l'opérateur A
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Les Φi étant des vecteurs propres de A pour les valeurs propres λi, et l'opérateur A étant
linéaire, l'opérateur somme peut être inversé avec A. Une récurrence jusqu'au premier







quelque soit n P N. La loi de puissance en λ contient toute l'information sur l'évolution
temporelle du mode. Les valeurs propres λ sont a priori des complexes, ce qui permet la
réécriture suivante :
λ  ρ exp  ?1ω∆t . (1.69)
Fréquence : Chaque valeur propre peut être associée à un canal fréquentiel f 
ω
2pi
. De facto, chaque mode dynamique est associé à une fréquence. Similairement aux
modes de Fourier globaux, chaque mode DMD identiﬁe les structures spatiales statis-
tiquement récurrentes de l'écoulement, pour la fréquence f .
Taux de croissance : L'équation (1.69) indique également que les états transi-
toires peuvent être captés par la DMD. Le lecteur attentif pourra noter la similitude
entre l'équation (1.34) et l'équation (1.19). L'opérateur d'évolution A peut être consid-
éré comme une approximation de l'opérateur de propagation d'une perturbation A de
Navier-Stokes. Dans le cas d'une dynamique linéaire, alors A  A pdtq. Comme le pré-
cise Rowley et al. [152], pour une dynamique linéaire, les modes DMD sont les modes
globaux du système. Que l'équation (1.69) indique que les états transitoires peuvent
être captés par la DMD n'est donc pas surprenant. Dès lors qu'une valeur propre a un
module ρ supérieur à l'unité, l'amplitude du mode associé croît au cours du temps. Le
mode correspond donc à une dynamique transitoire, non-saturée. Dans le cas contraire,
un module inférieur à l'unité traduit un comportement évanescent, avec une amplitude
exponentiellement décroissante.
Néanmoins, des repliements de spectre peuvent conduire à des interprétations er-
ronées lorsque la décomposition se base sur un ensemble de données sous-échantillonées
(si des fréquences, dans le phénomène observé, sont supérieures à la limite de Shannon-
Nyquist). La ﬁgure 1.2 illustre un cas où l'échantillonnage à 10 Hz est trop petit pour
capter la dynamique du signal (rouge), oscillant à 9 Hz. La fréquence d'échantillonnage
minimum devrait être 18 Hz. Sur la durée de mesure, une basse fréquence à 1 Hz sera
identiﬁée. Il est également possible qu'un mauvais taux de croissance soit calculé. Si la
plage d'observation est inférieure à 0.5 s, la DMD identiﬁe, dans cet exemple, un mode
associé à un taux de croissance ρ  1.36.
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Figure 1.2  Illustration des conséquences d'un mauvais échantillonnage.
Normalisation des modes spatiaux : Lorsque les modes sont normés, les pré-
facteurs a0i traduisent la contribution "énergétique", au sens de la norme L2, des modes.
Par conséquent, un spectre DMD peut être construit, en associant à chaque canal
fréquentielf l'amplitude du mode ani correspondant. Le choix n  N ou respectivement
n  0 permet de mettre en avant les modes croissants ou respectivement évanescents.
Chen et al. ont montré [26] que, lorsque la matrice compagnon est construite sur un
ensemble de ﬂuctuations (i.e. centré sur 0), la décomposition en modes dynamiques est
identique à une décomposition en modes de Fourier globaux.
1.3.2 Héritage des propriétés spatiales
Une autre propriété importante des modes dynamiques réside dans leur héritage
des propriétés spatiales du champ. Prenons comme exemple la divergence du champ de
vitesse, nulle dans le cas d'un écoulement incompressible. La démonstration est identique
pour tout opérateur spatial linéaire. Lorsque l'observable u est le champ de vitesse d'un
écoulement incompressible, alors :
∇  u pr, tq  0, (1.70)
où ∇  pBxiq:. En développant le champ de vitesse sur la base des modes DMD (1.68) :
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Par souci de lisibilité, et sans aucune perte de généralité, on suppose que les taux de
croissances ρi et les amplitudes a0i des modes sont unitaires. La relation suivante s'obtient












?1ωit∇ Φi prq , (1.71)















 ∇ Φj prq
 0,
(1.72)





?1ωitdt  δ pj, iq, où δ est la fonction de Kroenecker.
La divergence de chaque mode DMD est par conséquent, comme pour l'observable u,
égale à zéro.
1.4 Variantes de la DMD
1.4.1 Bases de données singulières
L'algorithme de Décomposition en Modes Dynamiques a déjà prouvé son eﬃcacité
pour extraire tout à la fois des structures spatiales et fréquentielles pertinentes, y com-
pris dans le cas de jeux de données bruitées [155, 36, 156]. Néanmoins, contrairement
à la Décomposition Orthogonale Propre par exemple, l'algorithme DMD nécessite une
stratégie d'échantillonnage particulière, avec la contrainte d'avoir des observations réal-
isées avec un pas de temps constant. Lors du processus d'acquisition de données, ce
type de contrainte peut poser des diﬃcultés. A titre d'exemple, considérons la situation
classique, en mécanique des ﬂuides, où l'observable est un champ à deux composantes,
de dimension deux (2D2C), obtenu par Vélocimétrie par Images de Particules (PIV).
En PIV, une observable est typiquement un champ de 1000  1000 pixels. Supposons
que la fréquence pertinente la plus élevée de l'écoulement soit à 100 Hz (hypothèse
raisonnable pour un écoulement turbulent), le critère de Shannon-Nyquist impose alors
une fréquence d'échantillonnage supérieure à 200 Hz. Avec des images de 12-bit, la bande
passante nécessaire est ainsi supérieure à 1 Gb/s. De plus, si le spectre de Fourier de la
dynamique est à large bande, la durée de l'acquisition de données doit être importante.
La combinaison d'une haute fréquence d'échantillonnage et d'une longue durée d'acqui-
sition conduit à des contraintes sévères, tant pour le matériel de mesure que pour les
ressources de traitements de données et de stockage.
De surcroît, certaines mesures de l'observable peuvent être corrompues, par des causes
internes ou externes à l'expérience, par exemple, un trop grand nombre de faux vecteurs
en PIV. S'il est souvent possible de remplacer les données manquantes ou corrompues,
par diverses techniques telle la gappy-POD [41], de l'information non physique risque
d'être introduite, en particulier dans le contenu spectral.
Faire la projection (cf. equation (1.44)) ou la Décomposition en Valeurs Singulières
sur l'ensemble des réalisationsKN1 , dans le cas de jeux de données de grandes dimensions,
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implique de manipuler des matrices de grandes tailles. De tels calculs peuvent devenir
très coûteux. Prenons l'hypothèse où la dimension des observables np est très grande
devant le nombre de réalisations N . Dans ce cas, le coût d'une SVD est O  npN2 ﬂops,
ce qui peut devenir prohibitif, e.g. pour des résultats de simulations 3D en espace et
résolu en temps. D'autres exemples de domaines fournissant de très hautes résolutions
sont l'astrophysique ou la météorologie, avec une résolution 2D supérieur à 104 par
direction d'espace pour le satellite météo Geo-1. La quantité de RAM nécessaire pour
la décomposition en valeurs singulières, du même ordre de grandeur que le coût, peut
limiter l'utilisation de la DMD dans de tels cas.
Chen et al. ont déjà proposé [26] un algorithme, l'Optimized-DMD, aﬁn de réaliser
une DMD lorsque peu de réalisations sont disponibles. Dans les deux sections suivantes,
nous proposons la DMD non-uniforme (section 1.4.2) et l'éco-DMD (section 1.4.3), deux
algorithmes dérivés de la DMD et la généralisant à tout type de base de données. Ils per-
mettent d'identiﬁer les propriétés spatiales et temporelles d'une collection de réalisations,
notablement si les dimensions sont très grandes ou si l'échantillonnage est arbitraire. La
première méthode est à même de traiter des jeux de données dont la stratégie d'échantil-
lonnage utilisée est quelconque, tandis que la seconde est très eﬃcace en terme de charge
mémoire et de coût de calculs. Enﬁn, une dernière partie traite d'une nouvelle variation
de la DMD, la chronos-DMD (section 1.4.4) , qui permet une analyse plus ﬁne des liens
entre les modes DMD et l'énergie de l'écoulement.
1.4.2 DMD Non-Uniforme
1.4.2.1 Réécriture de la Décomposition en Modes Dynamiques
La décomposition recherchée a pour but d'être, in ﬁne, identique à la DMD, c'est-à-
dire l'observable u doit être décrite par une base spatiale, dont les coeﬃcients temporels
sont des exponentiels complexes :
u pr, tq 
Nmd¸
k1
ei σk tΦk prq 
Nmd¸
k1
λtkΦk prq , (1.73)
avec Nmd le nombre de modes choisis pour la décomposition.
Par abus d'écriture, la notation u pr, tiq  uti est utilisée par la suite. La méthode
repose sur l'analyse d'une collection de données constituée de N réalisations : tutiuNi1,
ti P R, @i. La diﬀérence fondamentale avec l'approche DMD standard est que les temps ti
sont maintenant choisis arbitrairement, et non nécessairement ordonnés. Ces N champs
de données forment une pseudo-matrice de Krylov RnpN Q K  tut1 ut2 . . . utN u, où
np est la dimension d'une observable. Comme pour la DMD, les champs tutiuNi1 sont
représentés sous forme de vecteurs.
En développant l'equation (1.73),
uti  λti1Φ1   λti2Φ2   . . .  λtiNmdΦNmd , (1.74)
qui peut être réécrite matriciellement :
K M V  R M V, (1.75)
CHAPITRE 1. DÉCOMPOSITIONS MODALES 24





















. . . λtNNmd

,
et ﬁnalement M P CnpNmd une matrice contenant les modes spatiaux :
M  pΦ1 . . . ΦNmdq . (1.76)
Pour écrire l'equation (1.73), il faut avoir accès aux deux matrices qui viennent d'être
déﬁnies, la pseudo Vandermonde V et la matrice des modes M . Les modes peuvent être
approximés en inversant l'equation (1.75) :
M  K V  , (1.77)
où V   est soit l'inverse de V dans le cas Nmd  N , ou, le cas échéant, la pseudo-inverse
de Moore-Penrose de V .
1.4.2.2 Minimisation du résidu
Chen et al. [26] proposent de substituer l'écriture de la matrice M dans l'équa-
tion (1.75), aﬁn d'obtenir une équation ne dépendant que de la matrice de Vandermonde :
K  K V   V  R. (1.78)
Déterminer V s'obtient alors en minimisant une norme de la matrice des résidus R :
R  K  IN  V   V  . (1.79)
L'identiﬁcation de la pseudo-Vandermonde V peut se faire, par exemple, par minimisa-
tion de la norme de la matrice résidu R. Les modes se déduisent alors de (1.77).
La NU-DMD permet donc l'identiﬁcation des fréquences et des modes DMD, en
relaxant toutes les contraintes imposées sur l'échantillonnage.
1.4.3 Éco-DMD
Les propriétés fréquentielles d'un écoulement sont présentes, ad minima, dans des
zones spatialement étendues. Appliquer la DMD sur des sous parties du domaine plutôt
que sur le domaine entier doit donc, a priori, être eﬃcace pour capter les propriétés
fréquentielles de l'écoulement.
L'éco-DMD se base sur ce postulat pour eﬀectuer l'analyse spectrale sur un jeu de
données plus petit, ce qui peut se résumer à estimer la matrice de Vandermonde V de
l'équation (1.75). Ensuite, une fois les propriétés spectrales identiﬁées, l'équation (1.77)
permet de calculer les modes spatiaux.
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1.4.3.1 Identiﬁcation de la matrice de Vandermonde
Le théorème de Takens [133, 169] assure qu'une série temporelle d'une observable,
de durée inﬁnie, dans un système non-linéaire, contient la totalité de la dynamique du
système. La décomposition en modes dynamiques peut être vue comme l'analyse simul-
tanée de nombreuses séries temporelles. Dans ce cas, considérer une observable dégradée
en espace, i.e. prendre moins de séries temporelles, devrait néanmoins être suﬃsant pour
capter les propriétés spectrales de l'écoulement. Pour s'en convaincre, il suﬃt de faire le
lien entre la DMD et l'opérateur de Koopman, présenté par l'équation (1.35). Rowley et
al. [152] et Mezic [124] ont utilisé l'algorithme DMD pour estimer les valeurs propres de
l'opérateur de Koopman du système dynamique associé à l'écoulement. Cet opérateur
est indépendant des observables, il est déﬁni par et ne dépend que du ﬂot dynamique
φ∆t. Par conséquent, changer d'observable  ici réduire sa dimension spatiale  ne doit
pas changer les propriétés spectrales de l'opérateur. Toutes les propriétés spectrales de
l'écoulement doivent être retrouvées.
L'option choisie est donc de décimer le jeu de données original, aﬁn de faire une
analyse DMD sur une collection de réalisations de dimension réduite. Seules les valeurs
propres λ issues de l'analyse sont conservées, et utilisées ensuite pour la construction
d'une pseudo matrice de Vandermonde. Les modes peuvent alors se déduire de l'equa-
tion (1.77).
D'autres alternatives existent pour estimer les propriétés spectrales du système con-
sidéré. Par exemple, une analyse de Fourier, sur une ou plusieurs séries temporelles de
l'obsrvable u, permettrait d'identiﬁer les fréquences principales en jeu dans l'écoulement.
Néanmoins, l'analyse de Fourier ne peut donner les taux de croissances associés à ces
fréquences, et des séries temporelles longues sont nécessaires.
Dans le cas de jeu de données avec (très) peu d'observations (i.e. quand N est petit),
Chen et al. [26] a utilisé un algorithme, l'Optimized-DMD, pour calculer un petit nombre
de modes. L'idée directrice de cette méthode est de minimiser le résidu matriciel R de
l'équation (1.75), aﬁn d'identiﬁer les fréquences complexes. Lorsque le résidu est minimal,
les fréquences sont optimales pour décrire le jeu de données. Néanmoins, comme précisé
dans la partie 1.4.2, l'échantillonnage doit être constant. Dans le cadre le plus général,
la NU-DMD présentée dans la section 1.4.2 permet l'identiﬁcation de fréquence.
Dans la suite de cette partie, le prétraitement utilisé par la méthode présentée sera
une DMD, qui pourra être remplacée, au cas par cas, par une méthode plus adaptée.
1.4.3.2 Algorithme de l'éco-DMD
La première étape est le choix d'une nouvelle observable u˜. Cette observable u˜ est
dégradée en espace par rapport à l'observable initiale u, i.e. u˜ appartient à l'espace
Ω˜  Ω, un sous-espace de l'espace des observables Ω. La dimension n˜p de la nouvelle
observable est inférieure à la dimension np de l'observable u.
On construit ensuite le sous-espace de Krylov K˜N˜1 
 
u˜1, . . . , u˜N˜1, u˜N˜
(
, avec le
nombre d'échantillons retenus N˜ pouvant être plus faible que le nombre d'échantillons à
dispositions N . N˜ doit être plus grand que le nombre de modes Nmd désiré.
L'étape suivante consiste à identiﬁer les exponentielles complexes servant à la con-
struction de la matrice de Vandermonde. Une DMD est réalisée sur le sous-espace de































Figure 1.3  Principales étapes de l'algorithme et coûts informatiques associés (en rouge)
en ﬂops.
Krylov réduit K˜N˜1 . C'est le point clé de cet algorithme : faire des calculs sur un jeu de
données aux dimensions réduites. Seules les valeurs propres λ résultantes de l'analyse
DMD sont conservées.
Une fois la matrice de Vandermonde V déterminée par ce moyen, il est possible de
calculer les modes Φi complets, à partir de l'ensemble KN1 non dégradé, par :
M  KN1 V  , (1.80)
Les modes spatiaux Φ˜i dégradés identiﬁés peuvent néanmoins être utilisés pour l'iden-
tiﬁcation des préfacteurs a1i des modes (voir l'equation (1.68)), nécessaires pour la re-





i Φi. Le calcul peut être toujours fait sur le
sous-espace de Krylov dégradé K˜N˜1 , ce qui donne lieu à une projection économique, sur
un espace de dimension n˜p plutôt que np. Par la suite, les modes Φ˜i ne sont plus utilisés.
L'algorithme peut être trouvé sous forme schématique sur la ﬁgure 1.3.
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1.4.3.3 Coûts calculatoires
Inversion de la matrice de Vandermonde Lorsque Nmd  N , alors l'inverse V   de
la matrice de Vandermonde V est déﬁnie. Le cas échéant, la complexité de l'algorithme de
calcul de V 1 est O  N2 ﬂops, en utilisant un algorithme de Parker-Traub [59, 40]. Dans
le cas contraire, V : est la pseudo-inverse de Moore-Penrose de V . La complexité algorith-
mique reste O pNmdNq ﬂops, en utilisant le schéma de Rutishauser-Gragg-Harrod [140].
Comparaison des coûts de la SVD La complexité algorithmique [134] (c'est-à-dire
le coût) d'une analyse DMD provient principalement de la décomposition en valeurs
singulières du jeu de données. En utilisant la méthode proposée par Schmid [155], (cf.
equation (1.62)), l'identiﬁcation de la matrice similaire est basée sur la SVD du jeu
de données. Si l'on identiﬁe la matrice similaire en calculant la matrice compagnon du
système, l'identiﬁcation de la dernière colonne de cette matrice (cf. equation (1.44)) se fait







, qui est équivalent à la SVD sur le jeu de données KN1 (voir
par exemplel'équation (1.14)). Le coût de ces décompositions en valeurs singulières est
O  npN2 ﬂops. Lorsque l'on cherche la matrice similaire sous la forme d'une matrice
d'Hessenberg, le coût de l'orthonormalisation de Gram-Schmitt, bien plus lourd, est
O  n2pN ﬂops [60]. On ne considérera donc pas cette méthode par la suite, mais le lecteur
pourra noter que l'éco-DMD est d'autant plus eﬃcace pour réaliser la décomposition
modale dans cette conﬁguration.
Une décomposition en modes dynamiques a donc une complexité, due à la décompo-
sition en valeurs singulières de l'ensemble des réalisations, de l'ordre de O  npN2 ﬂops.
Lors de l'algorithme éco-DMD, l'étape la plus couteuse reste la SVD du jeu de données,
mais cette décomposition est eﬀectuée sur une matrice K˜N˜1 de taille n˜p  N˜ . Le cout






1.4.4 Une décomposition spectrale et énergétique
L'interprétation précise du spectre obtenu par décomposition en modes dynamiques
est délicat. Les modes dynamiques ne sont pas orthogonaux, par conséquent, ils parta-
gent naturellement de "l'énergie" par projection lorsque l'on reconstruit le champ. Car-
actériser la contribution énergétique d'un mode DMD par sa norme L2 est donc une
approche incomplète.
Avec Cammilleri et al. [23], nous avons proposé de coupler les avantages de la dé-
composition orthogonale aux valeurs propres (POD), pour l'interprétation énergétique,
et de la DMD, pour l'interprétation spectrale.
1.4.4.1 Présentation
La première étape est de réaliser une décomposition orthogonale aux valeurs propres
du jeu de données :
KN 11 M V :, (1.81)
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avec M   ψ1, . . . ,ψN 1( la matrice des topos et V :  tα1, . . . , αN 1u la matrice des
chronos.
Les chronos résultant de l'analyse POD sont des séries temporelles (voir par exem-
ple, l'équation (1.2)), résultante du système. Une nouvelle observable du système est
construite, basée sur les chronos :
u˜ ptiq  pα1 ptiq , . . . , αN 1 ptiqq: , (1.82)
pour i P t1, . . . , N   1u. On notera par la suite par abus d'écriture u˜ ptiq  u˜i. La matrice
V :  V N 11 est, comme dans l'équation (1.40), formellement une matrice de Krylov.
Une décomposition en modes dynamiques est ensuite réalisée sur la matrice des
chronos V N 11 . Les modes résultants Φ
cd sont appelés Chronos-DMD.
1.4.4.2 Liens avec les autres décompositions modales
L'observable u peut facilement être reconstruite, par combinaison des modes POD









pour i P t1, . . . , N   1u. Par la suite, pour simpliﬁer la lecture, les modes chronos-DMD
sont redimensionnés par le préfacteur issue de l'équation (1.86) :
Φcdk  a1kΦcdk . (1.84)
Comme u˜i  pα1 ptiq , . . . , αN 1 ptiqq:, l'observable ui est facilement construite à partir
de u˜i, par l'injection de l'écriture POD (1.2) ou (1.81) :
ui M u˜i (1.85)







Démontrons que, si la DMD est réalisée par matrice compagnon, les valeurs propres
identiﬁées par la chronos-DMD ou par une DMD (sur le jeu de données initial), sont
les mêmes. La dernière colonne cDMD de la matrice compagnon est calculée par une
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La dernière colonne de la matrice compagnon identiﬁée sur le jeu de données complet
correspond bien à la dernière colonne ccDMD de la matrice compagnon, lorsqu'on réalise
une DMD sur la matrice des chronos. Ce résultat n'est pas une surprise, lorsque l'on se
rappelle du lien entre la DMD et l'opérateur de Koopman (cf. la déﬁnition (1.35)). En
réalisant la chronos-DMD, on ne fait que changer l'observable du système, il est donc
attendu que les valeurs propres de l'opérateur ne change pas.
De fait, en isolant la composante fréquentielle dans l'équation (1.86), les modes DMD
Φ suivent :
Φi MΦcdi . (1.92)
On peut illustrer graphiquement les liens présentés équations (1.86) et (1.92) entre
décompositions POD, décomposition DMD et chronos-DMD, présenté ﬁgure 1.4. Réaliser
une analyse DMD sur les chronos répartie selon les canaux fréquentiels associé à la DMD,
l'énergie des modes POD.
1.4.4.3 Discussion sur l'énergie associée aux modes chronos-DMD
Dans cette section, on étudie la répartition de l'énergie d'un écoulement selon les
modes que l'on a identiﬁé. Cette étude n'a de sens que pour une dynamique saturée.
Par conséquent, on suppose dans la suite de cette section que les valeurs propres λi
sont toutes de module 1, i.e. que la dynamique et les modes ne sont pas dans des états
transitoires.
L'équation (1.92) permet de relier chaque composante fréquentielle à une énergie. En






i pjq . (1.93)
Le mode DMD Φi peut donc être vu comme la somme des modes POD ψj pondérés par




Φcdk piq2 . (1.94)




Figure 1.4  Représentation symbolique des modes Chronos-DMD (violet) par rapport
aux modes DMD et aux topos des modes POD (bleu). Les barres rouges symbolisent la
contribution du chronos associé au mode POD à la fréquence du mode DMD correspon-
dant.
Le carré de l'équation (1.83) est moyenné temporellement. En sélectionnant la com-
posante i de u˜ (i.e. le chronos αi), l'égalité suivante est immédiate :〈
α2i
〉  ζi, (1.95)
la quantité ζi correspond donc à l'énergie du mode POD i.
Il est possible de formaliser l'énergie i correspondant à un mode chronos-DMD Φcdi ,





Si la contrainte initiale que les valeurs propres ne sont pas distribuées sur le cercle




du mode POD k














Le lecteur pourra vériﬁer que cette expression dégénère bien vers l'équation (1.96) dans
la cas idéal de valeurs propres distribuées sur le cercle unité.
Le point majeur de la chronos-DMD est donc que l'utilisation des chronos comme
observables, contrairement à l'approche standard DMD, permet de retrouver l'énergie
complète de l'écoulement. L'identiﬁcation, pour chaque canal fréquentiel, de sa contribu-
tion sur l'énergie, est rendu possible, contrairement à l'approche standard par DMD.
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1.5 Note sur la sélection d'observables
Dans le cas de l'éco-DMD ou de la NU-DMD présentées précédemment, on peut
supposer que sélectionner un sous-ensemble de points u˜ (construisant une observable
décimée, parmi l'observable u) peu pertinents au sens de la dynamique, amènera une
identiﬁcation incorrecte des fréquences, car la matrice de Vandermonde, construite sur ces
fréquences, n'est pas représentative de la dynamique du système. Les modes dynamiques
identiﬁés seront donc non-physiques, et les structures associées aux modes seront fausses.
C'est en pratique dû à de mauvaises propriétés d'observabilité des points choisis.
Dans la suite de cette section, je propose un algorithme pour estimer les propriétés
d'observabilité des composantes du vecteur d'état, sans connaitre les équations gouver-
nant le système dynamique. Cet algorithme, la DMD-observabilité, se base sur l'esti-
mation et l'analyse de l'opérateur d'évolution de la dynamique par DMD. On considère,
dans la section suivante, la réalisation du champ u comme le coeur d'un nouveau système
dynamique. En pratique, u est maintenant notre vecteur d'état. L'observable décimée u˜
sera appelée observable dans la suite.
1.5.1 Déﬁnition de l'Observabilité
L'observabilité est une propriété généralement déterminée par le rang de la matrice
de Kalman [91]. Si l'on réécrit l'équation (1.42) sous la forme d'un système matricielle,
où A est maintenant un opérateur matriciel :"
un 1  Aun
u˜n  Cun , (1.98)
avec u P Ω est le vecteur d'état, et u˜ P Ω˜ est le vecteur des observables. L'opérateur A est
donc maintenant une matrice de dimension ﬁnie, le vecteur d'état u étant de dimension
np. La matrice C est la projection depuis l'espace des phases Ω, sur l'espace (réduit) des
observables, Ω˜. Donc, C est une matrice de dimensions n˜p  np.
Si l'on se restreint au cadre de l'éco-DMD, u˜ est extrait du vecteur d'état u. Par
conséquent, les éléments de C ne sont que des 1 ou des 0. En eﬀet, la ième ligne de C
n'est composée que de 0 sauf pour un élément cij , tel que u˜i  uj .










Si le rang de cette matrice K est égale à np, alors le système est dit observable, et la
reconstruction du vecteur d'état u, en ne connaissant que u˜, possible [91]. Les propriétés
d'observabilité de l'observable u˜ sont donc maximales.
En mécanique des ﬂuides, il est rare d'avoir accès à l'opérateur d'évolution. A n'est
généralement pas connu. Néanmoins, l'algorithme DMD permet d'accéder à une estima-
tion de l'opérateur A, en utilisant l'équation (1.65) :
A  USU :. (1.100)
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En pratique, calculer Ai pour constuire la matrice de Kalman de l'équation (1.99),
pour i ¡ 1 est risqué. A est seulement estimé. Les modules des valeurs propres de A
sont souvent diﬀérents de 1, et par suite le conditionnement de l'opérateur Ai explose.
De plus, la dimension de K est très grande, de telle façon que l'estimation du rang de K
n'est pas possible.
1.5.2 Propagation d'un champ
On se propose donc, pour quantiﬁer la qualité d'observabilité d'un point du champ,
de regarder l'évolution du vecteur d'état. La propagation du vecteur peut être vu comme
l'application à une entrée un d'une fonction de transfert A pour obtenir la sortie un 1 :
un 1  Aun,




n. Si de nombreuses com-
posantes ujn de u sont importantes pour l'obtention de la composante u
i
n 1, ie si de
nombreuses composantes aij de l'opérateur A sont signiﬁcativement diﬀérentes de zéro
sur la ième ligne de A, alors la sortie uin 1 utilise de l'information provenant d'une grande
partie de l'entrée, c'est-à-dire du vecteur d'état u. Donc, une telle composante du vecteur
d'état est probablement une composante à considérer comme élément de l'observable u˜.
De manière similaire, un faible nombre de composantes aji signiﬁcative sur la ième
colonne de l'opérateur A, implique que la ième composante du vecteur d'état u à une
faible inﬂuence sur l'évolution des autres composantes j  i du vecteur d'état. La dy-
namique d'évolution de cette ième composante est spatialement localisée. En suivant la
déﬁnition de l'observabilité, une telle composante doit également être considérée, aﬁn
de pouvoir capter toute la dynamique du système : dans le cas contraire, la rang de la
matrice de Kalman ne serait pas maximal.
1.5.3 Déﬁnition de la DMD-Observabilité
J'ai donc proposé d'estimer la qualité d'observabilité de la kème composante uk du
vecteur d'état u par une quantité σα, appelée la DMD-Observabilité.
En prenant en compte les deux commentaires de la section précédante, la DMD-
Observabilité (DMD-O) est calculée sur le nombre de composantes signiﬁcatives de
l'opérateur d'évolution A, que l'on estime grâce à l'équation (1.100).




n. On doit pondérer
les composantes a.i par rapport à la moyenne temporelle 〈u〉i  〈u〉  ei de la ième
composante du vecteur d'état u :
a.i  a.i〈u〉i
Une composante aij est signiﬁcative dès lors que la quantité aij est plus grande
qu'un seuil donné. Si nl est le nombre de composantes signiﬁcatives de la kème ligne de
l'opérateur A, et que nc est le nombre de composante signiﬁcative de la kème colonne,
alors on déﬁnit la DMD-Observabilité comme :
σα pkq  1
np
pαnl   p1 αq pnp  ncqq (1.101)
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La DMD-Observabilité, comprise dans t0, 1u, est la moyenne pondérée par α entre la
capacité d'une composante à collecter de l'information dynamique provenant des autres
composantes du vecteur d'état, et son propre poids dans la dynamique des autres com-
posantes. On déﬁnit le vecteur de DMD-Observabilité, S, comme étant le vecteur formé
des quantités σα :
S  tσα p1q , . . . , σα pnpqu . (1.102)
S a donc la même dimension que le vecteur d'état, soit np  1. Les composantes ui
du vecteur d'état associés aux composantes σα du vecteur S les plus importantes (ou
plus grandes qu'un seuil déterminé) correspondent donc aux composantes présentant les
meilleures propriétés d'observabilité. L'observable u˜ doit donc être constituée de telles
composantes pour être pertinente.
1.5.4 Note sur la Contrôlabilité
Notre déﬁnition de la DMD-Observabilité est également compatible avec la déﬁnition
établie de la contrôlabilité.
L'adjoint A; de la matrice opérateur d'évolution A est, simplement, A:, la matrice
transposée de A. Alors, le critère (1.101) d'observabilité, appliqué à A; et non sur A,
devrait donné une estimation des qualités de contrôlabilité pour les composantes uk du
vecteur d'état u, en vertu de la dualité contrôlabilité-observabilité.
En eﬀet, compter le nombre de composantes signiﬁcatives de la ligne k de A; est
équivalent à compter le nombre de composantes signiﬁcatives sur la colonne k de l'opéra-
teur A. Un nombre important de composantes signiﬁcative implique que uk envoie son
information dans un grand nombre de composantes du vecteur d'état. L'information
du contrôle est donc transmise, ce qui est un impératif intuitif pour avoir de bonnes
propriétés de contrôlabilité.
Compter le nombre de composantes signiﬁcatives sur la kème colonne de A; est
maintenant équivalent à compter le nombre de composantes signiﬁcatives sur la ligne
k de A. Un petit nombre de composantes signiﬁcatives implique que uk est très peu
dépendante des informations provenant des autres composantes. Cette partie du critère
permet d'identiﬁer des points qui sont peu inﬂuencés par l'écoulement, et donc, en ces
points, le signal de contrôle est peu perturbable.
Quoiqu'il en soit, pour la caractérisation des propriétés de contrôlabilité, il faut que le
jeu de données comporte des dynamiques transitoires. Des jeux de données provenant de
régimes non-linéairement saturés n'auront typiquement pas ces informations nécessaires
pour caractériser les propriétés de contrôlabilité.
1.6 Comparaison et qualiﬁcations des méthodes
1.6.1 Comparaisons des méthodes Compagnon/Hessenberg/SVD
Une courte étude comparative des trois méthodes pour l'identiﬁcation d'une ma-
trice similaire (voir section 1.2.2) est présentée ici. La méthodologie utilisée par Dukeet
al. [36] pour quantiﬁer les erreurs sur la décomposition en modes dynamiques est reprise.
Seule la précision quant à l'identiﬁcation en fréquence est étudiée dans cette section. Les
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temps de calculs relatifs théoriques concernant les trois méthodes sont déjà présentés
section 1.4.3.3.
Duke et al. proposent dans [36], l'utilisation d'un champ synthétique, sous la forme :
u px, tq  a0 exp pσtq sin p2pikx ωtq exp pγxq (1.103)
Ce champ synthétique, illustré sur la ﬁgure 1.5, permet de représenter une onde, spatiale-
ment et temporellement exponentiellement ampliﬁée. Ce champ simple permet de con-
Figure 1.5  Représentation spatio-temporelle du champ synthétique, pour pσ, γq  p0, 1q
trôler précisément la fréquence ν et le taux d'ampliﬁcation temporelle σ P R. La fréquence
vaut ν  ω{2pi. Une observable u est construite, formée de np points régulièrement
échantillonnés en espace, entre r0, 2s, avec un pas associé δx. On note xi  pi 1q δx.
N réalisations de l'observable, échantillonnées tous les δt  1{N  1, entre r0, 1s i.e.
ti  pi 1q δt, forment l'ensemble de données. L'observable ui  u ptiq est donc :
ui 
 





Les résultats d'une analyse DMD, pour np variant de 100 à 5000 et N variant de
10 à 1000 sont présentés sur la ﬁgure 1.6. L'erreur sur l'identiﬁcation de la fréquence
ω{2pi est tracée en fonction du nombre de points d'espace np et de réalisations du champ
synthétique N utilisés. Les résultats des trois méthodes respectivement par matrice com-
pagnon, par matrice d'Hessenberg et par SVD sont présentés respectivement sur les ﬁg-
ures 1.6(a),1.6(b) et 1.6(c). L'échelle de couleur est la même dans chacun des cas. Le
résultat principal, conforté par l'analyse de l'erreur moyenne présentée en ﬁgure 1.7, est
le classement suivant, en terme de précision, entre les méthodes :
Compagnon C Hessenberg C SVD
Les méthode par SVD et par matrice d'Hessenberg peuvent être interprétées comme
des préconditionnements de la méthode par matrice compagnon.
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(a) (b) (c)
Figure 1.6  Erreur (log10) sur l'identiﬁcation de la fréquence, en fonction du nombre de
points d'espace np et de réalisations du champ synthétique N . Les échelles de couleurs
sont identiques pour les trois ﬁgures, du bleu pour une erreur de l'ordre de 1016 au
rouge pour une erreur de l'ordre de 1012. (a) : DMD par matrice compagnon. (b) :
DMD par matrice d'Hessenberg. (c) : DMD par SVD.
(a) (b)
Figure 1.7  Erreur moyenne (log10) sur l'identiﬁcation de la fréquence. (a) : en fonction
du nombre de points d'espace np, moyenne normalisée par le nombre de réalisations N .
(b) : en fonction du nombre de réalisations N , moyenne normalisée par le nombre de pas
d'espace np.
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En eﬀet, en reprenant l'équation (1.48) :
AKN1  KN1 Scomp, (1.105)
et qu'une décomposition QR de KN1  QR, où Q est la matrice orthogonale, et R est
la matrice triangulaire supérieure, est réalisée, la multiplication à droite par R1 de
l'equation précédente donne :




Identiquement, en reprenant l'équation (1.105) et qu'une décomposition en valeurs
singulières de KN1  UΣV : est réalisée, si l'on multiplie à droite par V Σ1 :
AU  KN1 ScompV Σ1
 U ΣV :ScompV Σ1looooooooo ooooooooon
Ssvd
. (1.107)
Ces préconditionnements expliquent le résultat précédent. La décomposition en valeurs
singulières est connue pour être un meilleur préconditionnement que la décomposition
QR. La faible diﬀérence entre la méthode par matrice compagnon et la méthode par
matrice d'Hessenberg est due à l'utilisation de la projection oblique, le logiciel utilisé
(MatLab) réalisant automatiquement un préconditionnement lors de l'inversion de ma-
trice.
1.6.2 Qualiﬁcation de la DMD Non-Uniforme
L'écoulement synthétique présenté précédemment permet de vériﬁer l'utilisabilité de
la DMD Non-Uniforme. Une erreur, , peut être ajoutée :
u px, tq  pa0   q exp pσtq sin p2pikx ωtq exp pγxq , (1.108)
où  est un bruit blanc. La pulsation ω est ﬁxée à 20, soit une fréquence fvrai  ω{2pi 
3.1831 . . .. Le nombre d'onde k, l'amplitude initiale a0 et le taux de croissance γ sont
unitaires. px, tq P r0, 1s  r0, 1s sont discrétisés sur une grille de np  N points. Pour la
suite de l'étude, les dimensions sont ﬁxées à np  200 et N  100. L'écoulement est
supposé périodique (pas de croissance temporelle : σ  0).
Lorsque   0, l'algorithme DMD n'a besoin que de 3 réalisations du champs pour
identiﬁer correctement la fréquence. En pratique, le rang de la matrice de données KN1
est dégénéré et vaut 2. La NU-DMD est également capable d'identiﬁer les fréquences,
avec une précision meilleure que 104 (voir ﬁgure 1.8), quelque soit le nombre de pas de
temps N utilisé.
Lorsque le bruit n'est plus nul   0, alors la matrice des données est de rang plein. La
DMD ne peut plus converger avec seulement trois réalisations. La NU-DMD donne alors
d'excellents résultats, en terme de précision de la fréquence identiﬁée. Dans le tableau 1.1
sont présentées les fréquences identiﬁées respectivement par la DMD et la NU-DMD, en
fonction de plusieurs valeurs de bruit . L'algorithme DMD utilise lesN premiers vecteurs
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Figure 1.8  Identiﬁcation de la fréquence lorsque le bruit  est nul, en fonction du nombre
N˜ de réalisations utilisées. La ligne rouge, représente la fréquence identiﬁée par DMD,
la noire par NU-DMD. Les losanges bleus représentent la fréquence théorique.
de la base de données, quand la DMD non-uniforme utilise N˜ vecteurs pris au hasard
dans la base de données de N˜ réalisations. La fréquence est plus précisément identiﬁée
dans la quasi-totalité des cas, y compris avec un bruit important et pour un nombre très
faible de réalisations N˜ conservées.
Tableau 1.1  Précision de l'identiﬁcation de la fréquence dominante de l'écoulement en
fonction de N˜ , le nombre de champs utilisé en fonction du bruit  (en pourcentage du
ratio signal sur bruit).
Bruit  0.001 0.010 0.100 0.150
Analyse DMD NU-DMD DMD NU-DMD DMD NU-DMD DMD NU-DMD
N˜  5 3.1812 3.1831 3.1876 3.1839 3.4192 3.1811 3.0082 3.1802
N˜  10 3.1833 3.1834 3.1828 3.1833 3.1469 3.1891 3.1936 3.1862
N˜  15 3.1829 3.1832 3.1831 3.1835 3.1702 3.1786 3.2029 3.1810
N˜  20 3.1832 3.1831 3.1838 3.1833 3.1926 3.1822 3.1763 3.1839
N˜  30 3.1831 3.1831 3.1822 3.1831 3.1783 3.1838 3.1857 3.1819
N˜  50 3.1831 3.1831 3.1843 3.1829 3.1875 3.1808 3.1912 3.1840
N˜  100 3.1831 3.1832 3.1829 3.1833 3.1834 3.1797 3.1810 3.1810
1.6.3 Qualiﬁcation de l'éco-DMD
L'écoulement synthétique précédent est repris. La pulsation ω est ﬁxée à 20, soit une
fréquence fvrai  ω{2pi  3.1831 . . .. Le nombre d'onde k, l'amplitude initiale a0 et le
taux de croissance γ sont unitaires. px, tq P r0, 1s  r0, 1s sont discrétisés sur une grille
de np  N points. Pour la suite de l'étude, les dimensions sont ﬁxées à np  10000 et
N  50. L'écoulement est supposée périodique (pas de croissance temporelle : σ  0).
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(a) (b)
Figure 1.9  Économies réalisées par l'éco-DMD. (a) : Utilisation mémoire, en fonction du
nombre d'observables n˜p. L'inﬂuence du nombre de réalisations conservée est également
reporté sur le graphique. Les losanges sont pour N˜{N  0.03, les plus pour N˜{N  0.3
et les croix pour N˜{N  1 (b) : temps nécessaire pour le calcul. La ligne horizontale
représente le temps pour une DMD standard.
1.6.3.1 Complexité algorithmique
Comme précisé dans la section 1.4.3.3, la complexité algorithmique de la décomposi-
tion en modes dynamiques dépend des deux paramètres, la dimension d'espace np et le
nombre de réalisations N . Par conséquent, les économies attendues (en RAM comme en
ﬂops) dépendent de deux taux de dégradations, temporelle et spatiale.
Les gains de complexité algorithmique sont linéaires avec le paramètre α  n˜p{np,
qui correspond au taux de dégradation spatiale. La ﬁgure 1.9 illustre ce gain. Lorsque
l'on ﬁxe N , la pente associée δα du gain est excellent, avec δα  0.90 0.09. Le taux α
reste plus grand, dans notre exemple, que 102, mais, dans le cas de données issus de
simulations numériques, α peut typiquement décroitre à 106, ce qui amènerait de facto
un gain de quasiment six ordre de grandeurs en RAM.
La complexité algorithmique (cf. section 1.4.3.3) dépend en théorie quadratiquement
du paramètre β  N˜{N . Néanmoins, sur la ﬁgure 1.9(a), l'écart entre les courbes d'oc-
cupation en RAM de l'algorithme en fonction des paramètres α et β, est faible. Lorsque
np est ﬁxé, le coeﬃcient de gain quadratique est seulement δβ  3.0 102  7.1 103, ce
qui rend peu utile une telle dégradation.
Sauf dans le cas d'une dégradation spatiale conséquente, l'éco-DMD n'est pas très
eﬃcace en terme de gain de temps (cf. ﬁgure 1.9(b)). Le gain associé est faible, dès
lors que l'on recalcule tous les modes. Le gain peut cependant être très substantiel si
l'on n'identiﬁe pas tous les modes mais seulement les modes signiﬁcatifs. Ce gain, issu
du calcul matriciel, est alors directement dépendant du nombre de modes choisis, avec
un préfacteur proche de l'unité. Néanmoins, l'objectif principal (économie en RAM) est
atteint. Le coeﬃcient de gain est très signiﬁcatif (δα  0.9) : le gain total en RAM est
quasiment égal au taux de dégradation spatial α, ce qui signiﬁe que diminuer d'un ordre
de grandeur la dimension spatiale fait économiser d'un ordre de grandeur l'occupation
en mémoire.
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Figure 1.10  Erreurs (log10) sur l'identiﬁcation de la fréquence, en fonction du taux de
dégradation spatiale n˜p{np, et du bruit.
La stratégie de décimation est importante. Chercher des "bons" points à conserver,
tels que leurs séries temporelles contiennent toute l'information sur la dynamique permet
de diminuer le nombre de points n˜p à conserver. De même, dans le cas de fréquences
élevées, le choix de points représentatif de ces fréquences permet alors de diminuer le
nombre de réalisations N˜ nécessaire à l'identiﬁcation. Cette question de sélection des
points est traitée section 1.5 sous la forme d'une analyse des propriétés d'observabilité.
1.6.3.2 Précision de l'identiﬁcation fréquentielle
Sur la ﬁgure 1.10, le bruit  varie entre 0 et 30% du signal. Il est intéressant de
noter que la méthode est d'autant plus eﬃcace qu'un peu de bruit est présent dans les
données. Néanmoins, même sans bruit, l'imprécision relative quand à l'identiﬁcation de
la fréquence reste nettement sous les 1010. La dégradation spatiale ne semble pas avoir
d'inﬂuence dans cet exemple.
1.6.4 Qualiﬁcation de la DMD-Observabilité
Une autre méthode pour quantiﬁer les qualités d'observabilité d'une observable, ne
nécessitant pas les équations du système dynamique, a été proposée par Aguirre & Letel-
lier [1]. L'attracteur reconstruit à partir d'une bonne observable, lorsque l'on plonge sa
série temporelle dans le bon espace de plongement, doit être complétement déployé.
Dans le cas contraire, l'attracteur reconstruit est plissé, et des orbites, dans l'espace des
phases reconstruit, se croisent. Le déterminisme est donc perdu. Partant de ce constat,
Aguirre & Letellier propose une méthode, la Singular Value Decomposition Observability
(SVDO), d'estimation du déploiement de l'attracteur reconstruit, et donc de quantiﬁer
les propriétés d'observabilité de l'observable.
Cette méthode utilise des matrices des trajectoiresX.X est la matrice de plongement
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par retard, dans un espace de dimension me, de séries temporelles de mh éléments. Si la
série est extraite de la composante k de l'observable uiPt1,...,Nu, et commence au temps
j, alors la matrice des trajectoires est :






















La série temporelle déﬁnit donc un point précis x de l'espace des phases reconstruits
(c'est-à-dire l'espace de plongement), et la matrice des trajectoires est associée à ce
point x 
!





Pour une géométrie complétement dépliée, les trajectoires (les lignes de X pk, jq)
proches restent dans la même région de l'attracteur. Il en résulte que la première valeur
singulière λkj de la matrice des trajectoires X pk, jq sera prépondérante, et le ratio λ¯kj
entre λkj et la somme des valeurs singulières de la matrice X pk, jq est proche de 1. Dans
le cas d'une géométrie mal dépliée, les trajectoires peuvent être très diﬀérentes. Les autres
valeurs singulières prendront de l'importance, et le ratio λ¯kj sera moins important.
Une statistique σsvd pkq est construite, en recherchant les matrices des trajectoires
correspondant à des points voisins de l'espace des phases reconstruit, et en calculant les










std est la déviation standard.
Pour une géométrie dépliée, la moyenne sera proche de 1, tandis que la déviation
standard sera faible. Dans le cas contraire d'une géométrie plissée, alors les trajectoires
peuvent être complétement diﬀérentes, parcourant des régions totalement diﬀérentes de
l'attracteur reconstruit, d'une matrice à l'autre. La valeur moyenne des λ¯ki sera donc plus
faible, alors que la déviation standard sera plus élevée.
Par conséquent, la statistique σsvd est un indicateur de la géométrie de l'attracteur
reconstruit, et donc des propriétés d'observabilité de la série temporelle, c'est-à-dire de
l'observable sélectionnée.
Une matrice des trajectoires X pk, jq correspond à un point donné de l'espace de
plongement x 
!




. Pour savoir si deux matrices X pk, jq et X pk, iq cor-
respondent à des points dans le même voisinage, il suﬃt donc de vériﬁer si la série tem-
porelle
!




est proche de la série temporelle de référence
!





avec i  j. C'est-à-dire, pour un  choisi, si :!uki , . . . , uki me) !ukj , . . . , ukj me)2   . (1.110)
La SVDO et la DMDO sont comparés dans le tableau 1.2 pour quelques systèmes
dynamiques dont l'observabilité est connue. Les composantes des systèmes sont classées
selon l'estimation de leur qualité d'observable, selon la DMDO et la SVDO. Les détails
concernant les systèmes dynamiques peuvent être trouvés dans les travaux d'Aguirre et
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Letellier [1]. La DMD-Observabilité peut paraitre limité pour l'étude de systèmes dy-
namiques (chaotiques et non linéaires) de faible dimension. La méthode repose sur la
construction de l'opérateur d'évolution par DMD, qui est donc construit sur seulement
deux réalisations dans le cas de système à trois dimensions. Aﬁn de capter les propriétés
d'observabilité, la DMDO a été appliquée sur de nombreuses réalisations, issues de con-
ditions initiales déterminées aléatoirement par lancers de Monte Carlo, aﬁn de pouvoir
décrire statistiquement la qualité d'observabilité dès lors qu'une partie conséquente de
l'espace des paramètres (l'attracteur du système, dans le cas présent) a été sondée. Ainsi,
l'écart type du tableau, pour la DMDO, est calculé sur les ﬂuctuations de la moyenne en
fonction du nombre de lancers de Monte Carlo. L'équation (1.101) nous montre que σα
ne prend que quatre valeurs dans les systèmes de dimensions 3, calculer un écart-type
sur la valeur de σα ne donne donc pas une information pertinente.
Néanmoins, les résultats sont en bon accord avec la théorie, avec seulement une
inversion dans le classement des observables, pour le système de Lorenz. Il est à noter que
cette inversion est sur une composante très délicate à estimer, comme on peut le voir en
considérant l'écart-type de la SVDO. Malgré tout, la meilleure observable reste nettement
mise en avant. La DMDO capte particulièrement bien le fait que les composantes y et z
n'ont pas de diﬀérences signiﬁcatives en terme d'observabilité dans le système Lorenz'84,
qui possède un attracteur particulièrement complexe [114, 1].
Tableau 1.2  Comparaison pour diﬀérents systèmes dynamique entre la SVDO (valeurs
tirées de [1]) et la DMDO. Les calculs pour la DMDO ont été réalisés sur 10000 lancers
de Monte Carlo, pour un paramètre α  0.9. L'écart type est calculé par rapport à la
ﬂuctuation de la moyenne.
Système Ordre d'observabilité Composante SVDO σsvd DMDO σα
y 0.29 0.02 0.79 0.02
Röessler y B xB z x 0.25 0.03 0.77 0.01
z 0.07 0.002 0.09 0.01
z 2.23 0.13 0.96 0.01
Lorenz z B xB y x 0.96 0.38 0.09 0.00
y 0.43 0.09 0.22 0.01
x 0.44 0.03 0.85 0.01
Lorenz'84 xB y  z y 0.25 0.02 0.76 0.01




2.1 Un point de vue lagrangien
Soit x ptq la position d'une particule ﬂuide. Son évolution, dans un champ de vitesse
u, s'écrit sous la forme générale d'un système dynamique :
9x ptq  f px ptq , tq , (2.1)
où f correspond au champ de vitesse u. Ce système évolue sur une variété D de dimension
nD, donc la position x P D équivaut au vecteur d'état du système. En pratique, nD est
de dimension 2 ou 3, et le champ de vitesse u est obtenu par mesures expérimentales
(vélocimétrie par images de particules) ou par simulations numériques. Dans le cas d'un
écoulement bi-dimensionnel, i.e. x  px, yq, incompressible (i.e. si le système dynamique
associé est conservatif) alors la vitesse peut s'écrire :
u  pu px, y, tq , v px, y, tqq 
BΨ
By px, y, tq ,
BΨ




où Ψ est la fonction courant. L'équation résultante (2.2) peut être exprimée sous une
forme canonique de Hamilton :$'&
'%
9x  BΨBy px, y, tq
9y  BΨBx px, y, tq
(2.3)
où la fonction courant Ψ tient lieu de hamiltonien. Il en résulte deux propriétés :
i) Premièrement, dès que le système est de dimension 3, ou de dimension 2 et in-
stationnaire, l'advection chaotique peut jouer un rôle majeur dans le mélange, et,
plus généralement, dans la dynamique globale de l'écoulement (voir par exemple
les travaux expérimentaux de Deese et al [31] ou théoriques de Beigie et al. [9],
Camassa et al. [22], Rom-Kedar et al. [149] ou encore l'ouvrage de référence
d'Ottino [132]).
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(a) (b)
Figure 2.1  Comparaisons entre sections de Poincaré numérique (a) et expérimentale
(b). D'après Fountain et al. [49].
ii) D'autre part, les outils de la théorie des systèmes dynamiques peuvent être adap-
tés pour l'étude des propriétés d'écoulements ﬂuides. Dans les années 80, les eﬀorts
ont principalement portés, avec quelques succès, sur la transition vers la turbulence
envisagée sous l'angle de la théorie des systèmes dynamiques. Durant les vingt
dernières années, ce champ applicatif s'est réorienté vers l'étude du mélange et des
propriétés dynamiques de l'écoulement (voir par exemple [9]) suivie de spectacu-
laires réalisations expérimentales, avec la mise en évidence de tores KAM [103], de
structures en fer à cheval caractéristiques du chaos, ou encore la correspondance
entre sections de Poincaré expérimentales et théoriques [125, 49] (cf. ﬁgure 2.1).
Lorsque l'espace est de dimension deux, les variétés stables et instables du système, issues
des points ﬁxes, déterminent complétement l'évolution et les trajectoires de particules
ﬂuides dans l'écoulement, comme illustré en ﬁgure 2.2.
Il est à noter que la généralisation des concepts en dimension trois et plus n'est
pas encore établie [5] et est en cours d'étude dans la communauté. Néanmoins, l'é-
tude numérique des ensembles invariants, initiée par Rom-Kedar [148], Camassa & Wig-
gins [22], Beigie et al. [10] a permis une meilleure compréhension des dynamiques de trans-
port et de mélange. Les liens entre le mélange, la theorie des systemes dynamiques et la
dynamique ergodique, principalement portée par Mezic[126, 137, 125], Wiggins [126, 120]
et Malhotra [120, 119], et la recherche d'ensembles invariants ont conduit à l'étude de
l'opérateur de Pérron-Frobenius. La généralisation de la notion d'ensembles invariants
dans le cadre de dynamiques apériodiques, proposées par Haller [73, 70], sous forme
d'ensembles quasi-invariants à temps ﬁni, est présentée plus en détail dans les parties
suivantes.
2.2 Le mélange lagrangien
2.2.1 Dynamiques des lobes
Considérons une variété stable et une variété instable de deux points ﬁxes, reliés par
une orbite hétérocline, de l'équation (2.1) supposée périodique. Le croisement transverse
forme des variétés forme, près des points ﬁxes, un enchevêtrement hétérocline, illustré
ﬁgure 2.3. Les circonvolutions des variétés forment des lobes. Ainsi délimités par des
variétés invariantes, i.e. des séparatrices matérielles de l'écoulement, les lobes forment des
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Figure 2.2  Illustration des trajectoires (droites grises, le point de départ étant les
étoiles) près d'un point selle (cercle noir). Les variétés (stable en bleu, instable en rouge)
contraignent les trajectoires. Le champ vectoriel f est spatialement représenté par le
champ de ﬂèches.
Figure 2.3  Enchevêtrement de variétés le long d'une trajectoire hétérocline, résultant
de l'intersection de deux variétés stable Ws pγ2q et instable Wu pγ1q issues des points
ﬁxes hyperboliques γ1 et γ2. Deux intersection successives déﬁnissent, de facto un lobe,
entre la variété instable Wu pγ1q et Ws pγ2q. Figure extraite de Malhotra et al. [120]
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(a) (b)
Figure 2.4  Illustration du transports par des lobes : le ﬂuide prisonnier dans des lobes
en (a) se retrouve, à la période suivante, décalé d'un lobe en (b).
poches de ﬂuide ne communiquant pas avec le reste de l'écoulement. Suivre la dynamique
des lobes permet d'avoir une représentation de la façon dont s'organise le mélange au
sein de l'écoulement. La dynamique est simple à se représenter. Les variétés étant des
frontières matérielles, la seule possibilité pour une particule ﬂuide de se déplacer, d'une
période à une autre, est de suivre l'évolution d'un lobe. Rom-Kedar et al. [149, 148]
ont montré qu'un lobe à une période donnée est transporté par l'application de premier
retour sur le lobe suivant, à la période suivante. Lorsqu'il est suivi dans la section de
Poincarré, le ﬂuide pris au piège dans un lobe "passe" donc d'un lobe au suivant. Ce
phénomène est illustré sur la ﬁgure 2.4(b). Le transport et le mélange peuvent donc
être quantiﬁés par l'analyse des lobes formés. La diﬃculté de cette méthode réside dans
l'identiﬁcation des variétés stables et instables, et dans sa généralisation aux régimes
apériodiques et aux dimensions d'espace supérieures à deux.
2.2.2 Ensembles quasi-invariants
Lord Reynolds a utilisé de l'encre pour visualiser la turbulence dans ses célèbres
expériences. Suivre une densité a ainsi été une des premières approches utilisée en mé-
canique des ﬂuides pour comprendre la dynamique d'un écoulement. De nombreuses et
fructueuses expériences, concernant par exemple le mélange lagrangien, ont été réalisées
par ensemencement de l'écoulement.
Une famille d'opérateurs, les opérateurs de Markov, s'applique spéciﬁquement aux
densités (i.e. la classe de fonctions représentant notamment la notion de goutte d'encre
dans un volume). Soit le ﬂot dynamique φt0 associé au système dynamique de l'équa-
tion (2.1), qui transporte le vecteur d'état x du temps 0 au temps t :
φt0 px p0qq  x ptq (2.4)
En particulier, l'opérateur de Frobenius-Perron Pt0 est un opérateur transportant une
densité du temps 0 au temps t, sous l'action du ﬂot dynamique. En notant µ la mesure
de Lebesgue sur le pavé D, et g une densité de D dans R , l'opérateur de Frobenius-






L'opérateur est déﬁni de façon unique et l'équation est vraie pour tout ensemble E  D
mesurable au sens de µ. Cet opérateur permet de décrire l'évolution d'un ensemble
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(a) (b)
Figure 2.5  (a) : Attracteur de Lorenz. (b) : Ensemble invariant du système de Lorenz,
issu de Froyland & Dellnitz [53].
sous l'eﬀet de l'écoulement. Pour s'en convaincre, considérons un ensemble G, e.g. le
volume pris par une goutte d'encre dans l'écoulement. Cet ensemble est transporté par
l'écoulement, et devient l'ensemble E  φt0 pGq. La goutte d'encre peut être représentée






gdµ. Pt0g est donc la
densité associée au volume G, i.e. représentant le volume occupé par la goutte, une fois
transportée par l'écoulement. L'étude de l'opérateur de Frobenius-Perron permet donc
d'identiﬁer comment est transportée la goutte par l'écoulement.
Dellnitz et al. [33, 32] ont proposé d'approximer, en le discrétisant, l'opérateur de
Frobenius-Perron Pt0, pour des systèmes de petites dimensions (e.g. le système de Lorenz)
aﬁn d'identiﬁer les densités invariantes gı par le ﬂot :
Pt0gı  gı. (2.6)
Soit E ı  D le support d'une telle densité gı, alors cet ensemble est invariant par le ﬂot :
φt0 pE ıq  E ı. (2.7)
Les variétés stables et instables ne sont qu'une famille de ces ensembles, qui identiﬁent
et séparent l'espace des phases en régions dynamiquement pertinentes. Par exemple, un
attracteur du système correspond évidement à un de ces ensembles invariants (voir, la
ﬁgure 2.5 illustrant l'ensemble invariant correspondant à l'attracteur, pour le système de
Lorenz).
Cette méthode a été généralisée aux systèmes de grandes dimensions, notamment
pour la mécanique des ﬂuides, par Froyland [51, 52, 54], pour étudier en particulier
le mélange et les frontières que forment ces ensembles invariants. Récemment, Tallapra-
gada et al. [170] ont proposé une déﬁnition des exposants de Lyapunov à temps ﬁni basée
sur l'opérateur de Frobenius Perron.
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2.3 Structures Cohérentes Lagrangiennes
2.3.1 Champ d'Exposants de Lyapunov à Temps Fini
Les ensembles invariants divisent l'écoulement en domaines dont les particules ont
des évolutions diﬀérentes en espace et en temps. Il est depuis longtemps connu que ces
structures sont au coeur du mélange [22, 138] et des propriétés dynamiques du sys-
tème [37, 71]. Dans le cadre des systèmes hamiltoniens, un ensemble invariant, dès qu'il
est issu d'une variété (stable ou instable) du système, possède par déﬁnition, des pro-
priétés hyperboliques fortes (voir par exemple, Malhotra & Wiggins [120] ou Hasselblatt
& Katok [4]).
Miller et al. [127] ont utilisé, en 1997, les proprietés hyperboliques d'un champ de
vitesse périodique, à travers sa fonction courant, pour identiﬁer les varietés stables et
instables de l'écoulement, aﬁn d'étudier la dynamique des lobes. De là, Haller a formalisé,
dès l'année suivante [73] l'identiﬁcation et l'existence de structures hyperboliques, par
l'étude du champ de vitesse d'un système à deux dimensions, dès lors qu'un point de
stagnation est présent. La contrainte bi-dimensionnelle a été ensuite levée par Haller
lui-même [70, 71], puis généralisé par Lekien et al. [108] à des systèmes de dimensions
quelconques. La méthode initialement proposée par Haller est reprise intensément dans
la littérature [162, 110]. L'identiﬁcation des variétés repose sur le calcul de l'exposant
de Lyapunov à Temps Fini (FTLE). Ce champ scalaire σTt0 pxq mesure la divergence
matérielle, i.e. la façon dont les trajectoires, du temps t0 au temps t0 T , proche du point
x, vont s'écarter les unes par rapport aux autres, après un temps horizon T arbitraire. La
ﬁgure 2.6 représente une sphère de conditions initiales autour d'un point x0. Ce point est
le croisement entre une variété stable (en bleu), et une variété instable (en rouge). Après
un temps T , l'ensemble de conditions initiales reste globalement centré sur ΦT0 px0q,
qui représente la position de la particule initialement en x0. La sphère est néanmoins
fortement déformée par l'inﬂuence des variétés. Les points proches de la variété instable
(tirets rouges) s'éloignent du centre x0 tandis que les points proches (tirets bleus) de la
variété stable s'en rapprochent.
Formalisons cette approche. Une trajectoire démarrant au point x0 au temps t0,
x pt, px0, t0qq, appartenant au compact D inclus dans Rn (en pratique, n P t2, 3u), est
solution du système dynamique déﬁni par le champ de vitesse u px, tq :
9x pt, px0, t0qq  u px pt, px0, t0qq , tq . (2.8)
Le champ de vitesse sera par la suite au moins C0 en temps et C2 en espace. La solution
peut être exprimée grâce au ﬂot Φtt0 :
Φtt0 : D Ñ D
x0 ÞÑ x pt, px0, t0qq . (2.9)
Par la suite, pour lever toute ambiguïté avec l'écoulement considéré, le ﬂot Φ sera
nommé ﬂot dynamique. Une particule ﬂuide est donc advectée par le ﬂot dynamique, de
sa position initiale x0 au temps t0 jusqu'à sa position ﬁnale x au temps t0   t :
Φtt0 px0q  x0  
» t
t0
u px pτ, px0, t0qqq dτ. (2.10)
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x0
ΦT0 px0q
temps : t  0 temps : t  T
Figure 2.6  Évolution d'une particule ﬂuide sous l'action du ﬂot ΦT0  Les traits pointil-
lés bleus (respectivement rouges) représentent des trajectoires de points appartenant à
la variété stable (respectivement instable). Les traits pointillés noirs représentent la tra-
jectoire du point initialement à la position x0. Les trajectoires rouges s'écartent, tandis
que les trajectoires bleues se rapprochent.
L'écart entre des trajectoires initialement proches peut naturellement être évalué au
travers du gradient du ﬂot dynamique
dΦtt0
dx
. Cet opérateur décrit l'évolution d'un écart
(inﬁnitésimal) à la position initiale x0 et la déviation de sa position ﬁnale de la particule
par rapport à Φtt0 px0q. Ce gradient permet donc de décrire la divergence matérielle.
Pour calculer cette divergence, considérons une perturbation autour du point x0 :
x pt0q  x0   δx0 pt0q . (2.11)
Alors, l'écart évolue et, au temps t :



























δx0 pt0q ,∆tt0 px0q δx0 pt0q
〉
(2.13)
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, calculé à partir de la Jacobienne
du ﬂot dynamique. Le lecteur pourra reconnaitre le tenseur des déformation de Cauchy-
Green.
Maximiser l'évolution de la perturbation à l'horizon T revient à aligner le vecteur
écart δx0 pt0q et le vecteur propre du tenseur correspondant à la plus grande valeur
propre λ du tenseur de Cauchy-Green.
max
δx0pt0q
}δx0 pT q}2 
?
λ }δmaxx0 pt0q}2 (2.14)
ce qui peut être réécrit :
max
δx0pt0q
}δx0 pT q}2  eσ
T
t0
px0q|T | }δmaxx0 pt0q}2 (2.15)





Par construction, le champ scalaire σTt0 px0q ,@x0 P D donne une mesure locale de la
divergence matérielle. Un |λ| plus petit que 1 dans (2.14), ou, de manière équivalente,
une partie réelle de σ px0q négative indique que la déviation va décroitre. Au contraire, si
|λ| est plus grand que 1 ou si la partie réelle de σ px0q est positive, alors l'écart va croitre.
La quantité σTt0 est appelé Exposant de Lyapunov à Temps Fini (FTLE) de l'écoulement,
évalué au temps t0, et à la position x0, pour le temps horizon T .
2.3.2 Déﬁnition et propriétés des Structures Cohérentes Lagrangien-
nes
Haller [70, 71, 72, 68] a démontré que les variétés invariantes d'un écoulement péri-
odique ont comme répercussion la création d'extremum dans le champ d'exposant de
Lyapunov. Par extension aux régimes apériodiques, les Structures Cohérentes Lagrangi-
ennes (LCS) sont déﬁnies comme les crêtes du champ de FTLE [71, 162].
Comme le champ de FTLE est C2 en espace, les crêtes du champ sont mathéma-
tiquement bien déﬁnies. Les crêtes sont donc elles-mêmes C1 en espace. Par conséquent,
les structures cohérentes lagrangiennes sont des sous-ensembles ouverts du domaine D
et sont donc bien des ensembles spatialement déﬁnis, i.e. des structures de la dynamique
de l'écoulement.
Comme le champ de FTLE est C1 en temps, ses crêtes le sont également. Par con-
séquent, les LCS sont résilientes vis-à-vis du temps. Comme l'horizon T est déﬁni pour
être au moins de l'ordre de grandeur des temps caractéristiques du système dynamique,
les LCS sont des structures cohérentes. Néanmoins, lorsque le temps évolue, les LCS peu-
vent disparaître. Ce sont des ensembles quasi-invariants à temps ﬁni du ﬂot dynamique
i.e. des ensembles dont les temps de variation sont plus lents que les temps caractéris-
tiques de l'écoulement. Tallapragada & Ross [170] ont, sur cette voie, récemment proposé
de calculer des structures lagrangiennes par la recherche d'ensembles lentement variables.
Par construction, les ﬂux de matière à travers les structures cohérentes lagrangien-
nes sont réduits [162], à l'exception notable de certaines crêtes du champ de FTLE issues
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du cisaillement (voir par exemple [162, 110, 69]). Les structures cohérentes lagrangien-
nes peuvent donc être vues comme des frontières matérielles au sein de l'écoulement.
Les LCS sont des séparatrices, isolant des poches de ﬂuides ayant des dynamiques dif-
férentes. Shadden et al. [161] et Branicki & Wiggins [15] ont montré l'utilisabilité des
structures cohérentes lagrangiennes pour quantiﬁer le mélange par dynamique des lobes.
Ces frontières sont a priori dépendantes du temps, et sont advectées par l'écoulement.
Elles ont donc un comportement lagrangien.
L'horizon T peut être positif ou négatif. L'exploration d'un temps positif permet
de révéler les variétés localement répulsives dans l'écoulement. En eﬀet, selon l'équa-
tion (2.15), deux particules proches sont bien repoussées lorsque le champ de FTLE est
localement maximal. Dans le cas contraire, lorsque le temps horizon T est rétrograde, on
regarde des particules dont les trajectoires divergent dans un temps négatif, c'est-à-dire
des particules qui convergent dans le temps positif. Les structures identiﬁées sont donc
des variétés localement attractives dans l'écoulement.
La construction des structures cohérentes lagrangiennes se base sur les propriétés hy-
perboliques d'ensembles quasi-invariants. Lorsqu'un ensemble quasi-invariant est révélé
par des propriétés hyperboliques, une implication forte a été démontrée par Bates et
al. [8] : il existe dans son voisinage un ensemble invariant. Le corollaire immédiat est
qu'il existe, dans le voisinage des LCS, un ensemble strictement invariant.
2.4 Algorithme
2.4.1 Précision de l'algorithme
Haller[71, 72] et Harrison et al. [76] ont montré que l'identiﬁcation des LCS est
robuste vis-à-vis du bruit dans les données et de la résolution spatiale du champ de
vitesse. Ces résultats sont en accord avec le théorème de Bates et al. [8], qui démontre,
de manière générale pour tout système dynamique, l'existence d'une variété invariante
dans le voisinage d'une variété quasi-invariante et quasi-hyperbolique. Par conséquent,
la précision numérique, quant aux calculs de trajectoires, ne sera pas en soit un objectif
dans la suite des travaux présentés. Les algorithmes présentés ont été développés pour
être utilisés sur des données expérimentales, intrinsèquement bruitées. De tels bruits sont
a priori plus grands que les erreurs liées aux calculs numériques dès lors que les données
sont spatialement et temporellement résolues. Dans la section 2.5.2, nous vériﬁerons que
la qualité des résultats n'est eﬀectivement pas dégradée.
2.4.2 Parallélisme induit par une implémentation Single Instruction
Multiple Data
Appliquer une même opération à des données diﬀérentes est fréquent dans un al-
gorithme. Lorsque cette opération peut se faire simultanément sur ces données, alors
l'instruction est dite SIMD (Single Instruction Multiple Data). Depuis les années 90,
les fabricants de processeurs ajoutent des extensions SIMD à leurs produits. Ces ajouts
permettent d'utiliser des instructions SIMD et donc d'utiliser le parallélisme inhérent
aux données stockées dans des tableaux de registres [178, 39]. Ces instructions permet-
tent d'exploiter tous les étages des pipelines du processeur. Il en résulte une accélération
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potentielle de l'algorithme de plusieurs ordres de grandeurs.
Un algorithme compatible avec une architecture SIMD possède deux atouts supplé-
mentaires. La parallélisation est naturelle, et un portage GPGPU (calculs déportés sur la
carte graphique) peut être facilement déployé, en utilisant par exemple CUDA [29, 122],
OpenCL[35] ou des interfaces plus hauts niveaux tel que Thrust [42]. La méthode la plus
directe permettant de rendre un algorithme compatible avec les instructions SIMD du
processeur est de le vectoriser.
2.4.3 Vectorisation
Vectoriser une boucle consiste à traiter autant d'itérations de la boucle que possible à
chaque cycle de processeur. Un exemple est montré équation (2.16b). Dans la plupart des
situations, si un processeur a la capacité théorique de calculer plusieurs centaines d'itéra-
tions par cycle, une seule est en réalité réalisée, comme illustré par l'équation (2.16a).
Des fonctions appelées non-vectorisées en sont la cause la plus usuelle. Lorsque les dépen-
dances de la fonction ne dépendent que de l'itération courante, ces goulets d'étranglement
du calcul sont facilement résolvables par une réimplémentation des fonctions.
Lorsqu'une itération dépend d'une autre itération de la boucle, elle n'est pas vec-
torisable, cf. équation (2.16c). Un autre point bloquant, fréquent en calcul numérique,
est une condition d'arrêt dépendant du calcul en cours.
Boucle standard :
for i  1 : N,
aris  aris   bris; (2.16a)
end
Boucle vectorise´e :
for i  1 : nvec : N,
ari : i  nvecs  ari : i  nvecs   bri : i  nvecs; (2.16b)
end
Boucle non vectorisable :
for i  2 : N,
aris  ari 1s   bris; (2.16c)
end
2.4.4 Éviter les calculs redondants
Le calcul de séries de champs de FTLE est coûteux en temps et en puissance de
calcul. Ce coût élevé s'explique en partie par la redondance des calculs lors de l'iden-
tiﬁcation (nécessaire) de la Jacobienne du ﬂot, en chaque point x0 du domaine D et
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pour tout temps t0. Il faut en pratique calculer un grand nombre de trajectoires proches
pour l'estimation des dérivées spatiales du ﬂot. Au premier ordre, pour un calcul de
diﬀérences ﬁnies, quatre trajectoires sont nécessaires pour des données 2D, et neuf pour
des données 3D. Plusieurs techniques existent déjà pour accélérer les calculs, comme des
maillages adaptatifs [109] ou une simple parallélisation des calculs de trajectoires. Une
amélioration signiﬁcative a été proposée par Giest et al. [58] pour l'estimation de ﬂot
dynamique, et utilisée dans le cadre de la mécanique des ﬂuides par Brunton & Row-
ley [18]. En pratique, si les pas d'espace δx et de temps δt sont suﬃsamment petits, les
trajectoires x pt, px0, t0qq, x pt, px0   δx, t0qq ou encore x pt  δt, px0, t0   δtqq s'écartent
peu. Le champ de vitesse est au moins C0 en temps, et C2 en espace, il ne doit donc pas y
avoir d'importantes diﬀérences, pour un horizon court, entre des trajectoires initialement
proches. Une trajectoire est le transport, par le ﬂot, du vecteur d'état. Cette relation
intégrale (cf. équation (2.10)) se traduit par le fait que le ﬂot vériﬁe une forme de relation
de Chasles (i.e. le ﬂot forme un semi-groupe) :
φt2t0  φt2t1  φt1t0 @ pt0, t1, t2q P R3 (2.17)
Supposons que le jeu de données soit composé de N   1 champs de vitesse, pris à
des temps t0   t1   . . .   tN . Plutôt que de calculer les trajectoires à chaque temps,
l'algorithme repose sur un calcul de ﬂots élémentaires φtn 1tn , allant du temps tn au temps
tn 1. Lorsque les ﬂots élémentaires sont connus, n'importe quelle trajectoire peut être
calculée par interpolation sur les ﬂots élémentaires. Pour une particule étant à la position
x0 au temps tstart, la trajectoire jusqu'à un temps t P rt0, tN s s'obtient par itération de
l'équation (2.17) :
x pt, px0, tstartqq  φttke  φtketke1  . . .  φ
tks 1
tks
 φtkststart px0q (2.18)
Les trajectoires sont donc calculées en suivant l'évolution du vecteur état. Cette idée
amène à l'algorithme présenté en détail dans la section suivante 2.4.5.
2.4.5 Calculs de ﬂots dynamiques élémentaires
Les algorithmes décrits dans les sections 2.3.1 et 2.4.4 ne permettent pas directement
une vectorisation. Il faut pouvoir s'aﬀranchir des références aux dépendances spatiales
et temporelles (i.e. un résultat précédent ne doit pas être nécessaire dans le calcul d'une
itération de la boucle). C'est évidement un problème insoluble lors d'une intégration tem-
porelle, où la dépendance en temps est incontournable. Par conséquent, les dimensions
spatiales, dont les calculs ne nécessitent pas de dépendance séquentielles, doivent être
traités avant la dimension temporelle. La majorité des calculs est alors indépendante des
indices temporels. La relation (2.18), proposé par Giest et al. [58], ou, plus récemment
par Brunton & Rowley [18], permet en pratique, dès lors que le calcul repose sur l'iden-
tiﬁcation séquentielle de ﬂots élémentaires φti 1ti , de traiter complétement les dimensions
d'espace. L'algorithme résultant de cette remarque est :
1. Calculs des ﬂots élémentaires
(a) démarrage au point x0 P
o
D.
(b) calcul de la position de x0 dans le maillage.
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(c) recherche de u px0, tq par interpolation, à partir des mailles où le champ u est
connu.
(d) calcul de x1  φ px0q par intégration temporelle.
2. calcul des trajectoires par composition des ﬂots élémentaires.
3. calculs de la jacobienne du ﬂot @x0 P
o
D.





D D représente le maillage.
L'algorithme est graphiquement présenté ﬁgure 2.4.5. Calculer le ﬂot élémentaire en-
tre t0 et t0  ∆t revient à calculer l'évolution, pendant le pas de temps ∆t, de toutes les
conditions initiales x0 P
o
D. Cela implique de résoudre l'équation (2.8), et donc d'estimer
u px0, tq. Cette étape est un important goulet d'étranglement des performances dès que
le point courant xptq de la trajectoire ne correspond pas à un point de la grille oD. Iden-
tiﬁer cette position n'est pas une opération trivialement vectorisable. Aﬁn de vectoriser
la première boucle de l'algorithme (i.e. le calcul des ﬂots élémentaires), les calculs d'es-
timation du champ de vitesse u px0, tq, quelque soit le point x0, doivent être identiques.
Pour casser le goulet d'étranglement de l'interpolation de l'étape 1.c (cf. l'algorithme
présenté ﬁgure 2.4.5), il faut donc pouvoir identiﬁer les valeurs du champ de vitesse u
aux points de maille voisins du point x0, sans qu'une référence spatiale explicite en x0
ne soit nécessaire.
Ce point soulève une autre question sur l'eﬃcacité du calcul. Trouver les voisins
requiert beaucoup d'informations (8 points dans le cas de données 2D, 16 points pour
des données 3D, et ce pour une interpolation linéaire). Par conséquent, de nombreuses
manipulations de données doivent être faites durant les calculs. Avoir un jeu de données
coalescent dans la mémoire améliore l'eﬃcience du calcul. Un jeu de données coalescent
est tel que, en mémoire, les données sont contiguës les unes aux autres. La vitesse d'accès
aux données est alors considérablement améliorée, car toutes les données nécessaires pour
le calcul sont physiquement proches. Toute l'information utile peut être alors chargée
directement dans la mémoire cache (la plus rapide). Les défauts de cache capacitifs
sont donc minimisés [63] (i.e. lorsque le processeur doit renouveler sa mémoire cache,
ce qui arrive lorsque l'information dont il a besoin pour faire un calcul est manquante).
Typiquement, le gain est d'un ordre de grandeur du temps de calcul (cf ﬁgure 2.4.5).
Le premier prérequis est que la grille doit être une grille régulière cartésienne, i.e.
l'incrément spatial, dans chaque direction, doit être constant. Cette contrainte n'est en
pratique pas un problème pour des données issues de l'expérience. Néanmoins, il est
très rare que ce soit vrai dans le cas de données issues de simulations numériques, où
les grilles ne sont couramment pas régulières (par exemple une grille exponentiellement
raﬃnée aux bords du domaine pour traiter les couches limites). Une solution pour les
jeux de données non-réguliers est proposé section 2.4.6. Trouver la position du n÷ud de
grille le plus proche du point courant (cf. ﬁgure 2.4.5) est dans ce cas immédiat.
Par soucis de lisibilité, les calculs suivant sont eﬀectués sur une grille spatiotemporelle
3D. X1 et X2 seront les dimensions spatiales, et t dénotera le temps. La généralisation
à un espace n  D est directe. Les paramètres pour une interpolation linéaire sont, en
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Figure 2.7  Principales étapes de l'algorithme.











Figure 2.8  Position d'une particule dans le maillage.
Figure 2.9  Temps nécessaire pour réaliser un certain nombre d'accès mémoire. Les
cercles rouges représentent des données coalescentes, et les cercles noires des données
susceptibles de générer des cache-miss.
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prenant les notations de la ﬁgure 2.4.5, pour un point x0 :
u px0q  U111˜X1 ˜X2 ˜t  U211X1 ˜X2 ˜t
  U121˜X1X2 ˜t  U221X1X2 ˜t
  U112˜X1 ˜X2t  U212X1 ˜X2t
  U122˜X1X2t  U222X1X2t
, (2.19)
˜i est l'écriture contractée de la quantité 1  i, pour i P tX1, X2, tu. L'équation précé-
dente (2.19) se réécrit matriciellement comme :
u px0q  Ux0cubex0 , (2.20)
avec
Ux0cube  tU111,U211,U121,U221,U112,U212,U122,U222u: , (2.21)
où : est l'opérateur de transposition. x0 dépend de X1 , X2 et de t et peut être dé-
composé selon des matrices Mi, pour i P tX1, X2, tu, dépendant des coeﬃcients i :
x0 MX1 pX1q MX2 pX2q Mt ptq (2.22)
en notant la multiplication terme-à-terme . Mi est construit en considérant la re-
lation (2.19), mais peut se déduire directement de i, par la soustraction matricielle
Mi  Bi iAi, où Ai et Bi sont des rotations binaires (ici de dimensions 3). Ainsi, dans
le cas de la dimension deux, on identiﬁe pour la première direction d'espace :
BX1  t0, 1, 0, 1, 0, 1, 0, 1u:
AX1  t1, 1,1, 1,1, 1,1, 1u: ,
(2.23)
et, pour la seconde direction d'espace :
BX2  t0, 0, 1, 1, 0, 0, 1, 1u:
AX2  t1,1, 1, 1,1,1, 1, 1u: ,
(2.24)
et, pour ﬁnir, les matrices correspondant au temps s'écrivent :
Bt  t0, 0, 0, 0, 1, 1, 1, 1u:
At  t1,1,1,1, 1, 1, 1, 1u: .
(2.25)
L'équation (2.20) ne dépend plus de référence spatiale, et peut être vectorisée :






U vect étant le résultat de nvect itérations, pour les points tx1, . . . ,xnvectu, traités en un
seul cycle :
U vect  tU px1q ,U px2q , . . . ,U pxnvectqu , (2.27)



















Figure 2.10  (a) maillage non-régulier. (b) Déformation conforme d'un maillage. Un
invariant est préservé lors du passage du maillage non-régulier au maillage régulier. La
même transformation est appliquée à la fois au maillage et au champ de vitesse (rouge),
donnant un champ de donnée (violet) et une grille virtuelle.
Finalement, vect s'écrit :
vect  tx1 , x2 , . . . , xnvectu . (2.29)
La multiplication terme-à-terme étant une opération vectorielle, l'equation (2.22) se
trouve être très eﬃcace. De plus, implémenter un traitement SIMD à partir de cette
formulation est naturelle.
L'interpolation est du premier ordre. Faire une interpolation d'ordre plus élevée n'a
pas été faite dans ces travaux, bien que l'algorithme puisse facilement être adapté en
ce sens. Ruijters & Thevenaz [153] ont énoncé un algorithme, basé sur une cascade
d'interpolations linéaires, identiﬁant les paramètres d'une interpolation par spline. Les
questions de précisions sont néanmoins fondamentales, et sont abordées section 2.5.2.
2.4.6 Déformation conforme du jeu de données
L'algorithme présenté requiert une grille cartésienne régulière. Lorsque cela n'est pas
le cas, une solution est de modiﬁer le jeu de données et la grille spatiale associée aﬁn
que l'ensemble de données réponde à ce critère. J'ai donc implémenté un module de dé-
formation conforme. Faire une déformation conforme revient à déformer simultanément,
de manière réversible, le champ de donnée et la grille spatiale dans chaque direction, en






Le nouveau jeu de données est donc déﬁni sur une grille virtuelle, mais régulière.
Ainsi, l'algorithme permet de traiter n'importe quelle type de grille cartésienne, qu'elle
soit régulière ou non. Néanmoins, les maillages non-ordonnés ou adaptatifs ne peuvent,
pour l'instant, convenir. L'opération de déformation conforme est rapide et n'impacte
pas signiﬁcativement l'eﬃcacité ﬁnale de l'algorithme.
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(a) (b) (c)
Figure 2.11  Champs de FTLE pour un écoulement de double gyre (voir la section 2.5.1
pour plus de précision), pour diﬀérents horizon temporels, (a) : T  T {2, (b) : T 
3T {4 et (c) : T  3T {2. Le champ bleu correspond à la valeur propre maximale du
tenseur de Cauchy-Green, tandis que le rouge correspond à la valeur propre minimale.
Lorsque les crêtes rouges et bleues se rencontrent, la couleur est assombrie pour faciliter
la visualisation.
2.4.7 Une déﬁnition précise de l'exposant de Lyapunov
La condition de divergence nulle, en deux dimensions, implique que les maximas
locaux du champs de FTLE doivent correspondre aux minimas du champ de FTLE
déﬁni par la valeur propre minimal du tenseur de Cauchy-Green (voir équations (2.14)
et (2.15)). La vériﬁcation de cette correspondance, présentée ﬁgure 2.11, semble pourtant
être rompue à mesure que le temps horizon T augmente. L'accord entre les deux champs,
ﬁgure 2.11(a), est bon pour les temps courts. Les champs respectivement rouge et bleu
(le champ des exposants respectivement minimum et maximum du tenseur de Cauchy-
Green) coïncident. Pour des horizons plus grands, les crêtes du champ minimum semblent
expulsées des crêtes du champ de FTLE(ﬁgure 2.11(b)). Ce phénomène s'ampliﬁe avec
l'horizon. Figure 2.11(c), la concordance entre les champs n'est bonne aux pointes des
structures, ce qui correspond au développement des structures. Il est à noter que, si le
champ minimum est plus sensible au bruit, il est également plus sensible à la dynamique.
Les crêtes du champ d'exposant minimum du tenseur de Cauchy-Green se forment avant
celle du champ de exposants de Lyapunov à temps ﬁni, i.e. pour des temps horizons plus
courts. Des considérations de ce type, applicables sur le champ de tenseurs de Cauchy-
Green, ont conduit récemment Farazmand & Haller [44] à proposer une méthode pour
calculer les structures cohérentes lagrangiennes attractives et répulsives en se basant sur
le champ de tenseurs.
Le fait que cette correspondance soit rompue peut être due à la mauvaise déﬁnition de
l'exposant de Lyapunov à temps ﬁni. La déﬁnition proposée équation (2.14) n'est valable
que dans l'espace tangent au point initiale x0. Les FTLE sont calculés, en pratique, en
ne considérant que les états initial et ﬁnal. Le taux de divergence calculé est donc une
moyenne de ce taux instantané, incluant les eﬀets des non-linéarités. Dès que les non-
linéarités dominent l'évolution de la trajectoire, la divergence ne peut etre assurée par
le calcul de l'équation (2.15). En pratique, cette équation traduit une hypothèse, que le
tenseur des contraintes reste identique le long de la trajectoire, ce qui n'est évidement
pas le cas.
Pour conserver les propriétés de divergence, il suﬃt d'intégrer les valeurs locales et
CHAPITRE 2. STRUCTURES COHÉRENTES LAGRANGIENNES 59
(a) (b) (c) (d)
Figure 2.12  Lignes de courant de l'écoulement du double-gyre pour diﬀérents temps.
(a) t  0. (b) t  T {4. (c) t  T {2. (d) t  3T {4.






στ dττ px pτ, px0, t0qqq dτ. (2.31)
L'indice 0 est par la suite abandonnée par soucis de lisibilité. Pour calculer le taux
local de divergence σt dtt , il est opportun de revenir à l'écriture de la perturbation autour
d'un point x dans l'équation (2.11).
δx pt  dtq  δx ptq   pu px0 ptq , tq  u px ptq , tqq dt
 δx ptq   p∇u px ptq , tq δx ptqq dt
 pI ∇u px ptq , tq dtqloooooooooooomoooooooooooon
Jpx,tq
δx ptq (2.32)
où J px, tq peut être interprété comme l'opérateur d'évolution de la perturbation δx au
temps t. Comme dans l'équation (2.14), le tenseur local de Cauchy-Green J:J permet de
calculer le taux de divergence, local dans le cas présent. Le maximum des valeurs propres








Cette déﬁnition, néanmoins, ne sera pas utilisée dans la suite, bien qu'elle ait été
implémentée. Les coûts en stockage et en écriture disque sont en eﬀet doublés (en plus
de stocker les ﬂots élémentaires, les exposants locaux et instantanés doivent l'être égale-
ment), et les calculs rajoutés sont signiﬁcatifs (interpolation des exposants instantanés
le long des trajectoires).
2.5 Validations numériques
2.5.1 Présentation du double gyre
Dans la suite de cette section, les erreurs, les déformations conformes et les gains
numériques seront validés et quantiﬁés sur un écoulement synthétique 2D périodique, le
double-gyre, utilisé dans la littérature [72, 18].
L'écoulement de double-gyre modélise l'oscillation de deux cellules de Rayleigh-
Bénard. Chaque cellule gonﬂe puis se rétrécit périodiquement, comme illustré ﬁgure 2.12.
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La fonction courant associée à cet écoulement s'écrit :
Ψ px, y, tq  a sin ppih px, tqq cos ppi py{Hqq , (2.34)
avec
h px, tq   sin pωtq px{Lq2   px{Lq p1 2 sinωtq . (2.35)
avec px, yq P r0, 2Ls  r0, Hs. Les paramètres utilisés sont a  0.1, ω  2pi{10 (corre-
spondant à une période T  10) et   0.25, et les paramètres géométriques sont L  1
et H  1.
2.5.2 Analyse des erreurs
Comme précédemment dit, les erreurs sont un prix à payer pour avoir un calcul des
structures rapide. Néanmoins, si les erreurs de trajectoires restent raisonnables, nous
montrons dans ce qui suit que les erreurs ne devraient pas avoir un impact sur l'identiﬁ-
cation des propriétés dynamiques de l'écoulement. L'analyse suivante des erreurs est en
trois parties. La première estime l'erreur théorique du calcul et son évolution. Ensuite,
les erreurs de trajectoires sont quantiﬁées. En dernier lieu, les erreurs sur le champ de
FTLE sont estimées.
2.5.2.1 Erreurs théoriques
Considérons une erreur , introduite soit par les interpolations ou par le schéma, sur
une trajectoire initialement au point x0, au temps t0. Alors, l'évolution au temps T de
l'erreur est prédite par le ﬂot :





dΦtt0 px0qdx  

2
est donc une estimation de l'évolution de l'erreur. On peut










,∆t0 Tt0 px0q  
〉
. (2.37)
Alors, en reprenant l'équation (2.15), l'ampliﬁcation maximale possible de l'erreur par











 eσTt0 px0q|T | }}2 , (2.38)
qui implique que les erreurs grossissent dans les zones où l'exposant de Lyapunov à
temps ﬁni σ ¥ 0 est important, ie quand le champ FTLE est fort. L'équation (2.38)
permet de quantiﬁer l'importance relative des erreurs. Le point majeur est de montrer
que des méthodes d'intégrations d'ordre élevés, par exemple un Runge-Kutta 4, ne sont
pas nécessaires, et qu'une méthode d'Euler est suﬃsante pour obtenir les structures
cohérentes lagrangiennes.
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Les erreurs avec une méthode d'intégration de Runge Kutta 4 sont proportionnelles
à ∆t5, où ∆t est le pas d'intégration. Donc, après un temps trk4, l'erreur est, utilisant
l'équation (2.38) :
errrk4  exp pσtrk4q∆t5. (2.39)
De façon comparable, l'erreur provenant de l'intégrateur d'Euler est proportionnelle
au pas de temps. Ainsi :
erre  exp pσteq∆t. (2.40)
En égalisant les équations (2.39) et (2.40), on obtient :
errrk4  erre, (2.41)
en réinjectant les termes des équations (2.39) et (2.40) :
exp pσtrk4q∆t5  exp pσteq∆t, (2.42)
et donc :
exp pσ ptrk4  teqq  ∆t4 (2.43)
ce qui implique que
te  trk4   4 log p∆tq
σ
. (2.44)
Ainsi, quand la valeur du champ de FTLE est plus grande que le logarithme du pas
de temps ∆t utilisé par l'intégrateur, alors, les diﬀérences ne sont plus signiﬁcatives, en
terme d'erreur, entre une méthode à haut ordre d'intégration et une méthode d'Euler.
Les calculs sont similaires pour les erreurs d'interpolations, et donnent des résultats
comparables pour les erreurs spatiales.
Dans le cas d'écoulements mélangeants, où de forts exposants de Lyapunov à temps
ﬁni sont attendus, les erreurs d'intégration ou d'interpolation ne devraient donc pas
constituer un obstacle à l'identiﬁcations des LCS au travers du champ de FTLE. On
vériﬁe ce point dans les sections suivantes 2.5.2.2 et 2.5.2.3.
2.5.2.2 Erreurs sur les trajectoires
L'algorithme proposé pour le calcul de champs de exposants de Lyapunov à temps
ﬁni a été appliqué sur l'écoulement synthétique du double-gyre. Les trajectoires sont
calculées et conservées pour chaque point de la grille et sont calculées également par l'al-
gorithme de référence, utilisant un Runge Kutta d'ordre 4, avec pas de temps adaptatif.
A des ﬁns de comparaison, et pour se placer dans un cas d'utilisation, les mêmes données
de vitesse sont utilisées dans les deux cas. Une interpolation de type spline est utilisée
par l'algorithme de référence pour estimer la vitesse en un point quelconque, à partir du
jeu de données.
L'erreur errT , pour un horizon T , est déﬁnie comme une combinaison des distances
moyennes entre trajectoires (ie l'intégrale de l'écart) et l'écart au temps ﬁnal :
errT px0, t0q  1
2
 
errTtraj px0, t0q   errTsep px0, t0q

, (2.45)
CHAPITRE 2. STRUCTURES COHÉRENTES LAGRANGIENNES 62
Figure 2.13  Distributions des erreurs, déﬁni selon l'équation (2.45), en fonction du
temps
où l'on déﬁnit :
errTtraj px0, t0q 
³t0 T
t0
}xfftle pt, px0, t0qq  x pt, px0, t0qq}2 dt³t0 T
t0
x pt, px0, t0qq dt
errTsep px0, t0q 





x pt, px0, t0qq dt
(2.46)
La longueur de la trajectoire de référence est utilisée comme un facteur de normalisation.
Pour un temps horizon court, il n'y a presque pas de séparation importante en-
tre la trajectoire de référence et la trajectoire issue de l'algorithme présenté dans la
section 2.4. C'est clairement représenté ﬁgure 2.13. Le pic d'erreur est net et centré
autour d'une erreur à 0.6% pour des temps courts. Quand l'horizon augmente, le pic
est, comme attendu, lissé. Néanmoins, le pic reste centré sur des valeurs inférieures
à 1%. Il est également notable qu'un second pic émerge à gauche, pour des horizons
grands, représentant des erreurs supérieures que 15%. Ces erreurs proviennent de trajec-
toires issues de régions fortement mélangeantes. Lorsque l'horizon s'accroît, l'écoulement
étant mélangeant, les chances que des trajectoires relatives divergent ne peuvent qu'aug-
menter. C'est normal, étant donné que les chances que les particules traversent des zones
fortement mélangeantes s'accroissent également. Les trajectoires s'écarteront dès que l'-
exposant de Lyapunov local est grand. L'erreur augmente exponentiellement dans ces
régions (cf. la section 2.5.2.1). Dans les régions non-mélangeantes, comme on pouvait s'y
attendre, les trajectoires restent quasi-identiques, l'eﬀet de l'exposant étant localement
négligeable. C'est ce que l'on peut voir sur la ﬁgure 2.14. La concordance entre les régions
fortement mélangeantes, représentées par le champ de exposants de Lyapunov à temps
ﬁni, et la carte des erreurs, est presque totale. Les marques visibles dans les structures
des erreurs, dans la partie supérieur gauche, centre gauche et centre droit, signalées en
rouge, sont à l'endroit où les structures cohérentes lagrangiennes attractives croisent les
structures cohérentes lagrangiennes répulsives.Les trajectoires doivent converger vers ces
variétés, il n'est donc pas surprenant que les erreurs y soient plus faibles.
CHAPITRE 2. STRUCTURES COHÉRENTES LAGRANGIENNES 63
(a) (b)
Figure 2.14  (a) : Cartographie du logarithme de l'erreur. L'inﬂuence des variétés stables
sur les erreurs est souligné par les cercles rouges. Le champ de FTLE est rappelé ﬁgure
(b).
Figure 2.15  Diﬀérence entre le champ de FTLE calculé par une méthode classique et
le champ de FTLE issu de l'algorithme présenté dans la section 2.4
2.5.2.3 Erreurs sur le champ d'exposants de Lyapunov à temps ﬁni
Des diﬀérences peuvent être perçues entre le calcul issu de l'implémentation de la
méthode de Haller, et les résultats de mon algorithme. Les erreurs sur champ d'exposants
de Lyapunov à temps ﬁni peuvent donc être estimées.
Quantiﬁer les disparités entre le champ de FTLE calculé avec une méthode classique
et le résultat de l'algorithme proposé peut se faire par diﬀérence :
err  }FTLEclass  FTLE}2}FTLElegacy}2
. (2.47)
Ce problème est mal posé 1. Un petit déplacement global d'une structure peut intro-
duire une modiﬁcation disproportionnée de la norme du champ. Néanmoins, dans le cas
1. À titre illustratif, considérons l'erreur produite par une translation d'un pixel dans une image par
rapport à elle-même. Les deux images sont (quasi) identiques. Néanmoins, si l'image de base est très
CHAPITRE 2. STRUCTURES COHÉRENTES LAGRANGIENNES 64
présenté, l'erreur est de err  2.59%. Le champ de diﬀérence est présenté en ﬁgure 2.15.
Les écarts apparaissent comme des crêtes, très localisées en espace, et systématiquement
autour des crêtes du champ de FTLE de référence, faisant penser à un déplacement
global des structures identiﬁées.
Les algorithmes de type PIV (Vélocimétrie par Image de Particules) sont conçus
pour identiﬁer le déplacement de particules d'une image à une autre. Par conséquent,
cette famille d'algorithmes parait adapté pour quantiﬁer des translations de structures.
Les résultats sont présentés ﬁgure 2.16. Le champ de vecteurs représente le déplacement
Figure 2.16  Le fond coloré représente le champ d'exposants de Lyapunov à temps
ﬁni. Les ﬂèches blanches représentent les écarts entre le champ de FTLE et le résultat
calculé par l'algorithme classique, identiﬁés par un algorithme de PIV. Le zoom montre
l'alignement, non pertinent, des déplacements le long des structures
permettant de faire correspondre les deux champs d'exposants de Lyapunov à temps
ﬁni.Quelques remarques suivent immédiatement. Premièrement, les algorithmes PIV ne
traitent pas bien les zones sans contrastes. Mais ce ne sont pas les régions d'intérêt,
contrairement aux voisinages des LCS. L'algorithme PIV vise à la détermination de dé-
placements de particules, le résultat doit donc être interprété. En pratique, les particules
recherchées par l'algorithme PIV sont supposées être petites, alors que les LCS sont des
structures allongées. Par conséquent, l'algorithme n'arrive pas à estimer précisément les
déplacements le long des structures, car l'intensité du champ ne varie pas signiﬁcative-
ment dans ce cas. Le zoom de la ﬁgure 2.16 montre que les écarts entre le champ de
texturée, la norme de la diﬀérence donne une valeur importante, conduisant à la conclusion erronée que
les deux images sont diﬀérentes.
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Figure 2.17  Histogramme des déplacements perpendiculaires aux structures, en pour-
centage du paramètre L.
référence et le champ calculé par l'algorithme sont principalement alignés avec les struc-
tures. Les champs de déplacement parallèles aux structures cohérentes lagrangiennes ne
sont donc pas pertinents. En revanche, il n'y a pas de raison de remettre en cause l'iden-
tiﬁcation des déplacements dans la direction transverse aux structures. L'histogramme
des déplacements perpendiculaires aux structures, présenté 2.17, est bien centré sur 0.
Les structures ne sont donc identiﬁées qu'à une faible imprécision transverse près, et les
erreurs sont en majorité inférieures au pourcent.
Tableau 2.1  Déplacements entre le champ d"exposants de Lyapunov à temps ﬁni calculé
par rapport au champ de FTLE de référence. La première ligne correspond au déplace-
ment global. La seconde ligne compare les déplacements aux voisinages des crêtes du
champ de FTLE. La dernière ligne ne concerne que le déplacement selon la direction
perpendiculaire aux crêtes du champ de FTLE.
Déplacement moyen selon x selon y
Global 0.26471 δx 0.037816 % 0.40151 δy 0.11472 %
Voisinage 0.1874 δx 0.0265 % 0.2180 δy 0.0623 %
Direction perpendiculaire 0.0558 δx 0.0080 % 0.0995 δy 0.0284 %
2.5.2.4 Conclusions sur les erreurs induites par la méthode
Ceci montre que l'intégration temporelle par une méthode d'Euler est suﬃsante pour
le calcul des structures cohérentes lagrangiennes. Les erreurs ne sont ampliﬁées, i.e. des
trajectoires initialement proches divergent, précisément à l'endroit où l'on trouve des
LCS. Comme, en pratique, la méthode pour l'identiﬁcation des LCS repose sur le calcul
de la divergence matérielle, ces erreurs n'impactent pas le résultat.
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(a) (b) (c)
Figure 2.18  (a) Quelques trajectoires, dans un écoulement mélangeant, calculées sur une
grille non-régulière, par transformations conformes (en rouge) et sur une grille régulière
(en noir). (b) : champs de FTLE, calculé pour un champ de vitesse associé à une grille
régulière. (c) champs de FTLE, calculé pour un champ de vitesse associé à une grille
non-régulière (présentée ﬁgure 2.10(a)).
2.5.3 Qualiﬁcation des Déformations Conformes
La méthode est illustrée ﬁgure 2.18, sur l'écoulement double-gyre. Le maillage utilisé,
non-régulier, est celui de la ﬁgure 2.10(a). Le maillage se raﬃne aux parois, et est plus
grossier au centre.
Quelques trajectoires, prises initialement proches, sont représentées ﬁgure 2.18(a).
Les diﬀérences sont principalement dus aux conditions initiales légèrement diﬀérentes
lorsque les grilles régulières et non-régulières ne coïncident pas. Bien que passant dans
des zones mélangeantes, les trajectoires ne divergent que très peu.
Le calcul du champ de FTLE donne des résultats très similaires, lorsque réalisé sur
une grille conforme ou non-conforme. Les crêtes du champ de exposants de Lyapunov à
temps ﬁni sont bien positionnées aux mêmes endroits. Des diﬀérences peuvent néanmoins
être notées. Sur la ﬁgure 2.18(b), le champ représenté est issu de l'algorithme de référence,
et, ﬁgure 2.18(c) le champ est calculé en utilisant les transformations conformes. Les dif-
férences correspondent aux endroits où la résolution est spatialement diﬀérente, due au
maillage. La topologie déﬁnie par les structures lagrangiennes est bien captée. Comme
on pouvait s'y attendre, les LCS sont plus précises, ﬁgure 2.18(c), près des parois, pré-
cisément où la grille est plus raﬃnée dans le cas non-régulier. Néanmoins, les LCS sont
plus grossières au centre de l'écoulement, conséquence attendue avec une grille spatiale
moins raﬃnée au centre.
2.5.4 Accélération
Les gains et temps de calculs sont présentés tableaux 2.2 et 2.3, pour un champ
de données 2D de tailles pnx, ny, ntq  p1024, 512, 400q, en comparaison avec l'algo-
rithme "standard" de Brunton & Rowley [18] (l'algorithme fourni [105] par le groupe
Nonlinear Dynamical Systems Group étant déjà 60 fois moins performant [18]). Les
gains maximaux sont atteints dès que le nombre de points de la grille spatiale (en
pratiquenD  nx  ny) est supérieur à la profondeur des pipelines du processeur. Cette
profondeur, fournie par les constructeurs, est de l'ordre de la dizaine par c÷ur. Les cal-
culs ont été réalisés sur un processeur intel i7 extrem edition, comportant 8 c÷urs.
L'implémentation sur des machines ayant plus de c÷urs est triviale. Le gain de 90 pour
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l'interpolation résulte de l'utilisation d'une carte graphique dédiée pour portable, la
carte nVidia Quadro FX 1800M. Sur une carte plus performante (type nVidia TESLA),
un gain supplémentaire d'un ordre de grandeur, au minimum, est attendu. Le calcul
est, en moyenne, accéléré par un facteur 250 à 1000, en comparant avec l'algorithme
de Brunton & Rowley. La rapidité induite par cet algorithme permet d'envisager de ne
pas stocker les ﬂots élémentaires sur le disque, ce qui reste l'inconvénient principal de
l'algorithme de Brunton & Rowley.
Méthode standard Vectorisation Parallélisation GPU Interpolation
Calcul des ﬂots 1 350 1 1
Calcul des FTLEs 1 1 6.3 90
Tableau 2.2  Gains des diﬀérentes implémentations, la méthode de Brunton & Rowley
servant de référence.
Méthode standard Vectorisation Parallélisation GPU Interpolation
Calcul des ﬂots 1 0.003 0.003 0.003
Calcul des FTLEs 1 1 0.16 0.002
Temps total 1 0.51 0.17 0.0025
Tableau 2.3  Temps résultants suivant les diﬀérentes implémentations, la méthode de
Brunton & Rowley servant de référence.
Chapitre 3
Applications à un écoulement de
cavité ouverte
L'écoulement de cavité ouverte est une conﬁguration académique présentant un fort
intérêt théorique et un spectre d'applications relativement large. L'étude de cette conﬁg-
uration intéresse de nombreuses industries, e.g. les industries automobile et ferroviaire,
l'aéronautique civile et militaire, etc. Une géométrie de type cavité ouverte se retrouve
en pratique dans de nombreux cas, e.g. les ouvertures des trains d'atterrissage des avions
civils, les soutes d'armement des avions militaires, l'écart entre les rames d'un train ou
la césure des TGV pour ne citer que quelques exemples.
Figure 3.1  Visualisation de l'écoulement de cavité, par de la fumée de spectacle, dans
un plan vertical px, yq. Le proﬁl de Blasius de la couche laminaire en amont de la cavité
est représenté en vert. D'après Basley [6]
La simplicité de la géométrie de l'écoulement de cavité n'empêche pas le développe-
ment d'une dynamique particulièrement complexe, illustrée sur la ﬁgure 3.1. Plusieurs
phénomènes sont simultanément à l'÷uvre, par exemple, l'impact de tourbillons sur la
marche aval (potentiellement générateur de bruits et de fatigue des matériaux), l'injec-
tion de vorticité dans la cavité, et le couplage visible entre la recirculation interne et
68
CHAPITRE 3. APPLICATIONS À UN ÉCOULEMENT DE CAVITÉ 69
la couche cisaillée. L'écoulement de cavité ouverte, au travers de l'exploration de son
auto-organisation et de ses instabilités, est ainsi un terrain propice à l'application des
méthodes proposées et présentées dans ce travail.
3.1 Une introduction aux propriétés de l'écoulement de cav-
ité
La caractéristique première de l'écoulement de cavité est la couche de mélange, issue
du décollement de l'écoulement après le passage de la marche descendante. En amont
de la cavité, la couche limite de paroi adopte un proﬁl proche d'un proﬁl de Blasius.
Ce proﬁl diﬀuse une fois le coin amont franchi (voir ﬁgure 3.2). Le point d'inﬂexion du
nouveau proﬁl de vitesse assure, d'après le critère de Rayleigh, que la couche de mélange
puisse devenir instable vis-à-vis des modes de Kelvin-Helmholtz.
Le cas échéant, les modes de Kelvin-Helmholtz se développent dans la couche cisaillée.
Les oscillations résultantes, visibles sur la ﬁgure 3.1, impactent le coin aval et sont ainsi
réﬂéchies sous forme d'ondes de pression, jusqu'au coin amont. En régime incompressible,
la rétro-action est instantanée. Celle-ci agit comme une nouvelle perturbation, ampliﬁée
en aval par la couche cisaillée. Ce mécanisme d'oscillations auto-entretenues, décrit par











Figure 3.2  Schéma de l'écoulement de cavité et des principaux phénomènes dynamiques,
d'après Basley [6]
La boucle de rétro-action sélectionne un nombre ﬁni de fréquences dans le spectre
des modes instables de Kelvin-Helmholtz. Les fréquences sélectionnées dépendent di-
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rectement de la géométrie de la cavité [150]. Une perturbation produite au coin amont
met un temps L{Ukh pour atteindre le bord aval. Les ondes de pression remontent ensuite
jusqu'au coin amont en un temps L{c, non négligeable dans un écoulement compressible.







, n P N , (3.1)
où c est la vitesse du son dans le milieu et Ukh la vitesse de convection des instabilités
de Kelvin-Helmholtz. En première approximation, la vitesse des ondes dans la couche de
mélange est égale à la moitié de la vitesse d'entrée U0 :
Ukh{U0  0.5. (3.2)





, n P N , (3.3)
globalement vériﬁée experimentalement, voir la ﬁgure 3.3.
(a) (b)
Figure 3.3  Vériﬁcation expérimentale de la distribution des fréquences. (a) : Ajuste-
ment des fréquences principales sur la relation 3.1, en fonction de la géométrie, d'après
Rockell [144]. (b) : Spectres de puissances pour diﬀérentes conﬁgurations, décalés de
20 dB par soucis de visibilité, d'après Basley [6].
Si, dans l'écoulement de cavité, le régime d'oscillations auto-entretenues est générale-
ment associé à un seul mode de Kelvin-Helmholtz (et ses harmoniques), certaines conﬁg-
urations présentent un spectre organisé autour de deux fréquences [136, 116, 56]. Deux
modes d'oscillations peuvent être sélectionnés, et statistiquement coexister dans le spec-
tre. Les modes n'existent néanmoins pas simultanément dans l'écoulement [116]. La
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(a)
(b)
Figure 3.5  Comparaison de l'hélicité du régime permanent issu de simulation numérique
directe (a) et de la visualisation par fumée (b). D'après Faure et al. [45].
transition entre les régimes d'oscillation n'est pas un phénomène périodique, mais erra-
tique. Le spectrogramme de la ﬁgure 3.4, réalisé sur des données issues de vélocimétrie
laser dans une conﬁguration présentant une compétition de modes, illustre le caractère
imprévisible de la transition, et l'exclusion mutuelle d'un mode par l'autre.
Figure 3.4  Spectrogramme réalisé sur les données issues de mesures par vélocimétrie
laser. La couleur code la densité spectrale de la puissance. Les modes à nombre de
Strouhal 1 et 1.4 sont alternativement énergétiques.
Les caractéristiques de l'écoulement interne sont également associées à une dynamique
complexe. Les observations expérimentales (e.g. les travaux de Basley [6]) montrent que
la recirculation interne est modulée transversalement. L'instabilité responsable de cette
ondulation est d'origine centrifuge. Lorsque cette instabilité se développe et sature, le
résultat est une collection de tourbillons dans la direction transverse, souvent appelés
dans la littérature tourbillons de Taylor Goertler, voir par exemple la ﬁgure 3.5. Les
tourbillons dérivent vers les bords latéraux de la cavité. Basley [6] a montré que cette
dérive est le résultat d'une somme d'ondes progressives, localisées en espace. Ces ondes
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sont associées à des nombres de Strouhal inférieurs à 0.05.
3.2 Conﬁgurations étudiées
3.2.1 Données expérimentales
3.2.1.1 Présentation du dispositif expérimental
Les données expérimentales utilisées dans les études présentées par la suite provien-
nent de campagnes expérimentales menées au Laboratoire d'Informatique pour la Mé-
canique et les Sciences de l'Ingénieur, par J. Basley, T. Faure, F. Lusseyran & L. Pastur.
Plus d'informations peuvent être trouvées dans [6] ou [7].
L'écoulement est créé par un ventilateur centrifuge placé en amont d'une chambre
de tranquillisation (voir ﬁgure 3.6). Les particules pour la vélocimétrie sont introduites
en entrée du ventilateur. Après la chambre, un conduit axial, suivi d'un nid d'abeille
relaminarise l'écoulement. La veine se prolonge par un convergent puis la veine d'essais.
Une plaque plane, avec un bord d'attaque elliptique permettant le développement d'une
couche limite laminaire, est disposée en amont de la cavité. La longueur de la plaque est
A  300 mm. La veine d'essais est entièrement réalisée en verre antireﬂet. La hauteur
de la cavité vaut H  50 mm. Son envergure S  300 mm est ﬁxée par les parois
latérales de la souerie, comme illustré ﬁgure 3.7. Principalement, trois nombres sans
dimensions caractérisent l'écoulement : le nombre de Reynolds ReL  U0L{ν, , le rapport
d'envergure F  S{H  6, et le rapport de forme de la cavité R  L{H. Ce dernier
rapport peut être changé en déplaçant les parties en verre qui constituent la paroi aval de
la cavité et la plaque aval, de longueur B  370 mm. À la sortie de la veine, l'écoulement
est évacué dans la salle d'expérience. Le nombre de Reynolds ReL est déterminé sur la
longueur de la cavité L et la vitesse extérieure à la couche limite amont U0. L'origine du
système de coordonnées est placée au bord amont de la cavité à mi-envergure, l'axe des
abscisses x est déﬁni par la direction de l'écoulement, l'axe des ordonnées y est normal




Chambre de tranquilisation Convergent
Bord d'attaque de la plaque
Section d'essai
Figure 3.6  Schéma du dispositif expérimental.
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A  300mm L B  370mm
H  50mm




Figure 3.7  Dimensions de la section d'essai, et coordonnées.
3.2.1.2 Cas sans intermittence
Le ratio géométrique de la cavité, pour cette conﬁguration, est L{H  1.5. La vitesse
d'entrée (x  0) est U0  1.77 m/s, ce qui correspond à un nombre de Reynolds, calculé
sur la longueur L, de ReL  8800.
Le spectre, représenté ﬁgure 3.8, se structure autour d'une fréquence principale as-
sociée à un nombre de Strouhal proche de 1.
Le jeu de données contient N  5242 réalisations de la vitesse dans le plan px, yq,
présenté précédemment. La fréquence d'échantillonnage est de 250 Hz (∆t  4.103 s).
Le jeu de données ﬁltrées contient npfilt  7018 points, le jeu complet nptot  385600.













Figure 3.8  Spectre de puissance, issu de données acquises par vélocimétrie laser, pour
la géométrie de cavité R  1.5.
3.2.1.3 Cas avec intermittence
Le ratio géométrique de la cavité, pour cette conﬁguration, est L{H  2. La vitesse
d'entrée (x  0) est U0  1.89 m/s, ce qui correspond à un nombre de Reynolds, calculé
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sur la longueur L, de ReL  12670.
Cette conﬁguration est associée à un régime intermittent, i.e. deux modes distincts
sont en compétition dans l'écoulement et structurent, successivement, la couche cisaillée.
Par conséquent, le spectre, illustré ﬁgure 3.9, est construit autour de deux fréquences
principales associées aux nombres de Strouhal respectivement 1, et 1.4.
Le jeu de données contientN  4096 réalisations de la vitesse mesurée par vélocimétrie
par image de particules (PIV) dans le plan px, yq, présenté précédemment. La fréquence
d'échantillonnage est de 250 Hz (∆t  4.103 s). L'ensemble de données ﬁltrées contient
npfilt  9192 points, le jeu complet nptot  490400.












Figure 3.9  Spectre de puissance, issu de données acquises par vélocimétrie laser, pour
la géométrie de cavité R  2.
3.2.2 Données numériques
Le ratio géométrique de la cavité, pour cette conﬁguration, est L{H  2. La vitesse
débitante est U0  1.2 m/s, ce qui correspond à un nombre de Reynolds, calculé sur la
longueur L, de ReL  8040.
Le spectre, représenté ﬁgure 3.8, est construit autour d'une fréquence principale as-
sociée à un nombre de Strouhal proche de 1.
Le jeu de données contient N  4096 réalisations de la vitesse, obtenues par sim-
ulation numérique directe 3D des équations de Navier-Stokes. La fréquence d'échan-
tillonnage est de 40 Hz (∆t  2.5.102 s). L'espace est discrétisé en pnx, ny, nzq 
p259, 128, 192q points de maille. L'ensemble de données contient donc np  nxnynz3
soit np  2.107 points.
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Figure 3.10  Spectre de de Fourier, moyenné en espace, issu de données acquises par
simulation numérique, pour la géométrie de cavité R  2.
3.3 Qualiﬁcation de la DMD Non-Uniforme sur l'écoule-
ment de cavité
Après avoir validé la NU-DMD sur un écoulement synthétique en section 1.6.2, la
NU-DMD est appliquée aux champs de vitesse de l'écoulement de cavité dans le régime
présenté section 3.2.1.3. Une comparaison des fréquences identiﬁées par la DMD et la
NU-DMD est présentée dans le tableau 3.1. Comme précédemment, l'algorithme DMD
utilise les N˜ premiers vecteurs de la base de données, quand la DMD non-uniforme utilise
N˜ vecteurs pris au hasard dans la base de données (comportant N  4096 champs).
Tableau 3.1  Nombre de Strouhal associé à la fréquence dominante identiﬁée en fonction
de N˜ , le nombre de champs utilisé.
N˜ 12 28 38 65 90 200 500 1000
DMD 0.80 1.01 0.99 1.02 1.05 1.04 1.02 1.02
NU-DMD 1.02 1.02 1.02 1.02 1.02 1.02 1.02 1.02
Avec moins de N˜  500 champs, des ﬂuctuations sur la fréquence identiﬁée par
DMD persistent, contrairement à la NU-DMD qui identiﬁe parfaitement la fréquence
dominante. Dans le cas étudié, seulement N˜  12 champs utilisés suﬃsent à identiﬁer
avec précision la fréquence (St  1.02). Les modes dynamiques obtenus par NU-DMD
sont présentés ﬁgure 3.11. On retrouve des structures spatiales comparables à celles
obtenues par la DMD standard. Quand la quantité d'information (N˜) est faible, la qualité
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(a) (b)
(c) (d)
Figure 3.11  (a)-(c) : Modes obtenus par NU-DMD, pour N  t12, 65, 500u. (d) DMD
Mode obtenu pour N  500
du mode se dégrade. Néanmoins, les structures principales restent nettement visibles,
dès N˜  12. Les structures tourbillonaires de la couche cisaillée sont bien capturées, y
compris la longueur d'onde (voir tableau 3.2) ainsi que l'injection de vorticité dans la
cavité.
Tableau 3.2  Longueur d'onde du premier mode de couche cisaillée, en fonction de N˜ ,
le nombre de champs utilisé.
Méthode NU-DMD N˜  12 NU-DMD N˜  65 NU-DMD N˜  500 DMD N˜  500
λ1{L 0.50 0. 50 0.49 0.49
La bonne convergence de la méthode dépend néanmoins du nombre de fréquences
pertinentes de l'écoulement. Pour un grand nombre de fréquences dynamiquement im-
portantes, la surface de réponse du problème de la minimisation (provenant du résidu
de l'équation (1.79)) peut être extrêmement bosselée, comme le montre l'exemple de
la ﬁgure 3.12(a). La convergence des algorithmes de minimisation est rendue délicate.
L'expert doit alors prendre comme point de départ des conditions initiales proches des
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(a) (b)
Figure 3.12  Surface de réponse du problème de minimisation (c'est-à-dire le résidu,
cf. équation (1.79), en fonction des fréquences) pour l'écoulement de cavité lorsque (a) :
deux fréquences varient. (b) : deux fréquences varient et sept sont ﬁxées.
fréquences attendues. Rechercher un plus grand nombre de modes (voir la ﬁgure 3.12(b),
où sept fréquences supplémentaires sont ﬁxées) permet également de lisser la surface de
réponse.
En conclusion, lorsque l'acquisition de champs de données ne peut être uniforme dans
le temps, la DMD Non-Uniforme peut permettre d'identiﬁer les structures dominantes de
l'écoulement, quand la décomposition en modes dynamiques ou une analyse de Fourier,
échouerait. Seules quelques réalisations de l'observable semblent nécessaires pour que les
structures émergent avec cette technique.
3.4 Qualiﬁcation de l'éco-DMD
3.4.1 Identiﬁcation modale
L'éco-DMD repose sur la bonne précision de l'estimation d'une matrice de Vander-
monde, i.e. sur la qualité du spectre identiﬁé ou des valeurs propres calculées. L'évolution
du spectre en fonction du nombre de points conservés est présentée sur la ﬁgure 3.13.
Comme attendu pour une méthode dérivée de l'algorithme DMD, même avec un petit
nombre de points, le spectre est précisément identiﬁé. Le bruit ne devient problématique
que lorsque le nombre de points n˜p conservés est proche du nombre de réalisations N˜ .
La convergence en fréquence, en fonction du nombre de points conservés n˜p et pour
les deux fréquences principales du spectre, est présenté en ﬁgure 3.14. Même pour les plus
petits ratios n˜p{np, l'erreur relative est d'environ 1% sur la fréquence identiﬁée par une
DMD standard, ce qui correspond à une imprécision sur l'identiﬁcation du nombre de
Strouhal d'environ 0.005. Cette précision est meilleure que les fréquences identiﬁées par
analyse de Fourier : le pas minimum en fréquence (liée à l'échantillonnage des données)
est, dans le cas présenté, supérieure à 0.01 en Strouhal.
L'identiﬁcation est maintenant faite en conservant environ dix pour cent du nombre
de points initiaux (n˜p  1000) contenus dans une mesure du champ de vitesse. Dès que
le spectre est bien identiﬁé, l'identiﬁcation du mode spatial est elle-même de bonne qual-
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Figure 3.13  Spectres en fonction du nombre d'observables conservées. Les observables
conservées sont choisies aléatoirement.
(a) (b)
Figure 3.14  Convergence des fréquences principales des modes de couche cisaillée, en
fonction du nombre de points n˜p. (a) : pour le nombre de Strouhal St1  1.02. (b) : pour
le nombre de Strouhal St2  1.38.
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(a) (b)
(c) (d)
Figure 3.15  Modes de couche cisaillé identiﬁés. Le fond représente le champ de vorticité.
Colonne de gauche : analyse DMD. Colonne de droite : analyse éco-DMD.
ité. Dans la ﬁgure 3.15, les deux modes de couches cisaillées sont précisément identiﬁés.
L'imprécision dans l'identiﬁcation des structures cohérentes repose sur une identiﬁcation
incorrecte des fréquences. Une exploration paramétrique de l'erreur due à l'identiﬁcation
des fréquences est présentée en ﬁgure 3.16. Une fréquence caractéristique est choisie 
dans cette étude, celle associée au premier mode de couche cisaillée. Sa valeur propre
associée est modiﬁée, à ﬁn de comparaison, avant la construction de la matrice de Van-
dermonde V . Les modes spatiaux M sont ensuite calculés par l'inversion de la matrice
V : M  KN1 V   (voir l'équation (1.80) de la section 1.4.3). La diﬀérence de norme
L2 du mode associé à la fréquence modiﬁée par rapport à celle du mode orignal croît
linéairement avec l'erreur en fréquence. La pente associée à cette dérive est de l'ordre
de 5.102.
3.5 Qualiﬁcation de l'observabilité sur un écoulement
Dans le cas de l'éco-DMD ou de la NU-DMD présentées précédemment, on peut sup-
poser que sélectionner des points u˜ (construisant ainsi une observable décimée, parmi
l'observable u) peu pertinents au sens de la dynamique amènera une identiﬁcation in-
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Figure 3.16  Erreur relative (au sens de la norme L2) sur un mode en fonction de l'erreur
relative en fréquence.
correcte des fréquences. A titre d'exemple, les fréquences de la couche cisaillée sont très
faiblement énergétiques au fond de la cavité [6]. Si les points considérés sont tous au fond
de la cavité, les analyses ne pourront pas estimer correctement les fréquences de couche
cisaillée. L'identiﬁcation de points ayant de bonnes propriétés d'observabilité est donc
fondamentale, et la méthode présentée section 1.5 tente d'y apporter une réponse.
3.5.1 Comparaison avec une autre méthode empirique
Une autre méthode, la Singular Value Decomposition Observability (SVDO), pour
quantiﬁer les qualités d'observabilité d'une observable et ne nécessitant pas les équations
du système dynamique, a été proposée par Aguirre et Letellier [1], cf. section 1.5.
On compare, ﬁgure 3.17, les deux méthodes sur l'écoulement de cavité dans le régime
intermittent (voir la section 3.2.1.3 pour une présentation de ce cas).
Comme attendu, l'information est principalement présente dans la couche cisaillée et
le long de la paroi aval. Les fréquences de la couche cisaillée sont d'amplitude faible au
fond de la cavité, ce que révèle les deux méthodes (cf. ﬁgure 3.17(b)).
On note l'accord pour la détection des zones ayant de bonnes propriétés d'observ-
abilité entre la SVDO et la DMDO, cf. ﬁgure 3.17. Les zones principales sont communes,
notamment les régions où l'observabilité est bonne, e.g. l'injection près du mur aval, le
















zones correspondant à de mauvaises propriétés d'observabilité sont également communes,








La ﬁgure 3.18 présente les points inﬂuents sur la dynamique pour deux points du
champ. C'est une carte de connexité spatiale. La ﬁgure 3.18(a) présente le point x1
situé en px{L, y{Lq  p1, 0q, possédant de bonnes propriétés d'observabilité. Au con-
traire, la ﬁgure 3.18(b) présente la connexité spatiale du point x2 situé en px{L, y{Lq 
p0.15,0.15q, dont les propriétés d'observabilité, au sens de la DMDO, sont médiocres.
Par déﬁnition, la connexité spatiale du premier point est largement plus importante que
celle du second point. Le choix d'observable peut ainsi être encore amélioré en considérant
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(a) (b)
Figure 3.17  Carte de la qualité d'observabilité des points. La couleur indique la qualité
d'observabilité du point considéré, du noir pour des propriétés maximales au blanc pour
les propriétés minimales. (a) : DMD-Observabilité. (b) : SVD-Observabilité.
cette connexité spatiale. Un point ayant une qualité d'observabilité σα proche de celle du
point x1 aura vraisemblablement une connexité spatiale similaire, i.e. n'apportera que
peu d'information supplémentaire. Choisir des points ayant une qualité σα importante
et une connexité spatiale complémentaire permettrait une dégradation optimale du jeu
de données.
(a) (b)
Figure 3.18  Carte de la connexité spatiale pour diﬀérents points du champ. (a) :
placé en px{L, y{Lq  p1, 0q, avec de bonnes propriétés d'observabilité. (b) : placé en
px{L, y{Lq  p0.15,0.15q, avec de médiocres propriétés d'observabilité. La couleur bleue
indique un point dont l'importance est négligeable dans la dynamique de l'observable, le
blanc un point dont une des composantes de la vitesse est importante dans la dynamique
de l'observable. Enﬁn, la couleur rouge indique un point dont les deux composantes du
vecteur vitesse sont des composantes importantes pour la dynamique de l'observable.
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3.5.2 Estimation économique de la DMD-Observabilité
Dans le cas de grand jeu de données, ce qui est l'objet de l'éco-DMD, l'estimation
de l'opérateur d'évolution A est hors de portée. Dans ce cas, la DMD ne peut pas être
calculée au préalable pour l'estimation des qualités d'observabilité des points. Néanmoins,
il est possible de vériﬁer a posteriori si les observables présélectionnées ont de bonnes
qualités. Il est peu coûteux de contrôler la DMD-O des points choisis. Changer, en itérant
ce processus, les points ayant les moins bonnes σα par de nouveaux, améliore la qualité
de l'identiﬁcation des fréquences. comme on peut le constater sur la ﬁgure 3.19(b).
(a) (b)
Figure 3.19  (a) : Spectre en fonction de la qualité DMDO minimal des points con-









p0.06, 0.07q. Les hautes et basses fréquences ne sont bien captées que pour des valeurs
élévées du critère DMDO. (b) : Spectres extraits d'une éco-DMD, en bleu pour des ob-
servables ayant un critère DMDO important, et en rouge ayant un critère DMDO faible.
La courbe noire est le spectre DMD réalisé sur la totalité des observables.
Une itération sur le choix des n˜p  550 points retenus a été réalisée, dans un cas pour
améliorer la détection des fréquences (spectre bleu), dans l'autre cas pour dégrader cette
estimation (spectre rouge). La décimation spatiale est très importante, avec seulement
n˜p  550 observables conservées (avec n˜p{np  0.06). Le spectre rouge ne capte aucune
des propriétés spectrales du jeu de données, tandis que le spectre bleu correspond bien
au spectre noir (à l'exception d'une basse-fréquence sur-énergétique) issu d'une analyse
DMD réalisée sur l'ensemble des points.
3.6 Décompositions modales sur un écoulement expérimen-
tal de cavité ouverte
Dans cette partie, nous comparons les résultats obtenus par deux décompositions
modales, la décomposition en modes dynamiques et la décomposition orthogonale aux
valeurs propres, sur un écoulement en régime intermittent. La pertinence des modes
calculés sur des champs 2D est ensuite discutée par rapport à la structure réelle 3D de
l'écoulement.
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Figure 3.20  Spectre des valeurs singulières obtenues par décomposition orthogonale
aux valeurs propressur les champs de vitesses de l'écoulement de cavité. L'amplitude est
normalisée par la somme de toutes les valeurs singulières.
3.6.1 POD sur le jeu de données
La décomposition POD, présentée dans la section 1.1.1, a été réalisée sur le jeu de
données présenté en section 3.2.1.3. Le spectre des valeurs singulières de la POD est
présenté sur la ﬁgure 3.20. Les cinq premiers modes POD du spectre, dont les structures
spatiales (topos) sont représentés en ﬁgure 3.21, collectent 42% de l'énergie totale. Le
champ de vecteurs représente le champ de vitesse, tandis que le fond coloré représente
le champ de vorticité. Le premier mode, ﬁgure 3.21(a), le plus énergétique au sens de
la norme L2, est très proche du champ moyen. Cependant, des petites oscillations du
chronos associé (autour de la valeur moyenne 0.03, cf. ﬁgure 3.21(c)) montre que ce mode
n'est pas exactement le mode moyen. Cette diﬀérence est une conséquence de l'orthog-
onalité des modes imposée par l'analyse POD. Comme attendu par des considérations
énergétiques, les deuxième et troisième modes (ﬁgures 3.21(d) et 3.21(g)) exhibent des
structures advectées dans la couche cisaillée. Les quatrième et cinquième modes (ﬁg-
ures 3.21(j) et 3.21(m)) sont des structures de l'écoulement intracavitaire, et correspon-
dent eﬀectivement dans les chronos associés à une dynamique de basses fréquences, cf.
ﬁgures 3.21(k) et 3.21(n).
La POD n'identiﬁe qu'une structure principale de la couche cisaillée, à travers les
topos ψ2 et ψ3. Elle n'est donc pas capable de séparer les deux longueurs d'onde,
présentes majoritairement dans la couche de mélange, comme le montre le spectro-
gramme de l'écoulement (cf. ﬁgure 3.22, provenant d'une analyse de Fourier glissante sur
le chronos 2). Une analyse de Fourier des chronos associés aux modes POD de couche
cisaillée (ﬁgure 3.21(e)) montre que les deux fréquences sont bien présentes dans le spec-
tre. L'intermittence y est néanmoins présente, cf. le spectrogramme 3.22. Elles ne sont
en revanche pas distribuées sur des couples distincts de topos. La POD agit en pratique
comme un ﬁltre, rejetant les basses fréquences du spectre des chronos α2 et α3. C'est en
accord avec l'absence, dans les topos 2 et 3, de structures intracavitaires.






Figure 3.21  De la première à la dernière ligne : modes POD no un à cinq. Colonne de
gauche : topos. Le fond coloré représente le champ de vorticité. Colonne centrale : spectre
de Fourier des POD chronos. Colonne de droite : chronos.
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Figure 3.22  Spectrogramme du chronos 2 . Il a été réalisé en faisant une FFT glissante
(pas : 0.04s. Largeur : 2s). L'abscisse est normalisée par rapport à la fréquence du premier
mode de couche cisaillée (Strouhal St1  1.02, correspondant à la fréquence de f1 
19.6 Hz).
Le développement des instabilités de la couche cisaillée des topos (e.g. ﬁgure 3.21(d))
peut être caractérisée en ajustant les valeurs de vitesse, vpx, y0q, à une hauteur y  y0
ﬁxée, par le proﬁl suivant :








où λ représente la longueur d'onde de la structure, σ le taux de croissance spatiale,
ζ la phase initiale et les vi sont des facteurs de renormalisation. L'identiﬁcation des
paramètres est plus robuste en considérant la composante de vitesse selon la direction
ey.
Diﬀérentes altitudes ont été considérées pour l'ajustement du proﬁl de l'équation (3.4),
représenté sur la ﬁgure 3.23. La longueur d'onde calculée est λ{L  0.43  0.03 pour
tout à la fois les deuxième et troisième topos. Nous verrons en section 3.6.2 que cette
longueur d'onde et donc les topos associés , n'est en réalité pas physique. On montr-
era que cette longueur d'onde est la moyenne pondérée des longueurs d'onde de chaque
mode de couche cisaillée existant durant le régime intermittent. C'est un comportement
attendu, la POD détectant des évènements corrélés dans les réalisations du champ. Or,
les oscillations de la couche cisaillée sont, quelque soit leur fréquence, spatialement très
corrélées. Il n'est donc pas surprenant que la POD ne puisse les discerner.
La POD est néanmoins une décomposition exacte, i.e. la reconstruction d'une ob-
servable quelconque provenant du jeu de données doit être exacte. Comment la longueur
d'onde du mode dominant s'ajuste-t'elle en fonction du temps à la fréquence instantanée
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(a) (b)
Figure 3.23  Détermination des longueurs d'onde des structures tourbillonnaires de la
couche cisaillée. (a) : composante y de la vitesse du second topos. Les lignes extraites
pour le calcul de longueur d'onde sont identiﬁées par leurs couleurs. (b) Un ajustement
est réalisé entre le modèle (ligne pleine) et les données (croix), pour calculer la longueur
d'onde des structures. Les couleurs renvoient aux lignes choisies sur la ﬁgure (a).
des oscillations de la couche cisaillée ? Pour y répondre, considérons un champ de vitesse
uROM reconstruit à partir des modes 2 à 12 :
uROM pr, tiq 
12¸
k2
αk ptiqΦk prq . (3.5)
Le premier mode est omis, aﬁn de faciliter le calcul de la longueur d'onde, dans la couche
cisaillée, des structures du champ uROM . Cette longueur d'onde, pour des temps corre-
spondant à des plages où une seule fréquence est présente, varie signiﬁcativement. Par
exemple, à t1  0.5 s la fréquence d'oscillation présente dans la couche cisaillée corre-
spond à un Strouhal de 1.02. La longueur d'onde calculée est alors λ{L  0.50. Pour un
autre temps t2  4 s, tel que la fréquence d'oscillation de la couche cisaillée corresponde
à un Strouhal de 1.38, la longueur d'onde identiﬁée devient λ{L  0.39. Les topos des
modes secondaires (les modes spatiaux POD 8 à 12, ﬁgures 3.24(a) à 3.24(m)) permet-
tent donc l'adaptation des modes principaux à la longueur d'onde de l'écoulement. En
suivant les mécanismes proposés par Basley [6], ils se doivent de posséder des structures
couplant des tourbillons de la couche cisaillée avec des structures de l'écoulement intra-
cavitaire. Cette hypothèse est bien vériﬁée dans les représentations des modes 3.24(a)
à 3.24(m). Les spectres de chronos associés exhibent évidemment les deux fréquences
caractéristiques des oscillations de la couche cisaillée, nécessaires pour cette interaction,
ainsi qu'un large spectre de basses fréquences. On peut donc intuiter que les modes POD
8 à 12 jouent un rôle prépondérant dans l'adaptation de la longueur d'onde des structures
de couche cisaillée, comme proposé par Basley [6].
Ces modes sont aussi sans doute liés aux évènements "extrêmes" qui se produisent
épisodiquement dans la couche cisaillée. De tels évènements sont représentés en ﬁg-
ure 3.25, avec un exemple lors de l'impact d'un tourbillon respectivement d'amplitude
forte (ﬁgure 3.25(b)) et faible (ﬁgure 3.25(c)). L'intensité des chronos permet de détecter






Figure 3.24  De la première à la dernière ligne : modes POD no huit à douze. Colonne
de gauche : topos. Le fond coloré représente le champ de vorticité. Colonne centrale :
spectre de Fourier des POD chronos. Colonne de droite : chronos.
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(a)
(b) (c)
Figure 3.25  (a) : Amplitude des chronos au cours du temps. Le bleu représente une
faible amplitude, tandis que le rouge représente une amplitude importante. (b) et (c) :
Champs de vitesse associés a une amplitude importante (temps t  9.26 s) et faible
(temps t  4.93 s) pour les deux cents premiers chronos. Le fond coloré représente le
champ de vorticité.
ces évènements (cf. ﬁgure 3.25(a)). L'évènement important se trouve par exemple, autour
du temps t  10 s, tandis que l'évènement faible est aux alentours du temps t  5 s. On
peut remarquer que tous les chronos dans la gamme 2 à 2000 (soit la moitié des chronos)
réagissent à ces phénomènes. L'amplitude des chronos complémentaires (correspondant
aux modes de rang supérieur à 2500) réagissent en opposition. Cette réaction peut s'ex-
pliquer par le fait que le rapport signal sur bruit est plus fort lors d'évènements intenses.
Par conséquent, les derniers modes POD, dans lesquels le bruit est rejeté, sont plus faibles
pour de tels évènements. A contrario, lors d'évènements peu intenses, le ratio signal sur
bruit diminuant, l'amplitude de ces modes augmente. Ces évènements ne semblent pas
liés à l'intermittence et aux changements de fréquence dominante (cf. ﬁgure 3.26).
La décomposition orthogonale aux valeurs propres a des limites, révélées ici dans le
cas particulier de l'intermittence. L'indication de la présence de deux fréquences dans le
spectre a poussé à la recherche de deux phénomènes distincts dans la couche cisaillée, e.g.
deux longueurs d'ondes. Cette recherche n'est pas naturelle et est quelque peu empirique.
Si elle est possible, la POD ne perdant pas d'information, il peut être utile d'utiliser
une méthode complémentaire permettant de décrire de façon pertinente les phénomènes
physiquement associées à des fréquences.
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Figure 3.26  Mise en comparaison du spectrogramme du jeu de données et de l'amplitude
des premiers chronos.
3.6.2 Analyse DMD
La décomposition en modes dynamiques est appliquée à l'écoulement de cavité en
régime intermittent déjà analysé par POD. Les valeurs propres identiﬁées sont représen-
tées, dans le plan complexe, sur la ﬁgure 3.27(a). Comme attendu pour un régime saturé,
les valeurs propres sont, pour leur majorité, situées sur le cercle unité. Les valeurs pro-
pres s'en éloignant sont des modes de bruits, évanescents. Il est à noter que ces valeurs
propres sont systématiquement associées à des modes peu énergétiques.
On retrouve en fait, sur le spectre de la ﬁgure 3.27(b), que la dynamique s'organise
autours des deux pics à haute fréquence, et de quelques basses fréquences. Les deux pics
principaux correspondent aux fréquences à St1  1.02 et St2  1.38.
Les structures spatiales associées à ces Strouhal sont présentées ﬁgure 3.28 et cor-
respondent bien aux modes de couche cisaillée. Ces structures sont des ondes advectées
dans la couche cisaillée, d'où le décalage en phase de pi{2 entre les parties imaginaires et
réelles (illustré, par exemple, ﬁgure 3.28(a) et 3.28(b), pour le premier mode de couche
cisaillée au nombre de Strouhal St1  1.02.
La même procédure que dans la section précédente 3.6.1 pour calculer la longueur
d'onde associée à chaque mode dynamique de couche cisaillée, est appliquée à ces modes
de couche de mélange. Les longueurs d'onde sont respectivement λ1{L  0.49 et λ2{L 
0.38 pour les modes dynamiques associés aux nombre de Strouhal respectivement St1
et St2. Il est maintenant possible de comparer les longueurs d'ondes identiﬁées sur les
modes DMD à celle du mode POD de couche cisaillée. Une synthèse des résultats des
longueurs d'onde des modes POD et DMD est présentée table 3.3 La conjoncture de
la partie précédente est conﬁrmée a posteriori. Les modes POD 8 à 12 permettent bien
l'adaptation de la longueur d'onde de la couche de mélange entre les deux fréquences. Ces
modes sont fortement structurés dans l'écoulement interne et dans la couche cisaillée.
Cela démontre également que le couplage entre les fréquences de la couche cisaillée se
fait via l'écoulement interne [6]. Les vitesses des ondes progressives de la couche cisaillée
sont respectivement c1{U  0.50 et c2{U  0.52, ce qui correspond aux valeurs attendues
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(a) (b)
Figure 3.27  (a) Valeurs propres DMD dans le plan complexe. Les couleurs sont pro-
portionnelles à l'amplitude du mode correspondent, au sens de la norme L2, du jaune
pour les modes les plus énergétiques vers le marron pour les moins énergétiques. (b)
Superposition du spectre de Fourier (rouge) et du spectre DMD (noir). Le spectre de
Fourier est réalisé sur le champ de vitesse, en moyennant le spectre de puissance calculé
en chaque point de la grille.
Tableau 3.3  Comparaison des fréquences et des longueurs d'ondes pour une analyse
POD et une analyse DMD
Strouhal λ{L
mode dominant POD 1.02 0.43 0.03
mode dynamique Φ1 1.02 0.49 0.03
mode dynamique Φ2 1.38 0.38 0.02
pour des instabilités de Kelvin-Helmholtz dans des couches cisaillées libres.
Il est intéressant de noter que la longueur d'onde du mode POD dominant est
λPOD{L  0.43, car les longueurs d'onde apparaissent liées par la relation : λPOD{L 
γ1λ1{L  γ2λ2{L
γ1   γ2  0.44, où γ1  1 et γ2  0.67 sont les amplitudes relatives des
fréquences f1 et f2 du spectre de puissance 3.30. En pratique, la longueur d'onde λPOD,
représentée sur la ﬁgure 3.29 est ainsi la moyenne pondérée de λ1 et λ2.
Les modes dynamiques associés aux Strouhal StL  0.097 et StL  0.33 sont présen-
tés sur les ﬁgure 3.31. Ils montrent des structures liées à l'écoulement intra-cavitaire.
Pour le mode à St  0.097, les partie réelle et imaginaire sont en opposition de phase :
il y a un battement dans l'écoulement. Cette fréquence n'est pas associée à une onde
progressive. Le mode à St  0.33, dont la fréquence correspond à la diﬀérence des
fréquences entre les deux modes principaux de couche cisaillée, est a priori issu de l'in-
teraction non-linéaire entre ces deux modes. Les structures intra-cavitaire révélées par
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(a) (b)
(c) (d)
Figure 3.28  Modes dynamiques αk correspondant aux structures de couche cisaillée. Le
fond coloré représente le champ de vorticité. La première ligne correspond au Strouhal
St  1.02, la seconde au Strouhal St  1.38. La colonne de gauche correspond aux
parties réelles des modes, celle de droite aux parties imaginaires.




Figure 3.29  Comparaison des structures de la couche cisaillée, entre les modes dy-
namiques de la couche cisaillée (ﬁgures (ac)) et le mode POD principal (ﬁgure (b)). Le
fond coloré est le champ de vorticité.
Figure 3.30  Le spectre de Fourier du mode POD est comparé au spectre de Fourier du
jeu de données moyenné sur le domaine spatial.
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le mode permettent d'identiﬁer un couplage entre les deux modes de couche cisaillée via
l'écoulement intra-cavitaire, qui va dans le sens des résultats de Basley [6].
La décomposition en modes dynamiques est eﬃcace pour naturellement capter les
modes et propriétés spectrales de l'écoulement, sans mélanger, comme pour la décompo-
sition orthogonale aux valeurs propres, les fréquences de l'écoulement. L'intermittence
peut néanmoins être captée, en faisant une DMD glissante sur les échantillons, et en
utilisant peu de réalisations pour l'algorithme, aﬁn que les jeux de données résultant
représentent ﬁdèlement l'écoulement. Le résultat, présenté ﬁgure 3.32. Il est parfaite-
ment comparable au spectrogramme issu de la POD (cf. image 3.22).
3.6.3 Organisation 3D de l'écoulement
Nous avons jusqu'ici considéré des champs de données à deux dimensions, deux com-
posantes. Des informations sur les variations de l'écoulement perpendiculaire au plan de
mesures peuvent être obtenues. L'écoulement considéré étant incompressible, la diver-
gence ∇  u doit être nulle partout dans l'écoulement. Si, dans le plan de mesure pxyq,
la divergence restreinte au plan de mesure Bxvx   Byvy n'est pas nulle, on peut alors en
déduire que Bzvz  0. Un écoulement transverse au plan existe donc.
Les modes dynamiques héritent des propriétés spatiales du champ de vitesse, comme
démontré dans la section 1.3.2. Chaque mode doit donc respecter la condition de diver-
gence nulle, en tout point. Dans le cas contraire, si la divergence n'est pas nulle dans
un mode dynamique, comme pour le champ de vitesse, cela implique que la vitesse dans
la direction transverse associée à ce mode n'est pas nulle. On peut considérer les modes
dynamiques comme la moyenne des évènements de l'écoulement se produisant à une
fréquence donnée (par analogie avec une analyse de Fourier). Ainsi Bzvz  0 traduit
l'existence statistique d'un écoulement transverse dans le champ de vitesse lui-même.
En pratique, l'utilisation de données expérimentales, bruitées, implique que la di-
vergence n'est exactement nulle en aucun point. L'intensité du bruit peut néanmoins
être quantiﬁée en identiﬁant une zone où la divergence est connue. L'écoulement dans la
couche laminaire amont DBL est bi-dimensionnel. Il ne possède pas de gradient de vitesse
transverse, la mesure de la divergence restreinte au plan DBL peut servir de calibration
pour le zéro. La valeur moyenne de la divergence dans cette zone  ∇v ¡BL α0 donne
la valeur de référence pour évaluer une valeur de la divergence à considérer comme dif-
férente de zéro. L'opérateur    ¡BL décrit ici la moyenne spatiale dans le domaine
DBL. Tout point du champ ayant une divergence signiﬁcativement plus grande que ce
seuil α0 sera donc considéré à une divergence non-nulle, et, par conséquent, qu'il existe
un écoulement transverse par ce point.




Figure 3.31  Modes dynamiquesαk associé aux petits Strouhal. Le fond coloré représente
le champ de vorticité. La première ligne correspond au Strouhal St  0.097, la deuxième
au Strouhal St  0.33, et la dernière à St  0.028. La colonne de gauche correspond aux
parties réelles des modes, celle de droite aux parties imaginaires.
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Figure 3.32  Spectrogramme du champ de données. Il a été réalisé en faisant une DMD
glissante (pas : 0.04s. Largeur : 2s). L'abscisse est normalisé par rapport à la fréquence
du premier mode de couche cisaillée (Strouhal St1  1.02, correspondant à une fréquence
de f1  19.6Hz).
Figure 3.33  Zones considérées dans l'étude de la divergence.
Les comparaisons des divergences et des seuils, pour les principaux modes dynamiques,
sont synthétisées dans le tableau 3.4.
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Tableau 3.4  Les deux premières colonnes : amplitude de la divergence dans la couche
cisaillée, SSL, et dans l'écoulement intracavitaire, SIN , normalisées par le seuil à di-
vergence nulle, α0. La dernière colonne est le ratio entre la divergence dans la couche
cisaillée sur la divergence dans l'écoulement interne. Les zones considérées sont présentées
ﬁgure 3.33.
Mode dynamique StL SSL{α0 sIN{α0 SSL{SIN
Φ5 0.028 3.4 5.7 0.6
Φ3 0.1 3.3 4.2 0.8
Φ4 0.3 3.5 3.6 1.0
Φ1 1.0 8.1 1.9 4.3
Φ2 1.4 11.9 1.7 7.1
Φ0 0 4.5 4.5 1.0
Les modes dynamiques associés aux oscillations de la couche cisaillée (voir la ﬁg-
ure 3.28) possèdent une divergence forte dans la couche cisaillée. La comparaison entre
les ﬁgures 3.31(a) et 3.34(a), révèle que le champ de divergence est intense où la vorticité
est également forte. Le champ de divergence y est typiquement plus important d'un or-
dre de grandeur que le niveau de bruit α0. Ainsi, lorsque les structures sont cohérentes,
la divergence y est non nulle. Il apparait que les structures de Kelvin-Helmholtz de la
couche cisaillée sont structurées dans la direction transverse.
Les tourbillons de la couche cisaillée, détectés par les modes dynamiques Φ1 et Φ2
sont donc non uniformes dans la direction transverse. Cependant, en faisant cette étude
sur des champs bidimensionnels, il est impossible de conclure si ces modulations sont
périodiques dans la direction transverse ou seulement localisées. Des modulations trans-
verses des ondes progressives de la couche cisaillée ont déjà été notées dans des études
expérimentales sur la cavité ouverte. Neary & Stephanoﬀ [130] ont rapporté des régimes
ayant deux fréquences dans le spectre de puissance. Ils ont associé ce second pic à des
modulations de la couche cisaillée. Basley [6] a étudié le couplage entre l'écoulement in-
terne périodiquement structuré dans la direction transverse, et les oscillation de la couche
cisaillée. Les instabilités centrifuges induites par la courbure de l'écoulement de recircu-
lation peuvent soit conduire à des structures tourbillonnaires de type Taylor-Goertler
stationnaires, de longueur d'onde transverse λ  2D, soit à des ondes progressives, selon
le choix des paramètres de contrôle [16, 6, 123]. Les structures tourbillonnaires, intra-
cavitaire, distribuées dans la direction transverse de la cavité pourraient être responsables
de la forte divergence de la vitesse de ces structures observées dans le plan vertical.
Les nombres de Strouhal associés, basés sur H, sont typiquement compris entre 0 et
0.05.
Les champs de divergence des deux modes dynamiques principaux associés aux nom-
bres de Strouhal StL  2StH  0.044 et StL  2StH  0.184 sont représentés en
ﬁgure 3.35. La divergence est non nulle partout dans l'écoulement. Un écoulement trans-
verse est présent en tout point de l'écoulement.
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(a) (b)
Figure 3.34  Divergence des modes associés aux oscillations de la couche cisaillée. (a)
St  1.02. (b) St  1.38.
(a) (b) (c)
Figure 3.35  Divergence des modes associés aux Strouhal (a) St  0. (b) St  0.044.
(c) St  0.184.
Finalement, le champ de divergence du mode Φ0 associé au nombre de Strouhal nul,
Φ0, est représenté sur la ﬁgure 3.36. Ce mode est très similaire, mais pas identique,
au champ moyen de l'ensemble considéré. Néanmoins, le mode moyen est plus lisse, ce
que l'on attend d'un champ provenant d'un ﬁltre passe-bas. La composante permanente
d'un écoulement transverse est clairement présente, comme le suggère la signiﬁcative
composante Bzvz présente dans le champ. L'écoulement moyen se structure vraisem-
blablement autour d'écoulements secondaires transverses de grande échelle. Dans le cas
présent, le nombre de structures de type Taylor-Goertler, passées à travers le plan verti-
cal sur la fenêtre d'observation, n'est peut-être pas suﬃsamment élevé pour annuler leur
contribution cumulée. Il ne peut donc pas être exclu que le champ de divergence révèle
encore la trace du passage des structures de Taylor-Goertler.
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Figure 3.37  Spectre DMD (noir) et de Fourier (rouge) des données DNS.
(a) (b)
Figure 3.36  (a) Divergence du champ moyen. (b) Divergence du mode dynamique à
Strouhal St  0.
3.6.4 Validation sur des données DNS 3D
Nous nous intéressons maintenant aux modes dynamiques 3D de l'écoulement de
cavité simulé numériquement (cf. section 3.2.2). Les modes sont déterminés à partir de
l'algorithme d'éco-DMD, présenté dans la section 1.4.3. Dans les conditions de l'expéri-
ence, un seul mode de couche cisaillée est présent, comme le conﬁrme le spectre de la
ﬁgure 3.37.
Le spectre 3.37 montre que la DMD est capable d'extraire des fréquences précises dans
les basses fréquences. Le spectre de Fourier (rouge), moyenné sur toutes les composantes
vx, vy et vz de l'observable, écrase ces composantes basses fréquences. Le mode associé
au nombre de Strouhal 1 est bien un mode de couche cisaillée (cf. ﬁgures 3.38) 1, de
longueur d'onde λ{L  0.46.
La ﬁgure 3.38, représentant des isosurfaces de la composante transverse de la vitesse,
montre que les modes de couche cisaillée sont bien structurés dans la direction transverse.
1. Par soucis de visibilité, seul un tiers de l'envergure  z{H P r2, 4s  est représenté dans les visual-
isations 3D.
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(a) (b)
Figure 3.38  Mode dynamique de couche cisaillée associé à un nombre de Strouhal de 1.
(a) Vue gauche du mode dynamique (partie réelle) de couche cisaillée. (b) Vue du dessus
du mode (partie réelle) de couche cisaillée. Les couleurs représentent des isosurfaces nulles




Figure 3.39  Champ de vorticité du mode dynamique, de couche cisaillée, associé à un
nombre de Strouhal de 1.02. (a) : plan px, yq, pour z{H  1, du mode de couche cisaillée.
(b) : plan px, zq pour y{H  0.
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(a) (b)
Figure 3.40  (a) : Vue gauche du mode dynamique (partie réelle) associé à un Strouhal
StL  2StD  0.21. (b) : Vue du dessus du mode (partie réelle). Les couleurs représentent
des isosurfaces nulles (blanc) négatives (bleu) et positives (rouge) de la composante
transverse du champ de vitesse.
Les coupes selon les plans px, yq et px, zq sont illustrées ﬁgure 3.39. La similarité avec les
modes 2D (voir par exemple la ﬁgure 3.34(a), représentant la divergence du mode DMD
à un Strouhal de 1.02) est frappante. Les zones d'injection de vorticité et les tourbillons
de la couche cisaillée semblent parfaitement en accord avec les structures révélées dans
les modes 2D issus de champs expérimentaux présentés dans les parties précédentes. La
longueur d'onde transverse, délicate à estimer, est de l'ordre λ{H  1. La décomposition
en modes dynamiques capte bien que la composante de la vitesse vz, selon l'envergure,
est quasiment d'un ordre de grandeur plus faible que les autres composantes de la vitesse
vx et vy (cf. le tableau 3.5).
Tableau 3.5  Moyennes des composantes de vitesse vx, vz le long de l'axe px{L, y{Hq 
p0.9, 0q, adimensionnées par la moyenne de vy
composante   |vx| ¡ {   |vy| ¡   |vz| ¡ {   |vy| ¡
valeur moyenne 0.63 0.16 0.19 0.10
Le principal mode basse fréquence, associé à un Strouhal StL  2StD  0.215, est
un mode d'écoulement intra-cavitaire, comme on peut le voir ﬁgures 3.40. Il est très
fortement 3D, et arbore des structures à la fois dans la cavité et dans la couche cisaillée.
Les coupes selon les plans px, yq et px, zq sont illustrés ﬁgure 3.41.
Le mode très basse fréquence, associé à un nombre de Strouhal StL  2StD  0.045,
semble être une modulation du champ moyen. Les coupes selon les plans px, yq et px, zq
sont illustrées ﬁgure 3.43. On peut noter la similitude avec le champ de divergence du
mode moyen expérimental (cf. ﬁgures 3.36(b) et 3.35(b)).
Bilan de l'analyse modale sur l'écoulement de cavité
La section précédente a permis, au travers de l'analyse modale de champs de vitesses
expérimentaux et numériques issus de l'écoulement de cavité, de mieux appréhender la
structure 3D de cet écoulement. Particulièrement, l'analyse de champs bi-dimensionnels
permet l'identiﬁcation d'une partie des phénomènes 3D survenant dans l'écoulement. Des
interactions entre l'écoulement interne et les oscillations de la couche cisaillée résultent
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(a)
(b)
Figure 3.41  Champ de vorticité du mode dynamique (partie réelle) associé à un nombre
de Strouhal StL  2StD  0.21.(a) : plan px, yq, pour z{H  1, du mode dynamique
(b) : plan px, zq pour y{H  0.
(a) (b)
Figure 3.42  (a) Vue gauche du mode dynamique (partie réelle) associé à un Strouhal
de StL  2StD  0.045. (b) Vue du dessus du mode dynamique (partie réelle). Les
couleurs représentes des isosurfaces nulles (blanc) négatives (bleu) et positives (rouge)
de la composante transverse du champ de vitesse.
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(a)
(b)
Figure 3.43  Champ de vorticité du mode dynamique (partie réelle) associé à un nombre
de Strouhal StL  2StD  0.045.(a) : plan px, yq, pour z{H  1. (b) : plan px, zq pour
y{H  0.
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des structures cohérentes de couplages, révélées par les analyses modales. La compréhen-
sion de la dynamique de l'écoulement de cavité reste parcellaire. Par exemple, l'injection
de fumée et la dynamique des échanges entre la cavité et l'écoulement externe, que l'on
devine sur la ﬁgure 3.1 de visualisation par fumée, ne sont pas à portée de ces anal-
yses. Une analyse des structures lagrangiennes permet un éclairage plus poussé de ces
questions, et fait l'objet de la section suivante.
3.7 Structures cohérentes lagrangiennes de l'écoulement de
cavité
3.7.1 Analyse des structures lagrangiennes issues de mesures expéri-
mentales 2D
On s'intéresse ici à l'écoulement de cavité sans intermittence, avec le rapport de forme
R  L{H  1.5 ( l'écoulement est présenté section 3.2.1.2).
L'horizon est ﬁxé à T  0.08 s, soit 20 champs successifs de vitesse. Ce choix permet
de développer pleinement le champ des exposants de Lyapunov à temps ﬁni. Un temps
horizon plus long amène un feuilletage qui rend la lecture des champs de FTLE beaucoup
plus diﬃciles. Pour des horizons temporels plus courts, les structures ne sont encore
qu'embryonnaires.
Quelques champs sont présentés ﬁgure 3.44, pour un cycle complet de naissance de
l'instabilité en amont de la cavité puis d'impact tourbillonnaire sur le coin aval. Les lignes
bleues représentent les crêtes du champ d'exposants de Lyapunov à temps ﬁni calculés
pour un horizon négatif, et correspondent donc à des structures lagrangiennes cohérentes
convergentes. Les lignes rouges représentent les crêtes du champ de FTLE, calculées pour
un horizon positif. Elles correspondent aux structures cohérentes lagrangiennes instables.
Les structures attractives (crêtes bleues) sont plus résilientes en espace que les struc-
tures cohérentes lagrangiennes répulsives (lignes rouges). Il est net, ﬁgure 3.44, que
les structures cohérentes lagrangiennes instables sont guidées le long des LCS stables
jusqu'au coin aval, dans la couche cisaillée, lors de l'impact d'un tourbillon. Les LCS
attractives proches de la couche cisaillée bougent peu avant de s'enrouler au moment
de l'impact. C'est principalement la LCS répulsive qui s'enroule lors de la formation du
tourbillon. Sur les ﬁgures 3.45, on remarque que les crêtes du champs d'exposants de
Lyapunov à temps ﬁni, principalement dans la cavité, ne coïncident pas parfaitement
avec le champ de vorticité au niveau de la couche cisaillée. Les LCS forment une barrière
entre les écoulements externe et intra-cavitaire. Par contre, au moment de l'impact, le
centre de l'enroulement des LCS et le centre des tourbillons coïncident jusqu'à l'injec-
tion de vorticité dans la cavité. De même, les deux grandes recirculations visibles dans le
champ de vorticité correspondent exactement aux deux recirculations délimités par les
LCS.
On retrouve cette barrière matérielle, sur le plan aeurant de la cavité, lors de la
visualisation par injection de fuméee. Il faut attendre un temps long, comparativement
aux temps caractéristiques de l'écoulement, pour que la cavité se remplisse de fumée.
Il y a donc peu d'échanges entre l'écoulement extérieur et l'écoulement intérieur. Néan-
moins, lors de visualisation de fumée, par exemple ﬁgure 3.47, la fumée provient bien de
l'écoulement extérieur.
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(a) (b) (c)
(d) (e) (f)
Figure 3.44  (a)-(f) Crêtes du champ de FTLE (temps positif en rouge, temps négatif en
bleu) pour un cycle complet d'impact de tourbillon de couche cisaillée, entre t  3.000s
et t  3.044s.
(a) (b) (c)
(d) (e) (f)
Figure 3.45  (a)-(f) Crêtes du champ de FTLE (temps positif en rouge, temps négatif en
bleu) pour un cycle complet d'impact de tourbillon de couche cisaillée, entre t  3.000s
et t  3.044s. Le champ coloré en fond représente la champ de vorticité.
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(a) (b) (c)
(d) (e) (f)
Figure 3.46  (a)-(f) Crêtes du champ de FTLE (temps positif en rouge, temps négatif en
bleu) pour un cycle complet d'impact de tourbillon de couche cisaillée, entre t  3.000s
et t  3.044s. Le champ coloré en fond représente le critère Q.
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Figure 3.47  Visualisation des structures par injection de fumée dans l'écoulement
amont.
Les mêmes remarques peuvent être faites, concernant la comparaison entre critère Q
(ﬁgure 3.46) et le champ de exposants de Lyapunov à temps ﬁni. On remarque néan-
moins que la couche cisaillée n'est pas structurée selon ce critère. Il est alors clair que le
gonﬂement des structures cohérentes lagrangiennes suit bien le tourbillon impactant.
Proche du bord amont, on distingue un entrelacs de lignes bleues et rouges, qui évoque
une structure en "fer-à-cheval" (ce phénomène est visible, par exemple, ﬁgure 3.44(a)).
Cet entrelacs est advecté de la ﬁgure 3.44(d) (position px{L, y{Hq  p0.2, 0.6q), vers la
couche cisaillée, comme le montre la ﬁgure 3.44(f). Par analogie avec les variétés sta-
bles et instables de systèmes dynamiques périodiques, ces structures sont probablement
responsables du mélange dans l'écoulement intracavitaire.
Si l'on regarde l'action du ﬂot dynamique Φt0 Tt0 pxq la composante y du vecteur
position, ﬁgure 3.48(a), une séparation nette est visible entre écoulements externe et in-
tracavitaire. Les régions bleues sur la ﬁgure 3.48(a) ﬁniront au fond de la cavité au temps
ﬁnal. Il apparait ainsi que des parcelles de l'écoulement externe se retrouveront dans l'é-
coulement intracavitaire. Cette zone est advectée par l'écoulement externe, comme on
peut le voir ﬁgure 3.48(b). Pour être sûr que cette zone correspondant bien à du ﬂuide
provenant de l'écoulement extérieur, et n'est pas du ﬂuide intracavitaire "aspiré" par les
modulations de la couche cisaillée, les trajectoires passées (en noire) et future (en rouge)
d'une particule de cette zone sont représentées. La particule, initialement à l'extérieur
de la cavité, ﬁnit bien dans la cavité.
L'échange de matière entre l'écoulement intracavitaire et l'écoulement extérieur ne
se fait donc qu'à l'interface entre la cavité et l'écoulement aeurant. C'est visible sur
les ﬁgures 3.44(c) et 3.44(f), où les LCS ne perdent en intensité que près du coin amont.
C'est près de ce coin amont que se prépare l'injection de ﬂuide provenant de l'écoulement
externe, tout comme l'éjection de matière provenant de la cavité. C'est par contre lors
de l'impact des tourbillons de la couche cisaillée que l'injection se produit eﬀectivement,
comme on peut le voir sur les trajectoires des ﬁgures 3.48.
Il reste néanmoins indispensable de coupler cette analyse qualitative des structures
aux trajectoires de particules.
On peut noter que les particules convergent vers une LCS répulsive, au niveau de la
couche cisaillée. C'est évidemment une zone d'étirement. Les crêtes du champ de FTLE
dans cette région ne sont pas des frontières matérielles, mais des structures résultants
de l'étirement. La LCS répulsive se superpose par ailleurs avec une LCS attractive. De
nombreuses zones (les bords de la cavité) voient également cet alignement des structures
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(a) (b)
Figure 3.48  Représentations de l'application du ﬂot dynamique Φt0 Tt0 pxq restreinte
sur la composante y, pour un temps horizon T  0.08s. La couleur représente la position
ﬁnale selon y de la particule, après un temps T . Le rouge sombre, saturé, correspond à
une position dans l'écoulement aeurant. Le dégradé correspond à la position dans la
cavité, du rouge près de l'écoulement aeurant au bleu pour le fond de la cavité. La
position initiale x est repérée par la position dans l'image. Le trait blanc est un repère
pour visualiser la limite entre l'écoulement interne et l'écoulement externe. La trajectoire
d'une particule est également représenté. En noir son évolution vers le passé, en rouge
son évolution future. (a) : temps initial t0  3.00s. (b) : temps initial t0  3.02s.
(a) (b) (c)
(d) (e) (f)
Figure 3.49  Évolution de quelques particules (points noirs) au fond de la cavité, au
cours du temps. Le fond coloré représente les crêtes du champ de FTLE (rouge pour le
temps horizon positif, bleu pour le temps horizon négatif).(a) t  3.004s. (b) t  3.016s.
(c) t  3.032s. (d) t  3.052s. (e) t  3.108s. (f) t  3.144s.
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(a) (b) (c)
(d) (e) (f)
Figure 3.50  Évolution de quelques particules (points noirs) au centre de la cavité, au
cours du temps. Le fond coloré représente les crêtes du champ de FTLE (rouge pour le
temps horizon positif, bleu pour le temps horizon négatif).(a) t  3.004s. (b) t  3.016s.
(c) t  3.032s. (d) t  3.052s. (e) t  3.108s. (f) t  3.144s.
cohérentes lagrangiennes stables et instables. Il est facile de comprendre cette superposi-
tion. La LCS attractive est calculée en regardant l'évolution de particules vers le passé.
Les particules, entrainées par la recirculation interne, approchent de la couche cisaillée,
tout comme les particules provenant de l'écoulement externe. L'algorithme identiﬁe donc
une structure convergente. Si on regarde maintenant le temps futur, les particules vont
se séparer, entre celles restant dans la couche cisaillée et celles plongeant dans la cavité.
L'algorithme identiﬁe donc également une structure instable. Néanmoins, c'est dans le
fond de la cavité, zone à forte concentration de LCS, avec de nombreux croisements,
que le mélange se fait le plus eﬃcacement. L'ensemble initial de particules se scinde très
vite en diﬀérents sous ensembles  séparés par la présence des structures lagrangiennes
répulsives (cf. ﬁgure 3.49(d) où l'on voit bien l'inﬂuence des LCS instables) ce qui est
une indication du mélange.
Un ensemble de particules est suivi au centre de la cavité, illustré ﬁgures 3.50. Cet
ensemble reste cohérent au ﬁl du temps, les particules ne se séparent pas. Il est intéressant
de remarquer qu'il n'y a quasiment pas de crêtes du champ d'exposants de Lyapunov
à temps ﬁni au centre de la cavité. Clairement, peu de brassage est eﬀectué dans cette
zone.
Il est possible d'observer, au ﬁl du temps, une variation des zones délimitées par
les LCS. Par exemple, la frontière de la recirculation centrale, ﬁgure 3.44(c), est en
x{L  0.2, alors que sur la ﬁgure 3.44(f), elle est en x{L  0.1. Les structures cohérentes
lagrangiennes étant des frontières matérielles, ces battements semblent violer le principe
d'incompressibilité de l'écoulement. Ils sont en réalité des signes de la présence d'un
écoulement transverse au plan de mesure. Cela est encore visible en comparant la ﬁg-
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(a) (b) (c)
(d) (e) (f)
Figure 3.51  Évolution de quelques particules (points noirs) dans le tourbillon délimité
par les crêtes du champ de FTLE, au cours du temps. Le fond coloré représente les crêtes
du champ de FTLE (rouge pour le temps horizon positif, bleu pour le temps horizon
négatif).(a) t  3.004s. (b) t  3.016s. (c) t  3.032s. (d) t  3.040s. (e) t  3.052s. (f)
t  3.144s.
ure 3.51(a) et la ﬁgure 3.51(c). Entre ces deux ﬁgures, la surface déﬁnie par les particules
augmente de plus de 200%. Dans d'autres cas similaires, la surface peut se contracter (par
exemple, une contraction d'environ 25% est observée entre les ﬁgures 3.49(c) et 3.49(d)).
Lorsqu'on regarde l'évolution de particules placées dans le tourbillon (ﬁgures 3.51),
on remarque que la cohérence de l'ensemble reste assez bonne entre les ﬁgures 3.51(a)
et 3.51(c), même si il y a un fort étirement. C'est une fois que les particules plongent
au fond de la cavité que le mélange, une fois encore, se fait et que l'ensemble est séparé
en nombreux sous ensemble distincts. C'est une illustration de l'importance de l'horizon
choisi. Pour un horizon plus court, de l'ordre de T  0.05s, les structures tourbillonnaires
ne seraient pas encore visibles dans le champ d'exposants de Lyapunov à temps ﬁni.
3.7.2 Extraction des propriétés lagrangiennes principales par réduc-
tion de modèle
Les temps d'horizon avant le feuilletage des structures est relativement faible, de l'or-
dre de la période dominante de couche cisaillée. Les modes principalement responsables
de la création des structures lagrangiennes cohérentes sont donc a priori les modes de
couche cisaillée. On se propose donc de faire un modèle fortement réduit de l'écoulement,
basé exclusivement sur le mode dynamique associé Φω à la fréquence d'oscillation de la
couche cisaillée :
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où u¯ pxq est le champ moyen de l'écoulement.
L'intérêt de travailler sur ce champ synthétique uROM est double. Le premier est
de ﬁltrer l'écoulement, pour ne garder que la composante dominante. Le second est
d'avoir un champ périodique. Alors, en appliquant l'algorithme de calcul du champ de
FTLE, les LCS identiﬁées par les crêtes du champ d'exposants de Lyapunov à temps ﬁni
correspondent à des variétés invariantes de l'écoulement synthétique.
(a) (b) (c)
(d) (e)
Figure 3.52  Champs de FTLE (rouge : horizon positif, bleu : horizon négatif) pour une
période du mode de couche cisaillée sur l'écoulement réduit périodique.
L'écoulement synthétique est périodique. Les champs d'exposants de Lyapunov à
temps ﬁni pour un cycle peuvent être trouvés ﬁgure 3.52. Le modèle réduit capte les
propriétés dominantes de l'écoulement (cf. ﬁgures 3.53 pour une comparaison entre un
champ issu de l'écoulement et un champ issu de l'écoulement réduit). La recirculation
interne est bien une zone non mélangeante, comme illustrée sur la ﬁgure 3.50. Elle appa-
rait légèrement plus allongée dans l'écoulement synthétique, mais la délimitation de cette
zone est similaire dans le cas de l'écoulement réduit et de l'écoulement réel. La recircula-
tion du coin amont est un lieu de croisements des structures lagrangiennes. La similarité
entre le tourbillon impactant, pour les deux écoulements, est également frappante. La
construction du modèle réduit a permis de de ﬁltrer les structures.
Ainsi, les régions proches du bord aval sont le lieu d'entrelacs de structures cohérentes
lagrangiennes attractives et repulsives, pendant l'intégralité d'une période (cf. la ﬁg-
ure 3.52). On peut suspecter que cette zone soit une zone de mélange, si elle s'avérait
avoir une structure de type fer-à-cheval de Smale, comme le suggèrent les multiples
croisements observés.
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(a) (b)
Figure 3.53  Champs de FTLE (rouge : horizon positif, bleu : horizon négatif). (a) :
Modèle réduit d'écoulement de cavité, pour un horizon correspondant à une période du
mode de couche cisaillée à St  1.02, soit T  0.05 s. (b) : écoulement de cavité, pour
un horizon correspondant à T  0.08 s.
3.7.3 Structures lagrangiennes de données issues de simulation numérique
3D
Nous nous intéressons maintenant aux structures lagrangiennes 3D extraites de l'é-
coulement de cavité simulé numériquement (cf. section 3.2.2). La délimitation entre les
écoulement externe et intra-cavitaire est nettement soulignée par le champ d'exposants
de Lyapunov à temps ﬁni, dont des isosurfaces sont présentées ﬁgures 3.54, 3.55 et 3.56 2.
Pour un horizon négatif comme pour un horizon positif, la nappe d'isosurface du champ
de FTLE sépare les deux écoulements. Cette délimitation était déjà présente dans le
cas 2D. Elle est attendue, puisque les échanges entre les deux écoulements sont réduits.
Deux particules situées de part et d'autre de l'interface vont s'éloigner pour un horizon
négatif, l'une restant dans l'écoulement interne, l'autre vers l'entrée de l'écoulement af-
ﬂeurant. Une structure attractive est donc détectée. Pareillement, pour un temps horizon
positif, la particule à l'extérieur va sortir du champ d'observation, tandis que la partic-
ule intra-cavitaire, plus lente, va rester dans la cavité. Les particules s'éloignent, une
structure répulsive est donc détectée. On comprend ainsi que les structures attractives
et répulsives se tangentent dans cette région.
Les structures tourbillonnaires de la couche cisaillée sont mal captées, contrairement
aux structures identiﬁées dans la section précédente 3.7.1, par exemple sur la ﬁgure 3.44.
On ne voit principalement que la séparatrice, qui oscille faiblement. Les données ne sont
pas suﬃsamment résolues en temps dans cette zone, où les particules ﬂuides sortent du
champ de données en deux pas de temps. Néanmoins, juste sous le plan aeurant, dans la
couche cisaillée, on peut noter l'enroulement des structures lagrangiennes (cf. ﬁgure 3.57).
Cet enroulement correspond au ﬂuide entrainé par les tourbillons de la couche cisaillée, et
est en correspondance avec les enroulements de structures lagrangiennes 2D de la section
précédente. Pour l'horizon choisi pour le calcul des FTLE, le feuilletage commence à
2. Par soucis de visibilité, un facteur 0.5 est appliqué à l'axe x et seul un tiers de l'envergure 
z{H P r2, 4s  est représenté dans les visualisations 3D.
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apparaitre dans cette zone où les structures lagrangiennes sont fortement repliées et se
coupent. Du mélange y est potentiellement à l'oeuvre.
Pour comparaison, le critère Q est appliqué au champ de vitesse. Le critère Q, connu
en 2-D sous le nom de critère d'Okubo-Weiss, est un champ scalaire eulérien, proposé
par Hunt et al. [157]. Il permet de localiser les zones où la rotation prend le pas sur
le cisaillement dans un écoulement incompressible. Ce critère est en outre invariant par
transformation galiléenne. Il est construit sur la comparaison des parties symétriques S




Ω2  S2 (3.7)
On peut noter la bonne correspondance globale entre le critère Q et les champs de
FTLE, déjà noté par Green et. all [62]. Le coin amont, pauvre en structure, et la zone de
recirculation du fond amont de la cavité possèdent la même topologie (cf. ﬁgures 3.55).
Les injections près du bord aval, visibles par l'alternance de structures dans les champs
de critère Q, correspondent à des modulations des isosurfaces du champ de FTLE. La
recirculation est plus précisément captée par les structures lagrangiennes extraites du
champ de FTLE. La recirculation est nettement délimitée par des nappes, structurées
dans la direction transverse, là où le critère Q montre des alternances des structures par-
fois diﬃciles à déchiﬀrer (par exemple ﬁgure 3.54(b)). Les zones ayant de faibles valeurs
du champ d'exposants de Lyapunov à temps ﬁni correspondent à également à des régions
où le critère Q est faible. D'autres structures, comme des ﬁlaments tourbillonnaires ou
des recirculations secondaires, sont captés par à la fois par le champ de FTLE et le critère
d'Okubo-Weiss, comme l'illustre la ﬁgure 3.58.
Le champ de FTLE ne possède pas de structures lagrangiennes répulsives au centre
de la zone de recirculation, tandis qu'il y a présence de LCS attractives. Comme dans le
cas 2D, le centre de la cavité n'est pas une zone mélangeante. On peut noter par ailleurs
que le centre de la cavité est une zone où la valeur du critère Q reste faible. Les LCS
stables au centre de la zone de recirculation sont en revanche très dépendantes du temps
(cf. la colonne de gauche ﬁgure 3.54). Elles tournent sur elles mêmes, comme cela est
mis en valeur sur la ﬁgure 3.59.
Or, l'écoulement de cavité présente également un écoulement transverse moyen. On
peut voir cet écoulement moyen sur la ﬁgure 3.60. La vitesse moyenne est de l'ordre
de u¯z  0.007 m/s, alors que les ﬂuctuations transverses moyennes sont trois fois plus
grandes, de l'ordre de u1z  0.02 m/s. Ces mouvements de rotation des LCS attrac-
tives, associés à la dérive, provoquent un mouvement globalement hélicoïdal. Comme les
LCS sont modulées dans la direction transverse, ce mécanisme permet d'expliquer les
variations de taille, au cours du temps, des structures lagrangiennes dans le cas 2D.
Bilan de l'analyse lagrangienne sur l'écoulement de cavité
Les zones susceptibles d'être les contributrices majeures au mélange se produisant
dans la cavité ont été identiﬁées. Dans le cas d'un écoulement bi-dimensionnel, les pro-
priétés de mélange sont celles associées aux modes principaux de l'écoulement. La DMD
peut être utilisée pour identiﬁer les structures principales du mélange, où, plus directe-
ment, pour construire un écoulement périodique aﬁn de pouvoir appliquer les outils





Figure 3.54  Semi retournement des structures intra-cavitaires. Colonne de gauche :
isosurface du champ de FTLE pour un horizon négatif de 0.23s. Colonne de droite :
isosurface du champ de FTLE pour un horizon positif de 0.23s. Au centre : isosurfaces
positive (rouge) et négative (bleue) du critère Q. Vue de face.





Figure 3.55  Semi retournement des structures intra-cavitaires. Colonne de gauche :
isosurface du champ de FTLE pour un horizon négatif de 0.23s. Colonne de droite :
isosurface du champ de FTLE pour un horizon positif de 0.23s. Au centre : isosurfaces
positive (rouge) et négative (bleue) du critère Q. Vue arrière.





Figure 3.56  Semi retournement des structures intra-cavitaires. Colonne de gauche :
isosurface du champ de FTLE pour un horizon négatif de 0.23s. Colonne de droite :
isosurface du champ de FTLE pour un horizon positif de 0.23s. Au centre : isosurfaces
positive (rouge) et négative (bleue) du critère Q. Vue du dessous.
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Figure 3.57  Enroulements et feuilletages des structures lagrangiennes stables (gauche)
et instables (droite) lors d'un impact tourbillonaire.
Figure 3.58  Correspondances entre le critère Q (centre), et les champs de FTLE (hori-
zon négatif à gauche et horizon positif à droite). Les ﬂeches blanches pointent sur des
ﬁlaments tourbillonnaires, les ﬂèches noires sur des zones calmes du coin amont, les
ﬂèches vertes sur la recirculation au fond en amont de la cavité.
(a) (b) (c) (d)
Figure 3.59  Isosurface du champ de FTLE, au centre de la cavité, pour quatre instants
consécutifs. Une structure centrale est mise en valeur.
CHAPITRE 3. APPLICATIONS À UN ÉCOULEMENT DE CAVITÉ 117
(a) (b)
Figure 3.60  (a) Écoulement transverse moyen. (b) Extrait de l'écoulement, mettant en
valeur la modulation transverse du champ de FTLE.
provenant de la théorie des systèmes dynamiques. Les zones principales de mélange ne
semblent néanmoins pas correspondre, entre une analyse 2D et 3D. Les zones d'entrelacs
des variétés attractives et répulsives sont principalement près du bord amont dans le cas
des données 2D issues de mesures expérimentales, tandis qu'elles semblent être proches
du bord aval dans le cas de données 3D issues de simulation numérique. La caractéri-
sation du mélange, dans des écoulements tri-dimensionnels, sur des données issues de









Visualisation interactive de données
complexes
La vision, à elle seule, est un canal transportant autant d'informations que tous les
autres canaux sensoriels réunis. Ainsi, la visualisation de données 3D, et plus particulière-
ment la visualisation scientiﬁque, se révèle d'une importance toute particulière pour la
compréhension et l'analyse de données complexes. Un simple regard sur des données
permet de prendre en compte quelques millions de points de mesures simultanément,
d'établir des connections entre des propriétés distantes ou encore une perception multi-
échelle. La perception d'une structure cohérente dans un ensemble, en relier un ensemble
d'extremum dans un champ scalaire (comme sur la ﬁgure 3.44), est un exemple de tâche
qu'un humain eﬀectue immédiatement, tandis qu'identiﬁer ces structures numériquement
est une gageure.
La visualisation eﬃcace ne se limite pourtant pas à la simple "vue" de données [176],
mais demande en plus des stratégies d'interaction et d'exploration ad hoc des données,
en particulier en sollicitant les autres canaux sensoriels, en particulier haptique et audio.
Cette déﬁnition élargie de la visualisation fait émerger de nombreuses problématiques
spéciﬁques [84]. Une des contraintes principales est l'utilisation d'interfaces à deux degrés
de liberté (souris, écran tactile), alors que la manipulation et l'exploration en nécessit-
eraient plus. L'exploration, par exemple, demande au minimum trois degrés de rotations
pour s'orienter dans l'espace. Trois autres degrés de liberté sont nécessaires pour se dé-
placer selon les trois directions d'espace. Si, pour la manipulation, l'expert veut ajouter
une fonction de zoom, sept degrés de libertés sont déjà nécessaires. De plus, l'utilisation
d'outils spéciﬁques à la visualisation et compréhension scientiﬁque, tous illustrés dans la
partie précédente, tel que les plans de coupe (voir la ﬁgure 3.39), l'ensemencement des
données par des particules (e.g. la ﬁgure 3.50), la représentation superposée de diﬀérentes
composantes de l'espace des paramètres du système tel que la température, le champ de
divergence matériel, la vorticité ou les champs d'exposant de Lyapunov du champ de
vitesse (de telles illustrations peuvent se trouver ﬁgure 3.34 ou ﬁgure 3.45), implique une
profonde refonte de l'ergonomie et des diﬀérentes possibilité d'interaction que proposent
les systèmes existants actuels, et de développer de nouvelles métaphores d'interactions. Il
est en eﬀet délicat de permettre toutes ces possibilités dès lors qu'elles partagent le même
espace d'interaction. Suite à la présentation de l'état de l'art concernant l'exploration et
121
CHAPITRE 4. VISUALISATION ET INTERACTION 122
(a)
(b)
Figure 4.1  (a) : Split it ! métaphore proposée pour séparer un jeu de données en deux
parties. (b) : Peel it ! métaphore proposée pour éroder un jeu de donnée. D'après Sul-
tanum et al. [167].
la visualisation, centré principalement sur un contexte de données scientiﬁques, la sec-
tion 4.3 expose un premier projet, permettant la visualisation et l'exploration interactive
de données scientiﬁques. Cette approche a permis de soulever un certain nombre de con-
cepts plus abstraits sur la façon d'explorer des données scientiﬁques. De là, j'ai proposé
des méthodes pour une interaction directe et des modalités d'exploration immersive, qui
seront décrits dans la section 4.4.
4.1 État de l'art pour l'exploration et la visualisation de
données complexes
4.1.1 Interaction tactile
Un certain nombre de systèmes utilise des interfaces tactiles pour la visualisation
scientiﬁque. Plus largement, depuis une demi douzaine d'années, l'essor des interfaces
tactiles au travers des smartphones et tablettes portables a été suivis par la production de
nombreux travaux dédiés à cette approche. Ces études ont montré les avantages inhérents
aux interfaces tactiles (e.g. Kin et al. [97]), tels que la manipulation directe [143],
ou les facilités de collaborations [81]. De nombreuses techniques d'interaction existent,
usuellement conçues pour répondre à un but précis. Ainsi, Sultanum et al. [168, 167], ont
présenté, par exemple, un ensemble de métaphores spéciﬁquement pour la manipulation
de données 3D déformables, illustré ﬁgure 4.1. Hancock et al. [74] ont présenté une
métaphore spéciﬁquement dédiée à la manipulation d'objets de taille moyenne, à trois
doigts. Reisman et al. [141] proposent une méthode basée sur l'économie de mouvements
de l'utilisateur, pour construire une métaphore de rotation-zoom-translation intuitive
pour la manipulation d'objets plans dans un espace 3D.
De manière générale, l'utilisation de surface tactile permet d'augmenter le nombre
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Figure 4.2  Système VFIVE, permettant la visualisation dans une CAVE [131]. Des lignes
de courant et des isosurfaces sont représentées.
de degrés de liberté, comparativement aux approches classiques sur ordinateurs, et per-
mettent des manipulations certes restreintes sur un plan, mais directes [74, 129, 141].
La majorité des travaux spéciﬁquement orientés pour la visualisation scientiﬁque, sur
des systèmes tactiles, par exemple [48, 85], ne concerne que l'exploration de données 2D.
Coﬀey et al. [28] proposent d'explorer des données en projetant une version miniature
et stéréoscopique directement sur la surface d'interaction, par le biais d'un dispositif de
suivi dans l'espace de l'utilisateur. D'autres travaux s'orientent plus spéciﬁquement vers
un domaine pointu, et ne peuvent être que partiellement généralisés, comme Sultanum et
al. [168, 167] ou la table médicale de Lundström et al. [115]. Butkiewicz & Ware [20] ont
présenté une application en mécanique des ﬂuides, concernant la description d'écoulement
océanographique. L'intérêt de cette étude réside principalement dans l'inclinaison de
la table stéréoscopique, faisant ainsi coïncider les données et l'espace de travail. Yu et
al. [179] ont proposé un cadre global pour la simple exploration de données 3D, repris dans
la section 4.3, qui permet des manipulations dans l'espace de travail. Une manipulation
directe tend, naturellement, à se faire par l'utilisation de métaphores directes. Dans la
section suivante, je présente l'utilisation directes d'objets tangibles pour l'exploration et
la manipulation de données.
4.1.2 Réalité Mixte par Interaction Tangible
4.1.2.1 Interaction 3D
La réalité augmentée et/ou virtuelle (i.e. réalité mixte), a intensément été utilisée
pour l'exploration d'espace, y compris dans le cadre de données scientiﬁques. Les premiers
systèmes de réalité augmentée se fondaient sur la détection de la position de la tête, et
imposaient de lourds systèmes, inconfortable et fatiguant [79]. Les CAVE permettent
une immersion totale dans un environnement. Au travers du suivi de tête et de mains, la
navigation peut se faire naturellement, comme le montre Von Kapri et al. [93]. Ohno et
al. [131] ont ainsi proposé la librairie VFIVE, permettant l'utilisation de VTK pour la
visualisation scientiﬁque, adaptée aux CAVEs, comme illustré ﬁgure 4.2.
L'Oculus Rift et les autres casques de type HMD (Head-Mounted Device) rendent
possible une réalité virtuelle puissamment immersive. Il est connu (e.g. Kennedy et
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al. [94], Dong et al. [34]) que ces techniques induisent généralement de légers malaises
et nausées aux utilisateurs, qui peuvent perdurer et dégrader les performances des util-
isateurs.
La légèreté du système de réalité mixte et de l'installation spéciﬁquement dédiée pour
la détection est toujours un objectif [88]. Les capteurs PrimeSens vont dans ce sens, et
permettent des interactions basées sur la détection des mains [88, 77]. Des gestuelles
peuvent alors remplacer avantageusement les approches modales (i.e. les arborescences
de menus) [106]. La démocratisation de tablettes tactiles [135] et de smartphones [96]
permet de supprimer ces inconvénients inhérents, mais le gain associé en mobilité se fait
au détriment de la transparence (c'est-à-dire le caractère intuitif de la manipulation par
l'utilisateur) et de l'espace de travail. Les travaux de Coﬀey et al. [28] et de Butkiewicz
& Ware [20] montrent l'intérêt de l'utilisation de techniques hybrides, mariant réalité
virtuelle/augmentée, interfaces tactiles et colocalisation entre l'espace de travail et les
données manipulées. Ware & Rose [177] ont, en particulier, montré l'importance de la
colocalisation entre les données et la manipulation pour améliorer les performances des
sujets.
La manipulation directe et colocalisée nous a incité naturellement à utiliser des ob-
jets tangibles pour l'exploration de données, dans un cadre de réalité augmentée et/ou
virtuelle.
4.1.2.2 Interaction Tangible
L'utilisation d'interface à base d'objets tangibles, i.e. des objets manipulables par
l'utilisateur, est apparu dans les années quatre-vingt-dix (voir, pour plus d'informations,
Shaer & Hornecker [163]), en réponse à l'apparition des interfaces graphiques, aﬁn de
replacer les interactions dans le monde physique, plutôt que d'interagir sur l'écran [87].
Figure 4.3  La CubicMouse, proposée par Frohlich & Plate [50], permet des déplacements
en 3D, en manipulant les trois tiges symbolisant les trois axes de l'espace.
L'utilisation de tangibles pour de l'exploration volumique [166] a suivi, en particulier
pour l'exploration de données médicales, par Hinckley et al. [78], toujours basé sur la
métaphore introduite par Fitzmaurice [46, 47]. Tout comme dans le prototype présenté
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par Qi & Martens [139], l'orientation et la manipulation des données et de plans de
coupe se fait par la manipulation d'un objet tangible. En particulier, la CubicMouse
(ﬁgure 4.3) proposée par Frohlich & Plate [50] est un outil performant pour la navigation
et le positionnement d'objets (e.g. des plans de coupe) dans des espaces 3D. Un défaut
important est néanmoins l'utilisation des deux mains pour tirer partie de cet instrument,
ce qui limite de facto les autres autres métaphores utilisables et nécessaires pour une
exploration de données scientiﬁques.
D'autres objets tangibles, tel que le HandSaw de Bonanni et al. [13], la CubicMouse
de Frohlich & Plate [50] ou les tangibles de Qi et al. [139], sont dédiés à des fonctionnal-
ités précises (manipulation de plans de coupe, etc). Néanmoins, pour ces techniques, la
représentation des données se fait sur un écran, aucune superposition sur les objets tan-
gibles n'est donc possible, alors que la colocalisation permet d'importantes améliorations
des performances des utilisateurs [177].
Aﬁn de permettre cette colocalisation entre les données et les interactions, Kruszy«ski &
Van Liere [101] ont proposé d'imprimer en 3D les données. Manipulations et interactions
(voir ﬁgure 4.4) sont donc a fortiori colocalisées. Cette technique n'est en pratique util-
isable que si les données ne sont pas pleines. De plus, aucun retour visuel n'est proposé,
si ce n'est sur un écran à part, brisant en partie la colocalisation du système.
Figure 4.4  Interaction directe avec des données imprimées en 3D, d'après Kruszy«ski &
Van Liere [101].
Une seconde possibilité est de tenir un écran dans la main et le considérer comme
une fenêtre vers un environnement virtuel. Cette métaphore a déjà été introduite par
Fitzmaurice [46]. L'impératif de positionnement de la fenêtre dans la scène implique de
connaitre à tout moment la position précise de la tablette. La méthode la plus utilisée
est le montage de la tablette sur un bras mécanique [175, 12] (voir l'image 4.5(a)) mais
cela limite considérablement la mobilité et la portabilité du système. La transparence
est également aﬀectée. Scarpa et al. [117] ont proposé de localiser la tablette (cf.
image 4.5(b)) par des capteurs externes, dans une pièce équipée, dans une application
permettant de voir le squelette d'un chat. En pratique, ce système n'est pas très dif-
férent d'une CAVE. Néanmoins, la tablette est alors totalement mobile dans l'espace de
l'utilisateur. Une troisième méthode [64] reste d'utiliser les capteurs à disposition dans
les tablettes et smartphones, et est présenté section 4.4.
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(a) (b)
Figure 4.5  (a) : positionnement de la tablette par un bras mécanique. D'après Tsang et
al. [175] (b) : positionnement de la tablette par des capteurs externes. D'après Scarpa et
al. [117].
.
4.2 Navigation et visualisation des données
Pour la suite des travaux présentés, l'environnement de visualisation choisie est
ParaView. Ce logiciel est largement utilisé par la communauté scientiﬁque des mécani-
ciens des ﬂuides pour la visualisation de données 3D (voir, par exemple, les illustrations
des sections 3.6.4 et 3.7.3). Néanmoins, l'interface de Paraview est entièrement modale.
Réaliser une action passe par la navigation dans une arborescences de menus. Ce type
d'interface est rédhibitoire dans le cadre d'interfaces tactiles [154], et est donc rejetée.
La visualisation repose cependant sur la librairie VTK, utilisée en pratique par ParaView,
en particulier pour les calculs et l'aﬃchage des données, tel que des isosurfaces, des
trajectoires de particules ou la vorticité (voir, e.g., les ﬁgures de la section 3.6.4). Les
visualisations de type ParaView (e.g. les méthodes de visualisations volumiques), sont
ainsi ﬁdèlement reproduites. D'autres fonctionnalités de haut niveau, en particulier les
tirages de rayons réalisés sur la carte graphique, ou la construction d'isosurfaces d'un
champ scalaire, sont nativement disponibles.
La question des tables de couleur utilisée pour la représentation de données n'est pas
anodine. Les tables de couleurs en arc-en-ciel sont connues pour ne pas rendre ﬁdèlement
toutes les caractéristiques des données [147, 112, 14]. Néanmoins, ce type de tables (i.e.
la "colormap jet") étant les plus usitées dans le cadre de la mécanique des ﬂuides, nous
les avons conservé dans le cadre des travaux suivants aﬁn de ne pas introduire un biais
auprès des utilisateurs.
4.3 Une Interface Tactile pour l'exploration et la visualisa-
tion de données scientiﬁques
L'analyse des besoins de mécaniciens des ﬂuides, basé sur mon expérience pour la
visualisation de données 3D (voir, e.g., les sections 3.7.3 ou 3.6.4) et par un processus de
développement centré sur l'utilisateur [159, 118], a permit d'isoler un certain nombre de
fonctionnalités de base, nécessaires pour l'exploration de données issues de la mécanique
des ﬂuides.
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L'exploration temporelle des champs de données (fonctionnalité F1 1), aﬁn par exem-
ple de suivre un tourbillon, est indispensable dans le cadre de la mécanique des ﬂuides.
Le couplage entre un champ scalaire (le critère Q, le champ de exposants de Lyapunov à
temps ﬁni) et le champ de vitesse est fondamentale (F2) pour une bonne compréhension
des données. Il faut donc pouvoir coupler un champ de vecteur (données 3D3C -trois
directions, trois composantes) et un champ scalaire (données 3D1C - trois directions,
une composante). Le champ scalaire peut etre délicat à appréhender. Il faut pouvoir le
représenter sous forme d'isosurfaces (F3), aﬁn de visualiser les structures principales et
l'organisation 3D du champ 3D1C. La navigation et le zoom sont des fonctionnalités
(F4) de bases pour l'exploration scientiﬁque. La manipulation (F5) de plan de coupe est
indispensable pour la bonne compréhension des champs 3D (voir l'utilisation de plan de
coupe section 3.7.3). Pouvoir interagir avec le plan de coupe (F6), tel que positionner
des particules (F7) en un point précis, avoir accès à une valeur, ou positionner un axe est
également une fonctionnalité appréciable. L'ensemencement par particules est important,
pour visualiser le champ de vecteur 3D3C, l'inﬂuence de tourbillon, illustrer le champ
3D1C (particulièrement pour un champ d'exposants de Lyapunov à temps ﬁni présenté
chapitre 2) ou encore identiﬁer les zones mélangeantes.
Une contrainte que nous nous imposons est la réalisation d'une interface aﬀordante 2
(F8) et épurée (F9) aﬁn de maximiser l'espace d'interaction. Enﬁn, la possibilité d'u-
tiliser un écran de grande dimension, présenté par la suite, permet d'envisager une col-
laboration co-localisée (F10), permettant à plusieurs experts d'interagir ensemble.
Ces fonctionnalités ont servi de guide pendant l'élaboration d'une interface tactile et
de métaphores dédiées à l'exploration de données scientiﬁques.
4.3.1 Présentation de l'interface
Présentation du système de navigation Fi3D
L'exploration interactive de jeux de données 3D nécessite au moins six degrés de lib-
erté. Les trois premiers degrés de liberté correspondent à l'orientation des données. Trois
rotations sont nécessaires. Ensuite, positionner les données demandent trois translations,
i.e. trois degrés supplémentaires. Toute interaction additionnel (par exemple une fonction
de zoom) entrainera la contrainte d'au moins un nouveau degré de liberté additionnel. La
contrainte liée à la possibilité de zoomer, comme dans Yu et al. [179], et donc d'avoir les
données qui remplissent l'espace d'interaction, motive le choix d'utiliser les widgets Fi3D
pour les interactions de navigation (F4). De plus, les widgets Fi3D n'utilisent, simultané-
ment, que deux doigts au maximum, ce qui laisse la possibilité d'implémenter d'autres
interactions pour toutes les fonctionnalités citées précédemment. Le système Fi3D est un
ensemble de métaphores, principalement bi-manuelles, permettant la navigation dans un
espace 3D. Ce système est basé sur l'utilisation du cadre comme un widget, permettant
d'augmenter le nombre de degrés de libertés de l'utilisateur en segmentant l'espace de
travail. Ainsi, l'interaction peut être diﬀérente selon que la position initiale de la mé-
taphore soit sur le cadre ou dans le cadre. Les translations, par exemple, sont contrôlées
par un mouvement dans le cadre (cf. ﬁgure 4.6(a)). Au contraire, lorsque le mouvement
1. La liste des fonctionnalités déﬁnie dans ce paragraphe sera utilisée par la suite
2. c'est-à-dire que son utilisation est suggérée par son design [57]
CHAPITRE 4. VISUALISATION ET INTERACTION 128
(a) (b)
Figure 4.6  Exemple de l'utilisation du cadre Fi3D par manipulation bi-manuelle. (a) :
Translation. (b) : Rotation. D'après Yu et al. [179].
Figure 4.7  Interface du logiciel, pour un champ 3D1C. Des isosurfaces sont représentées
à gauche, et le champ volumique est représenté à droite.
inclue le cadre, l'utilisateur contrôle alors les rotations hors du plan.
Présentation de l'interface générale
Le dispositif a été inspiré par les travaux précédents de Isenberg et al. [85, 179, 86],
et la table médicale (MVT) de Lundström et al. [115]. L'écran, inclinable, a une déﬁnition
de 1920x1080 et possède une large diagonale de 55 pouces, aﬁn de permettre des inter-
actions co-localisées (F10). La hauteur est également personnalisable. L'utilisation est
resté quasi-verticale (par préférence des utilisateurs). L'interaction multipoints est ap-
portée par une surcouche matérielle, PQLabs Multi-Touch G3 Plus. C'est un sur-écran,
détectant via un quadrillage de faisceaux infra-rouges les interactions entre l'utilisateur
et l'écran. Ces interactions sont passées par une interface TUIO [92]. L'interface a été
développée aﬁn de proposer les fonctionnalités majeures présentées précédemment. Les
fonctionnalités de navigation sont assurées par le système Fi3D. L'interface générale est
présentée ﬁgure 4.7. Pour permettre à la fois le rendu volumétrique et la visualisation
par isosurfaces, d'un champ scalaire (F2), ou de permettre la comparaison entre deux
CHAPITRE 4. VISUALISATION ET INTERACTION 129
champs diﬀérents, le choix a été fait de séparer en deux l'espace de visualisation. Les
deux régions principales de visualisation possèdent un jeu propre de widgets Fi3D pour
permettre, le cas échéant, le contrôle indépendant de la vue. Le coté droit de la vue
contient la légende de couleur. Interagir avec cette barre permet de contrôler en temps
réel les valeurs associés aux isosurfaces (F3), symbolisées visuellement par des points. Il
est possible de rajouter (par un double-cliquant sur la barre, ce qui ajoute une valeur),
supprimer (en faisant glisser un point hors de la barre) et contrôler (en faisant glisser le
point le long de la barre) des isosurfaces et leurs valeurs associées.
Interactions avancées
En plus des interactions standards multi-dimensionnelles avec un jeu de données 3D,
nous avons implémenté un certain nombre de fonctionnalités spéciﬁquement dédiés à la
communauté des mécaniciens des ﬂuides. Ces modalités, contrôlées par les utilisateurs,
sont activables par des widgets déportés sur le cadre, aﬁn qu'un utilisateur ne puisse
les activer par erreur [21, 160]. Par conséquent, les widgets ne polluent pas l'espace
d'exploration (F9).
Une des fonctionnalités majeures est la manipulation de plans de coupe (F5). Manip-
uler un plan de coupe demande de contrôler deux rotations et une translation  selon la
normale  soit trois nouveaux degrés de liberté. qui se rajoutent donc aux sept degrés de
liberté nécessaire à l'exploration du jeu de données identiﬁés auparavant. Ces degrés de
liberté doivent, idéalement, pouvoir être manipulés en même temps que les sept degrés de
liberté nécessaire à l'exploration du jeu de données identiﬁés auparavant, et de préférence
dans un espace d'interaction unique. Le paradigme d'interaction utilisé ne contraint pas
l'utilisation de techniques d'interaction à trois doigts. Nous avons donc utilisé l'approche
de Reisman et al. [141] pour la manipulation de plans, i.e. une interaction bi-manuelle
illustrée sur la ﬁgure 4.8. Deux doigts de la main non-dominante forment un axe sur le
plan, tandis que le troisième doigt contrôle soit la rotation du plan autour de l'axe déﬁni
si le mouvement est fait dans la zone d'interaction, soit la translation du plan, selon sa
normale, si le mouvement est fait dans un des cadres de l'interface (voir ﬁgure 4.9).
Outre la manipulation de plan de coupe, nous avons implémenté la possibilité, dans
le second espace de travail, d'avoir la vue en aplat du plan de coupe (F5). Cette fonc-
tionnalité est visible dans le second espace de travail de la ﬁgure 4.9. Cela permet à la
fois des interactions spéciﬁques avec le plan, et la manipulation du plan sans occulter la
vue 3D, lorsque les deux espaces de travail sont asservis. Cette vue permet également de
manipuler précisément (cf. ﬁgure 4.10) l'injection de particules  par simple ou double
activation d'un widget  le long d'une sphère ou d'une droite coupant les données volu-
miques. Le couplage des deux vues en 3D et en 2D permet également de contourner le
problème du positionnement 3D lors de l'injection de particules, toujours délicat lors de
l'interaction 3D en utilisant des surfaces - donc en deux dimensions.
L'ensemencement par particules permet de visualiser les lignes de courant (F7) dans
la vue en 3D. Cette technique permet de révéler les structures et leurs propriétés spatio-
temporelles des données. En particulier, les propriétés de vorticité (i.e. les propriétés
tourbillonnaires) du champ de vitesse (F2) peuvent être révélées. Aﬁn d'aider à cette
visualisation, l'hélicité le long de la trajectoire, lorsque peu de trajectoires sont simul-
tanément aﬃchées, est également implémentée, sous la forme d'une ruban. Lorsque ce
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Figure 4.8  Plan de coupe, manipulé par une interaction bi-manuelle : deux doigts
déﬁnissent un axe dans le plan de coupe, puis le troisième doigt contrôle la rotation
autour de cet axe.
Figure 4.9  Plan d'eﬀacement, manipulé par une interaction bi-manuelle : deux doigts
déﬁnissent un axe dans le plan de coupe, ici dans le but de le sélectionner, puis le troisième
doigt contrôle la translation du plan de coupe.
ruban tourne sur lui-même, cela indique une région possédant d'importantes propriétés
tourbillonnaires. Les propriétés de divergence, particulièrement pertinente lorsque l'on
étudie le champ 3D1C d'exposants de Lyapunov, sont également illustrée par l'écarte-
ment relatif des particules. Cette injection, le long de l'axe peut se faire dans le plan
(ﬁgure 4.10(b)) de coupe, par interaction bi-manuelle pour déﬁnir la droite, ou perpen-
diculaire au plan, en n'utilisant qu'un doigt pour positionner l'intersection entre la ligne
et le plan. Dans le cas d'un ensemencement autour d'une sphère, l'utilisation de trois
doigts au lieu d'un permet de modiﬁer son rayon. La densité de particules, le long de
l'axe ou sur la surface de la sphère, peut être également modiﬁée, en utilisant les bordures
comme barre de glissement.
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(a) (b)
Figure 4.10  Contrôle bi-manuelle de l'injection de particules dans l'écoulement, aﬁn de
visualiser les lignes de courants et leur évolutions temporelles. (a) Placement d'un jeu
de particule perpendiculaire au plan de coupe. Le widget correspondant à l'ensemencent
par particules est sélectionné. (b) Positionnement par manipulation bi-manuelle du jeu
de particule dans le plan de coupe.
Interaction temporelle
L'interaction temporel est basée sur une barre de déﬁlement, située au bas de l'inter-
face (voir ﬁgure 4.7). Le choix du pas de temps se fait par le contrôle du curseur sur la
barre. Lancer la simulation peut se faire par glissement (ﬂip-dragging) jusqu'à la barre,
soit par un bref toucher de la barre. De manière similaire, stopper le temps peut se faire
en faisant glisser le curseur hors de la barre. L'interaction temporelle permet également
de suivre l'évolution temporelle de lignes de courants, basée sur la position initiale de
l'ensemencement. La position et les lignes de courants sont gardées en mémoire, ce qui
permet de suivre leur mouvements au ﬁl du temps. Lorsque des interactions sont faites
avec les données, la simulation temporelle est stoppée pour des raisons de performances,
et reprend dès que les interactions sont terminées.
Collaboration colocalisée
La présence de deux vues diﬀérentes et conﬁgurables, ainsi que le support multi-points
(32 points maximum simultanés) permet la collaboration simultanée de deux personnes.
En particulier, les widgets Fi3D peuvent être indépendamment utilisés. La visualisation
(volumétrique, par isosurface, par plan de coupe) est aussi découplée pour chaque fenêtre.
Chacune des vues peut être également utilisée indépendamment ou de façon coordonnée.
Dans ce cas, les interactions de navigation dans une vue sont répliquées dans l'autre
vue, aﬁn de montrer la même vue géométrique. Ces diﬀérentes possibilités permettent
un large spectre d'utilisation de la plateforme, dans des conﬁgurations maître-esclave, de
travail indépendant ou de visualisation partagée.
4.3.2 Évaluation qualitative de l'interface
L'interface a été réalisé avec un retour permanent d'utilisateur-experts [118]. Néan-
moins, une étude qualitative et observatrice, utilisant la méthodologie de Carpendale [24]
a été menée. Le choix d'une étude qualitative est lié à l'intégration de nombreuses et
diﬀérentes techniques d'interactions et de visualisations, parfois déjà explorées, comme
le multi-touch pour l'exploration [143, 97]. Une étude mesurant l'inﬂuence de chaque
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Figure 4.11  Collaboration colocalisée entre experts.
paramètre est donc hors de portée. De plus, par l'étude de paramètres indépendants et
contrôlés, il est délicat de mesurer et prédire comment les utilisateurs vont appréhender
le système global [61]. Nous avons demandé à sept experts (6 masculins, 1 féminin, âgés
de 26 à 57 ans, avec un age médian de 39 ans), dont cinq non impliqués dans le développe-
ment, de participer à une longue session d'évaluation. Les participants ont été séparés
en trois groupes G1, G2 et G4, plus une personne seule G3. Une session d'évaluation
dure typiquement entre une heure trente et deux heures.
Après une courte introduction concernant l'évaluation, les sujets ont pu prendre en
main l'interface sur un jeu de données simple. Ensuite l'exploration d'un jeu de don-
nées complexes a été proposé aux participants. Les données étaient un champ 3D1C de
FTLE (voir chapitre 2) ainsi que le jeu de vitesse correspondant, sur un écoulement de
cavité. Tous les participants étaient habitués aux types de données et de visualisations
proposés. G1, G3 et une personne du groupe G4 connaissaient plus particulièrement le
jeu de données utilisé, tandis que la seconde personne de G2 est un expert des simula-
tions numériques. Durant l'utilisation de l'interface, les participants étaient encouragés
à penser à voix haute, et pouvaient poser toutes les questions à l'expérimentateur. Ils
étaient parfois interrompus pour que des questions leur soient posées sur leurs actions,
et certaines fonctionnalités leur étaient rappelées (aﬁn de réduire les eﬀets d'appren-
tissage). Après cette phase exploratoire, un entretien semi-guidé a été réalisé avec les
participants, aﬁn de discuter de leurs impression en détail, en particulier les diﬀérences
avec leurs outils d'analyse standard, et des retours potentiels sur l'interface proposée.
L'entretien se conclut sur un questionnaire portant sur les détails démographiques, et
leurs connaissances précédentes sur l'utilisation d'outils de visualisations scientiﬁques,
notés sur une échelle de Likert à cinq points. L'expérience entière était ﬁlmée.
Deux catégories de remarques sont sorties du lot :
 Propositions d'interaction
 Implication pour le design d'outils d'explorations scientiﬁques
Un retour important, relevé par tous les utilisateurs, est la diﬃculté d'orienter cor-
rectement et facilement le plan de coupe.
4.3.2.1 Propositions d'interaction
Malgré quelques problèmes inhérents à un prototype, les participants se sont montrés
enthousiastes et ont proposé l'ajout de nombres d'outils supplémentaires pour rendre
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l'interface encore plus utile en pratique. Une demande fréquente était par exemple la
possibilité de pouvoir déﬁnir une vue et position par défaut, et de pouvoir y retourner
automatiquement à volonté. L'association avec un mouvement précis, permettrait une
réinitialisation intelligente du système. Aﬁn d'explorer le champ de vecteur, les experts
ont proposé que soit aﬃché selon une droite traversant le volume ou sur le plan de coupe
le champ 2D de vecteur, et non les lignes de courants. Pouvoir passer à volonté sur
diﬀérentes valeurs des données (par exemple une composante du champ de vitesse, sa
température, son champ de pression etc.) est également une importante extension à con-
sidérer. Une autre proposition est la possibilité d'enregistrer une séquence exploratoire,
aﬁn de la reproduire automatiquement dans l'exploration d'un autre jeu de données.
Plusieurs autres sujets ont également proposé que les plans puissent rester parallèles aux
axes des données, aﬁn de se déplacer spatialement précisément.
4.3.2.2 Implications pour le développement d'outils d'exploration de don-
nées scientiﬁques
Deux aspects importants sont ressortis de cette étude, par le retour d'experts. Le
premier est l'importance de la manipulation directe et de la ﬂuidité de cette manipulation
pour les experts. La manipulation directe a été citée comme devant être absolument
maintenu, car amenant un grand confort pour l'exploration des données. La transparence
est fondamentale pour une bonne utilisabilité (e.g. un utilisateur a précisé qu'une latence
plus importante compromettrait une utilisation de l'interface), la facilité de prise en main
de l'outil a été unanimement relevé, à l'exception notable de la manipulation de plans
de coupe. Ajouter des possibilités et des outils d'exploration rendraient nécessairement
plus complexe l'interface. Les gestuelles tactiles ne peuvent rester forcement intuitives
dès lors que le nombre d'interactions nécessaires augmente. Les sujets se sont néanmoins
accordés à dire que l'exploration de données peut aller de pair avec la découverte et la
maitrise d'une interface complexe et, si nécessaire, modérément modale.
L'exploration combinée 2D et 3D, comme attendue, a été jugée fondamentale pour
une bonne compréhension des données. Le positionnement des particules virtuelles ser-
vant à ensemencer l'écoulement par le plan de coupe, bien que moins directe que dans
certaines techniques de suivi en 3D (dans une CAVE ou par utilisation d'un bras hap-
tique, par exemple), à néanmoins été apprécié par les participants (avec une moyenne
supérieur à 4 sur l'échelle de Likert).
La collaboration n'était pas un objectif initial du développement, mais s'est révélée
être une fonctionnalité importante. Elle a été spéciﬁquement observée lors de l'évalua-
tion. La collaboration a été appréciée, avec une note moyenne supérieur à 4 sur l'échelle
de Likert. En particulier, le groupe G3 (un seul individu) a dit regretter d'utiliser seul
le dispositif, alors que la question de la collaboration n'avait pas été abordée par les
expérimentateurs. La collaboration entre experts a été principalement verbale, i.e. la
discussion autour des propriétés physiques de l'écoulement qu'ils considéraient. Les ex-
perts ont particulièrement apprécié la colocalisation de leurs interactions. La conscience
des actions de l'autre les a "naturellement amené à collaborer", selon leurs propres ter-
mes. Néanmoins, les modalités d'interactions étaient diﬀérentes en fonction des groupes.
Pour le premier groupe G1, la collaboration se faisait en manipulant et commentant si-
multanément les données, et aucune interférence n'a été notée. Pour le deuxième groupe
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G2, au contraire, les experts utilisaient alternativement le dispositif en discutant. Ils
ont précisé dans les discutions suivant l'utilisation de l'interface, que c'était par peur de
gêner l'autre et d'interférer dans ses manipulations. Le groupe G4 avait un comporte-
ment intermédiaire, se relayant naturellement tout en discutant. Ces bonnes propriétés
de collaborations de notre dispositif semblent en désaccord avec les travaux de Rogers
et Lindleys [146]. Ils aﬃrment qu'un dispositif vertical rend la collaboration diﬃcile et
désagréable. Nous avons donc demandé aux participants si ils auraient préféré travailler
sur le même dispositif, mais orienté horizontalement (le plateau étant orientable). Tous
ont aﬃrmé qu'ils auraient moins appréciés cette conﬁguration, et qu'ils préféraient la
position verticale (ou légèrement inclinée). Pour l'exploration de données scientiﬁques,
on peut donc en supposer que l'orientation verticale est plus adaptée à la collaboration.
Plusieurs hypothèses permettent d'expliquer cette apparente contradiction avec Rogers
& Lindleys [146]. La première est que les données étaient orientées conformément à la sit-
uation physique. La seconde est l'habitude des experts de collaborer devant des tableaux,
l'orientation mimant cet outil classique de travail.
4.4 Interaction à base d'objets tangibles
Explorer un environnement virtuel est maintenant une activité quasi-quotidienne,
que l'on retrouve dans de nombreux domaines. Dans le contexte de l'exploration de don-
nées scientiﬁques, une exploration interactive, alors que les données sont en 3D, et parfois
dépendantes du temps, reste une exception. Le cas échéant, les interfaces généralement
proposées nécessitent des infrastructures importantes, telle qu'une CAVE [27], et des
techniques de suivi externe. Dans le cas contraire, les travaux sur la visualisation sci-
entiﬁque reposent en général sur des représentations 2D, de par l'utilisation d'écrans,
malgré la complexité inhérente à la restriction de données 3D [167, 66, 99]. Si une partie
des contraintes peuvent être levées par l'utilisation de métaphores spéciﬁquement conçues
(e.g. Stenholt et al. [165]), des indications, de longues périodes d'apprentissage et des
métaphores complexes sont souvent nécessaires pour l'accomplissement des tâches [19].
L'interface proposée dans la section 4.3, malgré une interface aﬀordante, a ainsi montré
certaines limites, notamment pour la manipulation des plans de coupe. La raison majeure
est, lorsque les métaphores les plus usitées sont déjà utilisées pour la navigation dans
les données, les métaphores supplémentaires sont de facto complexes et non intuitives.
Dès lors que les métaphores ne sont pas intuitives, il devient délicat pour un utilisa-
teur d'utiliser des métaphores nécessitant le maîtrise simultanée d'un grand nombre de
degrés de liberté. Comment, tout en gardant un contrôle sur les autres fonctionnalités
importantes du système (cf. les fonctionnalités déﬁnies dans la section 4.3), permettre
la mise en correspondance des degrés de liberté de l'exploration 3D et des degrés de lib-
erté à disposition sur les systèmes habituels [173, 75] ? L'importance de la transparence,
et de la manipulation directe des données, comme précisée dans la section précédente
est néanmoins fondamentale, et est impérativement à conserver. La suite de ce chapitre
présente mes travaux sur des métaphores permettant, expressément, la navigation dans
des données complexes (typiquement issues de mécanique de ﬂuides). Ces métaphores
ont été spéciﬁquement conçues aﬁn de libérer les métaphores usuelles, principalement
tactiles. Ainsi, l'utilisation de l'écran tactile et de l'espace de visualisation pourra être
totalement dédiée à l'interaction complexe (gestion du temps, manipulation des valeurs
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des isosurfaces du champ d'exposants de Lyapunov à temps ﬁni etc.).
Nous avons ainsi proposé l'utilisation d'objets tangibles, c'est-à-dire manipulables,
pour l'exploration de jeux de données. La raison fondamentale est de faire correspon-
dre les degrés de libertés du système et les degrés de libertés de l'exploration. Dans la
partie 4.4.1, le "tangible" est une tablette tactile. Cette solution permet également, en
identiﬁant la tablette à un plan dans l'espace virtuel, de répondre à la diﬃculté de ma-
nipulation de plan de coupe relevé dans la section 4.3. Dans la section suivante 4.4.2, le
procédé est généralisé à l'utilisation de divers outils, en particulier un objet de référence
ancrant les données dans le monde réel, permettant de facto une manipulation directe
des données.
4.4.1 Une fenêtre vers des données scientiﬁque en réalité virtuelle
Cette première métaphore utilise une tablette tactile comme une fenêtre tangible vers
un univers quelconque en réalité virtuel. Sur la ﬁgure 4.12 est illustrée le principe : l'u-
tilisateur regarde l'écran, qui donne sur l'univers à explorer. Déplacer la tablette déplace
la vue. Se mouvoir dans l'espace réel entourant l'expert revient donc à se mouvoir dans
l'espace virtuel, révélé au travers de cette fenêtre. Dans le cadre de la visualisation sci-
entiﬁque, l'univers à explorer est constitué de données scientiﬁques, tel qu'un champ
d'exposants de Lyapunov à temps ﬁni (cf. le chapitre 2 ou la section 3.7).
Une telle métaphore a été proposée par Tsang et al. [175] et Scarpa et al. [117]. Néan-
moins, le suivi de la tablette était une importante limitation dans ces travaux. Tsang et
al. [175] utilisaient un bras mécanique pour connaitre la position de la tablette, limitant
ainsi l'espace de travail. Ces limitations ne concernent pas le projet (T)eather [117], mais
leur implémentation nécessite une pièce spécialement équipée de capteurs de position.
Le projet (T)eather, ainsi que les travaux de Scarpa, n'ont en outre pas été suivis d'une
validation expérimentale.
Dans cette partie, nous proposons une approche diﬀérente des deux précédentes. L'u-
tilisation des capteurs internes (la centrale inertielle) supprime les limitations précédentes
concernant l'espace de travail, tout en permettant une grande portabilité du système.
Une validation expérimentale est conduite, aﬁn de vériﬁer si l'exploration d'une scène
virtuelle au travers d'une fenêtre tangible est, d'une part, appréciée par l'utilisateur,
et d'autre part si cette exploration est bien plus eﬃcace. Être libéré des contraintes
précédemment citées implique quelques améliorations. La légèreté d'une tablette tactile
permet de présupposer une navigation et une exploration facile de la scène. En liant les
trois degrés de liberté de rotation de la tablette au vecteur d'orientation de la scène, on
espère une amélioration de la transparence, c'est-à-dire le caractère intuitif de la ma-
nipulation par l'utilisateur, des métaphores d'exploration. Les rotations sont captés par
les gyroscopes internes de la tablette. Ainsi, les trois degrés de libertés en rotation sont
les mêmes dans l'espace de l'utilisateur et dans l'espace virtuel. La complexité de l'in-
teraction est donc plus faible [173]. De plus, la métaphore utilisée étant plus naturelle,
une meilleure réactivité des sujets, et une phase d'apprentissage plus courtes sont at-
tendues. Faire correspondre les degrés de rotations amène un autre avantage. Les faibles
rotations créées par l'utilisateur permettent un eﬀet de parallaxe, présent continument,
ce qui apporte une bonne perception de la profondeur. La représentation 2D est en fait
perçue comme une scène 3D. Typiquement, les champs de données 3D, en mécanique
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Figure 4.12  Fenêtre vers un environnement virtuel.
des ﬂuides, tels que le champ vitesse sont fortement structurés dans toutes les directions,
y compris dans la profondeur (les ﬁgures de la section 3.6.4 en sont un exemple). Con-
trairement à une méthode de visualisation classique, on s'attend donc à une amélioration
de la perception et de la compréhension spatiale de la part des utilisateurs.
4.4.1.1 Protocole et conditions de l'expérience
Scène virtuelle
Produire une scène issue de la mécanique des ﬂuides (e.g. un champ d'exposants de
Lyapunov à temps ﬁni) constitue un biais potentiel dans le cadre d'une expérience où
les sujets ne sont pas des experts mécaniciens. J'ai donc proposé une scène dont les
propriétés sont similaires à des données scientiﬁques, mais admissibles pour un public
non-expert. La scène est composée de (500) sphères. La position, la couleur et le diamètre
des sphères sont déﬁnis aléatoirement au moment de la création de la scène. Chaque
sphère peut ainsi être considérée comme une propriété locale des données (par exemple,
le centre d'un tourbillon, un point chaud, une nappe d'isosurface du champ d'exposants
de Lyapunov à temps ﬁni etc.).
La lumière est plus forte au centre de la vue, comme si le sujet tenait une lampe torche.
Donner aux participants une vision partielle de leur environnement périphérique permet
de les inciter à explorer la scène. Quelques ÷ufs (3) sont disposés aléatoirement dans
la scène. Comme pour les sphères, leurs diamètres, couleurs et positions sont aléatoires.
Chercher les ÷ufs force donc les sujets à naviguer dans le monde virtuel. Le choix de
cibles sous forme d'÷ufs est la diﬃculté, selon certains points de vue, de discriminer
un ÷uf d'une sphère. Cela revient à rechercher une propriété précise dans des données
complexes. Une fois trouvé et pointé par le sujet, les ÷ufs sont repérés par un cercle vert.
Une vue typique de la scène est illustrée sur la ﬁgure 4.13.
Hypothèses
Nos hypothèses principales sont donc que les sujets explorent une plus grande partie de
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Figure 4.13  Vue générale du logiciel. Un ÷uf a été trouvé par le participant.
l'environnement avec la métaphore par fenêtre tangible (hypothèse H1). On espère que
trouver une cible prenne moins de temps avec la métaphore par fenêtre tangible (H2).
La volonté que l'interface proposée puisse être diﬀusée dans la communauté implique que
les sujets doivent également préférer la métaphore par fenêtre tangible (H3).
Conditions
Le scenario est de trouver un ÷uf le plus rapidement possible, bien que les participants
soient autorisés à continuer jusqu'à la ﬁn du délai. La condition C1 correspond à la mé-
taphore proposée sous forme de fenêtre vers le monde virtuel. Pour la condition compar-
ative C2, les rotations sont réalisées par des mouvements familiers sur tablettes tactiles,
de type game pad controller. En pratique, les dérivées de l'évolution des deux angles
principaux de rotations sont déterminées par un joystick-widget. Les déplacements, dans
la direction de la caméra, sont contrôlés par une barre de glissement, en avant comme en
arrière. Les capteurs de translations de la tablette étant trop peu précis, la métaphore sur
le déplacement, pour les deux conditions, est identique. L'exploration n'est pas, en soit
aﬀectée par l'absence des déplacements latéraux. Seul le déplacement dans la direction
de la caméra est donc autorisé.Les directions spatiales sont bien sur isotropiques.
Matériel et Logiciel
L'expérience a été réalisée sur une tablette Nexus 7. Sa masse est de 340g. Le logiciel
est un moteur de rendu OpenGL ES 1.1. Les rotations sont mesurées par les gyroscopes
internes de la tablette.
Participants
Quatorze participants (masculins) ont passé l'expérience, provenant du Laboratoire pour
l'Informatique pour la Mécanique et les Sciences de l'Ingénieur (Université de Paris-Sud),
âgés entre 20 et 27 ans. L'age moyen était de 24 années (déviation standard σ  2 ans).
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Mesures
Les données suivantes ont été mesurées pour chaque passage, quelque soit la mé-
taphore utilisée :
MO1 : Nombre d'oeufs trouvé au ﬁl du temps
MO2 : Déplacement au cours du temps
MO3 : Angle parcouru au cours du temps
En plus de ces relevés objectifs, nous avons demandé aux participants de compléter
un court questionnaire, sur une échelle de Likert à 5 points, pour l'évaluation des mé-
taphores, aﬁn de compléter l'expérience par des mesures d'appréciation :
MS1 : Facilité de déplacement
MS2 : Facilité de rotation
MS3 : Facilité de trouver les ÷ufs  Diﬃculté de la tâche
MS4 : Facilité de se repérer dans les données
Procédure
Les participants étaient assis sur une chaise de bureau (permettant une libre rotation),
et pouvaient tenir la tablette de la façon dont ils le souhaitaient. Aucune rémunération
n'a été oﬀerte. Avant l'expérience, nous avons présenté brièvement les deux métaphores.
L'expérience commence par un court entrainement. Quelque soit la condition, les sujets
doivent trouver autant d'÷ufs que possibles. Après 160s, l'essai en cours s'arrête. Le
scenario est répété trois fois pour chaque condition, et l'expérience se termine avec le
questionnaire.
4.4.1.2 Résultats
Les populations ne respectant pas une loi Gaussienne, dans la suite, on utilise le test
des rangs signés de Wilcoxon pour les validations statistiques. Le temps pour réalisé la
tâche (pour MO1  1), est en moyenne (t  70.3s), 23.4% plus faible lorsque les sujets
utilisent la tablette tangible comme une fenêtre. La p-value est de p  0.091 en com-
parant avec le temps des sujets utilisant la condition C2 (temps moyen de t  86.8s).
Trouver un oeuf implique d'explorer la scène. Cela montre donc que la métaphore pro-
posée est meilleure pour les tâches d'exploration. Lorsque l'on considère le déplacement
M02 (cf. ﬁgure 4.14(a)) on remarque que les participants se sont déplacé plus avec cette
métaphore. La diﬀérence moyenne est en eﬀet de 40.0%. Le résultat est très signiﬁcatif,
avec une p-value p ! 0.01. Comme attendu de la part d'une métaphore liant les degrés de
rotations réels et les rotations du monde virtuel, l'angle vu MO3, sur la ﬁgure 4.14(b),
est également signiﬁcativement plus grand avec notre méthode. La diﬀérence moyenne
est de 29.0% à la ﬁn de l'expérience, avec une p-value hautement signiﬁcative p ! 0.01.
L'hypothèse de l'expérience H1 est donc vériﬁée.
Considérons maintenant la population des participants ayant trouvé un ÷uf, au cours
du temps. La courbe représentant cette fraction est présentée ﬁgure 4.15. Deux temps
caractéristiques sont identiﬁables sur cette courbe, permettant de séparer le processus
exploratoire en trois phases distinctes. Jusqu'au temps t  40 s, les courbes, suivant la
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(a) (b)
Figure 4.14  Les courbes bleues correspondent à l'utilisation de la tablette comme
d'un objet tangible, les courbes rouges pour la navigation tactile. (a) : Distance moyenne
parcourue par les participants, par rapport au temps, jusqu'au temps ﬁnal. (b) : Moyenne
de l'angle vu par les participants, par rapport au temps et jusqu'au temps ﬁnal.
méthode tactile ou la métaphore par objet tangible ne présentent pas de diﬀérences. Les
participants trouvent un ÷uf, par chance près de leur position initiale. Ensuite, jusqu'au
temps t  70 s, l'écart entre les conditions C1 et C2 ne fait que croitre. C'est une phase
d'exploration après la phase de découverte de l'environnement proche, où l'inﬂuence
de la métaphore choisie se fait le plus sentir. Ensuite, l'écart diminue. Un bon nombre
de participants ayant déjà trouvé un ÷uf dans la métaphore proposée C1, tandis que
les participants utilisant la métaphore tactile C2 ne l'ont pas encore trouvé (test de
McNemar hautement signiﬁcatif, associé à une p-value p  0.0088) et commencent à
rattraper, ﬁnalement, leur retard en trouvant un des ÷ufs. Dans la dernière partie, les
diﬀérences ne sont ainsi plus signiﬁcatives. Ainsi, les sujets trouvent plus rapidement un
÷uf en explorant la scène avec la métaphore tangible. L'hypothèse H2 est bien vériﬁée.
La mesure MS2 montre que les sujets préfèrent signiﬁcativement la métaphore tan-
gible (p-value p  0.012), ce qui valide notre hypothèse H3. C'est d'autant plus préféré
que les sujets indiquent, par les réponses MS4, se repérer signiﬁcativement mieux au
travers de la métaphore proposée (p  0.037).
Le fait que les sujets se déplacent plus dans l'espace virtuel avec la métaphore tangible
n'était pas attendu, le déplacement étant, dans les deux conditions, lié au même widget.
Concernant le déplacement, les sujets ne diﬀérencient pas les deux conditions, comme on
peut le voir dans les boites de Tukey, ﬁgure 4.16 concernant le déplacement. Les boites
sont comparables. Néanmoins, les sujets se déplacent plus. En eﬀet, les sujets utilisent
96% plus le widget dans la métaphore tangible (une moyenne de 17.1 activations par
minute dans le cas du premier scenario, à comparer à 8.6 activations par minute dans
le scenario où les rotations sont contrôlées par le "game pad controller"). Néanmoins, le
temps total pour se déplacer est deux fois inférieur. La vitesse moyenne de déplacement
des sujets, dans le cas du premier scenario, est donc bien plus importante ((32, 2% plus
grande). Comme rappelé précédemment, la mesure MS4 est signiﬁcativement meilleure
dans le scenario de la fenêtre tangible. Les sujets ont moins de diﬃculté à se localiser
dans les données. Cela implique que les sujets savent mieux où se déplacer pour explorer
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Figure 4.15  Fraction des participants ayant trouvé au moins un oeuf, par rapport
au temps. La courbe bleue correspond à l'utilisation de la tablette comme d'un objet
tangible, la courbe rouge pour la navigation tactile.
de nouvelles zones de données. Les participants se déplacent donc directement dans une
direction précise. De plus, dans la métaphore fenêtre tangible, les sujets ne passent que
28.8% du temps à ne rien faire (i.e. ne pas se déplacer), tandis qu'ils ne bougent pas
pendant 40.5% du temps pour la condition C2. La diﬀérence est hautement signiﬁcative
(p-value p ! 0.01). On peut noter, tableau 4.1, que les sujets se déplacent et tournent
deux fois plus dans la condition C1. On voit également que, dans la condition C2,
les sujets se déplacent puis tournent. Ces diﬀérences, dérivées des mesures MO2 et
MO3, sont hautement signiﬁcativement diﬀérentes (p ! 0.01). La métaphore proposée
Tableau 4.1  Modalité de déplacement durant l'expérience, en pourcentage du temps
total.
Condition C1 Condition C2
Rotation 47.2% 30.7%
Translation 12.8% 24.0%
Rotation + Translation 11.2% 4.80%
permet donc de contrôler, simultanément, plus de degrés de liberté que les interactions
tactile. L'interface proposée est en fait plus transparente que l'interface tactile. Cette
amélioration de la transparence est probablement la raison expliquant la véracité de
l'hypothèse H3.
Les sujets, quelque soit la condition, ont trouvé délicate la tâche (la médiane de
MS3- est seulement de 2, avec une faible dispersion sur l'échelle de Likert). C'était un
prérequis pour forcer les sujets à explorer la scène.
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Figure 4.16  Boites de Tukey pour les réponses subjectives. Les boites bleues correspon-
dent à l'utilisation de la tablette comme d'un objet tangible, les rouges pour la navigation
tactile. Le trait épais représente la médiane des données, et la boite représente les 1er et
3ème quartiles. Les traits extrêmes représentent les valeurs maximales et minimales. Les
couples de boites correspondent respectivement aux mesures MS1,MS2 et MS4.
Bilan de cette méthode
La métaphore présentée, adoptant une approche interne de suivi, s'avère eﬃcace pour
évoler dans un espace large. La tâche d'exploration induite et la tâche de recherche ont été
eﬀectuées plus rapidement par les participants. De plus, les sujets ont apprécié naviguer
avec cette métaphore, malgré le fait que les translations (les capteurs internes associés
étant de médiocre facture) ont du être dirigées par une métaphore tactile. La méthode
est conçue pour l'exploration de données scientiﬁques, la tâche étudiée étant similaire
au travail d'un expert sur des données de mécanique de ﬂuides. Néanmoins, l'évaluation
a été réalisée dans un cadre plus générale d'univers virtuels. La tablette est utilisée ici
comme un objet tangible. Des données scientiﬁques  mais le spectre d'utilisation dépasse
ce cadre  occupent un univers virtuel. La manipulation de cet objet tangible permet
l'exploration directe de cet univers. La prochaine étude relaxe deux contraintes de cette
étude. L'univers virtuel n'est plus uniquement composé des données. D'autres objets
peuvent être considérés pour interagir avec l'environnement.
4.4.2 Utilisation d'outils tangibles pour l'exploration d'un environ-
nement en réalité augmentée
Dans la métaphore en réalité virtuelle présentée dans la section précédente 4.4.1, une
tablette tactile est utilisée comme une fenêtre. Cette fenêtre est considérée comme un
objet tangible, et déplacer ce tangible permet donc de se déplacer dans l'univers virtuel,
i.e. les données de mécanique des ﬂuides que l'expert veut explorer. La notion d'inter-
action tangible peut être appliquée directement aux données. Pour ce faire, on propose
l'utilisation d'objets tangibles. Les objets tangibles sont des objets réels et physiques.
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Manipuler directement ces objets permet de manipuler directement les données. Dans
une nouvelle approche, les données sont présentées derrière l'écran, et n'emplissent a pri-
ori pas l'univers. L'interaction peut donc se faire derrière l'écran, en plus de l'écran. Les
données virtuelles sont superposées, sur l'écran, à l'image de l'objet tangible de réference.
La manipulation d'objets tangibles permet donc la manipulation et l'interaction avec des
données virtuelles, typiquement des données issues de simulations numériques (e.g. les
ﬁgures de la section 3.6.4). Plusieurs objets tangibles peuvent être utilisés simultané-
ment, pour augmenter les interactions, par exemple un stylet aﬁn de gérer précisément
le lâcher de particules, ou les plans de coupes, dans le cas d'exploration de données
issues de la mécanique des ﬂuides (comme dans la section 3.6.4, avec la présentation
d'une comparaison entre des données 2D et 3D). Contrairement à Qi & Marteens [139],
l'utilisation d'une tablette permet une colocalisation entre les données et l'interaction.
Cette colocalisation doit améliorer la performance des utilisateurs dans leurs tâches et
la transparence de l'interface [177].
Plusieurs avantages sont attendus. En premier lieu, l'eﬃcacité pour l'interaction 3D
devrait être améliorée. L'utilisateur peut contrôler les six degrés de liberté de navigation
dans l'espace 3D (c'est-à-dire toutes les rotations et les translations) sans avoir à utiliser
des interfaces, telles qu'une souris ou un écran tactile. Un autre point attendu est la
facilitée d'utilisation. Il n'y a pas d'intrusion de capteurs externes tel que des outils de
détections de mouvement ou de la tête. Toute l'interface est utilisée à mains nues, sans
apprentissage. Manipuler un objet est en eﬀet une tâche quotidienne. Un dernier point
est la portabilité de l'interface, uniquement composée d'objets tangibles et d'une tablette
tactile. Dans l'étude présentée, nous nous limitons à l'exploration de données 3D1C, tel
qu'un champ d'exposants de Lyapunov à temps ﬁni.
4.4.2.1 Présentation des objets tangibles
Deux objets tangibles ont été conçus. L'objet de référence, sur lequel se superpose les
données, et un stylet. Ces tangibles, auxquels on peut rajouter la tablette  comme dans
la section 4.4.1  sont au c÷ur des principales métaphores d'interactions présentées par
la suite, et sont repérés par des marqueurs de type ARToolkit 3. Le tangible de référence
représente les données, et permet de les intégrer dans l'espace physique. Lorsque cet objet
tangible est observé au travers de la fenêtre virtuelle, les données y sont superposées.
Manipuler l'objet permet de manipuler directement les données. L'utilisateur peut donc,
simultanément, tourner, zoomer et translater les données, aﬁn d'observer et repositionner
les données. Cette fonctionnalité est étudiée section 4.4.2.4. La forme de l'objet est
issu d'une étude itérative fonctionnelle, ergonomique et technique, aﬁn de pouvoir le
manipuler et l'orienter à une main. On peut voir l'évolution de la forme du tangible de
référence sur la ﬁgure 4.18. Le tangible planaire a immédiatement été rejeté. La forme
cubique, utilisée pour des raisons d'aﬀordance [57], i.e. la forme suggère l'utilisation, a
ensuite été améliorée pour prendre la forme d'un hexaèdre tronqué pour deux raisons
principales. La première, technique, est pour s'assurer qu'il y ait toujours un marqueur
face à la caméra. La seconde, ergonomique, est d'avoir un objet dont la forme facilite la
rotation lorsque l'utilisateur tient le cube d'une seule main.
Le stylet a été conçu aﬁn de permettre une exploration multi-échelle des données.
3. http://www.artoolworks.com/products/mobile/
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Figure 4.17  Evolution de la forme du tangible de référence.
Alors que le tangible de référence propose essentiellement une exploration globale des
données, centrée autour du positionnement et de l'observation, le stylet a pour but une
exploration ﬁne et plus précise des données. La première interaction, aﬀordante car sug-
gérée par la forme, est le pointage d'une zone précise dans les données, permise par la
forme longue et pointue du stylet tangible. Pour ne pas interférer avec le tangible de
référence, la pointe active du stylet est virtuellement allongée de quelques centimètres.
Cette utilisation est d'autant plus précise que les utilisateurs sont particulièrement dex-
tres avec l'utilisation d'un objet issu de la vie quotidienne. Dans le système proposé,
le stylet oﬀre deux principales possibilités d'interactions avec les données. La première
est le lâché de particules en un point précis des données. La seconde, étudiée dans la
section 4.4.2.5, est la manipulation de plans de coupe.
Figure 4.18  Manipulation de plan de coupe par le stylet tangible.
La tablette est elle-même un objet tangible. Elle permet une exploration assez proche
de l'objet tangible de référence. On peut en eﬀet l'utiliser pour tourner autour des données
ou encore zoomer en s'approchant. Lorsque l'on s'approche suﬃsamment des données,
une métaphore d'exploration par plan de coupe a été implémentée (voir la section 4.4.2.5).
La tablette se comporte alors comme un plan de coupe virtuel, que l'on peut manipuler
directement dans les données. Le plan de coupe peut être, comme demandé par les
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utilisateurs durant l'expérience présenté section 4.3, verrouillé à un des axes des données.
La manipulation combinée avec le tangible de référence est évidement toujours possible
dans cette modalité.
Pour valider les modes d'interactions proposés ainsi que le concept d'exploration
de données par objets tangibles, deux expériences ont été menées. La première concerne
l'utilisation de l'objet tangible de référence. Il s'agit de vériﬁer si le positionnement en 3D
est plus performant avec l'utilisation d'objets tangibles. La seconde concerne l'utilisation
du stylet comme outil d'assistance pour la manipulation de plan de coupe.
4.4.2.2 Implémentation
La position et l'orientation de l'objet virtuel sont asservies à celles de l'objet tangible
de référence. La camera virtuelle de la scène correspond donc à la caméra arrière de la
tablette. L'objet virtuel est superposé à l'image de fond, capté par la caméra arrière.
Apparaissant comme au travers d'une fenêtre virtuelle incarnée par la tablette, l'objet
virtuel est placé à la place de l'objet tangible de référence (cf. ﬁgure 4.19).
Figure 4.19  Vue typique de données de mécanique des ﬂuides en réalité augmentée.
4.4.2.3 Modalité de visualisation des données
Les données 3D peuvent être visualisées selon deux modes illustrés ﬁgure 4.20, comme
dans l'interface tactile présentée section 4.3 (voir par exemple la ﬁgure 4.7). Le pre-
mier correspond à une visualisation volumique d'un champ de données scalaires (ici un
champ d'exposants de Lyapunov à temps ﬁni, présenté chapitre 2), tandis que le second
représente les données par des isosurfaces. Les deux modes peuvent être activé simultané-
ment. Les techniques de rendu et de manipulations d'isosurfaces sont  dans la mesure
du possible sur des interfaces portables  similaires à celles présentées parties 4.3.
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(a) (b) (c)
Figure 4.20  Les diﬀérents modes de rendu. (a) : rendu volumique. (b) : rendu par
isosurface. (c) : rendu mixte.
4.4.2.4 Evaluation du positionnement 3D
L'évaluation des performances du positionnement 3D est indispensable pour valider
notre proposition d'interaction en réalité augmentée avec des données complexes par
objets tangibles. L'exploration, pour des données 3D, passe principalement par la rotation
et la translation des données dans l'espace 3D. Pour évaluer ces performances, nous avons
donc choisi une tâche de positionnement d'objets.
4.4.2.4.1 Protocole et conditions de l'expérience
Conditions
Le positionnement se fait en utilisant la tablette tactile comme écran. Pour la com-
paraison, deux autres systèmes classiquement utilisés sont également évalués. Le premier
est l'écran tactile lui-même, choisi plutôt qu'une souris. Les métaphores tactiles choisies
pour la manipulation sont les plus classiquement utilisées, à savoir principalement le
"pinch-zoom", utilisé pour la rotation dans le plan, et les trois translations, les rotations
hors du plan se faisant à un seul doigt. Le second système utilisé est un souris 3D. Nous
avons choisi ce type de souris car c'est le principal outil à six degrés de libertés (les trois
rotations et les trois translations sont mesurables) disponible commercialement, et qu'il
est modérément utilisé dans le monde professionnel (CAO principalement). Les trois
conditions sont donc :
C1 : L'utilisation d'objets tangibles comme métaphore pour eﬀectuer la tâche de
positionnement.
C2 : L'utilisation de l'écran tactile comme métaphore pour eﬀectuer la tâche de
positionnement.
C3 : L'utilisation d'une souris 3D comme métaphore pour eﬀectuer la tâche de po-
sitionnement.
Il est à noté que la métaphoreC3 correspond à une méthode d'interaction isométrique
(i.e. l'utilisateur contrôle la vitesse de rotation), alors que les métaphores et C2 corre-
spondent à une méthode isotonique (i.e. l'utilisateur contrôle directement les rotations).
En suivant les recommandations de Zhai [180], ce biais n'est pas le sujet de l'étude, mais
bien l'utilisabilité pour une tache donnée.
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Hypothèses
Notre volonté de proposer une métaphore eﬃcace impose que la métaphore la plus rapide
pour positionner un objet est l'utilisation d'objets tangibles (hypothèseH1). On suppose
également que la trajectoire, lors du positionnement, est plus direct par l'utilisation
d'objets tangibles (H2). Enﬁn, il est malheureusement probable que l'utilisation d'objets
tangibles soit la métaphore la plus fatigante (H3).
Matériel et logiciel
La tablette utilisée est une Toshiba 7" AT270, fonctionnant sous Android 4.0.3. L'ob-
jet tangible de référence est présenté section 4.4.2.1. Le rendu (moteur développé en
interne sous OpenGL ES) est similaire à la section 4.4.2.3, néanmoins les données sont
ici un tétraèdre, orienté dans l'espace par ces sommets, colorés. La souris 3D est une
SpaceNavigator (voir ﬁgure 4.21).
Figure 4.21  La souris 3D utilisée.
Participants
Douze participants (deux féminins, dix masculins), tous droitiers, ont passé l'expéri-
ence, provenant du Laboratoire pour l'Informatique pour la Mécanique et les Sciences
de l'Ingénieur (Université de Paris-Sud), âgés entre 20 et 35 ans. L'age moyen était de
24 années (déviation standard σ  2 ans). Parmi ces participants, dix utilisent régulière-
ment un smartphone, et 5 utilisent également régulièrement une tablette tactile. Cinq
participants utilisent également régulièrement des logiciels 3D. Seulement un participant
a une vraie expérience de la réalité augmentée. Deux participants avaient une expérience
limitée de l'utilisation d'une souris 3D.
Procédures
Les participants étaient assis sur une chaise de bureau et devaient tenir la tablette de leur
main dominante. Il était demandé aux sujets de rester assis, mais ils pouvaient bouger la
tablette comme ils le souhaitaient. Sur la table était disposé un marqueur de référence,
pour le positionnement de la cible à atteindre. Sur la table était également disposé la
souris 3D et l'objet tangible de référence. Aucune rémunération n'a été oﬀerte.
Avant l'expérience, nous avons présenté brièvement les trois métaphores. L'expérience
commence par un court entrainement pour chaque condition. Le scenario est répété huit
fois pour chaque condition, et l'expérience se termine avec un court questionnaire.
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Tâche
La tâche de positionnement est fortement inspirée des travaux de Zhai et Milgram [180]
et de Hancock et al. [74]. Les sujets doivent manipuler un tétraèdre sur un tétraèdre
cible (voir ﬁgure 4.22 ). Les sommets, colorés, servent à l'orienter dans l'espace. Les
deux tétraèdres sont des objets en réalité augmentée. Le tétraèdre cible est immobile.
Lorsque les deux objets coïncident (la tolérance en espace étant indiqué par un léger
halo) pendant une seconde, la tâche est validée.
Figure 4.22  Vue typique de l'experience. Le tétraèdre manipulé est d'une couleur légère-
ment diﬀérente, pour faciliter la distinction. Le halo de tolérance sur les sommets est
visible sur le tétraèdre de droite. Le marqueur lié au tétraèdre cible est visible en bas de
l'image sur la tablette.
Mesures
La principale mesure objective est le temps mis par chaque participant pour terminer
la tâche (mesure MO1). Les autres mesures objectives concernent l'enregistrment des
mouvements 3D (translations MO2 et rotations MO3) du tétraèdre contrôlé.
Après l'expérience, un questionnaire était soumis aux sujets.
4.4.2.4.2 Résultats
Un test de Shapiro-Wilk assurent que les données ne suivent pas des distributions nor-
males. Dans la suite, les comparaisons sont faites par des ANOVA de Friedman lorsque
l'on considère les trois conditions, et des tests de rangs signés de Wilcoxon lors des
comparaisons deux à deux.
L'ANOVA a montré que les diﬀérentes conditions ont une inﬂuence hautement sig-
niﬁcative sur le temps de complétion MO1 (χ2  45.19, p   0.01) présenté ﬁgure 4.23.
Comme attendu au vu des travaux de Ware & Rose [177], les participants sont haute-
ment signiﬁcativement plus rapide avec la condition C1 (temps moyen t  8.72s, avec
une déviation standard σ  8.47s) qu'avec les autres conditions C2 (temps moyen
t  13.72s, avec une déviation standard σ  29.66s, p-value p   0.01) et C3 (temps
moyen t  24.17s, avec une déviation standard σ  27.54s, p-value p ! 0.01). Le fait que
la conditionC2, comme la conditionC1, soit isotonique et néanmoins moins performante
que la condition C3, isométrique, indique que ce biais n'a pas eu une inﬂuence trop im-
portante dans l'étude. Comme l'indique Zhai [180], cette condition est très dépendante
de la tâche. L'hypothèse principale H1 est donc validée.
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Figure 4.23  Temps de complétion en fonction de la condition.
La plupart des participants ont noté que l'utilisation de l'objet tangible de référence
permettait d'accomplir plus rapidement la tâche que la souris 3D. L'écran tactile a été
systématiquement noté comme la méthode la plus lente. Le test de Kendall de concor-
dance vériﬁe la haute signiﬁcativité de ces résultats (W  0.715, χ2  17.2, et p   0.01).
L'objet tangible de référence est également relevé par les utilisateurs comme (légère-
ment) plus précis que la souris, et bien plus que la modalité tactile. Le test de Kendall
montre que ce résultat est signiﬁcatif (W  0.271, χ2  6.5, et p   0.05).
La souris 3D a néanmoins été perçue comme une métaphore moins fatigante que
l'utilisation de l'objet tangible de référence, la métaphore tactile étant une nouvelle fois
classée dernière. La concordance des participants était néanmoins plus faible (W  0.250,
χ2  6.0, et p  0.05). Ces résultats tendent à conﬁrmer l'hypotèseH3. Que la métaphore
associée à l'écran tactile soit plus mal classée que la métaphore d'interaction par objets
tangibles s'explique sans doute par les temps de complétion plus importants.
4.4.2.5 Évaluation de l'utilisation de tangibles pour réaliser des plans de
coupe
Cette seconde expérience se place dans la continuité de la précédente. L'utilisation
d'objets tangibles peut se généraliser à d'autres tâches complexes. Le système, par écran
tactile, présenté section 4.3, a montré à quel point le positionnement d'un plan de coupe
dans des données 3D, nécessitant de manipuler un grand nombre de degrés de liberté,
est une tâche complexe. Aﬁn de palier à ce problème, on propose d'utiliser un stylet aﬁn
de réaliser des plans de coupe dans des données scientiﬁques.
Aﬁn d'évaluer l'eﬃcacité du stylet dans cette tâche, nous avons implémenté, sur
tablette tactile, une manipulation de plan de coupe strictement similaire à celle de
ParaView 4, utilisée dans le cadre de la mécanique des ﬂuides. D'autres logiciels, typ-
iquement dans le logiciel de calcul scientiﬁque MatLab, utilisent la ligne de commande
pour placer les plans de coupe. Une telle approche n'a pas été considérée ici (comme
pour la ﬁgure 3.39 de la section 3.6.4).
D'autre part, la tablette forme elle-même un objet aﬀordant pour réaliser des plans
de coupe. La suite de cette étude compare les trois méthodes présentées.
4.4.2.5.1 Protocole et conditions de l'expérience
4. http://www.paraview.org/
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Figure 4.24  Superposition des données, issues de l'IRM d'un crâne, et de l'objet tangible
de référence.
Participants
Neuf participants (un féminin, huit masculins), tous droitiers, ont passé l'expérience,
provenant du Laboratoire pour l'Informatique pour la Mécanique et les Sciences de
l'Ingénieur (Université de Paris-Sud), agés entre 23 et 29 ans. L'age moyen était de
24 années (déviation standard σ  2 ans). Un des participants était gaucher.
Procédures
Les participants étaient assis sur une chaise de bureau et devaient tenir la tablette, sans
instruction particulière. Sur la table était disposés la tablette, le tangible de référence, le
stylet tangible et une souris sans ﬁl ambidextre. Pour éviter toute collision avec la table,
le tangible de référence était légèrement surelevé car posé sur une piédestal en carton. Les
participants étaient autorisés et encouragés à déplacer le tangible de référence comme ils
le souhaitaient.
La tâche est conçue pour être réaliste, bien que pensée pour être faite par des sujets
non-experts : trouver des cibles dans des données pseudo-scientiﬁques. Présenter des
données issues de mécanique des ﬂuides a été jugé être trop complexe pour des sujets
non-experts. Aﬁn de néanmoins proposer un environnement crédible et scientiﬁque, un
crâne humain (voir image 4.24), issu de données IRM 3D, était représenté. Trois boules,
visibles sur la ﬁgure 4.25, suﬃsamment contrastées pour ne pas être confondu avec le
reste du crâne, étaient placées dans ces données, symbolisant des points d'intérêt dans
les données. Aﬁn de ne pas être visualisé par le rendu volumique, les sphères n'étaient
visibles qu'au travers du plan de coupe. En explorant le domaine par un plan de coupe,
les participants devaient trouver les trois sphères, et les aligner dans le plan. Les sphères
devaient rester dans le plan pendant 0.8 s pour que la tâche soit considérée comme
(automatiquement) validée. La limite de temps, pour chaque essai, était ﬁxé à 300 s.
Conditions
Les trois conditions principales étaient, l'utilisation de la tablette comme d'un plan de
coupe C1, l'utilisation du stylet pour couper les données C2 et la condition témoin, l'u-
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Figure 4.25  Illustration du plan de coupe, et des cibles à identiﬁer dans les données.
tilisation d'une souris C3. Aﬁn de moduler la diﬃculté de la tâche, deux types de jeu de
sphères étaient présentés aux sujets, des petites sphères de diamètre I  0.7 cm (condi-
tion "diﬃcile") et des sphères plus grandes, de diamètre I  1.1 cm (condition "facile).
Pour chaque diﬃculté, les participants se voyaient proposé trois essais par conditions.
Deux essais supplémentaires, d'entrainements, étaient de surcroit proposé pour chaque
condition. Les participants pouvaient faire une pause, si désirée, entre chaque condition.
Hypothèses
L'hypothèse H1 principale de cette étude est que les participants complètent plus rapi-
dement la tâche, i.e. trouvent plus rapidement le plan de coupe cible en utilisant le stylet
tangible (la condition C1). L'hypothèse secondaireH2 est que les sujets préfèrent utiliser
le stylet.
Mesures
Si la mesure objective principale est MO1 le temps de complétion de la tâche, d'autres
informations sont également enregistrés, en particulier, la trajectoire du plan de coupe
MO2.
Après l'expérience, un questionnaire, sur une échelle de Likert de 6 points a été soumis
aux participants, aﬁn d'évaluer leurs perceptions sur les critères de MS1 fatigue, MS2
précision, MS3 prédictibilité de la métaphore utilisée, MS4 rapidité d'exécution de la
tâche, et MS5 préférence globale.
Il était également demandé aux participants de lister, de façon libre, les points positifs
et négatifs ressentis, pour chaque condition.
4.4.2.5.2 Résultats
Le temps de complétionMO1, comme souvent, n'est pas normalement réparti (Shapiro-
WilkW  0.79, p-value p   0.01), mais suivant une distribution lognormal (Kolmogorov-
Smirnov D  0.05, p-value p  0.76). Une transformation a donc été appliquée aux
données de temps pour faire les tests statistiques.
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Figure 4.26  Boites de Tukey concernant les temps de complétion en fonction des con-
ditions.
Figure 4.27  Préférences des utilisateurs en fonction des conditions.
Une analyse de la variance à deux facteurs montre que les conditions ont une inﬂuence
signiﬁcative sur les résultats de MO1 (p-value p   0.05). Comme attendu, la diﬃculté a
également eu une importance signiﬁcative sur le temps de complétion (p-value p   0.05).
Les temps de complétion peuvent être trouvés ﬁgure 4.26. Les temps de complétion
moyen, pour la condition C1 est de 56 s, et, pour la souris C3 de 79 s. Étonnamment,
la mesure MO1 concernant la tablette est supérieur à la souris, avec un temps moyen
de 85 s. Les diﬀérences entre la tablette (condition C3) et le stylet (condition C2) sont
hautement signiﬁcatives (p-value p   0.01), et signiﬁcatives lorsque l'on compare le stylet
à la souris (p-value p   0.05). Il n'y a pas, néanmoins, de diﬀérences signiﬁcatives entre
la tablette C1 et la souris C3. L'hypothèse H1 est donc vériﬁée.
Les mesures subjectives sont synthétisées dans la ﬁgure 4.27. Comme attendu, le
stylet a été préféré par les participants. De manière surprenante, la tablette est classée
dernière, sauf pour la question de la fatigue. La raison est, comme dans l'expérience
précédente, la tablette devait être tenu dans toutes les conditions. On peut noter le
compromis à faire, entre la métaphore C2 et C3, concernant la vitesse de réalisation
et la précision. A l'exception de la préférence globale, il n'y a pas de diﬀérences nota-
bles entre la condition stylet C2 et la souris C3, ce qui permet néanmoins de valider
l'hypothèse H2.
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Conclusions sur les métaphores proposées d'exploration de
données
Dans ce chapitre a été présentées plusieurs méthodes visant à l'exploration de don-
nées scientiﬁques. Si les interfaces tactiles font l'objet d'un intérêt important dans la
communauté, l'interface et l'étude proposées dans la section 4.3 ont permis de montrer
l'importance cruciale, dans le cadre de l'exploration de données scientiﬁques, du couplage
entre une exploration en 2D et en 3D.
Un point relevé dans cette étude est la pertinence, pour une bonne compréhension
de la structuration spatiales des données, de la manipulation directe des données. Ces
deux points nous ont amené à proposer des méthodes d'exploration par réalité mixte
(virtuelle et/ou augmentée), en utilisant des objets tangibles. Le premier d'entre eux est
une tablette, agissant comme une fenêtre vers l'univers virtuel, ou en permettant d'ancrer
dans la réalité les données à explorer. Ces interfaces sont signiﬁcativement meilleure pour
l'exploration, et permettent de facto la manipulation directe des données et de l'univers
dans lesquelles elles sont plongées. L'utilisation d'un objet tangible de référence, ancrant
les données, est apparu comme un moyen eﬃcace de manipulation de données. De plus,
pour certaines tâches complexes, tel que le positionnement de plans de coupe, l'utilisa-





L'exploration de données complexes, et leur interprétation, posent la question de
l'interprétation, par l'utilisateur-expert, de ses retours sensoriels. Par exemple, la carte
de couleurs "Jet color" ou arc-en-ciel, particulièrement utilisée en mécanique des ﬂuides,
présente des problèmes connues d'indiscernabilité [147] et de risques de confusion [112, 14]
sur la détermination de propriétés (par exemple l'identiﬁcation de structures) des don-
nées analysées. Par exemple, sur la ﬁgure 3.48 de la section 3.7.1, les nuances entre les
couleurs orange-clair et vert claire sont faibles. Dans ce cas précis, il est délicat de prédire
si une particule, au temps T, ﬁnira dans une zone tel que x{L  0.4 ou x{L  0.6. La
question de la discrimination, de la diﬀérentiation entre deux propriétés voisines par
un expert est donc au c÷ur d'une "bonne" compréhension des ﬁgures. Cette question
plus généralement, est dans l'étude et la détermination du seuil diﬀérentiel de percep-
tion, c'est-à-dire la diﬀérence minimale, entre deux signaux, pour que l'utilisateur les
diﬀérencie à coup sur. Le seuil diﬀérentiel de perception est bien déﬁni et étudié dans
le cas unidimensionnel. Néanmoins, le cas de seuil de diﬀérentiation pour des signaux
multidimensionnels, i.e. dépendant de plusieurs paramètres, est totalement inexploré.
Ce chapitre présente une méthode eﬃcace, visant à combler ce vide. Cette étude ex-
périmentale, identiﬁant le seuil psychophysique d'utilisateurs quant à un signal haptique
dépendant de deux paramètres, valide la méthode proposée.
5.1 État de l'art pour la diﬀérentiation de valeurs proches
Le terme psychophysique fut inventé par Gustav Theodor Fechner, aux alentours
de 1850. Dans les années 1860, suite aux travaux d'Ernst Heinrich Weber, Fechner a
formalisé la loi de Weber-Fecher, décrivant la relation entre l'intensité du signal soumis
à un sujet et la sensation perçue. Les travaux fondateurs de Fechner ont également
mené à l'élaboration de méthodes de mesures, dites "classiques", visant à évaluer la plus
petite diﬀérence d'intensité perceptible, i.e. la diﬀérence minimale qui change l'expérience
pour l'utilisateur. Aujourd'hui, le seuil perceptif est en pratique associé à un certain
pourcentage exprimant la probabilité que le sujet ressente la diﬀérence, aﬁn d'être plus
représentatif quand aux incertitudes des jugements des sujets.
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Figure 5.1  Figure extraite de Treutwein [174]. Illustration d'une courbe psychométrique
et de la distribution sigmoïde. Sur la partie gauche de la ﬁgure, la ﬁgure du haut est
un histogramme du nombre d'essai en fonction de l'intensité (ici le paramètre étudié)
du signal présenté. Dessous sont présentées les pourcentages de réponses correctes des
participants, ainsi qu'une sigmoïde obtenue par régression sur les données. Les trois
ﬁgures de droites illustrent ces pourcentages pour trois stimuli choisis de part et d'autre
de la courbe.
Le pourcentage de réponses correctes du sujet est lié aux paramètres du stimulus, par
la fonction psychométrique, noté f. Dans la littérature, cette fonction n'est considérée
que pour des stimuli ne dépendant que d'un paramètre que l'on note ζ, en particulier
son intensité. Les bonnes réponses cumulées (ou le pourcentage de bonnes réponses)
évoluent continument en fonction du stimulus. La probabilité de correctement percevoir
un stimulus (e.g. diﬀérencier deux couleurs d'une carte de couleurs déﬁnissant les valeurs
d'un champ d'exposants de Lyapunov à temps ﬁni, comme sur la ﬁgure 4.7) augmente
avec son intensité, la fonction prend la forme d'une sigmoïde (voir la ﬁgure 5.1). Ce proﬁl
est universel, retrouvé par exemple de l'humain à la mouche [104].
5.1.1 Les méthodes classiques d'identiﬁcation de seuil perceptif
L'ensemble des méthodes classiques, initialement proposées par Fechnier, regroupent
trois démarches distinctes.
 La méthode par stimulus constant consiste à soumettre au sujet nombres de stim-
uli, pour diﬀérentes amplitudes ζ  nδζ. Le tracé de la réponse cumulée, illustré
ﬁgure 5.1 permet d'estimer la fonction psychométrique. Le seuil de discrimination
est alors choisi, selon les besoins, à un certain pourcentage de détection ou au point
d'inﬂexion de la fonction.
 Dans la méthode des limites, l'expérimentateur fait varier linéairement, par de
petits incréments δζ, le paramètre contrôlant le stimulus. Le sujet précise, pour
chaque test, le type de stimulus qu'il pense avoir ressenti. Le seuil est estimé dès
que le sujet perçoit un changement. La répétition de cette expérience est nécessaire
pour une évaluation pertinente. Cette méthode ne permet pas l'estimation d'un
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point précis sur la fonction psychométrique.
 La méthode des ajustements repose totalement sur le sujet, qui contrôle les paramètres
des stimuli et choisit, en répétant la procédure un certain nombre de fois, le signal
minimum changeant sa perception. Une nouvelle fois, le point correspondant sur
la fonction psychométrique n'est pas déﬁni par l'expérimentateur.
5.1.2 Les méthodes adaptatives d'identiﬁcation de seuil perceptif
Les méthodes classiques ne tiennent pas compte des réponses précédemment données
par le sujet [43]. La fonction psychométrique étant une loi probabiliste, une approche
stochastique est apparue pertinente. Les travaux précurseurs mathématiques de Robins
& Monro [142] ont permis l'émergence d'une autre classe de méthodes durant les années
soixante, e.g. la méthode PEST proposée par Taylor & Creelman [172] : Les méthodes
adaptatives. Les réponses passées du sujet permettent d'adapter le nouveau stimulus
présenté. Ces méthodes peuvent également être classées suivant deux catégories, suivant
les objectifs de l'expérimentateur :
 L'expérimentateur veut retrouver les paramètres de la fonction psychométrique








 L'expérimentateur veut trouver un point précis de la fonction psychométrique,
correspondant à une performance désirée (e.g. le seuil p à 65%).
Le sujet se voit proposer plusieurs fois un même stimulus. Suivant ses réponses, l'in-
tensité du prochain stimulus sera plus ou moins importante. L'amplitude de l'évolution
dépend de l'histoire de l'expérience.
Présentons l'algorithme PEST (pour estimation du paramètre par des séquences de
tests), tel qu'il a été déﬁni par Taylor & Creelman [172]. Un niveau de performance est
recherché (e.g. p  75% d'identiﬁcations correctes). Un incrément δζ et un niveau initial
ζ0 sont initialisés. Le stimuli correspondant est présenté plusieurs fois. Un test statistique
(originellement un test de Wald, mais ce test peut être adapté suivant les cas), à chaque
réalisation, est calculé jusqu'à convergence, aﬁn de prédire si la performance du niveau
considéré est plus ou moins élevée que la performance cible. En conséquence, le prochain
niveau de test est décidé, d'un incrément supérieur ou inférieur suivant le résultat du
test. La procédure est ensuite réappliquée. Si la prochaine direction est la même que
précédemment, le pas n'est pas changé. Dans le cas contraire, il est réduit de moitié
(voir, e.g., la ﬁgure 5.1.2).
La méthode du "Maximum-Likehood" [67] est dérivée de l'algorithme PEST. Le test
statistique utilise tous les essais précédents pour approximer la fonction psychométrique
et s'approcher à chaque pas du niveau de performance espéré. Connaître la forme de la
fonction psychométrique est par contre un prérequis.
D'autres méthodes ne demandant pas d'estimations statistiques existent, telle que
la méthode des escaliers [111, 107]. Cette méthode est simple. Deux paramètres u et d
permettent de choisir le seuil à atteindre de la fonction psychométrique (e.g. u  1 et
d  1 pour un seuil à p  50%). Dès que le sujet ressent u fois de suite positivement le
signal, le stimulus présenté ensuite sera baissé d'un incrément. Au contraire, si le sujet ne
ressent pas d fois de suite le signal, le stimulus présenté sera immédiatement augmenté
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Figure 5.2  Figure extraite de Leek [107]. Illustration d'un test PEST, permettant
l'identiﬁcation d'un seuil psychophysique (ramené à 0).
d'un incrément. Des règles peuvent être ajoutées pour faire varier l'incrément au ﬁl des
tests [90].
5.1.3 Mesure de l'eﬃcacité d'une méthode d'identiﬁcation de seuil
Aﬁn d'évaluer l'eﬃcacité des méthodes, Taylor & Creelman [172] et Taylor [171]
ont proposé une mesure G d'eﬃcacité dans l'identiﬁcation d'une seuil perceptif p (e.g.
p  50%) :
G  ET , (5.1)
où E est le facteur d'eﬀort nécessaire à la méthode :








n étant le nombre total de stimuli présenté, r le nombre d'estimation du seuil, ζˆ le seuil
identiﬁé à l'essai r et σ2s est la variance de la détection du seuil r. Finalement, ζ¯ est la
moyenne des seuils s. T est un facteur ideal dérivée de la formule binomiale :





où ζˇ est la valeur théorique du paramètre pour la performance psychométrique recherchée
(p  f  ζˇ).
5.2 Seuil diﬀérentiel multi-dimensionnel
Comme cela a été précédemment montré, la diﬀérentiation entre deux signaux est
particulièrement importante. On peut améliorer cette discrimination en modiﬁant les
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paramètres dont dépend le signal sensoriel. Une discrimination eﬃcace à près de 100%
peut être réalisée, si l'expérimentateur connait les seuils perceptifs des sujets. L'étude de
seuil perceptif est couramment pratiquée en une seule dimension. Par exemple, Mount-
castle et al. [128] ont étudié le pas de fréquence minimal pour faire la distinction en-
tre deux sons tirés d'une ﬂûte. Dans cette étude, seulement la fréquence est prise en
paramètre. Être capable de discriminer des couleurs et des intensités lumineuses (comme
dans la carte de ﬂot de la ﬁgure 3.48), la profondeur des données (e.g. la structura-
tion 3D des tourbillons de la ﬁgure 3.38) est fondamentale pour une exploration eﬃcace
de données scientiﬁques. Pour l'étude de signaux dépendant de plusieurs paramètres
(comme, en reprenant l'exemple précédant de la ﬂûte, la fréquence et l'intensité du son),
la question reste ouverte. Ces questions ne se sont pas posées, pour une raison technique.
Explorer les sensibilités de sujets prend du temps, et ce temps augmente en général ex-
ponentiellement avec le nombre de paramètres explorés. Pour cette raison, nous avons
développé une technique variant logarithmiquement avec le nombre d'essai. La méthode
a été numériquement testée, sur des sujets virtuels, avant d'être utilisés pour déterminer
le seuil diﬀérentiel, variant selon deux dimensions, de l'expérience précédente.
5.2.1 Détermination eﬃcace de seuils multi-dimensionnels
Supposons que l'on construise un stimulus fζ ptq dépendant des nD paramètres ζ P D,
où D est a priori un compact de RnD .
Suivant les paramètres ζ, l'utilisateur renvoie une réponse X positive  lorsqu'il
détecte la diﬀérence entre le stimulus et un état de référence  ou, dans le cas contraire,
négative.
Le seuil perceptif est donc l'hypersurface H de D tel que la réponse X change de
signe de part et d'autre.
Cette surface étant issue de perception, on peut supposer sans risque que H est, a
minima, C0. L'hypersurface H est donc, quitte à restreindre D, convexe. Cela implique,
en particulier, que toute droite orientée par un paramètre ne coupe H au plus en un
seul point. Le c÷ur de la méthode proposée par la suite dépend de cette propriété. Le
problème peut se ramener, lors de l'exploration d'une droite de l'espace des paramètres,
à chercher le zéro d'une fonction inconnue, mais monotone. Une méthode classique et
eﬃcace pour identiﬁer un tel point est la méthode de dichotomie. On propose donc, aﬁn
d'approximer H, d'utiliser une dichotomie selon les paramètres ζ et de tester les réponses
des utilisateurs. Le principal avantage, par rapport aux méthodes de détection de seuils
perceptif présentées section 5.1 est ici la rapidité de convergence, logarithmique plutôt
que (au mieux) linéaire, indispensable lorsque l'on explore des espaces de dimensions
deux ou plus.
Un problème supplémentaire se pose lorsque l'on cherche à identiﬁer des seuils per-
ceptifs. Les sujets peuvent parfois se tromper [174]. Lorsque cela arrive, la dichotomie
ne peut converger, et on trouve un point qui n'appartient pas à l'hypersurface H. On
fait alors une seconde hypothèse. Le seuil perceptif multidimensionnel H est décrit par
une relation entre les paramètres ζ, sous une forme que l'on peut intuiter (par exemple
une forme polynomiale). Par conséquent, une régression sur les points, même en cas de
mauvaise convergence, permet d'identiﬁer avec une précision suﬃsante la relation pour
approximer de manière convenable H.


































Figure 5.3  (a) : Illustration de la courbe de seuil perceptif dans un cas à deux dimen-
sions. (b) : Dichotomie selon le paramètre ys. Les points verts sont les points ﬁnaux après
5 itérations. Les points rouges correspondent à une réponse négative, et les points bleus
à une réponse positive.
Dans la suite, on se limitera à nD  2, mais l'algorithme présenté par la suite est
trivialement extensible à des dimensions plus élevées.
5.2.1.1 Algorithme principal
Dans le cas bidimensionnel, la courbe de seuil, illustrée ﬁgure 5.3(a) peut se ramener
à :
ys  h pxsq , (5.4)
où ζ  pxs, ysq. La première étape de l'algorithme est de calculer, selon une direction,
un certain nombre nd de points xi  pxi, yiqiPt1,...,ndu proches de la courbe seuil, par
dichotomie (voir ﬁgure 5.3(b)). En pratique, h dépend d'un certain nombre de paramètres
ai, qui peuvent dépendre, ou non, des sujets. Ces coeﬃcients, et donc h, sont ensuite
identiﬁés par régression. Le choix de l'ajustement est fait, si la théorie le permet, sur
un modèle prédéﬁni. En acoustique, par exemple, le modèle PIN permet d'estimer le
seuil perceptif concernant la détection d'une note par une loi de puissance de l'intensité
du signal (voir par exemple Allen et Sent [2] pour une revue des modèles acoustiques
sur ce sujet). Sans modèle, la régression peut se faire par intuition sur une famille de
fonctions. Si, par exemple, h est une fonction polynomiale de degré 2, alors les ai sont
les coeﬃcients polynomiaux, et :
h pxsq  a2x2s   a1xs   a0 (5.5)
La régression est une étape importante de l'algorithme. La dichotomie présentée
jusqu'ici ne tient pas compte que, dans une expérience sensitive, le sujet peut poten-
tiellement donner une mauvaise réponse. C'est précisément la raison d'être des méthodes
de type adaptative, qui valident à plusieurs reprises les réponses des participants aﬁn
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de ne pas tenir compte des faux-positifs. Dans l'algorithme présenté jusqu'ici, aucune
vériﬁcation n'est eﬀectuée. La dichotomie peut donc, dans un certain nombre de cas,
converger vers un point qui n'est pas sur la courbe seuil. Il est à noter qu'une analyse
en post-traitement est toujours possible. Dans le cas d'une mauvaise réponse, toutes les
réponses suivantes seront de signes identiques, comme sur la ﬁgure 5.4. La convergence
s'eﬀectue sur un point qui n'est pas trop éloigné de la courbe seuil. Lorsqu'un point est
douteux, il est possible de remettre en cause la convergence et de détecter une poten-
tielle mauvaise réponse, en considérant l'itération où la courbe de convergence devient








   
Figure 5.4  Comportement typique de la convergence en cas de mauvaise réponse.
La régression permet néanmoins de ne pas s'attarder sur les mauvaises erreurs po-
tentielles. L'ajustement de la courbe par régression permet de s'aﬀranchir, dès lors que
le nombre de points nd est supérieur aux nombres de coeﬃcients à identiﬁer dans l'équa-
tion (5.5), dans une certaine mesure de la nocivité des points suspects.
5.2.1.2 Prédiction-Correction des réponses
Néanmoins, les coeﬃcients, étant dérivés de sensibilités psychosensorielles et de fonc-
tions psychométriques, sont a priori distribués selon des lois normales. Dès lors que
ces lois sont connues (par exemple par une expérience précédente), on peut prédire la
réponse d'un sujet. Si la réponse est statistiquement improbable, la réponse du sujet
est douteuse. Cette réponse est statistiquement improbable si elle sort des écart-types
des paramètres estimés pour une population. Alors, de manière similaire à une méthode
adaptative, le sujet se voit proposer une nouvelle fois le stimulus, aﬁn de valider, ou de
revenir sur sa précédente réponse. Cette étape peut être considérée comme une évolution
des incréments dans l'algorithme adaptatif RAT [174].
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5.2.2 Validation numérique
Valider une méthode, en psychophysique, passe par une expérience sur de nombreux
sujets. Il est parfois délicat de rassembler un grand nombre de personnes pour passer une
expérience, et les détections de seuils psychophysiques, malgré l'avancée de la méthode
proposée, restent des expériences longues et fastidieuses pour les sujets. Ces contraintes
m'ont poussé à proposer une approche de validation numérique [90]. En utilisant des
sujets virtuels, les problèmes précités n'en sont plus.
5.2.2.1 Méthode numérique
Le système est adimensionné, les paramètres pxs, ysq évoluent donc entre 0 et 1. Dans
le cadre de l'expérience numérique, l'allure de la courbe de seuil pour les participants,
est proposée sous la forme :
ys  h pxsq  a exp pb xsq (5.6)
La courbe, pour chaque participant, dépend donc du couple de paramètres psychophysiques
ζ  pa, bq. Ces paramètres sont tirés aléatoirement, suivant une loi gaussienne aﬁn
d'émuler un cas réel, pour chaque participant. Les paramètres des lois sont tels que
  a ¡ 0.7 et   b ¡ 2, et les écart-types sont σa  0.02 et σb  0.2.
Dans l'expérience numérique, les sujets virtuels répondent aux stimuli, et donc po-
tentiellement, doivent pouvoir donner une mauvaise réponse, c'est-à-dire mal ressentir
le signal. Pour cela, une fonction psychométrique de type sigmoïde [174, 107] est util-
isé. Une hypothèse supplémentaire est que la fonction psychométrique est constante le
long de la courbe de seuil. En pratique, cette hypothèse est valable tant que la plage de
paramètres explorée n'est pas trop grande, mais peut être contestée dans le cas contraire.
La sensibilité à 5% est déﬁnie comme le pourcentage de bonnes réponses à une distance
au seuil de 5%. C'est un paramètre lié à la pente de la fonction psychométrique au niveau
du seuil. De ce fait, la fonction psychométrique ne dépendant dans un cas normalisé que
d'un seul paramètre, la sensibilité à 5% permet de déﬁnir totalement la sigmoïde.
5.2.2.2 Seuil diﬀérentiel
Dans cette première approche, sauf précision, un faible nombre nd  10 de valeurs
sont testées selon xs. Les conditions les plus proches d'une expérience réelle sont recher-
chées. Le nombre de participants (virtuels) est ﬁxé à np  200. Les résultats principaux
sont présentés ﬁgures 5.9 et 5.7. Comme attendu, une bonne sensibilité implique de facto
une bonne estimation des paramètres. Ces derniers restent estimés avec une précision
inférieur à l'écart type des données, même pour de médiocres sensibilités. Une mau-
vaise sensibilité équivaut en pratique à une mauvaise déﬁnition de l'espace à explorer
pour l'identiﬁcation de la courbe de seuil perceptif. L'algorithme capte donc bien les
caractéristiques principales des courbes étudiées.
La bonne identiﬁcation de la courbe de seuil reste l'objectif de cette étude. La dif-
férence entre la courbe identiﬁée et la vraie courbe de seuil demeure donc l'information
principale. La ﬁgure 5.5 montre que cette diﬀérence se cantonne sous les 5% dans les cas
les plus défavorables de sensibilité, et plonge sous le pourcent pour une bonne sensibilité.
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Figure 5.5  Distance moyenne entre les courbes estimées par la méthode d'estimation de
seuil perceptif multi-dimensionnel et la courbe de seuil réel, en fonction de la sensibilité
à 5%.
La distance des points à la courbe peut être comprise comme l'erreur moyenne des
points à la courbe théorique. Figure 5.6, cette distance reste contrôlée, et converge quasi-
linéairement vers l'erreur minimal.
Figure 5.6  En noir : distance moyenne des points identiﬁés à la courbe de seuil perceptif.
En rouge : la distance maximale à la courbe théorique (cas idéal où les sujets ne se
trompent jamais).
Des tests statistiques basés sur des analyses de variances dans notre cas, pour les
paramètres, sont voués à l'échec. Les écart-types se doivent d'être diﬀérents, (cf. ﬁg-
ure 5.7), par l'injection d'erreurs liées à la fonction psychométrique des participants.
Néanmoins, la méthode permet une estimation robuste, au premier ordre, de l'écart-
type des paramètres.
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(a) (b)
Figure 5.7  Estimation de l'écart-type des paramètres ζ  pa, bq en fonction de la
sensibilité à 5%. En rouge est indiqué le vrai écart-type. (a) : paramètre a. (b) : paramètre
b.
Les tests pertinents se trouvent donc être des tests de corrélations entre les paramètres
et les paramètres estimés. Les résultats, ﬁgure 5.8, montrent des corrélations particulière-
ment importantes, démontrant la correspondance entre les paramètres estimés et les vrais
paramètres.
(a) (b)
Figure 5.8  Corrélation entre les paramètres ζ  pa, bq et les paramètres estimés ζest 
paest, bestq. (a) pour a. (b) pour b.
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(a) (b)
Figure 5.9  Erreurs sur l'estimation des paramètres ζ  pa, bq en fonction de la sensibilité
à 5%. (a) : paramètre a. (b) : paramètre b.
Le conditionnement de la régression augmentant avec le nombre de point nd utilisé
pour la dichotomie, la qualité de l'identiﬁcation s'aﬃne naturellement suivant nd. Le
nombre de partipants inﬂue peu sur cette propriété (cf. ﬁgure 5.10).
(a) (b)
Figure 5.10  Distance moyenne entre les courbes estimées par notre méthode et la courbe
de seuil perceptif réel, en fonction du nombre de points nd utilisés lors du processus.
(a) : pour 20 participants virtuels, (b) : pour 200 participants virtuels.
L'eﬃcacité de la méthode est présentée tableau 5.1, calculée à partir de l'équa-
tion (5.1). La dichotomie, ayant une convergence logarithmique, est, comme attendu,
bien plus eﬃcace que les méthodes adaptatives. Malgré un petit nombre d'essais au total
(80 pour une seule répétition), l'eﬃcacité de la méthode par dichotomie peut-être jusqu'à
18 fois plus importante que celle des méthodes adaptatives.
5.2.2.3 Prédiction-Correction
Dans cette partie, np  20 sujets virtuels passent le test d'identiﬁcation de seuil, et
nd  10 valeurs sont testées selon xs. Les valeurs estimées dans la première étape de
l'algorithme permettent d'aﬃner les réponses pour les participants. Dans la suite, les
déviations précédemment approximées (voir, e.g., la ﬁgure 5.7) sont réutilisées lors de
l'identiﬁcation des paramètres. Si l'algorithme estime qu'un participant s'est trompé, i.e.
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Tableau 5.1  Comparaison de l'eﬃcacité des méthodes, en fonction du nombre de passe
par personne. Les conditions associées au test sont : 10 points selon xs, 8 tests selon xs
-soit 80 essais au total-, 20 sujets virtuels.
Méthode QUEST PEST Dichotomie
Eﬃcacité (médiane) / / 227% 71% 40% 21% 18% 7%
Eﬃcacité (moyenne) 84% 45% 1856% 138% 75% 25% 20% 9%
Répétition / / 1 2 3 4 5 10
Figure 5.11  Distance, au sens L8, entre les courbes estimées par la méthode d'estima-
tion de seuil perceptif multi-dimensionnel, sans correction (rouge) et avec correction (en
noir), en fonction de la sensibilité à 5%, pour 20 participants virtuels.
sa réponse est statistiquement peu probable, alors le stimulus est proposé une nouvelle
fois. Son nouveau choix, quelqu'il soit, est validé.
Avec une bonne sensibilité, les sujets ne se trompent que peu. Peu d'erreurs impli-
quant peu de correction, la prédiction-correction se doit donc d'avoir une faible inﬂuence
sur les résultats. Cette hypothèse est conﬁrmée, par l'expérience. Sur la ﬁgure 5.11, la
distance (au sens L8, le plus défavorable) entre la courbe estimée avec et sans correction
est tracée. Si la prédiction-correction permet d'améliorer considérablement l'estimation
de la courbe de seuil, pour des sensibilités médiocres, les améliorations ne sont plus
discernables à mesure que la sensibilité augmente. Les ﬁgures 5.12 conﬁrment que la
prédiction-correction est moins importante dès lors que la sensibilité s'améliore. Il est
frappant de remarquer, e.g. ﬁgure 5.13(b), qu'il n'y a quasi pas de diﬀérence entre la
courbe corrigée et la courbe non-corrigée.
Malgré tout, la dispersion est, dans les cas défavorables, fortement réduite (voir, e.g.,
ﬁgures 5.13). Il est à noter que la dichotomie, en commençant l'exploration au centre du
domaine D, tend à introduire un biais, suivant la direction de l'approche de la courbe de
seuil.
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(a) (b)
Figure 5.12  Estimation des paramètres (a) : a et (b) : b, entre les courbes estimées par
la méthode d'estimation de seuil perceptif multi-dimensionnel, sans correction (rouge)
et avec correction (en noir), en fonction de la sensibilité à 5%, pour 20 participants.
(a) (b)
Figure 5.13  Estimation de la courbe de seuil (courbes colorées), pour une sensibilité
à 5% de 13%, pour 20 participants. La courbe de seuil perceptif cible est symbolisée
par la courbe en pointillée noire. (a) : Sans prédiction-correction. (b) : avec prédiction-
correction.
5.3 Validation expérimentale de l'algorithme
Guéniat et al. [65] ont soumis une méthode pour l'aide à la diﬀérenciation, par un
utilisateur, de deux types de déplacement d'un bras haptique. Dans un cas, le déplace-
ment f1 ptq9 t se fait à vitesse constante, tandis que, pour le second type de déplacement,
la vitesse associée au déplacement f2 ptq9 exp ptq augmente exponentiellement au ﬁl du
déplacement. Dans certaines conﬁgurations, par exemple si l'accélération est trop faible,
seulement 67% des signaux sont correctement identiﬁés. Guéniat et al. [65] ont proposé
de coupler, au déplacement, un signal vibrotactile lié au déplacement, aﬁn d'améliorer
le taux de diﬀérentiation [113]. Le signal fˆ ptq résultant est :
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Figure 5.14  Les courbes indiquent la position du bras, en fonction des conditions. Les
courbes noires et rouges correspondent au stimulus kinesthésique respectivement sans
ou avec le mode vibrotactile. Les courbes en pointillées correspondent à un situmulus
linéaire, tandis que les courbes pleines correspondent à un signal non-linéaire.
avec pa, bq  p1, 1q. Ces signaux sont illustrés sur la ﬁgure 5.16. Cette méthode a permis
d'augmenter signiﬁcativement le taux de discrimination, à 80%. Néanmoins, ce taux n'est
toujours pas de 100%. Pour augmenter ce taux, nous proposons d'étudier l'inﬂuence du
couple de paramètres pa, bq (l'amplitude initiale a de la pseudo-fréquence, et l'accélération
b de l'évolution de la pseudo-fréquence) sur la discrimination, i.e. d'identiﬁer la courbe
de seuil de discrimination dépendant des paramètres pa, bq. Formellement, la dimension
de l'espace étudié nD est donc 2. On identiﬁe ζ  pa, bq. La campagne suivante se base
sur l'algorithme présenté dans sa forme numérique section 5.2.1.
5.3.1 Protocoles et conditions de l'expérience
Matériel et logiciel La plateforme expérimentale était installée sur un ordinateur de
bureau. Le bras haptique utilisé était un PHANToM Omni de chez Sensable, positionné
sur le bureau. Le logiciel comportait deux composantes. Une interface graphique aﬁn
de contrôler le déroulement de l'expérience (l'activation des stimuli) et pour enregistrer
les réponses des participants, pour chaque stimulus proposé (nature du stimulus). Un
second module permettait l'interface avec le bras, aﬁn de proposer le signal haptique,
suivant les conditions expérimentales présentées ci-dessous.
Pour l'identiﬁcation de la courbe de seuil, il faut choisir une direction de dichotomisa-
tion, suivant l'un ou l'autre des paramètres. Pour chaque participant, ce choix était tiré
au hasard au début de l'expérience. Sept itérations par point sont faites, aﬁn de converger
avec une erreur inférieur à 3% sur la courbe. L'espace est discrétisé en nd  9 points
selon le second paramètre, uniformément distribués dans la plage prédéﬁnie. Ces deux
choix permettent de s'assurer d'un nombre relativement faible (63) de stimuli présenté
aux participants. Comme présenté dans la section précédente 5.2.1, la courbe de seuil
perceptif est obtenue à la ﬁn de l'expérience par une régression linéaire sur les neuf points
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de l'espace des paramètres.
Participants Douze participants (tous masculins) ont passé l'expérience, au Labo-
ratoire d'Informatique pour la Mécanique et les Sciences de l'Ingénieur (Université de
Paris-Sud). Leurs âges étaient compris entre 22 et 57 ans (âge moyen 29  9).
Procédure Les sujets s'installent face à un écran, et tiennent le bras haptique de leur
main dominante. Ils interagissent avec l'interface graphique via le clavier avec leur main
non dominante (voir la ﬁgure 5.15).
Avant le début de l'expérience, l'expérimentateur donne une rapide description du
contexte, de l'interface haptique et de la façon d'utiliser le logiciel pour donner les
réponses. L'expérience commence par un court entrainement. Ensuite, quarante stimulus
sont présentés aux sujets, avec des paramètres aléatoires, mais uniformément distribués
dans un domaine, estimé par des pré-tests, tel que la diﬀérenciation entre des signaux
linéaires et exponentiels est délicate. Dans chaque cas, les participants déclenchent le
stimulus et conﬁrment leur choix par l'interface graphique. L'expérience se termine par
un court questionnaire subjectif. Le stimulus haptique présenté est selon l'axe horizontal,
aﬁn d'avoir les perceptions les plus précises pour le retour vibrotactile [83].
Figure 5.15  Dispositif expérimental : l'utilisateur tient le bras haptique de sa main
dominante, et interagit avec l'interface graphique avec son autre main. La boite masque
le dispositif haptique, pour éviter que le sujet observe les mouvements/oscillations du
bras.
Les signaux sont présentées ﬁgure 5.16. Pour chaque signal, les sujets devaient préciser
le signal qu'ils percevaient : linéaire ou non-linéaire.
Mesures Une seul mesure objective (mesure MO1) a été enregistrée lors de l'expéri-
ence, concernant les performances des utilisateurs. Les participants doivent choisir le
signal qu'ils pensent avoir subi (linaire ou non-linéaire).
Deux mesures subjectives proviennent d'un questionnaire posé aux sujets. A la ﬁn
de l'expérience, les participants devaient répondre à deux questions supplémentaires (sur
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Figure 5.16  Les courbes indiquent à la position du bras, en fonction des conditions. Les
courbes noires et rouges correspondent au stimulus kinesthésique respectivement sans
ou avec le mode vibrotactile. Les courbes en pointillées correspondent à un situmulus
linéaire, tandis que les courbes pleines correspondent à un signal non-linéaire.
une échelle de Likert à 5 points, de 1 Désaccord total à 5 accord total). Les sujets devaient
d'abord répondre à la première question avant de pouvoir lire la seconde. La première
question posée à l'utilisateur était si il pensait avoir réussi à faire la diﬀérence entre
les signaux linéaires et les signaux non-linéaires (MS1). La seconde question demandait
si l'utilisateur avait remarqué que tous les signaux étaient non-linéaires (MS2). Ces
questions permettent de vériﬁer que les participants n'avaient pas remarqués le fait que
les stimulis étaient non-linéaires, et donc que les plages choisies de paramètres sont
pertinentes.
5.3.2 Résultats
On intuite, en considérant les signaux haptiques proposés, que la courbe de seuil
perceptif a une forme d'exponentielle. L'équation de la courbe-maîtresse est donc, pour
chaque participant :
btresh  c1 exp pc2  atreshq , (5.8)
Ce choix sera utilisé lors des calculs de minimisation par moindres carrés par la suite.
Ce prétraitement est néanmoins général, et peut être mis en oeuvre quelque soit le type
de courbe, par exemple en décrivant la courbe de seuil par une loi polynomiale.
Le résultat principal est une courbe-maitresse pour tous les participants. Les courbes
des participants représentent bien la dispersion autour d'une courbe unique (voir la ﬁg-
ure 5.17). Les maître-paramètres sont pc1m, c2mq 
 2.01 0.3,3.96  102  8  103,
que l'on retrouve illustrés ﬁgure 5.18(b) avec la courbe-maîtresse.
Le paramètre principal (car directement lié au comportement exponentiel), c2m, suit
bien une distribution normale (test de Shapiro : p-value p  0.698 " 0.05). Le second
paramètre, c1m, suit également  plus faiblement  une distribution normale (test de
Shapiro : p-value p  0.115 ¡ 0.05).
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Figure 5.17  Estimation des courbes de seuil perceptif individuelles (échelle semi-
logarithmique), par régression linéaire. Un participant est exceptionnellement sensible
au stimulus vibrotactile.
Le second paramètre converge mal. On veut donc vériﬁer les réponses individuelles,
aﬁn de s'assurer de la convergence des maîtres-paramètres. On construit donc la diﬀérence
entre la courbe-maitresse JND et les réponses individuelles, point à point aﬁn d'avoir un
plus grand nombre d'échantillons. La renormalisation est faite par la courbe-maitresse.
La ﬁgure 5.18(a) montre cette distribution. Le résultat est bien une distribution normale
(test de Shapiro : p-value p  0.704 " 0.05). Certains points sont très éloignés de
la courbe-maitresse (ﬁgure 5.18(b)). On voit ici les limitations de l'utilisation d'une
méthode de dichotomie pour l'identiﬁcation d'un seuil perceptif en un point. Dès qu'un
participant donne une réponse improbable, la méthode ne peut plus converger vers la
courbe réelle. Néanmoins, pour l'identiﬁcation globale d'une courbe, la convergence est
assurée par la multiplicité des points et le fait que les réponses sont régies par des lois
normales.
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(a) (b)
Figure 5.18  (a) : Répartition des erreurs par rapport à la courbe-maitresse. (b) :
Répartition des points sur la courbe seuil, pour tous les participants. Les cercles bleues
résultent d'une dichotomie faite sur le paramètre b, tandis que les croix rouges sont
pour le paramètre a. La courbe-maitresse seuil est symbolisée par la courbe continue
noire, les courbes en pointillées représentent les déviations standards par rapport à cette
courbe-maitresse.
Les mesures subjectives indiquent que les sujets étaient conﬁants dans leur réponses
(indice moyen de 3.5, STD 0.65 pour la réponseMS1). Comme attendu, les participants
ne se sont pas rendus compte que tous les stimuli étaient non-linéaires (indice moyen de
1.67, STD 1.1 pour la réponse MS2).
Bilan sur l'identiﬁcation de seuil diﬀérentiel
La diﬀérentiation de stimuli sensoriel (par exemple, dans le cadre de la visualisation
scientiﬁque, la discrimination de deux couleurs en fonction du contraste et de la lumi-
nosité) est une question importante, en particulier dans le cadre de la visualisation de
données scientiﬁques, bien que le champ applicatif soit particulièrement large. L'étude
et l'identiﬁcation de seuil diﬀérentiel dépendant de plusieurs paramètres a été présenté
section 5.2.1. La méthode proposée se base sur une dichotomie selon les paramètres,
pour identiﬁer des points proches de la courbe de seuil diﬀérentiel. Les relations entre
les paramètres peuvent être alors estimés par regression ad hoc. La méthode converge
numériquement, et est particulièrement eﬃcace, de plusieurs ordres de grandeur au sens
de l'équation (5.1) comparée aux méthodes classiquement utilisées dans le cadre d'études
psychophysiques.
Dans le cadre de l'expérience présentée section 5.3, seule une soixantaine de stim-
uli présentés par participant sont nécessaire pour l'identiﬁcation de la relation entre
les deux paramètres dont dépend la courbe de seuil diﬀérentiel. Il est à noter qu'une
méthode adaptative requiert environ ce nombre de tests, pour identiﬁer un seul point
sur une courbe de seuil. Une courbe maitresse est également identiﬁée, semblant régir la
discrimination quelque soit le sujet. L'existence d'une courbe maitresse permettrait l'util-
isation de la méthode de prédiction-correction, proposée section 5.2.1.2, aﬁn d'améliorer
la précision, si besoin est, de l'identiﬁcation des courbes de seuil diﬀérentiel.
Conclusion
Dans ces travaux, j'ai pu explorer diﬀérentes méthodes de réduction, de représenta-
tion et d'analyse d'un jeu de données issus de mécaniques de ﬂuides. La décomposition
en modes dynamiques (DMD) est une méthode de décomposition modale récente, in-
tensivement reprise par la communauté. Plusieurs méthodes, permettant de relaxer les
contraintes imposées par la DMD, ont été exposées. L'identiﬁcation de modes dynamiques
est possible, comme pour une décomposition orthogonale aux valeurs propres, quelque
soit le jeu de données. Ces méthodes ont été validées numériquement. Dans ce cadre se
pose la question de l'identiﬁcation de points d'espace au droit desquels les spéciﬁcités
de la dynamique temporelle s'expriment de façon particulièrement représentative. Un
critère a priori ou a posteriori de ces points a été proposé. La recherche de structures co-
hérentes m'a également poussé à proposer un algorithme eﬃcace pour calculer le champ
des exposants de Lyapunov à temps ﬁni, pour un gain de temps de calcul de plusieurs
ordres de grandeurs, ouvrant la voie aux calculs en trois dimensions.
Ces outils ont ensuite été appliqués pour l'analyse d'un écoulement de cavité ouverte.
Une étude de phénomènes tri-dimensionnels à partir de réalisations en deux dimensions
a été eﬀectuée, validée ensuite par la bonne correspondance entre les structures en deux
dimensions issues de réalisations expérimentales, et des structures en trois dimensions
calculées à partir de réalisations numériques. Les mécanismes de mélange ont été abordés.
Le couplage entre la dynamique de l'écoulement intra-cavitaire et la dynamique de la
couche cisaillée a été mis en évidence par les décompositions modales. Le phénomène
d'intermittence, néanmoins, reste inexpliqué, et la modélisation de la transition d'un
état à un autre n'est toujours pas réalisée.
La nécessité d'explorer des données dépendantes du temps, à trois dimensions, m'a
conduit à m'intéresser aux méthodes de visualisation et d'exploration de grandes bases
de données. Des métaphores innovantes d'interaction et d'exploration, ayant un champ
applicatif large, ont été proposées, aﬁn de manipuler directement des données et, plus
généralement, d'explorer interactivement des univers. La principale métaphore est d'u-
tiliser une fenêtre tangible vers un nouvel environnement, en réalité mixte. Typiquement,
cet univers représente, dans le cadre de la mécanique des ﬂuides, des champs de don-
nées tri-dimensionnelles, tel qu'un champ de température ou d'exposants de Lyapunov à
temps ﬁni, parfois dépendant du temps. L'utilisation d'objets tangibles, spéciﬁquement
conçus, permet une réalisation de tâches complexes, tel que positionner un plan de coupe,
plus eﬃcacement dans cet univers. Des évolutions sont prévues, telle que la manipulation
sans contact, et des interfaces multimodales.
La visualisation de données tient du domaine de la psychophysique. Il faut pouvoir
s'assurer que l'utilisateur perçoit correctement les données que le système lui soumet,
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et n'interprète pas, sur un ressenti erroné des stimuli, un mécanisme non-pertinent. Les
études identiﬁant ces limites perceptives, à ce jour, n'ont été réalisées que pour des stim-
uli dépendant d'un seul paramètre. J'ai donc proposé et testé une méthode permettant
l'estimation de seuils perceptifs en dimension quelconque. Cet algorithme est suﬃsam-
ment eﬃcace pour que l'identiﬁcation d'une courbe de seuil perceptif dépendant de deux
paramètres ait un coût comparable à l'identiﬁcation de seuil perceptif en dimension un
par une méthode standard.
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