ABSTRACT. We relate the parsimonious property of relaxations of the Symmetric Traveling Salesman Polytope to a connectivity property of the ridge graph of the Graphical Traveling Salesman Polyhedron. This relationship is quite surprising. The proof is elegant and geometric: it makes use of recent results on "flattening" parts of the boundary complex of the polar of the Graphical Traveling Salesman Polyhedron.
INTRODUCTION
Let V n := {1, . . . , n} and E n be the set of all 2-element subsets of V n , i.e., the edge set of the complete graph with vertex set V n . Given a positive integer n and a length function c : E n → É + , the Symmetric Traveling Salesman Problem consists in finding a shortest cycle with vertex set V n . The Symmetric Traveling Salesman Polytope, STSP(n), is defined to be the convex hull of all incidence vectors of edge sets of cycles with vertex set V n . Similarly, the Graphical Traveling Salesman Polyhedron, GTSP(n), is the convex hull of all non-negative integer vectors x : E n → + representing edge multi-sets of connected Eulerian multi-graphs with vertex set V n . The difference between Symmetric and Graphical Traveling Salesman Polyhedra is lies mainly in the so-called degree inequalities and equations: For a vertex v ∈ V n , the degree inequality e∈δ(v) x e ≥ 2 is valid for GTSP(n), where δ(v) denotes the set of all edges in E n having v as an end vertex. For STSP(n), the degree equation e∈δ(v) x e = 2 holds. Given a system Bx ≥ b of linear inequalities which are valid for STSP(n), one may ask how the minimum value of x → c ⊤ x changes if either degree inequalities or degree equations are present:
We say that the system Bx ≥ b, e∈δ(v) x e = 2, x ≥ 0 is a relaxation, and that it has the parsimonious property [6] if equality holds in (1) whenever c satisfies the triangle inequality.
In [5] , Goemans raised the question whether all relaxations of STSP consisting of inequalities defining facets of STSP and GTSP have the parsimonious property. Since it was shown by Naddef & Rinaldi [10] that STSP(n) is the face of GTSP(n) obtained by intersecting the facets defined by the degree inequalities, requiring that the inequalities define facets of GTSP(n) only ensures that the inequalities have the "right form".
Parsimonious property had earlier been proved to be satisfied for the relaxation consisting of all inequalities defining facets of GTSP(n) by Naddef & Rinaldi [9] , in other words: optimizing an objective function satisfying the triangle inequality over GTSP(n) yields the same value as optimizing over STSP(n). For the relaxation consisting of all non-negativity inequalities x e ≥ 0, e ∈ E n , and all subtour elimination inequalities e∈δ(S) x e ≥ 0, ∅ = S V n , parsimonious property has been verified by Goemans and Bertsimas [6] . Here δ(S) denotes the set of all edges in E n having precisely one end vertex in S.
To our knowledge, the first example of a relaxation of STSP which does not have the parsimonious property is due to Letchford [8] . The operative inequalities which he used did not define a facet of STSP or of GTSP. In [11, 12] , a family of inequalities defining facets of GTSP(9) was given which does not have the parsimonious property.
In this paper, we give a necessary condition for a relaxation consisting of inequalities defining facets of STSP to have the parsimonious property. The condition is based on connectivity properties of the ridge graph of GTSP(n), i.e., the graph whose vertex set is the set of facets of GTSP(n) with two facets being adjacent if their intersection has dimension m − 1. The proof reconciles the optimization view given by the parsimonious property question with geometric issues about polyhedral sub-complex of the boundary complex of a suitably defined polar polyhedron for GTSP(n). It relies on "flattening" these complexes (that this is possible is shown in [13] ) and then constructing a path using a separating hyperplane argument.
EXHIBITION OF THE RESULT
We give some definitions necessary to formulate our result. Recall that for any polyhedron P , the ridge graph of P is the graph whose vertex set consists of all facets of P where two facets are adjacent if their intersection has dimension dim P − 2, i.e., it is a ridge. We will consider the ridge-graph of GTSP(n).
It was shown by Cornuéjols, Fonlupt & Naddef [4] that degree inequalities define facets of GTSP(n) which we call degree facets, and that non-negativity inequalities x e ≥ 0 define facets of GTSP(n) which we call non-negativity facets. A face F of GTSP(n) is called tight triangular (TT), if it is not contained in a non-negativity or degree facet. A TT facet F of GTSP(n) is called Naddef-Rinaldi (NR), or an NR-facet, if F ∩ STSP(n) is a facet of STSP(n); otherwise we say it is non-NR. Let Bx ≥ 1 be a system of inequalities defining NR-facets of GTSP(n). We denote by R B the relaxation of STSP(n) consisting of the following inequalities:
• all non-negativity inequalities x e ≥ 0, e ∈ E n ;
• all degree inequalities e∈δ(v) x e ≥ 0, v ∈ V n ;
• all inequalities in the system Bx ≥ 1. We will relate this relaxation to the induced subgraph G B of the ridge graph of GTSP(n) which is obtained if all vertices corresponding to the facets defined by inequalities in R B are deleted.
We can now formulate our result.
Theorem 1. If the relaxation R B of STSP(n) has the parsimonious property, then every connected component of G B contains vertices corresponding to NR-facets of GTSP(n).
Theorem 1 has been used to give a machine assisted proof of the completeness of a description of GTSP (9) by linear inequalities. The system of inequalities is described in [11, 12] without proof. The proof is as follows. Given an inequality defining a facet F , several algorithms to compute all inequalities defining facets adjacent to F in the ridge graph are known (e.g. [1, 3] ). A machine based check of completeness of a description by linear inequalities thus involves computing all neighbors of known facets and checking if the neighbors are known. In case of GTSP(9), this can be done for all facets defined by known inequalities, except for non-negativity inequalities, degree inequalities, and subtour elimination inequalities
where the machine computation fails due to the enormous time and space requirements of the algorithm.
Since it was shown by Goemans & Bertsimas [6] that the relaxation of STSP consisting of these inequalities has the parsimonious property, Theorem 1 is applicable. It implies that the computation of the neighbors of the non-negativity facets and subtour elimination facets is not needed, provided that the neighbors of all other NR-facets are known. But a complete description of STSP (9) was given by Christof [1, 2] and all these inequalities are part of the known system. Thus, the known system of inequalities is complete.
PROOF
The proof of Theorem 1 is geometric and invokes a deep theorem about the relationship between GTSP(n) and STSP(n) [13] which we will now explain.
Recall that a polyhedral complex is a set of C of polyhedra, called faces of C, with the following properties
• if F, G ∈ C then F ∩ G is a face of both F and G; and • if F ∈ C and G is a face of F then G ∈ C.
We will suppress the word "polyhedral". If P is a polyhedron and X a set of vertices of P , then the set dl(X, P ) of all faces of P not intersecting X is a complex. Similarly, if C is a complex and X a set of vertices of C, then we let dl(X, C) be the complex consisting of all faces of C which do not intersect X. A refinement of C is a complex D with the property that every face of C is a union of faces of D.
We need to define polar polyhedra for both STSP(n) and GTSP(n). For STSP(n), we denote by z := 1 n 1 the barycenter of STSP(n) and define the polar STSP(n) △ of STSP(n) to be the set of all points a ∈ Ê E n which satisfy • e∈δ(v) a e = 0 for all v ∈ V n ; and • a ⊤ x ≥ 1 + a ⊤ z for all x ∈ STSP(n). Clearly, STSP(n) △ is an n 2 − n dimensional polytope whose set of faces is in inclusion-reversing bijection with the set of faces of STSP(n). As for GTSP(n), we take the so-called blocking polyhedron (GTSP(n) is of blocking type, see, e.g., [5] ):
It can be verified that GTSP(n) △ is an n 2 -dimensional unbounded polyhedron which satisfies the following property.
Remark 2. The setC n of bounded faces of GTSP(n) △ is in inclusion-reversing bijection with the set of all faces of GTSP(n) which are not contained in non-negativity facets. (In fact, something stronger holds, but this is all we need here.) Thus the set of vertices of GTSP(n) △ corresponds to the set of facets of GTSP(n) which are not non-negativity facets; and the set of edges of GTSP(n) △ corresponds to the set of ridges of GTSP(n) which are not contained in non-negativity facets.
For v ∈ V n , we denote by
n the vertex of GTSP(n) △ which has 1 /2 on all edges incident on v and 0 on the other edges. We call these vertices of GTSP(n) △ degree vertices, because they correspond to the degree-facets of GTSP(n). We abbreviate D := {d v | v ∈ V n }. In [13] , the following mapping is defined (see also [11, 12] ):
where for every v ∈ V n , λ v (a) is a scalar. Here, we do not need the details of the definition of λ. We just note that if
Every non-negativity inequality x e ≥ 0 defines a facet of STSP(n) ( [7] , here we need n ≥ 5), and thus there is a non-negativity vertex of STSP(n) △ corresponding to it. Let N denote the set of all non-negativity vertices of STSP(n) △ . We can now formulate the theorem from [13] which we need.
Theorem 3 ([13]). (a) The mapping ϕ is a bijection between the underlying point sets of the following complexes:
• the complex of all bounded faces of GTSP(n) △ not containing a degree vertex: dl(D,C n ); • and the complex of all faces of STSP(n) △ not containing a non-negativity vertex:
The result in [13] is considerably stronger, but here we only need this aspect.
Remark 4. Theorem 3-(b) implies that the NR vertices of GTSP(n) △ are in bijection with the vertices of dl(N, STSP(n) △ ) via ϕ, while the non-NR vertices of GTSP(n) △ are mapped to nonvertex points by ϕ.
We will apply Theorem 3 to prove Theorem 1. The following lemma is the link between parsimonious property and geometry.
Lemma 5. Let Bx ≥ 1 be a system of inequalities defining NR-facets of GTSP(n) such that the relaxation R B has the parsimonious property. If c ⊤ x ≥ γ defines a non-NR facet of GTSP(n), then c, γ cannot be written in the form
Proof. Suppose that c, γ can be written as in (3) . Then minimizing the cost function c over the relaxation consisting of
• all non-negativity inequalities • all degree equations(!) e∈δ(v) x e = 0, v ∈ V n ; • all inequalities in the system Bx ≥ 1. yields γ as the minimum. If the degree equations are relaxed to inequalities, then, by the parsimonious property of R B , the minimum is still γ. By Farkas's Lemma, this implies that the inequality cx ≥ γ is dominated by non-negativity inequalities, degree inequalities, and inequalities in Bx ≥ 1. This is impossible since (c, γ) defines a non-NR facet of GTSP(n) and all facets in Bx ≥ 1 are NR.
We are now ready to prove the Theorem 1.
Proof of Theorem 1. Let a ⊤ • x ≥ 1 be an inequality defining a non-NR facet of GTSP(n) which is not in the system Bx ≥ 1. By Remark 2 above, we have to find a path in the graph (1-skeleton) of GTSP(n) △ which starts from a • , ends in an NR-vertex, and does not use any degree vertices or vertices corresponding to rows of B.
By the first part of Theorem 3, a := ϕ −1 (a • ) is a relative interior point of a unique face F of STSP(n) containing no non-negativity vertex. Let D F denote the set of all faces of the refinement D from Theorem 3 which are contained in F , and let B F denote the set of vertices b of F for which ϕ(b)
⊤ is a row of B. We will prove the following: By the second part of Theorem 3, this claim implies the existence of the desired path in the graph of GTSP(n) △ and thus concludes the proof of Theorem 1.
Proof of Claim 1. The proof of the claim is by induction on dim F . For dim F = 0, we are done, because then a is a vertex of F . Let dim F ≥ 1, and assume the claim holds for relative interior points a ′ of faces F ′ with dimension dim F ′ < dim F .
If B = ∅, we are done. Otherwise let Q := conv B F . This is a non-empty polytope which is contained in F ♦ . Using Lemma 5 we will show the following: The proof of Claim 2 is technical, and we postpone it till the proof of Claim 1 is finished. If Claim 2 is true, however, then we we know that a is not in Q. Let p, π define a hyperplane separating a from Q, i.e., q ⊤ p < π for all q ∈ Q, and a ⊤ p > π. See Fig. 1 for an illustration. It assumes the face F is an 8-gon. By a standard general position argument, we can assume that p is not parallel to any face with co-dimension at least one in D F . Hence, there exists an ε > 0 such that the line segment a+]0, ε[·p is contained in the relative interior of a dim F -dimensional face G of D F , of which a is a vertex. By elementary polytope theory (the edges of a polyhedron incident to a fixed vertex span a cone of the same dimension as the polyhedron), G must have a vertex a 1 adjacent to a with a ⊤ p < a
If a 1 is in the boundary of F , then the induction hypotheses implies the existence of a path from a 1 to a vertex of F not using any vertex in B F . If that is not the case, we apply the argument in the previous paragraph inductively to obtain a path a, a 1 , . . . , a k in the 1-skeleton of D F with
Since the 1-skeleton of D F is finite and the path we are constructing is p-increasing, a vertex on the boundary of F will eventually be reached.
This concludes the proof of Claim 1.
Proof of Claim 2. Let c be a vertex of D F with c ∈ B F . Assume that c ∈ conv B F , i.e., c can be written as a convex combination c = k j=1 t j b j with ϕ(b j ) ⊤ a row of B for all j = 1, . . . , k. Clearly, c cannot be a vertex of F , so ϕ −1 (c) ⊤ x ≥ 1 defines a non-NR facet of GTSP(n) by Remark 4. We compute This means that the inequality σϕ(c) ⊤ x ≥ σ can be written as a non-negative linear combination of the inequalities ϕ(b j ) ⊤ x ≥ 1, j = 1, . . . , k plus a linear combination of degree vertices as in (3) . Since the former inequality defines a facet of GTSP(n) by Theorem 3-(b) and the inequalities forming the non-negative linear combination are taken from the system Bx ≥ 1, Lemma 5 yields a contradiction.
OUTLOOK
It would be interesting whether there are more relations between the combinatorics of the boundary complex of GTSP(n) △ , particularly as higher dimensional faces are concerned. As for edges, we conjecture that the necessary condition for parsimonious property in Theorem 1 is also sufficient.
Conjecture. If every connected component of G B contains vertices corresponding to NR-facets of GTSP(n), then the relaxation R B of has the parsimonious property.
The conjecture holds for the known relaxations of STSP(n) consisting of NR-inequalities described in [12] which fail the parsimonious property.
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