Abstract. In this paper, we consider the set of interfaces between + and − spins arising for the critical planar Ising model on a domain with + boundary conditions, and show that it converges towards CLE 3 .
1. Introduction 1.1. Schramm-Loewner Evolution. The introduction of Schramm's SLE curves [Sch00] opened the road to decisive progress towards the understanding of 2D statistical mechanics. The (SLE κ ) κ>0 form a one-parameter family of conformally invariant random curves that are the natural candidates for the scaling limits of interfaces found in critical lattice models, as shown by Schramm's principle [Sch00] : if a random curve is conformally invariant and satisfies the domain Markov property, then it must be an SLE κ for some κ > 0. The convergence of lattice model curves to SLE has been established in a number of cases, in particular for the loop-erased random walk (κ = 2) and the uniform spanning tree (κ = 8) [LSW04] , percolation (κ = 6) [Smi01] , the Ising model (κ = 3) and FK-Ising (κ = 16/3) [CDHKS14] , and the discrete Gaussian free field (κ = 4) [ScSh09] .
The development of SLE has had rich ramifications, in particular the introduction of the Conformal Loop Ensembles (CLE) [She09] . The (CLE κ ) κ∈( 8] are conformally invariant collections of SLE κ -like random loops; they conjecturally describe the full set (rather than a fixed marked set) of macroscopic interfaces appearing in discrete models. For percolation, the convergence of the full set of interfaces to CLE 6 has been established [CaNe07b] . For the Gaussian free field, the connection with CLE 4 is established in [MS16, ASW16] . For the random-cluster (FK) representation of the Ising model, the convergence of boundary-touching interfaces to a subset of CLE 16/3 has been established in [KeSm15] . This paper shows convergence of Ising interfaces to CLE 3 , and this is the first convergence result in the non boundary touching regime κ ≤ 4.
Ising Interfaces and SLE.
The Ising model is the most classical model of equilibrium statistical mechanics. It consists of random configurations of ±1 spins on the vertices of a graph G, which interact with their neighbors: the probability of a spin configuration (σ x ) x∈V is proportional to exp (−βH (σ)), where the energy H (σ) is given by − x∼y σ x σ y and β is a positive parameter called the inverse temperature.
The two-dimensional Ising model (i.e. when G ⊂ Z 2 ) has been the subject of intense mathematical and physical investigations. A phase transition occurs at the critical value β c = 1 2 ln √ 2 + 1 : for β < β c the spins are disordered at large distances, while for β > β c a long range order is present. Thanks to the exact solvability of the model, much is known about the phase transition of the model; the recent years have in particular seen important progress towards understanding 1 arXiv:1604.06975v2 [math.PR] 10 May 2016 rigorously the scaling limit of the fields and the interfaces of the model at the critical temperature β c .
For the two-dimensional Ising model, we call spin interfaces the curves that separate the + and − spins of the model. In the case of Dobrushin boundary conditions (i.e. + spins on a boundary arc and − spins on the boundary complement) the resulting distinguished spin interface linking boundary points can be shown to converge to SLE 3 [CDHKS14] , using the discrete complex analysis of lattice fermions [Smi10a, ChSm12] . In the case of more general boundary conditions (in particular free ones), one obtains convergence to variants of SLE 3 , as was established in [HoKy13, Izy15] .
Another natural class of random curves are the interfaces of random-cluster representation of the model (which separate 'wired' from 'free' regions in the domain). Following the introduction of the fermionic observables [Smi10a] , it was shown that the Dobrushin random-cluster interfaces converge to chordal SLE 16/3 .
The study of more general collections of interfaces for the Ising model and its FK representation has seen recent progress. With free boundary conditions, the scaling limit of the interface arcs was obtained [BDH16] : by taking advantage of the fact that such arcs touch the boundary, an exploration tree is constructed, made of a bouncing and branching version of the dipolar SLE 3 process. For the FK model, an exploration tree is constructed in [KeSm15] , and this tree allows one to represent the random-cluster loops that touch the boundary in terms of a branching SLE 16/3 .
Ising Model and CLE.
The purpose of this paper is to rigorously describe the full scaling limit of the Ising loops that arise in a domain with + boundary conditions: Theorem 1. Consider the critical Ising model on a discretization (Ω δ ) δ>0 of a (simply-connected) Jordan domain Ω, with + boundary conditions. Then the set of the interfaces between + and − spins converge in law to a nested CLE 3 as δ → 0, with respect to the metric d X on the space of loop collections.
The statement we prove is actually slightly stronger (Theorem 3 in Section 3.1). The precise definition of the Ising interfaces is given in Section 2.5, the CLE processes are introduced in Section 2.8 and the metric d X is defined in Section 2.7.
Our strategy is to identify the scaling limit of these curves by using the coupling between the Ising model and its random-cluster (FK) representation, often called Edwards-Sokal coupling [Gri06] . This allows one to construct an exploration tree describing the Ising loops, by relying on the recursive application of a two-staged exploration:
• We first study the random-cluster interfaces by relying on the fact that they touch the boundary and hence can be described in terms of an exploration tree (as in [KeSm15] , and similarly to [BDH16] ).
• We then explore the Ising loops, which are contained inside the random-cluster loops: conditionally on the random-cluster loops, the Ising model inside has free boundary conditions, allowing one to use the result of [BDH16] to identify a subset of the Ising interfaces.
• At the end of the second stage, we obtain a number of a loops. Conditionally on these loops, the boundary conditions for Ising on the complement are monochromatic (either completely + or completely −), allowing one to re-iterate the exploration inside of those.
We then show that the conformally invariant interfaces that we have explored are simple and SLE 3 -like. Together with the Markov property inherited from the lattice level, this allows one to use the uniqueness result of [ShWe12] to identify this limit as CLE 3 .
1.4. Outline of the Paper.
• In Section 2, we give the definitions of the graphs, the models, the metrics and the loop ensembles.
• In Section 3, we give the precise statement of our main theorem, together with the main steps of the proof.
• In Section 4, we state two results about the scaling limit of Ising and FK interfaces that are instrumental in our proof, one borrowed from [BDH16] , and the other one from the Appendix (related to [KeSm15] ).
• In Section 5, we prove that the outermost Ising loops have a conformally invariant scaling limit.
• In Section 6, we identify the scaling limit of outermost Ising loops, and then construct the scaling limit of all Ising loops, thus concluding the proof of the main theorem.
• In the Appendix, we study the scaling limit of the FK loops, in particular proving its existence and conformal invariance, as well as showing that double points of discrete and continuous FK loops correspond to each other. ). We will consider discrete domains of Z 2 , made of a simplyconnected finite union of faces of Z 2 . For a discrete domain G, we denote by G * the dual of G, by G m the medial of G and by G b the bi-medial of G. We denote by ∂G ⊂ G the (inner) boundary of G, which we either see as the set of vertices of G adjacent to Z 2 \ G, or as the circuit of edges separating the faces of G from those of Z 2 \ G. Consider a (continuous) Jordan domain Ω ⊂ C, i.e. such that ∂Ω is a simple curve. We call discretization of Ω a family (Ω δ ) δ of discrete domains of δZ 2 (the square grid of mesh size δ > 0) such that ∂Ω δ → ∂Ω (where we identify ∂Ω δ with its edge circuit) as δ → 0 in the topology of uniform convergence up to reparametrization.
Ising
Model. The Ising model on a graph G at inverse temperature β > 0 consists of random configurations (σ x ) x∈G of ±1 spins with probability proportional to exp (−βH (σ)) where the energy H is given by −H (σ) = x∼y σ x σ y (the sum is over all pair of adjacent spins of G). We will focus on the Ising model at the critical temperature, i.e. with β = β c . If there are no particular conditions on the spins of ∂G we speak of free boundary conditions, if the spins of ∂G are conditioned to be +1 (resp. −1), we speak of + boundary conditions (resp. − boundary conditions).
2.3. FK model. The Fortuin-Kasteleyn (FK) model (see [Gri06] for a reference) on a discrete domain G is a (dependent) bond percolation model, which assigns a random open or closed state to the edges of G. A configuration consists of the set of the open edges of G. The FK (p, q) model assigns to a configuration ω a probability proportional to An important feature of the two-dimensional FK model is duality. For an FK configuration ω on a discrete domain G, we define the dual configuration ω * on G * whose open edges are the dual to the closed edges of ω and vice versa. It can be shown that for With wired or free boundary conditions, it is easy to see that the set of bi-medial edges that are part of an FK interface forms a collection of nested loops.
The level of an FK loop is defined by declaring a loop of level 1 or outermost if it is not contained inside another FK loop, and of level k > 1 if it is contained inside a loop of level k −1 and outermost within that loop.
We call a component of the interior of an outermost FK loop a cut-out domain. This notion will be crucial for us in the scaling limit. The set of FK loops satisfy the following spatial Markov property [Gri06] : consider the FK model with wired boundary conditions, conditionally on the outermost FK loops, the model inside the cut-out domains consists of independent FK models with free (resp. wired) boundary conditions. Remark 2. In the coupling with FK, the Ising loops are always a subset of the dual FK configuration. In particular Ising loops and FK loops never cross. As a consequence, Ising loops are contained in cut-out domains.
2.7. Topology on the Space of Loop Collections. Consider the metric d Γ on the space of oriented loops defined as the supremum norm up to reparametrization:
where the infimum is taken over all orientation-respecting parametrizations of the loops γ andγ. We define the space Γ to be the completion of the set of simple oriented loops for the metric d Γ : Γ is the set of oriented non-self-crossing loops (including trivial loops reduced to points).
The space X of loop collections is the space of at most countable subsets {γ i } i∈I ⊂ Γ (including the empty set) such that
• For each i ∈ I, the loop γ i is not reduced to a point.
• For each compact set K ⊂ Γ of the set of loops, the set of indices {i ∈ I : γ i ∈ K} is finite.
We equip the space X with the following metric: where the infimum is taken over all (partial) matchings π = {(i, j)} of the sets I and J, where K denotes the set of indices of I ∪ J that not matched by π, and where diam denotes the Euclidean diameter.
The space X is complete and separable: it is hence Polish, and we work with its Borel σ-algebra. Note that the following events on X are measurable:
• The collection (γ i ) i∈I consists of non-crossing non-nested loops (these collections actually form a closed set in X ).
• The loops of the collection (γ i ) i∈I are disjoint.
• All the loops of (γ i ) i∈I are simple.
2.8. Conformal Loop Ensembles. The CLE measures have been introduced in [She09] as the natural candidates to describe conformally invariant collections of loops arising as scaling limits of statistical mechanics interfaces. They form a family indexed by κ ∈ ( The (usual) CLE κ measure is defined on a planar simply-connected domain and consists of a collection of non-nested loops. For κ ∈ ( 8 3 , 4], the (usual) CLE κ have an elegant loop-soup construction [ShWe12] : the CLE κ loops can be constructed by taking the boundaries of clusters of loops in a Brownian loop soup of intensity c = (3κ − 8) (6 − κ) /2κ.
For a nested collection of continuous loops, we define the level of a loop as follows: the outermost loops have level 1, the outermost loops within the level 1 loops are level 2, etc. The nested CLE κ is iteratively constructed as follows: its loops of level 1 are the loops of a usual CLE κ , and its loops of level k > 1 are obtained by sampling independent (usual) CLE κ inside each loop of level k − 1. We choose to orient CLE loops according to their level: clockwise for odd level loops, and counterclockwise for even level loops.
2.9. CLE Markovian Characterization. An important result on CLE is its Markovian characterization.
Theorem ([ShWe12]).
A family of measures µ Ω on non-nested collections of simple loops defined on simply-connected domains Ω is the (usual) CLE κ for a certain κ ∈ ( 8 3 , 4] if and only if the following holds with probability 1:
• The collection is locally finite: for any > 0 and any bounded region K ⊆ Ω, there are only finitely-many loops of diameter greater than in K.
• Distinct loops of the collection are disjoint.
• The family is conformally invariant: for any conformal mapping ϕ : Ω → ϕ (Ω), we have
• The family satisfies the Markovian restriction property on any simply-connected domain Ω: for any compact set K ⊂ Ω such that Ω \ K is simply-connected, if {γ i } i∈I is sampled from µ Ω , setting I K := {i : γ i ∩ K = ∅} we have that {γ i } i∈I conditioned on {γ i } i∈I K has the law of µ Ω\L K , where µ Ω\L K is defined as the independent product of µ Ω taken over all connected components Ω of Ω \ L K and where
Main Theorem

Statement and Strategy. Let us now give the precise version of our main result:
Theorem 3. Consider the critical Ising model with + boundary conditions on a discretization (Ω δ ) δ>0 of a Jordan domain Ω,. Then as the mesh size δ → 0, the set of all leftmost Ising loops converges in law with respect to d X to the nested CLE 3 . Furthermore, with high probability, any macroscopic Ising loop is close to a leftmost loop L in the following sense. For any > 0, with probability tending to 1 as δ → 0, for any loop of diameter larger than there exists a leftmost loop L such that the connected components of ( ∪ L ) \ ( ∩ L ) have diameter less than .
Remark 4. The same result holds for rightmost loops, as the proof will show.
The strategy for the proof is the following:
• We first prove that the collection of level one (i.e. outermost) Ising loops has a conformally invariant scaling limit (Section 5).
• We then show that this limit consists of loops that are simple, do not touch the boundary or each other, and satisfy the Markovian restriction property (Section 6.1).
• We then use the characterization of CLE to identify the scaling limit of the outermost loops as non-nested CLE 3 and finally obtain the convergence of all Ising loops to nested CLE 3 (Section 6.2).
Remark 5. In [MSW16] , the authors explain how CLE 3 can be obtained, directly in the continuum, by performing percolation on the CLE 16/3 clusters (by analogy with the FK and Ising coupling). This approach explains how the joint coupling works in the continuous and provide a proof scheme for the joint convergence of Ising and FK loops towards a coupling of CLE 16/3 and CLE 3 (our approach does not, as we keep resampling the coupled FK model to further explore Ising loops).
Remark 17 provides some of the technical tools needed for this joint convergence, but some further study of the set of discrete FK loops seems needed in order to get a complete argument.
Scaling Limits of Ising and FK Interfaces
In this section, we state two results on which our proof relies: first, the identification of the scaling limit of the free boundary conditions arc for the Ising model and second, the conformal invariance of the scaling limit of the FK interface loops. The first result that we need is the identification of the scaling limit of the Ising arcs that arise with free boundary conditions. For the Ising model on a discrete domain G with free boundary conditions, we call an Ising arc a spin interface that links two boundary points. In the continuous, we refer to the set of arcs produced by a branching SLE 3 (− 3 2 , − 3 2 ) as the Free Arc Ensemble (FAE) [BDH16] .
Theorem 6 ([BDH16, Theorem 6]). Consider the critical Ising model on a discretization (Ω δ ) δ>0 of a Jordan domain Ω, with free boundary conditions. Then as δ → 0, the set of all Ising arcs converges in law to the Free Arc Ensemble (for the Hausdorff metric on sets of curves, where curves are equipped with the topology of uniform convergence up to reparametrization).
As explained in [BDH16] , the scaling limits of the interfaces linking pairs of boundary points (and bouncing on the boundary when needed) can be deterministically recovered by gluing the FAE arcs. These two sets of curves (the arcs on the one hand and the scaling limit of the interfaces between boundary points on the other hand) contain the same data in the continuous.
Conformal Invariance of FK-Ising
Interfaces and Cut-Out Domains. For the proof of our main theorem, we need the following result, which is closely related to (but independent of) the result of Kemppainen and Smirnov about the scaling limit of the boundary-touching FK loops in smooth domains [KeSm15] . This result includes in particular the convergence of FK cutout domains to continuous cut-out domains, defined as the maximal domains contained inside the scaling limit of FK loops.
Proposition 7. Consider the critical FK-Ising loops on a discretization (Ω δ ) δ of a Jordan domain Ω, with wired boundary conditions. The FK loops have a conformally invariant scaling limit as the mesh size δ → 0. Furthermore the discrete cut-out domains converge to the continuous cut-out domains.
Proof. The first part is proven as Proposition 16 in the Appendix and the second part follows from Remark 17 just after.
Scaling Limit of Ising Outermost Loops
Let us now argue that the outermost Ising loops have a conformally invariant scaling limit. Consider the critical Ising model with + boundary conditions coupled with an FK model with wired boundary conditions on a discretization (Ω δ ) δ>0 of a Jordan domain Ω.
Lemma 8. As the mesh size δ → 0, the leftmost level one Ising loops converge in law with respect to the topology generated by d X to a conformally invariant scaling limit.
Furthermore, the Ising loops in the scaling limit are contained in the continuous cut-out domains.
Proof. Recall that the Ising loops are contained inside of the cut-out domains of the coupled FK model (Remark 2). We start by exploring the outermost FK loops. Let us denote by C (Ω δ ) the set of associated discrete cut-out domains in Ω δ . Each C δ ∈ C (Ω δ ) is bordered on its outside by a strong path of + and, conditionally on C δ , the Ising spins inside of C δ have free boundary conditions. For any cut-out domain C δ , we can construct the set L (C δ ) of all leftmost Ising loops that touch the boundary of C δ by gluing Ising arcs in C δ . More precisely, for any point z ∈ C δ and any point b on the boundary of C δ , consider the arc a(z, b) closest to z among the set of all leftmost Ising arcs disconnecting z from b. Let A(z) be the collection of all the arcs a(z, b) when b runs over the whole boundary of C δ . Either all arcs in A(z) carry − spins on the side of z, and then their collection forms a leftmost Ising loop of L (C δ ). Or these arcs all carry + spins on the side of z, and then z is not surrounded by a loop of L (C δ ). Note that all the loops in the collection L (C δ ) are outermost, as they are connected by a strong + path to the boundary. Now, for a cut-out domain C δ ∈ C (Ω δ ), we have that the loops of L (C δ ) further cut C δ in regions of two types:
• The regions enclosed by the loops of
separates an inner weak circuit of − on its inside and a strong circuit of + on its outside) • The regions R δ ∈ R (C δ ) that are outside the loops of L (C δ ) (these regions have strong + boundary conditions).
For any Ising loop δ inside of C (Ω δ ), we have three possibilities:
• The loop δ is strictly contained inside of a loop of L (C δ ): in this case, it is of level two or higher (i.e. it is not outermost).
• The loop δ is contained inside of a loop L δ ∈ L (C δ ) and it shares an edge with L δ (and hence is of level one, but not leftmost if it is distinct from L δ ). The structure of these loops is described in Lemma 9 below.
• The loop δ is strictly contained in a region R δ ∈ R (C δ ) outside the loops of L (C δ ). In order to find all the leftmost level 1 Ising loops we hence just need to explore the regions R δ ∈ R (C δ ). Since any such region has + boundary conditions, we can re-iterate the exploration that we use for Ω δ : we represent the Ising model on R δ using (a resampled) FK representation with wired boundary conditions, explore the outermost FK loops, and construct Ising loops in a cut-out domain C δ ∈ C (R δ ) by gluing arcs of the FAE in C δ ∈ C (R δ ). The outermost loops that we find in R δ are also outermost in Ω δ . Moreover, any level 1 leftmost loop in R δ that has not been discovered at this stage is contained in a further subregion R δ ∈ R (C δ ), outside of the loops of L (C δ ).
Iterating the procedure, we obtain smaller and smaller regions that are yet to be explored. For any > 0, with high probability after enough iterations, all the regions that remain to be explored are all of diameter less than .
By Proposition 7 the FK loops have a conformally invariant scaling limit. Furthermore, the discrete cut-out domains converge to the continuous cut-out domains as δ → 0. Now, for any cut-out domain C δ , the Ising arc ensemble in C δ converges to the (conformally invariant) Free Arc Ensemble in C (Theorem 6) as δ → 0. This allows one to describe the scaling limit of all the outermost Ising loops, by following the exploration procedure described above. Lemma 9. Any macroscopic level one Ising loop is close to a leftmost level one loop, as in Theorem 3. Moreover the set of rightmost level one loops has the same scaling limit as the set of leftmost loops.
Proof. This is a direct consequence of [BDH16, Section 4.2] (see Lemma 18 and the argument following it). It is indeed proven there that leftmost and rightmost Ising arcs are close to each other, in the sense that the macroscopic leftmost and rightmost interfaces can be paired so that the symmetric difference of the pair is made of connected components of small diameter. As leftmost and rightmost Ising loops are constructed by gluing leftmost and rightmost Ising arcs respectively, the same claim follows for loops. Moreover, any macroscopic loop sharing an edge with a leftmost loop has to stay in the region delimited by the leftmost/rightmost pair, and in particular its symmetric difference with the leftmost loop is also made of connected components of small diameter.
Identification of the Scaling Limit
6.1. Qualitative Properties of the Scaling Limit of Ising Loops. In this section, we prove Theorem 3. Let us first argue that the scaling limit of an Ising loop 'locally looks' like SLE 3 :
Lemma 10. Consider the scaling limit of the outermost Ising loops. There is a subarc of at least one loop that looks like SLE 3 .
Proof. As explained in the proof of Lemma 8, the Ising loops can be constructed by gluing arcs of the FAE, which are pieces of an SLE 3 − 3 2 , − 3 2 exploration tree. As a result, Ising loops have subarcs that look like SLE 3 (e.g. they have Hausdorff dimension 11/8, see [Bef08] ).
Consider the critical Ising model with + boundary conditions on the discretization Ω δ of a Jordan domain Ω. For any boundary subarc I ⊂ ∂Ω, and any positive real r > 0, let I r := {z ∈ Ω : d (z, I) ≤ r} be the r-neighborhood of I. For any positive reals > η > 0, let E δ (η, , I) be the event that there is a weak − spin cluster linking I η to Ω \ I .
Lemma 11. For any > 0, we have
In particular, in the scaling limit, the outermost Ising loops almost surely do not touch the boundary.
Proof. Let us suppose by contradiction that this limit is positive: as we will see that this will imply the occurrence of a zero-probability event for SLE 3 . If (6.1) were not to hold, we could find some > 0 and some strict boundary subarc I ⊂ ∂Ω such that
Let us consider a proper sub-arc J ⊂ ∂Ω \ I and consider the critical Ising model on Ω δ with + boundary conditions on ∂Ω\J and − boundary conditions on J (denote by P +/− the corresponding measure). By monotonicity with respect to the boundary conditions, we would have lim sup
Let us fix sequences η k → 0 as k → ∞ and δ n,k → 0 as n → ∞ such that for all n, k we have
Let us condition on the first crossing ξ of − spins from I η to Ω \ ∂ Ω in counterclockwise order (say). By RSW-type estimates [CDH16, Corollary 1.7], we obtain that with (uniformly) positive probability, ξ is connected by a path of − spins to the − spins of J . This implies that the Ising interface generated by the ± boundary condition hits I η k . Passing to the limit n → ∞ and then k → ∞ implies that the scaling limit of the interface generated by the boundary conditions hits I with positive probability, which is a contradiction: the scaling limit is SLE 3 [CDHKS14, Theorem 1], which never hits the boundary of the domain it lives in [Law05] .
Lemma 12. The scaling limit of the outermost Ising loops are almost surely simple and do not touch each other.
Proof. As explained in the proof of Lemma 8, the outermost Ising loops are 'harvested' through the iteration of a two-step exploration process of FK loops and Ising arcs. Let us call the harvest time of an outermost Ising loop the number of iterations needed to discover it. Two Ising loops with different harvest time do not touch each other in the scaling limit. Indeed, the loops that are harvested at a given time T > 1 are recovered as outermost loops within cut-out domains containing an Ising configuration with + boundary conditions. By Lemma 11, these boundary conditions separate the Ising loops harvested at time T from the loops that were harvested at earlier times.
We now show that the loops harvested at a fixed time T are almost surely simple and do not touch each other. All Ising loops are recovered by gluing arcs of a FAE staying in a cut-out domain of some FK loops. By Proposition 18, the boundaries of cut-out domains are simple disjoint curves. Moreover, the Ising loops that stay within a single cut-out domain are simple and disjoint: indeed, these loops are constructed by gluing arcs of the FAE, which is a family of simple disjoint arcs.
Lemma 13. The scaling limits of the outermost Ising loops satisfy the domain Markov property.
Proof. This directly follows from the discrete Markov property, together with the convergence of outermost Ising loops for any discrete approximation of the continuous domain (Lemma 8).
Proof of Theorem 3.
Proof. The outermost Ising loops have a conformally invariant scaling limit (Lemma 8). By Lemmas 11 and 12, the loops of the scaling limit are simple and do not touch each other or the boundary. By Lemma 13, these loops satisfy the Markovian restriction property. Hence, by the Sheffield-Werner Markovian characterization property, the scaling limit of the outermost Ising loops is a CLE κ for some 8 3 < κ ≤ 4. By Lemma 10 and the construction of CLE κ in terms of SLE κ -like loops [She09] , we deduce that κ must be equal to 3.
We now establish the convergence of the Ising loops of level 2. These loops lay inside of the outermost Ising loops, i.e. are loops of an Ising configuration with − boundary conditions. The set of leftmost loops in a domain with − boundary conditions has the same law as the set of rightmost loops in a domain with + boundary conditions. By the second part of Lemma 9, the scaling limit of level 2 loops is hence given by independent CLE 3 in each of the level 1 loops. Further iterating this argument, we identify the set of loops of level n as independent CLE 3 inside the loops of level n − 1, and thus obtain the convergence of the set of all Ising loops to nested CLE 3 .
Appendix A. FK interfaces have a conformally invariant scaling limit
In this section, we prove Proposition 7: we show that for any Jordan domain Ω, the set of all level one (outermost) FK loops in Ω converges towards a conformally invariant limit (see also [KeSm15] for an alternative approach). We prove the convergence of a single FK exploration path (Lemma 14) without smoothness assumptions on ∂Ω.
We rely on [KeSm12] to get tightness of the exploration path, and we rely on the convergence result [CDHKS14, Theorem 2] together with an argument similar to the one used in [BDH16] to identify the scaling limit. Once we know the convergence of a single exploration, we can deduce the convergence of all outermost FK loops by iteratively using the convergence of FK exploration interfaces (Proposition 16).
A.1. Convergence of FK interfaces. Consider a discrete domain Ω δ , with dual Ω * δ and bi-medial Ω b δ . Consider an FK model configuration ω on Ω δ with wired boundary conditions and its dual configuration ω * . Given boundary bi-medial points a and b, we define the FK exploration γ δ of ω from a to b as follows:
• γ δ is a simple path on the bi-medial graph of Ω δ from a to b
• when γ δ is not on the boundary ∂Ω Analogously to the reasoning made in [BDH16] , we can use the crossing estimates of [CDH16] on the domains (Ω n,δ ) to apply the technology of [KeSm12, Theorems 3.4 and 3.12] which allows us to obtain that the law of the exploration γ δ is tight.
Let us now consider an almost sure scaling limit γ of γ δ k for δ k → 0 (which is possible via the Skorokhod embedding theorem). Consider a conformal mapping Ω → H with a, b → 0, ∞ and denote by λ the image of γ. Encode λ by a Loewner chain, i.e. consider the family of conformal mappings g t : H t → H, where H t is the unbounded connected component of H \ λ [0, t] and we normalize t and g t such that, for any time t, g t (z) = z +2t/z +o (1/z) as z → ∞. Set U t := g t (λ (t)) and O t := sup (λ [0, t] ∩ R). As usual, we have the Loewner equation ∂ t g t (z) = 2/ (g t (z) − U t ) and as a result (U t ) t characterizes λ and hence γ.
Let us now characterize the law of U t . Set
The following two properties allow one to prove that (X t ) t is a Bessel process of dimension d = 3/2 (as in [BDH16] ):
• The process (X t ) t is instantaneously reflecting off 0, i.e the set of times {t : X t = 0} has zero Lebesgue measure: this is a deterministic property for Loewner chains (see e.g. [MS16, Lemma 2.5]). This imply that (X t ) t can be deterministically recovered from the ordered set of its excursions away from 0.
• When (X t ) t is away from 0, the tip of the curve γ (t) is away from the boundary arc [a, b] .
This corresponds in the discrete to a time t when the curve γ δ k (t) is away from the boundary arc [a δ k , b δ k ], and hence the domain yet to be explored Ω t,δ k has 'macroscopic Dobrushin conditions' in the sense that both the wired and free boundary arcs are macroscopic. By [CDHKS14, Theorem 2], the curve λ behaves as chordal SLE (16/3) headed towards O t until the first hitting time of [O t , +∞), which is the same, by SLE coordinate change [ScWi05] , as an SLE 16/3 (−2/3) with force point at O t until the first hitting time of [O t , +∞). Hence, the law of the ordered set of excursions of (X t ) t away from 0 is that of the ordered set of excursions of a Bessel process of dimension d = 3/2 away from 0. Let us now identify the process O t . By integrating the Loewner equation, we find that O t = 2 √ κXs ds + A t , where (A t ) t is constant when X t is away from 0. The following argument yields that (A t ) t is constant equal to zero:
• The process (X t ) t is 1 2 − -Hölder continuous, as a Bessel process.
• Since d = 3/2 > 1, we have that I t =´t 0 2 √ κXs ds is almost surely finite, and moreover (I t ) t is 1 2 − -Hölder continuous (as can be seen from the fact that X t −I t is a standard Brownian motion).
• By the tightness result of [KeSm12] (see [KeSm12, Theorems 3.4 and 3.12]), the driving function (U t ) t must be a.s.
2
− -Hölder continuous.
• As A t = √ κX t + U t − I t , we see that (A t ) t must be 1 2 − -Hölder continuous.
• Since (A t ) t can only vary on the set {t : X t = 0}, whose dimension is
This characterizes the law of the pair (X t , O t ) t , and hence the law of the driving function (U t ) t : the curve λ is an SLE 16/3 (−2/3) process, with force point starting at 0 + .
A.2. Special points of FK interfaces. The goal of Section A.3 will be to describe a conformally invariant exploration procedure which for any > 0, with high probability as δ → 0, givesapproximations of all the level one FK loops of diameter larger than . In order to do so, we need to control the formation of continuous cut-out domains, i.e. we need to understand what happens on the lattice level when the scaling limit of the interface has a double point or touches the boundary. We only need to control what happens on the right side of the curve γ δ , as the arguments needed to control the left side are similar. Let us now introduce the following subsets of γ δ (resp. γ):
• The set P B of right boundary points is the set of points x where the interface γ δ comes as close as possible to the counter-clockwise boundary arc from a to b, i.e. a bi-medial mesh size δ/2 away (resp. γ touches the boundary arc [a, b] in the continuous).
• The set P D of clockwise double points is the set of points x where γ δ comes within distance δ/2 of a point x of its past (resp. x is a double point of γ), and such that the interface winds clockwise from x to x. We call points of P B ∪ P D special points. For a special point x ∈ P B ∪ P D of γ δ (resp. γ), we define the subpath K (x) of γ δ (resp. of γ) as follows:
• If x ∈ P B , K(x) is the whole part of the curve running from the origin a to x.
• If x ∈ P D , K(x) is the loop the curve forms at x, i.e. the part of the curve γ δ (resp. γ) running from x to x, where x is as above. Note that for any special points x, y
Given a finite family of points P ⊂ P B ∪ P D containing the endpoint b, we define the partition (P (x)) x∈P of γ δ (resp. γ) by:
For x ∈ P, we say that P (x) is an -approximation of a cut-out domain if (at least) one of the following holds:
• The set P (x) is of diameter less than 2 .
• There is a cut-out domain D laying on the right side of γ δ (resp. γ) such that P (x) consists of the boundary of D, possibly together with paths of diameter less than attached to it. We say that a finite family of special points P ⊂ P B ∪ P D is an -pinching family if for each point x ∈ P, P (x) is an -approximation of a cut-out domain. The main statement of this subsection is that double points of the scaling limit correspond to double points of the discrete interface (and similarly for the boundary points). More precisely, we have the following:
Proposition 15. For all , > 0, there is a mesh size δ 0 > 0, such that for all δ < δ 0 , the following holds:
We can couple γ δ and γ, find an -pinching family P of γ and parametrize γ δ : [0, 1] → Ω δ and γ : [0, 1] →Ω so that, with probability at least 1 − :
(1) For any special point x ∈ P , there is a special point x δ of γ δ such that the subpaths K(x δ ) and K(x) are parametrized by the same time intervals. (2) The parametrized curves γ δ and γ are -close to each other in the topology of supremum norm.
Proof. By Skorokhod embedding theorem, and the convergence in law of γ δ → γ, for any sequence δ n → 0, we can construct a coupling of γ δn and γ such that γ δn → γ almost surely. Let us construct discrete /2-pinching families P δ for all mesh sizes δ, and show that we can always extract a subsequence (δ k ) ⊂ (δ n ) such that (γ δ k , P δ k ) converges almost surely to (γ, P ), where P is a finite -pinching family. This will imply the claim. Let us now consider the finite family (w k (δ) = γ δ (s k )) k=0,...,n of points on γ δ in chronological order, with
• w 0 (δ) = a and w n (δ) = b • for any 0 < i < n, s i is the first time after s i−1 when γ δ exits the ball of radius /4 around w i−1 (δ),
We then define a finite /2-pinching family P δ of points x j i (δ) = γ δ t j i (δ) (that may not be distinct) in the following way:
• Let x 0 i (δ) be the first point of P B ∪ P D coming after w i (δ) such that K x 0 i (δ) contains w i (δ) and is of diameter at least /2.
• For j ≥ 0, we define x j+1 i (δ) as the first point after
Let us explain why P δ is an /2-pinching family (see Figure A. 1).
• Suppose y is a special point of γ δ such that diamK(y) ≥ /2. Then K(y) contains at least one point w i (δ). Let j be the highest index such that x j i (δ) ∈ K(y). Then we have that either y = x j i (δ), or that K(y) \ K(x j i (δ)) is of diameter less than /2. In particular, for any special point y, we have that either y ∈ P δ or that the diameter of
is less than /2.
• Every special point x of γ δ is the closing point of a (possibly degenerate, i.e. of diameter δ/2) cut-out domain D x . Moreover, the set
corresponds to the parts of γ δ that trace the boundary of the cut-out domain D x .
• By the two previous items, for any x j i (δ) ∈ P δ , we have that
can be obtained by attaching to D x j i (δ) paths of diameter less than /2 and hence is an /2-approximation of a cut-out domain.
Note that the number of points in P δ is tight, as the almost sure limit γ of the γ δn is a continuous curve. By compactness, we can assume that the family P δ converges to a finite family P of points x j i = γ(t j i ) on the curve γ (at least by taking a subsequence γ δ k ) in the following sense: we can parametrize γ δ k and γ such that for these parametrizations γ δ k − γ ∞ → 0 almost surely, such that the limit t j i := lim t j i (δ k ) exists for all i, j, and such that for any x ∈ P , there exists a point x δ ∈ P δ such that the subpaths K(x δ ) and K(x) are parametrized by the same time intervals. The claim of the proposition hence reduces to proving that the family P is an -pinching family for γ, namely that for any x j i = γ t j i ∈ P , the set P x j i is an -approximation of a cut-out domain.
In the following, we will assume that x j i ∈ P D . The case x j i ∈ P B follows from similar arguments and is simpler.
To prove this, let us first introduce approximations
is defined to be the first point after x j−1 i (δ) (or after w i (δ) if j = 0) to be η-close to being a macroscopic pinching point, i.e. such that if γ δ were to continue along a (hypothetical) pathγ of length at most η, the pinching point x j i (δ) would be located at the end ofγ.
Consider the family of points y is an -approximation of a cut-out domain, thus concluding the proof of the proposition.
Let us now fix a point y j i . We want to find a quad (i.e. a topological rectangle) Q δ that contains (with high probability) FK crossings ensuring that the set K(x the set of times when γ δ visits this ball:
The curve γ does not have triple points, as this would produce a 6-arm event prevented by [CDH16, Remark 1.6]. In particular y j i is not a triple point for γ. As a result, we can pick 1 > 0 small enough such that for all δ η 1 , we have that T 1 (δ, η) is included in two connected components of T /4 with high probability: one of the connected components containing t j i (δ, η), and the other one containing the endỹ of the (hypothetical) curveγ considered above (see Figure A. 2).
Let us now define the quad Q δ , with boundary marked points r, , x j i (δ, η) andỹ (in counterclockwise order):
By choosing η small enough (and δ η), we can make the extremal distance (see [CDH16] for a definition) between the arcs , x j i (δ, η) and [ỹ, r] in Q δ arbitrarily small. By the RSW estimate of [CDH16] , we can ensure that with arbitrarily high probability (for any δ small enough), there is a dual FK crossing separating x j i (δ, η) ,ỹ from [r, ] and furthermore a primal FK crossing separating the dual crossing from [r, ]. As a result, there is a point z ∈ , x j i (δ, η) and a point z r ∈ [ỹ, r] between which γ δ has to travel while staying within Q δ . In particular, z r is a special point of γ δ such that K(x j−1 i (δ)) ⊂ K(z r ) (resp. such that w i (δ) ∈ K(z r ) if j = 0) and such that K(z r ) \ K(x j−1 i (δ)) enclosesγ and hence is of diameter larger than /2. This ensures that the point x j i (δ) is found before the point z r , in particular before γ δ crosses the arc [r, ]. As y j i is not a triple point for the curve γ, and as the quad Q δ is of diameter less than /2, we see that with high probability, γ t j i (η), t j i is of diameter less than /2 and hence with high probability the set Figure A. 3. In red, the first exploration path. It cuts out k = 2 domains with mixed boundary conditions and large diameter, as well as five domains R 1 , . . . , R 5 with wired boundary conditions and large diameter. The mixed boundary conditions domain are further cut by two blue explorations λ 1 and λ 2 . These cut out four more large domains with wired boundary conditions, and allows us to recover two FK loops: the three domains R 6 , R 7 , R 8 and the loop 1 for λ 1 ; and the domain R 9 and the loop 2 for λ 2 . The purple dots are special discrete points with very high probability (as they are -pinching points).
By taking the successive limits δ η
1
, we obtain that all P x j i are -approximations of a cut-out domain, and hence that P is an -pinching family, thus proving the proposition.
A.3. Convergence of FK loops. In this subsection, we identify the scaling limit of the outermost FK loops by a recursive exploration procedure (see Figure A. 3), analogous to the exploration procedure introduced in [CaNe07b] .
Proposition 16. The set of all level 1 FK loops in the discrete approximation Ω δ of a Jordan domain Ω converges to a conformally invariant scaling limit.
Proof. Let us fix > 0 and define an exploration procedure (see [CaNe07b] for a similar construction) that will discover all the level one FK loops of diameter at least .
Let us choose boundary bi-medial points a δ , b δ ∈ ∂Ω b δ converging to points a, b ∈ ∂Ω, and consider the exploration path γ δ from a δ to b δ , as in Lemma 14. Let us condition on γ δ and consider the connected components of Ω δ \ γ δ :
• The connected components on the left side of γ δ have wired boundary conditions.
• The components on the right side of γ δ that touch the boundary of Ω δ have mixed boundary conditions.
• All other components stay on the right side of γ δ and have free boundary conditions. Let us consider the macroscopic domains cut-out by γ δ , i.e. the connected components of Ω δ \ γ δ of diameter at least . With high probability there are at most N of them, for N large enough. In each of these macroscopic domain D each of the λ j δ cuts the mixed domain into a collection of domains with free boundary conditions (these are the cut-out domains of j δ ) and domains with wired boundary conditions. The interface γ δ converges to SLE 16/3 (−2/3) as δ → 0 (Lemma 14). As we control special points of γ δ (Proposition15), the domains D j δ converge to continuous connected components D j of Ωγ.
Furthermore, for each j, the interface λ j δ converge to an SLE 16/3 curve in D j as δ → 0 ([CDHKS14, Theorem 2]). With high probability, the complement of the interior of the loop j in the domain D j has less than M connected component (carrying wired boundary conditions) of diameter larger than .
We have hence explored a batch of (at most N ) level 1 FK loops and with high probability (with N fixed and δ → 0), the region outside of these loops contains at most N + N M wired domains of diameter larger than .
Each of these domains can be further explored by iterating the exploration we used for Ω: starting with an interface between two far away points on the boundary of these new domains, and starting secondary explorations in all the resulting mixed domains of diameter larger than .
Each step of the exploration scheme reduces the maximum diameter of domains in the collection of wired domains yet to be explored (which are connected components of the set of points laying outside all FK loops currently discovered), and so, by choosing a number of step n large enough, we can ensure, with arbitrarily high probability, that after n iterations of this scheme, we are left with only domains of diameter less than .
Note that when this is the case, any level 1 FK loop that has not been found needs to stay in one of the small wired domains cut out, and so is of diameter less than .
Remark 17. Note that the argument of Proposition 15 tells us that all double points, contact points or boundary touching points of the scaling limits of FK loops are limits of discrete double points, contact points, and boundary touching points.
A.4. The boundary of cut-out domains are disjoint simple curves. We conclude this appendix by a qualitative property of continuous FK loops.
Proposition 18. The boundary of continuous cut-out domains are disjoint simple curves.
Proof. By construction, the cut-out domains do not have 'internal' double points, i.e. double points that would disconnect their interior. Now, the presence of an 'external' double point (i.e. a point that would disconnect the interior of their complement) would imply the presence of a six-arm event (dual-dual-primal-dual-dual-primal, in cyclic order) for the FK model as in Figure A .4, case (A). In the scaling limit, this is ruled out by [CDH16, Theorem 1.5] (using the same argument as in Remark 1.6 there). Moreover, the boundaries of macroscopic cut-out domains do not touch each other by a similar argument. If there were a point of intersection, this would again imply a six-arm event (dual-dual-primal-dual-dual-primal, in cyclic order), which is again ruled out: see Figure A .4 for the two sub-cases (B) and (C) of this case.
