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Groupes fondamentaux motiviques de Tate mixte
P. Deligne et A. B. Goncharov∗
Re´sume´. Nous de´finissons la cate´gorie des motifs de Tate mixte
sur l’anneau des S-entiers d’un corps de nombres, et le groupe
fondamental motivique (rendu unipotent) d’une varie´te´ unira-
tionnelle sur un corps de nombres. Nous conside´rons plus en
de´tail le groupe fondamental motivique de la droite projective
moins 0, ∞ et les racines N -ie`mes de l’unite´.
Abstract. We define the category of mixed Tate motives over
the ring of S-integers of a number field. We define the motivic
fundamental group (made unipotent) of a unirational variety
over a number field. We apply this to the study of the motivic
fundamental group of the projective line punctured at zero,
infinity and all N -th roots of unity.
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0. Introduction.
Si k est un corps de nombres, on dispose d’une cate´gorie tannakienne MT(k) des motifs
de Tate mixte sur k, pour laquelle les groupes d’extensions de Q(0) par Q(n) ont la relation
de´sire´e avec les groupes de K-the´orie de k. C’est le coeur d’une t-structure sur une sous-
cate´gorie de la cate´gorie triangule´e motivique de Levine (1998) ou Voevodsky (2000). La
conjecture d’annulation de Beilinson-Soule´ est vraie sur k, et c’est ce qui permet de de´finir
la t-structure requise. Par Levine (1998) et Huber (2000), on dispose sur cette cate´gorie
tannakienne de foncteurs fibres “re´alisation” correspondant aux the´ories de cohomologie
usuelles (sauf que la cohomologie cristalline n’a jusqu’a` pre´sent pas e´te´ conside´re´e).
Variante: soient S un ensemble de places finies de k et OS l’anneau des S-entiers de
k. De fac¸on peut-eˆtre artificielle, mais commode, on peut de´finir la cate´gorie tannakienne
MT(OS) de motifs de Tate mixte sur OS comme une sous-cate´gorie de MT(k). Voir 1.6.
Autre variante: par descente d’une extension de k a` k, on de´finit la cate´gorie tan-
nakienne MAT(k) des motifs d’Artin-Tate mixte, qui deviennent de Tate mixte sur une
extension finie de k. Elle contient celle des motifs d’Artin (repre´sentations rationnelles de
Gal(k¯/k)).
Dans Deligne (1989), l’un de nous a de´fini, pour certaines varie´te´s alge´briques X
sur k, un “syste`me de re´alisations” du groupe fondamental π1(X, 0) rendu unipotent:
une alge`bre de Hopf commutative dans une cate´gorie de Ind-syste`mes de re´alisations –
ou plutoˆt son spectre. Si X est unirationelle, nous construisons un groupe fondamental
rendu unipotent motivique π1(X, 0)mot: une alge`bre de Hopf commutative dans la cate´gorie
Ind-MAT(k), des Ind-objets de MAT(k) dont la pre´ce´dente se de´duise par application
du foncteur re´alisation. Ceci implique des bornes supe´rieures sur la taille de l’action de
Galois sur le comple´te´ ℓ-adique du π1 (cf. Hain, Matsumoto (2001)), et sur le degre´ de
transcendance de corps engendre´s par des pe´riodes.
Nous conside´rons aussi le cas de points base “a` l’infini”. Nous le faisons a` peu de
frais, en utilisant que le foncteur “re´alisations” est pleinement fide`le et re´fle`te les sous-
quotients: pour prouver qu’un syste`me de re´alisations est motivique, i.e. provient d’un objet
de MAT(k), il suffit de l’exhiber comme sous-quotient d’un autre syste`me de re´alisations
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dont on sache de´ja` qu’il est motivique.
Dans la fin de l’article, nous utilisons ces constructions dans le cas ou` X est le
comple´ment, dans P1, de 0, ∞ et du groupe µN des racines N
ie`mes de l’unite´. Nous
obtenons des re´sultats sur la structure de l’action du groupe de Galois motivique sur
le π1. Pour N = 1, ils impliquent les re´sultats de Terasoma (2002) donnant la partie
“borne supe´rieure” de la conjecture de Zagier sur le nombre de valeurs multizeˆta de poids
w line´airement inde´pendantes sur Q.
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1. Motifs de Tate mixte sur l’anneau des S-entiers d’un corps de nombres.
1.1. Soit k un corps. Nombre de re´sultats cite´s de´pendant de la re´solution des singularite´s,
nous supposons k de caracte´ristique 0. Hanamura (1995), Levine (1998) et Voevodsky
(2000) ont chacun de´fini une cate´gorie triangule´e de motifs sur k, et Levine (1998) VI 2.5.5
construit une e´quivalence entre sa cate´gorie triangule´e et celle de Voevodsky. Cette dernie`re
sera pour nous la plus commode. Nous la noterons DM(k) et noterons DM(k)Q celle qui s’en
de´duit par tensorisation avec Q. On dispose dans DM(k) d’objets de Tate Z(n) (n ∈ Z),
dont les images dans DM(k)Q seront note´es Q(n). Seule nous importera la sous-cate´gorie
triangule´e DMT(k)Q de DM(k)Q engendre´e par les Q(n): celle des “extensions ite´re´es”
de Q(n)[m]. Rappelons que E est extension de B par A s’il existe un triangle distingue´
A→ E → B → A[1].
On dispose dans DM(k) d’un produit tensoriel associatif et commutatif a` unite´ ⊗,
compatible a` la structure triangule´e. L’automorphisme de syme´trie de Z(1) ⊗ Z(1) est
l’identite´ (Voevodsky (2000) 2.1.5), M 7→ M(1) := M ⊗ Z(1) est une e´quivalence (loc.
cit. 4.1.3), et Z(n) est Z(1)⊗n (n ∈ Z). Le produit tensoriel ⊗ est rigide (loc. cit. 4.3.7):
existence pour tout objet M d’un dual M∗ muni de ev: M∗ ⊗M → Z(0) et δ: Z(0) →
M ⊗M∗ tels que les compose´s M →M ⊗M∗ ⊗M →M et M∗ →M∗ ⊗M ⊗M∗ →M∗
soient l’identite´.
Rappelons, d’apre`s Levine (1993), comment, lorsque la conjecture d’annulation de
Beilinson Soule´ est ve´rifie´e pour k, on peut extraire de DMT(k)Q une cate´gorie tannakienne
MT(k) qui me´rite le nom de cate´gorie des motifs de Tate mixte sur k.
Ecrivons Homj(M,N) pour Hom(M,N [j]). Les Hom∗(Z(a),Z(b)) ne de´pendant que
de i = b−a. Ils sont donne´s par les groupes de Chow supe´rieurs convenablement nume´rote´s
de Spec(k) (loc. cit. 4.2.9 pour X = Spec(k)). Pour i < 0 ils sont nuls. Pour i = 0,
Homj(Z(0),Z(0)) = Z si j = 0,
0 sinon.
(1.1.1)
Pour i = 1,
Homj(Z(0),Z(1)) = k∗ si j = 1,
0 sinon.
(1.1.2)
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Apre`s tensorisation avec Q, ces groupes sont encore donne´es par les sous-espaces pro-
pres des ope´rations d’Adams dans les groupes de K-the´orie de k (Levine (1998) II 3.6.6;
re´fe´rence originale: Bloch (1986) comple´te´ par Bloch (1994); voir aussi Levine (1994)). La
conjecture d’annulation de Beilinson-Soule´ est que
(1.1.3) Homj(Q(0),Q(i)) = 0 pour i > 0 et j ≤ 0.
Lorsque tel est le cas, Beilinson Bernstein Deligne (1982) 1.3.14, applique´ a` la sous-cate´gorie
pleine de DMT(k)Q d’objets les Q(n), montre que les extensions ite´re´es de Q(n) (n ∈ Z)
forment une cate´gorie abe´lienne, coeur d’une t-structure sur DMT(k)Q. On l’appelle la
cate´gorie MT(k) des motifs de Tate mixte sur k. Elle est stable par produit tensoriel et
passage au dual. Ces foncteurs e´tant exacts, cela re´sulte de ce que Q(n)⊗Q(m) = Q(n+m)
et que Q(n)∗ = Q(−n). On obtient ainsi sur MT(k) un produit tensoriel exact en chaque
variable, associatif, commutatif, a` unite´ et rigide.
De ce que MT(k) est le coeur d’une t-structure sur DMT(k)Q re´sulte que pour A et
B dans MT(k), on a
Ext1(A,B) = Hom1(A,B) et(1.1.4)
Ext2(A,B) →֒ Hom2(A,B).(1.1.5)
En particulier,
(1.1.6) Ext1(Q(n),Q(m)) = 0 pour m≤n.
Pour A dans MT(k), il re´sulte de (1.1.6), par induction sur une description de A comme
extension ite´re´e, que A admet une unique filtration “par le poids” W , finie, croissante et
indexe´e par les entiers pairs, telle que
GrW−2n(M) :=W−2n(M)/W−2(n+1)(M)
soit une somme de copies de Q(n). Posons
ωn(M) := Hom(Q(n),Gr
W
−2n(M)).
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On a donc
GrW−2n(M) = Q(n)⊗Q ωn(M).
La filtration W est fonctorielle, exacte et compatible au produit tensoriel. Parce que
l’automorphisme de symme´trie de Q(1) ⊗ Q(1) est l’identite´, on dispose d’isomorphismes
Q(n) ⊗ Q(m) ∼−→Q(n +m) compatibles a` l’associativite´ et a` la commutativite´ de ⊗. Le
foncteur exact M 7→ ω(M) := ⊕ωn(M) est donc un ⊗-foncteur: c’est un foncteur fibre et
la cate´gorie MT (k) est tannakienne.
1.2. Pour M un motif de Tate mixte, le sous-quotient W−2n(M)/W−2(n+2)(M) de M est
une extension Mn,n+1 de Gr
W
−2n(M) = Q(n) ⊗ ωn(M) par Gr
W
−2(n+1)(M) = Q(n + 1) ⊗
ωn+1(M). La classe de cette extension est un e´le´ment
en ∈ Ext
1(Q(n),Q(n+ 1))⊗Hom(ωn(M), ωn+1(M)).
La tensorisation avec Q(n) est un isomorphisme
(1.2.1) Ext1(Q(0),Q(1)) ∼−→Ext1(Q(n),Q(n+ 1))
et les en de´finissent
(1.2.2) eM : ω∗(M)→ Ext
1(Q(0),Q(1))⊗ ω∗(M).
Pour x: Q(n)→ GrW−2n(M) dans ωn(M), l’image inverse par x de l’extension Mn,n+1
est une extension de Q(n) par GrW−2(n+1)(M) = Q(n+1)⊗ωn+1(M), et eM (x) est la classe
de cette extension dans
Ext1(Q(0),Q(1))⊗ ωn+1(M) = Ext
1(Q(n),Q(n+ 1))⊗ ωn+1(M).
On regardera eM comme une coaction, au sens des coalge`bres de Lie. Plus pre´cise´ment,
comme une coaction, sur ω(M) := ⊕ω∗(M), de la coalge`bre de Lie librement coengendre´e
par Ext1(Q(0),Q(1)).
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Proposition 1.3. La coaction eM est fonctorielle enM et compatible au produit tensoriel.
Preuve. La ve´rification de la fonctorialite´ en M est laisse´e au lecteur. Pour x ∈ ωm(M) et
y ∈ ωn(N), on doit montrer que
(1.3.1) eM⊗N (x⊗ y) = eM (x)⊗ y + x⊗ eN (y).
Par fonctorialite´, on peut pour le ve´rifier remplacer M par W−2m(M), une extension
de Q(m) ⊗ ωm(M) par W−2(m+1)(M), puis par l’image inverse de cette extension par
x: Q(m)→ Q(m)⊗ωm(M). De meˆme pour N , n et y. On se rame`ne ainsi a` supposer que
M =W−2m(M), ωm(M) = Q, x = 1, et de meˆme pour N , n et y. On a alors
ωm+n+1(M ⊗N)
∼−→ωm+n+1(M ⊗ (quotient Q(n) de N))
⊕ ωm+n+1((quotient Q(m) de M)⊗N).
et, par fonctorialite´ en M et N de eM⊗N , il suffit de ve´rifier (1.3.1) pour M remplace´ par
son quotient Q(m), ainsi que pour N remplace´ par son quotient Q(n). Ces cas se re´duisent
a` la de´finition de l’isomorphisme (1.2.1).
Si E est une extension de Q(0) par Q(1), il re´sulte de 1.3 que la classe de l’extension
E∗(1) de Q(0) par Q(1) est l’oppose´e de la classe de E.
Definition 1.4. Pour Γ un sous-espace vectoriel de Ext1(Q(0),Q(1)), MT (k)Γ est la
cate´gorie des motifs de Tate mixte tels que la coaction (1.2.2) se factorise par une coaction
de Γ.
Pour que M soit dans MT(k)Γ, il faut et il suffit que pour tout sous-quotient E de M
qui est une extension d’un Q(n) par Q(n + 1), la classe de E dans
Ext1(Q(0),Q(1) ∼−→Ext1(Q(n),Q(n+ 1))
soit dans Γ. D’apre`s 1.3, cette sous-cate´gorie de MT (k), qui contient l’objet unite´ Q(0),
est stable par sous-quotients, produits tensoriels et duaux. C’est une sous-cate´gorie tan-
nakienne de MT (k).
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1.5. Quel que soit k (de caracte´risque 0), on dispose d’un foncteur “re´alisation” de DM(k)
dans la cate´gorie triangule´e “syste`mes de re´alisations” de Huber (1995). L’e´tat de la
litte´rature a` ce sujet n’est pas satisfaisant, spe´cialement en ce qui concerne la re´alisation
de Hodge. Dans Huber (2000), il est suppose´ a` tort dans la preuve de 2.1.4, p. 775 que
les hyperrecouvrements propres de X forment une cate´gorie filtrante. Cette erreur est cor-
rige´e dans un erratum date´ d’octobre 2002. Dans Levine (1998) V. 2.3.7 le foncteur Dec de
de´calage d’une filtration par le poids est applique´ a` un complexe de faisceaux, alors qu’il
devrait eˆtre applique´ apre`s passage a` RΓ.
Nous esquissons ci-dessous une fac¸on possible de proce´der, adapte´e a` la de´finition
de Voevodsky de DM(k), que nous commenc¸ons par rappeler. Le foncteur obtenu sera
contravariant (cohomologique). Dans la suite de l’article, c’est sa variante covariante (ho-
mologique), de´duite par passage au dual, qui nous sera utile.
Soit SmCor(k) la cate´gorie d’objets les sche´mas se´pare´s lisses sur k, un morphisme de
X dans Y e´tant une correspondance finie de X vers Y : Hom(X, Y ) est le groupe abe´lien
librement engendre´ par les sous-sche´mas re´duits irre´ductibles ferme´s Z de X ×Y , finis sur
X et dominant une composante connexe de X . La cate´gorie SmCor(k) est additive (avec
⊕ =
∐
). La cate´gorie triangule´e DM(k) se de´duit de la cate´gorie triangule´e de complexes
borne´s Kb(SmCor(k)) par
(a) localisation: on divise par la sous-cate´gorie e´paisse engendre´e par les [X × A1] → [X ]
(invariance d’homotopie) et les [U ∩V ] → [U ]⊕ [V ]→ [X ] pour X la re´union des ouverts
U et V (Mayer-Vietoris);
(b) adjonction de facteurs directs images d’endomorphismes idempotents;
(c) inversion formelle de Q(1).
Il re´sulte de Voevodsky (2000) 3.2.6 et de (a), Mayer Vietoris, qu’on obtiendrait une
cate´gorie e´quivalente si dans SmCor(k) on se limitait aux sche´mas lisses et quasi-projectifs
sur k. Pour de´finir le foncteur re´alisation, l’essentiel est de de´finir la re´alisation d’un com-
plexe borne´ X∗ d’objets de SmCor(k), et par la remarque ci-dessus, on peut se ramener
au cas ou` les X i sont quasi-projectifs.
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Lemme 1.5.1. Soit Γ: X → Y dans SmCor(k). Si Y¯ est une compactification projective et
lisse de Y , il existe une compactification projective et lisse X¯ de X telle que Γ se prolonge
en Γ¯: X¯ → Y¯ . quand elle existe, l’extension Γ¯ est unique.
Preuve. Il suffit de traiter du cas ou` X est connexe et ou` Γ est un sous-sche´ma ferme´ Z
de X × Y , re´duit, irre´ductible, fini et dominant sur X . Si d est le degre´ de Z sur X , Z
de´finit un morphisme de sche´mas z de X dans Symd(Y ). D’apre`s Hironaka, il existe une
compactification projective et lisse X¯ de X telle que z se prolonge en z¯: X¯ → Symd(Y¯ ).
Pour un tel X¯ , l’adhe´rence Z¯ de Z dans X¯ × Y¯ est encore finie sur X¯. Elle fournit le pro-
longement cherche´. L’unicite´ est claire. Noter que, par Hironaka encore, on peut supposer
que X est le comple´ment dans X¯ d’un diviseur a` croisements normaux.
Pour X∗ un complexe borne´ d’objets de SmCor(k), on de´duit de 1.5.1 l’existence d’un
syste`me de compactifications X¯n des Xn tel que (a) X¯n est projectif et lisse, et Xn est le
comple´ment dans X¯n d’un diviseur a` croisements normaux Dn; (b) la diffe´rentielle d se
prolonge de X∗ a` X¯∗. Par unicite´ du prolongement, le prolongement ve´rifie encore d2 = 0.
Les syste`mes de compactifications X¯ forment une cate´gorie filtrante. Pour f : X∗ → Y ∗
un morphisme de complexes, et pour Y¯ ∗ une compactification de Y ∗ ve´rifiant (a), (b), il
existe une compactification X¯∗ de X∗ ve´rifiant (a), (b) et telle que f se prolonge en un
morphisme de complexes de X¯∗ dans Y¯ ∗.
De´finissons la re´alisation de de Rham de X∗ – ingre´dient essentiel de la re´alisation de
Hodge relative a` un plongement complexe de k dans C. L’ide´e est de choisir une compacti-
fication X¯∗ de X∗ comme ci-dessus et de prendre sur chaque X¯n le complexe de de Rham
a` poˆles logarithmiques Ω∗
X¯n
(log Dn). Ce complexe est bifiltre´: par le filtration de Hodge
F p = σ≥ p, et par la filtration par le poidsW∗, qui compte le nombre de facteurs
dzi
zi
pour zi
une e´quation locale d’une composante lisse de Dn. Il s’agit ensuite d’obtenir des complexes
bifiltre´s (K(n),W, F ) repre´sentant les RΓ(X¯n,Ω∗(log Dn)) et d’utiliser la diffe´rentielle de
X¯∗ pour en faire un complexe double bifiltre´, avec K(n) comme colonne de premier indice
−n. La difficulte´ sera de de´duire de d2 = 0 pour X¯∗ que d′2 = 0 identiquement. Ceci fait,
il reste a`
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(i) remplacer la filtration W de K(n) par son translate´ W ′ de´fini par W ′m = Wm−n;
(ii) passer au complexe simple associe´; on notera que son GrW est la somme des
GrW (K(n))[n];
(iii) remplacer la filtration W par sa de´cale´e DecW .
Nous travaillerons avec la topologie e´tale. Celle de Nisnevitch ferait aussi bien l’affaire,
mais non celle de Zariski. Pour un faisceau quasi-cohe´rent, la cohomologie est la meˆme.
L’hypercohomologie d’un complexe de de Rham aussi. Gain: pour p: Z → X un morphisme
fini, le foncteur p∗ est exact. Ceci est faux pour Zariski. Soit Γ: X → Y dans SmCor(k):
Γ =
∑
niZi et Zi ⊂ X × Y est fini sur X . Soient des compactifications X et Y en X¯ et Y¯ ,
avec a` l’infini un diviseur a` croisement normaux, et supposons que Γ se prolonge en Γ¯, i.e.
que chaque adhe´rence Z¯i de Zi dans X¯ × Y¯ soit finie sur X¯. Soit enfin |Γ¯| le support ∪Z¯i
de Γ¯. La correspondance Γ¯ de´finit alors un morphisme de complexes de faisceaux sur |Γ|
[Γ¯]: pr∗2Ω
∗(log)→ pr∗1Ω
∗(log).
Ici aussi que la topologie soit e´tale ou de Nisnevitch est essentiel. Prendre garde que pr∗2
est une image inverse au sens des faisceaux, et non pas au sens des faisceaux cohe´rents
(pour laquelle l’image inverse de la diffe´rentielle de de Rham d ne serait pas de´finie).
Ce morphisme s’e´tend aux re´solutions flasques canoniques C∗ et il suffit de repre´senter
RΓ(X¯n,Ω∗(log)) par Γ(X¯n,C∗Ω∗(log)).
1.6. En caracte´ristique ze´ro, les seuls corps pour lesquels la conjecture d’annulation de
Beilinson-Soule´ soit de´montre´e sont les corps de nombres (= extensions finies de Q), les
corps de fonctions rationelles d’une courbe de genre 0 sur un corps de nombres, et les
limites inductives de tels corps. Le cas qui nous importe est celui des corps de nombres.
Pour ceux-ci, Kn(k)⊗Q est nul pour n pair > 0 et on a
Ext1(Q(0),Q(n)) = K2n−1(k)⊗Q, et
Ext2(Q(0),Q(n)) = 0,
car Hom2(Q(0),Q(n)) = 0 dans DM(k)Q.
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Soit k un corps de nombres. Le foncteur “re´alisation” sur DM(k) induit sur MT(k) un
⊗-foncteur a` valeurs dans les syste`mes de re´alisations au sens de Deligne (1989) (aspect
cristallin exclus) ou Jannsen (1990).
Rappelons que Ext1(Q(0),Q(1)) = k∗⊗Q. Si S est un ensemble de places finies de k,
et que OS est l’ensemble des S-entiers de k (inte´gralite´ en dehors de S), nous de´finissons
artificiellement la cate´gorie des motifs de Tate mixte sur OS comme e´tant MT(k)Γ pour
Γ = O∗S ⊗Q ⊂ k
∗ ⊗Q∗. Cas particulier: pour S le comple´ment d’une place finie v, OS est
le localise´ O(v) en v de l’anneau des entiers O de k, et on parle de motifs de Tate mixte
non ramifie´s en v. Un motif de Tate mixte sur OS est donc un motif de Tate mixte sur k
non ramifie´ en chaque place finie v /∈ S.
Proposition 1.7. Soit ℓ un nombre premier distinct de la caracte´ristique re´siduelle de v.
Pour qu’un motif de Tate mixte M sur k soit non ramifie´ en v, il faut et il suffit que sa
re´alisation ℓ-adique Mℓ soit non ramifie´e en v.
Preuve. La re´alisation ℓ-adique est un Qℓ-espace vectoriel de´pendant fonctoriellement du
choix d’une cloˆture alge´brique k¯ de k. La fonctorialite´ en k¯ en fait une repre´sentation
continue de Gal(k¯/k). Nous utiliserons que
(a) la re´alisation l-adique de Q(1) est Qℓ(1) := Zℓ(1)⊗Zℓ Qℓ, avec Zℓ(1) = lim µℓn(k¯);
(b) Pour n 6= m, puisque Hom(Q(n),Q(m)) = 0, une extension de Q(n) par Q(m) est
de´termine´e a` isomorphisme unique pre`s par sa classe dans Ext1(Q(n),Q(m)). Pour x ∈
k∗ ⊂ Ext1(Q(0),Q(1)), notons K(x) l’extension de Q(0) par Q(1), dite de Kummer, de
classe x. Sa re´alisation l-adique est de´duite, par tensorisation avec Qℓ, de l’extension de
Kummer Kℓ(x) de Zℓ par Zℓ(1). La donne´e d’une extension
0→ Zℓ(1)→ E
f
−→Zℓ → 0
de Zℓ par Zℓ(1) e´quivaut a` celle du Zℓ(1)-torseur f
−1(1), et Kℓ(x) correspond au Zℓ(1)
torseur limite projective des µℓn(k¯)-torseurs des racines (ℓ
n)ie`mes de x dans k¯.
La repre´sentation ℓ-adique Kℓ(x) est non ramifie´e en v si et seulement si x est une
unite´ en v, i.e. est dans O∗(v). Pour M de Tate mixte, il re´sulte donc de (b) que M est
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dans MT (Ov) si et seulement si les repre´sentations ℓ-adiques W−2n(Mℓ)/W−2(n+2)(Mℓ)
sont non ramifie´es. Il reste a` ve´rifier le lemme suivant.
Lemme 1.8. Soient Kv le corps des fractions de l’hense´lise´ O
h
(v) de Ov et H une repre´-
sentation ℓ-adique de Gal(K¯v/Kv), munie d’une filtration finie croissante indexe´e par
les entiers pairs W , telle que GrW−2n(H) soit somme de copies de Qℓ(n). Pour que la
repre´sentation H soit non ramifie´e, il suffit que les repre´sentations W−2n/W−2(n+2) le
soient.
Preuve. Soit Iv ⊂ Gal(K¯v/Kv) le groupe d’inertie. On sait que son plus grand pro-ℓ-
quotient est canoniquement isomorphe a` Zℓ(1). Soit tℓ: Iv → Zℓ(1) le morphisme de passage
au quotient. Il est Gal(K¯v/Kv)-e´quivariant.
Supposons que Iv agisse trivialement sur les W−2n/W−2(n+2) et prouvons par re´-
currence sur r ≥ 2 qu’il agit trivialement sur les W−2n/W−2(n+r). Pour r = 2, c’est l’hypo-
the`se. Pour r > 2, l’hypothe`se de re´currence assure que l’action de Iv est triviale sur
W−2n/W−2(n+r−1) et sur W−2(n+1)/W−2(n+r). L’action de σ ∈ Iv est donc de la forme
1 + ν(σ), avec pour ν(σ) un compose´
W−2n/W−2(n+r) → Gr
W
−2n
n(σ)
−−−−−→GrW−2(n+r−1) → W−2n/W−2(n+r),
et n(σ1σ2) = n(σ1) + n(σ2). L’application σ 7→ n(σ) se factorise donc par Zℓ(1), et est de
la forme
n(σ) = n · tℓ(σ), pour n: Gr
W
−2n(1)→ Gr
W
−2(n+r−1).
Le morphisme n est Gal(K¯v/Kv)-equivariant. Puisque r > 2, HomGal(K¯v/Kv)(Qℓ(n + 1 ),
Qℓ(n+ r − 1)) = 0 et n est nul, ce qui conclut la re´currence.
Proposition 1.9. Soit Γ un sous-espace vectoriel de Ext1(Q(0),Q(1)).
(i) Pour r ≥ 2, Ext1(Q(n),Q(n+ r)) est le meˆme dans MT (k) et dans MT (k)Γ.
(ii) Les Ext2 de Yoneda sont nuls dans MT (k)Γ.
Preuve. (i) Si r ≥ 2, une extension de Q(n) par Q(n + r) est en effet automatiquement
dans MT (k)Γ.
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(ii) Il suffit de ve´rifier la nullite´ des Ext2(Q(n),Q(m)). Pour toute classe c dans cet Ext2,
il existe dans MT (k)Γ une extension
(1.8.1) 0→ F → E1 → Q(n)→ 0,
de classe note´e c1, et une extension E2 de F par Q(m), de classe c2, telle que c soit le
produit de Yoneda c2c1. Ce produit est l’image de c2 par le cobord
∂: Ext1(F,Q(m))→ Ext2(Q(n),Q(m))
de´fini par (1.8.1). C’est aussi l’obstruction a` l’existence dans MT (k)Γ de
X = X0 ⊃ X1 ⊃ X2 ⊃ X3 = 0 de quotients successifs Xi/Xi+1 (i = 0, 1, 2) munis
d’isomorphismes avec Q(n), F et Q(m), tel que la classe de l’extension X/X2 de Q(n)
par F soit c1, et que la classe de l’extension X1 de F par Q(m) soit c2.
Relevons Q(n) dans GrW−2n(E1) et soit E
′
1 l’image inverse dans W−2n(E1) de ce
rele`vement. C’est une extension de Q(n) par F ′ := F ∩E′1 = W−2(n+1)(F ). Si E
′
2 est
l’image inverse de F ′ dans E2, c est encore le produit de Yoneda c
′
2c
′
1 de la classe c
′
1 de
E′1 par la classe c
′
2 de E
′
2. On a gagne´ que F
′ =W−2(n+1)(F
′). Un argument dual permet
ensuite de se ramener au cas ou` F = W−2(n+1)(F ) et W−2m(F ) = 0. Le Ext
2 ne peut
donc eˆtre non nul que si m≥n + 2. Puisque le Ext2 est nul dans MT (k), il existe dans
MT (k) une extension ite´re´e X = X0 ⊃ X1 ⊃ X2 ⊃ X3 = 0 du type conside´re´ plus haut,
le sous-quotient W−2a/W−2(a+2) de X coincide avec le meˆme sous-quotient de X0/X3 si
a+ 2 ≤ m, et avec le meˆme sous-quotient de X1 si a > n. Si, comme on peut le supposer,
m≥n+2, on est pour tout a dans un de ces deux cas, X est donc dans MT (k)Γ, et c = 0.
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2. Le point de vue tannakien.
2.1. Soient k un corps de nombres et S un ensemble fini de places finies de k. Le foncteur
ω, de´duit du foncteur gradue´ ω∗ de 1.1 par oubli de la graduation, est un foncteur fibre de la
cate´gorie a` produit tensoriel MT(OS) de´finie en 1.6. Cette cate´gorie est donc tannakienne,
et si Gω est le sche´ma en groupe des automorphismes du ⊗-foncteur ω, le foncteur ω induit
une e´quivalence de MT(OS) avec la cate´gorie des repre´sentations (line´aires, de dimension
finie) de Gω.
L’action de Gω sur ω(Q(1)) = Q de´finit un morphisme
(2.1.1) Gω → Gm.
Soit Uω son noyau. Le groupe multiplicatif Gm agit sur le ⊗-foncteur ω, λ ∈ Gm agissant
sur ωn par multiplication par λ
n. Cette action est une section Gm → Gω de (2.1.1). Elle
fait de Gω un produit semi-direct
(2.1.2) Gω = Gm ⋉ Uω.
Si cela est ne´cessaire pour e´viter une ambigu¨ıte´, on e´crira Gω 〈MT(OS)〉 et
Uω 〈MT(OS)〉 au lieu de Gω et Uω.
L’action de Gω est fonctorielle en M . Pour tout M dans MT(OS), elle respecte donc
la filtration par le poids, indexe´e par les entiers pairs, de ω(M) par les
ω(W−2nM) = ⊕
m≥n
ωm(M).
Le sous-groupe Uω agit trivialement sur ω(Q(1)), donc sur les ω(Q(n)), ainsi que
sur GrW (ω(M)) = ω(GrW (M)). Il en re´sulte que le sous-groupe alge´brique Uω 〈M〉 de
GL(ω(M)) image de Uω est unipotent. L’action de Gm ⊂ Gω sur ω(M) normalise cette
image. L’alge`bre de Lie uω 〈M〉 de Uω 〈M〉 est donc une sous-alge`bre de Lie gradue´e de
gl(ω(M)). Puisque l’action de Uω 〈M〉 sur ω(M) respecte la filtration par le poids et est
l’identite´ sur le gradue´ associe´, l’alge`bre de Lie uω 〈M〉 est a` degre´s > 0.
PourM un motif de Tate mixte, notons 〈M〉 la sous-cate´gorie tannakienne de MT(OS)
engendre´e par M , d’objets les sous-quotients de sommes de M⊗p ⊗ (M∨)⊗q. Si M ′ est
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dans 〈M〉, Uω 〈M
′〉 est un quotient de Uω 〈M〉, et le sche´ma en groupe Uω est la limite
projective des Uω 〈M〉 pour 〈M〉 de plus en plus grand. Le sche´ma en groupe Uω est donc
pro-unipotent.
Les alge`bres de Lie uω 〈M〉 sont a` degre´ > 0 et, par 1.6 et 1.7, les groupes
Ext1(Q(0),Q(n)) = 0 si n≤ 0,(2.1.3)
O
∗
S ⊗Q si n = 1,
K2n−1(k)⊗Q si n≥ 2.
sont de dimension finie. On est donc dans la situation conside´re´e en A.14. En chaque degre´
n, le syste`me projectif des (uω 〈M〉)n est stationnaire et on de´finit l’alge`bre de Lie gradue´e
ugrω comme e´tant la somme sur n des lim(uω 〈M〉)n. L’alge`bre de Lie uω de Uω est la limite
projective des uω 〈M〉; c’est le produit des (u
gr
ω )n. Appliquant A.15, on obtient:
Proposition 2.2. (i) L’alge`bre de Lie gradue´e ugrω est a` degre´s > 0 et est en chaque
degre´ de dimension finie. Elle de´termine Uω par
Uω = lim exp(u
gr
ω /partie de degre´ ≥N).
(ii) Le foncteur ω induit une e´quivalence deMT(OS) avec la cate´gorie des espaces vectoriels
de dimension finie gradue´s, munis d’une action de ugrω compatible aux graduations.
Que les Ext2(Q(0),Q(n)) soient nuls admet la traduction suivante.
Proposition 2.3. L’alge`bre de Lie ugrω est libre.
On en obtient un syste`me ge´ne´rateur homoge`ne libre en relevant une base de chaque
(2.3.1) (ugrω )
ab
n = dual de (2.1.3)
dans (ugrω )n.
2.4 Mise en garde. On ne dispose pas d’un rele`vement canonique de (ugrω )
ab
n dans (u
gr
ω )n.
On ne dispose donc pas d’un isomorphisme canonique de ugrω avec l’alge`bre de Lie librement
engendre´e par l’espace vectoriel gradue´
(2.4.2) (ugrω )
ab = ⊕(Ext1(Q(0),Q(n))∨ en degre´ n).
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2.5. La cate´gorie tannakienne MT(k) est la re´union filtrante des sous-cate´gories pleines
MT(OS), pour S de plus en plus grand. On a donc pour MT(k)
Gω 〈MT(k)〉 := Aut
⊗(ω) = lim Gω 〈MT(OS)〉 =
= Gm ⋉ lim Uω 〈MT(OS)〉 .
2.6. Rappelons quelques de´finitions fondant la ge´ome´trie alge´brique dans une cate´gorie
tannakienne T.
La cate´gorie IndT des Ind-objets de T est munie d’un produit tensoriel associatif
commutatif a` unite´ he´rite´ de T. Ceci permet de de´finir la notion d’alge`bre commutative
a` unite´ de Ind T: c’est un objet A muni d’un produit A ⊗ A → A et d’une unite´ 1 → A
ve´rifiant les axiomes usuels. On de´finit la cate´gorie des T-sche´mas affines, aussi appele´s
sche´mas affines en T, comme e´tant la duale de celle des alge`bres commutatives a` unite´ de
IndT. On note Spec(A) le T-sche´ma affine correspondant a` l’alge`bre A, et on appelle A
son alge`bre affine.
Un T-sche´ma en groupe affine est un objet en groupe de la cate´gorie des T-sche´mas
affines, i.e. le spectre G = Spec(A) d’une alge`bre de Hopf commutative A de Ind T. Une
action de G sur un objet M de T est une structure de comodule M → A⊗M .
Pour M un object de T, on notera encore M le T-sche´ma vectoriel Spec(Sym∗M∨), ou`
Sym∗N := colimA ⊕
n≤A
Symn(N). Un pro-objet lim Mi de T de´finit de meˆme le T-sche´ma
provectoriel Spec(colimi,A ⊕
n≤A
Symn(M∨i )).
Pour un expose´ plus de´taille´, nous renvoyons a` Deligne (1989) §5. Par loc. cit. 5.8,
de nombreux e´nonce´s connus en ge´ome´trie alge´brique restent valables en T-ge´ome´trie
alge´brique. Nous les utiliserons librement.
2.7. Rappelons Deligne (1990) qu’on dispose, dans toute cate´gorie tannakienne T, d’un
T-sche´ma en groupe affine canonique, le groupe fondamental π(T) de T. Il agit sur tout
objet M de T, cette action est fonctorielle en M , et pour tout foncteur fibre F elle de´finit
un isomorphisme
(2.7.1) F (π(T)) ∼−→Aut⊗(F ).
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2.8. Certaines des constructions 2.1–2.5 sont motiviques, i.e. l’image par ω de construc-
tions dans MT(OS). D’autres de´pendent de ce que le foncteur fibre ω est gradue´.
Notons G le groupe fondamental π(MT(OS)). Les constructions suivantes sont mo-
tiviques:
(a) le morphisme (2.1.1) de Gω dans Gm. C’est l’image par ω du morphisme
(2.8.1) G→ Gm
donnant l’action du groupe fondamental G de MT(OS) sur Q(1). Pour donner un sens
a` (2.8.1), observer que la cate´gorie des espace vectoriels de dimension finie est une sous-
cate´gorie de MT(OS), par V 7→ V ⊗Q(0), et qu’un sche´ma en groupe affine peut donc eˆtre
conside´re´ comme un sche´ma en groupe de MT(OS).
(b) le groupe Uω est motivique: c’est l’image par ω du noyau U de (2.8.1). De meˆme pour
sa pro-alge`bre de Lie u
(c) la formule (2.4.2) se rele`ve en un isomorphisme de pro-objets de MT(OS)
(2.8.2) Lie(Uab) =
∏
n
Ext1(Q(0),Q(n))∨ ⊗Q(n).
Dans (2.8.2), la projecton sur le nie`me facteur donne l’action de LieU sur les extensions de
Q(0) par Q(n).
Par contre, la structure de produit semi-direct (2.1.2) et la graduation de uω (i.e.,
la de´composition de ce provectoriel en produit des (ugrω )n) ne sont pas motiviques. La
graduation de uabω l’est, image de (2.8.2) par ω, car l’action inte´rieure de G sur u
ab se
factorise par le quotient Gm de G.
Si cela est ne´cessaire pour e´viter une ambiguite´, on e´crira G 〈MT(OS)〉 et U 〈MT(OS)〉
au lieu de G et U .
2.9. La re´alisation de de Rham MDR de M dans MT(k) est un k-espace vectoriel, muni
d’une filtration par le poids W image de celle de M , et d’une filtration de´croissante F ,
la filtration de Hodge. Ces filtrations sont fonctorielles en M , exactes et compatibles au
produit tensoriel.
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On a
Q(1)DR = k en poids −2 et filtration de Hodge −1,
et Q(n)DR est donc k en poids −2n et filtration de Hodge −n. Pour M quelconque, les
filtrations W et F sont donc oppose´es, et de´finissent une graduation de MDR telle que
W−2n(MDR) = ⊕
m≥n
(MDR)m
F−n(MDR) = ⊕
m≤n
(MDR)m.
On a
(MDR)n = Gr
W
−2n(MDR) = (Gr
W
−2n(M))DR
= (ωn(M)⊗Q(n))DR = ωn(M)⊗ k.
On en de´duit la
Proposition 2.10. Le foncteur fibre DR sur MT(k) est canoniquement isomorphe au
foncteur de´duit du foncteur fibre ω par extension des scalaires de Q a` k.
2.11. Pour C une cloˆture alge´brique de R et σ un plongement de k dans C, a` la the´orie
de cohomologie
X sur k 7−→ H∗ (espace topologique X(C),Q)
correspond un foncteur fibre M 7→ Mσ, fonctoriel en C. Parler de “plongement dans
C” plutoˆt que de plongement complexe (i.e. dans C) a l’avantage que la fonctorialite´ en
C fournit un isomorphisme Mσ → Mσ¯. Pour un plongement re´el, i.e. pour σ = σ¯, cet
isomorphisme est une involution de Mσ, le Frobenius re´el.
Un isomorphisme de comparaison canonique d’un foncteur fibre α vers un foncteur
fibre β sera note´ compβ,α, et son inverse compα,β. La relation entre la cohomologie de de
Rham et la cohomologie singulie`re fournit
(2.11.1) compσ,DR: MDR ⊗k,σ C
∼−→Mσ ⊗Q C,
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fonctoriel en C. Il induit
(2.11.2) compσ,ω: Mω ⊗ C
∼−→Mσ ⊗ C
et permet de voir Mσ comme une Q-structure sur MDR ⊗k,σ C =Mω ⊗ C. On a
Q(1)σ = 2πiQ ⊂ C = Q(1)DR ⊗k,σ C
et donc Q(n)σ = (2πi)
nQ ⊂ C. Dans ces formules, le choix de la racine carre´e i de −1
n’importe pas.
On reconstitue la Q-structure Mω de l’espace vectoriel gradue´ MDR a` partir de Mσ
et compσ,DR par
(2.11.3) (Mω)n ⊂ (MDR)n ⊂ (MDR ⊗k,σ C)n est
1
(2πi)n
compDR,σGr
W
−2n(Mσ).
EcrivonsGω = Gm⋉Uω pourGω 〈MT(k)〉 et sa de´composition 2.5, et τ pour l’inclusion
de Gm dans Gω.
Proposition 2.12. Il existe aσ dans Gω(C) tel que
(2.12.1) Mσ = compσ,ω(aσMω).
Si i est une racine carre´e de −1 dans C, on peut choisir les aσ de la forme
(2.12.2) aσ = a
0
στ(2πi)
avec a0σ ∈ Uω(C) et a
0
σ¯ = (a
0
σ)
−, d’ou` pour σ re´el,
(2.12.3) a0σ ∈ Uω(R) (pour σ = σ¯)
La preuve est la meˆme que celle de Deligne (1989) 8.10. Noter que (2.12.1) de´termine
aσ a` multiplication a` droite pre`s par un e´le´ment de Gω(Q). Choisissons i dans C. La
fonctorialite´ en C montre que si aσ v’erifie (2.12.1), alors a¯σ ve´rifie (2.12.1) pour σ¯. Si
on impose a` aσ d’eˆtre de la forme (2.12.2), avec a
0
σ dans Uω(C), alors a¯σ = a¯
0
στ(−2πi) =
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a¯0στ(2πi)τ(−1) et a¯
0
σ est bien un choix possible pour aσ¯. Pour la ve´rification qu’on peut
meˆme prendre a0σ ∈ Uω(R) si σ = σ¯, on renvoie a` loc. cit. Si on impose a` aσ d’eˆtre de la
forme (2.12.2), son inde´termination est re´duite a` Uω(Q). Si σ est re´el et qu’on impose en
outre (2.12.3), elle est re´duite a`
U+(Q) : = U(Q) ∩ τ(2πi)−1U(R)τ(2πi)
= exp
(∏
u2n
)
.
2.13. Appelons “syste`me de re´alisations de Hodge de Tate mixte” (sur k) la donne´e
suivante.
(a) un k-espace vectoriel gradue´ VDR. La filtration (croissante et indexe´e par les entiers
pairs)W−2n := ⊕
m≥n
(VDR)m est la filtration par le poids et la filtration de´croissante F
−n =
⊕
m≤n
(VDR)m la filtration de Hodge.
(b) pour tout plongement σ de k dans une cloˆture alge´brique C de R, un Q-espace vectoriel
Vσ muni d’une filtration croissante W indexe´e par les entiers pairs, fonctoriel en C.
(c) pour σ comme in (b), un isomorphisme de comparaison compσ,DR: VDR⊗k,σC
∼−→Vσ⊗
C, respectant la filtration par le poids et fonctoriel en C. Son inverse est note´ compDR,σ.
On suppose ces donne´es telles que le sous-espace
(Vω)n :=
1
(2πi)n
compDR,σ(Gr
W
−2n(Vσ)) ⊂ (VDR)n ⊗k,σ C
soit contenu dans (VDR)n et inde´pendant de σ.
La cate´gorie RHk , ou simplement R
H , de ces syste`mes, munie du produit tensoriel
e´vident, est une cate´gorie tannakienne, et 2.9 a` 2.11 fournissent un ⊗-foncteur realH de
MT(k) dans RHk .
La remarque suivante permettra de ve´rifier a` peu de frais le caracte`re motivique
d’objets qui nous inte´ressent.
Proposition 2.14. Le foncteur realH : MT(k) → RHk est pleinement fide`le, d’image es-
sentielle stable par sous-objet.
19
Le point essentiel est que le foncteur realH induit une injection de Ext1(Q(0),Q(n))
dans Ext1(realH(Q(0)), realH(Q(n))). Pour n = 1, cette injectivite´ est celle de
(log σ): k∗ ⊗Q→
∏
σ: k→C
C/2πiQ
(et un σ suffit a` l’injectivite´). Pour n > 1, elle est une conse´quence de l’injectivite´ de
l’application re´gulateur sur K2n−1(k).
Preuve. Le foncteur fibre ω identifie la cate´gorie RHk a` celle des repre´sentations d’un groupe
alge´brique Gm ⋉ U
H
ω , et le foncteur real
H au foncteur Rep(Gm ⋉ Uω) → Rep(Gm ⋉ U
H
ω )
de´fini par un homomorphisme
Gm ⋉ U
H
ω → Gm ⋉ Uω.
L’injectivite´ sur Ext1 assure que ce morphisme est surjectif, et 2.14 en re´sulte.
2.15 Variantes. (i) Puisque MT(OS) est une sous-cate´gorie pleine de MT(k) stable par
sous-objet, 2.14 vaut e´galement pour le foncteur
(2.15.1) realH : MT(OS)→ R
H
k
(ii) Supposons donne´e une factorisation du foncteur 2.15.1 par une cate´gorie abe´lienne R :
realH = F ◦ realR: MT(OS)→ R→ R
H
k ,
avec realR et F exacts et F fide`le. Le foncteur realR est alors pleinement fide`le d’image
essentielle stable par sous-objet. “Pleinement fide`le” re´sulte formellement de “F fide`le” et
“F ◦ realR pleinement fide`le”. Que F soit exact et fide`le implique que pour R dans R, F
induit une injection
{sous-objets de R} −→ {sous-objets de F (R)}
et “image essentielle stable par sous-objet” re´sulte formellement de la meˆme proprie´te´ pour
F ◦ realR.
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On peut par exemple prendre pour R la cate´gorie RH+ℓ suivante de syste`mes de
re´alisations: un objet est la donne´e de (a) (b) (c) comme en 2.13, plus les donne´es ℓ-adiques
suivantes:
(d) pour ℓ un nombre premier et k¯ une cloˆture alge´brique de k, un Qℓ-espace vectoriel
Vℓ, muni d’une filtration finie croissante W indexe´e par les entiers pairs, la filtration par
le poids, de´pendant fonctoriellement de k¯. La fonctorialite´ en k¯ doit de´finir une action
continue de Gal(k¯/k), et on demande que la repre´sentation GrW−2n(Vℓ) de Gal(k¯/k) soit
isomorphe a` une somme de copies de Qℓ(n).
(e) pour σ un plongement de k dans une cloˆture alge´brique C de R, et pour k¯ la cloˆture
alge´brique de k dans C, un isomorphisme de comparaison
compℓ,σ: Vσ ⊗Qℓ
∼−→Vℓ
fonctoriel en C.
On suppose l’existence d’un syste`me de re´seaux Mσ,Z ⊂Mσ tels que les
compℓ,σ(Mσ,Z ⊗ Zl) ⊂ Vℓ
soient stables sous Gal(k¯/k) et inde´pendants de σ.
Tant dans RH que dans RH+ℓ, les seuls objets simples sont les re´alisations des Q(n).
2.16. Pour k′ une extension finie de k, on dispose d’un ⊗-foncteur “extension du corps de
base a` k′”:M 7→M(k′) de MT(k) dans MT(k
′). L’existence et les proprie´te´s du morphisme
“norme” en K-the´orie assurent par application de (0.4) que
(2.16.1) Ext1MT(k)(Q(n),Q(m))→ Ext
1
MT(k′)(Q(n),Q(m))
est injectif et que, pour k′/k une extension galoisienne, l’image est forme´e des invariants
sous Galois:
(2.16.2) Ext1MT(k)(Q(n),Q(m))
∼−→Ext1MT(k′)(Q(n),Q(m))
Gal(k′/k).
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Par les arguments de la preuve de 2.14, l’injectivite´ de (2.16.1) implique que le foncteur
M 7→M(k′) est pleinement fide`le, d’image essentielle stable par sous-objet. En particulier,
si un motif de Tate mixte M ′ sur k′ provient d’un motif de Tate mixteM sur k, ce dernier
est de´termine´ a` isomorphisme unique pre`s par M ′. Si la place finie v′ de k′ domine la place
v de k, M ′ est non ramifie´ en v′ si et seulement si M l’est en v.
2.17. Par 2.16, les cate´gories tannakiennes MT(k), pour k variable, forment un pre´champ
sur le site e´tale de Spec(Q). On note MAT le champ associe´ et on appelle MAT(k) la
cate´gorie des motifs d’Artin-Tate mixte sur k. Explicitons cette de´finition.
Soit k1 une extension galoisienne de k. Notons C(k1/k) la cate´gorie des extensions
finies k′ de k dans lesquelles peut se plonger k1. Soit MAT(k1/k) la cate´gorie des sections
de MT au-dessus de C(k1/k): la cate´gorie des syste`mes d’objets M(k′) ∈ MT(k
′) pour
k′ ∈ C(k1/k), et d’isomorphismesM(k′)(k′′)
∼−→M(k′′) pour k
′ → k′′ dans C(k1/k), ve´rifiant
une compatibilite´ pour k′ → k′′ → k′′′. La cate´gorie MAT(k) est la limite inductive des
MAT(k1/k), pour C(k1/k) de plus en plus petit.
La filtration par le poids des objets des MT(k′) e´tant fonctorielle et compatible aux
extensions de corps de base, elle fournit une filtration par le poids sur chaque objet de
MAT(k1/k), ou de MAT(k).
La cate´gorie MAT(k) he´rite de MT(k′) de foncteurs fibre ω, DR, σ et ℓ, et d’isomor-
phismes de comparaison.
Foncteur fibre ω: le foncteur M = (M(k′))k′∈C(k1/k) 7→ M(k1) est une e´quivalence de
MAT(k1/k) avec la cate´gorie des objets de MT(k1) munis d’une action semi-line´aire de
Gal(k1/k) (donne´e de descente galoisienne). Cette donne´e de descente induit une action de
Gal(k1/k) sur ω(M) := ω(M(k1)) et le groupe de Galois motivique Aut(ω) de MAT(k1/k)
est le produit semi-direct de Gal(k1/k) par le groupe de Galois motivique de MT(k1).
Soit k¯ une cloˆture alge´brique de k et passons a` la limite sur k1 ⊂ k¯. On de´finit
ω(M) := ω(M(k1)) pour k1 ⊂ k¯ assez grand.
Ce Q-espace vectoriel gradue´ est muni d’une action continue de Gal(k¯/k).
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Foncteur fibre DR: de´fini par descente galoisienne a` partir des foncteurs fibres DR des
MT(k′). Pour M dans MAT(k1/k) et k
′ ∈ C(k1/k), on a fonctoriellement en k
′
MDR ⊗k k
′ ∼−→ (M(k′))DR,
et l’isomorphisme 2.10 fournit un isomorphisme de comparaison
MDR = (ω(M(k1))⊗ k1)
Gal(k1/k).
Foncteur fibre σ: pour σ un plongement de k dans une cloˆture alge´brique C de R. C’est
Mσ := (M(k′))σ′
pour σ le compose´ k ⊂ k′
σ′
−֒→C et k′ assez grand pour que M(k′) soit dans MT(k′).
Foncteur fibre ℓ: il de´pend du choix d’une cloˆture alge´brique k¯ de k, et est de´fini comme
e´tant (M(k′))ℓ pour k
′ ⊂ k¯ assez grand.
Cas particulier. Les objets purement de poids 0 de MT(k′), i.e. tels que Gr−2nW = 0 pour
n 6= 0, sont les sommes de copies de Q(0), et ω0 identifie leur cate´gorie a` celle des Q-espaces
vectoriels. En conse´quence, pour k¯ une cloˆture alge´brique de k, le foncteur ω identifie la
cate´gorie des objets purement de poids 0 de MAT(k) avec celle des Q-espaces vectoriels
munis d’une action continue de Gal(k¯/k) (motifs d’Artin).
Soit k1 une extension galoisienne finie de k. Il re´sulte de 2.16 que le foncteur MT(k)→
MAT(k1/k) est pleinement fide`le d’image essentielle stable par sous-objet. L’image essen-
tielle est aussi stable par extensions:
Proposition 2.18. Pour qu’un objet M de MAT(k1/k) soit dans MT(k), il faut et il suffit
que l’action de Gal(k1/k) sur ω(M) soit triviale.
Si M est purement de poids 0, la proposition re´sulte du “cas particulier” ci-dessus.
Le cas ou` M est pur, i.e. purement d’un seul poids, en re´sulte par tensorisation avec un
Q(n). Il reste a` ve´rifier une stabilite´ par extensions.
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1ere preuve. Une suite spectrale d’Hochschild-Serre fournit, pour M et N dans MT(k), des
isomorphismes
ExtpMAT(k1/k)(M,N)
∼−→Extp(M(k1), N(k1))
Gal(k1/k).
Pour ve´rifier que
ExtpMT(k)(M,N)→ Ext
p
MAT(k′/k)(M,N) = Ext
p
MT(k1)
(M(k1), N(k1))
Gal(k1/k)
est bijectif pour p = 0, 1 et injectif pour p = 2, il suffit par de´vissage de le ve´rifier pour M
et N de la forme Q(m) et Q(n). Le cas p = 2 re´sulte de la nullite´ des Ext2, le cas p = 0
re´sulte de ce que Hom = 0, sauf pour m = n, ou` End(Q(n)) = Q, et p = 1 est 2.16.
Plutot que de de´finir la suite spectrale d’Hochschild-Serre requise, on peut la para-
phraser:
2e`me preuve. Si M est une extension de Q(n) par Q(n+ r), que M(k1) admette une donne´e
de descente de k1 a` k, respectant la structure d’extension de Q(n) par Q(n+ r), implique
que la classe deM(k1) dans Ext
1
MT(k1)
(Q(n),Q(n+r)) est fixe sous Gal(k1/k). Elle provient
donc de la classe d’une extension M˜ de Q(n) par Q(n+r) dans MT(k). On ve´rifie, utilisant
que HomMT(k1)(Q(n),Q(n+ r)) = 0, que M est isomorphe a` l’image de M˜ .
Prouvons par re´currence sur r ≥ 0 que 2.18 est vrai sous l’hypothe`se additionnelle que
pour un n on ait M = W−2nM et W−2(n+r+1)M = 0.
Le cas ou` r = 0 (M pur) a de´ja` e´te´ traite´. Le cas r = 1 se re´duit a` celui d’une extension
de Q(n) par Q(n+ 1).
Pour r ≥ 1, l’hypothe`se de re´currence assure que M ′ = M/W−2(n+r)M et M
′′ =
W−2(n+1)M proviennent de M˜
′ et M˜ ′′ dans MT(k). Ce sont des extensions de la forme:
GrW−2nM par N et N par Gr
W
−2(n+r)M . Par nullite´ des Ext
2 dans MT(k), il existe dans
MT(k) un objet M˜ , extension ite´re´e de GrW−2nM par N par Gr
W
−2(n+r)M , redonnant M˜
′
et M˜ ′′. L’image de M˜ dans MAT(k1/k) diffe`re de M par une extension de Gr
W
−2nM par
GrW−2(n+r)M .
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Cette dernie`re provient d’une extension dans MT(k), par re´duction au cas d’une ex-
tension de Q(n) par Q(n+ r), et ceci permet de corriger M˜ pour que son image devienne
isomorphe a` M .
25
3. Cohomologie et groupe fondamental.
3.1. Soit X un espace topologique se´pare´ et connexe. On note bPa l’ensemble des classes
d’homotopie de chemins de a a` b, et δγ la composition des chemins cPb× bPa → cPa. Noter
l’ordre des facteurs, choisi pour que si V est un syste`me local sur X et que γv ∈ Vb denote
le transport de v ∈ Va le long de γ ∈ bPa, on ait (δγ)v = δ(γv).
Nous ferons sur X les hypothe`ses (a) (b) (c) suivantes. (a) La the´orie classique du π1
s’applique. Par exemple: X localement connexe par arcs et localement simplement connexe.
(b) Le groupe fondamental est de type fini. (c) Pour une projection p: Xn×Xm → Xn et un
faisceau constant, Rp∗ commute au passage aux fibres. Ces conditions sont remplies pour
X home´omorphe au comple´ment dans un polye`dre fini d’un sous-polye`dre, par exemple
pour X une varie´te´ alge´brique complexe.
Fixons un corps k, le corps des coefficients. Soient a ∈ X , Λ l’alge`bre de groupe
k[π1(X, a)] et I son ide´al d’augmentation. La donne´e d’un Λ-module a` gauche V , i.e. d’une
repre´sentation line´aire de π1(X, a) sur un k-espace vectoriel, e´quivaut a` celle d’un syste`me
local V˜ sur X de fibre V en a. Si on prend pour V le Λ-module Λ, on obtient le syste`me
local de fibre en x l’espace vectoriel k[xPa] de base xPa. La structure de Λ-module a` droite
de Λ en fournit une sur ce syste`me local Λ˜ , i.e. une action a` droite de π1(X, a). L’e´le´ment γ
de π1(X, a) agit sur xPa par composition a` droite. Le syste`me local (Λ/I
n)˜ est le quotient
Λ˜ ⊗Λ Λ/I
n de Λ˜ .
Le syste`me local (Λ/In)˜ est extension ite´re´e des n syste`mes locaux triviaux Ip/Ip+1
(0≤ p < n). Sa fibre (Λ/In)a˜ en a est Λ/I
n et l’unite´ 1 de´finit
(3.1.1) k → (Λ/In)a˜: λ 7−→ λ.1.
Le syste`me local (Λ/In)˜ est universel parmi les syste`mes locaux E extension ite´re´e de
n syste`mes locaux triviaux et munis de k → Ea, car (Λ/I
n, 1) est universel parmi les
Λ-modules M tels que InM = 0 munis de m0 ∈M .
3.2. Dans ce qui suit, nous laisserons de nombreux signes ambigus. Plusieurs conventions
sont possibles, et aucune ne nous semble clairement meilleure. Elles n’importent gue`re, car
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elles conduisent a` des complexes isomorphe, avec pour l’isomorphisme au pis l’ambigu¨ıte´
d’un signe global. Typiquement, changer de convention remplace un complexe par un autre
ayant les meˆmes composantes, et l’isomorphisme est donne´ par des signes de´pendant de
multidegre´s.
3.3. Fixons a, b ∈ X et conside´rons dans Xn les sous-espaces b = t1, t1 = t2, . . . , tn = a,
note´s Y0, . . . , Yn. Pour J ⊂ ∆n := {0, 1, . . . , n}, soient YJ l’intersection des Yj (j ∈ J) et
kJ le faisceau constant k sur YJ , prolonge´ par ze´ro sur X
n. Pour J ⊂ K, on a YK ⊂ YJ
et on dispose d’un morphisme de restriction kJ → kK . Si, pour K = {k0, . . . , kp}, les kℓ
e´tant pris dans l’ordre croissant, et J = {k0, . . . , kˆi, . . . , kp}, on l’affecte du signe (−1)
i, on
obtient les composantes de la diffe´rentielle d’un complexe de faisceaux sur Xn:
(3.3.1) k
¯
→ ⊕k{j} → · · · → ⊕
|J|=p
kJ → · · · → k∆n .
Noter que le dernier terme k∆n est nul sauf pour n = 0 ou a = b, auxquels cas il est
re´duit a` k en t1 = . . . = tn = a. Si on supprime le premier terme et qu’on convient que les
degre´s vont de 0 a` n, on obtient la re´solution Cˇechiste alterne´e du faisceau constant k sur
la re´union ∪Yi des Yi pour le recouvrement ferme´ fini par les Yi, prolonge´e par 0 sur X
n.
De´finissons bKa 〈n〉, ou simplement bKa, comme e´tant le complexe (3.3.1), avec k∆n
omis, et les degre´s allant de 0 a` n. Si n > 0 et que a 6= b, c’est une re´solution du prolonge-
ment par 0 du faisceau constant k sur Xn − ∪Yi, et
(3.3.2) H∗(Xn, bKa) = H
∗(Xnmod ∪ Yi, k) (pour n 6= 0, a 6= b)
Si a = b, la dernie`re diffe´rentielle (3.3.1) fournit un morphisme de complexes
aKa → kt1=···=tn=a[−n],(3.3.3)
qui induit
Hn(Xn, aKa)→ k.(3.3.4)
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Si on re´pe`te ces constructions en prenant a et b comme parame`tres, on obtient un
complexe ∗Ka sur X ×X
n×X , et, pour p la projection X ×Xn×X → X ×X , la restric-
tion de ∗K∗ a` X
n ∼−→ p−1(b, a) s’identifie a` bKa. Traitant seulement b comme parame`tre,
on obtient de meˆme ∗Ka sur X × X
n. Les Hi(Xn, bKa) sont les fibres du syste`me local
Rip∗(∗K∗) sur X ×X .
Nous allons, d’apre`s Beilinson, ve´rifier la
Proposition 3.4. (i) Pour i < n, Hi(Xn, bKa) = 0. (ii) Pour b variable, le syste`me local
sur X des Hn(Xn, bKa), muni en b = a de (3.3.4), est le dual du syste`me local (Λ/I
n+1)˜
de 3.1, muni du transpose´ de (3.1.1).
Preuve. Pour n = 0, Xn est re´duit a` un point, bKa est le faisceau constant k en degre´ 0
et (i) (ii) sont clairs. Prouvons 3.4 par re´currence sur n≥ 1; l’hypothe`se de re´currence est
la validite´ de 3.4 pour m si m < n.
Soit q la premie`re projection: Xn → X . Nous utiliserons la suite spectrale de Leray
pour q. Ceci revient a` e´crire que RΓ(Xn, ) = RΓ(X,Rq∗ ) et a` filtrer Rq∗ par la filtra-
tion canonique τ . Plus pre´cise´ment, nous utiliserons une filtration ayant une description
uniforme pour a = b ou a 6= b, et qui revient a` la filtration canonique si a 6= b.
Un de´vissage montre que la formation de Rq∗bKa commute au passage aux fibres. Si
on e´crit Xn comme X ×Xn−1, bKa sur X
n s’identifie au coˆne[−1] de
∗Ka 〈n− 1〉 → bKa 〈n− 1〉 sur {b} ×X
n−1(3.4.1)
⊕ kt
¯
=a sur {a} ×X
n−1
(complexe simple associe´ au complexe double de premie`re (resp. deuxie`me) colonne la
source (resp. but) de (3.4.1)).
On reconnaˆıt a` gauche les kJ pour 0 /∈ J et J 6= {1, . . . , m}, a` droite les kJ d’une part
pour 0 ∈ J , de l’autre pour J = {1, . . . , n}.
Si a 6= b, la restriction de bKa a` q
−1(t) = Xn−1 est donc: pour t 6= a, b: tKa 〈n− 1〉;
pour t = b: le coˆne[−1] de l’application identique de bKa 〈n− 1〉; pour t = a: le coˆne[−1]
de (3.3.3). D’apre`s l’hypothe`se de re´currence, Riq∗bKa = 0 si i < n − 1. Pour i = n − 1,
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c’est un sous-faisceau du syste`me local (Λ/In)˜ ∨. Il co¨ıncide avec (Λ/In)˜ ∨ si t 6= a, b, est
nul en t = b et la fibre en a est le noyau du transpose´ de (3.3.1). Pour i≥n, Riq∗bKa est un
syste`me local sur X − {b} prolonge´ par 0 sur X . La suite spectrale de Leray ve´rifie donc
Epq2 = 0 pour q ≤n− 2 ou p = 0, et
Hi(Xn, bKa) = 0 pour i < n(3.4.2)
Hn(Xn, bKa) = H
1(X,Rn−1q∗bKa) (pour a 6= b).
Ce H1 est le groupe des extensions du faisceau constant k par (Λ/In)˜ ∨, trivialise´es en
t = b, et trivialise´es apre`s avoir pousse´ par (Λ/In)∨ → k en t = a. Dualement, c’est le
groupe des extensions E˜ de (Λ/In)˜ par k, trivialise´es en t = b, et trivialise´es au-dessus de
k ⊂ Λ/In en t = a.
Traduisons en termes de Λ-modules. A E˜ correspond un Λ-module E, extension de
Λ/In par le module d’augmentation k. Il est annule´ par In+1. La donne´e additionelle
en a est celle d’un rele`vement 1˜ du ge´ne´rateur 1 de Λ/In dans E. Soit α: In/In+1 → k
la restriction a` In/In+1 du morphisme de Λ/In+1 dans E: λ 7→ λ1˜. L’extension E est
l’extension Eα de l’extension Λ/I
n+1 de Λ/In par In/In+1 en poussant par α:
(3.4.3)
0 −→ In/In+1 −→ Λ/In+1 −→ Λ/In −→ 0yα y y
0 −→ Q −→ E −→ Λ/In+1 −→ 0.
Pour α: In/In+1 → k. L’extension Eα˜ de (Λ/I
n)˜ par le syste`me local trivial k se
de´duit de (Λ/In+1)˜ en poussant par
α: (syste`me local trivial In/In+1)→ k.
La trivialisation β en b fournit un diagramme
(3.4.4)
0 −→ In/In+1 −→ (Λ/In+1)b˜ −→ (Λ/I
n)b˜ −→ 0yα y ∥∥∥
0 −→ Q −→ (Eα)b˜
β
⇆ (Λ/In)b˜ −→ 0.
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De α et β on de´duit une forme line´aire γ sur (Λ/In+1)b˜: a` x ∈ (Λ/I
n+1)b˜, d’image x¯ dans
(Λ/In)b˜, attacher
γ(x) := image(x)− β(x¯) ∈ Q ⊂ (Eα˜)b.
On a α = γ|(In/In+1), et γ de´termine β. Ceci fournit l’isomorphisme
Hn(Xn, bKa) = ((Λ/I
n+1)b˜)
∨
annonce´.
Pre´sente´s un peu diffe´rement, ces arguments continuent a` s’appliquer pour a = b.
L’image par Rq∗ du complexe bKa, coˆne[−1] de (3.4.1) est encore un coˆne[−1]. On de´finit
sa filtration croissante Fil en filtrant source et but par la filtration canonique τ≤ . Le gradue´
GrFili s’envoie par un quasi-isomorphisme sur le complexe
(3.4.5) Riq∗∗Ka 〈n− 1〉 → (sa fibre en a)a ⊕ (k si i = n− 1)
en degre´s 0 et 1, translate´ par [−i]. Pour i < n−1, (3.4.5) est nul. Pour tout i, H0((3.4.5)) =
0. La suite spectrale pour RΓ(X, ) et Fil donne donc
Hi(Xn, bKa) = 0 pour i < n(3.4.6)
Hn(Xn, bKa) = H
1(X, (3.4.5)i=n−1).
Ce H1 classifie les extensions du faisceaux constant k par (Λ/In)˜ ∨ = Rn−1q∗∗Ka 〈n− 1〉,
trivialise´es apre`s avoir pousse´ par le morphisme (3.4.5), et les arguments donne´s pour a 6= b
peuvent eˆtre re´pe´te´.
Il reste, pour a = b, a` identifier (3.3.4). Le complexe (3.3.1) (degre´s 0 a` n + 1) est le
complexe simple associe´ au complexe triple de faisceaux sur Xn = X ×Xn−1:
∗Ka 〈n− 1〉 −−−−→ aKa 〈n− 1〉 sur q
−1(a)y y
k[−(n− 1)]t
¯
=a
∼
−−−−→ k[−(n− 1)]t
¯
=a
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et (3.3.4) est induit par le morphisme
∗Ka 〈n− 1〉 −−−−→ aKa 〈n− 1〉 sur pr
−1(a)y y
k[−(n− 1)]t
¯
=a −−−−→ 0
−→
0 −−−−→ 0y y
0 −−−−→ k[−(n− 1)].
Filtrant comme pre´ce´demment, on en de´duit que (3.2.1) est le H1 du morphisme de
complexes
(Λ/In)∨˜ −−−−→ (Λ/In)a˜⊕ kay y
0 −−−−→ ka
(La fle`che verticale droite donnant le morphisme est la diffe´rence entre l’e´valuation sur
k ⊂ Λ/In et l’identite´ de ka.)
Une extension de k par (Λ/In)∨˜, trivialise´e apre`s avoir poune´ par (3.3.4), se dualise
en une extension de (Λ/In)˜ par k qui en a est et trivialise´e, et trivialise´e au-desus de
k ⊂ Λ/In = (Λ/In)a˜. On lui attache la diffe´rence au-desus de k entre ces deux triviali-
sations. On laisse au lecteur le soin de ve´rifier que cela revient a` e´valuer en 1 une forme
line´aire sur Λ/In+1.
3.5 Remarque. Dans cette identification de (k[bPa] ⊗Λ Λ/I
n+1)∨ avec le groupe des
extensions de (Λ/In)˜ par k, munies de trivialisations convenables en a et b, le sous-espace
(k[bPa]⊗Λ Λ/I
n)∨ est celui des extensions triviales, avec la trivialisation e´vidente en a et
une trivialisation en b. L’injection de (k[bPa]/I
n)∨ → (kaPb]/I
n+1)∨ est donc le Hn de
(3.5.1)
(
bKa 〈n− 1〉 sur {b} ×X
n+1
)
[−1]→ bKa sur X
n
de´duit de la description du second membre comme coˆne[−1] de (3.4.1).
3.6. Nous regarderons un objet simplicial tantoˆt comme un foncteur contravariant sur
la cate´gorie de tous les ensembles totalement ordonne´s finis non vides, tantoˆt comme un
foncteur sur la sous-cate´gorie des ∆n = {0, . . . , n}. Cela revient au meˆme (e´quivalence
de cate´gories). Si la valeur sur ∆n d’un objet simplicial S est note´e Sn, on notera SI sa
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valeur sur I totalement ordonne´. Elle est fonctorielle en I et si I a n+1 e´le´ment, l’unique
isomorphisme de I avec ∆n fournit un isomorphisme de SI avec Sn.
Le morphismes ∆n → ∆1 sont les
(3.6.1) ϕi: 0, . . . , i− 1 7−→ 0; i, . . . , n 7−→ 1 (0≤ i≤n+ 1).
Nous identifierons par cette nume´rotationXHom(∆n,∆1) a`X×Xn×X . L’ensemble simplicial
∆n 7→ Hom(∆n,∆1) contient l’ensemble simplicial ∆n 7→ Hom(∆n, ∂∆1) = {ϕ0, ϕn+1}.
L’espace cosimplicial ∆n 7→ X
Hom(∆n,∆1) se projette donc sur l’espace cosimplicial ∆n 7→
XHom(∆n,∂∆1) = X × X . Prenant la fibre en (b, a), on obtient un espace cosimplicial
∆n 7→ X
n. Les ∂i: X
n−1 → Xn (0≤ i≤n) sont les
t1, . . . , tn−1 7−→ b, t1, . . . , tn−1 (i = 0)
t1, . . . , ti, ti, . . . , tn−1 (i 6= 0, n)
t1, . . . , tn−1, a (i = n) ,
d’images les Yi de 3.3. Plus ge´ne´ralement, pour J ⊂ {0, . . . , n} de comple´ment I, suppose´
non vide, p = |I|−1 et ϕI l’inclusion de I, le morphisme cosimplicial ϕI : X
p → Xn identifie
Xp avec YJ ⊂ X
n. Pour J , J ′ de comple´ments I, I ′ et p = |I|−1, p′ = |I ′|−1, si J ⊂ J ′ et
que ϕII′ est l’inclusion de I
′ dans I, le morphisme cosimplicial ϕII′ : X
p′ → Xp s’identifie
a` l’inclusion de YJ ′ dans YJ . Noter que pour J = {j0, . . . , ˆk, . . . , jp} ⊂ J
′ = {j0, . . . , jp}
donnant lieu a` I ′ = {i0, . . . , ıˆℓ, . . . , iq} ⊂ I = {i0, . . . , iq} (les i et j sont pris dans l’ordre
croissant), on a p + q = n, k + ℓ = iℓ = jk, et le signe (−1)
k que nous avons employe´ en
3.3 peut se re´crire
(−1)k = (−1)ℓ · (−1)jk = ε(J)(−1)ℓε(J ′)
pour
(3.6.2) ε(J) =
∏
j∈J
(−1)j .
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3.7. Choisissons des complexes S∗m qui calculent la cohomologie des X
m, et soient fonc-
toriels pour les morphismes cosimpliciaux entre les Xm. Plus pre´cise´ment: on prend pour
S∗m le complexe des sections globales d’une re´solution fonctorielle S
∗
m du faisceau constant
k sur Xm, telle que Γ(Xm, S∗m)→ RΓ(X
m, S∗m) soit un quasi-isomorphisme. A m variable,
les S∗m forment un syste`me simplicial de complexes. Les S
∗
m fournissent une re´solution de
bKa 〈n〉 sur X
n: avec les notations de 3.6, re´soudre kJ par ϕI∗S
∗
I et utiliser la fonctorialite´
de S∗I en I.
Un syste`me de coefficients c sur le simplexe standard ∆n, a` valeurs dans une cate´gorie
additive, attache a` chaque facette F ⊂ ∆m un objet c(F ), contravariant en F pour les
morphismes d’inclusion. Il de´finit un complexe de chaˆınes
Cp(∆n, c) =
⊕
|F |=p+1
c(F ).
Dualement, un cosyste`me: c(F ) covariant en F , de´finit un complexe de cochaˆınes.
Si s• est un objet simplicial, on note encore C∗(∆n, s•) le complexe C∗(∆n, c) pour
c(F ) := sF . Dualement pour s
• cosimplicial.
Le complexe
Γ(Xn, re´solution de bKa de´finie par S•),
calcule l’hypercohomologie de bKa. Il s’identifie (avec les signes (3.6.2)) au complexe simple
associe´ au complexe double (= complexe de complexes)
C∗(∆n, S
∗
•
),
translate´ par [−n], et 3.4 (ii) se re´crit
(3.7.1) (k[bPa]⊗Λ Λ/I
n+1)∨ = H0C∗(∆n, S
∗
•
).
3.8 Exemple: prenons pour S∗m le complexe des cochaˆınes singulie`res de X
m. Il ne rentre
pas tout a` fait dans le cadre pre´ce´dent, mais on peut l’y ramener: si S∗m est le complexe
des cochaˆınes singulie`res localise´es sur Xm (le faisceau associe´ au pre´faisceau des cochaˆınes
singulie`res), S∗m → Γ(X
m, S∗m) est un quasi-isomorphisme. Le complexe S
∗
m des cochaˆınes
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singulie`res est le dual du complexe Sm∗ des chaˆınes singulie`res. A m variable, S
m
∗ est
cosimplicial en m, et C∗(∆n, S
∗
•
) est le dual de C∗(∆n, S
•
∗). On a donc
(3.8.1) k[bPa]⊗Λ Λ/I
n+1 = H0C∗(∆n, S
•
∗)
Pour X = [0, 1], a = 0 et b = 1, bPa est re´duit a` un e´le´ment et chaque k[bPa]⊗ΛΛ/I
n+1
est re´duit a` k. Au membre de gauche, les C∗(∆n, S
•
∗) forment un syste`me projectif, de
morphismes de transition de´duit, apre`s dualisation, de (3.5.1 ):
C∗(∆n, S
•
∗)→ C
∗(∆n−1, S
•
∗)
est induit par ∂0: ∆n−1 →֒ ∆n.
Pour qu’un cocycle de degre´ zero de C∗(∆n, S
•
∗) corresponde au chemin de 0 a` 1, il faut
et il suffit que sa valeur en {n} = ∂n0 (∆0) ⊂ ∆n soit 1 ∈ S
0, le complexe des chaˆınes sin-
gulie`res du point. On a [0, 1] = |∆1|. Soit σm le simplexe |∆m| → |∆1|
m = [0, 1]m de coor-
donne´es les de´ge´ne´rescences ϕi (1≤ i ≤ m) de (3.6.1). Son image est {t
¯
|1≥ t1 ≥ . . . ≥ tm ≥ 0}.
Comme cocycle, on peut prendre celui qui a` chaque face de dimension p de ∆n attache
±σp, le signe e´tant + pour p = 0 et de´pendant des conventiones de signes de´finissant
C∗(∆n, S
•
∗) pour p > 0.
Par fonctorialite´ en X , on en de´duit que, pour X , l’image dans H0C∗(∆n, S∗) d’un
chemin γ: [0, 1]→ X de a a` b est repre´sente´e par le cocycle qui a` chaque face de dimension
p de ∆n attache ±γ ◦ σp: |∆p| → [0, 1]
p → Xp, le signe e´tant comme ci-desssus.
3.9. La litte´rature donne une autre recette pour de´duire (k[bPa] ⊗Λ Λ/I
n+1)∨ de l’objet
simplicial S∗
•
de la cate´gorie des complexes conside´re´ en 3.7:
(a) prendre le complexe normalise´ NS∗
•
de cet objet simplicial;
(b) prendre le tronque´ σ≥−nNS
∗
•
qui ne garde que les NS∗m pour m≤n;
(c) prendre le complexe simple associe´ au complexe double σ≥−nNS
∗
•
et son H0.
L’e´quivalence entre les deux constructions re´sulte du lemme suivant. Rappelons qu’une
cate´gorie karoubienne est une cate´gorie additive dans laquelle tout endomorphisme idem-
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potent admet un noyau, et que l’e´quivalence de Dold-Puppe: (objet simplicial S•)→ (com-
plexe NS• a` degre´s ≤ 0) est disponible dans une telle cate´gorie (NSk est facteur direct de
Sk)
Proposition 3.10. Si S• est un objet simplicial d’une cate´gorie karoubienne, le complexe
C∗(∆n, S•) et le tronque´ normalise´ σ≥−nNS• sont fonctoriellement homotopes.
Nous ve´rifierons par la me´thode des mode`les acycliques l’e´nonce´ dual, pour un objet
cosimplicial S•, σ≤nNS
• et C∗(∆n, S
•).
Preuve. Nous noterons CZ la cate´gorie pre´additive ayant les meˆmes objets qu’une cate´gorie
C, pour laquelle Hom(A,B) est le groupe abe´lien librement engendre´ par HomC(A,B). Nous
noterons Ckar son enveloppe karoubienne, obtenue par adjonction formelle de sommes finies
et de facteurs directs noyaux d’endomorphismes idempotents. Le foncteur contravariant
X 7−→ hXZ : Ckar → Hom(C, Ab), h
X
Z (Y ) = HomCkar(X, Y )
est pleinement fide`le. Il induit une e´quivalence de Ckar avec la sous-cate´gorie de la cate´gorie
abe´lienne Hom(C, Ab) d’objets les facteurs directs de sommes finies de foncteurs
Y 7−→ groupe abe´lien librement engendre´ par HomC(X, Y ),
pourX dans C. Ces foncteurs sont des objets projectifs de la cate´gorie abe´lienneHom(C, Ab),
car pour C dans C
Hom(hCZ , F ) = F (C)
(variante du lemme de Yoneda).
Si ∆ est la cate´gorie des ∆n, l’objet cosimplicial (∆n) de ∆kar est universel en ce sens
que, pour A une cate´gorie karoubienne, F 7→ F ((∆n)) est un e´quivalence
(foncteurs ∆kar → A)→ (objets cosimpliciaux de A)
Pour ve´rifier l’e´nonce´ (3.10)∗ dual de 3.10, et montrer que l’e´quivalence d’homotopie peut
eˆtre donne´e par des formules universelles, il suffit de ve´rifier (3.10)∗ dans le cas universel:
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pour l’objet (∆n) de ∆kar. Si ∆≤n est la sous-cate´gorie de ∆ d’objets les ∆m pour m≤n,
tant σ≥−nN∆• que C∗(∆n,∆•) sont dans (∆≤n)kar, et c’est dans (∆≤n)kar que nous
travaillerons.
Appliquons le foncteur X 7→ hXZ a` σ≤nN∆
• et a` C∗(∆n,∆
•). On obtient deux com-
plexes d’objets projectifs de la cate´gorie abe´lienne Hom(∆≤n, Ab). Nous montrerons qu’il
sont l’un et l’autre une re´solution projective du foncteur constant Z, donc sont homotopes,
et on conclut par la pleine fide´lite´ de X 7→ hXZ . Si on e´value en ∆p (p≤n), on obtient les
complexes σ≥−nNS• et C∗(∆n, S•) de 3.10 pour S• le complexe chaˆınes simpliciales de
∆p. Ce sont
(a) le complexe des chaˆınes non de´ge´ne´re´es de ∆p, e´gal a` son tronque´ car p ≤ n.
(b) le complexe des chaˆınes combinaisons line´aires de ∆q → ∆n × ∆p, avec la premie`re
projection injective.
Ces deux complexes sont augmente´s vers Z, fonctoriellement en ∆p. Puisque |∆p|
est contractile, et que le complexe (a) calcule son homologie, il est une re´solution de Z.
Le complexe (b) est le complexe des chaˆınes non de´ge´ne´re´es du sous-polytope simplicial
suivant de |∆n ×∆p|:
(3.10.1) la re´union, pour ϕ: ∆n → ∆p, des graphes Γϕ des morphismes |ϕ|: |∆n| → |∆p|.
Pour ve´rifier que le complexe (b) est une re´solution de Z, il suffit donc de ve´rifier le
Lemme 3.10.2. L’espace (3.10.1) est contractile.
Preuve. Ordonnons lexicographiquement l’ensemble des applications croissantes
ϕ: {0, . . . , n} → {0, . . . , p}.
Montrons que pour tout ϕ 6= 0,
Γϕ ∩
⋃
ϕ′<ϕ
Γϕ′
est une union non vide de faces du simplexe Γϕ, mais non de toutes les faces de Γϕ, de
sorte que
⋃
ϕ′<ϕ
Γϕ′ est re´tracte par de´formation de
⋃
ϕ′ ≤ϕ
Γϕ′ .
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Quels que soient ϕ′ et ϕ, si F ⊂ {0, . . . , n} est l’ensemble des i tels que ϕ(i) = ϕ′(i),
et |F | la facette correspondante ∆m, Γϕ ∩Γϕ′ est le graphe de la restriction de |ϕ| ou |ϕ
′|
a` |F |.
Identifions Γϕ a` |∆m| par la projection sur ∆m. Si ϕ
′ < ϕ, soit i minimal tel que
ϕ′(i) < ϕ(i). Si ϕ′′ est de´fini par ϕ′′(j) = ϕ′(j) (resp. ϕ(j)) pour j ≤ i (resp. j > i), on
a ϕ′′ < ϕ et Γϕ ∩Γϕ′ ⊂ Γϕ ∩Γϕ′′ , qui s’identifie a` la face d’indice i de |∆m|. L’intersection
Γϕ ∩
⋃
ϕ′<ϕ
Γϕ′ est donc re´union non vide de faces.
Pour que la face d’indice i soit obtenue, il faut et il suffit que ϕ(i) 6= 0, et que, si
i 6= 0, on ait ϕ(i − 1) < ϕ(i). Parce que n≥ p, toute les faces ne sont pas obtenues: soit
ϕ(i) = ϕ(i+ 1) pour un i, soir n = m, ϕ est l’identite´, et ϕ(0) = 0.
3.11. Si X est une varie´te´ diffe´rentiable, que k = R et que, dans 3.7, on calcule la coho-
mologie de Xn a` l’aide du complexe de de Rham, on obtient un objet simplicial Ωp(Xn) de
la cate´gorie des complexes (degre´ diffe´rentiel gradue´ p, degre´ simplicial n). Soit NΩ∗(X∗)
son normalise´, et sNΩ∗X∗ le complexe simple associe´, dont la composante de degre´ k est
⊕
p−n=k
NΩp(Xk). C’est un proche cousin du complexe des inte´grales ite´re´es de Chen. Nous
nous proposons d’expliquer la relation entre les deux.
Une q-forme β sur l’espace bΩa(X) des chemins C
∞ de a a` b est pour Chen la donne´e,
pour toute varie´te´ U et toute famille C∞ : U → bΩa(X) de chemins de a a` b parame´tre´e
par U , d’une q-forme (note´e γ∗β) sur U , cette donne´e ve´rifiant que pour f : V → U on a
(γf)∗β = f∗(γ∗β). A une p-forme sur Xn, Chen attache comme suit une (p−n)-forme sur
bΩa(X):
(a) re´pe´tant avec parame`tres la construction de 3.8, on attache a` une famille γ de chemins
parame´tre´e par U un morphisme
γn = γ ◦ σn: U × |∆n| → U × [0, 1]
n → Xn;
(b) a` la forme α sur Xn on attache l’inte´grale de γ∗nα le long des fibres de U × |∆n| → U .
Plus pre´cise´ment, on attache
〈α〉 = (−1)n(n+1)/2
∫
U×|∆n|/U
γ∗nα,
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ou` l’inte´grale le long des fibres est de´finie de sorte que pour β′ sur U et β′′ sur |∆n|, on ait
∫
U×|∆n|/U
pr∗1β
′
∧pr∗2β
′′ = β′.
∫
|∆n|
β′′.
Le signe est choisi pour avoir, si α est de degre´ p
d 〈α〉 = 〈dα〉+ (−1)p
〈∑
(−1)ij∗i α
〉
:
compatibilite´ de la diffe´rentielle exte´rieure sur bΩa(X) avec la diffe´rentielle D du complexe
simple associe´ au complexe double des Ω∗(Xn) (pour * le premier degre´).
Pour la diffe´rentielle transpose´e de Sing∗X
∗, si γ est un chemin de a a` b, c’est∑
(−1)pγ ◦ σp qui est un cycle.
Chen remplace les Ω∗Xn par le syste`me simplicial de sous-complexes
n
⊗Ω∗(X). Le
complexe des inte´grale ite´re´es de Chen est l’image par 〈 〉 de la somme des
n
⊗Ω∗(X).
Cette image est forme´e des sommes de
〈α1| . . . |αn〉 := 〈pr
∗
1α1 ∧ . . . ∧pr
∗
nαn〉 .
Les de´ge´ne´rescences si: X
n → Xn−1 sont les projections (x1 . . . xn)→ (x1 . . . xˆi . . . xn)
et le complexe normalise´ de
n
⊗Ω∗X , dans sa version “diviser par les Im(si)” est
(3.11.1) N
n
⊗Ω∗X =
n
⊗(Ω∗X/constantes).
Par Ku¨nneth, les
n
⊗Ω∗X sont quasi-isomorphes aux Ω∗Xn, et donc les N
n
⊗Ω∗X aux
NΩ∗Xn.
Si un des αi est de degre´ 0, 〈α1| . . . |αn〉 est nul et 〈 〉 induit donc
〈 〉 : N
n
⊗Ω∗X → complexe des inte´grales ite´rees.
Les deux membres sont filtre´s par n; par les ⊕
m≤n
N
m
⊗Ω∗X et leurs images. Chen (1973)
(Lemme 4.3.1) prouve que, pour cette filtration Fil du complexe des inte´grales ite´ries, GrFiln
est le quotient
n
⊗(τ≥ 1Ω
∗X) de
n
⊗Ω∗X . Le complexe τ≥ 1Ω
∗X est le quotient de Ω∗X par
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Ω0X et son image par d. La varie´te´ X e´tant connexe, le morphisme de (Ω∗X/constantes)
dans τ≥ 1Ω
∗X est un quasi-isomorphisme, et les
FilnN
n
⊗Ω∗X → Filn(inte´grales ite´re´es)
sont donc des quasi-isomorphismes.
Remarque. On peut donner du complexe des inte´grales ite´re´es une description directe, en
terme de l’alge`bre gradue´e Ω∗(X) et des morphismes d’e´valuation en a et b, sans invoquet
les formes diffe´rentielles sur bΩa: l’image de ⊕
m≤n
m
⊗Ω∗X est son quotient par les α1⊗. . .⊗αm
tels qu’un αi soit de degre´ 0, et leurs diffe´rentielles (construction bar re´duite de Chen 1976).
3.12. Soit X une varie´te´ alge´brique lisse connexe sur un corps K et a, b ∈ X(K). Comme
dans le cas topologique 3.6, le sche´ma cosimplicial XHom(∆n,∆1) s’envoie dans le sche´ma
cosimplicial constant X × X = XHom(∆n,∂∆1) et, prenant la fibre en (b, a) ∈ X × X , on
obtient un sche´ma cosimplicial ∆n 7→ X
n. Regardons-le comme un objet cosimplicial de
la cate´gorie additive SmCor(K). Quel que soit n, on peut lui attacher le complexe
C∗(∆n, X
∗)[n]
(3.7) de SmCor(K), ou, dans l’enveloppe karoubienne SmCor(K)kar de SmCor(K), le com-
plexe homotope σ≤nNX
∗. Ces complexes fournissent des objets, naturellement isomorphes
d’apre`s 3.10, de la cate´gorie triangule´e motivique DM(K). Notons les bΩ
[n]
a (X).
Appliquons a` bΩ
[n]
a (X) le foncteur “re´alisation” cohomologique, suivi de H0. D’apre`s
3.4, pour tout plongement complexe σ deK, dans la re´alisation de BettiHσ correspondante
(coefficients rationnels), on obtient (Q[bPa]⊗Λ Λ/I
n+1)∨ pour X(C).
Supposons que X , comme objet de DM(K), soit de Tate mixte, i.e. dans DMT(K).
Les bΩ
[n]
a (X) sont alors e´galement dans DMT(K). Si K est un corps de nombres, ou plus
ge´ne´ralement quand on dispose de la conjecture d’annulation de Beilinson-Soule´, on peut,
apre`s tensorisation avec Q, appliquer H0 et dualiser pour obtenir un objet de la cate´gorie
MT(K) des motifs de Tate mixtes sur K.
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Si on travaille avec σ≤nNX
∗, les formules classiques en topologie (voir Wojtkowiak
(1993)) fournissent, apre`s passage a` la limite inductive en n, une structure d’alge`bre com-
mutative dans la cate´gorie des Ind-objets de MT(K), et
bAa(X) := colim
n
(H0σ≤nNX
∗)∨
me´rite le nom d’alge`bre affine de l’espace motivique des chemins de a a` b. Pour trois points
a, b, c, on dispose aussi (loc. cit.)d’un coproduit
cAa(X)(X)→ cAb(X)⊗ bAa(X)
correspondant a` la composition des chemins. Pour a = b, Spec(aAa(X)) est le groupe
fondamental rendu unipotent motivique.
3.13. Prenons pour X le comple´ment, dans une droite projective P sur K, d’un ensemble
fini de points rationnels, et montrons comment comparer ces constructions a` celles de
Deligne (1989). En re´alisation de de Rham, X fournit le complexe (a` diffe´rentielle nulle)
des formes diffe´rentielles a` poˆles logarithmiques:
(3.13.1) K
0
−→Ω1P (log S).
Pour Xn, on obtient la uissance tensorielle nie`me de (3.13.1). Ces puissances tensorielles
forment un syste`me simplicial de complexes. Normalisant, ce qui revient a` supprimer K
dans (3.13.1) (cf. (3.11.1)), on obtient apre`s troncation en n
(3.13.2) ⊕
m≤n
Ω1p(log S)
⊗m.
La comparaison avec la re´alisation de Betti est par les inte´grales ite´re´es de Chen, et ceci
est compatible aux constructions de Deligne (1989). Quant a` la re´alisation en cohomologie
ℓ-adique, les arguments prouvant 3.4 s’appliquent aussi bien dans le cadre ℓ-adique.
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4. Le groupe fondamental unipotent motivique d’une varie´te´ rationnelle.
4.1. Soient k un corps de nombres, P une droite projective sur k, X le comple´ment d’un
ensemble fini S de points rationnels et x, y ∈ X(k). Dans Deligne (1989) §13, nous avons
de´fini un “espace de (classes d’homotopie de) chemins motivique” note´ Py,x. Sous les
hypothe`ses ci-dessus, et apre`s oubli de l’aspect cristallin de loc. cit., c’est un sche´ma affine
en la cate´gorie tannakienne RH+ℓ de 2.15. Nous le noterons ici PH+ℓy,x , ou P
H+ℓ
y,x (X) s’il y a
lieu de pre´ciser X . On dispose d’une “composition des chemins” PH+ℓz,y × P
H+ℓ
y,x → P
H+ℓ
z,x .
Posons πH+ℓ1 (X, x) := P
H+ℓ
x,x . Pour la composition des chemins, c’est un R
H+ℓ-sche´ma
en groupes affine et PH+ℓy,x est un espace principal homoge`ne a` droite sous π
H+ℓ
1 (X, x),
a` gauche sous πH+ℓ1 (X, y): un (π
H+ℓ
1 (X, x), π
H+ℓ
1 (X, y))-bitorseur. Pour σ un plongement
de k dans une cloˆture alge´brique C de R, la re´alisation σ de πH+ℓ1 (X, x) est l’enveloppe
alge´brique prounipotente de π1(X(C), x). Si I est l’ide´al d’augmentation de l’alge`bre de
groupe Q[π1(X(C), x)], c’est le spectre de l’alge`bre de Hopf commutative
colim(Q[π1(X(C), x)]/I
N)∨.
i.e. c’est l’enveloppe alge´brique pro-unipotente de π1(X(C), x).
4.2. Soit AH+ℓy,x l’alge`bre affine (2.6) de P
H+ℓ
y,x . D’apre`s 3.12, 3.13, le Ind-objet A
H+ℓ
y,x de
RH+ℓ est l’image par le foncteur re´alisation d’un Ind-objet Ay,x de MT (k). D’apre`s 2.14,
2.15 (ii), le produit AH+ℓy,x ⊗ A
H+ℓ
y,x → A
H+ℓ
y,x provient d’un produit sur Ay,x, et P
H+ℓ
y,x est
la re´alisation du MT (k)-sche´ma affine Py,x := Spec(Ay,x). De meˆme, la composition des
chemins est de´finie par un coproduit AH+ℓz,x → A
H+ℓ
z,y ⊗ A
H+ℓ
y,x , ce coproduit se rele`ve a`
MT (k) et de´finit un morphisme Pz,y × Py,x → Pz,x.
Nous appellerons ici Py,x l’espace de chemins de x a` y motivique. Nous appelerons
Px,x le groupe fondamental motivique de X en x et le noterons π
mot
1 (X, x) ou simplement
π1(X, x). Mise en garde: bien que la notation ne l’indique pas, il s’agit de π1 rendus
unipotents.
4.3. Appelons “point base de X” soit un point rationnel de X = P − S, soit un vecteur
tangent non nul en un point de S (“points base a` l’infini”). Pour x et y deux points-base
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de X , Deligne (1989) de´finit §15 un “espace de chemins motivique de x a` y”. Comme en
4.1, c’est, apre`s oubli d’un aspect cristallin, un RH+ℓ-sche´ma affine. Nous le noterons ici
PH+ℓy,x , et, pour x = y, π
H+ℓ
1 (X, x).
The´ore`me 4.4. Avec les notations de 4.1 et 4.3, si x et y sont deux points-base de X, le
R
H+ℓ-sche´ma PH+ℓy,x est motivique, i.e. la re´alisation d’un MT (k)-sche´ma Py,x.
Si S est vide ou re´duit a` un point, X = P − S est simplement connexe, les PH+ℓy,x
sont re´duits a` un point et 4.4 est trivial. Nous pouvons donc supposer, et supposerons, que
|S|≥ 2. Le cas ou` x et y sont a` distance finie ayant de´ja` e´te´ traite´, nous supposerons au
moins l’un de x et y a` l’infini.
Cas 1. x ∈ X(k) et y est un vecteur tangent non nul en y¯ ∈ S.
Soit Z le MT(k)-sche´ma des homomorphismes de Q(1) dans πmot1 (X, x). Identifiant ho-
momorphismes de sche´mas en groupe unipotents, et homomorphismes entre leurs alge`bres
de Lie, on peut en donner la description suivante: Lie πmot1 (X, x) est une pro-alge`bre de
Lie dans MT (k), en particulier un pro-objet de MT (k) (c’est la limite projective des
Lie (πmot1 (X, x)/Z
N), pour Z la se´rie centrale descendante), et on de´finit Z comme e´tant
le MT (k)-sche´ma pro-vectoriel (2.6) Lie πmot1 (X, x)(−1).
Dans ZH+ℓ := realH+ℓ(Z), on dispose du sous-sche´ma ferme´ “classe de conjugai-
son de la monodromie locale autour de y¯ ”. Voici sa de´finition. Ecrivons Q(1)H+ℓ pour
realH+ℓ(Q(1)). On dispose d’un morphisme “monodromie locale autour de y¯ ”:
(4.4.1) Q(1)H+ℓ → πH+ℓ1 (X, y).
Dans (4.4.1), Q(1)H+ℓ est vu comme un RH+ℓ-sche´ma vectoriel, avec sa structure de
groupe. Si Ty¯ est l’espace tangent en y¯, et que T
∗
y¯ := Ty¯ − {0}, il y a lieu de voir (4.4.1)
comme un morphisme
πH+ℓ1 (T
∗
y¯ , y)→ π
H+ℓ
1 (X, y).
La donne´e de (4.4.1) e´quivaut a` celle de
(4.4.2) Q(1)H+ℓ → LieπH+ℓ1 (X, y).
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Dans (4.4.2), Q(1)H+ℓ est un objet de RH+ℓ, muni de sa structure d’alge`bre de Lie com-
mutative.
On dispose aussi de l’espace de chemins PH+ℓy,x et, par composition des chemins, de
(p, γ) 7−→ p−1γp: PH+ℓy,x × π
H+ℓ
1 (X, y)→ π
H+ℓ
1 (X, x).
Composant avec (4.4.1), on en de´duit
(4.4.2) PH+ℓy,x ×Q(1)
H+ℓ → πH+ℓ1 (X, x).
Le groupe πH+ℓ1 (X, y) agit par composition a` gauche sur P
H+ℓ
y,x . Divisant a` gauche par
Q(1)H+ℓ, vu par (4.4.1) comme sous-groupe de πH+ℓ1 (X, y), on de´finit
PH+ℓy¯,x := Q(1)
H+ℓ \ PH+ℓy,x
et (4.4.2) se factorise par PH+ℓy¯,x ×Q(1)
H+ℓ, de´finissant
(4.4.3) PH+ℓy¯,x → Z
H+ℓ
Lemme 4.5. Le morphisme (4.4.3) est un plongement ferme´ de RH+ℓ-sche´mas.
Preuve. Il suffit de le ve´rifier en re´alisation de de Rham, ou` l’assertion se re´duit a` la
suivante.
Lemme 4.6. Soit L l’alge`bre de Lie sur k engendre´e par des e´le´ments (es)s∈S soumis a`
la seule relation que
∑
es = 0. On suppose |S|≥ 2, on fixe y¯ ∈ S et on pose e := ey¯. Soit G
le sche´ma en groupe prounipotent limite projective des GN := exp(L/Z
N ). Le morphisme
de G/ exp(ke) dans Lie(G): g 7→ ad g(e), identifie G/ exp(ke) a` un sous-sche´ma ferme´ de
Lie(G), l’orbite adjointe de e.
Dans 4.6, Lie(G) est le sche´ma pro-vectoriel limite projective des sche´mas vectoriels
Lie(GN ).
Preuve. Les orbites de l’action d’un groupe unipotent sur un sche´ma affine sont ferme´es
Demazure, Gabriel (1970) IV 2.2.7). Si eN est l’image de e dans L/Z
N et ZN ⊂ GN son
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fixateur, l’application g 7→ ad g(eN) de GN/ZN dans Lie(GN ) est donc un plongement
ferme´. Par passage a` la limite projective, l’application g 7→ ad g(e) de lim GN/ZN dans
Lie(G) = lim Lie(GN ) est e´galement un plongement ferme´.
L’alge`bre de Lie du sous-groupe ZN de GN est le centralisateur de eN dans L/Z
N .
Fixons b dans S distinct de y¯. L’alge`bre de Lie L est librement engendre´e par les es (s 6= b).
D’apre`s 4.7 ci-dessous, le centralisateur de e est re´duit a` ke. Munissons L de la graduation
pour laquelle les es sont de degre´ 1. La sous-alge`bre Z
N est la sous-alge`bre “degre´ ≥N”.
L’application line´aire ad e: L→ L e´tant de degre´ 1 et de noyau re´duit a` ke, on a
LieZN = Ker(ad eN : L/Z
N → L/ZN ) = keN + Z
N−1/ZN .
La projection de GN+1/ZN+1 sur GN/ZN se factorise donc par GN/ exp(keN ) et
G/ exp(ke) = lim GN/ exp(keN )
∼−→ lim GN/ZN (e).
Lemme 4.7. Dans une alge`bre de Lie libre L sur k, le centralisateur d’un ge´ne´rateur e
est re´duit aux multiples de ce ge´ne´rateur.
D’apre`s Reutenauer (1993) 2.10, dans une alge`bre de Lie libre, deux e´le´ments non nuls
quelconques qui commutent sont multiples l’un de l’autre. Le cas particulier 4.7 est, plus
simplement, conse´quence de ce que l’alge`bre de Lie libre Lib({e} ∪A) est le produit semi-
direct de ke et de Lib((ad en(a))a∈A,n≥ 0 et de ce que la de´rivation ad e
n(a) 7→ ad en+1(a)
de l’alge`bre associative libre engendre´e par les ad en(a) est injective.
Il re´sulte de 4.5 que PH+ℓy¯,x est motivique. Soient en effet A l’alge`bre de Z et A
H+ℓ :=
realH+ℓ(A) celle de ZH+ℓ. D’apre`s 4.5, PH+ℓy¯,x est isomorphe a` un sous-sche´ma ferme´ de
ZH+ℓ, de´fini par un ide´al aH+ℓ de AH+ℓ. D’apre`s 2.14, 2.15, cet ide´al est la re´alisation
d’un ide´al a de A, et PH+ℓy¯,x est isomorphe a` la re´alisation de Spec(A/a).
4.8 Fin du cas 1 de la preuve de 4.4. Soit b ∈ S distinct de y¯, et X ′ := P − {y¯, b}.
Identifions P et P1, par un isomorphisme envoyant y¯ sur 0 et b sur ∞, donc X ′ sur A∗ =
Spec k[u, u−1]. Soit t := du (y) la coordonne´e du vecteur tangent y en u = 0, et notons
encore t le point de Gm de coordonne´e t. Les espaces de chemins P
H+ℓ
y,x (X
′) et PH+ℓt,x (Gm)
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sont canoniquement isomorphes (Deligne (1989) §14). Puisque t et x sont des points-base
a` distance finie de Gm, P
H+ℓ
y,x est motivique. C’est d’ailleurs simplement un torseur de
Kummer: on a πmot1 (Gm, x) = Q(1), t/x ∈ k
∗ de´finit une extension de Q(0) par Q(1), donc
un Q(1)-torseur, et PH+ℓy,x est la re´alisation de ce torseur.
Lemme 4.9. Le morphisme
PH+ℓy,x (X)→ P
H+ℓ
y,x (X
′)× PH+ℓy¯,x (X)
(1en facteur: fonctorialite´ en X; 2e facteur: passage ou quotient) est un isomorphisme.
Puisque tant PH+ℓy,x (X
′) que PH+ℓy¯,x (X) sont motiviques 4.9 implique que P
H+ℓ
y,x (X) est
motivique.
Preuve de 4.9. Il suffit de ve´rifier 4.9 en re´alisation de de Rham. Avec les notations de 3.6,
l’assertion se re´duit a` la suivante.
Lemme 4.10. Regardons Ga = exp(ke) comme un quotient de G par e 7→ e, ea 7→ 0 pour
a 6= y¯, b. L’application
G→ exp(ke)× exp(ke) \G
est un isomorphisme.
Preuve. G est le produit semi-direct de exp(ke) par le noyau de la projection sur exp(ke),
cf. la preuve de 4.7.
4.11. Pour finir la preuve de 4.4 il reste, compte tenu de ce que PH+ℓy,x , est isomorphe
comme RH+ℓ-sche´ma a` PH+ℓx,y , a` traiter le
Cas 2. x et y sont des points base a` l’infini.
Choisissons un point base z ∈ X(k). On a une expression de PH+ℓy,x comme compose´
de bitorseurs
PH+ℓy,x = P
H+ℓ
y,z ×πH+ℓ
1
(X,z) P
H+ℓ
z,x
ou` au second membre chaque RH+ℓ-sche´ma est motivique. Que PH+ℓy,x soit motivique en
re´sulte.
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4.12. Soit X une varie´te´ alge´brique lisse sur un corps de nombres k, et x, y ∈ X(k). On
suppose X se´pare´. Sous l’hypothe`se que H1(X¯,O) = 0 pour X¯ une compactification lisse
de X , nous avons de´fini dans Deligne (1989) §13 un “espace de chemins” Py,x qui est un
sche´ma en une cate´gorie de syste`mes de re´alisations. Nous le noterons ici, apre`s omission
de l’aspect cristallin, P realy,x . Comme pre´ce´demment, les P
real
y,x forment un groupo¨ıde.
The´ore`me 4.13. Si la varie´te´ X est unirationnelle, P realy,x est motivique, re´alisation d’un
MAT(k)-sche´ma.
Les cate´gories de syste`mes de re´alisations conside´re´s sont des champs sur Spec(k)et. Le
the´ore`me e´quivaut donc a` dire qu’il existe une extension galoisienne k1 de k telle qu’apre`s
extension du corps de base a` k′ dans C(k1/k), P
real
y,x (Xk′) est motivique, re´alisation d’un
MT(k′)-sche´mas.
Preuve pour X un ouvert de Pn. Soit D ⊂ Pn une droite, assez ge´ne´rale pour que le
morphisme de sche´mas en groupe unipotents
πreal1 (X ∩D, x)→ π
real
1 (X, x)
(x quelconque dans X ∩D) soit surjectif.
Si X ∩D est le comple´ment dans D d’un ensemble fini de points rationnels,
πreal1 (X ∩D, x) est dans R
H+ℓ et, d’apre`s 4.4, motivique, re´alisation de πmot1 (X ∩D, x)
dansMT (k). L’alge`bre affine de πreal1 (X, x) est une sous-alge`bre de celle de π
real
1 (X ∩D, x),
donc est e´galement motivique, dans MT (k). En ge´ne´ral, pour k′ assez grand (i.e., dans
un C(k1/k) convenable), X ∩D deviendra apre`s extension du corps de base de k a` k
′ le
comple´ment d’un ensemble de points rationnels sur k′, et la construction ci-dessus nous
fournit πmot1 (Xk′ , x) dans MT (k
′), fonctoriel en k′, i.e. πmot1 (X, x) dans MAT(k).
Soit y ∈ X(k), distinct de x. Prouvons que P realy,x est motivique. Soit D la droite de
Pn passant par x et y. Comme pre´ce´demment, on se rame`ne a` supposer que X ∩D est le
comple´ment, dansD, d’un ensemble fini de points rationnels. Le RH+ℓ-sche´ma P realy,x (X ∩D)
est alors la re´alisation de Pmoty,x (X ∩D) dans MT(k). On obtient P
mot
y,x (X) en poussant le
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π1(D ∩X, x)-torseur P
mot
y,x (D ∩X) par
π1(D ∩X, x)→ π1(X, x).
Pour y, z ∈ X(k), Pmoty,z est de´duit des π
mot
1 (X, x)-torseurs P
mot
y,x et P
mot
z,x .
Preuve de 4.13 (cas ge´ne´ral). La varie´te´ X , e´tant unirationelle, est domine´e par un ou-
vert U de Pn. Fixons x ∈ U(k). Pour σ un plongement complexe de k, le morphisme
π1(U(C), x) → π1(X(C), x) a une image d’indice fini. Le morphisme induit sur les en-
veloppes alge´briques unipotentes est donc surjectif, et l’alge`bre affine de πreal1 (X, x) est
motivique en tout que sous-alge`bre de l’alge`bre affine de πreal1 (X, x), que nous savons de´ja`
eˆtre motivique. Le cas des Py,x se traite ensuite comme plus haut, en utilisant que deux
points de X peuvent eˆtre connecte´s par une chaˆıne de courbes rationnelles.
Remarque 4.14. Utilisant 4.4, on pourrait aussi dans 4.13 prendre pour x et y des
points-base a` l’infini, au sens de Deligne (1989) §15.
Proposition 4.15. Supposons que X¯ soit une compactification normale de la varie´te´ uni-
rationelle X, et soient x, y ∈ X. Si les composantes irre´ductibles de codimension un dans
X de Y := X¯ −X sont absolument irre´ductibles, alors Pmoty,x est un MT(k)-sche´ma.
Preuve. Supposons d’abord que x = y. Pour que π1(X, x) soit un MT(k)-sche´ma il suffit
que Lieπ1(X, x) soit dans MT(k). D’apre`s 2.18, il suffit meˆme que son gradue´ par le poids
le soit. Ce gradue´ e´tant engendre´ par H1(X), purement de poids −2, il suffit que l’action
de Gal(k¯/k) sur ωH1(X) soit triviale. Ce groupe est
O
∗(Xk¯)/k¯
∗ ⊗Q
et ses e´le´ments sont de´termine´s par leurs valuations le long des composantes irre´ductibles
de codimension un de Yk¯. Si le groupe Gal(k¯/k) ne les permute pas, il agit donc trivialement
sur O∗(Xk¯)/k¯
∗ ⊗Q.
Le cas ge´ne´ral re´sulte du
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Lemme 4.16. Si un MAT(k)-sche´ma P est un torseur sous un MT(k)-sche´ma en groupes
unipotent G, il est lui-meˆme un MT(k)-sche´ma.
Preuve. Le groupe G e´tant unipotent, si on le fait agir sur son alge`bre affine A par trans-
lations a` droite, celle-ci admet une filtrations exhaustive Fil par des sous-motifs stables
sous G, et tels que G agisse trivialement sur le gradue´ associe´. L’alge`bre affine AP de P ,
de´duite de A en poussant par le G-torseur P , admet donc une filtration, encore note´e Fil,
telle que GrFil(A) ∼−→GrFil(AP ). Il reste a` appliquer 2.18.
Proposition 4.17. Soit S un ensemble fini de places finies de k et supposons que la
varie´te´ unirationelle X est la fibre ge´ne´rale du comple´ment XO, dans X¯O propre et lisse
sur Spec(OS), d’un diviseur a` croisements normaux relatif, re´union de diviseurs lisses,
chacun de fibre ge´ne´rale absolument irre´ductible. Si x et y dans X(k) proviennent de xO,
yO dans XO(OS), alors P
mot
y,x est dans MT(OS).
Preuve. Pour tout nombre premier ℓ, l’hypothe`se assure que la re´alisation ℓ-adique de
Pmoty,x est non ramifie´e en dehors de S et des places au-dessus de ℓ, et on applique 1.5.
4.18 Remarque. Un e´nonce´ analogue vaut pour x ou y a` l’infini.
4.19. Soit X une varie´te´ lisse unirationnelle sur un corps de nombres k. Le the´ore`me 4.13
permet de de´fini la cate´gorie MAT(X/k) des syste`mes locaux unipotents de motifs d’Artin-
Tate mixtes sur X . On choisit x ∈ X(k) et on de´finit un objet M de MAT(X/k) comme
e´tant la donne´e de Mx dans MAT(k) muni d’une action de π1(X, x). Il y a lieu de voir Mx
comme e´tant la fibre de M en x. Le choix de x n’importe pas: pour y dans X(k), on de´finit
My comme e´tant le tordu de Mx par le π1(X, x)-torseur Py,x. Il reviendrait au meˆme de
de´finir MAT(X/k) comme la cate´gorie des repre´sentations, dans MAT(k), du groupo¨ıde
des Py,x pour x, y ∈ X(k). On pourrait aussi prendre des points base a` l’infini.
Puisque Lieπ1(X, x) est en poids< 0, π1(X, x) agit trivialement sur Gr
W (Mx) et, pour
x et y deux points base de X , GrW (Mx) et Gr
W (My) sont canoniquement isomorphes.
Le foncteur fibre ω(M) := ω(Mx) est donc inde´pendant de x. On de´finit la sous-cate´gorie
MT(X) de MAT(X/k) par la condition “Mx est dans MT(k)”. Le choix de x n’importe
pas (2.18).
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4.20. Soit σ un plongement de k dans une cloˆture alge´brique C de R. Pour M dans
MAT(X/k), (Mx)σ est une structure de Hodge-Tate mixte, munie d’une action de Hodge
mixte de π1(X, x)σ. D’apre`s Hain and Zucker (1987) (5.21), ces donne´es de´finissent une
variation admissible Mσ de structures de Hodge mixtes sur X(C).
Le torseur (Py,x)σ tord (Mσ)x en (Mσ)y et la variation Mσ ne de´pend donc pas du
choix de x.
De meˆme, M de´finit un Qℓ-faisceaux lisse sur X .
4.21. Re´ciproquement, supposons donne´ sur X un syste`me de re´alisations M , candidat a`
eˆtre la re´alisation d’un syste`me local unipotent de motifs de Tate mixtes, de gradue´ par
le poids constant. Alors, si en un point x de X ce syste`me est motivique, il est lui-meˆme
motivique. En effet, dans les diverses re´alisations, il de´finit une repre´sentation de π1(X, x).
Appliquant 2.14, on obtient une repre´sentation de πmot1 (X, x) sur le motif de re´alisation
Mx, et cette repre´sentation de´finit le syste`me local voulu.
4.22. Si K est le corps des fonctions rationnelles sur X , il est raisonnable de de´fini MT(K)
comme la limite inductive des cate´gorie MT(U), pour U un ouvert non vide de plus en plus
petit de X . La relation entre cette cate´gorie et la cate´gorie de´rive´e motivique DM(K) de
Voevodsky n’est pas claire. Faute de disposer de la conjecture d’annulation de Beilinson-
Soule´ pour K, on ne sait pas extraire de DM(K) une cate´gorie abe´lienne de motifs de
Tate mixtes sur K. Pour X rationnelle de dimension un, la conjecture d’annulation est
vraie, mais nous n’avons pas prouve´ l’e´quivalence des deux constructions. Pour la cate´gorie
MT(K) de´finie ici, on a
Ext1(Q(0),Q(1)) = K∗ ⊗Q et
Ext1(Q(0),Q(n)) = K2n−1(k) pour n≥ 2.
4.23 Remarque. Soit Q¯ une cloˆture alge´brique de Q et de´finissons MT(Q¯) comme la
limite inductive des MT(F ), pour F une extension finie de Q dans Q¯. Goncharov (1994)
conjecture que, dans cette limite, les Py,x(P
1−S) engendrent tous les motifs de Tate mixte.
En d’autres termes: que tout motif de Tate mixte sur Q¯ est un sous-quotient d’un produit
tensoriel de sous-motifs d’alge`bres affines O(Py,x(P
1−S)) et de duaux de tels sous-motifs.
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Les remarques suivantes montrent qu’il est en tout cas difficile de sortir de la sous-
cate´gorie tannakienne T de MT(Q¯) engendre´e par les Py,x(P
1 − S).
(a) Pour X lisse unirationnelle, les Py,x(X) sont dans T. Cela re´sulte de la preuve de 4.13.
(b) SiM est un syste`me local unipotent de motifs de Tate mixte sur X lisse unirationnelle,
et si en un point M est dans T, alors M est en chaque point dans T. En effet, My est tordu
de Mx par Py,x. Il se plonge donc dans Mx⊗O(Py,x), et est dans T puisque Mx et O(Py,x)
le sont.
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5. Le groupe fondamental motivique du comple´ment, dans P1, de 0, ∞, et µN .
5.1. Soient N un entier ≥ 1, k engendre´ sur Q par une racine primitive N ie`me de l’unite´
et O l’anneau de ses entiers. Il est commode de ne pas supposer que k soit le sous-corps
Q(exp(2πi/N)) de C. Notons Ak, ou simplement A la droite affine type sur k et posons
A∗ = A−{0} = Spec k[u, u−1]. Soit X le comple´ment dans A∗ de l’ensemble µN := µN (k)
des racines N ie`mes de l’unite´. S’il y a ambigu¨ıte´ sur N , on e´crira plutoˆt kN , ON et XN .
Le groupe dihe´dral Z/2⋉µN agit sur X ⊂ P
1
k: le ge´ne´rateur de Z/2 agit par u 7→ u
−1,
et ξ ∈ µN agit par u 7→ ξu. Pour N = 1, 2 ou 4, le groupe des projectivite´s transformant
X en lui-meˆme est plus grand. Pour N = 1, il s’identifie au groupe des permutations de
{0, 1,∞}. Pour N = 2, (0,∞, 1,−1) est un quaterne harmonique, et on obtient le groupe
des automorphismes d’un carre´ de sommets conse´cutifs 0, 1, ∞, −1. Pour N = 4, les
points 0, 1, i, −1, −i, ∞ forment sur la sphe`re de Riemann les sommets d’un octae`dre, et
on obtient le groupe des de´placements de cet octae`dre.
5.2. Si x et y sont deux points-base (4.3) de X , l’espace de chemins motivique Py,x est
un MT(k)-sche´ma affine (4.4). La re´alisation ω de Py,x est inde´pendante de x et y. C’est
un Q-sche´ma en groupe pro-unipotent, et la composition des chemins est la loi de groupe.
Autre fac¸on de dire: en re´alisation ω, il y a un chemin canonique de x a` y, et le compose´
des chemins canoniques de x a` y et de y a` z est le chemin canonique de x a` z. Bien suˆr,
cette trivialisation du ω(π1(X, x))-torseur ω(Py,x) n’est en ge´ne´ral pas motivique, i.e. ne
provient pas d’une trivialisation du π1(X, x)-torseur Py,x. L’action sur ω(Py,x) du groupe
des automorphismes du foncteur fibre ω de´pend de x et y.
5.3. Pour z dans P1k − {∞} et λ dans k nous noterons λz le vecteur tangent en z
de coordonne´e du(λz) = λ. Nous noterons λ∞ le vecteur tangent en ∞ de coordonne´e
du−1(λ∞) = λ.
Nous prendrons comme points-base les λz pour z = 0, ∞ ou dans µN et λ une racine
de l’unite´ dans k. Ce syste`me de points-base est stable sous l’action du groupe dihe´dral
Z/2⋉µN . Une application de 1.7 montre comme en 4.17, 4.18 que les Py,x correspondants
sont non ramifie´s en dehors de l’ensemble des places de k au-dessus d’un nombre premier
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divisant N : ce sont des MT(O[1/N ])-sche´mas. Nous de´crivons en 5.4 et 5.5 des structures
sur le syste`me des Py,x. Pour toutes ces structures, il suffit pour les construire de les
construire dans RH+ℓ, ce qui est fait dans Deligne (1989), et d’appliquer 2.14.
5.4. Soient T une droite (sche´ma vectoriel de dimension un) et T ∗ = T − {0}. Le π1
motivique de T ∗ est abe´lien, inde´pendant du point-base. C’est Q(1). Pour x ∈ T ∗(k),
l’application λ 7→ λx est un isomorphisme de A∗ avec T ∗. Pour y ∈ T ∗(k), il induit un
isomorphisme de Q(1)-torseurs de Py/x,1(A
∗) avec Py,x(T
∗). Le Q(1) torseur Pt,1(A
∗) est
le torseur de Kummer K(t), et la composition des chemins fournit un isomorphisme de
torseurs K(tu) = K(t) +K(u).
En particulier, si α ∈ k∗ est une racine nie`me de l’unite´, elle fournit une trivialisation
de nK(α) et, puisque la multiplication par n est un automorphisme de Q(1), par division,
une trivialisation de K(α).
Pour x ∈ T ∗(k) et α une racine de l’unite´, le Q(1)-torseur Pαx,x est ainsi trivialise´: on
dispose d’un chemin motivique de x a` αx.
Prenons pour T l’espace tangent a` P1 en 0, ∞ ou en ζ ∈ µN . Le groupo¨ıde des
Py,x(T
∗), pour x, y ∈ T ∗(k), s’envoie dans le groupo¨ıde des Py,x(X). Pour x ∈ T
∗(k) et
α une racine de l’unite´ on dispose donc d’un chemin motivique de x a` αx dans X : une
trivialisation du π1(X, x)-torseur Pαx,x(X).
Pour le syste`me de points base λz de 5.3, Pλz,µt ne de´pend donc que de z et t, et
on e´crira simplement Pz,t pour Pλz ,µt . Quand d’autres points-base a` l’infini auront a` eˆtre
utilise´s, nous retournerons a` la notation λz.
5.5. On dispose sur le syste`me des MT(O[1/N ])-sche´mas Py,x (x, y ∈ S := {0,∞} ∪µN )
des structures suivantes.
(A) La composition des chemins.
(B) Pour chaque x ∈ S, un morphisme de sche´mas en groupe, la monodromie locale autour
de x:
Q(1)→ Px,x.
(C) une e´quivariance sous le groupe dihe´dral Z/2⋉ µN de 5.1.
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5.6. Si on applique un foncteur fibre F , a` valeurs dans les espaces vectoriels sur un corps
K, a` Q(1), aux Py,x et aux structures 5.5, on obtient une structure de l’espe`ce suivante:
(1) Un espace vectoriel de dimension un K(1).
(2) Pour chaque x, y ∈ S, un sche´ma Py,x sur K.
(3)A Un syste`me de morphismes de sche´mas
(5.6.1) Pz,y × Py,x → Pz,x
faisant des Py,x un groupo¨ıde. Les sche´mas en groupe Px,x sont pro-unipotents.
(3)B Pour chaque x ∈ S, un homomorphisme
(5.6.2) (groupe additif K(1))→ Px,x.
L’alge`bre de Lie de Px,x est une pro-alge`bre de Lie. Parce que Px,x est pro-unipotent, la
donne´e (5.6.2) e´quivaut a` celle de
(5.6.3) K(1)→ LiePx,x.
(3)C Une Z/2⋉ µN e´quivariance.
5.7. Il nous sera utile d’affaiblir une structure 5.6 en restreignant les points-base a` eˆtre 0
ou dans µN . Plus pre´cise´ment, a` une structure 5.6, on peut attacher une structure affaiblie
du type suivant.
(1) Comme en 5.6 (1).
(2) Un sche´ma en groupe pro-unipotent P0,0 et, pour ζ ∈ µN , un P00-torseur Pζ,0. On
note Pζζ le tordu de P00 par ce torseur, i.e. le sche´ma en groupe des automorphismes du
P0,0-torseur Pζ,0.
(3)B Pour x = 0 ou x ∈ µN , un morphisme (5.6.2) ou, ce qui revient au meˆme, (5.6.3).
(3)C Une µN -e´quivariance.
Remarques. (i) La donne´e d’une structure 5.7 e´quivaut a` celle de (1) et de
(2′) Un sche´ma en groupe pro-unipotent P00 et un P00-torseur P10. Comme en (2), P10
de´finit par torsion P11.
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(3′)B Comme en (3)B, pour x = 0 ou 1.
(3′)C Une action sur P00 de µN , respectant la monodromie locale autour de 0.
On re´cupe`re (2) en de´finissant Pζ,0 comme une copie de P1,0, l’e´quivariance (3)C : ζ :
P1,0 → Pζ,0 e´tant l’identite´ de P1,0 sur cette copie.
(ii) Cette structure est un peu plus pre´cise que la donne´e de P00, de l’action de µN , de (3)B
pour x = 0 et de la classe de conjugaison “monodromie locale autour de 1” de morphismes
Q(1)→ P1,1: cette classe de conjugaison est un espace homoge`ne, qu’on peut identifier au
quotient P0,1/Q(1).
5.8. Prenons pour foncteur fibre le foncteur fibre ω, et de´crivons la structure d’espe`ce
(5.6) obtenue. Puisque ω est a` valeurs dans les Q-espaces vectoriels gradue´s, les alge`bres
affines des ω(Py,x) seront des Q-alge`bres gradue´es.
Soit L l’alge`bre de Lie engendre´e par des ge´ne´rateurs ex, x ∈ {0,∞} ∪µN , soumis a`
la seule relation que
∑
ex = 0. En cas d’ambigu¨ıte´, on l’e´crira plus pre´cisement LN . On la
gradue en donnant aux ex le degre´ un. Elle est librement engendre´e par les ex, x 6=∞.
Soit
∏
le groupe pro-unipotent
∏
:= lim exp(L/degre´ ≥n).
On munit son alge`bre affine de la graduation de´duite de celle de L. L’alge`bre de Lie de
∏
est le comple´te´ L
∧
:=
∏
n
Ln de L.
Avec ces notations, la structure d’espe`ce 5.6, et les graduations, sont comme suit.
(1)ω L’espace vectoriel Q, en degre´ un.
(2)ω Pour chaque x, y, une copie
∏
y,x de
∏
.
(3)ωA Morphismes (5.6.1): la loi de groupe de
∏
.
(3)ωB Le morphisme (5.6.3) est
Q→ L
∧
: 1 7−→ ex
(3)ωC Pour σ ∈ Z/2⋉µN , agissant sur {0,∞} ∪µN comme en 5.1, σ envoie
∏
y,x sur
∏
σy,σx.
C’est le morphisme de groupes [σ]:
∏
→
∏
qui induit sur l’alge`bre de Lie ex 7→ eσx.
D’apre`s 2.10, la meˆme description vaut, sur k, pour le foncteur fibre DR.
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Le groupe Gω 〈MT(O[1/N ])〉 (2.1) agit sur cette structure d’espe`ce 5.8. Nous nous
proposons d’e´tudier cette action.
5.9. La structure 5.8 d’espe`ce 5.6 fournit par oubli une structure d’espe`ce 5.7. Pre´sente´e
comme en 5.7 Remarque (i), c’est la suivante.
(1)ω L’espace vectoriel Q.
(2)ω Une copie
∏
0,0 de
∏
et le
∏
0,0 torseur trivial
∏
, note´
∏
1,0. Le tordu de
∏
0,0 par
ce torseur est une nouvelle copie de
∏
, note´e
∏
1,1.
(3)ωB Les morphismes (5.6.3), pour x = 0 ou 1 sont Q→ L
∧
: 1→ ex.
(3)ωC L’action de µN sur
∏
0,0, donne´e sur l’alge`bre de Lie L
∧
par ex 7→ eξx.
5.10. Soit Hω le sche´ma en groupe des automorphismes de la structure 5.9 d’espe`ce 5.7.
L’action de Hω sur l’espace vectoriel de dimension un (1)
ω est un morphisme
(5.10.1) Hω → Gm.
Soit Vω son noyau. Les graduations fournissent un morphisme de Gm dans Hω. Puisque
(1)ω est en degre´ un, c’est une section de (5.10.1). Elle fait de Hω un produit semi-direct:
(5.10.2) Hω = Gm ⋉ Vω.
L’action de Gω sur la structure 5.9 se factorise par Hω, puisque Hω a e´te´ de´fini
comme le groupe d’automorphismes de re´alisations ω respectant des structures motiviques.
Comparant a` 2.1, on ve´rifie que le morphisme
(5.10.3) Gω = Gm ⋉ Uω → Hω = Gm ⋉ Vω
est compatible aux de´compositions en produits semi-directs.
Proposition 5.11. Notons 1y,x l’e´le´ment neutre de la copie
∏
y,x de
∏
. Avec les notations
de 5.9 et 5.10, le morphisme v 7→ v(11,0) est un isomorphisme de sche´mas de Vω avec
∏
1,0.
Rappelons que pour ξ ∈ µN , [ξ] est l’automorphisme de
∏
qui induit sur l’alge`bre de
Lie ex 7→ eξx. On notera
∏
0,1 le
(∏
1,1,
∏
0,0
)
-bitorseur inverse du
(∏
0,0,
∏
1,1
)
-bitorseur
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∏
1,0. C’est une nouvelle copie
∏
. Pour x, y, z ∈ {0, 1}, on dispose d’une “composition des
chemins”
∏
z,y ×
∏
y,x →
∏
z,x, simplement donne´e par la loi de groupe de
∏
.
Preuve. Soit v dans Vω et posons a := v(11,0).
Puisque Vω agit trivialement sur (1)
ω et respecte (3)ωB, on a dans Lie
∏
00, identifie´ a`
L
∧
(5.11.1) v(e0) = e0 (dans Lie
∏
0,0)
et dans Lie
∏
1,1, e´galement identifie´ a` L
∧
v(e1) = e1 (dans Lie
∏
1,1).
Transformant par v l’identite´(
exp(e1) dans
∏
0,0
)
= 10,1 · (exp(e1) dans
∏
11) · 11,0,
on obtient
v(exp(e1) dans
∏
0,0) = a
−1 exp(e1)a,
qui e´quivaut a`
(5.11.2) v(e1 dans Lie
∏
0,0) = ada−1(e1).
Par e´quivariance, (5.11.2) implique que pour ζ ∈ µN ,
(5.11.3) v(eζ dans Lie
∏
0,0) = ad[ζ]a−1(eζ).
Pour a dans
∏
, notons 〈a〉0 l’automorphisme de
∏
induisant sur l’alge`bre de LieL
∧
l’automorphisme, encore note´ 〈a〉0:
(5.11.4) 〈a〉0 : e0 7−→ e0, eζ 7−→ ad[ζ]a−1(eζ).
Notons 〈a〉1,0 l’automorphisme du sche´ma
∏
(5.11.5) 〈a〉1,0 : g 7−→ a · 〈a〉0 (g).
Les formules (5.11.1) et (5.11.3) montrent que v agit par 〈a〉0 sur
∏
0,0. Sur le
∏
0,0-torseur∏
1,0, v agit par 〈a〉1,0: transformer par v l’identite´ (g dans
∏
1,0) = 11,0 · (g dans
∏
0,0).
Re´ciproquement, quelque soit a dans
∏
, ces formules de´finissent un automorphisme
〈a〉 de la structure 5.9 d’espe`ce 5.7.
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5.12. Si on transporte a` la copie
∏
1,0 de
∏
la loi de groupe de Vω, on obtient une nouvelle
loi de groupe ◦ sur le sche´ma
∏
. Elle est donne´e par
(5.12.1) a ◦ b = a · 〈a〉0 (b).
En effet, 〈b〉1,0 envoie 11,0 ∈
∏
1,0 sur b et 〈a〉1,0 envoie b = 11,0 · b ∈
∏
1,0 sur a · 〈a〉0 (b).
Prenant l’espace tangent a` l’origine, on de´duit de 5.11 un isomorphisme de pro-espaces
vectoriels de LieVω avec L
∧
. Transportons a` L
∧
l’action de LieVω de´duite de l’action de
Vω sur la structure 5.9. De´rivant (5.11.4), on trouve que a ∈ L
∧
agit sur L
∧
= Lie
(∏
0,0
)
par
(5.12.2) ∂a: e0 7−→ 0, eζ 7−→ [−[ζ](a), eζ] .
L’action sur
∏
00 s’en de´duit. Il est clair sur (5.12.2) que ∂e1 = 0. Puisque le centralisateur
de e1 dans L
∧
est re´duit aux multiples de e1 (4.7), le noyau de a 7→ ∂a est re´duit a` Qe1.
Pour e´crire l’action de LieVω = L
∧
tant sur
∏
00 que sur le
∏
00-torseur
∏
1,0, il est
commode de plonger ces sche´mas affines dans le dual de leur alge`bre affine, un sche´ma
provectoriel dont ils sont le sous-sche´ma des e´le´ments groupaux. A la structure de groupe
de
∏
0,0 correspond une structure d’alge`bre sur ce dual, a` celle de
∏
0,0-torseur de
∏
0,1
une structure de module a` droite sous cette alge`bre:∏
0,1 : torseur sous
∏
0,0 , e´le´ments groupaux de
∩ ∩
Q≪ e0, (eζ)≫ : module a` droite sur Q≪ e0, (eζ)≫ .
Si Q[ε] est l’alge`bre des nombres duaux (ε2 = 0), l’action de a ∈ L
∧
= Lie(Vω)
est le coefficient de ε dans l’action du Q[ε]-point 1 + aε de Vω. L’action sur l’alge`bre
Q ≪ e0, (eζ) ≫, duale de O(
∏
0,0), est e0 7→ e0, eζ 7→ (1 + [ζ]aε)
−1eζ(1 + [ζ]aε), et
correspond a` l’action de a par la de´rivation ∂a: e0 → 0, eζ 7→ −[[ζ]a, eζ ]. L’action sur le
module a` droite Q ≪ e0, (eζ) ≫, dual de O(
∏
0,1), est par x 7→ (1 + aε)(x + ∂ax · ε) et
correspond a` l’action de a par
(5.12.3) x 7−→ ax+ ∂ax.
Au crochet de Lie de LieVω correspond un nouveau crochet de Lie { , } sur L
∧
.
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Proposition 5.13. On a
(5.13.1) {a, b} = [a, b] + ∂a(b)− ∂b(a).
Preuve. Ve´rifions d’abord que
(5.13.2) [∂a, ∂b] = ∂[a,b]+∂a(b)−∂b(a).
Puisque, comme ∂a et ∂b, la de´rivation [∂a, ∂b] de L
∧
fixe e0 et est µN -e´quivariante, il suffit
de tester son action sur e1. On a
∂a∂b: e1 7−→ −[b, e1] 7−→ −[∂a(b), e1] + [b, [a, e1]]
∂b∂a: e1 7−→ −[a, e1] 7−→ −[∂b(a), e1] + [a, [b, e1]]
[∂a, ∂b]: e1 7−→ −[∂a(b)− ∂b(a) + [a, b], e1].
Deux me´thodes pour de´duire (5.13.1) de (5.13.2):
a. Le crochet { , } est compatible aux graduations, toutes les constructions faites e´tant
compatibles a` l’action de Gm. Le noyau de l’action de L
∧
= Lie(Vω) sur L
∧
e´tant re´duit
aux multiples de e1, si a et b sont homoge`nes (de degre´ ≥ 1), il re´sulte de (5.13.2) que les
deux membres de (5.13.1) co¨ıncident a` un multiple de e1 pre`s. Etant homoge`ne de degre´
≥ 2, ils co¨ıncident.
b. Testons sur (5.12.3). Si µa est la multiplication a` gauche par a, on a
[µa + ∂a,µb + ∂b] = µ[a,b]+∂ab−∂ba + [∂a, ∂b]
= µ[a,b]+∂ab−∂ba + ∂[a,b]+∂ab−∂ba.
5.14 Remarque. (i) On a
{a, e1} = [a, e1] + ∂a(e1)− ∂e1(a) = [a, e1]− [a, e1] + 0 = 0 :
e1 est dans le centre de (L
∧
, { , }).
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(ii) On prendra garde que l’application exponentielle de Lie Vω dans Vω, identifie´e par 5.11
et 5.12 a` une application de L
∧
dans
∏
, n’est pas l’application exponentielle de L
∧
dans∏
. Il resulte de 5.12.4 que, si µa est la multiplication a` gauche par a, c’est
exp: LieVω → Vω: L
∧
→
∏
⊂ Q≪ e0, (eζ)≫:
a 7−→
∑
(µa + ∂a)
n/n! applique´ a` 1.
Premiers termes:
a+ (a2 + ∂a(a))/2 + (a
3 + 2a · ∂a(a) + ∂a(a) · a+ ∂
2
a(a))/6 + · · ·
Remarque 5.15. Ainsi que la notation le sugge`re, le groupeHω (resp. Vω) est la re´alisation
ω d’un MT(O[1/N ])-sche´ma en groupe H (resp. V ). On peut de´finir H par la proprie´te´
que pour tout foncteur fibre F , F (H) est, fonctoriellement en F , le sche´ma en groupe des
automorphismes de la structure 5.7 correspondante. Il agit sur Q(1), P0,0, et P0,1 et V est
le noyau de l’homomorphisme H → Q(1) donnant l’action de H sur Q(1). Il reste vrai
dans MT(O[1/N ]) que P1,0 est un espace principal homoge`ne sous V .
Comme en 5.10, le groupe G := π(MT(O[1/N ])) s’envoie dans H, et ce morphisme
induit un morphisme
(5.15.1) U → V
de MT(O[1/N ])-sche´mas en groupes. Sa re´alisation ω est induite par (5.10.3).
5.16. Fixons un plongement σ de k dans C, i.e. un isomorphisme de µN (k) avec µN (C).
Le droit chemin du point base 10 de C
∗ − µN vers le point base (−1)1 va par segments
de droite successifs (a) dans l’espace tangent en 0, de 1 a` ε > 0; (b) de ε a` 1 − ε dans
C∗−µN ; (c) de −ε a` −1 dans l’espace tangent a` un. Ce droit chemin a une image dch dans
(P(−1)1,10)σ. Via l’isomorphisme de comparaison compσ,ω, il correspond a` un e´le´ment de
dch(σ) ∈ (P(−1)1,10)ω ⊗ C =
∏
(C) ⊂ C≪ e0, (eζ)ζ∈µN (k) ≫ .
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Les coefficients de dch(σ) sont donne´s par
coefficient de ex1 . . . exn =(5.16.1)
= inte´grale ite´re´e de 0 a` 1 de
dz
z − σ(x1)
· · ·
dz
z − σ(xn)
=
∫ 1
0
(
dz1
z1 − σ(x1)
∫ z1
0
(
dz2
z2 − σ(x2)
· · ·
∫ zn−1
0
dzn
zn − σ(xn)
)
. . .
)
.
Si xn = 0 ou si x1 = 1, l’inte´grale diverge et doit eˆtre re´gularise´e: remplacer les limites
d’inte´gration 0 et 1 par ε et 1− η; l’inte´grale ite´re´e convergente obtenue a pour comporte-
ment asymptotique pour ε, η → 0
Inte´grale ite´re´e = polynoˆme (log ε, log η)
+O(sup(ε| log ε|A, η| log η|B))
pour A and B convenables, et on prend le terme constant du polynoˆme.
Les valeurs multizeta et leur analogue cyclotomique apparaissent quand dans (5.16.1)
on de´veloppe dz/z − ζ en se´rie ge´ome´trique:
dz
z − ζ
=
−ζ−1z
1− ζ−1z
dz
z
= −
∑
n≥ 1
(ζ−1z)n.
dz
z
.
Proposition 5.17. (i) Pour ζ1, . . . , ζm dans µN (k) et des entiers s1, . . . , sm ≥ 1, si s1 6= 1,
le coefficient de es1−10 eζ1 . . . e
sm−1
0 eζm dans dch(σ) est
(−1)m
∑
n1>...>nm>0
σ
(
ζn2−n11 ζ
n3−n2
2 . . . ζ
−nm
m
)
ns11 . . . n
sm
m
(ii) dch(σ) est caracte´rise´ par les proprie´te´s d’eˆtre un e´le´ment groupal (terme constant 1,
et ∆dch(σ) = dch(σ)⊗ dch(σ)) ayant les coefficients (i) et dont les coefficients de e0 et e1
sont nuls.
Notons τ l’application de Gm dans Hω de´finie par les graduations (5.10.2) et 〈g〉
l’e´le´ment de Vω(C) correspondant par 5.11 a` g ∈
∏
(C).
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Proposition 5.18. L’e´le´ment 〈dch(σ)〉 τ(2πi) de Hω(C) transforme les Q-formes (P0,0)ω
et (P1,0)ω de (P0,0)ω ⊗ C et (P1,0)ω ⊗ C en les Q-formes (P0,0)σ et (P1,0)σ.
Preuve. Les e´le´ments de π1(X(C), 10) ont dans
∏
(C) une image rationnelle pour la Q-
forme (P0,0)σ. Ce π1 contient la monodromie locale en 0 et le chemin allant droit pre`s de
1, tournant autour de 1, et revenant. Images: exp(2πi e0) et dch(σ)
−1 exp(2πi e1)dch(σ).
Ce sont les images de exp(e0) et exp(e1) par 〈dch(σ)) τ(2πi). La Q-forme (P0,0)σ est µN -
e´quivariante. Les images des exp(eζ) par 〈dch(σ)〉 τ(2πi) sont donc elles aussi rationnelles.
La pro-alge`bre de Lie L
∧
est l’unique Q-forme de L
∧
C pour laquelle les e0 et eζ sont ra-
tionnels, et
∏
est donc l’unique Q-forme du groupe
∏
C pour laquelle exp(e0) et les exp(eζ)
sont rationnels. Transportant par 〈dch(σ)〉 τ(2πi), on obtient l’assertion pour (P0,0)ω.
Montrons que la Q-forme (P1,0)σ de (P1,0)ω ⊗ C est l’image de la Q-forme (P1,0)ω
par 〈dch(σ)〉 τ(2πi). Ces deux Q-formes sont des (P0,0)σ-torseurs. Il suffit donc de montrer
qu’elles admettent un point rationnel commun. L’image dch(σ) de 1 par 〈dch(σ)〉 τ(2πi)
est en effet dans (P1,0)ω(Q) car image du droit chemin de 10 a` (−1)1.
5.19. Notons encore aσ un e´le´ment de Gω 〈MT(O[1/N ])〉 image d’un e´le´ment
aσ ∈ Gω 〈MT(k)〉 de 2.12, et ι(aσ) son image par 5.10.3 dans Hω. De meˆme pour a
0
σ
(2.12.2). L’e´le´ment ι(aσ) lui-aussi transforme les Q-formes ω de (P00)ω ⊗C et (P1,0)ω ⊗C
en les Q-formes σ. Il existe donc vσ ∈ Hω(Q) tel que
(5.19.1) 〈dch(σ)〉 τ(2πi) = ι(aσ)vσ.
Si comme en (2.12.2) on a choisit aσ de la forme a
0
στ(2πi) avec a
0
σ ∈ Uω(C), tant
〈dch(σ)〉 τ(2πi) que ι(aσ) ont la meˆme projection 2πi dans le quotient Gm de Hω, vσ est
dans Vω(Q) et on peut re´crire (5.19.1) sous les formes
〈dch(σ)〉 = ι(a0σ) · (τ(2πi)vστ(2πi)
−1)(5.19.2)
τ(2πi)−1 〈dch(σ)〉 τ(2πi) = (τ(2πi)−1ι(a0σ)τ(2πi))vσ.(5.19.3)
A ces formules correspondent deux fac¸ons de voir les relations entre les coefficients
(5.17.1) de dch(σ) implique´es par la the´orie motivique.
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La formule (5.19.2) implique que dch(σ) ∈
∏
(C) est contenu dans la sous-varie´te´
alge´brique de´finie sur Q suivante. Soit ι(Uω) ⊂ (
∏
, ◦) le sous-groupe unipotent image de
Uω par (5.10.3). Soit Dσ l’image de la droite de coordonne´e t par t 7→ τ(t)vστ(t)
−1. Cette
application est de´finie en t = 0 car L
∧
est a` degre´s > 0. On a t = 0 7→ e´le´ment neutre. Par
(5.19.2), dch(σ) est contenu dans l’image par le produit ◦ de ι(Uω) et Dσ. Noter que Dσ
peut de´pendre de σ, mais ι(Uω) non.
La formule (5.19.3) sugge`re de conside´rer plutoˆt τ(2πi)−1(dch(σ)), de coefficients con-
vergents donne´s par la formule 5.17 (i), divise´e par (2πi)
∑
si . Les autres coefficients sont
de´duits de ceux-la` par des formules rationnelles. L’e´le´ment τ(2πi)−1(dch(σ)) ∈
∏
(C) est
contenue dans la sous-varie´te´ de´finie sur Q ι(Uω)vσ, une classe late´rale rationnelle pouvant
de´pendre de σ du sous-groupe ι(Uω) de (
∏
, ◦)
5.20. Supposons que N = 1. On a k = Q; σ est unique. Choisissons a0σ re´el (2.12).
Puisque dch(σ) est re´el, (5.12.2) montre que τ(2πi)vστ(2πi)
−1 est re´el. Le logarithme de
vσ est donc purement en degre´ pair, τ(t)vστ(t)
−1 ne de´pend que de t2 et ceci permet de
poser d(t2) := τ(t)vστ(t)
−1.
Regardons
∏
comme l’espace des e´le´ments groupaux de C ≪ e0, e1 ≫. L’alge`bre de
Lie de Uω e´tant en degre´ ≥ 3, les coefficients de dch(σ) et de vσ co¨ıncident en degre´e ≤ 2.
On a
dch(σ) = 1− ζ(2)[e0, e1] + degre´≥ 3
et donc, puisque ζ(2) = −(2πi)2/24,
vσ = 1 +
1
24
[e0, e1] + degre´≥ 3.
Pour g ∈ ι(Uω(C)) et d ∈ Dσ, d = τ(t)vστ(t)
−1, t2 est donc 24 fois le coefficient de
e0e1 dans d, e´gal a` celui de e0e1 dans g ◦ d. Ceci de´termine d a` partir de g ◦ d et
ι(Uω)×Dσ →
(∏
, ◦
)
est un plongement ferme´: l’image est l’ensemble des x ∈
∏
⊂ C≪ e0, e1 ≫ tels que
(5.20.1) x ◦ d (24.coefficient de e0e1 dans x)
−1 ∈ ι(Uω).
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Une variante d’une conjecture de Grothendieck affirme que aσ est Zariski-dense (sur
Q) dans Gω. Si tel est le cas, toutes les relations alge´briques entre les coefficients de dchσ
sont donne´es par 5.20.1.
On observera que les e´quations polynomiales entre les coefficients de dchσ de´duites de
5.20.1 ont les proprie´te´s suivantes.
(a) Homoge´ne´ite´: toute e´quation est somme d’e´quations isobares, pour le poids. Ceci ex-
prime que ι(Uω) ◦Dσ ⊂ Vω est stable sous l’action inte´rieure de Gm ⊂ Hω. En effet, tant
ι(Uω) que Dσ le sont.
(b) Si on ajoute l’e´quation “π2 = 0”, plus pre´cise´ment: “nullite´ du coefficient de e0e1”, on
obtient l’ide´al des e´quations de´finissant le sous-groupe ι(Uω) de (
∏
, 0).
(c) Si on ajoute plutoˆt l’e´quation “π2 = α”, on obtient une classe late´rale de ce groupe.
G. Racinet donne dans sa the`se un syste`me d’e´quations polynomiales ve´rifie´es par les
coefficients de dch(σ) et prouve que ce syste`me ve´rifie (a) et la forme affaiblie suivante de
(b) (c): si on ajoute l’e´quation “π2 = 0”, on obtient un sous-groupe de (
∏
, 0), et si on
ajoute “π2 = α”, on obtient une classe late´rale de ce sous-groupe.
5.21. La situation est similaire pour N = 2, ζ(2) continuant a` jouer le meˆme roˆle que pour
N = 1. Il n’est plus vrai que LieUω est en degre´ ≥ 3, mais on est sauve´ par la compatibilite´
entre les cas N = 1 et N = 2:
Uω 〈MT(Z[1/2])〉 −−−−→ (
∏
pour N = 2, o)y y
Uω 〈MT(Z)〉 −−−−→ (
∏
pour N = 1, o) .
5.22. Pour N ≥ 3, k est totalement complexe. Le coefficient de eζ dans dch(σ) est − log(1−
σ(ζ)) (resp. 0 pour ζ = 1), et le roˆle pre´ce´demment joue´ par le coefficient −ζ(2) de e0e1
est joue´ par la diffe´rence des coefficients de eζ et de eζ−1 , pour ζ ∈ µN outre que ±1. Cette
diffe´rence est un multiple rationnel de 2πi, de´pendant de σ. La courbe Dσ est encore une
droite, parame´tre´e par la difference δcoeff des coefficients de eζ et eζ−1 ,
ι(Uω)×Dσ →
(∏
, ◦
)
63
est un plongement ferme´, et l’image est l’ensemble des x ∈
∏
⊂ C≪ e0, (eα)α∈µN ≫ tels
que
(5.22.1) x ◦ (point de Dσ donne´ par δcoeff(x))
−1 ∈ ι(Uω).
La conjecture de Grothendieck affirme a` nouveau que toutes les relations polynomiales
a` coefficients rationnels entre les coefficients de dch(σ) proviennent de (5.22.1).
Le syste`me d’e´quations polynomiales de´duit de (5.22.1) a encore les proprie´te´s (a),
(b), (c) de 5.20, avec “π2” remplace´ par “2πi ” (plus pre´cise´ment, par la diffe´rence des
coefficients de eζ et eζ−1), et Racinet a obtenu pour tout N des re´sultats semblables a` ceux
mentionne´s en 5.20.
5.23. Permettons a` nouveau a` N d’eˆtre un quelconque entier ≥ 1. Puisque dch(σ) est
un e´le´ment groupal de C ≪ e0, (eα)α∈µN ≫, le produit de deux coefficients de dch(σ)
est combinaison line´aire a` coefficients rationnels de coefficients, de sorte que connaˆıtre les
relations line´aires entre les coefficients suffit pour connaˆıtre les relations polynomiales entre
eux.
The´ore`me 5.24. Soit dn la dimension en degre´ n de l’image de ι: LieUω → LieVω
(5.10.3). Soit A l’alge`bre de polynoˆmes gradue´e engendre´e sur Q par dn ge´ne´rateurs degre´
n, et par un ge´ne´rateur additionnel t0 en degre´ 1 (resp. 2 si N = 1 ou 2).
Il existe un homomorphisme ϕσ de A dans C, envoyant t0 sur 2πi (resp. π
2 si N = 1
ou 2), tel que les coefficients de monoˆmes de degre´ d dans dchσ soient contenus dans
ϕσ (partie de degre´ d de A).
Preuve. On prend simplement pour A l’alge`bre affine de ι(Uω) × Dσ. Elle a la structure
dite d’alge`bre gradue´e, la fonction “coefficient d’un monoˆme de degre´ d” est de degre´ d, et
dch(σ) est un point de Spec(A) a` valeurs dans C, i.e. un homomorphisme ϕσ de A dans
C. Le ge´ne´rateur t0 est la coordonne´e de Dσ, convenablement normalise´e.
Corollaire 5.25. Soit Dn la dimension du Q-espace vectoriel engendre´ par les coefficients
des monomes de degre´ n dans dch(σ). Le se´rie ge´ne´ratrice
∑
Dnt
n est terme a` terme
64
majore´e par la suivante:
(i) Pour N = 1: 1/(1− t2 − t3).
(ii) N = 2: 1/(1− t− t2).
(iii) Pour N ≥ 3 ayant ν facteurs premiers: 1/
(
1−
(
ϕ(N)
2 + (ν − 1)
)
t+ (ν − 1)t2
)
, ou`
ϕ est l’indicateur d’Euler |(Z/NZ)∗|.
Preuve. La se´rie majorante est la se´rie ge´ne´ratrice des dimensions des composantes ho-
moge`nes de l’alge`bre gradue´e de polynoˆme construite comme l’alge`bre A de 5.25, mais en
partant de Lie(Uω) plutoˆt que d’un quotient. En effet, cette se´rie est le produit de
1
1−t
(resp 11−t2 si N = 1 ou 2) par la se´rie ge´ne´ratrice pour l’alge`bre enveloppante de Lie(U)
gr
ω .
Cette dernie`re est une alge`bre associative libre. Se´rie ge´ne´ratrice:
∑
f(t)n = 1/(1− f(t)),
avec
f(t) =
ϕ(N)
2
t
1− t
+ (ν − 1)t
(resp. f(t) = t3/1− t2 si N = 1, t/1− t2 si N = 2). Le calcul final est laisse´ au lecteur.
Remarque 5.26. Pour N = 1, nous retrouvons ainsi le re´sultat de Terasoma (2002).
Terasoma conside`re un groupe de cohomologie relative, correspondant a` un motif de Tate
mixte sur Z qui est sans doute le suivant: dans l’alge`bre affine de 1P0, prendre la partie
de poids ≤ 2n, puis les coinvariants de la monodromie locale en 0 et 1, agissant a` droite
(resp. gauche) sur P1,0. Comme la noˆtre, sa preuve repose sur 1.6.
5.27. La conjonction de (a) toute relation Q-line´aire entre les coefficients de dch(σ) est
somme de relations isobares (b) la borne 5.25 est atteinte e´quivaut a` la conjonction de (c)
la conjecture de Grothendieck que aσ est Q-Zariski dense dans Uω, et (d) l’injectivite´ de
ι: Uω → Vω. La condition (d) est en ge´ne´ral fausse. Elle est vraie pour N = 2, 3 ou 4 et
on ignore si elle est vraie pour N = 1.
Pour obtenir une estimation raisonable, il faudrait connaˆıtre la dimension des com-
posantes gradue´es l’image de LieUω dans LieVω. On ne connaˆıt ces dimensions que pour
N = 2, 3, 4. La question plus inte´ressante serait de de´terminer non seulement ces dimen-
sions, mais encore l’image elle-meˆme de LieUω. On ne sait le faire dans aucun cas.
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5.28. Il serait tre`s inte´ressant de disposer pour les motifs de Tate mixtes de re´alisations
cristallines qui, applique´es aux espaces de chemins motiviques, fournissent les re´alisations
conside´re´es en Deligne (1989).
Dans le cas de motifs de Tate mixtes M sur Z[1/D], on veut, pour chaque nombre
premier p premier a` D, un automorphisme dit de Frobenius
Fp: Mσ ⊗Qp →Mσ ⊗Qp.
Cet automorphisme est l’action d’un e´le´ment canonique de Gω(Qp), pour
Gω = Gω 〈MT(Z[1/D])〉 .
Sur Q(1)σ ⊗Qp, Fp est la multiplication par 1/p.
Pour N = 1 ou 2, on a k = Q et, pour p premier a` N , on disposerait donc de F−1p de
la forme
F−1p = ϕpτ(p) ∈ Gω(Qp)
et de l’image ι(ϕp) de ϕp dans Vω(Qp). Plongeons comme d’habitude Vω(Qp) dans
Qp ≪ e0, e1 ≫, pour N = 1, ou Qp ≪ e0, e1, e−1 ≫, pour N = 2. Les coefficients de
ι(ϕp) semblent eˆtre des analogues p-adiques des valeurs multizeˆta (cf Deligne (1989) 3.4).
D’apre`s 5.20, on s’attend a` ce qu’ils ve´rifient toutes les identite´s satisfaites par les coeffi-
cients de dch(σ), ainsi que “π2 = 0” (nullite´ du coefficient de e0e1). Le formalisme cristallin
espe´re´ prouverait en tout cas les identite´s de´duites de (5.20.1), et de “π2 = 0”.
Il serait inte´ressant aussi de disposer pour ces coefficients d’expressions p-adiques qui
rendent claires qu’ils ve´rifient des identite´s du type
coeff(en−10 e1)coeff(e
m−1
0 e1) =
coeff(en−10 e1e
m−1
0 e1) + coeff(e
m−1
0 e1e
n−1
0 )
+ coeff(en+m−10 )e1),
qui pour dch(σ) expriment que
∑ 1
kn
.
∑ 1
ℓm
=
∑
k>ℓ
1
kn
1
ℓm
+
∑
ℓ>k
1
kn
1
ℓm
+
∑ 1
kn+m
.
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Pour N ≥ 3, le plus commode est de se rappeller que, meˆme si les points de µN ne sont
de´finis que sur k, X = A∗ − µN est de´fini sur Q, de sorte que π1(X, 0) et P1,0(X) sont
de fac¸on naturelle des MAT(k/Q)-sche´mas. La re´alisation de de Rham de Lieπ1(X, 0) est
une Q-forme L
∧
DR de L
∧
⊗̂k: les invariants de Gal(k/Q) agissant sur k et permutant les
eζ (ζ ∈ µN ). Pour p ∤ N , la the´orie cristalline fournit un automorphisme de L
∧
DR et du
exp(L
∧
DR)-torseur P1,0(X)DR.
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6. Profondeur.
6.1. Avec les notations de 5.1, pour tout point base x, l’inclusion de X dans A∗ induit un
morphisme du groupe fondamental motivique de X dans celui, Q(1), de A∗. On de´finit la
filtration par la profondeur D de π1(X, x) par
D0π1(X, x) := π1(X, x)(6.1.1)
D1π1(X, x) := Ker(π1(X, x)→ π1(A
∗, x)
et, pour n≥ 1,
Dnπ1(X, x) :=le n
ie`me groupe de la
se´rie centrale descendante de D1π1(X, x).
On filtre de meˆme les alge`bres de Lie:
(6.1.2) DnLieπ1(X, x) = LieD
nπ1(X, x).
Si on pousse le π1(X, x)-torseur Py,x par π1 → π1/D
n, les Py,x/D
n obtenus forment
un groupo¨ıde quotient du groupo¨ıde des Py,x.
Appliquons A.10, A.11. La filtration par la profondeur induit une filtration de l’alge`bre
enveloppante comple´te´e U∧Lieπ1(X, x) ainsi que de l’alge`bre affine O(π1(X, x)), qui en est
duale. Elle induit aussi une filtration sur les alge`bres affines des torseurs Py,x. L’alge`bre
affine du quotient π1(X, x)/D
n+1 de π1(X, x) est la sous-alge`bre de l’alge`bre affine de
π1(X, x) engendre´e par D
−nO(π1(X, x)). De meˆme pour les Py,x.
6.2. En re´alisation ω, l’alge`bre de Lie de π1(X, x) est L
∧
(5.8), le comple´te´ de l’alge`bre
de Lie libre L engendre´e par e0 et les eζ (ζ ∈ µN ). La filtration de profondeur est de´duite
la graduation par le degre´ en les eζ , appele´ le D-degre´. Cette graduation est compatible
a` la graduation provenant de celle de ω pour laquelle e0 et les eζ sont de degre´ un et
est µN -e´quivariante. Elle se propage aux alge`bres enveloppantes, aux alge`bres affines et
aux alge`bres affines des torseurs triviaux (Py,x)ω. L’action correspondante ρD de Gm pour
laquelle ρD(λ) fixe e0 et transforme eζ en λeζ sera appelle´e action “D-degre´”.
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On prendra garde que les filtrations D sont motiviques et stables par l’automorphisme
u 7→ u−1 de X , mais que le D-degre´ est de´fini seulement en re´alisation ω et n’est pas stable
par u 7→ u−1. L’automorphisme de L∧ induit par u 7→ u−1 e´change e0, qui est homoge`ne
de D-degre´ 0, et e∞ = −e0 −
∑
eζ , qui ne l’est pas.
6.3. Le MT(O[1/N ])-sche´ma en groupe V de 5.15 agit sur P0,0 et P1,0. On de´finit la
filtrationD de LieV par la condition queDpLieV soit maximal tel que l’action de LieV sur
O(P0,0) et O(P0,1) envoie D
pLieV ⊗DqO(P0,0) dans D
p+qO(P0,0) et D
pLieV ⊗DqO(P1,0)
dans Dp+qO(P1,0).
Passons a` la re´alisation ω, ou` Vω s’identifie a` (
∏
, ◦) agissant sur les copies
∏
0 et
∏
1,0
de
∏
par g 7→ 〈g〉0 et 〈g〉1,0.
Proposition 6.4. L’action “D-degre´” ρD de Gm sur
∏
respecte les actions 〈g〉0 et 〈g〉10
de (
∏
, ◦) sur
∏
. Elle respecte donc la loi de groupe ◦ sur
∏
et le crochet { , } de L∧.
L’action 〈g〉0 de g ∈
∏
sur le groupe
∏
est caracte´rise´e par les proprie´te´s de commuter
a` l’action de µN sur
∏
, de fixer exp(e0) et d’envoyer exp(e1) sur g
−1 exp(e1)g. Son conjugue´
par ρD(λ) commute encore a` µN , fixe exp(e0) et envoie exp(λe1) sur
ρD(λ)(g)
−1 exp(λe1)ρD(λ)(g). Cette dernie`re proprie´te´ e´quivaut a` envoyer exp(e1) sur
ρD(λ)(g)
−1 exp(e1)ρD(λ)(g): ρD(λ) conjugue 〈g〉0 en 〈ρD(λ)(g)〉0. Conjugant 〈g〉10 : x 7→
g 〈g〉0 (x) par ρD(λ), on en de´duit que ρD(λ) transforme 〈g〉10 en 〈ρD(λ)(g)〉10.
6.5. Puisque l’action de LieVω = (L
∧, { , }) sur O(P1,0)ω est fide`le, il re´sulte de 6.4 que
la filtration D de LieVω co¨ıncide avec la filtration D de L
∧ de´duite de la graduation par
le D-degre´ de L. En particulier, D0LieVω = LieVω.
Transportons a` Vω l’action “D-degre´” ρD de Gm sur (
∏
, ◦). Cette action gradue
Lie(Vω), son alge`bre enveloppante universelle comple´te´e et l’alge`bre affine O(Vω). Les fil-
trations correspondantes co¨ıncident avec celles de´finie par la filtration D de LieVω par les
DpLieVω. Il en re´sulte que l’isomorphisme de sche´mas de Vω avec
∏
induit un isomor-
phisme de Vω/D
pVω avec
∏
/Dp
∏
, les alge`bres affines des quotients e´tant dans les deux
cas les sous-alge`bres engendre´es par D−p des alge`bres affines (A.10). Plus pre´cise´ment,
l’action de Vω sur
∏
10 fait de
∏
10 un espace principal homoge`ne sous Vω, trivialise´ par
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110 fixe sous ρD, et induit une action principale homoge`ne de Vω/D
pVω sur
∏
10 /D
p.
Inde´pendamment du foncteur fibre, il reste vrai que l’action de V sur P0,0 et P1,0 induit
une action de V/DpV sur P0,0/D
p et P1,0/D
p, et que P1,0/D
p est un espace principal
homoge`ne sous V/DpV .
Proposition 6.6. Le morphisme 5.15 de U dans V se factorise par D1V .
Le quotient D1V/D2 e´tant abe´lien, ce morphisme induit
(6.6.1) Uab → D1V/D2V.
Preuve. D’apre`s 6.5, il suffit de ve´rifier que U agit trivialement sur P1,0/D
1, le Q(1)-
torseur des chemins, dans A∗, de 10 a` 1. En effet, Pµ,λ0 (A
∗) est canoniquement isomorphe
a` Pµ,λ(A
∗), et, faisant λ = µ, on voit que P1,0/D
1 est le Q(1)-torseur trivial, sur lequel U
agit trivialement.
6.7. Nous nous proposons de montrer que (6.6.1) est injectif et de calculer son image.
Noter que l’action de U sur Uab, ainsi que l’action de U sur D1V/D2V (de´duite de l’action
inte´rieure de V sur lui-meˆme), sont triviales. Les deux membres de (6.6.1) sont donc des
produits de sche´mas en groupe vectoriels Q(n), et le passage a` la re´alisation ω ne perd
aucune information.
En re´alisation ω, le noyau D1L de Lib(e0, (eζ)) → Lib(e0): e0 7→ e0, eζ 7→ 0, est,
pour le crochet [ ], l’alge`bre de Lie libre engendre´e par les (ad e0)
n(eζ) (n≥ 0, ζ ∈ µN ),
de D-degre´ 1. Le quotient D1L/D2L a donc pour base les images des (ad e0)
n(eζ), ad e0
e´tant pris au sens du crochet [ , ].
Notons En la composante de poids −2n de D1L/D2L, de base les images des
(ad e0)
n−1(eζ). Le quotient Gr
1
D(L
∧) est le produit des En. Quand n sera fixe´, nous e´crisons
simplement E pour En, et Eζ pour la base des (ad e0)
n−1(eζ).
Fixons un plongement complexe σ de k. L’e´le´ment dch(σ) de Vω(C) ⊂ C≪ e0, (eζ)≫
a un coefficient de e0 nul (5.17). Il est donc dans D
1Vω(C). Calculons sa projection dans
D1Vω/D
2Vω, d’alge`bre de Lie D
1L∧/D2L∧. Pour
x =
∑
λn,ζ(ade0)
n−1(eζ) + termes de D-degre´ ≥ 2,
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l’exponentielle de x dans Vω =
∏
est donne´e par 5.14 (ii). On a
exp(x) = 1 + x+ termes de D-degre´ ≥ 2,
et λn,ζ est donc le coefficient de e
n−1
0 eζ dans x.
D’apre`s 5.17, la projection de dch(σ) dans D1Vω/D
2Vω est donc l’exponentielle de
l’e´le´ment
dch1(σ) =
∑
n,ζ
(∑
m
σ(ζ−m)
mn
)
(ad e0)
n−1(eζ)
de son alge`bre de Lie
∏
En. Pour n = 1, ζ = 1, la somme sur m diverge et est a` remplacer
par 0.
Identifions Uab et D1V/D2V a` leurs alge`bre de Lie par l’application exponentielle et
projetons sur Uab et D1V/D2V . On obtient qu’il existe aσ dans u
ab
ω ⊗̂C ve´rifiant
Image de aσ dans
(
LieD1Vω/D
2Vω =
∏
E
n
)
⊗̂C(6.7.1)
= dch1(σ)+ e´le´ment de
∏
(2πi)nEn.
Notons I l’image de Lie Uω dans Lie Vω. La filtration D de Lie V induit une filtration
D de I. On prendra garde que l’action “D-degre´” de Gm sur LieVω n’a aucune raison de
respecter I (et en fait ne respecte pas I).
The´ore`me 6.8. (i) Le morphisme (6.6.1) est injectif; il induit donc un isomorphisme
de uabω avec I/D
2I.
(ii) En re´alisation ω et en poids −2n, l’image dans E := En de ωn(u
ab) est le sous-espace
E
+
distr des
∑
xζEζ ve´rifiant la relation de parite´
(6.8.1) xζ−1 = (−1)
n−1xζ
et la relation de distribution de poids n − 1 (resp. de distribution troue´e si n = 1): si
N =Md avec d≥ 1 et que ηM = 1, on a
(6.8.2) xη =
1
dn−1
∑
ζd=η
xζ
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(resp. x1 = 0 et (6.8.2) seulement pour η 6= 1 si n = 1).
Remarque 6.9 (i). La relation de parite´ (6.8.1) est la relation (6.8.2) pour d = −1.
(ii) Le Q-espace vectoriel E+distr est muni de formes line´aires x 7→ xζ ve´rifiant les
relations de parite´ et de distribution de 6.8 (ii), et est universel pour cette proprie´te´. Son
dual D+distr est muni d’une application µN → D
+
distr ve´rifiant les meˆmes identite´s, et est
universel pour cette proprie´te´: c’est l’espace dans lequel prend ses valeurs la distribution
de poids n− 1 (resp. troue´e si n = 1) de parite´ (−1)n−1 universelle.
6.10 Preuve de 6.8. Pour σ un plongement complexe de k, posons
(6.10.1) dσ :=
∑
ζ
∑
m
σ(ζ−m)
mn
Eζ .
Pour n = 1, le coefficient, divergent, de E1 est a` remplacer par ze´ro.
D’apre`s 6.7.1, il existe aσ dans l’image de ωn(u
ab) tel que
(6.10.2) dσ ≡ aσ (mod (2πi)
n
E).
Cas n = 1. Fixons σ et identifions k a` son image dans C par σ. En particulier, e´crivons ζ
pour σζ. Avec cette notation, (6.10.1) se re´crit
(dσ)ζ = − log(1− ζ).
D’apre`s (2.3.1), ωn(u
ab) est le dual de ON [1/N ]
∗ ⊗ Q. Si O+N est la partie re´elle de
ON , c’est encore le dual de O
+
N [1/N ]
∗ ⊗Q. Soit F son image dans E.
Puisque aσ est dans FC, sa partie re´elle est dans FR. Prenant la partie re´elle de (6.10.2),
on obtient que
−
∑
log |1− ζ| Eζ
est dans FR.
D’apre`s un the´ore`me de Bass (1966) (cf. Washington (1997) 8.9 et 12.18), ON [1/N ]
∗⊗
Q, muni de ζ 7→ 1 − ζ (resp. 1 si ζ = 1) est la distribution troue´e paire universelle sur
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µN . Puisque O
+
M [1/N ]
∗ ⊗ Q ∼−→ON [1/N ]
∗ ⊗Q, l’application x 7→ log |x| est injective sur
ON [1/N ]
∗/torsion et il n’y a donc d’autres relations rationnelles entre les log |1 − ζ| que
celles de´duites de (6.8.1) et (6.8.2). L’image F contient donc E+distr. Puisque E
+
distr a le
meˆme rang que O∗N [1/N ]
∗ ⊗Q, (i) et (ii) en re´sultent.
Cas n > 1. Soit F l’image de ωn ∗ (u
ab) dans E. Prenant, selon la parite´ de n, la partie
re´elle ou la partie imaginaire de (6.10.2), on obtient que pour tout σ
dσ + (−1)
n−1d¯σ
est dans FC. Il re´sulte de (6.10.1) et des identite´s
∑
ζd=η
ζm =
{
0 si d ∤ m
dηm/d si d | m
ζ−1 = ζ¯
que les dσ + (−1)
n−1d¯σ sont dans (E
+
distr)C.
Lemme 6.11. Le sous-espace W de EC engendre´ par les dσ±(−1)
n−1d¯σ est de dimension
au moins e´gale au nombre de caracte`res de (Z/NZ)∗ de parite´ (−1)n−1.
De´duisons 6.8 de 6.11. La borne infe´rieure 6.11 pour la dimension de W co¨ıncide tant
avec la dimension de ω(uab)n (2.3.1) qu’avec la dimension de E
+
distr (Kubert (1979) App.).
Puisque W est contenu dans l’image complexifie´e FC, W est e´gal a` cette image, (6.1.1) est
injectif. De meˆme, puisque S est contenu dans (E+distr)C, on a e´galite´, prouvant 6.8.
Preuve de 6.11. On peut supposer que k = Q(exp(2πi/N)) ⊂ C. On identifie l’ensemble
des plongements complexes de k a` (Z/N)∗ par ζ 7→ ζa, et µN a` Z/N par b 7→ exp(2πi b/N).
Avec ces notations, W est l’image de l’application
F : C(Z/N)
∗
→ CZ/N
de matrice ∑
m
exp(−2πi abm)
mn
+ (−1)n−1
exp(−2πi abm)
mn
.
73
Il nous faut minorer le rang de F . Il sera plus commode de conside´rer l’application trans-
pose´e tF . Les applications F et tF sont e´quivariantes, pour les actions ex 7→ e
−1
ax et
ex 7→ eax de (Z/N)
∗ sur les deux membres, et il suffit de ve´rifier que pour tout caracte`re χ
de (Z/N)∗ de parite´ (−1)n−1, la χ-partie de tF est non nulle. SoientM le diviseur de N tel
que χ provienne d’un caracte`re primitif χ0 de (Z/M)
∗, et prolongeant χ0 par 0 sur Z/M .
Ve´rifions que l’image par tF du vecteur (χ0(b))b∈Z/N est non nulle. Prenant la composante
a = 1, on se rame`ne a` ve´rifier que
∑
b,m
exp(2πi bm).χ0(b)
mn
6= 0
C’est en effet N/M fois le produit de la somme de Gauß
∑
exp(2πi b)χ0(b) (somme sur
(Z/M)∗) par L(χ0, n).
Remarque 6.12. L’argument utilise´ pour n > 1, utilisant tous les plongements complexes
et (6.10.2) modulo (2πi)nE ⊗ R plutoˆt qu’un seul plongement et (6.10.2) modulo 2πiE,
s’applique aussi pour n = 1 si N n’a qu’un seul facteur premier. Dans ce cas en effet,
l’application re´gulateur de O∗N [1/N ] dans R
m, m le nombre de places a` l’infini, a un noyau
fini et une image discre`te.
Remarque 6.13. Combinant les re´sultats de cet article avec ceux de Goncharov (2001),
on obtient imme´diatement l’analogue motivique de re´sultats de loc. cit. sur les alge`bres de
Lie de Galois: remplacer syste´matiquement l’alge`bre de Lie de Galois gℓN par Im(LieUω →
LieVω) (voir 10.5.3) qui est son analogue motivique, et travailler sur Q plutoˆt que Qℓ.
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Appendice. Rappels sur les groupes alge´briques unipotents.
Dans tout cet appendice, nous supposons eˆtre en caracte´ristique ze´ro.
A.1. En caracte´ristique ze´ro, le the´ore`me de Poincare´-Birkhoff-Witt peut eˆtre e´nonce´
comme suit. Pour L une alge`bre de Lie sur K, soit ϕn: Sym
nL→ UL le produit syme´trise´,
de la puissance symme´trique nie`me de L dans l’alge`bre enveloppante de L. Pour x dans L,
il envoie xn ∈ SymnL sur xn ∈ UL. Le morphisme d’espaces vectoriels
(A.1.1) ϕ∗: Sym
∗
L→ UL
est un isomorphisme de coge`bres. Il transforme la filtration croissante de Sym∗L par les
⊕
n≤ p
SymnL en la filtration de UL par les images des ⊕
n≤ p
⊗nL.
Sous cette forme, le the´ore`me est valable dans toute cate´gorie tensorielle (de car-
acte´ristique 0) pseudo-abe´lienne (pour donner un sens a` Symn) qui admet des sommes
de´nombrables. Le cas qui nous inte´resse est celui des espaces vectoriels filtre´s. Soit L une
alge`bre de Lie munie d’une filtration de´croissante F . La filtration correspondante de UL
est caracte´rise´e par la proprie´te´ qu’une filtration sur un L-module M est compatible a`
la filtration de L si et seulement si elle l’est a` celle de UL. La version cate´gorique de
Poincare´-Birkhoff-Witt implique la compatibilite´ de (A.1.1) aux filtrations.
Une filtration F sur un L-module M est compatible la filtration centrale descendante
Z de L, si et seulement si les F pM sont des sous-modules et que L agit trivialement sur
les GrpFM . La filtration de UL induite par le filtration Z de L est donc la filtration par les
puissances de l’ide´al d’augmentation I. Par compatibilite´ de (A.1.1) aux filtrations, on a
Corollaire A.2. Si l’alge`bre de Lie L, de se´rie centrale descendante Z, est nilpotente de
classe c (Zc+1 = 0), alors, si on identifie Sym∗L et UL par (A.1.1), on a
(A.2.1) In ⊃ ⊕
p≥n
SympL ⊃ Inc
Notons U
∧
L le comple´te´ I-adique de UL.
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Corollaire A.3. Si l’alge`bre de Lie L est nilpotente, l’isomorphisme (A.1.1) induit par
comple´tion un isomorphisme d’espace vectoriels
(A.3.1)
∏
n≥ 0
SymnL→ U
∧
L.
L’isomorphisme (A.3.1) est compatible aux topologies des deux membres. A gauche,
la topologie est la topologie produit (d’espaces discrets). A droite, celle de limite projective
des (espaces discrets) UL/In.
A.4. Le foncteur “alge`bre de Lie” est une e´quivalence de la cate´gorie des groupes alge´briques
unipotents avec celle des alge`bres de Lie nilpotentes de dimension finie. De plus, le fonc-
teur ρ 7→ dρ est une e´quivalence de la cate´gorie des repre´sentations line´aires (de dimension
finie) de V , suppose´ unipotent, avec celle des repre´sentations nilpotentes de son alge`bre de
Lie v.
On dispose d’une application exponentielle
(A.4.1) exp: v→ V
caracte´rise´e par la proprie´te´ que pour toute repre´sentation line´aire ρ de V , on ait
(A.4.2) ρ(exp(x)) = exp(dρ(x)).
C’est un isomorphisme de v, muni de la loi de groupe de Campbell-Hausdorff, avec V .
A.5. Soit V un groupe alge´brique unipotent d’alge`bre de Lie v. L’alge`bre enveloppante Uv
est l’alge`bre des ope´rateurs diffe´rentiels sur V invariants par translations a` gauche. Comme
coge`bre, c’est le dual topologique du comple´te´ de l’anneau local de V en 1. L’application
exponentielle (A.4.1) induit un isomorphisme de la coge`bre Uv avec la coge`bre Sym∗v des
ope´rateurs diffe´rentiels en 0 sur l’espace affine v.
Par re´duction au cas ou` v est de dimension un, on ve´rifie que cet isomorphisme envoie
xn ∈ Symnv sur xn ∈ Uv. C’est donc l’isomorphisme (A.1.1). Pour l’espace affine v,
l’alge`bre affine de v est le dual topologique de la coge`bre comple´te´e
∏
n>0
Symnv. Appliquant
A3, on obtient:
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Proposition A.6. L’alge`bre affine de V est le dual topologique de la coge`bre Uv, comple´te´e
pour la topologie I-adique.
Dualement, le dual (muni de la topologie faible) de l’alge`bre affine de V est U
∧
v. Les
points de V a` valeurs dans une alge`bre A (homomorphismes de l’alge`bre affine dans A)
sont les e´le´ments groupaux g de A⊗̂U
∧
v: les e´le´ments d’augmentation 1 tels que ∆g =
g⊗ g. Compatibilite´s: l’application exponentielle (A.4.1) est l’exponentielle, de A⊗ g dans
V (A) ⊂ A⊗̂U
∧
v. La loi de groupe est le produit dans U
∧
v.
A.7. Un sche´ma en groupe affine G est la limite projective de ses quotients Gα qui sont
des groupes alge´briques. Il y a lieu de de´finir son alge`bre de Lie Lie(G) comme e´tant
la pro-alge`bre de Lie limite projective des Lie(Gα). De fac¸on e´quivalente, c’est la limite
projective des Lie(Gα), qui sont de dimension finie, munie de sa topologie de limite pro-
jective d’espaces discrets. C’est le dual de la limite inductive colim(Lie(Gα)
∨), muni de sa
topologie faible.
A.8. Un sche´ma en groupe affine G est pro-unipotent s’il est limite projective de groupes
alge´briques unipotents, i.e. si les Gα de A.7 sont unipotents. On de´finit l’alge`bre envelop-
pante comple´te´e U
∧
Lie(G) de Lie(G) par
U
∧
LieG = limαU
∧
Lie(Gα) = limα,n U(Lie(Gα))/I
n,
cette limite e´tant munie de sa topologie de limite projective. Avec ces de´finitions, A.6 reste
valable, comme on le ve´rifie par passage aux limites.
A.9. Cas particulier. Soit Lib((xi)i∈I) l’alge`bre de Lie libre sur K engendre´e par une
famille finie de ge´ne´rateurs xi. Notons-la simplement Lib. Son alge`bre enveloppante est
l’alge`bre associative libre K 〈(xi)i∈I〉.
Soit Lib
∧
le comple´te´ de Lib pour la filtration centrale descendante. C’est l’alge`bre de
Lie du sche´ma en groupe pro-unipotent
exp(Lib
∧
) = lim exp(Lib/Zn).
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Son alge`bre enveloppante comple´te´e est l’alge`bre des se´ries formelles associatives K 〈〈(xi)〉〉.
Les points de exp(Lib
∧
) a` valeurs dans une K-alge`bre A sont les e´le´ments groupaux
g de K 〈〈(xi)〉〉: terme constant 1 et ∆g = g ⊗ g, ∆ e´tant le coproduit K 〈〈(xi)〉〉 →
K 〈〈(xi)〉〉 ⊗̂K 〈〈(xi)〉〉 tel que ∆xi = xi ⊗ 1 + 1⊗ xi.
A.10. Soit v l’alge`bre de Lie d’un groupe alge´brique nilpotent V , et soit D une filtration
de´croissante finie de l’alge`bre de Lie v, telle queD0(v) = v. On notera encoreD la filtration
de V par les sous-groupes d’alge`bres de Lie les Dpv. Puisque [Dpv, Dqv] ⊂ Dp+qv, ce sont
des sous-groupes distingue´s, et pour p≥ 1, DpV/Dp+1V est abe´lien.
On notera encore D les filtrations induites sur Uv, U
∧
v et son dual O(V ). La filtration
n 7→ D−nO(V ) de O(V ) est croissante, et D1O(V ) = 0.
Pour v muni du crochet nul, exp(v, crochet 0) est le sche´ma pro-vectoriel v.
Par A.1, l’application exponentielle exp: v→ V respecte les filtrations D des alge`bres
affines. Par re´duction au cas line´aire, on en de´duit que l’alge`bre affine de V/Dn+1V est la
sous-alge`bre de O(V ) engendre´e par D−nO(V ). En particulier, D0O(V ) est l’alge`bre affine
de V/D1V .
Si M est une repre´sentation de V , les conditions suivantes sur une filtration F de M
sont e´quivalentes:
compatiblite´ a` D sur v: Dpv ⊗ F qM → F p+qM ,
compatibilite´ a` D sur Uv: DpUv ⊗ F qM → F p+qM ,
compatibilite´ a` D sur O(V ): F pM →
∑
D−rO(V )⊗ F p+rM
La filtration D de O(V ) est stable par translations a` gauche et a` droite. Si P est un
V -torseur, elle fournit encore une filtration D sur l’alge`bre affine O(P ) de P .
A.11 Fonctorialite´s. (i) Soient v1 une sous-alge`bre de Lie de v (resp. un quotient)
et V1 le sous-groupe (resp. quotient) correspondant de V . Notons D1 la filtration de v1
induite par (resp. quotient de) la filtration D de v, et les filtrations qui s’en de´duisent
sur Sym∗v1, Uv1, U
∧
v1 et O(V1). La puissance symme´trique Sym
n(v1) est un sous-espace
(resp. quotient) de Symn(v), et sa filtration D1 est induite par (resp. quotient de) la
filtration D de Symn(v). Il re´sulte de A.1 que la meˆme assertion vaut pour Uv1 et U
∧
v1 et
78
que dualement, la filtration D1 du quotient (resp. sous-espace) O(V1) de O(V ) est quotient
de (resp. induite par) la filtration D de O(V ).
(ii) Supposons que la filtration D de v provienne d’une graduation v = ⊕
n≥ 0
vn. Cette
graduation se propage a` Sym∗(v), Uv, U
∧
v et O(V ). Pour U
∧
v, “graduation” et a` prendre
au sens de “de´composition en produit” plutoˆt que “de´composition en somme”. La filtration
D de Symn(v) provient de la graduation de Symn(v). Par A.1, la meˆme assertion vaut
pour Uv, U
∧
v et O(V ).
(iii) Par passage a` la limite, A.10 et A.11 restent valable dans le cas pro-unipotent.
A.12 Exemples. (i) Prenons l’alge`bre de Lie pro-unipotente Lib
∧
de A.9, et la filtration
centrale descendante Z. Elle provient de la graduation pour laquelle les xi sont de degre´ 1.
Chaque monoˆme m en les xi de´finit sur exp(Lib
∧
) ⊂ k 〈〈(xi〉〉 une fonction cm “coefficient
de m dans g”, et l’alge`bre affine a pour base les cm. Le produit est le produit de me´lange.
Le degre´ de cm est l’oppose´ de celui de m.
(ii) Parmi les ge´ne´rateurs xi, distinguons en un, note´ x0, et posons I = {0} ∐ J . On a
Lib := Lib((xi)i∈I) = k.x0 ⋉ Lib((adx0)
n(xj), (n≥ 0, j ∈ J)).
Soit D la filtration de Lib pour laquelle Dp est, pour p≥ 1, la se´rie centrale descendante
du second facteur. La filtration D provient de la graduation pour laquelle x0 est de degre´
0 et les xj (j ∈ J) de degre´ 1. Comple´tant cette filtration, on obtient une filtration, encore
note´e D, de Lib
∧
. La filtration correspondante de l’alge`bre affine
O(exp(Lib
∧
))
est de´duite de la graduation pour laquelle le degre´ de cm est l’oppose´ du degre´ du monoˆme
m en les xj (j ∈ J).
A.13. Soit G un groupe alge´brique produit semi-direct du groupe multiplicatif Gm par
un groupe alge´brique unipotent V , d’alge`bre de Lie v. L’action de Gm sur v gradue cette
alge`bre de Lie; sur vn, λ ∈ Gm agit par multiplication par λ
n.
Supposons v a` degre´s > 0. Le foncteur ρ 7→ dρ est alors une e´quivalence de la cate´gorie
des repre´sentations line´aires de G avec celle des espaces vectoriels gradue´s E, muni d’une
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action compatible aux graduations de l’alge`bre de Lie v. La graduation de E donne l’action
de Gm et l’action de v, automatiquement nilpotente, donne celle de V .
Notons k(a) l’espace vectoriel k place´ en degre´ a. Pour a < b, une extension de k(a)
par k(b) dans la cate´gorie des repre´sentations de G est donne´e par un homomorphisme
v → Hom(k(a), k(b)), i.e. par un e´le´ment du dual de la partie homoge`ne de degree´ b − a
de vab := v/[v,v]:
(A.13.1) Ext1Rep(G)(k(a), k(b)) = (v
ab)b−a
∨.
A.14. Soit G un sche´ma en groupes produit semi-direct de Gm par V pro-unipotent.
Ecrivons-le comme limite projective de quotients par des sous-groupes distingue´s contenus
dans V :
G = Gm ⋉ V = lim Gm ⋉ Vα.
Supposons les alge`bres de Lie gradue´es vα des Vα (A.13) a` degre´ > 0. Passant a` la
limite, on de´duit de (A.13.1) que
(A.14.1) Ext1Rep(G)(k(a), k(b)) = colim(v
ab
α )b−a
∨.
Supposons en outre que pour tout,
dim Ext1(k(0), k(n)) <∞.
Les limites projectives (A.14.1) sont alors stationnaires et, puisque si on rele`ve dans les
(vα)n des bases des (v
ab
α )n, on obtient un syste`me ge´ne´rateur de vα, la dimension de
(vα)n est, pour chaque n, borne´e inde´pendamment de n. On notera vgr l’alge`bre de Lie
gradue´e de composantes homoge`nes les limites projectives (stationnaires) des composantes
homoge`nes des vα. Passant a` la limite dans A.13, on obtient:
Proposition A.15. Sous les hypothe`ses de A.14: G = Gm ⋉ V , Lie V a` degre´s > 0,
Ext1Rep(G)(k(0), k(n)) de dimension finie, le foncteur ρ 7→ dρ est une e´quivalence de la
cate´gorie des repre´sentations de G avec celle des espaces vectoriels gradue´s munis d’une
action de l’alge`bre de Lie gradue´e vgr. On a
Ext1Rep(G)(k(0), k(n)) = (v
ab
gr )
∨
n.
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