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Abstract
The growing interest in microfluidics in the last two decades has resulted in new and exciting ways
in which to drive microfluidic flows. A simple and powerful flow actuation method involves the use
of acoustically excited microbubbles. For ease of manufacture and flow control, setups have largely
focused on microbubbles of semi-cylindrical shape, attached to a wall of the microchannel. The
application of an ultrasound field drives oscillations of the bubble interface, which then become
rectified into strong secondary steady currents in the fluid, termed “streaming”. While several re-
searchers have used such setups in experiments, a theoretical quantification of the bubble streaming
flows, crucial for the systematic design of practical microfluidics applications, has lagged behind.
In the first part of the dissertation, we resolve both the primary oscillatory and secondary
steady flow components. We begin by developing an asymptotic theory describing the oscillatory
response of the bubble to the applied acoustic field. We show that the presence of viscous boundary
layers and pinned contact lines at the walls (i) strongly couples volume oscillations of the bubble to
shape oscillations of the interface, and (ii) results in much wider surface-mode frequency resonance
peaks than is nominally predicted by potential flow theory. The oscillatory dynamics then feed
into a calculation of the secondary flow, which rigorously accounts for boundary layers over the
bubble and the wall. We show that the two-dimensional steady vortical streaming flows observed
in experiment are governed at low frequencies by surface mode dynamics, but undergo a reversal of
orientation at higher frequencies, where volume oscillations dominate. The theory therefore connects
the oscillatory dynamics to the steady streaming, reproducing the entire spectrum of steady flow
patterns observed in experiments, with no adjustable parameters.
The 2D theory is then modified to include 3D flow effects, in the light of recent collaborative
experimental measurements. We show that these flows arise due to the axial confinement of the
bubble by no-slip walls, and can be modeled by a perturbation of the 2D streaming solutions
ii
by additional (axial) Stokes solutions. The 3D theory explains the experimentally observed flow
kinematics over a wide range of time scales, showing that the 2D trajectories typically observed in
experiments are in fact sections of a higher three-dimensional flow structure that becomes apparent
only on much longer time scales. We then develop a Hamiltonian formalism that governs the long
time 3D motion and is applicable to any perturbed 2D flow under confinement.
Having now systematically developed a theoretical description of the flow field, the second part
of the dissertation deals with its application to practically useful situations in microfluidics. We first
analyze the micromixing between two fluid streams continuously transported through the channel by
a Poiseuille flow, whose mixing properties are enhanced by an array of acoustically excited bubbles
located at the channel walls. We argue that in order to achieve exponentially fast fluid mixing,
it is necessary to introduce a temporal modulation in the flow field, achieved here through a duty
cycling of the streaming flow (i.e., of the driving ultrasound). It is then shown using numerical
simulations that the mixing is optimized at specific duty cycles that can be understood from global
transport properties of the Poiseuille flow and the streaming vortices, thus forming the first protocol
for open-flow mixing that is optimized from first principles.
Finally, we analyze the motion of rigid spherical microparticles within streaming flows, with the
intention of designing a size-sensitive sorting device. We show that assuming a short-range hard-core
interaction to prevent penetration of particle and bubble surfaces is sufficient to explain a drift of
particles across streamlines close to the bubble. This drift ultimately results in the size-dependent
sorting behavior observed in experiments, provided that 3D flow effects are properly accounted for.
iii
To my grandfather, a man I deeply admire.
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Chapter 1
Introduction
1.1 Microfluidics
In a broad sense, microfluidics refers to the control and manipulation of fluid flows at length scales
that range from 100 nm to 1 mm. In current usage, the term applies primarily to applications
involving fluid flows in micron-scale flow geometries that are designed in order to carry out specific
engineering or scientific tasks [24]. Microfluidics has a wide range of engineering applications from
micromanufacturing processes to biomedical engineering and microfluidic fuel cells, as well as more
fundamental scientific uses, such as the study of the biomechanics of DNA and swimming micro-
organisms [4, 12, 24, 124]. The wide range of applications is complemented by the low cost of
manufacture (thanks to techniques borrowed from the electronics industry), making microfluidics
an attractive and practical flow actuation method.
From a technical standpoint, microfluidic flows are characterized by the dominance of surface
forces, which scale as L2 (L being some characteristic length scale), over body forces, which scale
as L3 [12, 24, 99]. At the same time, the length scales are large enough that continuum descriptions
of physical phenomena are still applicable. This in contrast to nanofluidics, which deals with
flows over nanometer length scales, where (i) continuum models of matter may not adequately
describe observed physical phenomena and (ii) thermal fluctuations or quantum phenomena may
be important [16, 95]. This places microfluidics in a distinct position where classical physical
descriptions are still applicable, but with very different effects compared to macroscopic flows,
affording fluid control by exploiting surface tension, electromagnetic and acoustic fields, optical
forces, etc.
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bubble
piezoelectric transducer
(a) (b)
Figure 1.1 (a) Schematic of experimental set-up showing a bubble of semi-cylindrical shape trapped
in a side channel of a main microfluidic channel. A piezoelectric transducer mounted on the same
substrate as the device establishes an ultrasound pressure field (typically 10 - 100 kHz) which ex-
cites oscillations of the bubble interface. (b) Experimental image showing a section of the channel
perpendicular to the axis of the bubble (dark semicircular outline), with dashed blue arrows indi-
cating the fast oscillatory motion of its interface. The primary oscillatory motion is rectified into
secondary steady currents (streaming), typically confined to planes parallel to the bubble axis and
visualized here using tracer particles (1 µm diameter). The orientation of the streaming is indicated
by solid black arrows.
1.2 Acoustically driven microbubbles as flow actuators
The excitation of an oscillatory flow in a viscous fluid gives rise to steady secondary currents, termed
in general as “streaming”. Such secondary flows may be actuated either by the propagation of sound
through a medium, or by the oscillations of a boundary relative to its surrounding fluid, and are
driven by non-zero Reynolds stresses due to the inertia of the fluid oscillation [30, 46, 47, 86].
A simple and robust method of driving streaming in microfluidic devices is through the acoustic
excitation of microbubbles that have been positioned at walls of the device. The bubble undergoes
both shape and volume oscillations in response to the ultrasound, establishing boundary layers that
ultimately drive steady streaming in the entire bulk of the medium [90, 110, 112]. Such setups have
been used with a great degree of success in several practical applications such as particle trapping
[51, 87, 110], size-selective particle sorting [110, 111], microfluidic mixing [2, 44, 112], and shear
force actuation [55].
Due to the ease of flow control and manufacture using lithography techniques, experimental
designs have focused in recent years on two-dimensional geometries, where the bubble has a semi-
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cylindrical shape and is sessile on the wall of the device [90, 112]. Figure 1.1(a) shows a schematic
of the setup, indicating the outline of the bubble and figure 1.1(b) depicts the steady streaming
as viewed in a cross-sectional plane perpendicular to its axis. It has been shown that these setups
drive flows that appear to be confined to planes perpendicular to the bubble axis over timescales
of practical interest in several applications [110, 111]. While such setups have been successfully
employed in applications, their design has to a large extent been empirically driven, due to an
absence of a theory connecting the applied ultrasound (frequency and amplitude) to the interface
oscillations, and ultimately the steady secondary flow [2, 33, 44, 120].
1.3 Organization of the dissertation
The dissertation is broadly divided into two parts. In the first part of the dissertation (chapters 2–4)
we develop of a rigorous asymptotic theory of the steady streaming due to a sessile microbubble of
semi-cylindrical shape, in the limit of small oscillation amplitude. The asymptotic framework has
two main advantages over direct numerical simulations in such flows. First, it provides fundamental
physical insights into the mechanisms of flow excitation, and second, it is a versatile general formal-
ism applicable to wide range of practical scenarios. In the second part of the dissertation (chapters
5 and 6), we demonstrate the practical utility of the asymptotic flow theory by applying it directly
to two practical applications of general interest in microfluidics: particle sorting and manipulation,
and microfluidic mixing. The contents of the individual chapters are summarized below.
In Chapter 2, we describe the two-dimensional oscillation dynamics of a sessile semicylindrical
bubble in response to an applied driving frequency. We show here that the interface may be
described as a multi-mode linear oscillator, whose mode spectrum is governed by two physical
parameters: a dimensionless frequency, and a dimensionless damping parameter. In Chapter 3,
we build on the results of the previous chapter and develop an asymptotic theory of the two-
dimensional steady streaming, providing quantitative predictions for the flow fields over a wide
range of driving frequencies. Chapter 1 and 2 therefore complete a self-consistent 2D description
of both primary (oscillatory) and secondary (steady) flow fields, which agree quantitatively with
experimental measurements.
Chapter 4 revisits the assumptions of two-dimensional streaming theory, motivated by Astig-
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matism Particle Tracking Velocimetry (APTV) experiments, which show that while the 2D flow
description is accurate at intermediate time scales (typically ∼ 100 ms), three-dimensional effects
are important on both shorter (∼ 1 ms) and longer (∼ 1000 ms) time scales. We argue that these
effects are excited due to the presence of axially confining walls, and show that a superposition of
the 2D streaming theory with additional axial Stokes solutions accounts for both of these effects. We
then develop a general Hamiltonian description of the long-time motion with broader applicability
to flow superpositions in confined geometries outside of streaming phenomena.
Having developed a description of the flow field over a wide range of time scales, we focus in
the next two chapters on practical applications. In Chapter 5, we address the problem of open-flow
(continuous throughput) mixing, where we seek to achieve exponentially fast mixing by using an
array of microbubbles in the microchannel. Using the theoretical streaming solutions, we show
here that global transport properties of the streaming enable the identification of flow modulation
strategies that maximize the rate of mixing of the fluid as it flows through the channel. In Chapter
6, we study the transport of finite-sized microparticles under a superposition of streaming and
Poiseuille flows, focusing on the use of microbubbles for the continuous size-dependent sorting of
microparticles. We advance a geometric argument which allows us to predict the deflection of
particles, and show that the 3D flow effects are important in the quantitative description of sorting
process.
1.4 Key Accomplishments
The key accomplishments of the research are organized into separate projects. Each project repre-
sents both a set of related technical ideas as well as a key step in furthering the understanding of
microbubble streaming and its applications.
• Asymptotic theory of two-dimensional oscillation dynamics and streaming: We
develop here, for the first time, a rigorous self-consistent theory of steady microbubble stream-
ing, using only properties of the acoustic driving field as inputs. Focusing on microbubbles
of semi-cylindrical shape, we (i) first resolve the oscillation dynamics of the bubble interface
in response to applied pressure, which (ii) then feed into a theory of the secondary steady
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streaming. Both the primary (oscillatory) and secondary (steady) flow components fully re-
solve leading order boundary layer effects over rigid walls (no-slip) and the bubble interface
(stress-free), using only the driving frequency and damping parameter as inputs.
• Three-dimensional effects under confinement: We show here that axial confinement of
the bubble modifies the 2D steady streaming, resulting in 3D fluid motion, modeled through
a superposition of the 2D streaming theory with axial Stokes flow solutions. The 3D theory
provides qualitative agreement with experimental observations, and also predicts 3D flow
effects in streaming due to oscillating rigid cylinders in microfluidic environments. We develop
a Hamiltonian theory of the topology and kinematics of such 3D flows, valid more generally
for arbitrary perturbations of 2D flows under confinement. This forms the first quantitative
description of three-dimensional flow effects in streaming flows in any system.
• Continuous throughput micromixing: We study optimal mixing protocols in bubble-
based micromixers with continuous throughput, using a superposition of bubble streaming
and a Poiseuille transport flow. We show first that in the limit of zero diffusion, a modulation
of the flow is necessary to achieve rapid (exponentially fast) mixing, which is achieved here
using a duty cycling of the streaming flow. We identify optimum duty cycling protocols using
numerical simulations, which can be understood theoretically using global transport properties
of the streaming and Poiseuille flows. The study builds towards a more systematic design of
open flow micromixers that is based on simple transport properties of the flows involved.
• Particle trajectories and size-dependent sorting: We quantify the behavior of finite-
sized microparticles near the bubble in the presence of transport (Poiseuille) flow for a fast,
size-based sorting of microparticles. In order to achieve size-sensitive sorting of particles,
differential (size-dependent) motion of particles across fluid streamlines is in general required.
We argue that such a differential motion may be explained in part by assuming short range
hard-core interactions (contact forces) between particle and bubble surfaces, but that a purely
2D flow description underpredicts the extent of sorting observed in experiments. Ultimately,
we show that 3D effects play an important role in the sorting process, and are able to accurately
quantify the sorting properties of experimental microbubble-based sorting devices.
5
Chapter 2
Oscillatory response of cylindrical
bubbles
In this chapter1, we develop a theoretical description of the interfacial oscillations of a semicylindrical
bubble in contact with a side-wall of a microfludiic device. As the streaming flow patterns are
caused by oscillations of microbubbles in contact with walls of the set-up, an understanding of
the bubble dynamics is crucial. Here we characterize the oscillation modes and the frequency
response spectrum of such cylindrical bubbles, driven by a spatially uniform temporally oscillating
pressure field resulting from ultrasound in the range of 1 kHz <∼ f <∼ 100 kHz. We find that (i) the
appearance of 2D streaming flow patterns is governed by the relative amplitudes of bubble azimuthal
surface modes (normalized by the volume response), (ii) distinct, robust resonance patterns occur
independent of details of the set-up, and (iii) the position and width of the resonance peaks can
be understood using an asymptotic theory approach. This theory describes, for the first time, the
shape oscillations of a pinned cylindrical bubble at a wall and gives insight into necessary mode
couplings that shape the response spectrum. We then briefly explore some modifications of the
flow due to changes in geometry; specifically we explore (i) the effect of the channel height on the
oscillatory flow field, and (ii) the effect of the rest shape of the bubble on its oscillation dynamics.
2.1 Introduction
The use of acoustic waves ranging from audible frequency to ultrasound in microfluidic environ-
ments (denoted by the term acoustofluidics) has enabled versatile manipulation of fluid, as well as
of micro/nano-sized objects such as particles, bubbles, and cells [22]. Ultrasound standing waves in
the MHz range have been used to trap and separate cell/particles [37] through acoustic radiation
forces, which can move the suspended particles/cells to different lateral positions within a laminar
1This chapter is partly adapted from Wang et al. [112].
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stream. Surface acoustic waves (SAWs) of order 100 MHz, which actuate on the fluid as a whole,
have demonstrated several practical applications as well, with examples including cell and droplet
sorting [20, 21], free surface liquid pumping [122], and concentration of particles [103]. The operation
frequency range of the above mentioned methods must be high enough to have acoustic wavelengths
comparable to the length scale of cell/particle or microdevices, or to generate momentum flux to
move the liquid directly. The potentially undesirable effects are the relatively high power consump-
tion and temperature rise due to heat generation, which may be a concern for biological samples
sensitive to temperature. In addition, they both require precise fabrication, such as arrangements
of interdigitated structures [20, 21, 103].
Acoustic streaming, a classical phenomenon of driving fluid using sound, has found many useful
applications at the microscale over the last decade. As pointed out by other researchers [22, 85, 86], a
distinction must be made between two general types of streaming: one being a result of attenuation
of energy into the fluid during sound propagation (e.g. “quartz wind”), and the second being
due to the Reynolds stresses within a thin boundary layer (known as boundary-induced steady
streaming). The former type of acoustic streaming needs to operate in the MHz range to drive
steady currents in water [68]. By contrast, boundary steady streaming can be used at a much
lower driving frequency to generate steady flows [49, 55]. While it is possible to integrate vibrating
suspended microstructures [40, 41] into a micro-device to induce streaming, such an approach is
usually very complex in microfabrication. An alternative way is to induce fluid oscillation over solid
objects [50, 51], which is often limited by the low oscillation frequency and small streaming velocity.
Ultrasound-driven oscillating microbubbles serve as excellent actuators to induce microscale
steady streaming, offering several advantages such as simple manufacture, easy integration into
microfluidic system, and large oscillatory amplitude and thus larger streaming velocity. Protruding
air pockets can form spontaneously from indentations in 3D [55, 56, 65, 88] or from blind side
channels in 2D set-ups [1, 73, 110, 111], see figure 2.1. A commercially available piezoelectric
transducer can be easily glued anywhere on the substrate to provide excitation, as the direction of
acoustic waves is immaterial, in contrast to standing wave or SAW techniques. The compressibility
of the bubble enables interface oscillations of large amplitude a with  >∼ 0.05, where a is the bubble
radius. In the last few years, many microfluidic applications based on bubble streaming have been
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developed, including mixing enhancement [1, 114], particle sorting and switching [73, 110], and
particle focusing and enrichment [111].
However, a fundamental understanding of microbubble streaming flow lags behind experimental
progress. While general theories exist for streaming induced by oscillatory flow over no-slip surfaces
[70], or for bubble-induced streaming in bulk fluid [11, 47], the particular situation in practical de-
vices (figure 2.1) is complicated by the combination of (i) the no-stress bubble boundary condition,
(ii) the deformability of the bubble interface, (iii) the contact line between the bubble interface and
the wall, and (iv) the necessity of matching the oscillatory boundary layers around the bubble and
at the wall. Elder [17] in his pioneering work already described the rich and complex flow patterns
from a 3D oscillating hemispherical bubble attached to a wall, submerged in liquids of different vis-
cosities. Tho et al. reported experimental investigations of flow fields from 3D hemispherical bubbles
confined between two plane walls [106]; in this geometry, qualitative and semiquantitative descrip-
tions emerged [56, 57], but without accounting for the problems (iii) and (iv) above. In contrast
to these studies, microfluidic devices often have 2D planar geometry due to the lithography-based
microfabrication technique, so that 2D microbubbles (menisci) are more commonly encountered in
practical microfluidics applications [1, 73, 110, 111, 121].
Here, we study the oscillations of a 2D bubble sandwiched between two plane walls (figure 2.1)
and attached to a solid side wall under different driving frequencies, as well as the flow patterns
arising from the bubble dynamics. The secondary steady streaming flow is the time-averaged
result of the interaction of first order oscillatory flows, which in turn are caused by the oscillating
bubble. The bubble oscillation dynamics coupled with the oscillatory flow field are computed using
a matched asymptotic expansions, and are compared with experimental data of interface shape,
obtained by high-speed imaging.
2.2 Experimental setup and motivation
We briefly describe the experimental setup used here and in subsequent chapters; the setup is similar
to the ones previously described [110, 111], schematically shown in figure 2.1. The microfluidic
channel is made of Polydimethylsiloxane (PDMS) using soft lithography [62], and is then bonded at
the substrate slide (either glass or polystyrene). The microfluidic device has a main channel with
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Figure 2.1 Schematic of experimental set-up (not to scale): (a) and (b) show the side view and top
view; (c) a perspective view of the semicylindrical bubble; (d) a snapshot of the undisturbed bubble
(scale bar is 50µm); (e) coordinate system used to measure the bubble shape.
a depth of D = 100µm and height in the image plane of H = 1000µm, and a side channel with a
opening of w ≈ 80µm wide (figure 2.1(b)). The introduction of an aqueous glycerol solution (23%
glycerol by weight) into the main channel through a syringe pump (via inlets of the channel) traps
an air bubble of approximately semi-cylindrical shape in the side channel, protruding into the main
channel (figure 2.1(c)). The bubble therefore has a nominal radius a ≈ w/2 ≈ 40µm, and an axis
that spans the entire depth D of the channel.
A piezoelectric transducer glued to the glass slide provides ultrasonic excitation of the bubble,
using sinusoidal signals of frequency f = 1 − 100 kHz. Streak photographs of the streaming are
obtained by superposition of typically 1000 successive images at a frame rate of 1000 fps. To study
the dynamics of the bubble interface, we capture images at 100,000 fps and with an exposure time
of 1µs (figure 2.1(d)).
We focus in this chapter on quantifying the high-speed oscillations of the interface. We will
show that information about the bubble motion in the radial-azimuthal plane (figure 2.1(e)) is
sufficient to explain its behavior, i.e., oscillations in the direction of the axis of the cylindrical
bubble have negligible effect and both the bubble surface oscillations and the resulting flow fields
can be understood as two-dimensional dynamics in the radial-azimuthal plane. Below, we present
both experimental evidence and theoretical justification for this treatment of the problem as an
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oscillating 2D bubble.
The shape of the initially undisturbed bubble is in general described by r0(θ) ≡ r(θ, t = 0),
where r(θ, t) is the instantaneous bubble shape during excitation, measured in polar coordinates
from an origin at the center of the side channel opening, as shown in figure 2.1(e). The θ-dependent
amplitude of the bubble is then characterized by
∆r(θ, t) = r(θ, t)− r0(θ).
Since the camera frame rate is comparable to the oscillation frequency, we chose it so that
information about the oscillation dynamics can be reconstructed stroboscopically [112]. For linear
oscillations of the bubble, the interface oscillation frequency is equal to the driving frequency (we
show that this is true both from experimental data and theoretical modeling). For the purpose of
analysis, it is useful to decompose ∆r(θ, t) into a Fourier series
∆r(θ, t) = a
∑
n=0
an cos(2nθ) sin(ωt+ φn), (2.1)
where ω = 2pif is the angular frequency. an are then the dimensionless mode amplitudes, and φn
the phase angles. The decomposition into cosines is suggested by the symmetry of the interface and
the presence of the wall, and can be directly used to infer the oscillatory flow field, as we show in
following section 2.4.
2.2.1 Frequency response of interface shape and streaming
To motivate the theoretical discussion of the interface dynamics and the streaming, we briefly sum-
marize some key experimental findings. First, it is important to note that in a practical situation,
the experimenter has no control over the shape of the bubble. Rather, the interface oscillation
shape is determined as a part of a dynamical response to the applied ultrasound field. For a driving
frequency of f = 20 kHz, the wavelength of the ultrasound, assuming that the speed of sound
in water is c ≈ 1500 ms−1 is approx λultrasound = c/f ≈ 7.5 cm, much greater than the typical
height of microbubbles in microfluidic devices (∼ 50µm). On the scale of the bubble, the applied
ultrasound takes the form of an approximately spatially uniform, temporally oscillating pressure
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Figure 2.2 The upper row (a–d) shows bubble streaming flow patterns at different driving fre-
quencies, with arrows indicating the orientations of the vortices. The lower row shows outlines of
oscillatory bubble superposed over one cycle at different frequencies: (e) 9.6 kHz, (f) 20.6 kHz, (g)
48.6 kHz and (h) 100.3 kHz.
field.
For a free bubble (a bubble suspended in bulk fluid) driven by such a time-varying pressure,
only radially uniform volume oscillations (the monopole oscillation mode) is excited effectively, and
is done so separately from any shape modes. This is however not the case for a bubble located at a
side channel opening, where shape and volume modes have to be excited together to accommodate
pinning of the contact line. A range of interface oscillations shapes may therefore be accessed as a
function of the frequency of the driving ultrasound, as shown in figure 2.2(e)–(h). Shape oscillations
of the interface drive oscillatory motion of the fluid, which becomes rectified into a steady streaming,
which is then also frequency dependent, see figure 2.2(a)–(d).
In general, these is a succession of steady flow patterns, as shown in figure 2.2. At lower
frequencies (figure 2.2(a)–(b)), there are two symmetric vortices above the bubble, drawing liquid
towards the bubble and pushing liquid upwards along the pole of the bubble. We denote this pair
as “fountain” vortices or loops. This flow pattern has been described as the “generic” streaming
pattern near an interface, both in the present 2D set-up [1, 110] and (as an analogous toroidal
vortex loop) for 3D hemispherical bubbles [17, 55, 56]. As f increases in our set-up, a second pair
of vortices is observed to appear, with orientation opposite (“anti-fountain”) to the first pair (see
figure 2.2(d)). With even higher driving frequencies, the anti-fountain vortices dominate over the
fountain vortices (see figure 2.2(d)), reversing the far-field flow pattern.
Two questions arise naturally from the experimental observations of figure 2.2: (i) how are the
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interface oscillation shapes determined, and (ii) how are the interface oscillation dynamics connected
to the steady secondary flows that are of practical interest? We answer both of these questions in
this chapter and the next by developing a rigorous perturbation theory that takes into account
(i) the moving interface, (ii) boundary conditions at both the bubble and the walls, and (iii) the
dynamic response of the bubble to the applied ultrasound.
2.3 General theoretical formalism for primary and secondary flows
We first describe the well-established general theoretical formalism for primary (oscillatory) and
secondary (steady) components of the flow, valid for small amplitude oscillations of a compact
object [86]. For a fluid of density ρ and kinematic viscosity ν, the Navier–Stokes equations for
incompressible flow are
∂u
∂t
+ (u · ∇)u = −∇p
ρ
+ ν∇2u, (2.2)
∇ · u = 0, (2.3)
wher u(x, t) is the velocity field, p(x, t) the pressure.
Now consider the excitation of the fluid through the oscillatory motion of a compact object of
characteristic size a, oscillating at a frequency f . The kinematic condition at the surface of the
object induces an oscillatory motion of the surrounding fluid. If the dimensionless amplitude of
oscillation relative to the size of the object is , then the characteristic oscillatory flow speed is
U0 = aω, (2.4)
where ω = 2pif is the angular frequency. Using a, ω−1 and U0 as characteristic length, time and
velocity scales, and ρaωU0 as the characteristic pressure scale, the dimensionless Navier–Stokes
equations read
∂u
∂t
+ (u · ∇)u = −∇p+ δ
2
2
∇2u, (2.5)
∇ · u = 0, (2.6)
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where
δ ≡
√
2ν
a2ω
. (2.7)
Here δ may be interpreted as a dimensionless boundary layer thickness, and will play an important
role in the subsequent analysis.
In most practical applications, the amplitude of oscillations is small compared to the size of
the compact object, i.e.   1. The equations may be solved by means of a regular asymptotic
expansion of the dimensionless flow field in powers of :
u(x, t) = u0(x, t) + u1(x, t) + ... (2.8)
The pressure field follows a similar expansion. In typical microfluidics applications, the boundary
layer thickness is also usually small due to the high frequencies used (in the kHz - MHz range). If
we assume that the following inequality holds:
 δ  1, (2.9)
the flow can be solved for by means of two linear systems for u0 and u1, readily obtained by inserting
(2.8) into (2.5). The primary flow is governed by
∂u0
∂t
= −∇p0 + δ
2
2
∇2u0, (2.10)
∇ · u = 0, (2.11)
and the secondary flow by
∂u1
∂t
+∇p1 − δ
2
2
∇2u1 = −(u0 · ∇)u0, (2.12)
∇ · u1 = 0, (2.13)
For a purely oscillatory forcing, the primary flow field u0 is oscillatory at the driving angular
frequency ω, and therefore has zero time average over a cycle of the oscillatory motion. The
secondary flow u1 however contains in general both steady and oscillatory contributions due to the
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forcing term, which is quadratic in u0. The governing equations for the steady part of the secondary
Eulerian flow field are obtained by a time average of (2.12), and are
δ2
2
∇2 〈u1〉 − ∇ 〈p1〉 = −〈(u0 · ∇)u0〉 , (2.14)
∇ · 〈u1〉 = 0, (2.15)
where 〈·〉 ≡ (2pi)−1 ∫ 2pi0 dt denotes the time average. Note that the steady component of the flow is
governed by an inhomogeneous Stokes equation (the inertia of u1 is unimportant), with the forcing
term determined only by the inertia of the oscillatory flow. We will commonly refer to this forcing
as the “Reynolds stress term”; formally u0 · ∇u0 is proportional to the divergence of the Reynolds
stress tensor, given in dimensional units as R = ρU20u0u0.
In most practical applications, one is interested in the time averaged Lagrangian motion of the
fluid through the unsteady velocity field u(x, t). It is relatively straightforward to show that to
the order of accuracy that is retained in the flow description, the time averaged Lagrangian fluid
motion due to u(x, t) is equivalent to advection through the steady velocity field
U(x) = 〈u1〉+ ud, (2.16)
where
ud(x) ≡
〈(∫
u0dt · ∇
)
u0
〉
(2.17)
is called the Stokes drift [46, 81, 86]. This Lagrangian fluid motion is the quantity that is in practice
referred to as “streaming” and is quadratic in the oscillation amplitude (as are 〈u1〉 and ud). Note
that the Stokes drift is identically divergence free (∇ · ud = 0), making the Lagrangian streaming
also divergence free (∇ ·U = 0). The time averaged Lagrangian fluid motion is therefore governed
by a steady incompressible velocity field; this is a useful property of the streaming which is exploited
in subsequent chapters.
The characteristic velocity scale of the streaming is
Us = 
2aω = U0, (2.18)
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with a characteristic streaming Reynolds number
Res ≡ Usa/ν = 22/δ2  1.
Streaming flows for which Res  1 are typically referred to as Reyleigh–Nyborg–Westerwelt (RNW)
streaming (this is equivalent to the condition   δ), and are easily accessed in microfluidics. If
this condition is violated, the convective inertia of the secondary flow is not negligible, requiring
the governing equations for the secondary flow to be modified [84, 86, 101].
2.4 Theory of cylindrical bubble oscillations
The flow patterns and their symmetries depend on the resonance structure of the bubble shape
oscillations. The resonance behavior of free bubbles has long been known [38, 75], and other work has
treated oscillations of hemispherical droplets[52, 108], and hemispherical bubbles on solid supports
[18]. In many microfluidic devices, as in ours, the bubble is confined by two parallel supporting
walls to which it is attached via large contact areas, thus assuming a cylindrical symmetry (it is
verified experimentally that these contact areas are immobile). It is additionally pinned to rigid
walls by means of two contact lines that span the depth of the bubble along the z-axis (figure 2.3a).
This practically relevant case, i.e., that of a bubble whose interface is part of a cylinder, attached to
a wall along contact lines, has not previously been treated. We will see that the resonance features
of the bubble oscillation can be understood within an asymptotic theory framework that accounts
for the coupling of azimuthal modes through the boundary conditions.
We consider here an idealization of the experimental set-up: a cylindrical bubble of radius a
confined between parallel plates of distance D, and pinned to a wall by means of two contact lines,
as shown in figure 2.3. We will assume that this wall is smooth, rigid, and no-slip, and that the
contact lines between the bubble surface and the wall remain stationary. A polar coordinate system
coaxial with the bubble is used, with the walls at θ = 0 and θ = pi. We consider the situation
where the surface of the bubble undergoes oscillations at a single angular frequency ω with a
characteristic dimensionless amplitude , producing a characteristic oscillatory velocity U0 = aω
of the surrounding fluid.
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zFigure 2.3 (a) Geometry of the cylindrical bubble confined between plates a distance D apart. (b)
Coordinate system of the 2D geometry used in the calculation of bubble oscillations.
For   1, the flow, to leading order, is described by the linearized Navier–Stokes equations,
and being driven by surface oscillations of the bubble, shares the same angular frequency ω. For
the purpose of analysis, we first neglect axial oscillations of the bubble surface, and assume that
the bubble is initially semi-cylindrical. Using a and ω to normalize length and time respectively,
the shape of the oscillating interface is given in general by
R(θ, t) = 1− ieitζ(θ), (2.19)
where only the real part of any equality is physically meaningful, and ζ(θ) is some complex function
of O(1) magnitude.
Within the two-dimensional description, it is useful to introduce a dimensionless stream function
ψ(r, θ, t) (written in units of U0a) that gives the components of velocity in the plane
ur = r
−1∂ψ/∂θ, and uθ = −∂ψ/∂r,
or more generally as u = ∇× (ψzˆ). The stream function is a useful mathematical tool for 2D flows
that we will continue to use through the dissertation. We will show in chapter 4 that it is also useful
in understanding 3D fluid motion in confined geometries.
In the present chapter, we consider only the primary oscillatory components of the flow, cor-
responding to (2.10). Formally, we are interested in the leading order flow ψ0 in an asymptotic
expansion of ψ in powers of  analogous to (2.8): ψ ∼ ψ0 + ψ1. For notational convenience, we
16
drop the subscript 0 for the remainder of this chapter.
The governing equation for ψ is the linearized form of the 2D vorticity equation — the curl of
the (2.10) — which may be written as
(
∂
∂t
− δ
2
2
∇2
)
∇2ψ = 0. (2.20)
If it is assumed that the time dependence of all oscillatory quantities is proportional to eit (the
system is linear to first approximation), the governing equation for ψ becomes
(∇2 − α2)∇2ψ = 0, (2.21)
where α = (1 + i)/δ, with δ = a−1
√
2ν/ω being the Stokes boundary layer thickness.
We assume that the bubble interface R(θ, t) = 1−iζ(θ)eit is impermeable and stress-free. These
boundary conditions may be imposed, to leading order in , at the mean position of the bubble (cf.
appendix A) and read

1
r
∂ψ
∂θ
= R˙ =  ζ(θ)eit
∂2ψ
∂r2
− 1
r
∂ψ
∂r
− 1
r2
∂2ψ
∂θ2
= 0
 on r = 1. (2.22)
In addition, the flow must be no-slip on the rigid walls at θ = 0 and θ = pi, given by
1
r
∂ψ
∂θ
=
∂ψ
∂r
= 0 on θ = 0 on θ = pi. (2.23)
Separable solutions to (2.21) of azimuthal wave number k are readily obtained as
ψk(r, θ) = ψˆk(r) exp(ikθ) e
it =
(
Ck
rk
+DkKk(αr)
)
exp(ikθ) eit, (2.24)
where k may assume any complex value with a non-negative real part. The corresponding bubble
shape ζ is given by the kinematic boundary condition, as
ζk(r, θ) = ζˆk(r) exp(ikθ) e
it , where ζˆk(r) = ikψˆk(r) . (2.25)
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The modified Bessel function of the second kind Kk(αr) is an exponentially decaying vortical
solution that persists only in the boundary layer, while the algebraically decaying term in (2.24)
represents the potential flow solution, with a corresponding potential
φk(r, θ) = −iCk
rk
exp(ikθ) eit . (2.26)
If, by comparison, we take axial oscillations (along the coordinate z) into account as well, we find
potential flow solutions by separation of variables [93, 94] as
φkm(r, θ, z) = Kk(mr) exp(ikθ) exp(imz) e
it (2.27)
where m is the dimensionless axial wave number. This solution replaces the power-law terms (2.26)
for m 6= 0. Note that the modified Bessel function decay in (2.27) is much stronger as r grows
away from the bubble surface, becoming exponential for mr > 1. As the smallest non-zero m is
m = 2pia/D (at least one axial wavelength must fit along D), this is fulfilled at even a fraction of
a bubble radius away from the surface. The oscillatory flow field away from the bubble is therefore
dominated by the two dimensional flow solutions given in (2.24). Additionally, we will show below
that the expected excitation amplitude of the axial oscillation modes is significantly smaller than
that of the azimuthal modes.
2.4.1 Theory of bubble resonance
While the general solutions (2.24) satisfy the kinematic boundary condition, determining coefficients
Ck and Dk that satisfy both the stress-free condition at the bubble and the no-slip condition at the
wall is not trivial. We address this problem by recognizing [103] that by temporarily relaxing the
zero-tangential velocity at the boundary condition at the wall, the general solution (2.24) simplifies
to a Fourier sine series, to which the no-stress boundary condition may be applied separately for
each mode k, due to orthogonality properties of the series. Assuming symmetry of the bubble shape
about θ = pi/2, we have a general solution ψb to this modified problem
ψb(r, θ) =
∞∑
n=0
An
( c2n
r2n
+ d2nK2n(αr)
)
sin 2nθ eit (2.28)
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with ck and dk given by
ck =
1
k
− dkKk(α) and dk = − 2(k + 1)
α2 Kk−2(α) + 2kαKk−1(α)
, (2.29)
and the corresponding bubble shape ζb =
∑
An cos 2nθ. We have, in (2.28), constructed a general
slip solution that is ignorant of viscous effects near the wall, which may then be employed as leading
order ‘outer solution’ in a matched asymptotic expansion. The expansion in integer k reinforces
the conclusion that slowly decaying solutions with exclusively azimuthal variation will dominate
fast-decaying solutions with axial variation and result in 2D flow, as observed in experiment.
We now invoke the well known solution for an viscous oscillatory flow near a wall [46, 70, 86] in
the limit of thin boundary layers (δ  1), composed of a wall boundary layer structure driven by
an oscillatory slip. The stream function ψw in the boundary layer over the wall at θ = 0 is given as
ψw(r, ξ) = δ r v(r)
{
ξ − 1
r(1 + i)
(
1− e−(1+i)ξr
)}
eit +O(δ3) , (2.30)
with ξ = θ/δ a rescaled azimuthal coordinate and v(r) eit the oscillatory slip velocity at the edge
of the wall boundary layer. Asymptotic matching of the wall boundary layer solution to the outer
solution as ξ →∞, together with the symmetry of the bubble oscillations about θ = pi/2, enforces
that k is a non-negative even integer. We may then write for the slip velocity
v(r) =
∞∑
n=0
2nAn
c2n
r2n+1
=
∞∑
n=0
An
r2n+1
+O(δ2), (2.31)
where An are the (generally complex) weights of the different angular components of the flow field,
and the approximation results from a δ-expansion of (2.29).
We have so far excluded the corner regions near the contact lines, in which the bubble and
wall boundary layers overlap and where the wall boundary layer solution might become modified
by radial gradients warranted by the no-stress bubble surface. However, an expansion in orders of
δ of (2.24) verifies that the bubble boundary layer terms are absent up to the order to which the
wall boundary layer solution (2.30) is valid, which enables the extension of (2.30) into the corner
regions up to the bubble surface. We must still address any potential modification of the stress-free
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condition at the bubble surface that could have been introduced by this extension. The tangential
stress in the corner is readily calculated from (2.30) and (2.22) as
1
δ2
(
δ2
∂2
∂r2
− δ2 1
r
∂
∂r
− 1
r2
∂2
∂ξ2
)
ψw
∣∣∣
r=1
=
1 + i
δ
v(1)e−(1+i)ξ +O(δ) (2.32)
Clearly, if the bubble surface is everywhere stress free, it must be true that
v (1) ∼
∞∑
n=0
An = O(δ
2) (2.33)
We will henceforth ignore the bubble boundary layer for further calculations, but note its im-
portance in maintaining a stress-free bubble surface. Using (2.24),(2.30), and(2.31), a uniformly
valid solution for the oscillatory velocity field is then given as
u(r, θ) ∼
∞∑
n=0
An
r2n+1
[{
cos 2nθ − (e−αθr + e−α(pi−θ)r)} rˆ + sin 2nθ θˆ]eit, (2.34)
Using the kinematic condition in (2.22), the bubble shape is described by
ζ(θ) =
∞∑
n=0
An
[
cos 2nθ −
(
e−αθ + e−α(pi−θ)
)]
. (2.35)
It is worth noting that (2.35) implies pinned contact lines simply by virtue of the walls being strictly
no-slip.
In the linear limit, the pressure field is a harmonic function and plays the role of a velocity
potential in the bulk of the fluid, where the flow is irrotational. Using a pressure scale ρa2ω2, the
oscillatory pressure in the liquid is given by
P e(r, θ, t) = iρa2ω2
(
p∗ +A0 log
R∞
r
+
∞∑
n=1
An
r2n
c2n cos 2nθ
)
eit . (2.36)
Note that the pressure at infinity diverges logarithmically as a consequence of the assumption
that the flow is two-dimensional, and may be regularized by assuming weak gradients in the axial
direction. For the purpose of this discussion, we retain (2.36), and replace the limit r → ∞
by r → R∞, assuming that R∞ is large enough that the pressure at r = R∞ associated with
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the surface modes is negligible. p∗ is then the non-dimensional uniform oscillatory pressure that
persists at infinity, and may be externally imposed in the case of a long wavelength forcing, as in
our experiments.
We now proceed to describe the bubble interfacial dynamics, and thus the coefficients An, as
functions of the frequency of oscillation and the physical parameters of the system. At the bubble
interface, the normal stress balance yields σenn − σinn − Γκ = 0, where σenn and σinn are normal
stresses on the interface due to the external and internal fluids, respectively, κ is the sum of the
principal curvatures of the interface, and Γ is the surface tension coefficient of the interface. To
leading order in , the unit normal at the surface is given by the unit vector in the radial direction
and we have σenn = σerr = −P e + τrr, where P e is external fluid pressure at the interface (ζ = 0),
and τrr = ωµ∂ur/∂r|ζ=0 is the interfacial viscous normal stress due to the external fluid.
For a typical air bubble in water, the density and the dynamic viscosity of the interior gas is
much smaller than the exterior liquid, so that stresses due to the gas dynamics may be neglected
and the internal oscillatory pressure P i follows the radius dynamics via a polytropic law of exponent
η, P i ∝ R−3η.
The curvature κ of the bubble interface may be calculated using (2.35),which yields to leading
order in 
κ(θ, t) =
i
a
[ ∞∑
n=0
An(4n
2 − 1) cos 2nθ + (α2 − 1)
(
e−αθ + e−α(pi−θ)
) ∞∑
n=0
An
]
eit. (2.37)
If thermal and acoustic effects are negligible, the normal stress balance, rewritten as
P i−P e+τrr−Γκ = 0, gives the dynamical equation describing the linear oscillations of the bubble,
which may be recast as
−ω2P(θ) + 2iγΩωT(θ) +Ω2K(θ) +Ω2vA0 = ω2p∗ (2.38)
where Ω =
√
Γ/ρa3, γ = µ/
√
ρaΓ , and Ωv =
√
piηP0/ρS0.
Ω is an angular frequency scale for surface mode resonance, and Ωv is a 2D Minnaert frequency
describing volume resonance of a gas bubble with a rest cross-sectional area of S0. P(θ), T(θ)
and K(θ) are the normal stress contributions of the pressure, viscous damping, and curvature,
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respectively, and are given by
P(θ) = A0 logR∞ +
∞∑
n=1
An
(
1
2n
− i δ2(2n+ 1)
)
cos 2nθ, (2.39)
T(θ) =
∞∑
n=0
An(2n+ 1)
[
cos 2nθ −
(
e−αθ + e−α(pi−θ)
) ]
− α
(
θe−αθ + (pi− θ)e−α(pi−θ)
) ∞∑
n=0
An, (2.40)
K(θ) =
∞∑
n=0
An(4n
2 − 1) cos 2nθ +
∞∑
n=0
An(α
2 − 1)
(
e−αθ + e−α(pi−θ)
)
. (2.41)
The O(δ2) correction to the pressure produces terms comparable in size to the leading order damping
terms in the bulk of the fluid, via ω2δ2 = 2γωΩ, and is therefore retained. The last term of T(θ)
is negligible if γ  1, considering (2.33). Note however, that the boundary layer terms in the
curvature term K(θ) may be sizable due to the prefactor of α2, in spite of (2.33).
If axial oscillations are again considered, it can be shown that the damping coefficient γn =
γ(2n+1) for the nth azimuthal mode is modified in the presence of an oscillation of axial wavenumber
m to
γn(m) = γ
m
2
K2n−2(m) + 2K2n(m) + K2n+2(m)
K2n−1(m) + K2n+1(m)
(2.42)
This reduces to γn as m → 0, but bearing in mind that m is at least 2pia/D, we find for our
experimental parameters that even this lowest axial wave number leads to about five times larger
damping as compared to m = 0. Therefore, axial oscillations not only induce fast-decaying flow
fields, but the amplitude of these flow fields is, at equal excitation, much smaller to start with when
compared to the purely azimuthal modes. This further justifies the 2D model and rationalizes the
observed planar flow fields.
The corresponding 2D resonance frequencies Ωn = Ω
√
2n(4n2 − 1) are modified to
Ωn(m) = Ω
{
m(m2 + 4n2 − 1)K2n−1(m) + K2n−1(m)
2K2n(m)
}1/2
, (2.43)
using a balance between pressure and surface tension that are directly computed from (2.27).
The radius dynamics are described by the component of (2.38) that is independent of θ, and
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involves the forcing pressure p∗ and the constant R∞, which was introduced due to the planar flow
assumption. They are however, irrelevant in the calculation of the surface mode amplitudes relative
to the radial mode. Formally, we evaluate a Fourier cosine series of (2.38), and consider only those
components that have explicit θ dependences. Rearranging the equations for the individual Fourier
cosine components of (2.38), we have
An + gn
∞∑
k=0
Ak + hn
∞∑
k=0
(2k + 1)Ak = 0; (2.44)
for all positive integers n, where gn = B˜n/D˜n and hn = C˜n/D˜n, with
B˜n =
4α(α2 − 1)
pi(α2 + 4n2)
, C˜n = − 4iγλα
pi(α2 + 4n2)
,
D˜n = −λ
2
2n
+ 4iλγ(2n+ 1) + (4n2 − 1),
(2.45)
λ = ω/Ω being a dimensionless frequency. Mode coupling occurs purely through the boundary layer
terms gn and hn in the corner regions where the bubble meets the walls. Without these terms, one
recovers the 2D analogy of the surface mode dynamics for a spherical bubble in bulk fluid, which
remain unexcited by a long wavelength forcing [75].
In order to determine the strength of the surface mode amplitudes relative to the volume mode,
we solve (2.44) in conjunction with (2.33), for An≥1 in terms of A0. Truncating the series at n = N ,
we obtain an overdetermined system of N + 1 equations for the N unknowns A1 through AN .
An + gn
N∑
k=0
Ak + hn
N∑
k=0
(2k + 1)Ak = 0, (2.46a)
N∑
n=0
An = 0 . (2.46b)
To accommodate the pinning condition (2.33), we first write
∑N
0 An = Kδ
2 with a constant K =
O(1), and verify that the results are not sensitive to the choice of K, including setting K = 0.
(2.46) may be concisely written as GinAn = A0 fi, where Gin encodes the N dynamical equations
(2.46a) and the kinematic condition (2.46b), and fi contains only terms of (2.46a) proportional to
A0. The Fourier mode amplitudes of the flow field An may now be solved for as scalar multiples of
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Figure 2.4 (a) Relative amplitudes a¯n and (b) sine of relative phase angles φn − φ0 of the first
three even surface modes. The symbols correspond to experimentally measured values for a nearly
hemicylindrical bubble, and the solid lines are predicted by the theory. Vertical lines indicate the
undamped resonance frequencies of corresponding surface modes of free cylindrical bubbles in bulk.
A0 by a least squares minimization of the norm of the residual ‖G.A−A0f‖2.
Using these An, we decompose the bubble outline ζ(θ) in (2.35) into its Fourier cosine compo-
nents ζn, and obtain the surface mode shape amplitudes an and phases φn, as given in (2.1),
ζ(θ) =
N∑
n=0
ζn cos 2nθ =
N∑
n=0
ane
iφn cos 2nθ . (2.47)
The relative amplitudes a¯n = an/a0 and phases φn−φ0 can now be compared to experiment (see
figure 2.4(a) and figure 2.4(b)). The peaks of the relative amplitude curves occur near the resonance
frequencies for the a bubble in free space Ωn = Ω
√
2n(4n2 − 1). The main features of the amplitude
and phase curves are reproduced consistently for each surface mode and are a consequence of the
surface mode coupling to the volume mode as well as to each other. The widths of the amplitude
curves are greater than expected from the damping coefficient γ alone – it must be noted here that
the oscillator equation (2.38) contains indirect contributions to damping from the vortical boundary
layer flow, leading to higher effective damping. Such contributions were previously noted for shape
oscillations of spherical bubbles by Prosperetti [76] and in the context of sonoluminescing bubbles
[27]. The shape of the curves is not very sensitive to the choice of truncation N , though larger N
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leads to smaller residuals, i.e., better approximations of (2.33). The remaining discrepancies can
be attributed to (i) the relatively large size of δ in experiment – expansions in this theory generally
demand nδ  1, but for the frequencies in the range considered we have only nδ <∼ 0.4; (ii) neglected
axial oscillations of the bubble may lead to shifts in the azimuthal resonance frequencies [93, 94]
and minor components of 3D flow (these effects could become stronger for bubbles of larger axial
extent D, as smaller axial wavenumbers become accessible); (iii) the results are rather sensitive to
changes in bubble rest shape: While the theory is compared here to experimental data for bubbles
very close to hemicylindrical shape, the resonances of slightly smaller (less than hemicylindrical)
bubbles show improved agreement.
The theory provides the full oscillatory flow field at any frequency, which is required in the
calculation of the steady streaming flow.
2.5 Effect of channel height on the oscillatory flow
We have so far assumed that the fluid is unbounded as r →∞. While this assumption is reasonable
for the present experiments (h ≡ H/a = 25 1), it is desirable in several practical applications to
have channel heights that are not much greater than the bubble radius [105, 112]. It has been shown
theoretically by Doinikov and Bouakaz [15] that the presence of a rigid wall at a large but finite
distance from a spherical bubble undergoing a combination of radial and translational oscillations
may drive stronger streaming compared with that due to the same bubble in a fluid of infinite
extent.
Here we consider the modification of the oscillatory flow field due to the introduction of a rigid-
no slip wall at y = h, in the limit h 1. The general discussion on the structure of the oscillatory
flow field remains unchanged, except for the introduction of a second no slip boundary layer near
y = h. In order to suitably develop a suitably valid oscillatory flow field valid for finite h, we start
with the half-space oscillatory solution (2.28). Only potential flow solutions (algebraically decaying
terms of equation 2.28) survive outside the bubble boundary layer, and are given to leading order
in δ by
ψouterb =
N∑
n=0
An
1
r2n
sin 2nθ
2n
eit +O(δ). (2.48)
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The velocity due to a mode n of (2.48) decays in general as r−2n−1. The half-space oscillatory
solution therefore introduces normal velocities at y = h of O(h−1) due to the monopole (n = 0),
while surface modes (n > 0) result only in h−3 normal velocity at y = h. To leading order in h−1
it is therefore sufficient to modify only the n = 0 term of (2.48) in order to satisfy the additional
no-penetration condition at y = h. This is easily accomplished by the use of either a potential flow
image system (point sources) or a Schwartz–Christoffel transformation, see e.g. [58]. In general, a
modified version of (2.48), additionally satisfying the no-penetration condition at the opposite wall
(y = h) up to O(h−2) can be written as
ψouterb = B0 e
it Im
{
log
(
sinh
piw
2h
)}
+
N∑
n=1
Bn
1
r2n
sin 2nθ
2n
eit +O(δ) (2.49)
= B0 Im
{
log
(
sinh
piw
2h
)}
−
N∑
n=1
Bn Im
{
w−2n
2n
}
eit +O(δ), (2.50)
where w = x+ iy [58]. Note that in principle, the n > 1 contributions may also be written in terms
of complex variables. The coefficients Bn are determined by kinematic conditions at the oscillating
interface. For ζ(θ) =
∑N
n=0 ane
iφn (cf. (2.47)), the one finds to O(δ, h−4) that
Bn =

ane
iφn , n 6= 1,
ane
iφn − pi
2
12h2
a0e
iφn , n = 1.
(2.51)
Note that while the oscillatory flows corresponding to n > 0 have not been modified, the
modification of the n = 0 solution by the opposite wall introduces a coupling between n = 0 and
n = 1 modes through through the coefficients Bn.
We are now in a position to compute the bubble boundary layer terms, or equivalently write
down a modified form of (2.24). In particular, the modification of the n = 0 solution due to the
opposite wall results in additional O(h−2) tangential velocity components at the bubble surface,
resulting in additional bubble boundary layer terms. The boundary layer structure associated with
n > 1 remains unchanged. Using an expansion of (2.49) in powers of h−1 one can show that the
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flow field outside wall boundary layers is
ψb(r, θ) =B0e
it
(
Im
{
log
(
sinh
piw
2h
)}
+
pi2
12h2
d−2K2(αr) sin 2θ
)
+
∞∑
n=1
Bn
( c2n
r2n
− d2nK2n(αr)
)
sin 2nθ eit (2.52)
This is the proper form of the oscillatory flow field for channels of finite height h, outside of
the wall boundary layers at y = 0 and y = h. It should be remarked that the modification of the
oscillatory flow field due to the introduction of the wall is reflected in the dynamic response of the
interface itself, i.e. an and φn are non-trivial functions of h. This is evidenced by the experimental
results of Wang [109]. The interface oscillation dynamics an(h) and φn(h) for finite h, may in
principle be recomputed using techniques similar to those used for h→∞ in this chapter, although
we do not carry out this calculation here.
As a final remark on the effect of geometry on the primary flow, we note that the mean shape of
the bubble (assumed here to have semicircular cross-section) may also affect the interfacial dynamics
[80, 109]. It has been shown that for bubbles with slightly non-semicircular mean shapes in cross-
section, coupling between volume and surface mode oscillations can occur without relying on the
viscous wall boundary layer terms [80].
2.6 Conclusions
The present work advances research towards a quantitative description of microstreaming from a
semi-cylindrical oscillating bubble attached to a wall, experimentally measuring as well as modeling
the oscillation modes of the bubble interface, which are an indispensable input for the calculation
of the mixed-mode streaming relevant in practical applications. It is shown that the relative am-
plitudes of azimuthal surface modes to the volume mode provide a robust measure and predictive
characteristic of the flow structure and that the features of the associated resonance structures
in frequency space can be explained by asymptotic theory. Axial modes are both more strongly
damped and more strongly decaying with distance from the bubble, leading to a flow field that can
be described as two-dimensional. As frequency increases and higher-order shape modes significantly
contribute to the bubble oscillation, more intricate vortex structures develop close to the bubble.
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The positions of the resonance peaks for the individual oscillation modes are well approximated by
the expected resonance frequencies of free-bubble shape modes. However, the shape of the peaks
(height and width) can only be understood through the coupling of different modes owing to the
viscous effects in the boundary layers that govern the flow near the bubble interface and the wall.
The relatively wide peaks help explain the robust flow field response obtained from bubbles in ex-
periment, where an accurate fine-tuning of frequencies is generally unnecessary, and frequency drift
does not compromise the flows. The flow field and dynamics are in general modified in channels of
finite height.
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Chapter 3
Two-dimensional streaming theory
In the previous chapter, we established that oscillations of the interface are effectively described
by assuming linear oscillations of the interface. These oscillations drive a primary oscillatory flow,
which is expressed analytically in the limit of a small oscillatory shear layer thickness. While the
oscillatory flow itself is not of direct practical interest, it is directly responsible for driving steady
secondary streaming flows – streaming. This chapter1 will aim at developing a rigorous description
of these steady flows, using a method of matched asymptotic expansions in the limit of small
boundary layer thickness. We first develop a steaming theory that is valid in the half-space for an
arbitrary two dimensional oscillations of the interface. We then consider in greater detail the specific
problem at hand, viz. one where the interface oscillation shapes of the bubble are determined by the
interfaces dynamics described in the previous chapter, allowing the streaming flow to be described
entirely as a function of the driving frequency and damping parameter.
The theory shows that several oscillation modes can be involved in the generation of the typical
streaming flow pattern and explains why the “fountain” is generically observed over a wide range of
driving ultrasound frequencies. It also demonstrates that for large enough frequencies, the fountain
flow is altered and eventually replaced by a vortex pattern of reversed orientation (“anti-fountain”,
figure 3.1b). These findings are in good agreement with experiment and constitute a complete
derivation of sessile microbubble streaming flow with only the (dimensionless) driving frequency
and a damping coefficient as input parameters. Lastly, we advance a semi-analytical formalism
that allows the generalization of the half-space solution to a steaming flow within two-dimensional
channels of arbitrary height.
1This chapter is adapted from Rallabandi et al. [77] and parts of Rallabandi et al. [78].
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3.1 Introduction
Steady streaming is the name given to flow phenomena resulting from a time average over oscillatory
fluid motion, arising in a variety of scientific and engineering applications, see e.g. Lighthill [39],
Lutz et al. [51], Marmottant and Hilgenfeldt [55], Riley [86], Wang et al. [112]. We focus here
on streaming induced by oscillatory boundary motion, a subject that has long been studied in the
context of translational oscillations of objects and resulting transport phenomena [51, 81, 83]. Large
oscillation amplitude is a desirable feature to ensure strong streaming flows (streaming flow speed
being quadratically dependent on the amplitude), which has led to recent interest in streaming
induced by the oscillation of bubbles [1, 55, 110]. While translational bubble oscillations (without
volume change) lead to weak streaming [11, 47], the presence of volume oscillations causes much
stronger flows that have been demonstrated as efficient tools for transport [111], shear force actuation
[55], particle trapping and size sorting [73, 110], or micromixing [1, 112] applications. In practically
relevant situations, ultrasound-driven bubbles are sessile at walls in microfluidic devices, and the
generic streaming flow pattern consists of a vortex system above the bubble, expelling liquid upwards
along the bubble’s symmetry axis (“fountain” streaming flow, see figure 3.1a).
A systematic theoretical analysis of such sessile bubble streaming flows has, however, been
missing. While some direct numerical simulations of specific cases exist [44], asymptotic theories
[14, 45, 47, 56] have neglected one or several of the salient features that make the problem unique
and different from other streaming situations: (i) the bubble oscillation occurs not in bulk, but the
fluid is a half-space defined by the wall; (ii) the bubble is attached to the wall by contact lines;
(iii) two different oscillatory boundary layers exist at the wall (no-slip) and around the bubble (no-
stress); and (iv) the bubble’s free surface is capable of oscillations in various modes. In this chapter,
we derive a streaming solution taking into account all these factors.
3.2 2D Bubble Streaming Theory
We consider the steady flow induced by a harmonically oscillating semi-cylindrical bubble (of semi-
circular cross-section) attached to a rigid wall via stationary contact lines as shown in figure 3.1c.
The bubble has a rest radius a and its surface oscillates with angular frequency ω = 2pif and
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Figure 3.1 (a,b) Pathlines of the steady streaming around an oscillating bubble of radius a = 40µm
(bottom centre), visualized by neutrally buoyant tracer particles of 1µm radius. Arrows indicate
the orientation of the flow at (a) f = 20 kHz (fountain), and (b) f = 84 kHz (anti-fountain); (c)
geometry of the problem showing the coordinate system. Dashed lines in (c) indicate the position
of the interface at two instants of time.
characteristic amplitude a, where  1, driving the fluid around it at the characteristic oscillatory
velocity U0 = aω. As is typical of several microfluidics applications [1, 44, 55], oscillations of the
interface in our experiments are set up by an externally applied acoustic field (f ∼ 1–100 kHz),
whose wavelength (∼ 1 cm–1 m) is much greater than the radius of the bubble (a ≈ 40µm), and
may therefore be considered as spatially uniform in practice.
We are interested primarily in the two-dimensional flow excited by such a bubble, which is both
useful and accurate as an approximation in the context of flows in microfluidic devices [110, 111]. In
particular, axial oscillations of the bubble are only weakly excited due to much stronger damping,
and drive three dimensional flows which decay much more rapidly away from the bubble, so that the
dominant oscillations of the interface are in the plane perpendicular to the bubble axis [112]. In our
experiments, the bubble has an axial dimension D = 100µm ≈ 2.5a, which is also the wavelength
of the lowest permitted axial mode (cf. chapter 2). Since oscillation modes of small wavelengths
are more strongly damped, axial modes are expected to become comparably excited only for larger
values of D, as shown by Wang et al. [112].
In a polar coordinate system (r, θ) coaxial with the axis of the bubble, with the rigid walls
to which the bubble is attached at θ = 0 and θ = pi, the bubble surface is described in units of
a as R(θ, t) = 1 − iζ(θ)eit, where ζ(θ) is O(1) and only the real part of any complex quantity
is physically meaningful, cf (2.19). Using characteristic length, time and velocity scales a, ω−1
and U0 respectively, we define a dimensionless stream function ψ, related to radial and azimuthal
velocity components by u = r−1∂θψ and v = −∂rψ respectively. The planar flow is governed by the
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Navier–Stokes equations, which in 2D, is conveniently written in terms of the vorticity equation as
∂∇2ψ
∂t
− 
r
∂(ψ,∇2ψ)
∂(r, θ)
=
δ2
2
∇4ψ, (3.1)
where
∂(f, g)
∂(x, y)
≡ ∂f
∂g
∂g
∂y
− ∂f
∂y
∂g
∂x
denotes the Jacobian determinant. δ ≡√2ν/(a2ω) is the dimensionless oscillatory boundary layer
thickness, assumed small compared to the radius of the bubble (δ  1), a condition practically
realised in many microfluidics applications [e.g. 56, 73, 110]. Note that the vorticity vector is itself
given by ω = ∇×u = −∇2ψzˆ. The motion of the interior gas will be neglected, as its density and
dynamic viscosity are negligible compared with those of the exterior liquid.
As is standard practice in analytical treatments of streaming [47, 70, 84, 86], we develop an
asymptotic solution in powers of  : ψ = ψ0 + ψ1 + O(2). The leading order stream function ψ0
is then governed by (
2
δ2
∂
∂t
−∇2
)
∇2ψ0 = 0, (3.2)
along with effective boundary conditions (kinematic and zero tangential stress) at the mean position
of the interface
1
r
∂ψ0
∂θ
= ζeit on r = 1,
∂2ψ0
∂r2
− 1
r
∂ψ0
∂r
− 1
r2
∂2ψ0
∂θ2
= 0 on r = 1,
 (3.3)
in addition to no-slip conditions at the walls,
∂ψ0
∂r
=
1
r
∂ψ0
∂θ
= 0 on θ = 0 and θ = pi . (3.4)
The oscillatory stream function ψ0 has already been described in detail as a function of frequency
in chapter 2 (where it has been called ψ).
In general, ψ1 consists of both oscillatory and steady components, of which we are interested
primarily in the latter, here denoted by the time average 〈ψ1〉. This constitutes the Eulerian mean
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flow and is governed by an inhomogeneous Stokes equation
∇4〈ψ1〉 = − 2
δ2
〈
1
r
∂(ψ0,∇2ψ0)
∂(r, θ)
〉
, (3.5)
provided that the streaming Reynolds number Res ≡ 22/δ2  1, see e.g. [101]. In practice, the
steady motion of individual fluid elements is of greater practical relevance, which is evaluated by
augmenting the Eulerian stream function with a Stokes drift term ψd, defined as [81]
ψd =
〈
1
r
∂ψ0
∂θ
∫
−∂ψ0
∂r
dt
〉
. (3.6)
In analogy to the work of [47], but more generally, it can be shown (Appendix A) that for periodic
interfacial motion with arbitrary ζ(θ), a consistent expansion of the no-penetration and no-stress
boundary conditions in  yields particularly simple expressions for the first-order time-averaged
terms when expressed in the Lagrangian stream function Ψ = 〈ψ1〉+ ψd. In particular, both radial
velocity and tangential stress due to Ψ vanish at the mean position of the interface, i.e.,
1
r
∂Ψ
∂θ
= 0 on r = 1,
∂2Ψ
∂r2
− 1
r
∂Ψ
∂r
− 1
r2
∂2Ψ
∂θ2
= 0 on r = 1,
 (3.7)
in addition to no-slip conditions at the walls, given by
∂Ψ
∂r
= 0, on θ = 0 and θ = pi, (3.8a)
1
r
∂Ψ
∂θ
= 0, on θ = 0 and θ = pi . (3.8b)
We note that in typical microfluidics applications, the presence of surfactants may in general
modify the no-stress condition at the interface. However, a remobilization of the interface occurs if
the concentration of surfactant exceeds its critical micelle concentration (CMC), and if the the rate
of micellization is faster than the rate of convective transport along the interface [98, 115]. In our
experiments, we use the polyexthoxylated (PEO) surfactant Tween 20 [98] at 1 % w/w in solution
(far greater than its CMC). Additionally, the relaxation times of typical PEO surfactants (∼ 100µs)
[6] are much shorter than characteristic time scales of mass transport along the interface by the
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streaming flow (1–2 ms). This suggests that the surfactants do not retard the fluid motion near the
interface, and a no-stress condition at the interface is indeed applicable. This is further validated
by experimental measurements that indicate no drop in tangential velocity near the interface (e.g.
figure 3.3 c), and also by additional experiments with oscillatory channel flow over bubbles that
show flow patterns that differ greatly from those induced by oscillating cylinders [see e.g. 50].
3.3 General solutions to the Lagrangian mean flow
From the above, we see that the streaming flow follows as a second-order effect from the first-
order oscillatory flow, which is in turn a function of the dynamics of the interface as a response
to the driving frequency. While the system of equations (3.2) – (3.8) is not amenable to a general
analytical solution for ψ0 and ψ1, an approximate solution using matched asymptotic expansions
can be developed for δ  1.
We build here on our own previous results on the bubble interface dynamics (chapter 2, [112])
as well as on long-standing results on the streaming flow near a rigid no-slip wall [46, 70, 86]. For
δ  1, Longuet-Higgins [46] showed that for an imposed oscillatory slip velocity us(r)eit, the steady
Lagrangian slip velocity that persists at the outer edge of the wall boundary layer is given by
Us = −3− 5i
4
u∗s
dus
dr
, (3.9)
where u∗s is the complex conjugate of us.
We now develop a formalism to evaluate the Lagrangian streaming outside the wall boundary
layer, which must satisfy both the boundary conditions at the bubble (3.7) and support the steady
slip velocity Us at the wall, in order to match the steady wall boundary layer solution. As shown in
chapter 2, the solution to the oscillatory flow problem (3.2) – (3.4), valid outside the wall boundary
layer (rθ  δ) is, to leading order in δ,
ψ0b(r, θ) =
∞∑
n=0
ψn0 (r, θ) =
∞∑
n=0
An
( c2n
r2n
+ d2nK2n(αr)
)
sin 2nθ eit, (3.10)
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where An is in general complex, α ≡ (1 + i)/δ,
ck =
1
k
− dkKk(α), and dk = − 2(k + 1)
α2Kk−2(α) + 2kαKk−1(α)
. (3.11)
The oscillatory slip velocity at the edge of the wall boundary layer is then
us(r) =
∞∑
n=0
An
r2n+1
+O(δ2), (3.12)
and ultimately determines the steady slip velocity Us via (3.9).
Since ψ0b represents the oscillatory flow outside the wall boundary layer, it may be used in
place of the full oscillatory stream function ψ0 in (3.5) and (3.6) to obtain the Lagrangian mean
flow function in this region. Taking Ψ to henceforth denote the Lagrangian mean stream function
outside the wall boundary layer, (3.8b) is replaced to leading order by the slip condition
1
r
∂Ψ
∂θ
= Us on θ = 0 and θ = pi , (3.13)
to properly match the steady Lagrangian wall boundary layer solution, while retaining the boundary
conditions (3.7) and (3.8a). The flow resulting from Ψ can be directly compared with experimental
trajectory data from passive tracer particles.
The analysis is aided by the explicit decomposition of 〈ψ1〉 into a homogeneous solution ψhom
and a particular solution ψp. As a general feature of streaming flows with δ  1, the particular
solution of (3.5) decays exponentially over a scale of δ away from the boundaries of the domain [46].
Specifically, while the particular solution of (3.5) with (3.10) can be written in closed form using
classical techniques [see e.g. 81], it is more appropriate to retain the asymptotic behaviour of ψp only,
in order to remain consistent with the boundary layer treatment of the flow. To determine ψp outside
the wall boundary layer, both (3.5) and (3.10) are expanded in powers of δ, using a bubble boundary
layer coordinate η ≡ (r−1)/δ. This yields a linear fourth order ordinary differential equation which
is solved for ψp(η). On the other hand, the Stokes drift (3.6) evaluated with (3.10) exhibits slower
algebraic decay that persists in the bulk of the fluid, in addition to exponentially decaying terms.
Note also that in the evaluation of time averages of products of oscillatory quantities in (3.5) and
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(3.6), we use the identity
〈
Re(p eit)Re(q eit)
〉
= 12Re(p q
∗), valid for any complex time-independent
quantities p and q. We provide the details of this computation appendix B.
Using equations (14), (15) and (25) of the analysis of Wang et al. [112], it can be shown that
the coefficients An are to O(δ3) equal to the Fourier cosine coefficients ζn = aneiφn of the interface
deformation ζ(θ), where an is a positive mode amplitude and φn is a real phase angle. Note that in
[112] these amplitudes and phases were derived directly from the physical parameters of the bubble
oscillator (ω, a, ν) and can be taken as inputs for the calculation below. In the following, we will
normalize the an by the volume mode amplitude a0, defining a¯n ≡ an/a0, and use relative phase
angles φm,n ≡ φm − φn. In order to determine the streaming flow pattern, we set a0 = 1 without
loss of generality, as it can be absorbed in the amplitude scale .
While the individual expressions for ψp and ψd are rather involved (cf. appendix B), their com-
bined contribution to the flow field is simpler, and is more favourably written by the rearrangement
ψp + ψd = Ψ
+ + Ψ−, where
Ψ± =
∞∑
m>n
∞∑
n=0
Ψ±m,n sin 2(m± n)θ , with (3.14)
Ψ+m,n =
aman
1 + δmn
2δ2 (2m+ 1)(2n+ 1) cosφm,n e
−(1+i)η and
Ψ−m,n = aman
{
1
2r2(m+n+1)
+ 2i δ2(2m+ 1)(2n+ 1) e−(1+i)η
}
sinφm,n ,
 (3.15)
so that the Lagrangian stream function is given by Ψ = ψhom + Ψ+ + Ψ−. Note that algebraically
decaying terms in (3.15) are due entirely to the Stokes drift and appear only in Ψ−.
The homogeneous Stokes solutions ψhom must be chosen so that the Lagrangian stream function
Ψ satisfies the boundary conditions (3.7) and provides the steady slip Us at the edge of the wall
boundary layer. We also note that the O(δ2) boundary layer terms in (3.15) do not contribute
to the velocity field at leading order, but can in general make a leading-order contribution to the
tangential stress at the bubble. However, we find that to this leading order, the real part of the
tangential stress at the interface due to Ψ+ vanishes identically, which allows us to neglect Ψ+
altogether in further calculations. Ψ− thus carries the sum total of contributions to the streaming
that arise directly from the specific oscillations of the bubble itself, independent of the presence of
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the wall. It is also worth noting that all Ψ− terms arise from the coupling of distinct oscillation
modes (mixed-mode streaming), rather than from interaction of a mode with itself.
The slip condition at the edge of the wall boundary layer, evaluated using (3.9) and (3.12),
is accommodated by expressing ψhom as a sum of elementary Stokes solutions that are either no-
slip solutions (zero velocity at the wall) or slip solutions (zero normal velocity at the wall). The
Lagrangian stream function then takes the form
Ψ =
∞∑
k=1
ek
r2k−1
{
cos (2k − 1)θ − cos (2k + 1)θ
}
+
∞∑
k=1
fk
r2k
{
1
2k
sin 2kθ − 1
2(k + 1)
sin 2(k + 1)θ
}
+ ψs + Ψ
−, (3.16)
where ek and fk are coefficients of two series of no-slip Stokes solutions, and ψs represents homoge-
neous slip solutions of (3.5). The slip condition on the Lagrangian mean flow (3.13) is then simply
a condition on ψs, written explicitly in terms of normalized mode amplitudes and relative phase
angles between modes as
1
r
∂ψs
∂θ
=
∞∑
m≥n
∞∑
n=0
aman
r2m+2n+3
3
2
{
(m+ n+ 1) cosφm,n
1 + δmn
+ (m− n) sinφm,n
}
on θ = 0 and θ = pi. (3.17)
Since ψs may be any fundamental slip solution of (3.5) that satisfies (3.17), we choose it to be a
harmonic function without loss of generality, to obtain
ψs =
∞∑
m≥n
∞∑
n=0
aman
r2(m+n+1)
3
4
{
cosφm,n
1 + δmn
+
(m− n) sinφm,n
m+ n+ 1
}
sin 2(m+ n+ 1)θ. (3.18)
With this definition of ψs, the Lagrangian stream function Ψ defined by (3.16) spans the entire
family of solutions satisfying (3.13). The boundary conditions (3.7) at the surface of the bubble,
applied to the Lagrangian steady stream function in (3.16), lead to two equations valid for 0 < θ < pi,
which when written in an orthogonal Fourier basis, yield a system of linear algebraic equations in
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ek and fk,
fk − fk−1 − 128
pi
∞∑
j=1
jk2 ej
16j4 + 16k4 − 32j2k2 − 8j2 − 8k2 + 1 = gk,
(k + 1)fk − (k − 1)fk−1 − 32
pi
∞∑
j=1
jk(2j + 1)(2j − 1) ej
16j4 + 16k4 − 32j2k2 − 8j2 − 8k2 + 1 =
hk
2
,
 (3.19)
valid for all positive integers k, where it is understood that ek and fk are identically zero for k ≤ 0.
gk and hk are the negatives of Fourier sine and cosine components respectively of the contribution
of ψˆ ≡ ψs + Ψ− to normal velocity and tangential stress, defined as
gk ≡ − 2
pi
∫ pi
0
1
r
∂ψˆ
∂θ
cos 2kθ dθ on r = 1,
hk ≡ − 2
pi
∫ pi
0
(
∂2ψˆ
∂r2
− 1
r
∂ψˆ
∂r
)
sin 2kθ dθ on r = 1,
 (3.20)
terms of O(δ) and higher being neglected in both gk and hk. Note that definitions for gk and
hk follow directly from (3.7), with the simplification that the no-penetration condition allows us
to drop the azimuthal derivatives in the expression for the tangential stress at the interface. The
linear system (3.19) after some manipulation yields analytical expressions for ek and fk:
fk =
1
4
(
(k + 1)hk − k hk+1
)
− 1
2
(
(k + 1)(k − 1)gk − k(k + 2)gk+1
)
,
ek =
4
pi
k∑
j=1
∞∑
i=1
fi − fi−1 − gi
(2j + 2i− 1)(2j − 2i− 1) .
 (3.21)
The normalized amplitudes an and relative phases φm,n may either be extracted directly from
shape oscillations of the bubble, or via a theoretical calculation of the dynamics of bubble oscil-
lation [112], which enables the evaluation of the Lagrangian mean flow up to the scaling factor 2
(determined experimentally by the amplitude of the driving ultrasound). The bubble dynamics
itself is a function of two dimensionless parameters: the driving frequency normalized by the fre-
quency scale governing surface mode excitation (λ), and a viscous damping constant (γ), defined as
λ ≡ ω(ρa3/Γ )1/2 and γ ≡ λδ2/2. Here, Γ is the surface tension and ρ is the density of the liquid,
cf. chapter 2. In practically relevant situations, the damping is small (γ  1).
We remark that the solutions (3.21) are in principle applicable to forced 2D Stokes flows in a
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half-space with arbitrary kinematic and stress conditions at r = 1, and slip conditions at y = 0
being accommodated by the choice of ψˆ. These solutions are used in subsequent sections of the
chapter to construct the 2D streaming flow in fluid additionally bounded by a no-slip wall at y = h.
3.4 Results and Discussion
We evaluate the steady streaming using mode amplitudes and phases both from experimental mea-
surements and dynamical calculations, which are in good agreement with each other. In practice,
the infinite sums in (3.14)–(3.16) can be truncated at a finite N to good accuracy; for the theo-
retical results reported here, we take N = 3, which is also the number of surface modes that have
been identified quantitatively in experiment. While higher modes may be excited in experiment,
their amplitudes are smaller due to stronger damping and play a negligible role in determining the
shape of the interface; we will justify this more precisely in the next paragraph. We find that the
steady flow pattern is characterized by closed vortical flow lines. Over a wide range of frequencies
and damping parameters, the velocity field in the bulk of the fluid is inward close to the wall, and
radially outwards near the pole of the bubble in a “fountain” vortex pair, precisely the generically
observed flow pattern of bubble microstreaming devices, see figures 3.1(a) and 3.2(a,b). A tiny sec-
ondary vortex pair near the pole of the bubble is also typically predicted and observed in experiment
(figure 3.2a,b).
A quantitative comparison between experiment and theory in terms of non-dimensional variables
requires the determination of the value of  in experiment, which is identified with the amplitude a0
of volume oscillations and sets the velocity scale in the system. Over a cycle of its oscillation, the
interface sweeps a range of radial coordinates R(θ, t) as defined in (2.19), over an interval of size
∆R(θ), cf. the dashed lines in figure 3.1(c). From experimental images, we determine the maximal
value ∆Rm of ∆R(θ). The theory of chapter 2 predicts the normalized mode amplitudes an and
relative phases φn,0, and therefore also predicts the ratio ∆Rm/(2). Due to the dominance of
the monopole amplitude () over surface mode amplitudes, this numerical factor is of O(1) over
the entire range of frequencies of interest. Furthermore, the precise value of the ratio ∆Rm/(2)
depends only very weakly on the number of modes N taken into account as long as N ≥ 3, and
agrees well with the value obtained by using experimentally measured amplitudes and phases. This
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Figure 3.2 Comparison of fountain flows in experiment and theory. (a) Experimental streamlines
of Lagrangian steady flow at f = 26.7 kHz; (b) computed streaming pattern at the corresponding
dimensionless frequency λ = 9.32, using amplitudes and phases from the analysis of Wang et al.
[112]. The agreement is representative of the entire regime of fountain flow patterns. (c) Steady
Lagrangian azimuthal velocity v along lines of zero radial velocity (indicated as dot-dashed line in
b), as a function of radial distance r: direct measurements from an experimental run at f = 26.7 kHz
(◦), computed from bubble oscillation amplitudes obtained from interface tracking experiments [112]
of a different run at the same f (– –), and computed from theoretical bubble oscillation amplitudes
using only λ = 9.32 as input (——).
determines  and therefore the interface shape R(θ, t) to good accuracy using the experimental
images, and is further justification for the truncation at N = 3.
In order to compare not just the flow patterns, but the observed velocities, we evaluate the
azimuthal velocity along a line through the points of zero radial velocity in one of the vortices
(figure 3.2b). From experimental movies, we determine the monopole amplitude  using the method
detailed in the previous paragraph (for figure 3.2c,  ≈ 0.025, with a difference of 2.5% if we take
N = 10). The azimuthal velocity is then scaled to the streaming velocity scale U1 = U0 to yield Ve.
We compare with theoretical calculations of the Lagrangian azimuthal velocity V = −∂rΨ for (i)
velocities computed from experimentally measured an and φm,n values (dashed line in figure 3.2c)
and (ii) velocities computed without experimental input directly from the experimental values of
λ and γ (solid line). The agreement is very good, and we emphasize that neither the theoretical
calculations nor the experimental streaming measurements involve any adjustable parameters. The
radial distance of the vortex centre (the zero of the curve in figure 3.2c) is also accurately repro-
duced, an important quantity for experimental design of vortex traps [51], size sorters [110, 111], or
micromixers [112]. The theory also gives insight into the observed reversal of vortex orientation at
high frequency (figure 3.1b). At low frequency, it predicts a weak counter-rotating “anti-fountain”
vortex pair very close to the wall (figure 3.3a), in order to support the outward slip velocity Us.
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Figure 3.3 Streamlines of Lagrangian steady flow at (a) λ = 11.3, (b) λ = 15.4 and (c) λ = 29.3
indicating the orientation of flow (arrows) and the separatrices between counter rotating vortical
systems (dashed lines); Experimental streakline images at (d) λ = 11.3 and (e) λ = 16.9 visualized
using tracers of 1 µm radius; and (f) radial location of vortex centres (H, ◦ : fountains; ,  : anti-
fountains) as a function of dimensionless driving frequency. Filled and open symbols in (f) represent
theoretically computed and experimentally measured positions, respectively. The experimental
streakline image corresponding to (c) has been presented in figure 3.1b.
As the driving frequency is increased, this near-wall anti-fountain pair grows in size (figure 3.3b)
and eventually (for λ >∼ 15) dominates the entire bulk, confining the fountain vortex pair to small
structures near the bubble interface (figure 3.3c). A comparison with experiment at corresponding
low (figure 3.3d), intermediate (figure 3.3e) and high driving frequency (figure 3.1b) shows that the
salient features of the flowlines are captured. Figure 3.3f shows, in addition, that the experimental
location of the fountain vortex centre is explained by the theory in very good quantitative agreement
throughout the entire range of frequencies, while the position of the anti-fountain vortex centre is
in fair agreement. Anti-fountain positions are only given for a range of λ where the theory gives
unambiguous predictions, i.e., beyond the intermediate-frequency transition range, in which results
are strongly dependent on higher-order mode details. It should be emphasized, though, that none
of the theory predictions relies on any adjustment of free parameters.
This frequency dependent flow reversal is understood from the far-field behavior of the stream
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function. The radially most slowly decaying parts of Ψ take the form
Ψ =
3
8r2
(
1 +
16
3
e1r sin θ +
8
3
f1 sin
2 θ
)
sin 2θ +O(r−3), (3.22)
so that the sign of the coefficient e1 indicates the orientation of the streaming in the bulk, and the
far-field velocities decay as r−2. Figure 3.4(a) shows the dependence of e1 on λ and the agreement of
its sign change with the flow reversal: at low frequencies, e1 < 0 and fountain streaming dominates
the bulk of the flow. The frequency of flow reversal depends only weakly on the damping coefficient
γ. To describe the transition more quantitatively, we obtain the location of the separatrix between
the two counter-rotating vortical systems by evaluating the stream function (3.22) to zero. Close
to the wall in the far-field (sin θ → 0, r →∞), the vertical height of the separatrix asymptotes to a
constant y0 ≡ −3/(16e1), indicated in figure 3.3a. For e1 < 0, the anti-fountains are thus confined
to a narrow strip (0 < y < y0) above the wall, where the stream function assumes the form
Ψ ∼ 3y
4r3
(
1− y
y0
)
. (3.23)
Thus, the radial velocity in this region decays more rapidly (r−3) than the velocity in the bulk,
explaining the very weak flow observed here. The radial velocity on the separatrix itself is the
negative of the slip velocity Us at the edge of the wall boundary layer. We will show in section 3.5
that in most practical situations, this weak antifountain structure is further suppressed due to the
wall boundary layer, and vanishes entirely above a critical boundary layer thickness.
As the driving frequency is increased, the near-wall anti-fountains grow in azimuthal extent, and
as e1 becomes positive, the fountain vortices are confined to a finite region near the polar axis of
the bubble (cf. figure 3.3b). The separatrix shape can again be understood by setting (3.22) to zero,
but now for θ = pi/2, yielding a positive intersection with the z-axis, as our calculations show that
f1 < 0 for all λ where e1 ≥ 0 . The fountains ultimately diminish to very small structures at high
frequency (figure 3.3c). At the transition point between the fountain and the anti-fountain regimes
where e1 = 0, the far-field becomes dominated by the stronger-decaying velocity components (r−3),
as per (3.22). In addition to being weaker, the flow is characterized by two systems of closed
streamlines per quadrant, easily understood by the azimuthal dependence of (3.22), setting e1 to
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Figure 3.4 (a) Coefficient of the most slowly decaying Stokes solution e1, vs. the dimensionless
driving frequency λ, for different values of the reduced damping parameter γˆ ≡ γ/γ0, where γ0 ≈
0.0381 is the damping constant in the experiments. (b) Sine of the relative phase angle φn+1,n for
various n at γˆ = 1, indicating a significant contribution in (3.24) primarily between the inviscid
surface mode bulk resonance frequencies λn =
√
2n(4n2 − 1) and λn+1 (vertical dashed lines, see
chapter 2 or [112] for details of the bubble oscillation dynamics).
zero. The weakening of the flow near the transition frequency is also present in experiment, where
a reduction in the extent of closed stable orbits of tracer particles is observed.
In order to understand the relationship of the far-field streaming with the oscillation modes of
the bubble, we first recognize that the no-slip Stokes solution with the slowest radial decay also
exhibits the most gradual azimuthal variation. Since the coefficients of the no-slip solutions (ek
and fk) are ultimately determined by the boundary conditions at the bubble, the far-field no-slip
solution depends most strongly on the lowest azimuthal Fourier component of ψˆ, i.e., sin 2θ. This
amounts to retaining only g1 and h1 in (3.21), yielding an approximation to e1,
e1 ≈ e˜1 = 3
5pi
(
1− 4
9
N−1∑
n=0
anan+1(4n+ 1)(4n+ 5) sinφn+1,n
)
, (3.24)
which agrees very closely with the full expression, see figure 3.4a. The term of (3.24) independent
of an originates from the outward slip along the wall and is driven by volume oscillations of the
bubble. In addition to this “wall-streaming” effect, the far-field flow depends directly on the coupling
between pairs of neighbouring oscillation modes n and n+ 1, whose sign is determined by the sine
of the relative phase difference φn+1,n. For realistic cases of small damping (γ  1), we find from
the frequency response of the bubble [112] that for any n ≥ 1 the phase factor sinφn+1,n is of
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significant size only over a range λn . λ . λn+1, i.e., between the resonance frequencies of the
modes in question (figure 3.4b). Furthermore, within this range the quantity sinφn+1,n is positive,
resulting by (3.24) in a negative contribution to e1. While higher order surface modes typically
have smaller amplitudes (cf. the analysis of [112]), the n-dependence in (3.24) ensures that the
mixed-mode contribution to e1 overcomes the wall-streaming contribution for a large range of λ,
resulting in e1 < 0 and hence fountain streaming. Equation (3.24) emphasizes the dominance of
mixed-mode streaming for sessile microbubbles. We note that while different mixed-mode pairs are
dominant at different frequencies, the transitions between mode pairs are smooth and do not show
marked changes in the appearance of the flow.
The dominance of coupling between neighbouring modes is understood from general considera-
tions of the oscillation dynamics of the bubble. Every surface mode n, driven by volume oscillations
of the bubble, exhibits similar amplitude and phase behaviour when driven far from resonance.
There is therefore a band of frequencies (of width proportional to γ) around the resonance fre-
quency λn, characterized by strong excitation of amplitude an and significant phase differences
with other modes φm,n. For neighbouring mode-pairs (n, n + 1), whose resonance frequencies are
relatively close together, an overlap of the individual excitation regions results in a range of fre-
quencies between these modes λn . λ . λn+1 where the amplitudes an, an+1 and phase difference
φn+1,n are substantial. On the other hand, two modes whose resonance frequencies differ greatly
will not simultaneously have significant amplitudes, ensuring that non-neighbour mode coupling is
only a weaker secondary effect.
This mixed-mode streaming is eventually suppressed at high frequencies, where the mode am-
plitudes are considerably damped and the phase difference of neighbouring modes is smaller (also
note the steady decline of sinφ1,0 in figure 3.4). In this limit, the outward slip along the wall takes
over as the dominant mechanism for streaming, with e1 → 3/(5pi) and (3.16) simplifying to the
analytical expression
Ψ = Im
{
3(w − w∗)
8piw3
[
pi + iw3
{
2
(
w2 +
1
w2
)
+
(
w3 +
1
w3
)
ln
w − 1
w + 1
}]}
, (3.25)
where w = r exp iθ is a complex variable.
In this wall-dominated high frequency regime, we find in both theory and experiment that the
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long axis of the vortex structures appears to point towards the “corners” where the bubble meets
the wall, rather than towards the origin (cf. figure 3.3c). In experiments, however, we find that the
vortex centres are located closer to the wall than is predicted by the theory (cf. also the deviations
in figure 3.3f at high λ), which may be attributed to out-of-plane streaming flows driven by the
walls parallel to the field of view confining the experimental set-up. The influence of these walls is
expected to be significant in the large-λ limit, where wall streaming dominates.
It is worth remarking that the slip-driven component of the streaming flow depends primarily
on the monopole amplitude and remains essentially constant over the frequency range of interest,
in the normalization employed here (a0 = 1); this corresponds to the term in (3.24) independent
of an. While the streaming speed measured in experiments can be quite sensitive to the geometry
and materials of the experimental setup [112], the present approach shows that the mixed-mode
streaming contribution to the flow relative to this wall-streaming component diminishes at higher
frequency, with the dimensionless velocity in the far-field being proportional to e1. Our theory there-
fore provides a consistent description of the steady flow field under the appropriate normalization,
independent of the details of the setup.
3.5 Effect of wall boundary layer terms
We have thus far only considered the “outer” solution, strictly valid outside the wall boundary
layer. Equation (3.15) shows that the bubble boundary layer terms are O(δ2) in stream function,
and therefore velocity contributions are at most O(δ). This is not however the case within the steady
wall boundary layer, which accommodates both the slip Us of the outer Lagrangian streaming, as
well as the no-slip condition at y = 0. The rationale for this argument is that the outer flow consists
of flow features on scales much greater than the boundary layer thickness δ.
While this is a good approximation for the majority of the outer flow, certain regions of the
outer flow do in fact exhibit features on length scales much smaller than a bubble radius. In
particular, we have already shown that while e1 < 0 results in vortices with a fountain orientation
in the bulk, these are accompanied by secondary anti-fountains near the walls of characteristic size
y0 = −3/(16e1) in the far-field, cf. figure 3.3(a). If y0 becomes comparable to δ, one may expect a
non-trivial interaction of secondary anti-fountains with the wall-boundary layer structure.
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In order to probe this interaction, we now consider in detail the shape of the leading order
Lagrangian wall boundary layer solution, which is given in general by Longuet-Higgins [46] as
Ψw =
(
−(1− i)δe−(1−i)rξ − 3
8
(1 + i)δe−2rξ +
δ
8
(11− 5i)− (3− 5i)δ
4
rξ
)
us
du∗s
dr
+ c1(r)δ
2ξ2 + c2(r)δ
3ξ3, (3.26)
where ξ = θ/δ (cf. chapter 2), and c1(r) and c2(r) are determined by asymptotic matching. Here,
they are determined by the form of the outer solution as θ → 0. In particular, in the far-field (see
(3.22)), the outer solution near θ = 0 has the asymptotic form
Ψ(r → 0, θ → 0) = 3
8r2
(
1 +
32
3
e1rθ
2 +
16
3
f1θ
3
)
+O(θ4), (3.27)
which determines that
c1(r) =
4e1
r
and c2(r) =
2f1
r2
. (3.28)
In the limit r →∞ the wall boundary layer solution at θ ∼ 0 may therefore be written as
Ψw =Usδ
(
4
3
(1− i)e−(1−i)ηw + 1
2
e−2ηw − 11
6
+ ηw − η2wβ
)
, (3.29)
where Us = 3/4r3, and ηw ≡ y/δ is a wall-normal boundary layer coordinate, and is equivalent
to rξ to the order of δ employed in the boundary layer approximation. The quantity β ≡ δ/y0
characterizes the boundary layer thickness relative to the nominal thickness of the secondary anti-
fountain near the wall.
The tangential velocity within the boundary layer is then
Uw =
∂Ψw
∂y
= Us
(
1− βηw − e−2ηw − 8
3
e−ηw sin ηw
)
. (3.30)
The presence of a vortical re-circulation region near the wall is in general indicated by a reversal in
the sign of the tangential velocity Uw as a function of ηw. Consider the case where e1 < 0 (β > 0), so
that the flow in the bulk (outside boundary layers) is predominantly of fountain orientation. From
the outer solution alone (non exponentially decaying terms of Uw), a recirculation region of height
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Figure 3.5 Tangential velocity profiles as function of the wall-normal boundary layer coordinate ηw
for different values of β = y0/δ, showing the full wall-boundary layer solution (solid lines) and outer
solution (dashed lines). The outer solution indicates the presence of secondary anti-fountain vortices
within the region y0 < y < 0, corresponding to −1 < Uw/Us < 1. The inclusion of boundary layer
terms, however, in general suppresses the size and strength of recirculation regions for β > 0, and
completely suppresses any flow reversal near the wall for β > 0.173 (indicated in red).
y = y0 (i.e. ηw = 1/β) is always expected for β > 0, corresponding to the region −1 < Uw/Us < 1,
cf. (3.23) and figure 3.3(a).
This is however generally not the case when boundary layer terms are included. Figure 3.5 plots
the tangential velocity as a function of ηw for different values of β, showing that wall boundary
layer terms greatly diminish both the flow speed and the extent of regions with radially outward
velocity (Uw/Us > 0) for β > 0, compared with the results from the outer solution (dashed lines).
In particular, we find that for β ≥ βc ≈ 0.173, Us(η) is negative definite. This means that the
secondary anti-fountain is suppressed entirely if y0 ≥ 0.173 δ, or equivalently if e1 ≤ −0.032/δ.
For typical experimental parameters, we have δ ≈ 0.14, which implies that no flow reversal can
occur near the wall for e1 ≤ −0.2, a condition that is easily satisfied for strongly excited surface
mode amplitudes (cf. figure 3.4a). This dampening of the anti-fountain by the wall boundary layer,
compounded with the faster radial decay of the flow velocity near the wall (r−3) compared with the
bulk (r−2) justifies the absence of strong secondary vortices near the wall in experiments.
A useful simplification is therefore to neglect the contributions of the wall boundary layer to
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the outer streaming entirely, i.e. to set ψs to zero in (3.16), and the analysis that follows it. Note
that this completely suppresses the wall anti-fountain (and the wall boundary layer structure), and
therefore does not predict any transition to anti-fountains at large frequencies (which relies on the
radially outward slip velocity at the edge of the wall boundary layer). Nevertheless, this leads to a
consistent description of the flow at low frequencies, where the strength of the mixed-mode bubble
streaming (fountains) greatly outweighs wall-streaming (anti-fountains) contributions.
3.6 Two dimensional bubble streaming in a channel
We outline a method to modify the steady two-dimensional half-space streaming flow solution Ψ
developed in section 3.3 of this chapter (see also Rallabandi et al. [77]), so as to incorporate a no-slip
wall at y = h, while leaving boundary conditions at the bubble and the y = 0 wall undisturbed.
We will employ the modification
Ψ 7→ Ψ + χ,
where χ is a correction flow to account for finite h. If ψ already satisfies the appropriate boundary
conditions at r = 1 and y = 0, and χ is a Stokes flow (neglecting boundary layer terms), we have
(temporarily neglecting bubble boundary conditions)
∇4χ = 0 in Ω
∂xχ = ∂yχ = 0, on y = 0
∂yχ = −∂yΨ ≡ u(x), on y = h
∂xχ = −∂xΨ ≡ −v(x), on y = h.
(3.31)
Solutions to (3.31) can be obtained using a Fourier transform pair in x defined by
fˆ(k) =
∫ ∞
−∞
f(x)e−ikxdx, f(x) =
1
2pi
∫ ∞
−∞
fˆ(k)eikxdk. (3.32)
The solution to the Fourier transform of χ is then
χˆ(k, y) = aˆ cosh ky + bˆ sinh ky + cˆy cosh ky + dˆy sinh ky, k 6= 0, (3.33)
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Figure 3.6 Streamline portraits of the flow at 20 kHz for (a) the half-space solution h → ∞, (b)
h = 6.25 and (c) h = 4. The experimental data presented in the dissertation most commonly
correspond to h = 6.25 (H = 250µm, a = 40µm).
where
aˆ = 0
bˆ = −2i
k
vˆ kh cosh kh+ (iuˆ kh+ vˆ) sinh kh
1 + 2k2h2 − cosh 2kh
cˆ = −bˆk
dˆ = 2
uˆ kh cosh kh− (uˆ+ ivˆ kh) sinh kh
1 + 2k2h2 − cosh 2kh .
(3.34)
The superposition Ψ+χ obeys both y = 0 and y = h wall boundary conditions, but now ignores
bubble boundary conditions, applying inhomogeneous normal velocities and tangential stresses at
r = 1. These inhomogeneities are accommodated by a second complementary flow obtained by a
combination of half-space no-slip Stokes solutions [see e.g. 77], which introduce new inhomogeneities
at y = h. Iterative application of (i) Fourier analysis to satisfy boundary conditions at y = h and
(ii) half-space no-slip solutions to satisfy bubble boundary conditions yields the appropriate two-
dimensional streaming solution ψ for arbitrary h. For h >∼ 4, two of these iterations are sufficient
to implement all boundary conditions to excellent accuracy. Figure 3.6 shows streamline portraits
at different channel heights. Streamlines are in general flattened in the y directions and broadened
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in the x direction. The introduction of an opposite wall at finite h typically does not influence the
maximum streaming speed, which occurs close to the bubble, for a fixed combination of oscillatory
modes. It should be noted however that the presence of the opposite wall may however modify the
dynamic response itself, which we do not probe in this work.
3.7 Conclusions
This work has completed an asymptotic derivation of two-dimensional microstreaming from sessile
bubbles: Using only the dimensionless driving frequency λ and damping coefficient γ as inputs,
bubble mode oscillation amplitudes and phases can be derived, from which in turn follow the
coefficients of the functions governing the streaming flow. For low to moderate λ, the flow is
a mixed-mode streaming dominated by neighbouring-mode contributions that, because of their
relative phase, lead to the generic fountain streaming pattern observed in experiment. As different
pairs of neighbouring modes contribute very similarly at their respective resonance frequencies,
the fountain pattern remains robust for a large range of λ. At high frequencies, the product of
neighbouring-mode amplitudes is too small, however, to overcome the – always present – effect of
wall-induced streaming, which contributes a second, anti-fountain (counter-rotating) vortex system
to the flow. These predictions are borne out by experimental results. Exceedingly weak at low
frequencies, the anti-fountain flow dominates at high λ and allows for complete reversal of the flow
pattern upon frequency modulation, a valuable strategy e.g. in mixing applications [79, 112].
Simple analytical expressions have been obtained for the dominant (far-field) flow terms in both
the fountain and anti-fountain cases, as well as for the positions of vortex centres and separatrices
in the streaming flow. With this added insight, streaming flows from individual bubbles can now
be described with just a few coefficients and tailored to suit the needs of a particular experiment.
Moreover, as all flows are described in the limit of small streaming Reynolds number, they can be
superimposed, and the design of devices featuring multiple bubbles in varying positions as well as
superimposed channel flows is feasible without extensive calculations or trial-and-error. The half-
space solutions are modified using a combination of Fourier transforms and Stokes singularities to
yield streaming flows within channels of arbitrary height. The two-dimensional flows thus obtained
satisfy all boundary conditions at the bubble and and the surrounding walls, and therefore serve as
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building blocks for the description of flows in practically realizable experiments.
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Chapter 4
Three-dimensional streaming under
confinement
Steady streaming vortex flow from microbubbles has been developed into a versatile tool for mi-
crofluidic sample manipulation. For ease of manufacture and quantitative control, set-ups have
focused on approximately two-dimensional flow geometries based on semi-cylindrical bubbles. In
this chapter1, we build upon our two-dimensional streaming theory and demonstrate how the neces-
sary flow confinement perpendicular to the cylinder axis gives rise to non-trivial three-dimensional
flow components. This is an important effect in applications such as sorting and micromixing.
Using asymptotic theory and numerical integration of fluid trajectories, it is shown that the two-
dimensional flow dynamics is modified in two ways: (i) the vortex motion is punctuated by bursts
of strong axial displacement near the bubble, on time scales smaller than the vortex period; and
(ii) the vortex trajectories drift over time scales much longer than the vortex period, forcing fluid
particles onto three-dimensional paths of toroidal topology. Both effects are verified experimentally
by quantitative comparison with APTV measurements of streaming flows. We apply our theory to
qualitatively describe previously observed axial flows in nominally 2D microstreaming flows driven
by oscillating cylinders. It is further shown that the long-time flow patterns obey a Hamiltonian
description that is applicable in general to confined Stokes flows beyond microstreaming.
4.1 Introduction
Oscillations of a boundary relative to surrounding viscous fluid can give rise to secondary steady
currents. These steady flows, driven by non-zero Reynolds stresses due to the inertia of the fluid
oscillation, have been termed (boundary) “streaming flows” and are observed in a wide variety of ap-
plications [39, 46, 70]. Classical studies of such streaming phenomena have focussed on translational
1This chapter is adapted from parts of Rallabandi et al. [78] and Marin et al. [54].
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oscillations of solids [81–83, 101]. More recently there has been increased interest in streaming due
to bubbles undergoing a combination of volume and shape oscillations primarily for two reasons:
(a) bubbles allow for a more powerful actuation of the flow due to the large amplitudes that may
be accessed (the streaming speed being quadratic in the oscillation amplitude) and (b) flows over
bubbles, which generally permit slip, are subject to little frictional resistance compared to those over
solid no-slip surfaces. This makes acoustically excited bubbles particularly attractive for microflu-
idics, where they have been successfully used for applications such as particle trapping [51, 87, 110],
size-selective sorting [111], shear force actuation [55] and microfluidic mixing [2, 44, 112, 114].
In order to obtain streaming flows that are not only powerful, but conceptually simple and easy to
manufacture in a microfluidic context, initial work on hemispherical bubbles [55, 56] has widely been
replaced by a two-dimensional geometry [73, 74, 110, 111, 118, 120]: In such microstreaming devices,
the bubble has a semi-cylindrical shape and is sessile on the wall of the device (see figure 4.1a).
The bubble is confined axially by two parallel walls (henceforth called top and bottom walls), which
establishes a stable interface attached to the device by means of pinned contact lines. It has been
shown that the symmetry of the set-up establishes approximately two-dimensional flows close to
the mid-plane of the channel (where the flow is fastest) [77, 109, 112]. The two-dimensional theory,
however, must have limitations close to the top and bottom walls of the channel, where the flow
speed approaches zero. It is important to quantify any three-dimensional flow effects, which may
affect applications such as mixing or sorting either beneficially or adversely. Until now, no study
has developed a systematic theory of 3D streaming.
In the present chapter, we build on the two-dimensional streaming theory of chapter 3 and show
that the presence of the top and bottom walls, together with the oscillatory properties of the bub-
ble surface, introduce characteristic secondary axial flow components that are not confined to the
vicinity of the walls, but introduce qualitative changes to the entire flow field. The superposition of
the primary two-dimensional streaming and the secondary axial flows results in a three-dimensional
flow field that explains recent experimental particle trajectory data measured by Astigmatism Par-
ticle Tracking Velocimetry (APTV) experiments [9, 54]. We show how our theory describes new
aspects of particle motion in streaming flows over both short and long time scales, adding important
new insight. The results are then generalized to any simple superposition of two-dimensional and
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Figure 4.1 (a) Geometry of the microchannel, showing the bubble and the coordinate system; (b)
Experimental flow lines in a d = 2.5, h = 6.25 channel showing the predominant two-dimensional
“fountain mode” streaming (indicated by arrows), visualized using signals from tracer particles of 2
µm diameter in a region of ∼ 10µm around the channel mid-plane (z = 0).
axisymmetric flow components in the framework of a Hamiltonian flow theory on long time scales,
establishing a broader applicability to general axially confined two-dimensional flows.
4.2 Problem definition and governing equations
Figure 4.1 illustrates the typical geometry of a microbubble used to drive streaming flows in a
microfluidic device: The semi-cylindrical bubble of radius a protrudes from a blind side channel of
width 2a branching off a main channel, whose opposite wall (in the y-direction) is at a distance of
H = ha. The entire structure has a uniform depthD = da in the z-direction for ease of manufacture,
so that the bubble axis spans the depth of the microchannel, see figure 4.1(a). The bubble contact
lines at (x = ±a, y = 0) are pinned to the side channel corners. The channel is filled with a fluid of
kinematic viscosity ν and density ρ. The application of an acoustic driving pressure at an angular
frequency ω = 2pif (via a piezoelectric transducer) drives harmonic oscillations of the bubble surface
at a characteristic amplitude a, where   1. Note that for the typical sizes (a ∼ 50µm) and
frequencies (f ∼ 20 kHz) the acoustic wavelength is much greater than the bubble size. We use a and
ω−1 to normalize length and time respectively for the rest of this chapter, consistent with previous
chapters.. Oscillations of the interface drive a flow field which, in the limit of small oscillation
amplitude, is conveniently solved for by an expansion in powers of  [11, 47, 77, 84, 86, 90].
The primary oscillatory flow u0 (characteristic scale aω) is irrotational except in viscous bound-
ary layers of dimensionless thickness δ ≡ a−1√2ν/ω  1, near the boundaries of the domain
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[46, 47, 70]. Steady Reynolds stresses due to the oscillatory flow drive a secondary steady Eulerian
flow 〈u1〉 (〈·〉 denotes the time average over an oscillation cycle), with a characteristic velocity scale
Us = 
2aω and a streaming Reynolds number Res = Usa/ν, which is  1 in many practical situa-
tions [47, 70, 86, 119], including microfluidics applications [90, 110, 112]. The time-averaged motion
of fluid elements under the combination of the primary and secondary flows can be described in
terms of a steady Lagrangian velocity field U = 〈u1〉+ ud, where ud is the Stokes drift, defined in
(2.17).
It is this time averaged Lagrangian motion of the fluid that is practically relevant for fluid
transport and is normally referred to as the “steady streaming”. Figure 4.1(b) shows the typical
appearance of the steady streaming flow from a sessile bubble as viewed along the axis of the bubble.
It was observed experimentally [109, 112] and shown theoretically [77] that this pattern of a vortex
pair in “fountain” orientation (flow upwards at x = 0) persists virtually unchanged over a range
of frequencies. It was also observed [109] that the pattern does not vary much with the depth z
(compare out-of-focus tracks with the in-focus tracks closer to z = 0, in figure 4.1b). However,
the latter observations of the 2D character of the flow were limited by the microscopic depth of
field ( >∼ 10µm) and the general inability to follow individual particles over long times. We will
show here that new flow features appear beyond 2D flow, and that they can be verified by more
sophisticated experimental techniques.
For a theoretical description of the streaming U , it is convenient to first write the Reynolds
stress term σ ≡ 〈u0 · ∇u0〉 as σ = ∇
〈
1
2 |u0|2
〉
+ 〈(∇× u0)× u0〉. Using the viscous stress scale
ρνus/a to non-dimensionalize the time-averaged pressure, the dimensionless governing equations
for the Lagrangian steady flow in the limit Res  1 are
∇ ·U = 0,
∇2U = ∇2ud +∇p+ f ,
(4.1)
where
p = 〈p1〉+ 2
δ2
〈 |u0|2
2
〉
, and f =
2
δ2
〈(∇× u0)× u0〉 . (4.2)
Here, p is a dimensionless effective pressure that incorporates both the time-averaged fluid pressure
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〈p1〉 and the kinetic energy of the oscillatory flow, and f is a body force related to the advection of
oscillatory vorticity, which is confined to viscous boundary layers [86]. The Lagrangian mean flow
is no-penetration with a vanishing tangential stress at the mean bubble surface ∂Ωb, and satisfies
no-slip boundary conditions at the rigid wall surfaces ∂Ωw,
U = 0 on ∂Ωw
Ur = 0 on ∂Ωb
Srθ = Srz = 0, on ∂Ωb,
(4.3)
where S is the symmetric part of ∇U . Outside viscous boundary layers, where f is exponentially
small, the Eulerian steady flow 〈u1〉 = U − ud satisfies the Stokes equations, supported by the
effective pressure p.
4.3 Axial streaming
To motivate the streaming solutions that will be developed in this section, we first provide the
general form of the oscillatory flow u0, which ultimately drives (4.1) through the Reynolds stress
and the Stokes drift. For typical practical applications, δ  1, allowing u0 to be evaluated using
matched asymptotic expansions, with an “outer” potential flow outside boundary layers and “inner”
(viscous boundary layer) solutions described by the unsteady Stokes equations [46, 70, 86]. The
oscillatory outer flow may in general be expressed as a modal decomposition
u0 =
∞∑
n=0
∞∑
m=0
umn0 , (4.4)
where
umn0 = e
itAmn
(
2nβK′2m(2nβ)
)−1∇ϕmn, (4.5)
and
ϕmn = K2m(2nβr) cos 2mθ cos 2nβz (4.6)
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is a cylindrical harmonic function (∇2ϕmn = 0). Here, Kν represents a modified Bessel function
of the second kind, with K′ν(z) = d/dz(Kν(z)) and β ≡ pi/d. Amn are the (generally complex)
coefficients of the Fourier decomposition of the interface deformation ζ(θ, z) and are determined by
bubble interface dynamics and the pinning of contact lines [112]2.
Of this general combination of modes, planar modes (n = 0) have the largest amplitudes due
to their relatively small damping, driving flows that decay algebraically away from the interface.
On the other hand, axial modes (n > 0), which drive flows that decay exponentially (∼ e−2nβr)
away from the bubble surface are only weakly excited due to greater damping [see e.g. 94, 112].
Therefore to leading order, only planar modes of u0 contribute to (4.1), driving two-dimensional
streaming in the absence of the confining top and bottom walls [77, 112], see figure 4.2(b). Such
a two-dimensional description of the flow has been used successfully to explain the experimentally
observed streaming patterns and velocity fields in the xy-plane in the case of oscillating bubbles
[77], cf. figure 4.1(b) and solid cylinders [51]. In general, however, steady axial flow components (in
the z-direction) should be present.
Such axial velocity components of the steady streaming may in particular be excited by two
separate effects that are neglected in the two-dimensional theory: (i) the top and bottom walls
necessitate that the steady fluid velocity vanish identically at the top and bottom walls (z = ±d/2),
and (ii) axial oscillation modes of the bubble introduce Reynolds stress components that drive axial
motion of the fluid.
We focus our attention on solutions of (4.1) that are valid outside steady boundary layers of
thickness δ  1 near the boundaries of the domain. Formally, we are interested in the outer steady
solution of a matched asymptotic expansion; this will be understood henceforth unless otherwise
stated. Linearity of the governing equations makes it convenient to express the (three-dimensional)
Lagrangian steady velocity field U as a superposition of a two-dimensional steady solution u (cf.
figure 4.2a, b) and a secondary solution v with non-zero axial velocity components, i.e.,
U(r, θ, z) = u(r, θ) + v(r, θ, z),
2The notation used for azimuthal and axial mode numbers (m and n respectively), differs slightly from that used
in chapters 2 and 3.
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so that v satisfies (4.1), with ud, p and f now taken expressly to be axially non-uniform, while
planar components are addressed by u.
The outer flow must also satisfy appropriate matching conditions for proper asymptotic matching
with the boundary layer solutions at the mean bubble surface (r = 1) and at the top and bottom
walls (z = ±d/2). Since normal velocity variations are small over the boundary layer thickness,
kinematic boundary conditions are directly applicable to the outer solution at all boundaries ∂Ω =
∂Ωw + ∂Ωb,
v · n∂Ω = 0 on ∂Ω, (4.7)
where n∂Ω is the unit normal to ∂Ω.
No-slip conditions at the top and bottom walls are enforced with the help of steady boundary
layers, which in general support large axial gradients of planar velocity components near z = ±d/2.
This establishes effective slip conditions on the Lagrangian outer flow at the top and bottom walls
(generally a slip velocity of O(1)) that depend on the particulars of the oscillatory flow u0 [see e.g
46, 70]. Consider now the mixed boundary layer region near the contact line at the bottom wall,
defined by r = 1 + O(δ), z = −d/2 + O(δ), where the structure of the no-slip wall boundary layer
must conform to that of the no-stress bubble boundary layer. Within this region, the pinning of
contact lines, reflected in (4.7), ensures that Ur ∼ Uz ∼ O(δ), which along with no-stress conditions
at the bubble (∂r(r−1Uθ) + r−2∂θUr = 0), requires that Uθ ∼ O(δ2). By symmetry, the same
arguments are applicable to the flow in the vicinity of the contact line between the bubble and the
top wall r = 1, z = d/2. All boundary layer velocity components are therefore O(δ) or smaller
in the vicinity of the contact lines at the top and bottom walls. For proper asymptotic matching,
the Lagrangian outer flow must therefore, to leading order in δ, satisfy no-slip conditions at r = 1,
z = ±d/2, which may be written as
v = −u on r = 1, z = ±d/2. (4.8)
The bubble boundary conditions are more involved, since Reynolds stresses at the bubble may
in general depend on a large number of mode combinations that are sensitive to the oscillatory
boundary layer structure [see e.g. 11, 47, 77]. Rather than compute these conditions exactly, we
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analyze the azimuthal and axial symmetries of these terms, which are ultimately manifested in the
streaming through the bubble boundary conditions (4.3) enforced at r = 1. Let us consider the
Reynolds stress term engendered by the product of two arbitrary oscillatory flow modes ukl0 and
umn0 of (4.5), defined by σkl,mn =
〈
umn0 · ∇ukl0 + ukl0 · ∇umn0
〉
. Outside steady boundary layers,
we have
σkl,mn =
A∗mnAkl
8nlβ2 K′2m(2nβ)K′2k(2lβ)
∇ (∇ϕmn ·∇ϕkl)
=
A∗mnAkl
8nlβ2 K′2m(2nβ)K′2k(2lβ)
×
∇
2∑
i=1
2∑
j=1
λkl,mnij (r) cos[2(m+ (−1)ik)θ] cos[2(n+ (−1)jl)βz], (4.9)
where the asterisk denotes the complex conjugate and
λkl,mnij =
1
4
g′mn(r)g
′
kl(r)−
[
(−1)imk + (−1)jβ2nl] gmn(r)gkl(r), (4.10)
with gmn(r) ≡ K2m(2βnr). The same azimuthal and axial symmetries also appear in analogous
modes of the Stokes drift terms ukl,mnd defined by
ukl,mnd ≡
〈(∫
umn0 dt · ∇
)
ukl0 +
(∫
ukl0 dt · ∇
)
umn0
〉
. (4.11)
Through (4.1), these axial and azimuthal dependences of σkl,mn and ukl,mnd are reflected directly
in the steady outer solution [see e.g. 11, 47, 113].
To first approximation, due to their large amplitudes, products of planar modes (n = 0) con-
tribute most strongly to (4.9), driving two-dimensional flow. Non-trivial axial dependences of σ
arise predominantly from the product of the most strongly excited axial mode m = 0, n = 1 (oscil-
lating axisymmetric quadrupole) with the dominant two-dimensional mode k = l = 0 (oscillating
line source). The resulting forcing σ00,01, by (4.9), is axisymmetric, with an axial wavelength equal
to the channel depth d, forming the most strongly excited mode of the forcing term σ. Decomposed
into its components in cylindrical coordinates, and neglecting higher order mode combinations, σ
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Figure 4.2 (a) Schematic of the flow superposition of modes in (4.20), indicating the planar fountain
u, the axisymmetric fountain c01v01, and the mixed axial-azimuthal mode c11v11. (b) streamline
portrait of the planar flow u for a channel height h = 6.25, indicating limiting streamlines ψ:
ψ = ψm corresponds to the vortex center of the 2D flow (smallest streamline) and ψ = 0, the
largest streamline. (c) indicates flow lines of the axisymmetric flow in an r − z plane, showing a
fountain orientation (radially outward velocities at z = 0). The shaded region r < 1 indicates the
bubble.
therefore takes the approximate form
σ ≈ σ00,01 = A00A∗01 {σr(r) cos 2βz, 0, σz(r) sin 2βz} , (4.12)
where σr(r) and σz(r) are determined by the oscillatory flow functions. Note also that retaining the
same axial modes (0, 1), but including higher order planar modes (k > 0, l = 0) results in Reynolds
stresses with both axial and azimuthal variation. Reynolds stress terms quadratic in axial mode
amplitudes, as well as contributions involving higher-order axial modes, are subdominant due to
the their weak excitation and will be ignored here. As we shall show presently, flows excited due to
these modes are further suppressed by their strong radial decay away from the bubble surface.
4.3.1 Separable Stokes solutions
Motivated by the axial and azimuthal symmetries of the Reynolds stresses at the bubble (4.9),
we seek separable solutions of (4.1). In general, the velocity field v may be decomposed into
its irrotational (conservative) part vC and a rotational (non-conservative) part vN [13, 14]. The
irrotational part of the flow has a form similar to (4.5) and is expressible in terms of the cylindrical
harmonics ϕmn given by (4.6), allowing vCmn ≡ ∇ϕmn to satisfy the kinematic condition at all solid
walls, but not at the bubble. For completeness, we give the expression for the components of vCmn
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in cylindrical coordinates (r, θ, z):
vCmn =
{
uCmn(r) cos 2mθ cos 2nβz, v
C
mn(r) sin 2mθ cos 2nβz,w
C
mn(r) cos 2mθ sin 2nβz
}
, (4.13)
where
uCmn(r) = −
2nβ
2
(K2m+1(2nβr) + K2m−1(2nβr))
vCmn(r) = −
2m
r
K2m(2nβr)
wCmn(r) = −2nβK2m(2nβr).

(4.14)
The no-penetration condition at the bubble is satisfied by making use of the rotational, pressure
dependent solutions of the Stokes equations (vC is, by definition, pressure independent). The
effective pressure p itself is harmonic outside boundary layers (∇2p = 0) due to (4.1), and may
be decomposed into cylindrical harmonics (4.6). For the dimensionless pressure mode pmn = ϕmn,
rotational solutions vNmn of the Stokes equations (∇2vNmn = ∇pmn) take the form
vNmn =
{
uNmn(r) cos 2mθ cos 2nβz, v
N
mn(r) sin 2mθ cos 2nβz,w
N
mn(r) cos 2mθ sin 2nβz
}
, (4.15)
where
uNmn(r) = −
m
2nβ
K2m+1(2nβr) +
r
2
K2m+2(2nβr)
vNmn(r) =
m+ 1
2nβ
K2m+1(2nβr)
wNmn(r) =
r
2
K2m+1(2nβr).

(4.16)
Neglecting any axial Stokes drift contributions to the Lagrangian flow, the corresponding La-
grangian streaming mode vmn that satisfies the no-penetration condition at the interface r = 1 and
at the walls ∂Ωw, normalized to have unit peak axial velocity at ∂Ωb, may be written as
vmn =
(
wCmn(1)
uCmn(1)
− w
N
mn(1)
uNmn(1)
)−1(
vCmn
uCmn(1)
− v
N
mn
uNmn(1)
)
. (4.17)
A general class of no-penetration Stokes solutions may be constructed using linear combinations
of vmn (over m and n), determined simultaneously by boundary conditions at the bubble and at
the walls. Note, however, that vmn are characterized by exponential radial decays (∝ e−2nβr). The
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dominance of the lowest axial mode in the Reynolds stress, together with the exponential radial
decays of (4.17) into the fluid away from the bubble surface ensures that the lowest (non-trivial)
axial modes are both (i) the most strongly forced, and (ii) the predominant axial streaming solutions
in the bulk of the flow. It is therefore appropriate to consider only the lowest axial modes (n = 1)
of (4.17), so that
v ≈
∞∑
m=0
cm1vm1, (4.18)
where the cm1 are determined by the slip condition (4.8) at the top and bottom wall. Since (4.18)
is only a truncated representation of the flow, rather than satisfying the slip condition rigorously
for all r > 1, we will focus on satisfying it only at r = 1. This is an appropriate simplification since
the axial solutions presented here modify the flow significantly only near ∂Ωb, where the slip at
walls due to the planar solution u is the greatest [77]. At r = 1, the slip condition (4.8) along with
(4.18) when decomposed into a Fourier series in θ, yields the coefficients
cm1 = −
∫ pi
0
u(1, θ) · θˆ sin 2mθ dθ∫ pi
0
v(1, θ, d/2) · θˆ sin 2mθ dθ
, (4.19)
where θˆ is the unit vector in the azimuthal direction.
Note that (4.19) does not determine the strength of the axisymmetric solution c01, since (4.19)
is specifically a statement of vanishing azimuthal velocity at the interface. It should be expected,
however, that such a flow component is in general excited, in particular due to bubble oscillations
that set up axisymmetric Reynolds stresses (4.12). The structure of the axisymmetric flows (r, z)
is entirely analogous to planar flows (r, θ) in the xy-plane with respect to the governing equations
and boundary conditions, albeit weaker in overall magnitude due to weaker forcing (smaller axial
oscillation amplitudes). This suggests that the axisymmetric solution also inherits the “fountain”
structure of the two-dimensional solution due to the pinning of contact lines at the top and bottom
walls [see e.g. 77, 112], with radially outward velocities at the mid-plane (z = 0) and radially inward
velocities near the top and bottom walls (cf. figures 4.2b and 4.2c) .
In principle c01 may be evaluated from a detailed calculation of the Reynolds stresses. This
however requires both (i) a resolution of the axial oscillation mode amplitudes Amn as functions
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of frequency [see e.g. 23, 112], and (ii) a detailed description both oscillatory and steady no-stress
boundary layers due to these flow modes, accurate up to O(δ2) [see e.g. 11, 47, 77]. We do not
attempt to carry out this analysis rigorously here, but rather estimate c01 by considering the ratio
between damping coefficient γ00 of the monopole (m = 0, n = 0) to that of the lowest axial mode
(m = 0, n = 1), denoted by γ01; cf. equation (21) of Wang et al. [112]. In the limit of small
damping, the relative mode amplitude scales inversely with the relative damping coefficient; for
the channel aspect ratio used in the present experiments (d/a = 2.5), this results in |A01|/|A00| ≈
γ00/γ01 ≈ 0.32. Under the present normalization (|A00| = 1), the velocity scale due to product
of the monopole and the axisymmetric quadrupole is therefore ∼ 0.32us, resulting in |c01| ∼ 0.32.
The value of c01 inferred from experimental measurements, described in more detail in section 4.5,
agrees closely with this estimate.
Form ≥ 1, the coefficients cm1 may be computed directly from the two-dimensional theory, using
(4.19). The “fountain” structure of the planar flow u (one vortex per quadrant, cf. figure 4.2b),
naturally leads by (4.19) to |c11|  |cm1| for m > 1. Retaining therefore only terms of (4.18)
proportional c01 and c11, the leading contributions to the three-dimensional streaming flow may be
written as
U = u+ c01v01 + c11v11 (v = c01v01 + c11v11). (4.20)
The two axial contributions c01v01 and c11v11 represent, respectively, the lowest axisymmetric and
axial-azimuthal modes, and are depicted in figure 4.2. These contributions address, respectively,
the excitation of steady flow due to axial bubble oscillations (axial oscillatory flow gradients) and
the observance of no-slip conditions at axially confining walls.
4.4 Results and discussion
Before we discuss the resultant flow U in detail, it will prove useful to write the planar flow
u = {ur, uθ, 0} in terms of a stream function ψ(r, θ) so that ur = r−1∂θψ and uθ = −∂rψ3.
The steady two-dimensional flow is in general composed of a dominant fountain vortex and a sub-
dominant anti-fountain vortex near the wall at y = 0 [77, 112]. Here, we neglect the effect of
3Note that ψ here represents the 2D steady Lagrangian streaming flow, introduced as Ψ in chapter 3 to distinguish
it from other flow quantities. Similarly, u is the steady Lagrangian 2D streaming velocity field.
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the anti-fountain near the wall, which is typically confined to a region comparable in extent to
the boundary layer thickness δ, and is therefore greatly suppressed by the (no-slip) wall boundary
layer structure (cf. chapter 3). The stream function ψ describing the two-dimensional Lagrangian
streaming flow in a channel of finite height h is in general obtained by a modification of the solution
obtained in the half-space (h → ∞), by the procedure outlined in section 3.6. Focusing on the
quadrant (x > 0, y > 0), the two-dimensional steady flow is characterized by a single vortex system
(closed streamlines) governed by ψ ∈ (ψm, 0), where ψ = 0 delineates the boundaries of the domain
(largest enclosed area), and ψ = ψm < 0 identifies the two-dimensional vortex center (vanishing
enclosed area, see figure 4.2b). The fountain vortex flow of figure 4.2(b), with its radially outward
velocity near the symmetry plane θ = pi/2 [77, 111, 112] has a simple far-field approximation to the
stream function for large channel height (h→∞), namely,
ψ ∼ 4e1
r
sin2 θ cos θ, as r →∞, (4.21)
where e1 is an O(1) constant related to planar oscillation mode amplitudes and phases, and is
negative for fountain-mode streaming [77], see also chapter 3.
The superposition of the two-dimensional Lagrangian streaming with the flows computed in
the previous section yields a three-dimensional steady flow that satisfies (i) the Stokes equations,
(ii) no-penetration conditions at all boundaries and (iii) no-slip conditions at the confining walls
close to the interface. We will focus on material trajectories in this flow, given by solutions x(t) of
x˙(t) = U(x(t)), which are integrated numerically using a fourth order Runge–Kutta scheme. Due
to the symmetry of the problem, we focus our results on the region x > 0, 0 < y < h, 0 < z < d/2.
The smallest time scale relevant to the steady flow is the time scale of fluid advection along the
bubble interface, which we define as Ts ≡ a/Us = 1/(2ω), and use to non-dimensionalize time for
all the results following below.
The 2D vortex motion occurs over the nominal orbit time along closed 2D streamlines (under
the action of u alone), which is much greater than Ts due to the algebraic decay of the flow velocity
away from the bubble. In units of Ts, the dimensionless planar orbit time on a streamline T (ψ) is
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Figure 4.3 (a) Axial motion z(t) of a typical fluid particle trajectory, showing the strong bursts of
axial displacement (when the trajectory is close to the bubble surface) and the net axial displacement
∆z over one cycle of radial motion. (b) Fluid particle trajectories for two different initial conditions,
showing the nested torus structure: red is a trajectory of large axial extent, while green indicates a
trajectory close to the “core” of the tori. Thick solid black lines indicate contact lines with bounding
walls, dashed lines indicate the locations of symmetry planes.
in general defined by
T (ψ) =
∮
ψ
1
|u|ds =
∮
ψ
1
|∇ψ|ds, (4.22)
where ds = |u|dt is a differential arc length element along the streamline and the path of integration
along ψ is counterclockwise. Using the far-field solution (4.21), one may estimate T (ψ) as
Th→∞(ψ) ≈
∫ 0
pi/2
r(ψ, θ)
uθ(ψ, θ)
dθ = −pie
2
1
2ψ3
. (4.23)
This estimate, valid for h → ∞, becomes quantitatively modified for flow fields with finite h (see
section 3.6), but the order of magnitude of T (ψ) ∼ 10Ts−100Ts obtained from (4.23) remains valid.
4.4.1 3D effects on short and long time scales
The axial flows modify the 2D motion in at least two significant ways. Perhaps most strikingly, a
fluid particle trajectory close to the bubble (r . 1+d/(2pi)) shows strong bursts of axial displacement
on the short time scale ∼ Ts, much shorter than the 2D orbit time. Figure 4.3(a) shows an example
of such a trajectory: as axial flow components of v very close to the bubble are in general comparable
to planar velocity components due to the coupling (4.8), the fluid element approaches the bubble
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and is advected along the interface (in the direction θ → pi/2), suffering O(1) axial displacements
over the timescale Ts. The axial confinement necessitates a spatial reversal of the axial velocity
components, so that a fluid element experiences axial displacements both towards and away from
the mid-plane during the course of its motion near the bubble. As a consequence, the net axial
displacement (∆z) of a fluid element over intermediate time scales T (ψ), averaged over its nominal
two-dimensional orbit, is typically small compared to the bubble radius (figure 4.3a).
Figure 4.3(b) illustrates the long-time effect of these net displacements: Similar to the axial
∆z, planar components of v result in small deviations of the planar projections of fluid trajectories
from nominally closed two-dimensional orbits. If the depth of the channel is on the order of the
bubble radius (or greater), the small axial and planar drifts result in a motion over times scales
longer still than T (ψ), over which a fluid element explores a significant fraction of the half-channel
by systematically sampling a succession of planar orbits of varying planar extents (varying ψ) at
different depths z (cf. figure 4.8). The superimposed axial and radial motions result in quasi-periodic
trajectories that fill toroidal structures in 3D (figure 4.3b). It can be seen that fluid elements at
different initial positions follow toroidal trajectories of considerably varying spatial extents, none of
which intersect. At the core of this nested system of tori is a singly periodic trajectory of vanishing
toroidal volume.
The long-time toroidal motion of a fluid element is further illustrated in figure 4.4(a): its quasi-
period τ depends on the initial position of the fluid particle, with net motion towards the mid-plane
z = 0 occurring over the widest planar orbits (ψ ∼ 0), followed by motion towards the wall (z = d/2)
occurring over “tight” planar orbits that are closer to the two-dimensional vortex center (ψ ∼ ψm).
Reversals in the direction of the slow axial motion occur near the wall and the mid-plane, involving
relatively large change in the planar extent of the quasi-planar orbits, i.e. a widening of tight orbits
near the wall, and a tightening of wide orbits close to the mid-plane (see figure 4.4). As discussed
in section 4.5, all elements of this motion are observed in experiment as well (figure 4.4b).
4.4.2 Generalized Hamiltonian theory of 3D effects
The wide spatial range explored by different material points underscores the importance of under-
standing the kinematics of these trajectories, particularly in the context of applications such as fluid
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Figure 4.4 Typical toroidal trajectory, as (a) predicted by the theory for a fluid element, and (b)
measured experimentally for an approximately passive tracer by APTV. The motion is towards the
channel walls on the tight orbits (close to the nominal 2D vortex center), indicated in red, and
towards the channel mid-plane during wider planar orbits, coloured grey. Arrows indicate these
axial motions as well as the 2D fountain orientation (blue).
mixing and manipulation of microparticles in these flows.
By definition, the displacement in the z coordinate of a fluid element is simply the time integral
of the axial component of the velocity field as a function of its instantaneous position x(t). However,
the drift in the z coordinate of a fluid element over a time T (ψ), denoted by ∆z, is typically much
smaller than the channel depth d (see figure 4.3a), with significant axial motion only occurring over
much longer time scales. In the limit ∆z/d 1 (or otherwise |v|  |u|), the motion of the particle
over a time T (ψ) is therefore approximately planar to leading order in ∆z, i.e. x(t) ≈ x˜(t) =
{r(t), θ(t), z} such that z and ψ = ψ(r(t), θ(t)) are approximately constant over the motion. For
∆z/d  1, one may therefore compute ∆z as the integral axial displacement of a fluid element as
it traverses a nominally closed two-dimensional orbit (constant z and ψ), over the time T (ψ). To
first approximation, we may write
∆z(ψ, z) =
∫ T (ψ)
0
vz(x(t)) dt ≈
∫ T (ψ)
0
vz(x˜(t)) dt. (4.24)
Note that the absolute values of the limits in the time integral are unimportant as long as their
difference is T (ψ) – this ensures an integral over the entire closed orbit ψ, valid for all material
points on ψ. The ∆z defined by (4.24) therefore represents the deviation of a material orbit from
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planarity over the time T (ψ).
The deviation from closedness of orbits over a time T (ψ) , when projected on the x-y plane,
may be similarly quantified by a drift in ψ (denoted by ∆ψ) of a fluid element. The time rate of
change of the stream function value ψ sampled by a fluid element as it is advected by the 3D flow
field U is simply the material derivative of ψ, which for steady flow is given by U ·∇ψ = v ·∇ψ. If
we again assume small deviations from closedness over a planar orbit time scale, ∆ψ incurred over
the time T (ψ) is computed to first approximation as
∆ψ(ψ, z) =
∫ T (ψ)
0
v(x(t)) ·∇ψ(x(t)) dt ≈
∫ T (ψ)
0
v(x˜(t)) ·∇ψ(x˜(t)) dt (4.25)
It may be shown (see Appendix C.2) that for an arbitrary incompressible velocity field v, the
approximate drifts ∆z and ∆ψ (using x˜(t)) defined respectively by (4.24) and (4.25), identically
satisfy the differential continuity equation
∂∆ψ
∂ψ
+
∂∆z
∂z
= 0, (4.26)
This automatically allows them to be expressed in terms of a Hamiltonian H(ψ, z) as
∆ψ =
∂H
∂z
, ∆z = −∂H
∂ψ
, (4.27)
where H(ψ, z) may be written as
H(ψ, z) ≡ −
∫ ∮
ψ
v · ndsdz, (4.28)
and n ≡ −∇ψ/|∇ψ| is the local unit normal to streamlines in the xy plane; see appendix C.2 for
a more detailed discussion. Since these drifts occur over a planar orbit time T (ψ), one may define
mean drift velocities as
vψ(ψ, z) ≡ 1
T
∂H
∂z
, vz(ψ, z) ≡ − 1
T
∂H
∂ψ
. (4.29)
The system (4.29) constitutes precisely an incompressible two-dimensional flow field in the
abstract ψ-z space, governed by the Hamiltonian H(ψ, z), which plays the role of a stream function
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Figure 4.5 (a) Phase portrait of the Hamiltonian system in ψ-z space, computed for h→∞. Closed
lines are curves of constant H representing 3D tori in real space, with the red and green trajectories
corresponding to the respective tori in figure 4.4b. (b) Functions η(ψ) at f = 20 kHz and d = 2.5
for different channel heights h.
and remains invariant over the long-time three-dimensional steady motion of a fluid element. Since
both u and v involve vanishing normal velocities on ∂Ω, it follows from (4.28) and (4.29) that the
flow in the abstract space does not penetrate its boundaries, i.e.
vψ(ψm, z) = vψ(0, z) = vz(ψ, 0) = vz(ψ, d/2) = 0. (4.30)
This automatically ensures the existence of at least one elliptic point (ψc, zc) at which ∂ψH =
∂zH = 0, which represents a two-dimensional curve in real space given by ψ(r, θ) = ψc, z = zc.
Any material point on this curve, by virtue of lying on a (stable) stagnation point of the ψ-z flow,
remains confined to it under the action of the three-dimensional flow field, i.e. the curve in real
space defined by (ψc, zc) approximates the core of the system of nested toroidal fluid trajectories (cf.
figure 4.3b). Curves of constant H in the vicinity of the core are concentric about it, spanning finite
ranges of axial coordinates z and streamlines ψ and therefore delineate surfaces of the tori on which
fluid elements move in real space. Figure 4.5(a) shows the ψ-z phase portrait that provides this
simplified description of the 3D motion. It is noteworthy that this description assumes no particular
forms for u and v, only requiring that the two-dimensional flow is steady and characterized by closed
streamlines, and is therefore in principle applicable to any perturbed two-dimensional flow under
confinement.
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For v given by (4.20) (single axial wavenumber), the Hamiltonian is separable and takes the
form
H = η(ψ) sin 2βz, (4.31)
so that
vψ =
2β
T (ψ)
η(ψ) cos 2βz, vz = − 1
T (ψ)
η′(ψ) sin 2βz. (4.32)
The core trajectory is therefore located at zc = d/4 and η′(ψc) = 0; note that η′(ψ) is guaranteed
to have at least one zero within the relevant range of stream function values (ψm, 0). The temporal
evolution of the stream function is therefore given by
dψ
dt
= ± 2β
T (ψ)
√
η2 −H2 (4.33)
The characteristic function η(ψ) itself is obtained from evaluating (4.28) and (4.31), and displayed
in figure 4.5(b). Its shape is relatively insensitive to the channel width for not too small h.
Equation (4.33) may be solved numerically for given initial conditions (z0, ψ0). For trajectories
that approach the core, H ∼ H(ψc, zc), orbits in the ψ-z plane are elliptical so that ψ(t) and z(t)
both vary sinusoidally with a single frequency. For arbitrary H, the temporal motion is asymmetric
over a 3D period τ due to the dependence of the drift velocities on 1/T (ψ), so that the axial
dynamics are faster for smaller orbits ψ/ψm ∼ 1, and slower for larger planar orbits ψ/ψm ∼ 0. In
real space, this corresponds to the faster axial motion towards the top wall (z = d/2) over tight
planar orbits, and the slower axial drift towards the mid-plane (z = 0) over wider orbits, as depicted
in figure 4.6(a), where the red line indicating the Hamiltonian theory captures the asymmetry of
the long-time motion. The ψ-motion depicted in figure 4.6(b) is much more symmetric, but is also
subject to abrupt jumps on the short time scale.
4.5 Experimental data for three-dimensional streaming flows
A microbubble streaming set-up of the type depicted in figure 4.1(a) was used to obtain three-
dimensional trajectory data for approximately passive tracer particles (polystyrene beads of diam-
eter 2 µm) utilizing Astigmatism Particle Imaging Velocimetry (APTV) [8, 9, 89]. In this optical
70
0 500 1000
0.2
0.4
0.6
0.8
1 τ
(a)
t
z
0 500 1000
0
0.2
0.4
0.6
0.8
1
τ
(b)
t
ψ
/
ψ
m
Figure 4.6 (a) Axial coordinate z and (b) normalized streamfunction ψ/ψm as functions of time,
over approximately one 3D quasi-period τ . Blue lines represent the numerical integration of particle
trajectories, while red lines show the predictions of the Hamiltonian theory, which captures the long-
time kinematics while averaging over the shorter time scales.
imaging technique, the image of a spherical tracer particle is distorted by a cylindrical lens into
elliptic shapes whose eccentricity depends on the depth coordinate of the particle along the optical
axis. This allows for the quantification of all three velocity components of moving tracer parti-
cles in a 3D domain with a single camera. The experiments were conducted using a = 40µm,
f = 20 kHz, d = 2.5, and h = 25, with particle images taken by a high-speed camera connected
to an inverted microscope, at a recording speed of 500 fps. The measurement uncertainty of this
technique arises primarily from errors in particle detection and tracking, and the degree to which
the elliptical shapes of the particle images can be accurately determined (see Rossi and Kähler [89]
for details). For the present experiments, the measurement uncertainty in the position of a particle
is ≈ ±0.1 µm in the x and y directions and ≈ ±1 µm in the z direction, much smaller than typical
length scales of interest (∼ 10µm). More details about this use of the technique in a microfluidic
context and more experimental data on bubble microstreaming are presented in Marin et al. [54].
Figure 4.4(b) displays an example trajectory that shows all the qualitative features predicted by the
three-dimensional streaming theory: one trajectory typically occupies half the channel (between
one wall and the midplane) and consists of approximately 2D trajectory loops whose radial extent
is small as the particle displaces towards the wall, then widens to a greater radial extent as the
z-motion reverses and the particle moves towards the midplane.
In order to model the axial motion quantitatively, we obtain the value of c01 from the experi-
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Figure 4.7 (a) Axial motion of a particle over short time scales in the vicinity of the bubble,
predicted by the theory (solid line) and measured experimentally (markers). Note the large O(1)
axial excursion of the particle on the shortest time scales ∼ Ts as it passes close to the bubble, which
ultimately results in a smaller net axial displacement ∆z, informing the long-time 3D motion. (b)
Projection of a part of a 3D particle trajectory in the xy-plane computed from U (red), showing the
radial drift as a systematic spiraling deviating from the 2D periodic orbits (blue), with deviations
concentrated at locations close to the bubble surface.
mentally measured azimuthal profile of the axial velocity component Uz(θ) near the bubble (r ≈ 1),
which determines the ratio c01/c11. This yields c01, since c11 ≈ −1.41 is given automatically by
(4.19) and the theoretical u, thereby fixing the shape of the flow. The value of c01 ≈ −0.34 ob-
tained by this procedure confirms that the axisymmetric component flow in the experiment (i) has
the “fountain” orientation (c01 < 0) and (ii) is weaker than the planar component, with a mag-
nitude that agrees well with the theoretical estimate (using damping coefficients) of |c01| ∼ 0.32
(cf. section 4.3). In order to non-dimensionalize the experimental times, we first extrapolate the
experimentally measured velocity onto the bubble surface, which yields a maximum slip velocity
umax at the interface, which is then translated into an experimental oscillation amplitude  using
the prediction (from 2D theory) of umax/(2aω) ≈ 1.54. The computed value of  determines the
time scale Ts = 1/(2ω), which is used to scale time in the experiments for a comparison with
theory. It should be stressed that, therefore, all theoretical figures and computations in the present
work (unless explicitly stated otherwise) directly use parameters employed in practical bubble mi-
crostreaming experiments: d = 2.5, h = 6.25 for the channel geometry, a = 40µm, f = 20 kHz, and
the appropriate c01 inferred above.
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We show here that the experiment confirms the theoretical results on all three distinct time
scales: (i) the fast time scale ∼ Ts of strong axial displacement, (ii) the intermediate time scale
∼ 10Ts − 100Ts of the approximately 2D vortex motion, and (iii) the very long time scale τ ∼
1000Ts involving the toroidal motion with systematic variation of the axial position of the particle,
accompanied by a slow variation of the extent of the planar motion. Figure 4.7(a) demonstrates that
the strong, fast displacements along the z-axis are temporally resolved in experiment and in very
good agreement with the theoretical prediction, including the characteristic asymmetry between
the positive and negative portions of the z-displacement motion, which ultimately leads to the
drifts ∆z. Figure 4.7(b) shows that the motion projected into the x− y plane still reproduces the
“typical” 2D fountain dynamics. Limitations in the experimental time resolution prevent us from
verifying directly the predicted deviations of the projected 3D trajectories (red) near the bubble
from the streamlines resulting from the 2D theory (blue). It is interesting to note, though, that
the xy-projection of a tracer particle on such a trajectory shows a spiraling motion towards the 2D
vortex center, an observation commonly made in cylinder streaming [50, 51] and ascribed to inertial
forces on the particles (as supported by numerical computations, cf. [7]). Finally, figure 4.8 confirms
that the pattern of motion over long time scales τ ∼ 1000Ts is also modeled successfully: both the
pattern of slow displacement along the z-axis as well as the pattern of widening and tightening
radial extent of trajectories is confirmed in experiment, as is the strong correlation between the
two motion patterns. Figure 4.8 thus allows for a quantitative verification of the toroidal motion
pattern of figure 4.4(b).
Prior to these new APTV experiments, there has only been one report of three-dimensional
boundary streaming flow, for a cylinder oscillated along a diameter [50], cf. figure 4.9(a). The
patterns of streaming along the cylinder axis show significant differences to the bubble streaming,
but it must be realized that even a strictly two-dimensional theory of cylinder streaming [5, 30, 113]
reveals very different patterns from 2D bubble streaming. In particular, a “DC boundary layer” is
typically present, i.e., every quadrant of the streaming flow in the xy-plane has two radially stacked
vortices. Thanks to the general nature of our approach to describing 3D flows as a perturbation of
the 2D patterns, however, it is possible to obtain a 3D solution for cylinder streaming as well. This
is helped by the absence of axial oscillations of the (solid) cylinder, so that c01 is identically zero.
73
0 500 1000
0
0.5
1
1
5
10
(a)
t
z r
0 500 1000
0
0.5
1
1
5
10
(b)
t
z r
Figure 4.8 Axial and radial positions of a fluid element determined by numerical integration (a)
and of an approximately passive tracer in experiment (b). Both show that the long-time three-
dimensional motion is organized into simpler two-dimensional orbits (constant z). The slow axial
motion is towards the wall z = d/2 on tight orbits (small maximum r in regions of constant z) and
in the opposite direction for wide orbits (large maximum r in regions of constant z), quantitating
the toroidal motion seen in figure 4.4(b).
The only flow mode c11 is determined again by 4.19, with u now representing the steady streaming
flow outside the no-slip cylinder boundary layer, as given by an leading order expansion in powers
of δ of the solution derived by Bertelsen et al. [5].
The qualitative experimental image of figure 4.9(a) from Lutz et al. [50] does not contain 3D
information, but is a projection with finite depth of field showing multiple flow lines. Likewise, figure
4.9(b) shows characteristic flow lines projected onto the x-z plane (x being the axis of oscillation
of the cylinder), the same plane as in figure 4.9(a). Streamlines point away from the bubble and
towards the walls outside the nominal “DC boundary layer”, whose radial extent is marked by
the “box” outlines in the experimental and theoretical figures. Close to the mid-plane, the flow
appears two-dimensional, with axial motion being restricted to regions close to the wall; these flow
features are in qualitative agreement with the results of Lutz et al. [50] and demonstrate the wider
applicability of our formalism to 3D streaming flows.
4.6 Conclusions
We have developed the first description of three-dimensional boundary streaming flow patterns by
employing a perturbation approach to microbubble streaming of planar symmetry. We found that
the requirement of no-slip boundary conditions at the top and bottom walls (where the axis of
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Figure 4.9 (a) Fluid trajectories under three-dimensional streaming due to an oscillating solid cylin-
der under axial confinement, projected in a plane containing the cylinder axis z and the axis of
oscillation x. The right-hand part of the figure sketches the direction of motion of some tracer
particles. From Lutz et al. [50]. (b) Analogous figure utilizing the present theory, showing quali-
tative agreement with the flow directions and the flow organization, including the “DC boundary
layer” region indicated by boxed outlines in experiment and theory. The length of the cylinder axis
relative to its radius in both the experimental image of Lutz et al. [50] and the present theory is
d = 3.
the cylindrical bubble ends), as well as the presence of axial oscillations on the bubble surface,
cause steady streaming modes that break the cylindrical symmetry, but do so in a very systematic
fashion: Axisymmetric modes are excited by axial bubble oscillations, while higher azimuthal modes
are excited to satisfy no-slip conditions at the top/bottom walls. These flow contributions modify
the 2D trajectories in distinctive ways and on different time scales: While the flow remains 2D to
very good approximation over times comparable to the orbit time of this idealized 2D motion, tracer
particles experience (i) strong axial excursions over short time scales, when they are in the vicinity
of the bubble surface, and (ii) systematic small radial and axial displacements over long times,
which give rise to a longer-time periodicity of motion, in which the particles follow quasi-periodic
orbits on a toroidal surface. All of these features are observed and confirmed in quantitative APTV
experiments.
The long-time motion allows for an analytical description as a Hamiltonian flow in an abstract
space, giving a reduced-order description of the flow in the spirit of a time-scale separation. The
very general character of this approach should make it amenable to a large class of confined Stokes
flow problems where the three-dimensionality of the confinement interferes with an original greater
symmetry of the imposed flow. The formalism has shown its merits by comparison with streaming
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from a solid cylinder.
The three-dimensional flow effects in bubble streaming discussed here have important implica-
tions for applications of this microstreaming technique. In micromixing set-ups using such bubbles
[2, 44, 79, 112] the basic two-dimensional character of the flow makes it difficult to achieve strong
(exponential) mixing, necessitating specific protocols of unsteadiness. The presence of axial flow
components, in particular when it can be enhanced over the case presented here, should help achieve
mixing more efficiently and quickly. In applications of particle sorting [105, 110, 111], selective dis-
placement of particles by size is achieved close to the bubble over very short time scales – while
the long-time motion of the 3D trajectories is of no concern in this case, the axial displacements
of particles near the bubble need to be figured into the description of the sorting phenomenon. It
could potentially be used to concentrate particles near the center of the channel, and thus assist a
sorting of greater selectivity. For a much wider range of microfluidics set-ups, the tools developed
here will be helpful to assess, model, and either minimize or enhance 3D flow effects that could be
desirable or undesirable in numerous applications e.g. in the context of lab-on-a-chip, cell diagnostic,
or microTAS devices.
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Chapter 5
Systematic open flow mixing strategies
using microbubble arrays
In the present chapter and the next, we focus on analyzing applications of microbubble streaming.
In most practical microfluidics applications, it is important to maintain a continuous throughput
of fluid in the channel (in addition to local flow actuation elements), usually implemented using
a pressure-driven (Poiseuille) flow through the microchannel. We will therefore now place greater
emphasis on superpositions of microbubble streaming and Poiseuille flow, the precise mathematical
modeling of which is deferred to chapter 6.
In this chapter1, we study the use of microbubble streaming for microfluidic mixing under a
continuous throughput of fluid elements through the microchannel. We restrict our attention to
two-dimensional advective mixing due to flows resulting from the superposition of a Poiseuille flow
through the channel, and the streaming due to a microbubble array. Further, we consider only
the advective mixing (stirring) properties of such flows, i.e. mixing in the absence of molecular
diffusion.
We first show through a combination of numerical simulation and theory that mixing due to
a steady superposition becomes ineffective beyond a characteristic time scale set by the stirring
properties of vortical regions of the flow (arising due to the streaming), necessitating the introduction
of unsteadiness. In this particular study, we generate unsteady (temporally modulated) flow fields,
through a duty cycling of the streaming, while keeping the Poiseuille flow steady. Such unsteady
flows achieve exponential mixing of the fluid (chaotic advection), with the rate of mixing dependent
on the particular duty cycle chosen. We show using numerical simulation that the mixing rate is
optimized for a particular duty cycle, i.e. a particular combination of times for which the streaming
is turned “on” and “off”, which can be understood using the steady properties of the streaming
vortices and the Poiseuille flow. Finally, we estimate the maximum time for which advective mixing
1This chapter is adapted from Rallabandi et al. [79].
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must be carried out (or equivalently the number of bubbles in the array) before the mixture is
completely homogenized by diffusion.
5.1 Introduction
Fluid mixing is a crucial part of several natural and industrial processes, where it is often desirable
to homogenize two species that are initially separate to aid a chemical reaction [35, 72, 96]. Mixing
in general occurs as a combination of advection (stirring), which increases the surface area of contact
between the two species by stretching and folding of fluid elements, and diffusion, which is ultimately
responsible for homogenization at the molecular scale [63, 72, 107].
At macroscopic scales, fluid inertia allows the different species to continuously generate advec-
tive structures at small length scales (e.g. due to turbulence), which allows diffusion to quickly
homogenize the mixture [69]. In most microfluidics applications however, fluid inertia is small,
(low Reynolds numbers) making flows laminar [69, 100], while mixing by diffusion alone over typi-
cal channel sizes used in microfluidics is prohibitively long for most applications, usually requiring
several seconds [34]. The focus of mixing studies at the microscale has therefore been on tailor-
ing protocols of stirring the fluid in order to establish advective patterns at finer length scales,
which are then rapidly homogenized by diffusion. Such optimal stirring protocols have been studied
theoretically in a number of situations, focusing primarily on mixing in closed systems with zero
throughput [63, 92].
For practical applications however, it is usually desirable to have a continuous throughput
through the mixer, making microfluidic devices particularly attractive for micromixing. This is
typically achieved by augmenting the transport flow through the channel with secondary cross flows
that are actuated either by geometric features built into the construction of the device (passive) or
by an external energy source (active) such as electrokinetics, dielectrophoresis or thermal currents
[69, 71, 100]. In many cases, these cross flows are locally actuated, and therefore have decaying flow
strength away from the actuator, resulting in vortical flow structures [69, 100].
The strength of the cross flow relative to the primary transport determines the topology of the
resulting flow field, and thereby its mixing properties. Weakly excited flows only slightly modify the
transport, resulting in flows that allow continuous transport of fluid elements through the device,
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but require long mixing times and consequently large channel lengths. By contrast, stronger cross
flows, while offering better mixing capabilities, confine the mixing to localized recirculation regions
due to their vortical structure, preventing mixed fluid from being transported through the channel.
This makes it necessary to actively modulate the secondary flow to achieve rapid mixing at a high
throughput.
A protypical example of such a situation arises in the use of acoustically excited microbub-
bles, where applied acoustic energy (at ultrasound frequencies) is rectified into a powerful steady
“streaming” flow. The ease of manufacture and actuation makes bubble-driven streaming particu-
larly attractive for microfluidics, where they have been utilized for a variety of applications such
as shear force actuation[55], particle trapping and focusing [105, 110, 111], size-sorting and fluid
mixing [1, 44, 112]. While the effectiveness of microbubble streaming in mixing applications has
been demonstrated experimentally in a number of configurations and geometries, previous studies
[1, 2, 43] have (i) not systematically isolated the effect of molecular diffusion from the mixing due
to advection alone, and (ii) have utilized only steady flow strategies, indicating a scope for much
greater improvement by the use of flow modulation.
Here we present a systematic study of mixing due to the streaming driven by a periodic array
of bubbles of semi-cylindrical shape with continuous transport. Using a combination of numerical
simulation and the analytical streaming theory developed in chapter 3, we first quantify the stirring
processes that occur within closed streamlines in the absence of diffusion, which will provide us
with the length and time scales relevant to the generation of advective stirring patterns. We then
demonstrate that the introduction of unsteadiness by means of duty cycling of the streaming results
in (i) exponentially fast mixing, and (ii) allows for continuous transport of the mixed fluid through
the device. Using simple physical and geometric arguments, we show that the mixing is optimized
by a well-chosen duty cycle that depends only on the desired throughput and the channel geometry,
providing general guidelines for the design of open flow micromixers utilizing secondary flows.
5.2 Set-up and methods
The geometry of the set-up considered here for open flow micromixing with a continuous throughput
is illustrated in figure 5.1, indicating the location of bubbles (blue semicircular outlines) relative
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Figure 5.1 A typical bubble-based micromixer design, indicating (i) inlets through which initially
unmixed fluid streams are introduced, and (ii) an array of acoustically excited microbubbles located
in the main channel. The microbubble streaming may be temporally modulated by exciting the
piezoelectric transducer with a time-dependent voltage amplitude V (t). The resulting unsteady
flows can achieve rapid mixing with net transport through the channel.
to the inlets and outlets of the microfluidic device. The bubbles are attached to a wall of the
micro-channel by means of blind side-channel of width 2a, which protrudes from the main channel.
The geometry of the side-channel establishes a bubble of semi-cylindrical shape (semi-circular cross
section). Figure 5.1 shows a cross section of the device geometry. Applied ultrasound at a frequency
f ∼ 1− 100 kHz establishes oscillations of the interface with an characteristic amplitude a, which,
through a rectification of the acoustic energy, drives a secondary steady flow (streaming) with a
characteristic speed Us = 2pi2af . Due to the cylindrical symmetry of the bubble, the streaming is
confined to cross-sectional planes perpendicular to the bubble axis (two-dimensional flow) [54, 77,
78, 109, 112] and is characterized by a symmetric pair of steady counter-rotating vortices, as shown
in figure 5.1.
5.2.1 Flow field and mixing simulations
We are in general interested in the mixing properties of a transport flow through the channel
(pressure-driven Poiseuille flow), augmented by a vortical flow (microbubble streaming). The
Reynolds number associated with both the Poiseuille flow and steady streaming is typically small
in microfluidics; this allows us to express the flow in general as a superposition of the two flow
fields. For convenience, we non-dimensionalize lengths by the bubble radius a and velocities by the
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Figure 5.2 Streaklines of (a) bubble streaming only (fountain vortices) and (b) streaming with a
net transport through the channel (left to right), showing the separatrix (red curve) between the
upstream vortex and the open streamlines.
characterstic streaming speed Us.
Due to the cylindrical bubble geometry, the streaming is to good approximation two dimensional
in x-y planes perpendicular to the bubble axis. This has been shown both by direct experimental
measurements [110] as well as by theoretical calculations [77, 112]. In a half-space (h ≡ H/a→∞),
the streaming at any driving frequency is given by Rallabandi et al. [77] using an expansion into
Stokes singularities, and is easily modified for a channel of finite height h, yielding a streaming
velocity field us(x, y) (see chapter 3, [78, 105])2. While axial flow components may in general be
present in bubble-driven streaming, a systematic axial recirculation of the fluid requires much longer
times than the faster vortical motion in the xy plane, which allows us to safely ignore these effects
as a first approximation [54, 78], see also chapter 4.
The pressure-driven transport flow through a rectangular channel of a given cross-section in
the absence of the bubble is given by analytically by Mortensen et al. [66]. The bubble boundary
conditions can be accounted for by a Stokes superposition similar to that used for the streaming
(singularity expansion similarly modified to also satisfy boundary conditions at the bubble (no-
stress, no-penetration) [105]. The modified transport flow is denoted by a dimensionless velocity
field up, which is defined so as to have unit mean velocity (in units of Us) over the channel cross-
section as |x| → ∞, i.e.
1
hd
∫ d/2
−d/2
∫ h
0
up(x→∞, y, z) dy dz ≡ 1.
The modeling of the pressure-driven transport flow is described in greater detail in section 6.3.1 of
2In this chapter, us refers to the steady 2D Lagrangian streaming flow.
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Figure 5.3 Streamline portraits of (a) bubble microstreaming only (fountain orientation), and (b)
streaming with Poiseuille flow (flowing left to right) at s = 0.015, showing the presence of both
upstream and downstream vortices. The hyperbolic stagnation point that forms a part of the
upstream vortex is due to the cancellation of the streaming by the Poiseuille flow, indicated by
arrows in (b).
chapter 6, where the trajectories of individual particles is more important.
The non-dimensional flow field resulting from the superposition of bubble streaming and trans-
port may be written as
u(x) = us + s umaxup.
where umax is the maximum dimensionless streaming speed, which occurs at the bubble surface. The
parameter s is therefore the ratio between the mean transport speed and the maximum streaming
speed, a quantity that is directly relevant for the experimental characterization of the flow [105,
110, 111].
We restrict our attention to the two-dimensional mixing occurring in the mid-plane of the
channel, i.e. the plane perpendicular to the the bubble axis that contains its mid-point (z =
0). The two-dimensional streaming flow is governed by a dimensionless steady stream function ψ
(characteristic scale Usa), defined by ψ =
∫
ux dy = −
∫
uy dx, which will prove useful in subsequent
sections3. Of interest to the two-dimensional description is the ratio of the mean mid-plane speed
(in the z = 0 plane) to the mean bulk speed of the entire channel cross-section, given by
up ≡ 1
h
∫ h
0
xˆ · up(x→∞, y, z = 0) dy.
For the channel aspect ratio considered here (D/H = 0.4), up ≈ 1.48.
3ψ in this chapter is the quantity called Ψ in chapter 3.
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The mixing under a given flow field u(x, t) is quantified by the spatial structure of an temporally
evolving scalar field c(x, t) that describes the concentrations of the two species. A passively advected
scalar field in general satisfies
∂c
∂t
+ (u · ∇)c = 1
Pe
∇2c, (5.1)
subject to some initial and boundary conditions on c. The Péclet number Pe = Usa/Dp =
6piηUsaap/kBT is typically large in experiments (∼ 106), so that it is appropriate to neglect the
effect of diffusion and consider advective mixing (stirring) only. This will provide a lower bound
on the mixing quality under the specified flow field, with any effect of diffusion only enhancing the
quality of mixing.
The advection equation in general does not admit simple analytical solutions. Numerically, the
limit Pe →∞ is difficult to analyze using grid based techniques due to the generation of arbitrarily
fine length scales of the scalar field in the the absence of diffusion, which is precisely the feature of
interest in advective stirring and must therefore be resolved accurately. To accurately solve (5.1) in
this limit, we use a Lagrangian particle method, where we compute the advection of a large number
of passive tracers under the flow, i.e. we solve x˙(t) = u(x(t)). Each of these tracers is identified
with a value of the scalar field, which is advected with the particle (strictly true in the absence of
diffusion). The scalar field is reconstructed at any instant of time by a linear interpolation of the
values assigned to the particles onto a Cartesian grid. This technique is especially suited to the
class of problems with negligible diffusion and has widely been employed in previous mixing studies
[10, 25, 92].
We restrict our attention to an initial distribution of the scalar field characterized by two distinct
layers of unmixed fluid separated by a sharp “interface” of contact, located initially at y = y0. The
initial distribution of the scalar field is therefore
c(x, t = 0) = c0(x) = H(y0 − y), (5.2)
where H(z) is the Heaviside function. This is the most practical situation in experiments, where
the initally unmixed fluids are introduced from the two different inlets, with y0 determined by the
ratio of flow rates through the two inlets.
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For the purpose of modeling, we have assumed the absence of (i) diffusion, (ii) axial velocity
components, and (iii) unsteady motion on fast timescales. It is worth remarking that the inclusion
of one or more of these effects only enhances the mixing properties of the flow [100, 123]. One may
therefore consider the results presented here as a theoretical lower bound on the mixing quality that
may achieved in practice. In particular, any experimental realization of such a flow field is expected
to have improved mixing properties for a given set of conditions – certainly for situations involving
highly diffusive species.
5.2.2 Quantification of mixing effectiveness
The quality of mixing at an instant of time is related directly to the spatial distribution of the
instantaneous scalar field c(x, t) that is passively advected by the flow. To quantify the quality of
mixing, we use the mix-variance of c, which is a multi-scale mixing measure appropriate for two
dimensional advection-dominated flows [59, 60, 92]. The mix-variance is denoted by Φ2(c− c) and
is defined on the unit square by
Φ2(c− c) =
∑
k
|k|6=0
Λk|ck|2, where Λk = 1√
1 + (2pi|k|)2
. (5.3)
The ck are two-dimensional Fourier components of c, given by
ck(t) =
∫
ROI
c(x′, t) e−i2pik·x
′
dx′, (5.4)
where x′ = (x′, y′), with x′, y′ ∈ [0, 1] within the region of interest (ROI). Here, c is the mean
concentration field within the ROI (identically equal to ck=0), and does not contribute to Φ2(c− c).
The mix-variance is a particularly useful mixing measure in the limit of small diffusion, since it
penalizes the energies contained in shorter wavelengths by the weight factor Λk (lower values of Φ2
indicate better mixing).
To compute the mix-variance in experiment, we normalize the measured grayscale fluorescent
intensity by the intensities of the two liquid streams before they meet. The fluorescence intensities,
denoted respectively as Cmax and Cmin for the bright (containing fluorescent nanoparticles) and
dark streams, are the mean fluorescence intensities in representative areas contained within the two
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Figure 5.4 Scalar field after 60 ms (one core orbit time), (a) visualized experimentally using flu-
orescent 100 nm-diameter nanoparticles, and (b) computed numerically (cf. section 5.2.1) due to
bubble streaming only (no Poiseuille flow) at 21.9 kHz.
streams before they meet. The normalized signal intensity is then defined as c ≡ C − Cmin
Cmax − Cmin ,
where C is the measured signal intensity at any point. Under this normalization, the bright and
dark streams are identified in the unmixed state with c = 1 and c = 0 respectively. In both
experiment and simulation, we select a square ROI whose side is equal to the channel height H,
located just downstream of the bubble. To compute the mix-norm, we first rescale x and y by
the dimensions of the ROI to be consistent with the definition of the mix-norm (5.3). The Fourier
coefficients corresponding to each wave vector (computed by FFT) are used to calculate the mixing
variance using (5.3).
We will focus on the case where the flow rates of unmixed liquids through the two inlets are
equal, so that the mean concentration field is c = 0.5, with the interface between the two phases
occurring at y = h/2. It is also useful to rescale Φ2 computed at any instant of time t by its
value for the initial un-mixed configuration (Φ20 ≈ 0.0355), to obtain a normalized mixing measure
φ2 = Φ2/Φ20, which varies between 0 (fully mixed) and 1 (initial configuration).
5.3 Results and Discussion
5.3.1 Steady vortical mixing
Figures 5.2 and 5.3 show that the flow field in general consists of both upstream and downstream
vortices. In order to utilize these regions effectively for mixing, it is useful to first analyze the
mixing properties of a set of closed streamlines. As a representative prototype, we simply consider
the two-dimensional steady streaming (fixed driving frequency and amplitude), in the absence of
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net transport (s = 0). This will allow us to identify the time scales over which stirring by a
steady 2D vortex (closed streamlines) is an effective mixing strategy, which will form the basis of
understanding of the mixing in the more complex flow (s > 0) discussed in detail in the subsequent
sections.
Due to the symmetry of problem for s = 0, we restrict our attention to x > 0, where the flow
is characterized by a single system of closed streamlines centered around a vortex center, with the
flow driven radially outward near x = 0 and radially inward near the wall at y = 0. The flow is
described by the stream function ψ ∈ [ψm, 0], where ψ = ψm < 0 is its value at the vortex center,
and ψ = 0 corresponds to the largest streamline, coincident with the boundaries of the domain. In
the absence of diffusion, the scalar field is only redistributed along each streamline by advection,
with no transfer of material across streamlines. The concentration distribution along a streamline
ψ is time periodic over the orbit time of a fluid element along that streamline T (ψ), i.e.
c(x, t) = c(x, t+ T (ψ)), on ψ = ψ(x), (5.5)
where T (ψ) =
∮
ψ ds/|u| and ds is an arc length element along a streamline.
For the initial distribution c0 given by (5.2), one may identify a streamline ψ = ψc tangent
to the interface between the two fluids, located initially at y = y0. The volume enclosed by this
streamline (ψc < ψ < ψc) therefore remains unmixed, with spatial redistribution of the scalar field
restricted to ψc < ψ < 0. The concentration field along ψ = ψc is uniform except at the single
point at which it is tangent to the interface. This tangent point on the interface orbits the vortex
center over a time Tc ≡ T (ψc), stretching the points on the interface in its neighborhood with it.
On the other hand, there is relatively little change in the concentration field along large streamlines
(ψ ∼ 0) over this time scale, due to slower mean flow. This results in the generation of a pair of
striations over a characteristic timescale given by Tc.
At long times (t  Tc) the vortex stirring results in a well-defined unmixed “core”, delineated
by ψc, surrounded by alternating bands of bright and dark fluid, which in general become thinner
with time. The spatial distribution of c at some t is non-trivial, but the characteristic striation
thickness typically increases away from the bubble (and towards the walls) due to the decay of the
flow and its gradients away from the bubble.
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The mixing properties of such a steady vortical flow may be described quantitatively by means
of a simple model that considers thin striations distributed around an unmixed core. For the
remainder of this subsection, we will take all length scales to be scaled by the dimensions of the
ROI, so that (5.3) may be directly applied to compute Φ2. We assume that the core is defined
in x′ and y′ directions respectively by dimensionless lengths x′0 and y′0, and that striations are
similarly characterized by dimensionless striation thicknesses δ′x and δ′y respectively. In general, for
steady flow x′0 and y′0 are constants dependent on the initial conditions only, whereas δ′x and δ′y
are in general time-dependent. In units of the dimensions of the ROI (and dropping primes for
convenience), we model the concentration field as
c(x) =
m∑
j=0
(−1)jcj(x), (5.6)
where
cj(x) =

1, x < x0 + jδx and y < y0 + jδy
0, otherwise,
(5.7)
and m represents the total number of striations within the ROI. The scalar field due to (5.6) is
given in figure 5.5(a), and showing characteristic core and striation length scales.
The Fourier component ck, corresponding to k = (kx, ky) is computed using (5.6) and (5.7) and
has the analytical form
ck = − 1
4pi2kxky
(
Sm(k · x0,k · δ) + Sm(0, 0)− Sm(kxx0, kxδx)− Sm(kyy0, kyδy)
)
, (5.8)
where x0 ≡ (x0, y0), δ ≡ (δx, δy), and
Sm(p, q) ≡
m∑
j=0
(−1)je−2pii(p+jq) = e−2piip 1 + (−1)
me−2pii(m+1)q
1 + e−2piiq
(5.9)
for some scalars p and q. The expression for ck for ki = 0 (where ki ∈ {kx, ky}) is given by the
L’Hôspital limit of (5.8) as ki → 0. The mix-variance of the model concentration field is computed
using (5.3) and (5.8), with the approximation Λk ≈ 1/2pi|k|, since the computation of Φ2 involves
only |k| ≥ 1.
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At long times (t Tc), the striations are thin and large in number, populating the entire region
outside the unmixed core, i.e. |δ|  1 and m ≈ (1 − x0)/δx ≈ (1 − y0)/δy  1. While the mix-
variance in principle involves features over the entire spectrum of length scales, the ck given by (5.8)
is dominated by two groups of wave-vectors k: (i) those for which |k| = O(1), characterizing large
scale features such as the unmixed core, and (ii) those for which |2k · δ| = O(1), corresponding to
the striation thickness.
For |k| = O(1), ck may be approximated by an expansion of (5.9) and (5.8) in the limit k·δ  1.
To leading order in |k · δ|, we have
ck ≈ − e
−piik·δ
2pi2kxky
sinpikxx0 sinpikyy0 for |k| = O(1). (5.10)
Considering only the lowest modes, i.e. k whose components ki ∈ {−1, 0, 1}, the contribution of
(5.10) to the mix-norm according to (5.3) is
Φ2c =
1
4pi3
(
y20 sin
2 pix0 + x
2
0 sin
2 piy0 +
√
2
pi2
sin2 pix0 sin
2 piy0
)
. (5.11)
Note that (5.11) involves only the core size and is independent of the striation thickness, and is
therefore constant in time.
We now similarly compute the contribution of higher modes – those that characterize the stri-
ation structure – to the mix-variance, corresponding to |k · δ| ≈ 1/2. To compute Φ2 due to these
modes, we neglect k for which both components are O(|δ|−1|), and consider only those cases for
which which the component with smaller magnitude (denoted by kmin) is O(1), which sets the size
of the larger component (denoted by kmax). This is a reasonable first approximation, since the
mix-variance is dominated by the largest length scales, cf. (5.3), so that the contribution of modes
where kx ∼ ky ∼ O(|δ|−1|) is subdominant to those modes where only either one of kx or ky is
O(|δ|−1|).
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In the limit k · δ → ±1/2, we then have
ck ≈

(−1)m
4pi2kxky
(
e−2piikx(1+δx) − e−2piikxx0
1− e−2piikxδx +m+ 1
)
, kx = O(1),
(−1)m
4pi2kxky
(
e−2piiky(1+δy) − e−2piikyy0
1− e−2piikyδy +m+ 1
)
, ky = O(1)
(5.12a)
(5.12b)
We again restrict the computation of Φ2 to situations where kmin ∈ {−1, 0, 1}. Let us first consider
the case where both components are non-negative (ki ≥ 0), and kmin = kx = O(1). The components
ky relevant to (5.12a) is then given by solving (i) kyδy = 1/2 and (ii) k · δ = 1/2, which admit
in general real valued solutions k(1)y = 1/(2δy) and k
(2)
y = k
(1)
y − kxδx/δy respectively. Since the
computation of Φ2 involves only integer components of k, we may replace ky in (5.12a) by the
two nearest integers to k(j)y , i.e. bk(j)y c and dk(j)y e (where j ∈ {1, 2}). The equation (5.12a) may
be applied to all distinct wave vectors k = (kx, ky) obtained by this procedure. For kx = 0, we
have k(1)y = k
(2)
y , which results in two distinct wave-vectors (0, bk(1)y c) and (0, dk(1)y e). If kx = 1
and δx/δy = O(1), we nominally have dk(2)y e = bk(1)y c, so that procedure results in three distinct
wave-vectors (1, bk(2)y c), (1, bk(1)y c) and (1, dk(1)y e). By the symmetry of (5.12), these arguments
apply directly to cases with negative ki and those where kmin = ky = O(1).
To leading order in |δ|, the mix-norm due to (5.12) is
Φ2s =
1
pi3
{
δx(1− x0)2
(
(1 + y0)
2 +
3
pi2
(
1 +
sin 2piy0
2pi(1− y0)
)2
+
3 sin4 piy0
pi4(1− y0)2
)
+ δy(1− y0)2
(
(1 + x0)
2 +
3
pi2
(
1 +
sin 2pix0
2pi(1− x0)
)2
+
3 sin4 pix0
pi4(1− x0)2
)}
. (5.13)
Equation (5.13) describes the contribution of the striations to the mix-norm, and is proportional
to the striation thicknesses δx and δy in the two directions. Since a new pair of striations is generated
for each orbit of the fluid around the core, the total number of striations in the flow is at any time t
is given approximately by 2× t/Tc. Due to the spatial confinement, it is appropriate to assume that
the characteristic striation thickness is proportional to the reciprocal of the number of striations.
For simplicity, we assume symmetry between x and y, i.e. x0 = y0, and δx = δy = αTc/(2t), where
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α is an O(1) parameter that depends on the flow field. We then have
Φ2c =
1
4pi3
(
2y20 sin
2 piy0 +
√
2
pi2
sin4 piy0
)
, and (5.14)
Φ2s =
Tc
t
Γ 2s (5.15)
where
Γ 2s ≡
α
pi3
((
1− y20
)2
+
3
pi4
sin4 piy0 +
3
pi2
(
1− y0 + sin 2piy0
2pi
)2)
(5.16)
The mix-variance due to the entire spectrum of wave vectors, valid for t  Tc, is simply the
superposition of the two contributions
Φ2tTc = Φ
2
c + Φ
2
s (5.17)
The model of the advection field and the resulting expressions for Φ2 are not strictly applicable for
times shorter than a core orbit time (t < Tc), for which no unmixed core has been yet established.
The behavior of the mix-norm in the short time limit t Tc may be approximated in general using
an expansion about its initial value Φ20, i.e.
Φ2tTc = Φ
2
0
(
1− βc t
Tc
)
+O(t2), (5.18)
where βc depends on the details of the advection field. The time t∗ at which the long time algebraic
decay of Φ2 becomes dominant may be estimated by the point at which the line Φ2tTc is tangent
to the curve Φ2tTc , which yields
t∗
Tc
=
2γ2s
1− φ2c
, and βc =
(1− φ2c)2
4γ2s
, (5.19)
where γ2s ≡ Γ 2s /Φ20 and φ2c ≡ Φ2c/Φ20. It is useful to then rewrite the mixing behavior as
φ2(t) ≡ Φ
2(t)
Φ20
≈

1− 1− φ
2
c
2
t
t∗
, t ≤ t∗
φ2c +
1− φ2c
2
t∗
t
, t ≥ t∗
(5.20)
90
0 2 4 6 8
0.1
1
1
0.5
t/T
φ
2
Figure 5.5 Decay of the normalized mix-variance φ2 as a function of dimensionless time t/T due to
a steady vortex, computed by simulations (markers) and predicted by the analytical model (lines).
The blue and red lines indicate respectively the short and long time behaviors, showing a transition
around t/T = 1 corresponding to φ2 & 0.5, according to (5.19).
The steady vortex mixes efficiently for times t ≤ t∗, setting the maximum time for which the steady
vortex is effective. In order to optimally utilize the vortex, one must therefore stir for a time t ≈ t∗,
corresponding to a mixing given by φ2(t∗) = (1− φ2c)/2, a quantity which varies between 1/2 (best
case; φc → 0) and 1 (no mixing; φc → 1). Note that (5.20) is a general approximate expression that
arises simply from a matching between a short time linear behavior and a long time algebraic t−1
behavior of Φ2, and is independent of the precise details of the flow field.
It is useful to briefly also consider relevant stirring timescales, in particular for initial conditions
involving an arbitrary distribution of striations throughout the volume enclosed by the vortex,
where it is not possible to identify an unmixed core. The smallest characteristic time over which
new striations are generated by a vortex is nominally given by the orbit time of closed streamlines
that are arbitrarily close to the vortex center (vanishing enclosed areas). This does not however
involve any large scale turnover of the volume of fluid enclosed by the vortex, and it therefore
ultimately not a useful timescale to characterize the generation of new striations. A more relevant
turnover time scale for a given vortex may be defined formally as
T =
a
Us
∫ ∮
ψ dl dn∫ |u|dn , (5.21)
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where l and n are respectively coordinates tangential and normal to streamlines, and the limits of
integration on n are given by the spatial extent of the vortex. Note that T is identically the ratio
between the enclosed area and total areal flow rate in the vortex, and sets the characteristic time
over which stirring occurs. For much shorter times, only a small fraction of the fluid in the vortex
is stirred, while longer times result only in a small improvement in the mixing due to the algebraic
t−1 refinement of the scalar field. We may therefore infer that T ∼ t∗ in the more general case of
steady vortical mixing not involving unmixed regions of the flow.
An algebraic stretching of fluid elements (indicated by an algebraic decay of Φ2) is typically
considered to be “poorly mixing”[102]. Rather, exponential mixing (an exponential stretching and
folding of fluid elements) is desired in most practical mixing applications, which is characterized by
an exponential decay of Φ2 at long times [42, 59, 60, 64].
Equation (5.20) shows that while mixing due to steady vortical stirring in 2D is promising at
short times, its utility at long times is in general limited by its algebraic t−1 mixing properties,
reflected in asymptotic behavior of Φ2. It is well known as a consequence the Poincaré–Bendixson
theorem that a two-dimensional steady flow cannot result in chaotic motion of fluid elements [117],
and is therefore limited in its asymptotic(long-time) mixing properties. We have formally shown
here that the long time mixing behavior of a steady 2D vortex becomes dominant for t & t∗ ≈ T ,
which is nominally the time beyond which the steady flow must be disrupted for any possible
improvement in the mixing quality. It is important to remark that while we have considered the
streaming in the absence of transport, such an analysis remains applicable to any vortical regions
that may appear even in the presence of a finite transport flow.
5.3.2 Steady transport with streaming
We now consider the practically relevant situation, namely one with finite throughput, where the
secondary streaming is superposed onto a primary transport flow through the device. Far away from
the bubble, the transport is dominant (velocity scale up) and the flow is approximately parallel to
the channel axis, whereas the streaming (characteristic speed Us) is dominant close to the bubble.
Since the secondary flow is actuated locally, it becomes comparable to the transport flow speed
up at a certain distance from the bubble. If the streaming is sufficiently strong, this occurs close
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to the opposite wall y = h, resulting in a flow with both upstream and a downstream vortices,
see figure 5.3(b). In particular, upstream of the bubble (x < 0), the streaming and transport flow
fields compensate each other, resulting in a hyperbolic stagnation point in the flow, which lies on a
separating streamline that distinguishes the upstream vortex from open streamlines in the flow.
It is generally desirable to drive the secondary flows as strongly as possible, which not only
ensures greater flow speeds, but also that a greater fraction of the channel is occupied by the
upstream and downstream vortices. The largest linear dimensions of either the upstream or the
downstream vortex is on the order of the channel heightH. Since these vortices are closed structures
enclosing a finite volume, their mixing properties are qualitatively similar to the vortex mixing in
the absence of transport, discussed in section 5.3.1. In particular, they behave as efficient mixers at
short times, and are limited at long times by their algebraic mixing behavior. For strong streaming
(small s), most of the flow in open streamlines is squeezed through a narrow gap of width dgap ≈ sH
between the bubble surface and the upstream vortex [105, 110, 111]. While advective mixing due
to open streamlines is typically small compared over time scales relevant to vortical stirring, the
gap flow may play an important role in diffusive mixing, as we will show in later sections.
Purely advective open flow mixing however, under the superposition of steady transport and
vortical flows, is generally poor. Vortical stirring is only effective at short times t . T , and any
mixed fluid in these regions is never transported downstream due to the flow topology. Regions of
the flow with open streamlines on the other hand are similar to flows with weakly excited secondary
flows and are only effective over long transport times and channel lengths. It is therefore critical
that the flow be modulated in order to effectively utilize both closed and open regions of the flow
effectively.
5.3.3 Flow modulation by duty cycling
The limitations on fluid mixing by the use of steady flows can be overcome by the deliberate intro-
duction of unsteadiness. A practical flow modulation strategy at constant throughput is through
a duty cycling of the streaming, keeping the transport flow steady. Experimentally, this may
be achieved simply by alternately turning on and off the ultrasound for time intervals τon and
τoff respectively. If the frequency of the modulation is much longer than that of the ultrasound
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(a) (b)
(c) (d)
Figure 5.6 Snapshots of the scalar field mixing due to a duty cycle with τon = τoff = τp, at different
instants of time: (a) at the end of the first “on” half-cycle t = τon, (b) at the end of the first cycle
t = τcycle, (c) at the end of the second “on” half-cycle, t = τcycle + τon, and (d) after 8 cycles,
t = 8τcycle. The region of interest (ROI) used to compute Φ2 is indicated as a yellow square in (d).
(τon, τoff  1/f), transients during the on/off process may be neglected. The flow may therefore be
modeled as being time-periodic with period τcycle = τon + τoff , with a combination of the Poiseuille
flow and the streaming in the “on” part of the cycle (0 < t < τon), and with Poiseuille flow during
the “off” phase (τon < t < τcycle). For mixing simulations, we use the time-periodic flow field u
given by
u =
 s umax up + us, 0 < t < τon,s umax up, τon < t < τcycle, (5.22)
where it is understood that t is modulo τcycle.
Mixing during the “on” phase of the cycle is similar to the situation in section 5.3.2, occurring
primarily in the closed upstream and downstream vortices of the flow. In addition, some advective
structures are transported by open streamlines through the thin gap between the bubble and the
upstream vortex. During the “off” phase, these mixed regions of fluid are transported downstream by
the Poiseuille flow, presenting a rearranged advection field to the next “on” phase of the cycle. During
the “off” part of the cycle, new relatively unmixed fluid therefore enters the region that, during the
“on” part of the cycle, is taken up by the streaming vortices, which quickly stretch the fluid into thin
bands. This rearrangement of the advection field introduces three important effects that make it
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Figure 5.7 Normalized mix-variance as a function of time for three different duty cycles with τoff = τp
and varying τon, computed numerically for a periodic array of bubbles arranged in the channel as
indicated in figure 5.1. The thin straight line indicates an exponential fit to the thick red curve.
particularly advantageous over steady vortical mixing. First, it disrupts any unmixed regions that
may present, so that at long times (several cycles), effectively the entire volume of the channel is
subjected to stretching and folding by the flow. Second, it shifts the locations of striations relative to
the vortices, which enhance the mixing properties of the flow beyond the algebraic t−1 mixing that
is achieved by steady vortices alone. And finally, the duty cycling disrupts the material separatrix
between open and closed streamlines that exist during the “on” phase, allowing a net transport of
the stirred fluid through the device, an important consideration for microfluidics applications.
In a periodic bubble array, a given volume of fluid is deformed repeatedly during each cycle.
Figure 5.7 shows that the mix-variance indeed decays exponentially with time in a simulation that
uses a periodic bubble array, with the rate of decay depending on the particular duty cycle chosen.
In general, on time scales greater than the cycle time, the mix-variance oscillates about a mean
exponential trend of the form
φ2duty(t) ≡
Φ2duty(t)
Φ20
= C e−σt/τcycle , for t τcycle. (5.23)
Here C(τon, τoff) and σ(τon, τoff) are respectively an O(1) prefactor and an exponential rate constant
that depend on the duty cycle, and are obtained by a least squares fit to the result of the simulation.
Due to the exponential decay behavior of φ2, it is worth identifying optimum duty cycling protocols.
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It is useful to separately consider at least two separate kinds of optimum duty cycles.
The first involves identifying the duty cycle that maximizes the the mixing incurred per cycle,
which is equivalent to maximizing σ. This in effect minimizes the number of cycles – and therefore
the number of bubbles – required to achieve a target mixing quality, irrespective of the absolute
cycle time required. The second kind of the optimization attempts to achieve the fastest decay of
Φ2 per unit of time, which involves a maximization of the quantity σ/τcycle without restricting the
number of cycles (equivalently the number of bubbles in the array) required to achieve a targeted
quality of mixing. Figure 5.8 shows that both of these optimization criteria result in different
optimum duty cycles.
In order to understand these optimum duty cycles and the decay of Φ2 that are achieved in either
case, it is useful to interpret the action of the flow on a material fluid volume as a 2D mapping;
each mapping results in some decay of the mix-variance Φ2, which occurs over the time required
to physically realize the map. The duty cycling allows the mapping to be repeatedly applied to
the material volume, as it is transported past the bubble array. As a first approximation, it is
reasonable to assume that the stirring is dominated by the upstream and downstream vortices
during the “on” cycle, with relatively little mixing occurring within open regions of the flow. The
mixing due to these steady vortices has already been discussed in Section 5.3.1, while the “off” cycle
(open streamlines only) may be interpreted as involving primarily a translation of the mixed fluid
(neglecting any effects of shear).
Under this simplistic picture of the deformation field, the role of the “off” cycle is simply to
transport fluid from one vortex to another, in particular between the upstream and downstream
vortices driven by a bubble. This allows a given material volume of the fluid to be nominally stirred
twice per bubble – once by each vortex – improving the mixing quality over the case of steady flow.
Maximum mixing efficiency may be expected when τoff is chosen in order to allow optimum transport
of fluid between the two vortices. The geometry of the flow is typically insensitive for a wide range
of driving frequencies, as shown both by theory and experiment [77, 112]. In particular, the distance
between vortex centers dvc is reliably obtained from the asymptotic theory as dvc ≈ 2.5a. The mean
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time for fluid to be transported between these vortices by the Poiseuille flow is therefore
τp =
dvc
Up
, (5.24)
where Up ≡ Us × sumaxup is the mean (dimensional) Poiseuille flow speed in the z = 0 plane. The
τoff that allows optimal transport of fluid between vortices during the “off” part of the cycle, so that
it may be taken up effectively stirred during the “on” part of the cycle is therefore τoff ≈ τp. If τoff
is much smaller, the liquid distribution changes little between driving cycles. On the other hand, if
τoff is much larger, unmixed fluid flows past one (or both) of the vortices without being mixed.
At sufficiently long times, the duty cycling establishes a distribution of advective structures
throughout the volume occupied by vortical regions of the flow. The τon that best utilizes the “on”
part of the cycle is therefore on the order of the larger of the mean turnover times of the upstream
and downstream vortices computed using (5.21). For the typical “fountain” orientation of streaming
vortices, this optimum “on” time is set by the turnover time of the upstream vortex, denoted by
T us. For τon < T us, one or both of the vortices are not optimally used for mixing. On the other
hand, τon > T us allows a greater volume of relatively unmixed fluid to be transported past the
vortices by open streamlines, while achieving only a slight improvement in vortical stirring (due to
the algebraic decay of Φ2) resulting in poorer overall mixing.
The total flow rate in the upstream vortex is obtained directly from the range of stream function
values spanned by it, and its enclosed area estimated by a × (H − a), which may be used to
approximate T us defined in (5.21). The optimum “on” time for small s may be written as
T us ≈ a(h− 1)
Us|ψm − sumaxuph| , (5.25)
where ψm is the value of the stream function at the upstream vortex center. For the parameters
used here, we find that T us/τp ≡ µ ≈ 1.87. The duty cycle τon = T us and τoff = τp results in the
optimal use of vortices as well as the transport of fluid between them. It is worth emphasizing that
this does not guarantee the fastest absolute decay of Φ2 in time, but rather, the best mixing that
may be achieved per cycle, i.e. it maximizes σ in (5.23). To estimate the maximum σ, we recall our
results on steady vortical mixing (5.20), which predicts a reduction of Φ2 by a factor of (1− φ2c)/2,
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Figure 5.8 Contours of the decay exponents of Φ2 (a) σ, and (b) λ, as functions of τon and τoff .
Maximum values of σ and λ correspond, respectively, to duty cycling protocols that achieve optimum
mixing per cycle and per unit time.
occurring over the optimal stirring time T . If we assume that no further mixing takes place during
the “off” part of the cycle, then this factor translates to a decay exponent σ = log 2/(1− φ2c). The
flow modulation ensures that no unmixed core persists over long times (φc → 0), which predicts
a maximum decay exponent σmax = log 2 ≈ 0.69, in close agreement with the maximum value
of σ ≈ 0.65 obtained from simulations, cf. figure 5.8. Note that the value σmax = log 2 is the
same decay as may be expected from the repeated application of a standard Smale horseshoe map
[26, 97, 102], which involves a halving of length scales of fluid structures at every iteration. Here,
this behavior arises from general matching conditions between a short time linear behavior and long
time t−1 decay of Φ2, independent of the details of the flow field.
Having understood the optimum duty cycle, we now turn to the second optimum of interest –
one that results in the fastest absolute decay of Φ2 per unit of time, for which it is now useful to
rewrite (5.23) as
φ2duty(t) = Ce
−λt/τp , where λ =
στp
τcycle
. (5.26)
The duty cycle (τon, τoff) that maximizes λ exists in particular due to balance between a shorter
mixing times (compared with τon = T us, τoff = τp), at the cost of lower efficiency per cycle, resulting
favorably in a mixing protocol that is ultimately faster in absolute time. We keep τoff fixed at τp,
which remains the shortest “off” time that allows fluid to be transported between vortices, but now
consider a τon that is some fraction fraction ϕ of T us. In general, for τoff = τp, we may write the
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decay exponent per cycle as σ(ϕ), which varies quadratically about its maximum value σmax = σ(1).
If we additionally use the relation σ(0) ≈ 0 (for τon = 0), we then have
σ(ϕ) ≈ σmaxϕ(2− ϕ), for τoff = τp.
Using τcycle = τp + ϕT us = τp(1 + µϕ), one finds
λ(ϕ) ≈ σmaxϕ(2− ϕ)
1 + µϕ
for τoff = τp, (5.27)
which is maximized when ϕ = (
√
1 + 2µ − 1)/µ. For the present case (µ = 1.87), λ is maximized
at ϕ ≈ 0.63, corresponding to τon/τp = ϕµ ≈ 1.18 and a maximum decay rate λmax = log 2 ×
ϕ(2 − ϕ)/(1 + µϕ) ≈ 0.27. The theoretical estimates are in good agreement with the results of
the simulation, as indicated in figure 5.8, and predict both the optimum cycle as well as the values
of the optimum decay exponents. For typical experimental driving conditions (21.9 kHz,  ≈ 0.1,
s ≈ 0.015), the mean transport time τp ≈ 60 ms, setting τoff for optimum mixing, consistent with
experimental results [109, 112].
5.3.4 Diffusive effects
Ultimately, the advective structures generated by flow modulation are mixed at the molecular scale
by diffusion. If we consider that at some given time instant t, the characteristic length scale of
advective structures in bulk of the channel is ls, the time required to homogenize the mixture is of
the order τD ∼ l2s/Dp. Further refinement of the the advection field is only necessary if the effect
of diffusion over the cycle time τcycle is negligible. Since the cycle time is essentially limited by
the flow rate through the system (irrespective of the strength of the vortices), a practical estimate
for the typical cycle time in such systems is given by τcycle ∼ H/Up. For a practical micromixing
design, the advective mixing may be deemed to be sufficient if the diffusive time scale at the current
striation thickness is much smaller than the cycle time τD  τcycle. This translates to a condition
on the striation thickness in the bulk of the channel
ls  l(1)s ≡
√
Dpτcycle ≈
√
DpH
Up
. (5.28)
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A second important diffusive mechanism is provided by the squeezing of much of the flow
through the narrow gap (of thickness dgap ≈ sH) between the bubble and the upstream vortex as it
is transported past the bubble [110, 111]. An advective structure of characteristic thickness ls in the
bulk of the channel is therefore squeezed to a structure of thickness s× ls as it stretched through the
gap. The time required to homogenize the fluid in the gap is therefore τD ∼ s2l2s/Dp. On the other
hand, the residence time of a fluid element within the gap is is τgap ∼ a/Us. If complete (diffusive)
mixing is to occur within the gap, it is necessary that τD  τgap. This results in a second criterion,
ls  l(2)s ≡
1
s
√
Dpa
Us
=
√
a
sH
l(1)s . (5.29)
Ultimately, the larger of l(1)s and l
(2)
s sets the relevant condition for complete diffusive mixing of
the flow in the device, allowing the design of a micromixer at the desired throughput. For typical
experimental conditions (s ∼ 0.015 , H/a = 6.25), we find that √a/(sH) ≈ 3.3, suggesting that
diffusion in the gap is able to homogenize the mixture at larger bulk length scales ls of the advection
field (and therefore earlier mixing times) as compared with diffusive processes in the bulk of the
channel. If the exponential decay of Φ2 is interpreted as an exponential decay of the dominant
length scale of the advection field c, one may write ls ∼ l0exp{−σt/τcycle}. Assuming that the
initially dominant length scale is comparable to the channel height (l0 ∼ H), the required residence
time in the mixer is
tres
τcycle
∼ 1
σ
log
(
sH
√
Us
aDp
)
=
1
2σ
log
((
sH
a
)2
Pe
)
.
Diffusion has been accounted for here in a somewhat simplistic way, assuming that it occurs
independently from the advection. In reality, diffusive processes may be enhanced by local flow
gradients [3, 34, 104]. It is then to be expected that the typical residence time required in practice
is even smaller than the tres estimated here.
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5.4 Conclusions
In this chapter, we have investigated 2D advective mixing strategies using a microbubble array
under the continuous throughput of the species to be mixed. We argue that the use of steady locally
actuated vortical flows to enhance the mixing properties of an otherwise unidirectional pressure-
driven flow through the channel is limited. This is primarily due to the presence of recirculation
regions of the flow, which (i) inhibit the transport of fluid, and (ii) produce only slow, algebraic
mixing at long times.
Both of these limitations are overcome by the deliberate introduction of flow unsteadiness, which
is achieved here by a duty cycling of streaming, easily realized in experiments by a modulation of
the driving voltage of the applied ultrasound. Under such a flow modulation, the quality of mixing
— quantified by the mixing variance — decays exponentially with time (or equivalently the number
of cycles), with the decay exponent being dependent on the duty cycle chosen. We then show that
the optimum duty cycle is one which (i) optimally uses the vortical regions of the flow for stirring
during the “on” part of the cycle and (ii) transports the stirred fluid between vortices during the “off”
part of the cycle. The optimum duty cycle as well as the maximum decay rate of the mix-variance
that is achieved by such a flow modulation is understood by a simple model of steady mixing in
a vortex. This constitutes the first systematic study of flow modulation protocols for optimum
micromixing under continuous transport of fluid through the microchannel, a practical constraint
in most micromixing applications.
The mixture is ultimately homogenized by diffusion, which sets the characteristic striation length
scale that must be achieved by the flow modulation. For a given duty cycle, this may be translated
into a characteristic residence time of fluid elements in the device. For typical experimental param-
eters this diffusive process is expected to occur as most of the flow is stretched through a narrow
bundle of streamlines near the bubble surface, where the flow is fastest.
In practice, the diffusion of the scalar field occurs simultaneously with advection, and is general
enhanced by the gradients of the flow (through mechanisms such as Taylor dispersion) [3, 34, 104].
In addition, we have ignored here 3D flow effects (cf. chapter 4), which are likely to enhance
the axial transport of material on both short (∼ 1 ms) and long (∼ 1000 ms) time scales. It is
also expected that the oscillatory component of the flow (neglected here) contributes to its mixing
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properties, although its precise role is unclear [116]. Despite the simplifying assumptions of the
present chapter, it provides a first look into systematically understanding and quantifying open
flow mixing, guiding the design of practical micromixing devices.
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Chapter 6
Particle manipulation and control
In this chapter, we analyze the transport of finite-sized particles in microbubble streaming flows.
We focus on the situation where the streaming is combined with a Poiseuille flow, bearing in mind
the use of microbubble streaming for the design of continuous-size sorting applications. We first
model the motion of particles as passive tracers advected by the steady flow due to the superposition
of steady streaming and Poiseuille flows, but take into account short range contact forces between
the surface of the bubble and the particles. The model predicts a size-dependent drift of particles
across fluid streamlines occurring close to the bubble, which is used to understand the sorting of
particles. We then show that axial flow effects are important in quantitatively translating these
drifts to the size-dependent sorting of microparticles observed in experiments.
6.1 Introduction
Microfluidics often involves the control and manipulation of the motion of microparticles, which
may be introduced into microfluidic flows for a variety of reasons. The most common situation in
which the motion of rigid particles in the flow is important is in the experimental measurement
and characterization of the flow itself (tracer particles). Other applications that involve the flow
of micron-sized objects includes the trapping and sorting of microparticles based on their physical
properties (e.g. size, deformability, electrical conductivity etc.), and the lysis of vesicles [55], where
precise control of position and force actuation may be required.
We focus here on understanding the application of acoustically excited microbubbles in con-
tinuous size-size sorting microfluidic devices. We do so by considering a superposition of bubble
microstreaming, for which we have already developed analytical formalisms in chapters 3 and 4, and
a Poiseuille flow through the channel, which we describe in detail in the present chapter. The sensi-
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tivity of the sorter to different particle sizes can be precisely tuned by varying the relative strength
between streaming and Poiseuille flow. The continuous nature of the sorter allows particles to be
sorted at much high throughputs compared with conventional methods.
In order to quantitatively describe the sorting process, we first develop a modification of the
Poiseuille flow in a channel to account for the presence of the bubble, satisfying appropriate bound-
ary conditions at the interface. Exploiting the low Reynolds number of the steady flow (both
streaming and Poiseuille flows), we construct a family of flow superpositions governed by a single
dimensionless parameter s, a measure of the strength of the Poiseuille flow relative to the streaming
(cf. chapter 5). We show that over a wide range of flow superpositions, the theoretically determined
flows agree well with the trajectories of fluid measured in experiments.
Any sorting device utilizing steady flows must involve a deviation between of particle trajectories
from nominal fluid trajectories. In our current application of interest, this deviation is dependent
on the size of the particle. We explore different sorting mechanisms that may be responsible for
the experimentally observed size-dependent sorting. We first advance a simple geometric argument
involving hard-core interactions between the particle and the bubble surface, which causes the
particle to drift across streamlines based on its size. We then argue that three-dimensional flow
effects play a crucial role in quantitatively translating these drifts to the size-sorting of spherical
microparticles observed in experiments.
6.2 Setup for sorting
Figure 6.1 shows a typical setup used for size-dependent particle sorting, showing the locations of
inlets and outlets of the channel and the sessile microbubble. Fluid containing particles of two
different sizes is introduced into a microchannel through the inlet I1, while fluid devoid of particles
is introduced through I2. The bubble radius is ∼ 50µm, and the distance of the bubble center to
the opposite wall is typically 100µm – 250µm. The particles themselves are typically ≤ 10µm in
diameter, smaller than the bubble size or channel dimensions.
With the streaming turned off, the flow through the channel is divided into two halves by a
stagnation streamline (indicated as a light blue line in figure 6.1), which separates the lower (I1 →
O1) and upper (I2 → O2) streams of the fluid flow. An interesting modification of the flow however
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Figure 6.1 (a) Schematic of the device for microparticle sorting, showing inlets and outlets and a
microbubble located in the main channel. Solution containing microparticles is infused through
I1 while glycerol-water solution enters through I2. The outlets O2 and O2 are left open to the
atmosphere. The light blue line represents the stagnation streamline that divides the upper and
lower halves of the flow (we assume that the flow rates through the two inlets are equal), and is
approximately parallel to the axis of the channel in the absence of streaming, as indicated in (a). (b)
shows that the stagnation streamline (light blue) becomes deformed in the presence of streaming,
but continues to divide the flow into two halves. The red streamline represents the separatrix that
(i) delineates the upstream vortex and (ii) defines the region of the flow that is focused through the
gap, cf. figure 5.2.
occurs when the bubble is excited sufficiently strongly, greatly altering the shape of this streamline
close to the bubble. Figure 6.1(b) shows a representative resultant flow field (Poiseuille flow from left
to right). Note that there are now both open streamlines and closed vortical regions in the vicinity
of the bubble, and that a large portion of the flow is focused into a narrow bundle of streamlines
near the bubble surface.
The overall shape of the flow field is governed by the relative strengths of the Poiseuille and
streaming flows, which may be quantified by the following parameter,
s =
Up
Umax
. (6.1)
Here, Up = Q/HD is the mean Poiseuille velocity, with Q being the flow rate of fluid through the
channel, and Umax the maximum streaming speed, which occurs at the bubble surface.
As shown in figure 6.1(b), combining streaming and Poiseuille flows divides the flow field into
certain distinct regions. There are closed streamline loops upstream and downstream of the bubble.
The uppermost point of the upstream loop marks a hyperbolic point with an associated critical
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streamline (separatrix). The flow rate ∆Q above this streamline does not pass near the bubble,
while all streamlines below it are focused into a narrow bundle between the bubble surface and the
upstream loop. The bypass flow ∆Q reduces as s is lowered (stronger streaming).
Since we are considering only the time-averaged steady flow, we can define a mean distance dgap
between the bubble surface and the separatrix. By continuity,
Umaxdgap =
∫ h
0
Updy = UpH
Q−∆Q
Q
=⇒ dgap = sH
(
1− ∆Q
Q
)
. (6.2)
We can also define a distance d1 to be the distance between the bubble surface and the stagnation
streamline at its closest approach (refer to the blue streamline in figure 6.1b).
d1 =
sH
2
(6.3)
Note that if ∆Q = 0, d1 = dgap/2. Note also that the above definition of d1 requires ∆Q/Q <
1/2.
6.3 Size-dependent sorting
Since particles are only introduced through inlet I1, particles remain in the lower half of the channel
and exit through outlet O1 irrespective of their size, if no streaming is present. This is true of fluid
elements even in the presence of streaming, since they are unable to cross the stagnation streamline
which divides the flow into upper and lower halves.
In experiments, it is however observed that particles of finite size do get sorted if the bubble
is excited sufficiently strongly by ultrasound. In particular, particles can be either (i) continuously
deflected into the upper half of the channel, or (ii) deflected and trapped in the upstream vortex,
from which they are eventually released. Further it is seen that these deflections are stronger for
larger particles, leading to a size-dependent sorting of particles. We term (i) as “mode 1 sorting” and
(ii) as “mode 2 sorting”. This kind of sorting may be explained by a simple geometric mechanism.
Since particles cannot penetrate the bubble surface, there is an exclusion volume around the bubble
that the particle’s center of mass cannot enter, represented as gray shaded regions around the
bubble in figure 6.2. A particle whose center nominally follows a fluid streamline passing through
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(a) (b) (c)ap < d1 d1 < ap < dgap ap > dgap
d1
Figure 6.2 Illustration of the geometric sorting mechanism, which assumes a hard-core interaction
between the particle and the mean surface of the bubble, showing (a) no sorting for ap < d1 (s > s1)
(b) continuous sorting d1 < ap < dgap (s2 < s < s1) and (c) trapping ap > dgap (s < s2) . The
minimum distance d1 between the stagnation streamline and the bubble is indicated in (a). The
gray shaded regions represent exclusion volumes around the bubble; since particles cannot penetrate
the bubble surface, their centers of mass cannot enter this exclusion volume.
this exclusion volume must therefore, unable to enter this volume, cross streamlines. Downstream
of the bubble, the particle therefore only has access to fluid streamlines that avoid the exclusion
volume entirely, provided that it does not experience any further deflections past the bubble.
This simple geometric argument can be used to formulate a size-dependent sorting mechanism.
For the trapping of the particle (mode 2 sorting), its center of mass must be deflected beyond the
separatrix that delineates the upstream vortex. This leads to following simple criterion for Mode 2
sorting:
ap > dgap. (6.4)
On the other hand, for continuous (mode 1) sorting to take place, the particle radius must be
large enough for its center of mass to be pushed beyond the stagnation streamline, but smaller than
than dgap. This occurs when when the following condition is met:
dgap > ap > d1. (6.5)
The criteria for mode 1 and mode 2 sorting transitions can respectively be recast in terms of
critical values of s , s1 = 2ap/H, and s2 = ap/H × (1 − ∆Q/Q)−1, respectively (see figure 6.2).
Experimental results of Thameem et al. [105] show that for small ∆Q, the ratio s1/s2 ≈ 2, which
is predicted by the geometric sorting mechanism (since dgap/d1 ≈ 2). The parameter s = Up/Umax
is therefore a valuable predictor of the sorting. However, the absolute values of dgap and d1 do not
agree with the sorting criteria (6.5) and (6.4). This will be addressed in section 6.3.2.
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6.3.1 Theoretical particle trajectories
The sorting mechanism described in the previous section may in principle be extended to other
setups involving a greater number of inlets or outlets. In order to have precise control over such
setups, it is important to understand particle trajectories in more detail. Here we construct an
asymptotically valid flow due to the combination of streaming and Poiseuille flows and verify that
the theory accurately predicts experimentally measured trajectories of particles over a range of s
values.
The net steady flow may be expressed as a linear superposition of streaming and transport flow
fields, owing to typically small Reynolds numbers of the steady flow (Res . 1). It is convenient to
normalize lengths by a, so that the dimensionless channel height and depth are given respectively
by h ≡ H/a and d ≡ D/a, and speeds by the streaming speed scale Us = 2aω. We use a right
handed coordinate system (x, y, z) centered at the mid-point of the bubble axis, so that y spans the
height of the channel, and z is directed along the axis of the bubble.
The unidirectional pressure-driven Poiseuille flow through a channel of rectangular cross section
in the absence of the bubble is given by [66]. Normalized by its mean speed over the channel
cross-section, the velocity profile up(y, z) of the fully developed channel flow may be written as
up(y, z) =

∞∑
n=1,3,...
2
n4pi
(
1− 2h
npid
tanh
npid
2h
)
−1
×
∞∑
n=1,3,...
1
n3
(
1− cosh(npiz/h)
cosh(npid/(2h))
)
sin(npiy/h). (6.6)
Note that the direction of the Poiseuille flow is purely in the xˆ direction.
To make comparisons with experiments, we will only consider the flow profile in the mid-plane
z = 0 (the experimental data are collected in a region of ≈ 10µm width about z = 0). This allows
us to define an effective stream function governing the transport flow in the mid-plane, given by
ψp(x, y) =
∫ y
0
up(y
′, 0) dy′ .
This solution must however be modified to also satisfy the bubble boundary conditions (no-penetration
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and no-stress). If we assume that any modification of the flow resulting from the introduction of
the bubble at r = 1 is approximately 2D (small axial gradients), the flow in the midplane is given
by the modification
ψp 7→ ψp + ξp, (6.7)
valid in the limit of small Reynolds number, so that ξp satisfies the Stokes equations (∇4ξp = 0).
Temporarily ignoring the presence of the opposite wall at y = h, ξp may be written using an
expansion into no-slip Stokes solutions as
ξp(x, y) =
∞∑
n=0
bn
rn
(
cos
{
n
(
θ − pi
2
)}
+ αn cos
{
(n+ 2)
(
θ − pi
2
)})
(6.8)
where r =
√
x2 + y2, tan θ = y/x, and
αn =

1, n even,
n
n+ 2
, n odd.
(6.9)
The coefficients bn are chosen such that that both no penetration and no-stress conditions are
satisfied at the bubble surface, i.e.
1
r
∂ψp
∂θ
=
(
∂2
∂r2
− 1
r
∂
∂r
− 1
r2
∂2
∂θ2
)
ψp = 0, on r = 1. (6.10)
In general, the coefficients bn may be obtained analytically for arbitrary n using a Fourier transform
in θ of the undisturbed solution at r = 1. This is analogous to the expressions (3.21) obtained for
the streaming flow in half-space in chapter 3. Here, we determine them numerically by evaluating
the boundary conditions on a finite number of points on r = 1 (collocation).
The stream function obtained by this procedure satisfies the bubble boundary conditions, but
now introduces velocity components of O(h−1) at the opposite wall y = h. This can be accommo-
dated using a second correction
ψp 7→ ψp + χp, (6.11)
where χp(x, y) is again a solution of the Stokes equations. χp is obtained by precisely the same
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method (Fourier transform in x) used to extend the half-space streaming solution to a channel of
finite height, detailed in section 3.6. Iterative application of ψp 7→ ψp+ ξp and ψp 7→ ψp+χp results
in a flow that satisfies all boundary conditions (bubble and wall), with excellent convergence being
reached within two iterations.
For the streaming, we use the time averaged Lagrangian flow field, which is two-dimensional
to first approximation in the xy plane. The stream function ψs describing the steady Lagrangian
streaming flow in a channel of height h is obtained by a semi-analytic modification of the half-space
(h→∞) solution at any driving frequency, cf. chapter 3, [77, 78].
The net two-dimensional flow satisfying both bubble and wall boundary conditions is given by
the superposition
ψ = ψs + sumaxψp, (6.12)
where umax is the dimensionless maximum speed of the streaming (in units of Us). The value of
s sets the relative strength between the streaming and transport flows. At a driving frequency of
20 kHz (typical in experiments), umax ≈ 1.5, predicted by asymptotic theory (cf. chapter 3), and
confirmed by experimental measurements.
The motion of particles of finite size is modeled by a passive advection by the flow (constant
value of ψ) in regions where the separation between the particle center and the bubble is greater than
the particle radius, i.e. r > 1 + ap. If the passive advection of the particle results in a violation of
this condition, the particle is displaced in radially outward along constant θ to a radial coordinate
r = 1 + ap, and the passive advection is continued. This ensures that the particle and bubble
surfaces never penetrate each other, and is consistent with the geometric size-sorting mechanism
in 6.2. Particle advection under a given flow field and initial conditions are computed numerically
using a fourth order Runge–Kutta scheme.
A comparison of theoretical predictions for particle transport with a set of experimental con-
ditions (frequency, voltage and flow rate) requires both a determination of the theoretical flow
field (equivalently a value of theoretical s), as well as the initial particle positions resulting in
the experimentally measured trajectories. For a fixed s, one may compute a set of (theoretical)
stream function values corresponding to experimentally measured particle positions (xi, yi), given
by ψexpti ≡ ψ(xi, yi). For the same s and some initial conditions, theoretical particle trajectories
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Figure 6.3 Comparison of theoretical trajectories with experimentally measured trajectories of 5
µm particles at f = 20 kHz, up = 1333 µm/s, at four different driving voltages. Open circles are
experimental points, while solid lines represent theoretical trajectories : (a) V = 0.4 V, sth = 0.1411,
sexp = 0.1604; (b) V = 0.5 V, sth = 0.0666, sexp = 0.0641; (c) V = 0.6 V, sth = 0.0382,
sexp = 0.0375; (d) V = 0.7 V, sth = 0.0230, sexp = 0.0271.
assume a set of ψ values as they pass through the experimentally measured xi, denoted by ψ
theory
i .
The error between the experimental and theoretical trajectories is quantified by the deviation be-
tween the two sets of stream function values over all data points i and all particle trajectories.
The theoretical value of s (flow field) and initial conditions that provide the best fit between the
theory and experiment is obtained by the global minimum over s and initial conditions of the error
functional
E(s, IC) =
∑
i
(
1
ρi
ψtheoryi − ψexpti
ψtheoryi
)2
, (6.13)
where ρi = ||xi+1 − x||−1 is spatial density of experimental data points. The factor 1/ρi allows
a uniform spatial weighting of the experimental data, rather than uniform temporal weighting
obtained by experimental data collection at a fixed frame rate. The global miminum of E over s
and initial particle positions (IC) corresponds to a best-fit between experiment and theory, resulting
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Figure 6.4 Theoretical (lines) and experimental particle trajectories (5 µm diameter, markers) near
the bubble at four different driving voltages: (a) V = 0.4 V, sth = 0.1411, sexp = 0.1604; (b)
V = 0.5 V, sth = 0.0666, sexp = 0.0641; (c) V = 0.6 V, sth = 0.0382, sexp = 0.0375; (d) V = 0.7 V,
sth = 0.0230, sexp = 0.0271.
in a theoretically predicted s value.
6.3.2 3D effects on gap size
In section 6.3, we commented that while the ratio between d1 and dgap for Mode 1 and Mode
2 sorting transitions agreed with experimental measurements, their absolute values did not. The
discrepancy between expected and computed gap sizes is striking. For particles of 10 µm diameter,
one would expect the Mode 1 and Mode 2 sorting transitions to occur at gap sizes of roughly 10
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Figure 6.5 (a) Gap width as a function of z at s = 0.005, normalized by the mean gap width dgap,
showing that the 3D streaming theory predicts a wider gap compared to 2D theory and that the
maximum gap width occurs at z = 0. (b) Gap widths in the mid-plane (z = 0) plotted against
the mean estimated gap width dgap = sH, showing results from experiments, as well as 2D and
3D theories of the streaming, indicating good agreement between the 3D theory and experimental
measurements. Microparticles typically used in sorting experiments have diameters ≤ 10µ, which
sets the range of the dgap values relevant to sorting experiments.The peak axial velocity component
in the 3D theory is ≈ 0.25 the maximum in-plane velocity umax (as measured in [54]) showing that
even weak axial effects can enhance the actual width of the gap compared to its mean value dgap.
µm and 5 µm, respectively, assuming zero ∆Q; see (6.5), (6.4). Instead, the average computed gap
width dgap turns out to be 2.75 µm (27.5 % of expected value) and 1.54 µm (30.8 % of expected
value) respectively. However, direct experimental measurements of gap widths at the mid-plane of
the channel show that the mid-plane gap-widths at Mode 1 and Mode 2 sorting transitions are only
slightly larger than the expected values of 10 µm and 5 µm.
This discrepancy may be explained by taking into account the 3D character of the flow. The use
of Equation 6.2 to calculate gap size implicitly assumes that (i) the streaming speed is planar and
uniform across the depth of the channel, and (ii) that the net flow rate through the gap Q−∆Q is
distributed uniformly through the channel depth. On the other hand, most particles that flow past
the bubble do so near z = 0, where the Poiseuille flow is fastest. The average gap size dgap computed
using (6.2) is therefore not representative of the flow experienced by the majority of particles in the
channel.
Relaxing the 2D assumption (and thus also the stream function representation of the flow), we
consider a broader class of flow superpositions between the streaming and Poiseuille flows of the
form
u = us + sumaxup, (6.14)
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Figure 6.6 Three-dimensional fluid streamlines under the superposition of 3D steady streaming and
Poiseuille flow in one half of the channel (0 ≤ z ≤ d/2), showing open streamlines (green), the
upstream vortex (red) and the downstream vortex (yellow). The bubble (r = 1) is indicated as
a light blue cylinder, and walls of the channel (y = 0, y = h and z = d/2) are indicated as gray
planes. The Poiseuille flow is in the positive x-direction. The flow has reflection symmetry about
z = 0.
where u may now contain non-zero axial gradients and velocity components. This allows us to
define more generally a z-dependent gap size dgap(z) as the minimum separation distance between
the upstream vortex and semi-cylindrical bubble interface (over θ) as a function of z, so that a more
relevant indicator of the sorting is the gap size close to the mid-plane, z = 0.
As a first approximation, we take into account the z variation of the Poiseuille flow, but retain
the 2D solution for the streaming. This is a relatively simple modification, and produces a quasi-
2D flows of the type u = {ux(x, y, z), uy(x, y, z), 0}. While such a superposition predicts that the
dgap(z = 0) > dgap, it still underpredicts the direct experimental measurements of the gap width,
as shown in figure 6.5.
We find, however, that even the introduction of weak axial streaming flow components (cf.
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chapter 4) improves the agreement between the theory and experimental measurements. Figure 6.6
plots fluid streamlines of the flow resulting from the superposition of 3D streaming and Poiseuille
flow, indicating open streamlines, and upstream and downstream vortex structures, which now have
3D character. Here, we use a flow superposition of the 3D streaming and axial Stokes solutions so
that the maximum axial components of fluid velocity are ≈ 0.25umax, consistent with experimental
measurements by Marin et al. [54]. While the axial flow strength in the present experiments is
unknown, it is evident that the introduction of axial flows in the theory accurately captures ex-
perimental measurements of the gap width at the mid-plane, over a wide range of gap widths, as
indicated in figure 6.5.
In addition to increasing the maximum gap width at a given value of the mean gap size dgap, the
introduction of axial streaming flow effects adds another interesting effect. Due to the direction of
the axial streaming velocity components, fluid elements are focused towards the mid-plane (z = 0) as
they pass by the bubble through the gap, see figure 6.6. This can be understood from the discussion
in chapter 4 explaining experimentally measured streaming flow velocities; the fluid flows towards
the mid-plane (z = 0) near the wall (y = 0) and toward the nearest axially confining wall (either top
or bottom walls for z > 0 and z < 0 respectively) near the symmetry plane x = 0. The superposition
of the 3D streaming with a Poiseuille flow thus causes streamlines to converge towards z = 0 as
they flow into the gap and diverge away from z = 0 as they leave it.
6.4 Conclusions
We have demonstrated here that steady streaming flows driven by acoustically excited microbubbles
can be used effectively for the continuous size-sensitive sorting of particles. By superimposing the
streaming flow with a pressure-driven Poiseuille flow through the channel carrying microparticles,
have designed a continuous size-sensitive sorting device whose throughput is limited only by the
flow rate of Poiseuille flow. The experimental particle trajectories were accurately modeled using
an asymptotic description of the flow field.
We advanced a simple geometric sorting mechanism that relies on the inability of particles to
penetrate the bubble surface, which predicts that particles must be differentially deflected (based
on their size) across streamlines as they pass through a narrow gap near the bubble. While this
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mechanism only qualitatively explains size-sorting under a 2D model flow, we show ultimately that
by accounting for 3D (axial) flow components (driven by the axial confinement of the bubble),
the theory quantitatively models the experimentally observed sorting. We have shown that the
size-sensitivity of the device (controlled by the gap width) may be tuned by varying the relative
strength of the streaming to the Poiseuille flow, achieved simply by adjusting the driving voltage of
the ultrasound, without the need to actively manipulate individual particles or modify the device
geometry.
We have thus described, using experiment and theory, a simple geometric mechanism of con-
tinuous particle sorting in microfluidic flows. Contrary to other sorting devices [53], the sorting
occurs over short time scales (1 ms) where the flow is the fastest, without the use of any active
feedback. Future work will focus on developing a hydrodynamic basis for the observed sorting,
which accounts not only for the geometric arguments employed here, but more generally the effect
of long-range hydrodynamic forces on particle migration, advancing the work toward a more general
understanding of particle dynamics in microfluidic flows.
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Chapter 7
Conclusions
In this dissertation, we have systematically quantified the theoretical and practical aspects of flows
driven by acoustically excited microbubbles. Keeping in mind practical microfluidics applications
and the ease of manufacture, we have considered bubbles that are (i) semi-cylindrical in shape, and
(ii) attached to walls of the microchannel.
7.1 Summary of research
In the first part of this body of work, we focused on developing a rigorous asymptotic theory of the
two-dimensional steady flow due to a semi-cylindrical bubble excited by spatially uniform pressure
oscillations. Using a perturbation series expansion in amplitude, we resolved both primary and
secondary flows fields, using only the driving frequency and the fluid and interfacial properties as
inputs. We have therefore, for the first time, provided a self-consistent connection between interface
oscillation dynamics and steady streaming flows. The theory makes quantitative predictions over
a wide range of frequencies, explaining frequency-dependent streaming phenomena that have been
observed previously in experiments but never rationalized theoretically (e.g. [17]). This makes the
theory extremely useful to understand practical experiments with bubbles, where the experiment
typically only has control of the oscillation frequency and the geometry of the problem.
We then extended the 2D theory to take into account the axial confinement of the bubble,
thereby providing a 3D description of the flow. We show that 3D (axial) flow components are
excited due to the presence of axially confining no-slip walls, which introduce two sources of axial
flows: (i) axial oscillation modes of the bubble, and (ii) no-slip conditions at the axially confining
walls. While (i) is specific to bubbles and depends in general on the axial oscillation dynamics,
(ii) is more general and may be important in other microfluidic systems where the primary flow is
117
two-dimensional. Motivated by this idea, we developed a general Hamiltonian formalism for the 3D
kinematics of perturbed 2D flows under confinement. The 3D theory has predicted modifications
of the 2D flow on both longer and (more unexpectedly) shorter time scales; both of which were
observed in experiment. This forms the first quantitative description of 3D streaming flow in any
system, advancing important ideas and techniques that are useful in understanding and modeling
experimentally observed streaming flows.
Having described in detail the flow fields and kinematics of fluid particles, we analyzed some
practical applications of interest. We first tackled the general problem of achieving exponentially
fast micromixing of fluid flowing through a microfluidic channel at a constant throughput. As a
practically realizable example of such a flow, we focused on the superposition of a channel Poiseuille
flow and streaming flow due to microbubble streaming. We showed that a flow modulation via duty-
cycling of the streaming vortices achieves exponential mixing, which is optimized by a specific duty
cycle and can be understood by considering steady transport properties of (i) the Poiseuille flow,
and (ii) the streaming vortices. This forms the first systematic study of optimized protocols for
open-flow mixing, providing a basis on which to design practical micromixers.
We finally considered the transport of finite size spherical particles in bubble microstreaming
flows, with an emphasis on the design of a continuous size-sensitive microparticle sorting device. We
first argued that the superposition of streaming and Poiseuille flow is able to accurately reproduce
experimental trajectories of particles including particle drifts across streamlines, by taking into
account short range hard-core interactions between the particle and bubble surfaces. We then
showed that in order for such a mechanism to be accurately translated into the sorting behavior
observed in experiments, 3D (axial) flow components need to be taken into account.
7.2 Ongoing and future work
7.2.1 Inertial forces on particles
Much of microfluidics involves not just the manipulation of the flow, but also the manipulation
of particles or other objects within the flow. Relatively little is known about the behavior of
microparticles in microfluidic flows in the general case, i.e. that of unsteady spatially non-uniform
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flows. Recent efforts have shown that in the case of a steady, unidirectional Poiseuille flow, the
effect of finite particle inertia can be accounted for by a regular asymptotic expansion in the particle
Reynolds number [31]. This is in contrast with earlier studies, which have relied on Saffman-like
terms, arising from a singular perturbation expansion in Reynolds number [7]. Both these effects
have very different origins, and scale differently with Reynolds number [29, 91].
The issue is further complicated by the presence of boundaries [28, 31] and the introduction
of unsteadiness [19, 48] or spatially non-uniform flows, for which no systematic theory exists. It
is somewhat surprising that this is the case, since many microfluidic applications rely on vortical
or unsteady flow actuation elements, in addition to a pressure driven flow, in order to manipulate
microparticles. This argues for the development of a more generally applicable theory of particle
dynamics which accounts for (i) the walls of the channel, (ii) unsteadiness and spatial inhomogeneity,
and (iii) inertial effects.
Even if it is possible to develop such a general theory of hydrodynamic forces on particles, com-
puting particle dynamics within the framework may be computationally challenging for practically
relevant flows. A relatively simple theory of particle dynamics (zero Reynolds number, unbounded
fluid) is provided by Maxey and Riley [61], which describes the motion of a particle by means of a
highly non-linear ordinary differential equation for its position. While the Maxey–Riley equation
does not admit analytical solutions (even for relatively simple flows), we expect that approximate so-
lutions may be obtained for the Lagrangian motion of particles in small-amplitude oscillatory flows.
In particular, due to the separation of time scales between oscillatory and steady flow components,
it is expected that Lagrangian particle motion on oscillatory time scales will become rectified into a
steady (time-averaged) motion on longer time-scales. We anticipate that this time scale separation
will allow for the development of a field theory of particle motion in streaming flows (analogous to
descriptions of Lagrangian fluid motion in such flows), significantly reducing computational effort.
The direction for immediate research on particle dynamics is therefore to (i) develop a general
theory of particle dynamics relevant to microfluidics, and (ii) asymptotically analyze such a theory
for streaming flows in the limit of small amplitude. It is hoped that these descriptions can be
extended to deformable and non-spherical particles, bearing in mind practical applications such as
the manipulation of biological and other soft materials in microfluidics.
119
7.2.2 Diffusive transport of particles
Another problem of interest is the effect of diffusion on the transport of non-inertial particles in
streaming flows. It is well known that flow gradients enhance the dispersion of a species beyond
classical diffusion (diffusion without advection) [3, 104]. Ismagilov et al. [34] showed that for a
pressure-driven flow in a microchannel, material near the center of the channel obeys the classical
diffusion behavior, whereas material near the walls of the channel diffuse much faster, due to flow
gradients. We propose a generalization of this idea to arbitrary flow fields in the limit of small (but
finite) diffusivity, by following material elements along streamlines. The results may explain the
apparent deviation of experimental trajectories of 100 nm-diameter nanoparticles from streamlines,
particles too small to be affected by inertial forces.
In addition, such an analysis may provide a general framework under which to study micromixing
in flows with finite diffusivity. For example, in chapter 5, diffusion was neglected entirely during the
advection process. The precise way in which diffusion is enhanced in unsteady flows is relatively
unclear, although recent work by Meunier and Villermaux [64] has advanced a numerical technique
that allows such effects to be computed under specific initial distributions of the scalar field. This
is a question of great relevance in practical micromixing applications, where it is important to have
both chaotic advection (e.g. by flow modulation) for rapid stretching and folding of fluid elements,
as well as shear-enhanced diffusion (for homogenization of the mixture). A deeper understanding
of these phenomena will lead to the more systematic design of micromixers from first principles.
7.3 Closing remarks
Fundamental studies of bubble dynamics and microstreaming are crucial in systematically under-
standing and utilizing microbubble acoustics in microfluidic applications. In this work, we have,
for the first time, developed a rigorous quantitative theory that connects the resonance properties
of acoustically excited microbubbles and experimentally observed steady flows. We have also com-
pleted the first description of three-dimensional microstreaming in any system, developing ideas that
are applicable not only to microstreaming, but also more broadly to practically relevant situations
in microfluidics.
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The versatility and generality of the asymptotic theory has made it immediately useful in the
design and analysis of practical microfluidics applications relying on microbubble streaming. We
have developed the first systematic study of optimum protocols for open-flow mixing, as well as
studied size-sensitive microparticle sorting using bubble microstreaming. We expect that this work
will, through both its fundamental and practical aspects, benefit researchers from communities
including fluid mechanics, bioengineering and biophysics.
In the pursuit of accurately quantifying practical applications of streaming flows, this work
on bubble microstreaming has provided both the context and the motivation to understand more
general problems in fluid mechanics, such as the behavior of particles in flows and the optimization
of micromixing in practically realizable systems.
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Appendix A
Lagrangian boundary conditions at the
bubble
Here we derive effective boundary conditions that must be satisfied by the oscillatory and steady
flow components at the mean bubble surface. We assume that the bubble interface executes time
periodic motion of the form
R(θ, t) = 1− iζ(θ)eit (A.1)
where ζ(θ) is an arbitrary complex valued functions. We show here that for an arbitrary interface
deformation ζ(θ) in (2.47), the Lagrangian steady flow satisfies homogeneous boundary conditions
on normal velocity and tangential stress at r = 1.
We first give the general form of the boundary conditions on the moving interface. The kinematic
boundary condition, after defining F (r, θ, t) ≡ r −R(θ, t), becomes
DF
Dt
= 0 on r = R(θ, t),
where
D
Dt
≡ ∂
∂t
+ (u ·∇)
is the material derivative. Expanding the velocity field as u = u0 + u1 + O(2), and using an
expansion about the mean bubble interface r = 1, this yields for the kinematic condition.
0 = 
(
u0 − ζeit
)
+ 2
(
u1 −
(
iζeit
) ∂u0
∂r
+
(
iζ ′eit
) v0
r
)
+O(3) on r = 1, (A.2)
where u and v represent radial and tangential velocity components respectively.
Likewise, the tangential stress vanishes on F = 0, and is written for an Newtonian fluid as
nˆ · S · tˆ = 0 on r = R(θ, t),
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where S is the symmetric part of ∇u, and nˆ and tˆ are unit normal and tangent vectors to the
interface, defined as
nˆ ≡ ∇F|∇F | on F = 0, and tˆ ≡ zˆ × nˆ.
Again expanding around r = 1 to O(2) , we obtain for the unit normal and tangent
nˆ = eˆr + i ζ
′eiteˆθ +O(2) , tˆ = eˆθ − i ζ ′eiteˆr +O(2). (A.3a, b).
Using the expansion for the velocity field, one finds the stress condition
0 = S0 rθ + 
2
(
S1 rθ −
(
iζeit
) ∂S0 rθ
∂r
− iζ
′eit
r
(S0 rr − S0 θθ)
)
+O(3) on r = 1 . (A.4)
Rewriting (A.2) and (A.4) in terms of the stream function ψ, theO() terms reproduce the oscillatory
boundary conditions (3.3), which we rewrite here
1
r
∂ψ0
∂θ
= ζeit(
∂2
∂r2
− 1
r
∂
∂r
− 1
r2
∂2
∂θ2
)
ψ0 = 0
 on r = 1. (A.5)
We now derive kinematic and stress boundary conditions on the streaming, obtained respectively
from a time average over the O(2) terms in (A.2) and (A.4). For the kinematic condition, we find
1
r
∂〈ψ1〉
∂θ
= −
〈∫
1
r
∂ψ0
∂θ
dt · ∂
∂r
(
1
r
∂ψ0
∂θ
)〉
−
〈∫
1
r
∂2ψ0
∂θ2
dt · 1
r
∂ψ0
∂r
〉
on r = 1
= −1
r
∂
∂θ
〈
∂ψ0
∂r
∫
1
r
∂ψ0
∂θ
dt
〉
+
1
r
〈
1
r
∂ψ0
∂θ
∫
1
r
∂ψ0
∂θ
dt
〉
on r = 1
= −1
r
∂
∂θ
〈
∂ψ0
∂r
∫
1
r
∂ψ0
∂θ
dt
〉
on r = 1, (A.6)
where we have used (A.5) and the identity
〈
A
∫
Adt
〉
= 0 for any A of the form A(x, t) = B(x)eit.
From the definition of the Stokes drift ψd (3.6), it is clear that it exactly compensates (A.6) at the
mean position of the interface, i.e.
1
r
∂〈ψ1〉
∂θ
= −1
r
∂ψd
∂θ
on r = 1.
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For the stress boundary condition, the time average of the O(2 terms (A.4) directly yields
(
∂2
∂r2
− 1
r
∂
∂r
− 1
r2
∂2
∂θ2
)
〈ψ1〉 = 1
r
〈
4
r
∂
∂r
(
1
r
∂ψ0
∂θ
)∫
∂2ψ0
∂θ2
dt
− ∂
∂r
(
∂2ψ0
∂r2
− 1
r
∂ψ0
∂r
− 1
r2
∂2ψ0
∂θ2
)∫
∂ψ0
∂θ
dt
〉
on r = 1. (A.7)
It is also relatively straightforward to show using the definition of the Stokes drift and (A.5) that
(
∂2
∂r2
− 1
r
∂
∂r
− 1
r2
∂2
∂θ2
)
ψd =
1
r
〈
− 4
r2
∂2ψ0
∂r∂θ
∫
∂2ψ0
∂θ2
dt
+
(
∂3ψ0
∂r3
− 3
r3
∂2ψ0
∂θ2
− 1
r2
∂3ψ0
∂r∂2θ
)∫
∂ψ0
∂θ
dt
〉
on r = 1. (A.8)
Combining (A.7) and (A.8), one finds after some algebra that
(
∂2
∂r2
− 1
r
∂
∂r
− 1
r2
∂2
∂θ2
)
(〈ψ1〉+ ψd) = − 4
r4
〈
∂ψ
∂θ
∮
∂2ψ
∂θ2
dt+
∂2ψ
∂θ2
∮
∂ψ
∂θ
dt
〉
on r = 1, (A.9)
which vanishes identically due to the identity
〈
A
∫
Bdt+B
∫
Adt
〉
= 0, valid for any oscilla-
tory functions A and B. This establishes the homogeneous Lagrangian boundary conditions (3.7),
namely.
1
r
∂Ψ
∂θ
= 0(
∂2
∂r2
− 1
r
∂
∂r
− 1
r2
∂2
∂θ2
)
Ψ = 0
 on r = 1, (A.10)
for streaming flows in the plane driven by a circular object for any arbitrary deformation of its inter-
face. The analysis presented here is more general than that of analysis of [47]. We conjecture that
similar homogeneous Lagrangian boundary conditions (vanishing normal velocity and tangential
stress) hold for streaming driven by arbitrary 3D deformations of a cylindrical interface.
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Appendix B
Surface mode contributions to the
steady streaming
Here we derive expressions for (i) the particular solution to the Eulerian mean flow and (ii) the
Stokes drift due to surface mode oscillations of the bubble. We focus our attention on the region of
the flow that excludes the wall boundary layer solution, but include the bubble boundary layer as
well as the volume outside of both these layers. We show that in general, the Eulerian particular
solution and Stokes drift compensate exactly to leading order in the boundary layer thickness δ,
making it necessary to retain bubble boundary terms of O(δ2) in order to accurately assess the
Lagrangian boundary flow. The analysis of the present chapter results in (3.16), which is then used
to compute the steady streaming solutions in chapter 3.
B.1 Eulerian steady solution
Recall that the Eulerian steady streamfunction satisfies the following equation
∇4 〈ψ1〉 = − 2
δ2
〈
1
r
∂(ψ0,∇2ψ0)
∂(r, θ)
〉
. (B.1)
The right hand side of this equation, call if f , is confined to boundary layers due to the boundary
layer character of ∇2ψ0. In general, 〈ψ1〉 may be written as a linear superposition of a particular
solution 〈ψp〉 (satisfying (B.1)) and a homogeneous solution ψhom (satisfying ∇4ψhom = 0); we focus
here on the particular solution 〈ψp〉.
The oscillatory stream function ψ0 itself may be written in as a linear combination of some
modes ψm0 (r, θ) (see equations 3.10, 2.28), so that f , being quadratic in ψ0, in general involves a
linear superposition of products of modes, say ψm0 and ψn0 , and their spatial derivatives. It is then
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appropriate to define a stream function 〈ψp〉m n as the particular solution of
∇4 〈ψp〉m n = −
2
δ2
〈
1
r
∂(ψm0 ,∇2ψn0 )
∂(r, θ)
〉
. (B.2)
Note the asymmetry between m and n in the above definition. The right hand side of (B.2), call it
fm n , is evaluated using ψ0 given by (3.10), and the time average evaluated using the identity
〈
Re(P eit)Re(Qeit)
〉
=
1
2
Re(P ∗Q) =
1
2
Re(PQ∗),
where the asterisk represents a complex conjugate.
We exploit the boundary layer character of fm n for δ  1, and write it in terms of an expansion
into a bubble boundary layer coordinate η ≡ (r − 1)/δ, which simplifies the analysis considerably.
It is relatively straightforward to show that such an expansion yields
fm n =amane
iφn,m (2n+ 1)e
−(1+i)η
δ4
[
2δ(1 + i) cos 2mθ sin 2nθ
− δ2 {3 + (1 + i)(4m+ 3)η} cos 2mθ sin 2nθ − 4nδ2 cos 2nθ sin 2mθ
]
+O(δ3) (B.3)
where φn,m ≡ φn − φm is the phase difference between modes n and m. In order to solve (B.2), it
is convenient to rewrite
fm n = f
+
m n sin 2(m+ n)θ + f
−
m n sin 2(m− n)θ,
where
f+m n = amane
iφn,m (2n+ 1)e
−(1+i)η
δ4
[
(1 + i)δ − 2nδ2 − δ
2
2
{3 + (1 + i)(4m+ 3)η}
]
(B.4)
f−m n = amane
iφn,m (2n+ 1)e
−(1+i)η
δ4
[
−(1 + i)δ − 2nδ2 + δ
2
2
{3 + (1 + i)(4m+ 3)η}
]
(B.5)
It is straightforward to see that the particular solution of (B.1) whose right hand side has
the form f(r) sin kθ is of the form g(r) sin kθ. The particular solution to (B.2) may therefore be
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expressed as
〈ψp〉m n = 〈ψp〉+m n sin 2(m+ n)θ + 〈ψp〉−m n sin 2(m− n)θ,
where 〈ψp〉+m n (η) and 〈ψp〉−m n (η) are radial functions of solutions corresponding to the forcing
terms f+m n sin 2(m+ n)θ and f−m n sin 2(m− n)θ respectively.
The functions 〈ψp〉+m n (η) and 〈ψp〉−m n (η) are obtained by expanding the biharmonic operator
(the left hand side of (B.2)) within the bubble boundary layer coordinate, which has the form
∇4 = 1
δ4
(
∂4
∂η4
+ 2δ
∂3
∂η3
)
+O(δ−2).
This results in the simple ordinary differential equations
(
d4
dη4
+ 2δ
d3
dη3
)
〈ψp〉±m n (η) = δ4 f±m n (η),
which yield solutions, accurate to O(δ2), of the form
〈ψp〉+m n = amaneiφn,m(2n+ 1)e−(1+i)η
[
−1 + i
4
δ +
δ2
8
{11 + 16m+ 4n+ (1 + i)(4m+ 3)η}
]
,
(B.6)
〈ψp〉−m n = amaneiφn,m(2n+ 1)e−(1+i)η
[
1 + i
4
δ − δ
2
8
{11 + 16m− 4n+ (1 + i)(4m+ 3)η}
]
. (B.7)
The particular solution to (B.1) is the superposition
〈ψp〉 =
∞∑
m=0
∞∑
n=0
〈ψp〉+m n sin 2(m+ n)θ + 〈ψp〉−m n sin 2(m− n)θ. (B.8)
Notice that we have retained terms up to O(δ2) in (B.6) and (B.7), which as we will show, play an
crucial role in determining the boundary conditions at the interface.
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B.2 Stokes drift inside and outside the bubble boundary layer
We now derive explicit expressions for the stokes drift, which is in general defined as
ψd =
〈
1
r
∂ψ0
∂θ
∫
−∂ψ0
∂r
dt
〉
. (B.9)
The Stokes drift in general consists of both exponentially decaying terms (boundary layers), but
also in general more slowly decaying terms which persist beyond these boundary layers. It is again
useful to consider the Stokes drift due to two oscillatory modes m and n, which we define as
〈ψd〉m n ≡
〈
1
r
∂ψm0
∂θ
∫
−∂ψ
n
0
∂r
dt
〉
=
i
2r
(
∂ψm0
∂θ
)∗ ∂ψn0
∂r
(B.10)
where the real part is implied. The Stokes drift ψd is given by a superposition over m and n of
〈ψd〉m n.
Retaining the coordinate r for algebraically decaying quantities and η for boundary layer quan-
tities, 〈ψd〉m n may be written in a series expansion in δ as
〈ψd〉m n = amaneiφn,m
[ −i
2r2(m+n+1)
− δ
2
2
e−(1−i)η2m(2m+ 1)
+ e−(1+i)η(2n+ 1)
{
1 + i
2
δ − δ
2
4
{3 + (1 + i)(4m+ 3)η}
}]
cos 2mθ sin 2nθ
+O
(
δ3e−(1±i)η, δr−2(m+n+1)
)
. (B.11)
Note that we have retained only the leading order O(1) algebraic term, but have included upto
O(δ2) boundary layer terms. This is ultimately necessary to apply velocity and stress conditions at
the interface. It will again prove convenient to rewrite
〈ψd〉m n = 〈ψd〉+m n sin 2(m+ n)θ + 〈ψd〉−m n sin 2(m− n)θ,
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where
〈ψd〉+m n = − 〈ψd〉−m n = amaneiφn,m
[ −i
4r2(m+n+1)
− δ
2
4
e−(1−i)η2m(2m+ 1)
+ e−(1+i)η(2n+ 1)
{
1 + i
4
δ − δ
2
8
{3 + (1 + i)(4m+ 3)η}
}]
(B.12)
The Stokes drift stream function is given by
ψd =
∞∑
m=0
∞∑
n=0
〈ψd〉+m n sin 2(m+ n)θ + 〈ψd〉−m n sin 2(m− n)θ (B.13)
B.3 Lagrangian steady streaming
We are now in a position to compute the Lagrangian streaming due to the combination of the
particular solution part of the Eulerian streaming and the Stokes drift. The Lagrangian streaming
is therefore in general written using the superposition
Ψ =
∞∑
m=0
∞∑
n=0
Ψ+m n sin 2(m+ n)θ + Ψ
−
m n sin 2(m− n)θ, (B.14)
where
Ψ±m n = 〈ψp〉±m n + 〈ψd〉±m n .
Using equations (B.6), (B.7) and (B.12), one finds that
Ψ+m n = aman
[ −i eiφn,m
4r2(m+n+1)
+ δ2e−(1+i)η(2m+ 1)(2n+ 1)eiφn,m
+
δ2
4
e−(1+i)η
{
2n(2n+ 1)eiφn,m − 2m(2m+ 1)e−iφn,m
}]
(B.15)
Ψ−m n = aman
[
i eiφn,m
4r2(m+n+1)
− δ2e−(1+i)η(2m+ 1)(2n+ 1)eiφn,m
+
δ2
4
e−(1+i)η
{
2n(2n+ 1)eiφn,m + 2m(2m+ 1)e−iφn,m
}]
. (B.16)
Notice that the boundary layer terms at O(δ) from the Eulerian particular solution and the Stokes
drift compensate exactly, so that the leading order bubble boundary layer terms in the Lagrangian
streaming are O(δ2). While we may in principle stop the computation at this point, it is further
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useful to consider the symmetric contribution of modes m and n to the Lagrangian streaming by
defining
Ψ+m,n ≡
1
1 + δmn
(
Ψ+m n + Ψ
+
n m
)
and Ψ−m,n ≡
1
1 + δmn
(
Ψ−m n − Ψ−n m
)
, (B.17)
where δmn is the Kronecker delta, so that one may rewrite (B.14) equivalently as
Ψ =
∞∑
m≥n
∞∑
n=0
Ψ+m,n sin 2(m+ n)θ + Ψ
−
m,n sin 2(m− n)θ. (B.18)
Using (B.15), one obtains the simple expressions
Ψ+m,n =
aman
1 + δmn
2δ2 (2m+ 1)(2n+ 1) cosφm,n e
−(1+i)η and (B.19)
Ψ−m,n = aman
{
1
2r2(m+n+1)
+ 2i δ2(2m+ 1)(2n+ 1) e−(1+i)η
}
sinφm,n. (B.20)
The algebraically decaying terms are due to the Stokes drift and are proportional to the sine of
the phase difference between modes sinφm,n 6= 0 and only appear in Ψ−m,n terms. The Stokes drift
terms not only persist in the far field, but are also required to determine the homogeneous streaming
solutions through bubble boundary conditions. To leading order, boundary layer terms are O(δ2)
and therefore do not contribute to the velocity field (at leading order), but result in O(1) stress
components and are important to the stress conditions. Further, it is easy to see that tangential
stresses due to Ψ+m,n, given to leading order in δ by δ−2∂2ηΨ+m,n, are purely imaginary at r = 1, and
are therefore not contribute in any physically meaningful way to the flow (recall that only the real
part of any physical quantity is meaningful in the analysis).
The analysis therefore shows that the streaming due to the bubble boundary layer is entirely
governed by “mixed-mode” contributions Ψ−m,n, which are only non-zero for m 6= n (note that this
is not true of contributions due to the wall boundary layer). The expressions obtained here are
generalizations of the results obtained by Longuet Higgins for a spherical bubble. The combined
contribution of mode pairs to the streaming, which may now be written as
Ψ− =
∞∑
m>n
∑
n=0
Ψ−m,n sin 2(m− n)θ,
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feed into the expression (3.16) for the Lagrangian outer flow.
B.4 Conclusions
The analysis presented here is valid generally for any combination of 2D surface mode oscillations
over a no-stress sessile bubble of semi-cylindrical shape. We have made use of the criterion that
the boundary layer thickness is small compared to the bubble, allowing us to treat the bubble
boundary layer independently of the no-slip wall boundary layer which play a role near the contact
lines between the bubble and the wall. The analysis is therefore formally valid for descriptions
of surface mode excitation of a 2D bubble of cylindrical shape (circular in cross-section), i.e. in
the absence of contact lines. A similar analysis of the streaming may be carried out for different
boundary conditions (e.g. a no-slip bubble) or for other geometries (e.g. a hemispherical bubble),
provided that the oscillatory flow functions used are appropriately modified.
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Appendix C
Some interesting properties of closed 2D
streamlines
C.1 Fluid orbits near an elliptic point
We provide here a general result on the kinematic of fluid motion in the vicinity of an elliptic
stagnation point, which may be either interpreted as a closed streamline of vanishing area, or
equivalently as the vortex center of a 2D vortex.
In the vicinity of any stagnation point (vanishing fluid velocity), the stream function ψ governing
a steady 2D flow may be written in terms of an expansion
ψ(x, y) = ψ0 +
1
2
∂2xψ0(x− x0)2 +
1
2
∂2yψ0(y − y0)2 + ∂x∂yψ0(x− x0)(y − y0).
It is convenient to rewrite the above equation as
Ψ(X,Y ) = aX2 + bY 2 + cXY (C.1)
where Ψ = ψ − ψ0, a = 12∂2xψ0, b = 12∂2yψ0 and c = ∂x∂yψ0. Equation (C.1) describes a family
of elliptical streamlines of constant aspect ratio, which may be written in standard form using the
coordinate transform (X,Y ) 7→ (ξ, η), defined by a rotation through an angle λ:
X = ξ cosλ− η sinλ; Y = ξ sinλ+ η cosλ.
If one chooses tan 2λ = c/(a − b), the equation for the streamlines in the transformed coordinates
becomes
Ψ(ξ, η) =
ξ2
α2
+
η2
β2
, (C.2)
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where
1
α2
≡ 1
2
(
a+ b+
c
sin 2λ
)
,
1
β2
≡ 1
2
(
a+ b− c
sin 2λ
)
.
In parametric form, (C.2) may be written as
ξ = α
√
Ψ cosϕ, η = β
√
Ψ sinϕ, (C.3)
where ϕ is the azimuthal position of the point (ξ, η) with respect to the ξ axis. The velocity
components are just
uξ = ∂ηΨ =
2
√
Ψ
β
sinϕ, uη = −∂ξΨ = −2
√
Ψ
α
cosϕ (C.4)
The equations of motion of a fluid particle on a streamline given by a constant value of Ψ are then
ξ˙ = uξ and η˙ = uη, both of which yield the dynamic equation for the evolution of ϕ:
ϕ˙ = − 2
αβ
, (C.5)
which is independent of both Ψ and ϕ and therefore represents a constant angular frequency Ω =
2/(αβ). The orbit time along a streamline is readily calculated as T = 2pi/Ω, which is also
independent of Ψ . Using the expressions for α and β in terms of the gradients of ψ(x, y), one may
compute
Ω =
√
∂2xψ0 ∂
2
yψ0 − (∂x∂yψ0)2, (C.6)
which is exactly the square root of the local Gaussian curvature of the surface ψ(x, y) at the elliptic
point (x0, y0). It is somewhat surprising that fluid elements on streamlines that are arbitrarily close
to the elliptic stagnation point have nonzero orbit times.
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C.2 General Hamiltonian formalism for perturbed 2D vortical
flows
We present here a proof of the continuity equation (4.26) in ψ-z space, valid for small perturbations
v of an incompressible 2D flow u characterized by closed streamlines. This automatically yields
the Hamiltonian structure of the 3D motion (4.27), governed by the Hamiltonian H(ψ, z) defined
in (4.28).
Consider a steady flow superposition of the form
U(x, y, z) = u(x, y) + v(x, y, z).
where u and v are both incompressible fields, and it is assumed that |v|  |u|. By virtue of incom-
pressibility, one may express u in terms of a stream function ψ, which we assume is characterized
by closed streamlines (lines of constant ψ), concentric about a vortex center ψ = ψm.
If v only slightly perturbs the 2D fluid motion due to u, appropriate to compute the motion of
a fluid element by means of a perturbative expansion, so that to leading order, the position of a
fluid element is given by
dx˜(t)
dt
= u(x˜(t)).
This is the equation of motion for the 2D flow, i.e. x˜ represents a motion along constant ψ, z, valid
to leading order over short times, as discussed in section 4.4.2. It is useful under this approximation
to define a differential arclength element ds = |u|dt = |∇ψ|dt, and a local unit outward normal n,
given for counterclockwise flow by n ≡ −∇ψ/|∇ψ|. The drift of some field f(x) sampled by the
particle during its motion through a time τ , is then given by
∆f ≡
∫ τ
U(x(t)) · ∇f(x(t)) dt =
∫ τ
U(x˜(t)) · ∇f(x˜(t)) dt+O(|x− x˜|) (C.7)
In particular, we now consider the quantities ∆ψ and ∆z over the time τ = T (ψ), where T (ψ)
is the orbit time of a fluid element around a streamline ψ. To leading order, time integration over
T (ψ) may be replaced by a path integral over a streamline ψ, according to (C.7), since x ≈ x˜.
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ds
dn
ψ + dψ
ψ
ψv
dA
n
Figure C.1 Schematic showing the definitions used to compute the area enclosed between stream-
lines.
Using (C.7), definitions for ds and n, and the divergence theorem, (4.25) for ∆ψ may be recast as
∆ψ(ψ, z) = −
∫ T (ψ)
0
v · n|∇ψ|dt = −
∮
ψ
v · nds = −
∫
A(ψ)
∇2 · v dA, (C.8)
where A(ψ) is the area enclosed by a streamline ψ and ∇2 is the 2D gradient operator in the xy
plane. Note that u ·∇ψ is identically zero, so that U ·∇ψ = v ·∇ψ. The differential area element
may in general be written as
dA = ds(n · dx).
For counterclockwise flow, the definitions for n and ds yield dA = −dtdψ, allowing (C.8) to be
written as
∆ψ(ψ, z) =
∫ ψ
ψm
∫ T (ψ)
0
∇2 · v dtdψ. (C.9)
The drift of the z coordinate of a fluid element is to leading order
∆z(ψ, z) =
∫ T (ψ)
0
v ·∇z dt =
∫ T (ψ)
0
vzdt (C.10)
It follows directly from definitions of ∆ψ (C.9) and ∆z (C.10) that
∂∆ψ
∂ψ
+
∂∆z
∂z
=
∫ T (ψ)
0
(
∇2 · v + ∂vz
∂z
)
dt =
∫ T (ψ)
0
∇ · v dt. (C.11)
The integrand vanishes identically for incompressible flows v, yielding the continuity equation (4.26)
in the abstract ψ-z space, and consequently the Hamiltonian structure of the 3D transport, cf
chapter 4. The derivation for a clockwise vortex follows similarly, bearing in mind that n =
−∇ψ/|∇ψ| in this case represents the inward pointing normal. The expression (4.28) for the
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Hamiltonian H(ψ, z) is obtained as H = ∫ ∆ψdz using (4.27) and (C.8). It is worth noting that
the Hamiltonian formalism developed here formally represents the leading order modification of 2D
trajectories in the limit |v|  |u|. The description holds generally for arbitrary time-dependent
perturbations v, only requiring the condition of incompressibility.
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Appendix D
Streaming near a sharp corner
We consider here the steady streaming flow in the vicinity of the vertex of a solid wedge surrounded
by a viscous fluid, undergoing a primary oscillatory motion relative to the wedge. Such an oscillatory
fluid motion may occur due to a number of different mechanisms that include, but are not limited
to (i) the response of the fluid to an applied acoustic pressure field, (ii) oscillations of a compact
object — such as a gas bubble — placed some distance from the wedge, or (iii) oscillations of the
wedge itself.
Consider a rigid wedge subtending an angle 2α through the fluid at its vertex, as shown in figure
D.1.
Figure D.1 Cross section of the wedge normal to the sharp edge, showing the coordinate system
employed here and indicating oscillatory motion (horizontal in this example).
Irrespective of the actual mechanisms of driving involved, the wedge may be treated as being
fixed, with the fluid oscillating about it at a characteristic speed U at the angular frequency ω of
the driving. In practice, the characteristic length scale associated with gradients of the flow field is
determined by the radius of curvature a wedge near the origin. In the present analysis, however, we
will avoid resolving the particular geometric details of the solid boundary near the origin, in effect
treating the vertex as being arbitrarily sharp, but retain the length scale a. It is then convenient
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to attach a polar coordinate system (r, θ) to the vertex, as shown in D.1, so that fluid is contained
within the 2D volume 0 < r <∞, −α < θ < α .
We further assume that the wavelength of the driving and any geometric features capable of
exciting flow or otherwise changing its structure are at distances from the origin much greater than
a. This also permits the flow to be treated as two-dimensional in the r-θ plane.
Using characteristic scales U , a and ω−1 respectively as characteristic velocity, length and time
scales, we introduce a dimensionless stream function ψ(r, θ, t), related to the radial and azimuthal
velocities as u = r−1∂θψ and v = −∂rψ respectively. The flow satisfies the Navier-Stokes equations,
and no-slip conditions on the solid-boundary
∂ψ
∂θ
=
∂ψ
∂r
= 0 on θ = 0 and θ = α, (D.1)
D.1 Primary oscillatory flow
We employ the standard analysis for the primary and secondary flows described in chapters 2 and
3, valid in the limit of  ≡ U/aω  1 and δ ≡ √2ν/a2ω  1, where ν is the kinematic viscosity
of the fluid. In the limit   1, an approximate solution may be obtained by the expansion
ψ = ψ0 + ψ1 + O(
2). At leading order in , the non-linear inertia term of the Navier-Stokes
equations is negligible, so that the primary oscillatory flow is governed by the linear equation
(
∂
∂t
− δ
2
2
∇2
)
∇2ψ0 = 0. (D.2)
We focus on the oscillatory flow outside of the Stokes shear layers that are established near the
solid boundary boundary, which satisfies
∇2ψ0 = 0 and
and the no-penetration boundary condition
ψ0(r, θ = ±α) = 0.
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The no-slip condition is accommodated by the oscillatory boundary layers that become established
at the walls.
The system of equations (D.2, D.1) for the oscillatory flow represents not a unique solution
(due to the absence of any inhomogeneities), but rather a space of solutions that is ultimately
restricted by matching conditions at r → ∞. While these “far-field” conditions may in general
depend on the exact nature of the driving, it is not unreasonable to expect that in cases where the
vertex is sufficiently isolated from other geometrical features, any agent driving the flow will result
in an oscillatory flow that presents relatively “simple” matching conditions. We consider here an
oscillatory potential flow of the form
ψ0(r, θ, t) =
(
a1 e
iφ1ψ(1) + a2 e
iφ2ψ(2)
)
eit, (D.3)
where
ψ(1) =
1
n
rn cos nθ and ψ(2) =
1
2n
r2n sin 2nθ (D.4)
and n ≡ pi/2α is a geometric parameter. aj and φj are amplitudes and temporal phases respectively
of the oscillatory flow functions ψ(j). The flow ψ(1) and ψ(2) correspond respectively to oscillations
of the wedge that are respectively perpendicular and parallel to the θ = 0 axis. We remark that for
n < 1 (α > pi), the velocity field due to (D.3) diverges near the origin. This singularity, however,
is a consequence of the sharp edge and can be regularized by a more detailed treatment of the
geometry of the wedge near the origin [58].
The oscillatory slip velocity us driven over the wall at θ = 0 is then
us(r, t) =

(
a1 e
iφ1r−1+n − a2 eiφ2r−1+2n
)
eit, on θ = −α(
−a1 eiφ1r−1+n − a2 eiφ2r−1+2n
)
eit, on θ = α
(D.5)
D.2 Steady streaming
This oscillatory slip is accommodated by and uniquely determines the oscillatory boundary layer,
which has a thickness on the order of δ near the solid boundary and a well-known spatial structure
[46]. The oscillatory boundary layer through (3.5) establishes a non-zero steady Reynolds stress,
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which drives a steady (time averaged) slip velocity
Us(r) = −3− 5i
4
u∗s
dus
dr
(D.6)
where u∗s represents the complex conjugate of us. Using (D.5), one finds
Us =

U (1,1)s + U
(2,2)
s − U (1,2)s , on θ = −α
U (1,1)s + U
(2,2)
s + U
(1,2)
s , on θ = α,
(D.7)
where
U (1,1)s =
3
4
a21(1− n) r2n−3, (D.8)
U (2,2)s =
3
4
a22(1− 2n) r4n−3, (D.9)
U (1,2)s =
1
4
a1a2 r
3n−3 (3(2− 3n) cosφ2,1 − 5n sinφ2,1) (D.10)
and φ2,1 = φ2 − φ1 is the phase difference between the oscillation modes. Note that in this case,
self-interactions U (1,1) and U (2,2) result in symmetric slip along both walls θ = ±α, whereas cross
interactions result in anti-symmetric wall slip velocities.
In order to compute the Lagrangian steady streaming driven by the combination of modes, we
first compute the Stokes drift (cf. (3.6)), as
ψd =
〈
1
r
∂ψ0
∂θ
∫
−∂ψ0
∂r
dt
〉
=
1
2
a1a2 sinφ2,1r
3n−2 cosnθ. (D.11)
Note that the Stokes drift is non-zero only for mixed-mode contributions. The Lagrangian steady
stream function outsside the wall boundary layer is then given by Ψ = 〈ψ1〉+ψd, where 〈ψ1〉 is the
Eulerian stream function satisfying the biharmonic equation (Stokes flow)
∇4 〈ψ1〉 = 0. (D.12)
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Figure D.2 Streamlines of steady Lagrangian flow for a wedge with n = 0.76 due to different flow
contributions: (a) Ψ (1,1), (b) Ψ (2,2), and (c) Ψ (1,2) with φ2,1 = pi/4. The arrows indicate the direction
of flow. The oscillatory motion of the wedge (shaded grey) is indicated by the double arrows in (a)
and (b).
The Lagrangian mean flow satisfies the matching conditions at the walls
1
r
∂Ψ
∂θ
= Us(r)
∂Ψ
∂r
= 0
 on θ = 0 and θ = ±α. (D.13)
The solution to the system of equations (D.12,D.13) is straightforward to obtain using a sepa-
ration of variables. Since the slip conditions at the wall contain both symmetric and antisymmetric
components, it is useful to consider these symmetries separately.
The Lagrangian streaming corresponding to the symmetric components of Us, namely U
(j,j)
s
where j ∈ {1, 2}, have the form
Ψ (j,j) = a2j
3
8
(jn− 1) r2(jn−1)
{
b(j,j)n sin 2(jn− 1)θ + c(j,j)n sin 2(jn− 2)θ
}
, (D.14)
where
b(j,j)n =
2 cos pin
cos 2pin + jn− 1
, and (D.15)
c(j,j)n = −
1
cos 2pin + jn− 1
. (D.16)
The Lagrangian solution corresponding to the anti-symmetric component of Us, i.e. U
(1,2)
s is
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given by
Ψ (1,2) = a1a2r
3n−2
{
1
2
sinφ2,1 cosnθ + b
(1,2)
n cos(3n− 2)θ + c(1,2)n cos(3n− 4)θ
}
, (D.17)
where
b(1,2)n =
((−6 + 9n) cosφ2,1 + 7n sinφ2,1) cos pin
4 cos 2pin + 6n− 4
, and (D.18)
c(1,2)n = −
(−6 + 9n) cosφ2,1 + 7n sinφ2,1
2
(
4 cos 2pin + 6n− 4
) . (D.19)
The steady flow field is given by the superposition
Ψ = Ψ (1,1) + Ψ (2,2) + Ψ (1,12),
and is a function of the wedge angle (characterized by n), as well as the phase difference between
the modes φ2,1. The individual contributions of the three streaming components are plotted in
figure D.2 for the particular value of n = 0.76 and φ2,1 = pi/4. In general, the Ψ (2,2) component
of the flow has the slowest decay and is expected to dominate in the far-field. The present theory
indicates a radially inward flow towards the vertex of the wedge, which is qualitatively similar to
the experimental and numerical results of [36] for streaming due to an oscillating cylinder of square
cross-section.
For narrower wedges n ≈ 0.5, the Ψ (2,2) component is only weakly excited (being proportional
to 2n−1) and the flow is therefore dominated either by Ψ (1,1) or Ψ (1,2). In particular, if the (a1, φ1)
mode is the primary mode of oscillatory excitation, the flow field is given by Ψ (1,1), which results
in a system of “fountain” vortices at the tip of the wedge. This is qualitatively similar to flows
observed by Huang et al. [32] and Nama et al. [67]. The theory also predicts a reversal of the Ψ (1,1)
flow to the anti-fountain orientation occurring at a critical n = nc ≈ 0.548 which is given by the
smallest solution (such that nc > 0.5) of the equation
cos
2pi
nc
+ nc − 1 = 0.
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D.3 Conclusions
We have developed a simple theory of streaming flows for translational oscillations of a solid wedge.
Taken individually, oscillations of the wedge either along its symmetry plane or perpendicular to it
drive streaming flows for which there is no transport of fluid across the plane. We show however,
that a combination of these oscillation modes drives streaming of the opposite symmetry, viz. one
with maximum velocity perpendicular to the symmetry plane, and whose direction depends not
only on the wedge angle, but also the phase difference between the two oscillation modes.
The dependence of the flow on n and φ are both non-trivial; each of these quantities is indi-
vidually capable of modifying the direction of the flow. This suggests the design of simple flow
manipulation devices capable of a variety of flow fields simply by small changes in geometrical
features or the phase of oscillatory motion.
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