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WEIGHTED FOURIER FRAMES ON FRACTAL MEASURES
DORIN ERVIN DUTKAY AND RAJITHA RANASINGHE
Abstract. We generalize an idea of Picioroaga and Weber [PW15] to construct Paseval frames of
weighted exponential functions for self-affine measures.
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1. Introduction
In [JP98], Jorgensen and Pedersen proved that there exist singular measures µ which are spectral,
that is, there exists a sequence of exponential functions which form an orthonormal basis for L2(µ).
Their example is based on the Cantor set with scale 4 and digits 0 and 2:
C4 =
{ ∞∑
k=1
ak
4k
: ak ∈ {0, 2}
}
.
The spectral measure µ4 is the restriction to the set C4 of the Hausdorff measure with dimension
1
2 . It can also be seen as the invariant measure for the iterated function system
τ0(x) =
x
4
, τ2(x) =
x+ 2
4
.
Jorgensen and Pedersen proved that the set of exponential functions{
eλ : λ =
n∑
k=0
4klk, lk ∈ {0, 1}, n ∈ N
}
is an orthonormal basis for µ4 (here eλ(x) = e
2piiλx).
Many other examples of spectral singular measures were constructed since (see e.g., [Str00,  LW02,
DJ06, DJ07]), most of them are based on affine iterated function systems.
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Definition 1.1. For a given expansive d× d integer matrix R and a finite set of integer vectors B
with cardinality |B| =: N , we define the affine iterated function system (IFS) τb(x) = R−1(x + b),
x ∈ Rd, b ∈ B. The self-affine measure (with equal weights) is the unique probability measure
µ = µ(R,B) satisfying
(1.1) µ(E) =
1
N
∑
b∈B
µ(τ−1b (E)), for all Borel subsets E of R
d.
This measure is supported on the attractor XB which is the unique compact set that satisfies
XB =
⋃
b∈B
τb(XB).
The set XB is also called the self-affine set associated with the IFS, and it can be described as
XB =
{ ∞∑
k=1
R−kbk : bk ∈ B
}
.
One can refer to [Hut81] for a detailed exposition of the theory of iterated function systems. We
say that µ = µ(R,B) satisfies the no overlap condition if
µ(τb(XB) ∩ τb′(XB)) = 0, ∀b 6= b′ ∈ B.
For λ ∈ Rd, define
eλ(x) = e
2piiλ·x, (x ∈ Rd).
For a Borel probability measure µ on Rd we define its Fourier transform by
µ̂(t) =
∫
e2piit·x dµ, (t ∈ Rd).
A frame for a Hilbert space H is a family {ei}i∈I ⊂ H such that there exist constants A,B > 0
such that for all v ∈ H,
A‖v‖2 ≤
∑
i∈I
| 〈v , ei〉 |2 ≤ B‖v‖2.
The largest A and smallest B which satisfy these inequalities are called the frame bounds. The
frame is called a Parseval frame if both frame bounds are 1.
In [PW15], Picioroaga and Weber introduced an interesting idea for the construction of weighted
exponential frames for the Cantor set C4 in Jorgensen and Pedersen’s example. Weighted means
that the exponential function is multiplied by a constant. The general idea is the following: first
construct a dilation of the space L2(µ4) by choosing another measure µ
′ (in their case, the Lebesgue
measure on [0,1]) and considering the Hilbert space L2(µ4×µ′). The space L2(µ4) can be regarded
as a subspace of this Hilbert space, as the space of functions that depend only on the first variable.
Then they construct an orthonormal set of functions in L2(µ4 × µ′) which project onto a Parseval
frame of weighted exponential functions in L2(µ4). The general result is a basic fact in frame theory
(see e.g., [Ald95]):
Lemma 1.2. Let H be a Hilbert space, V ⊂ K, closed subspaces and let PV be the orthogonal
projection onto V . If {ei}i∈I is an orthonormal basis for K, then {PV ei}i∈I is a Parseval frame
for V .
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To construct the orthonormal set in L2(µ4 × µ′) a representation of the Cuntz algebra OM is
constructed. Recall that the Cuntz algebra is generated by M isometries with the properties
(1.2) S∗i Sj = δijI,
M∑
i=1
SiS
∗
i = I.
Then the Cuntz isometries are applied to the constant function 1:
{Sω1 . . . Sωk1 : ωi ∈ {1, . . . ,M}, n ∈ N} ,
to obtain the orthonormal set which is then projected onto the subspace L2(µ4) and produces a
Parseval frame of weighted exponential functions. This is based on a modification of Theorem 3.1
from [DPS14]:
Theorem 1.3. [DPS14] Let H be a Hilbert space, K ⊂ H a closed subspace, and (Si)Mi=1 be a
representation of the Cuntz algebra OM . Let E be an orthonormal set in H and f : X → K be a
norm continuous function on a topological space X with the following properties:
(i) E = ∪Mi=1SiE, where the union is disjoint.
(ii) span{f(t) : t ∈ X} = K and ‖f(t)‖ = 1, for all t ∈ X.
(iii) There exist functions mi : X → C, gi : X → X, i = 1, . . . ,M such that
(1.3) S∗i f(t) = mi(t)f(gi(t)), (t ∈ X).
(iv) There exists c0 ∈ X such that f(c0) ∈ spanE.
(v) The only function h ∈ C(X) with 0 ≤ h ≤ 1, h(c) = 1, for all c ∈ {x ∈ X : f(x) ∈ spanE},
and
(1.4) h(t) =
M∑
i=1
|mi(t)|2h(gi(t)), (t ∈ X),
is the constant function 1.
Then K ⊂ spanE.
In this paper, we generalize and refine the construction from [PW15] to build Parseval frames
of weighted exponential functions (in other words weighted Fourier frames) for the Hilbert space
L2(µ(R,B)) associated to the invariant measure of an affine iterated function system as in Definition
1.1.
Our main result is:
Theorem 1.4. Let R be a d × d expansive integer matrix, B be a finite subset of Zd, 0 ∈ B,
N := |B|, and suppose that the measure µ = µ(R,B) has no overlap. Assume that there exists
a finite set L ⊂ Zd with 0 ∈ L, |L| =: M , and complex numbers (αl)l∈L, such that the following
properties are satisfied:
(i) α0 = 1.
(ii) The matrix
(1.5) T :=
1√
N
(
e2pii(R
T )−1l·bαl
)
l∈L,b∈B
is an isometry, i.e., T ∗T = IN , i.e., its columns are orthonormal.
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(iii) The only entire function h on Cd with the property that 0 ≤ h ≤ 1 on Rd, h(0) = 1 and
(1.6)
∑
l∈L
|αl|2
∣∣mB((RT )−1(t− l))∣∣2 h((RT )−1(t− l)) = h(t), (t ∈ Rd)
is the constant function 1. Here,
(1.7) mB(x) =
1
N
∑
b∈B
e2piib·x, (x ∈ Rd).
Let Ω(L) be the set of finite words with digits in L:
Ω(L) = {∅} ∪ {l0 . . . lk : li ∈ L, lk 6= 0}, (∅ represents the empty word).
Then the set
(1.8)
{(
k∏
i=0
αli
)
el0+RT l1+···+(RT )klk : l0 . . . lk ∈ Ω(L)
}
is a Parseval frame for L2(µ(R,B)).
Remark 1.5. The non-overlap condition is satisfied if the elements in B are incongruent modulo
RZd, see [DL15, Theorem 1.7].
In section 2, we present the proof of our main result. In section 3 we include some remarks on
the hypotheses of Theorem 1.4 and present some restrictions that they entail. In section 4, we focus
on the case of dimension d = 1 and rephrase the condition (iii) in Theorem 1.4 in simpler terms.
We conclude the paper with some examples and a conjecture, in section 5.
2. Proof
Proof of Theorem 1.4. We will transform our hypotheses into the setting in [PW15] and after that
we follow the ideas from [PW15] in this, more general, context.
Consider now another system with R′ a d′× d′ expansive integer matrix, B′ ⊂ Zd′ , 0 ∈ B′, |B′| =
N ′ and let µ′ be the invariant measure for the iterated function system
τ ′b(x
′) = R′−1(x′ + b′) (x′ ∈ Rd, b′ ∈ B′)
and let XB′ be its attractor. Assume also that the system has no overlap, i.e.,
µ′
(
τ ′b′i(XB′) ∩ τ
′
b′j
(XB′)
)
= 0, for all b′i 6= b′j in B′.
As we will see, it is not important how we pick the matrix R′ and the digits B′, the only thing
that matters is the number of digits in B′; for example we can just take B′ to be {0, 1, . . . , N ′− 1}
and R′ = N ′. We keep a higher level of generality to see how far this generalization goes. We
only require that NN ′ ≥ M . We can identify L with a subset L′ of B × B′, by some injective
function ι, in such a way that 0 from L corresponds to (0, 0) from B×B′, and we define l(b, b′) = l
if (b, b′) = ι(l), l(b, b′) = 0 if (b, b′) 6∈ L′, and α(b,b′) = αl if (b, b′) = ι(l) and α(b,b′) = 0 if (b, b′) 6∈ L′.
In other words, we complete the matrix T in (ii) with some zero rows, so that the rows are now
indexed by B × B′, and of course the isometry property is preserved, and α(0,0) = 0, l(0, 0) = 0.
Thus, the properties (i)–(iii) are satisfied with the indexing set L replaced by B×B′, the numbers
l from L replaced by the numbers l(b, b′), and the numbers αl replaced by the numbers α(b,b′).
Next, we construct the numbers a(b,b′),(c,c′), (b, b
′), (c, c′) ∈ B ×B′ with the following properties:
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(i) The matrix
(2.1)
1√
NN ′
(
a(b,b′),(c,c′)e
2pii(RT )−1l(b,b′)·c
)
(b,b′),(c,c′)∈B×B′
is unitary and the first row is constant 1√
NN ′
, so a(0,0),(c,c′) = 1 for all (c, c
′) ∈ B ×B′.
(ii) For all (b, b′) ∈ B ×B′, c ∈ B
(2.2)
1
N ′
∑
c′∈B′
a(b,b′),(c,c′) = α(b,b′).
Remark 2.1. In [PW15], the authors begin their construction with the numbers a(b,b′),(c,c′). But,
as we see here, this is not necessary, we can start with the numbers αl, which are directly connected
to the measure µ and do not involve the auxiliary measure µ′.
Let t(b,b′),c =
1√
N
e2pii(R
T )−1l(b,b′)·cα(b,b′). Note that the vectors {t·,c}c∈B , in CNN ′ are orthonormal.
Therefore, we can define some vectors t·,d, d ∈ {1, ..., NN ′ −N} such that
{t·,c : c ∈ B} ∪ {t·,d : d ∈ {1, ..., NN ′ −N}}
is an orthonormal basis for CNN
′
.
For c ∈ B , define the vectors in CNN ′ by
ec(c1, c
′
1) =
1√
N ′
δcc1
(
(c1, c
′
1) ∈ B ×B′
)
.
It is easy to see that these vectors are orthonormal in CNN
′
, therefore we can complete them to
an orthonormal basis for CNN
′
with some vectors ed , d ∈ {1, ..., NN ′ −N}. Define now
s(b,b′) =
∑
c∈B
t(b,b′),cec +
NN ′−1∑
d=1
t(b,b′),ded.
Since the matrix with columns t·,c and t·,d has orthonormal columns, it is unitary. So it has
orthogonal rows. So the vectors t(b,b′),· are orthonormal, therefore the vectors s(b,b′) are orthonormal.
Also, since α(0,0) = 1 and l(0,0) = 0 we have that t(0,0),c =
1√
N
for all c ∈ B. But then∑
c∈B
|t(0,0),c|2 = 1 = ‖t(0,0),·‖2.
So t(0,0),d = 0 for d ∈ {1, ..., NN ′ −N}. Therefore, for all (c1, c′1) ∈ B ×B′ :
s(0,0)(c1, c
′
1) =
∑
c∈B
1√
N
1√
N ′
δcc1 =
1√
NN ′
.
The vectors {ec : c ∈ B} span the subspace
M = {(X(c, c′))
(c,c′)∈B×B′ : X does not depend on c
′}.
So the vectors {ed : d ∈ {1, ..., NN ′ −N}} are ortogonal to M. Let PM be the projection onto M.
Note that, for X ∈ CNN ′ , we have
(PMX) (c1, c′1) =
∑
c∈B
〈X , ec〉 ec(c1, c′1) =
1
N ′
∑
c′1∈B′
X(c1, c
′
1).
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Also (
PMs(b,b′)
)
(c1, c
′
1) =
∑
c∈B
t(b,b′),cec(c1, c
′
1) =
∑
c∈B
t(b,b′),c
1√
N ′
δcc1 =
1√
N ′
t(b,b′),c1 .
Define now
a(b,b′),(c,c′) :=
√
NN ′e−2pii(R
T )
−1
l(b,b′)·cs(b,b′)(c, c′).
Then we have,
a(0,0),(c,c′) = 1 for all (c, c
′).
The matrix
1√
NN ′
(
a(b,b′),(c,c′)e
2pii(RT )
−1
l(b,b′)·c
)
(b,b′),(c,c′)
is the matrix with rows s(b,b′). So it is unitary.
1
N ′
∑
c′∈B′
a(b,b′),(c,c′) =
1
N ′
∑
c′∈B′
√
NN ′e−2pii(R
T )−1l(b,b′)·cs(b,b′)(c, c′)
=
√
NN ′e−2pii(R
T )
−1
l(b,b′)·c (PMs(b,b′)) (c, c′) = √NN ′e−2pii(RT )−1l(b,b′)·c · 1√
N ′
t(b,b′),c = α(b,b′).
Thus, the conditions (i) and (ii) for the numbers a(b,b′),(c,c′) are satisfied.
Next, we construct some Cuntz isometries S(b,b′), (b, b
′) ∈ B×B′ in the dilation space L2(µ×µ′)
and with them we construct an orthonormal set, by applying the Cuntz isometries to the function
1.
Define now the maps R : XB → XB by
(2.3) Rx = Rx− b if x ∈ τb(XB)
and R′ : X ′B → X ′B by
(2.4) R′x′ = R′x′ − b′ if x′ ∈ τb′(XB′).
Note that R(τbx) = x for all x ∈ XB and R′(τ ′bx′) = x′ for all x′ ∈ XB′ . The non-overlap condition
guarantees that the maps are well defined.
Next we consider the cartesian product of the two iterated function systems and define the maps
(2.5) Υ(b,b′)(x, x
′) =
(
R−1(x+ b), R′−1(x′ + b′)
)
for (x, x′) ∈ Rd × Rd′ and (b, b′) ∈ B × B′. Note that the measure µ × µ′ is the invariant measure
for the {Υ(b,b′)}(b,b′)∈B×B′ .
Define now the filters
(2.6) m(b,b′)(x, x
′) = e2piil(b,b
′)·xH(b,b′)(x, x′),
for (x, x′) ∈ Rd × Rd′ , (b, b′) ∈ B ×B′, where
H(b,b′)(x, x
′) =
∑
(c,c′)∈B×B′
a(b,b′),(c,c′)χΥ(c,c′)(XB×XB′ )(x, x
′).
(χA denotes the characteristic function of the set A).
With these filters we define the operators S(b,b′) on L
2(µ× µ′) by
(2.7)
(
S(b,b′)f
)
(x, x′) = m(b,b′)(x, x′)f(Rx,R′x′).
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Lemma 2.2. The operators S(b,b′), (b, b
′) ∈ B×B′ are a representation of the Cuntz algebra ONN ′ ,
i.e., they satisfy the relations in (1.2). The adjoint S∗(b,b′) is given by the formula
(2.8) (S∗(b,b′)f)(x, x
′) =
1
NN ′
∑
(c,c′)∈B×B′
m(b,b′)(Υ(c,c′)(x, x
′))f(Υ(c,c′)(x, x′)),
for f ∈ L2(µ× µ′), (x, x′) ∈ XB ×XB′ .
Proof. First, we compute the adjoint, using the invariance equations for µ× µ′.〈
S(b,b′)f , g
〉
=
∫
m(b,b′)(x, x
′)f(Rx,R′x′)g(x, x′) d(µ × µ′)
=
1
NN ′
∑
(c,c′)
∫
m(b,b′)(Υ(c,c′)(x, x
′))f(x, x′)g(Υ(c,c′)(x, x′)) d(µ × µ′),
and this proves (2.8).
A simple computation shows that the Cuntz relations are equivalent to the following matrix
being unitary for all (x, x′) ∈ XB ×XB′ :
(2.9)
1√
NN ′
(
m(b,b′)
(
Υ(c,c′)(x, x
′)
))
(b,b′),(c,c′)∈B×B′ .
This means that
1√
NN ′
(
e2piil(b,b
′)·R−1(x+c)a(b,b′),(c,c′)
)
(b,b′),(c,c′)∈B×B′
.
should be unitary for all x ∈ Rd. Equivalently, for all (c1, c′1), (c2, c′2) ∈ B ×B′,
δ(c1,c′1),(c2,c′2) =
1
NN ′
∑
(b,b′)∈B×B′
e2piil(b,b
′)·R−1(x+c1)a(b,b′),(c1,c′1) · e−2piil(b,b
′)·R−1(x+c2)a(b,b′),(c2,c′2)
=
1
NN ′
∑
(b,b′)∈B×B′
e2piil(b,b
′)·R−1c1a(b,b′),(c1,c′1) · e−2piil(b,b
′)·R−1c2a(b,b′),(c2,c′2).
which is true, by (2.1).

For a word ω = (b1, b
′
1)...(bk, bk
′) we compute
(Sω1)(x, x
′) = (S(b1,b′1)...S(bk ,b′k)1)(x, x
′) = S(b1,b1′)...S(bk−1,b′k−1)e
2piil(bk ,b
′
k)·xH(bk,b′k)(x, x
′)
= S(b1,b′1)...S(bk−2,b′k−2)e
2piil(bk−1,b
′
k−1)·x · e2piil(bk ,b′k)·RxH(bk−1,b′k−1)(x, x
′)H(bk ,b′k)(Rx,R
′x′) = · · · =
e2pii(l(b1,b
′
1)·x+l(b2,b′2)·Rx+...+l(bk,b′k)·Rk−1x)H(b1,b′1)(x, x
′)H(b2,b′2)(Rx,R′x′) . . . H(bk−1,b′k−1)(R
k−1x,R′k−1x′).
Since l(b1, b
′
1) · Rkb2 ∈ Z for all (b, b′) ∈ B × B′, k ≥ 0, b2 ∈ B, we get that the first term in the
above product is
e2pii(l(b1,b
′
1)+R
T l(b2,b′2)+...+(R
T )k−1l(bk ,b
′
k
))·x.
Next we will compute the projection PV Sω1, onto the the subspace
V = {f(x, y) = g(x) : g ∈ L2(µ)}.
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It is easy to see that the projection onto V is given by the formula
(PV f)(x) =
∫
f(x, x′) dµ′(x′), (f ∈ L2(µ× µ′)).
For this we compute:
A :=
∫
H(b1,b′1)(x, x
′). . . H(bk ,b′k)(R
k−1x,R′k−1x′) dµ′(x′) = ( using the invariance equation for µ′)
=
1
N ′
∑
c′∈B′
∫
H(b1,b′1)(x, τ
′
c′x
′). . . H(bk,b′k)(R
k−1x,R′k−1τ ′c′x′)dµ′(x′).
We have
1
N ′
∑
c′∈B′
H(b1,b′1)(x, τ
′
c′x
′) =
1
N ′
∑
c′∈B′
a(b1,b′1),(b(x),c′) = α(b,b′)
where b(x) = b if x ∈ τb(XB).
Then we obtain further, by induction
A = α(b1,b′1)
∫
H(b2,b′2)(Rx, x′) . . . H(bk ,b′k)(R
k−1x,R′k−2x′) dµ′(x′) = · · · =
k∏
j=1
α(bj ,b′j).
So
(2.10) PV Sω1(x, x
′) = e2pii(l(b1,b
′
1)+R
T l(b2,b′2)+···+(RT )k−1l(bk,b′k))·x ·
k∏
j=1
α(bj ,b′j).
Remark 2.3. Note that in order for the functions PV Sω1 to be just some weighted exponential
functions the restriction (2.2) that we have on the numbers a(b,b′),(c,c′) is necessary; since we want
this function to be just a weighted exponential function, we should have that
1
N ′
∑
c′∈B′
a(b,b′),(b(x),c′)
is independent of x, which means that
(2.11)
1
N ′
∑
c′∈B′
a(b,b′),(c,c′) = α(b,b′)
should be independent of c, and this is guaranteed by (2.2). So it is not enough to make the matrix
in (2.1) unitary, we need also the condition in (2.2). Equation (2.1) implies the Cuntz relations,
equation (2.2) guarantees that the projections are weighted exponential functions.
We compute now for et(x) = e(t,0)(x, x
′):(
S∗(b,b′)(et)(x, x′)
)
=
1
NN ′
∑
(c,c′)∈B×B′
m(b,b′)(τcx, τ
′
c′x
′)et(τcx)
=
1
NN ′
∑
(c,c′)∈B×B′
e−2piil(b,b
′)·R−1(x+c)a(b,b′),(c,c′)e2piit·R
−1(x+c)
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=
1
NN ′
∑
(c,c′)
e2pii(t−l(b,b
′))·R−1ca(b,b′),(c,c′) · e2pii(t−l(b,b
′))·R−1x
=
(
1
N
∑
c∈B
(
1
N ′
∑
c′∈B′
a(b,b′),(c,c′)
)
e2pii(R
T )−1(t−l(b,b′))·c
)
· e(RT )−1(t−l(b,b′))(x)
=
(
1
N
∑
c∈B
α(b,b′) · e2pii(R
T )−1(t−l(b,b′))·c
)
· e(RT )−1(t−l(b,b′))(x).
So
(2.12) S∗(b,b′)et = α(b,b′)mB
(
(RT )−1(t− l(b, b′))) e(RT )−1(t−l(b,b′)).
Define
g(b,b′)(x) = (R
T )−1(x− l(b, b′)) ((b, b′) ∈ B ×B′).
Then
(2.13) S∗(b,b′)et = α(b,b′)mB(g(b,b′)(t))eg(b,b′)(t).
Define Ω(B×B′) to be the empty word and all the finite words ω = (b0, b′0) . . . (bk, b′k) in (B×B′)k,
k ∈ N that do not end in (0, 0), i.e., (bk, b′k) 6= (0, 0). It is easy to see, using the Cuntz relations and
the fact that S(0,0)1 = 1, that the family of vectors E := {Sω1 : ω ∈ Ω(B × B′)} is orthonormal.
Note also that
E = ∪(b,b′)∈B×B′S(b,b′)E ,
and the union is disjoint.
We want to prove that the subspace V is contained in the closed span of {Sω1 : ω ∈ Ω(B×B′)},
which we denote by K.
Using the Cuntz relations and (2.13), we have
1 = ‖et‖2 =
∑
(b,b′)∈B×B′
〈 S(b,b′)S∗(b,b′)et, et〉 =
∑
(b,b′)∈B×B′
‖S∗(b,b′)et‖2
=
∑
(b,b′)∈B×B′
|α(b,b′)|2|mB(g(b,b′)(t))|2,
So
(2.14) 1 =
∑
(b,b′)∈B×B′
|α(b,b′)|2|mB(g(b,b′)(t))|2.
Define the function f : Rd → V by f(t) = et, where et(x, x′) = e2piix·t. Note that f(0) = 1 ∈ K.
Also, we define the function h : Rd → R by
(2.15) h(t) =
∑
ω∈Ω(B×B′)
| 〈f(t) , Sω1〉 |2 = ‖PKf(t)‖2.
Note that 0 ≤ h ≤ 1, h(0) = 1 and h can be extended to Cd by
h(z) =
∑
ω∈Ω(B×B′)
| 〈ez , Sω1〉 |2 = ‖PKez‖2,
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where, for z ∈ Cd, ez(x, x′) = e2piix·z. We will prove that h(z) is an entire function.
For a fixed ω ∈ Ω(B ×B′), define fω : Cd → C by
fω(z) =
∫
e2piiz·xSω1(x, x′) dµ(x) dµ′(x′).
Since the measure µ×µ′ is compactly supported, a standard convergence argument shows that the
function fω is entire. Similarly, f
∗
ω(z) := fω(z) is entire, and for real t,
fω(t)f
∗
ω(t) = 〈et , Sω1〉 · 〈et , Sω1〉 = | 〈et , Sω1〉 |2.
Thus, h(t) =
∑
ω∈Ω(B×B′) fω(t)f
∗
ω(t). For n ∈ N, let hn(z) =
∑
|ω|≤n fω(z)f
∗
ω(z), which is entire.
By Ho¨lder’s inequality
∑
ω∈Ω(B×B′)
|fω(z)f∗ω(z)| ≤
(∑
ω
| 〈ez , Sω1〉 |2
) 1
2
(∑
ω
| 〈ez , Sω1〉 |2
) 1
2
≤ ‖ez‖‖ez‖ ≤ eK
√
(ℑz1)2+···+(ℑzd)2 ,
for some constant K. Thus, the sequence hn(z) converges pointwise to the function h(z), and is
uniformly bounded on bounded sets. By the theorems of Montel and Vitali, the limit function is
entire.
We prove that h satisfies (1.6):
h(t) =
∑
v∈E
|〈v , et〉|2 =
∑
(b,b′)∈B×B′
∑
v∈E
∣∣〈S(b,b′)v , et〉∣∣2 = ∑
(b,b′)∈B×B′
∑
v∈E
∣∣∣〈v , S∗(b,b′)et〉∣∣∣2
=
∑
(b,b′)
∑
v
∣∣∣〈v , α(b,b′)mB(g(b,b′)(t))eg(b,b′)(t)〉∣∣∣2 = ∑
(b,b′)
|α(b,b′)|2|mB(g(b,b′)(t))|2h(g(b,b′)(t)).
By (1.8), we get that h has to be constant, and since h(0) = 1 we obtain that h ≡ 1. But
this implies that ‖PKet‖ = 1 = ‖et‖ and therefore et is in K for all t ∈ Rd. Since, by the Stone-
Weierstrass theorem the functions et span V , we get that V is a subspace of K. Then, with Lemma
1.2, we obtain that PV Sω1, ω ∈ Ω(B ×B′) forms a Parseval frame for V . Going back to the index
set L and discarding the zeroes, we obtain the conclusion.

3. Further remarks
Remark 3.1. Suppose that the conditions (i) and (ii) in Theorem 1.4 are satisfied. Suppose in
addition that the set in (1.8) spans L2(µ). Then this set is a Parseval frame.
Indeed, if we follow the proof of Theorem 1.4, we see that the function h in (2.15) is the constant
1, and that is what was needed in the proof.
Corollary 3.2. Suppose we have a set L and some complex numbers {αl}, such that the conditions
(i)–(iii) in Theorem 1.4 are satisfied. Suppose now that L′ is a set that contains the set L and
{α′l : l ∈ L′} are some nonzero numbers, such that the conditions (i) and (ii) are satisfied. Then
the conclusion of Theorem 1.4 holds for L′ and {α′l}.
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Proof. Theorem 1.4 shows that {el0+RT l1+···+(RT )klk : l0 . . . lk ∈ Ω(L)} spans L2(µ). But then
{el0+RT l1+···+(RT )klk : l0 . . . lk ∈ Ω(L′)} is a bigger set so it also spans L2(µ). The rest follows from
Remark 3.1. 
Proposition 3.3. With the notations in Theorem 1.4, suppose the conditions (i) and (ii) are
satisfied. Then for all l 6= 0 in L,
(3.1) αl = 0 or
∑
b∈B
e2pii(R
T )−1l·b = 0.
In particular L cannot contain numbers l 6= 0 with l · R−1b ∈ Z for all b ∈ B, which implies also
that if l 6= 0 is in L, then l 6≡ 0(modRTZ).
Proof. Using the proof of Theorem 1.4, since the matrix in (2.1) is unitary and the first row is
constant we have that
0 =
∑
(c,c′)∈B×B′
e2pii(R
T )−1l(b,b′)·ca(b,b′),(c,c′) · 1
=
∑
c∈B
e2pii(R
T )−1l(b,b′)·c ∑
c′∈B′
a(b,b′),(c,c′)
=
∑
c∈B
e2pii(R
T )−1l(b,b′)·c ·N ′α(b,b′).

Remark 3.4. The condition (ii) in Theorem 1.4 is necessary for this construction to work. Suppose
the numbers a(b,b′),(c,c′) and l(b, b
′) satisfy (2.1) and (2.2) (see also Remark 2.3). Equation (2.1) is
necessary for the Cuntz relations, and equation (2.2) is necessary for the projections of the functions
Sω1 to be weighted exponential functions. Then the matrix
1√
N
(
e2pii(R
T )−1l(b,b′)·cα(b,b′)
)
(b,b′)∈B×B′,c∈B
is an isometry, as in (1.5).
Proof. From (2.14) we get
1 =
∑
(b,b′)∈B×B′
|α(b,b′)|2
1
N2
∑
c1,c2∈B
e2pii(R
T )−1(t−l(b,b′))·(c1−c2)
=
∑
k∈B−B
e2pii(R
T )−1t·k 1
N2
∑
c1,c2∈B
c1−c2=k
∑
(b,b′)∈B×B′
e−2pii(R
T )−1l(b,b′)·k|α(b,b′)|2.
We have two trigonometric polynomials which are equal to each other and therefore their coefficients
must be equal.
For k = 0 we get
1 =
1
N
∑
(b,b′)
|α(b,b′)|2.
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For k 6= 0 we get
0 =
1
N2
#{(c1, c2) ∈ B ×B : c1 − c2 = k}
∑
(b,b′)
e−2pii(R
T )−1l(b,b′)·k|α(b,b′)|2,
which implies (1.5). 
Also, the condition α0 = 0 is necessary for this construction. We want S01 = 1, to make sure
that the set E = {Sω1 : ω ∈ Ω(B×B′)} is invariant as in Theorem 1.3(i), so the numbers a(0,0),(c,c′)
should all be 1. Therefore
α0 =
1
N ′
∑
c′∈B′
a(0,0),(c,c′) = 1.
Remark 3.5. This construction cannot be used for the Middle Third Cantor set. In that example,
R = 3, B = {0, 2}. From Proposition 3.3, we see that we must have 1+ e2pii· 2l3 = 0 for some integer
l, and that is impossible.
Proposition 3.6. With the notation of Theorem 1.4, the following statements are equivalent.
(i) The matrix
T =
1√
N
(
e2pii(R
T )−1l·bαl
)
l∈L,b∈B
has orthonormal columns, i.e., it is an isometry.
(ii) For every t ∈ Rd
(3.2)
∑
l∈L
|αl|2
∣∣mB((RT )−1(t− l))∣∣2 = 1.
(iii) The functions {αlel : l ∈ L} form a Parseval frame for the space L2(δR−1B), where δR−1B
is the measure δR−1B =
1
N
∑
b∈B δR−1b (δa denotes the Dirac measure at a).
Proof. The condition in (ii) can be rewritten as
1 =
1
N2
∑
l∈L
|αl|2
∑
c,c′∈B
e2pii(R
T )−1(t−l)·(c−c′) =
1
N2
∑
k∈B−B
e2pii(R
T )−1t·k ∑
c,c′∈B
c−c′=k
∑
l∈L
|αl|2e2pii(RT )−1l·k
=
1
N2
∑
k∈B−B
e2pii(R
T )−1t·k#{(c, c′) ∈ B ×B : c− c′ = k}
∑
l∈L
|αl|2e2pii(RT )−1l·k.
Equating the coefficients, this is equivalent to
1
N
∑
l∈L
|αl|2 = 1,
and
1
N
∑
l∈L
|αl|2e2pii(RT )−1l·(c−c′) = 0,
for all c 6= c′ in B. Thus (i) and (ii) are equivalent.
The condition in (iii) can be rewritten as: for all u, v ∈ L2(δB), with tl = αlel in L2(δR−1B),∑
c∈B
ucvc = 〈u , v〉 =
∑
l∈L
〈u , tl〉 〈tl , v〉 =
∑
l∈L
∑
c,c′∈B
ucvc′ |αl|2e−2piil·R−1(c−c′)
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=
∑
c,c′∈B
ucvc′
∑
l∈L
|αl|2e−2pii(RT )−1l·(c−c′).
Using the canonical vectors u := δb, v = δb′ we obtain that the statements in (i) and (iii) are
equivalent. 
Definition 3.7. We define the Ruelle (transfer) operator for functions f defined on Rd (or just on
XB) by
Rf(t) =
∑
l∈L
|αl|2|mB(gl(t))|2f(gl(t)),
where
gl(t) = (R
T )−1(t− l), (l ∈ L, t ∈ Rd).
Note that the condition (1.6) can be rewritten as Rh = h and condition (ii) in Proposition 3.6
means that R1 = 1.
Proposition 3.8. If one of the equivalent conditions in Proposition 3.6 is satisfied then, for any
k ∈ N, the functions {
αl0 . . . αlk−1el0+RT l1+···+(RT )k−1lk−1 : li ∈ L
}
form a Parseval frame for the space L2(δR−k(B+RB+···+Rk−1B)).
Proof. Since Rk1 = 1, we obtain by induction
1 =
∑
l0,...,lk−1∈L
|αl0 |2 . . . |αlk−1 |2|mB(glk−1t)|2|mB(glk−2glk−1t)|2 . . . |mB(gl0 . . . glk−1t)|2
=
∑
l0,···lk−1∈L
|αl0 |2 . . . |αlk−1 |2
∣∣∣mB+RB+···+Rk−1B ((RT )−k(t− (l0 +RT l1 + · · ·+ (RT )k−1lk−1))∣∣∣2 ,
where
mB+RB+···+Rk−1B :=
1
Nk
∑
b0,...,bk−1∈B
e2piix·(b0+Rb1+···+R
k−1bk−1) = mB(x)mB((R
T )x) . . . mB((R
T )k−1x).
The proposition follows now from the equivalence between (ii) and (iii) in Proposition 3.6. 
Definition 3.9. For k ∈ Zd, we denote
[k] := {k′ ∈ Z : (k′ − k) · R−1b ∈ Z, for all b ∈ B}.
We denote by [L] := {[l] : l ∈ L}.
Proposition 3.10. Assume αl 6= 0 for all l ∈ L. If one of the equivalent conditions in Proposition
3.6 is satisfied then:
(i) N ≤ #[L].
(ii) For all l0 ∈ L,
(3.3)
∑
l∈L,l∈[l0]
|αl|2 ≤ 1.
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Proof. Since {αlel : l ∈ L} form a Parseval frame for L2(δR−1B), we have
|αl0 |2 = ‖αl0el0‖2 =
∑
l∈L
| 〈αl0el0 , αlel〉 |2.
Then, since for l ∈ [l0] we have el = el0 in L2(δR−1B), we get that∑
l∈L,l∈[l0]
|αl0 |2|αl|2 ≤ |αl0 |2.
This implies that ∑
l∈L,l∈[l0]
|αl|2 ≤ 1.
Also,
N =
∑
l∈L
|αl|2 =
∑
[l0]∈[L]
∑
l∈L∩[l0]
|αl|2 ≤
∑
[l0]∈[L]
1 = #[L].

4. Invariant sets
Definition 4.1. With the notations of Theorem 1.4, a set M ⊂ Rd is called invariant if for any
point t ∈ M , and any l ∈ L, if αlmB((RT )−1(t − l)) 6= 0, then gl(t) := (RT )−1(t − l) ∈ M . M is
said to be non-trivial if M 6= {0}.
Note that ∑
l∈L
|αl|2 |mB(gl(t))|2 = 1 (t ∈ Rd),
see (3.2), and therefore, we can interpret the number |αl|2 |mB(gl(t))|2 as the probability of transi-
tion from t to gl(t), and if this number is not zero then we say that this transition is possible in one
step (with digit l), and we write t→ gl(t) or t l→ gl(t). We say that the transition is possible from
a point t to a point t′ if there exist t0 = t, t1, . . . , tn = t′ such that t = t0 → t1 → · · · → tn = t′.
The trajectory of a point t is the set of all points t′ (including the point t) such that the transition
is possible from t to t′.
A cycle is a finite set {t0, . . . , tp−1} such that there exist l0, . . . , lp−1 in L such that gl0(t0) =
t1, . . . , glp−1(tp−1) = tp := t0. Points in a cycle are called cycle points.
A cycle {t0, . . . , tp−1} is called extreme if |mB(ti)| = 1 for all i; by the triangle inequality, since
0 ∈ B, this is equivalent to ti · b ∈ Z for all b ∈ B.
The next proposition gives some information about the structure of finite, minimal sets, which
makes it easier to find such sets in concrete examples.
Proposition 4.2. Assume αl 6= 0 for all l ∈ L. Let M be a non-trivial finite, minimal invariant
set. Then, for every two points t, t′ ∈ M the transition is possible from t to t′ in several steps. In
particular, every point in the set M is a cycle point. In dimension d = 1, M is contained in the
interval
[
min(−L)
R−1 ,
max(−L)
R−1
]
.
If t is in M and if there are two possible transitions t → gl1(t) and t → gl2(t), then l1 ≡
l2(modR
T
Z
d).
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Every point t in M is an extreme cycle point, i.e., |mB(t)| = 1 and if t → gl0(t) is a possible
transition in one step, then [l0]∩L = {l ∈ L : l ≡ l0(mod(RT )Zd)} (with the notation in Definition
3.9) and
(4.1)
∑
l∈L,l≡l0(modRTZd)
|αl|2 = 1.
In particular t · b ∈ Z for all b ∈ B.
Proof. Let t, t′ be two points in M . Suppose the transition from t to t′ is not possible. Let T be
the trajectory of t. Then T is an invariant set contained in M which does not contain t′. This
contradicts the minimality of T .
Take a point t in M . Then at least one transition in one step is possible t → gl(t), because of
(3.2). But then the transition back to t from gl(t) is also possible, so t is a cycle point. Writing the
equations for a cycle point (see also the equations for x0 below), we get that, in dimension d = 1,
any cycle point is contained in the interval
[
min(−L)
R−1 ,
max(−L)
R−1
]
.
If the transitions t → gl0(t) and t → gl′0(t) are possible, then we can close two cycles by some
transitions from gl0(t) and gl′0(t) back to t. We can assume also that these two cycles have the same
length, by taking a common multiple of their minimal lengths and going around the cycles several
times. If we write the equations for the two cycles, we get that there are some numbers l0, . . . , lp−1,
l′0, . . . , l
′
p−1 in L such that
x0 = (R
T )px0 + (R
T )p−1lp−1 + · · ·+ (RT )l1 + l0,
x0 = (R
T )px0 + (R
T )p−1l′p−1 + · · ·+ (RT )l′1 + l′0.
Subtracting, we get that l0 ≡ l′0(modRTZd).
If t is in M and t→ gl0(t) is a possible transition in one step, then for l ∈ L, l 6≡ l0(modRTZd)
we have αlmB(gl(t)) = 0 (because, from the previous statement, we know that the transition from
t with l in not possible in one step). Therefore, with (3.3),
1 =
∑
l∈L,l≡l0(modRT Zd)
|αl|2|mB(gl(t))|2 = |mB(gl0(t))|2
∑
l≡l0
|αl|2 ≤
∑
l∈[l0]
|αl|2 ≤ 1.
Therefore we have equalities in all inequalities, so |mB(gl(t))| = 1, [l0] ∩ L = {l ∈ L : l ≡
l0(modR
T
Z
d)} and (4.1) holds. Since t is on a cycle, it can be written as t = gl1(t′) for a t′ in M
and therefore |mB(t)| = 1. Using the triangle inequality 1 ≤ |mB(t)| = 1, so we must have equality,
and we obtain that t · b ∈ Z for all b ∈ B.

Example 4.3. We give an example of a finite minimal invariant set where there are two transitions
possible from a point and which is a union of extreme cycles that have a common point. Let R = 2,
B = {0, 1}, L = {0, 1, 3}, and (αl)l∈L = (1, 1√2 ,
1√
2
). It can be easily checked that the conditions
(i) and (ii) in Theorem 1.4 are satisfied. Then
mB(x) =
1 + e2piix
2
.
The set {−1,−2} is minimal invariant. The only possible transitions in one step from −1 are to
−1, with digit 1 and to −2 with digit 3. The only possible transition in one step from −2 is to −1
with digit 0.
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Theorem 4.4. In dimension d = 1, let |R| ≥ 2 and B be as in Theorem 1.4 and assume also that
the numbers αl, l ∈ L satisfy the conditions (i) and (ii) in Theorem 1.4. If the only finite minimal
invariant set is {0}, then the condition (iii) is satisfied too and therefore the set
(4.2)
{(
k∏
i=0
αli
)
el0+Rl1+···+Rklk : l0 . . . lk ∈ Ω(L)
}
is a Parseval frame for L2(µ(R,B)).
Conversely, if there is a finite minimal invariant set M 6= {0}, then ec is orthgonal to the set in
(4.2) for all c ∈M (so the set in (4.2) is incomplete).
Proof. Suppose, there is an entire function h such that 0 ≤ h ≤ 1 on R, h(0) = 1 and that satisfies
(1.6). Consider the interval I :=
[
min(−L)
R−1 ,
max(−L)
R−1
]
and note that this interval is invariant for the
maps gl, i.e., if x ∈ I then gl(x) ∈ I. Also 0 ∈ I since 0 ∈ L.
Define the function h˜(x) := h(x) − mint∈I h(t). Using (3.2), we get that h˜ satisfies (1.6), it is
entire, h˜ ≥ 0 on I; in addition h˜ has a zero in I (the point where h attains its minimum).
Let Z be the set of zeroes of h˜ in I. If Z is infinite, then, since h˜ is entire, we get that h˜ = 0
so h is indeed constant. Thus Z has to be finite. Since equation (1.6) is satisfied by h˜, we have
that, if t ∈ Z, then t ∈ I and h˜(x) = 0, and then, for any l, either αlmB(gl(t)) = 0 or h˜(gl(t)) = 0;
also gl(t) ∈ I. This implies that Z is a finite invariant set. Then, it must contain a finite minimal
invariant set, and, by hypothesis, it must contain 0, so h˜(0) = 0, which means minI h(x) = 1. But,
0 ≤ h ≤ 1 so h is constant 1.
For the converse, suppose M 6= {0} is a minimal finite invariant set. Let c in M . We prove that
µ̂(c− (l0+Rl1+ · · ·+Rklk)) = 0, for all l0, . . . , lk ∈ L, which implies that
〈
ec , el0+Rl1+···+Rklk
〉
= 0.
Suppose not, pick l0, . . . , lk such that µ̂(c−(l0+Rl1+ · · ·+Rklk)) 6= 0 and let lk+1 = lk+2 = · · · = 0.
We have that
µ̂(x) =
∞∏
n=1
mB(R
−nx)
where the convergence is uniform on compact sets. We obtain that
mB
(
c− (l0 +Rl1 + · · ·+Rklk)
Rn
)
6= 0
for all n ∈ N. This implies that
mB
(
c− l0
R
)
6= 0,mB
(
c− l0 −Rl1
R2
)
6= 0, . . . ,mB
(
c− l0 − · · · −Rn−1ln−1
Rn
)
6= 0, . . . .
But this means that the transitions c → gl0(c) → gl1gl0(c) → . . . gln . . . gl0(c) → . . . are possible
in one step. Since for n large ln = 0, this implies that gln . . . gl0(c) converges to {0} and therefore
0 ∈M . But M is minimal so {0} = M , a contradiction. 
5. Examples
Example 5.1. Let N ∈ N, N ≥ 3. Let R = N and B = {0, 1, 2, . . . , N − 1}. Then the invariant
measure µ is the Lebesgue measure on [0, 1]. In this example, we will not obtain new Parseval
frames for L2[0, 1], because the frequencies are in Z, which already give the well know orthonormal
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Fourier basis. However, we obtain some interesting properties of the representations of integers in
base N . Define
Let, L1, . . . , LN−1 be some finite, non-empty sets of integers, with 0 ∈ Li, i = 1, . . . , N − 2, and
−1 ∈ LN−1.
L := {0} ∪ (1 +NL1) ∪ (2 +NL2) ∪ · · · ∪ ((N − 2) +NLN−2) ∪ ((N − 1) +NLN−1).
Note that the complete set of representatives modN , {0, 1, . . . , N − 2,−1} is contained in L.
Pick some nonzero complex numbers such that∑
l∈Li
|αi+Nl|2 = 1, (i = 1, . . . , N − 1).
We check that the conditions of Theorem 4.4 are satisfied. We have for b, b′ in B:∑
l∈L
|αl|2e2piiR−1l·(b−b′) = 1 +
N−1∑
i=1
e2piiN
−1i·(b−b′)∑
l∈Li
|αi+Nl|2 = 1 +
N−1∑
i=1
e2piiN
−1i·(b−b′) = Nδbb′ .
Now consider a minimal finite invariant set M . By Proposition 4.2, every point x0 in M is an
extreme cycle point, so |mB(x0)| = 1 which implies that x0 =: k0 ∈ Z. We prove that 0 ∈ M ,
which, by minimality, implies M = {0}. Consider the subset J0 := {−1, 0, 1, . . . , N − 2} of L. This
is a complete set of representatives modN . Therefore there exists l0 ∈ J0 and k1 ∈ Z such that
k0 = l0 +Rk1, which means that k1 = gl0(k0). Since mB(k1) = 1, the transition k0 → gl0(k0) = k1
is possible in one step, so k1 ∈ M . By induction, there exist digits l0, l1, . . . in J0 such that
kn+1 := gln . . . gl0(k0) ∈ Z ∩M . Letting n → ∞, we get that kn+1 ∈
[−(N−2)
N−1 − ǫ, 1N−1 + ǫ
]
for n
large enough. Therefore kn+1 = 0 so 0 ∈M , and hence M = {0}.
Theorem 4.4 implies that the set
{el0+Rl1+···+Rklk : l0 . . . lk ∈ Ω(L)}
is a Parseval frame for L2[0, 1].
But, the numbers l0 +Rl1+ · · ·+Rklk are integers and {en : n ∈ Z} is an orthonormal basis for
L2[0, 1]. So, if we group the elements in the Parseval frame that correspond to a fixed exponential
function en, this implies that for every n ∈ Z:
(5.1)
∑
l0...lk∈Ω(L)
l0+Rl1+···+Rklk=n
|αl0 . . . αlk |2 = 1.
The relation (5.1) gives us some information about the ways in which a number n can be written
in base N using the digits from L.
Example 5.2. Let R = 4, B = {0, 2}. Then µ is the Cantor 4-measure in Jorgensen-Pedersen
[JP98] or Picioroaga-Weber [PW15]. Take L = {0, 3, 9}, and α0 = 1, |α3|2 + |α9|2 = 1, α3, α9 6= 0.
Note first that the sets
E(0, 3) = {el0+4l1+···+4klk : l0 . . . lk ∈ Ω({0, 3})}, E(0, 9) = {el0+4l1+···+4klk : l0 . . . lk ∈ Ω({0, 9})}
are incomplete. Indeed (−1 − 3)/4 = −1 so {−1} is an extreme cycle for the digits {0, 3}, and
(−3 − 9)/3 = −3 so {−3} is an extreme cycle for the digits {0, 9}. This implies that the sets are
incomplete (see [DJ06], or use Theorem 4.4 to see that e−1 is orthogonal to E(0, 3) and e−3 is
orthogonal to E(0,
18 DORIN ERVIN DUTKAY AND RAJITHA RANASINGHE
It is easy to check that condition (ii) in Theorem 1.4 is satisfied. We look now for the finite
minimal invariant sets M (for L). By Proposition 4.2, M is contained in [−9/3, 0] and also M is
contained in 12Z. But if x in M is of the form x =
2k+1
2 , k ∈ Z, then the transition x → x/4 is
possible so x/4 should be in M but it is not in 12Z. ThusM ⊂ {−3,−2,−1, 0}. Since the transition
−3 3→ −3/2 is possible, we get that −3 cannot be inM . Similarly we have −2 0→ −1/2, −1 9→ −5/2
so M cannot contain −2,−1, thus M = {0}.
With Theorem 4.4, we obtain that
 k∏
j=0
αlj
 el0+4l1+···+4klk : l0 . . . lk ∈ Ω({0, 3, 9})

is a Parseval frame for L2(µ).
More generally, we have the following theorem:
Theorem 5.3. In dimension d = 1, let |R| ≥ 2 and B be as in Theorem 1.4 and assume also that
the numbers αl 6= 0, l ∈ L satisfy the conditions (i) and (ii) in Theorem 1.4. Assume that for all
l ∈ L, l 6= 0 we have
(5.2) [l] ∩ L 6= {l′ ∈ L : l′ ≡ l(modR)}.
Then {(
k∏
i=0
αli
)
el0+Rl1+···+Rklk : l0 . . . lk ∈ Ω(L)
}
is a Parseval frame for L2(µ(R,B)).
Proof. The result follows from Theorem 4.4 and Proposition 4.2: if we have a minimal finite invari-
ant set M , and we take a point t ∈ M such that the transition t → gl0(t) is possible in one step,
then we must have [l0] ∩ L = {l′ ∈ L : l′ ≡ l0(modR)}. But, according to the hypothesis, this is
possible only for l0 = 0. Which means t has to be the fixed point of g0, so M = {0}. 
Corollary 5.4. Consider the Jorgensen-Pedersen measure µ4 associated to R = 4, B = 2. Let L
be a finite set that contains 0 and the rest of the elements are odd numbers. Assume that one of
the following conditions is satisfied:
(i) There exist numbers l0, l
′
0 in L such that l0 ≡ 1(mod 4) and l′0 ≡ 3(mod 4).
(ii) There exist a number l0 ∈ L, l0 6= 0 such that there are no extreme cycles for (R,B, {0, l0}).
Let {αl}l∈L be some non-zero complex numbers with α0 = 1 and
∑
l∈L |αl|2 = 2. Then the set
(5.3)

 k∏
j=0
αlj
 el0+4l1+···+4klk : l0 . . . lk ∈ Ω(L)

is a Parseval frame for L2(µ4).
Proof. It is easy to check that the conditions (i) and (ii) in Theorem 1.4 are satisfied.
Under the assumption (i), the result follows from Theorem 5.3: all the numbers in L except 0
are odd, so [l0] ∩ L = L \ {0} and l0 6≡ l′0mod4.
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Under the assumption (ii), we use Corollary 3.2, and we have that the set {0, l0} generates a
complete orthonormal set, therefore the same is true for L. 
Remark 5.5. In [DH16], many examples of numbers l0 are found with the property stated in (ii),
that is, the set {0, l0} generates a complete orthonormal basis for L2(µ4). For example, if p is a
prime number p ≥ 5, then the set {0, pk} generates an orthonormal basis, for any k ≥ 1. So if the
set L in Theorem 5.3 contains pk for some prime number p ≥ 5 and k ≥ 1, then the set in (5.3) is
a Parseval frame for L2(µ4).
Example 5.6. We consider next the case when the set B has two digits.
Theorem 5.7. Let R be an integer |R| ≥ 2, B = {0, b} with b ∈ Z. Let L be a subset of Z
with 0 ∈ L and let {αl}l∈L be some non-zero complex numbers with α0 = 1. The condition (ii) in
Theorem 1.4 is satisfied if and only if the following four conditions hold:
(i) R = 2αr with α ∈ N and r odd;
(ii) b = 2βq with β ∈ N ∪ {0}, β ≤ α− 1 and q odd;
(iii) All numbers l ∈ L \ {0} are of the form l = 2α−1−βs with s odd and qs divisible by r;
(iv)
∑
l∈L\{0} |αl|2 = 1;
If in addition
(v) There exist numbers l1, l2 ∈ L \ {0} such that l1 6≡ l2(modR).
then
(5.4)

 k∏
j=0
αlj
 el0+Rl1+···+Rklk : l0 . . . lk ∈ Ω(L)

is a Parseval frame for L2(µ(R,B)).
Proof. If the conditions (i)–(iv) hold then for l ∈ L \ {0}, with l = 2α−1−βs, we have blR = qs2r and
qs
r is an odd number. Therefore e
2pii bl
R = −1, and it is easy to see that the conditions (i) and (ii) in
Theorem 1.4 are satisfied.
We also have, that for each l1, l2 ∈ L\{0}, (l1− l2)b/R is the difference of two odd numbers over
2, so it is an integer; therefore [l] ∩ L = L \ {0} for all l ∈ L \ {0}. So, if (v) is also satisfied, then
the result follows from Theorem 5.3.
For the converse, if the conditions (i) and (ii) in Theorem 1.4 are satisfied, then we write R = 2αr,
b = 2βq with r and q odd. With Proposition 3.3, we must have 1+e2piibl/R = 0 for all l ∈ L\{0}, so
bl/R is of the form (2k+1)/2 for some k ∈ Z. Thus R has to be even. So α ≥ 1. If l is of the form
l = 2γs, then we get that β + γ − α = −1. So β ≤ α− 1 and γ = α− 1− β. Also qs/r = (2k + 1)
so (i)–(iii) hold. (iv) is also immediate. 
Remark 5.8. It is interesting to note that the condition (v) is enough to guarantee completeness
of the resulting family of weighted exponential functions. It is known that in many cases, for
orthonormal bases, if the digits in L are not picked carefully then the resulting set of exponential
functions is incomplete, see Example 5.2, or [DH16] for some more such examples.
Example 5.9. For the Jorgensen-Pedersen measure µ4, with R = 4 and B = {0, 2}. Let L =
{0, 3, 15}. For this choice of the set L we have a non-trivial, minimal invariant set M = {−1,−4}.
Indeed, the only possible transitions in one step are −1 3→ −1, −1 15→ −4, and −4 0→ −1. By
Theorem 4.4, the corresponding set of weighted exponential functions is incomplete.
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Example 5.10. We consider now the case when the set B has three digits.
Theorem 5.11. Let R be an integer, |R| ≥ 2, B = {0, b1, b2} with b1, b2 ∈ Z. Let L be a subset Z
with 0 ∈ L and let {αl}l∈L be some non-zero complex numbers with α0 = 1. The condition (ii) in
Theorem 1.4 is satisfied if and only if the following four conditions hold:
(i) R = 3αr, α ∈ N, r not divisible by 3;
(ii) bi = 3
βqi, β ∈ N ∪ {0}, β ≤ α− 1 and qi not divisible by 3, i = 1, 2, and q1 6≡ q2(mod 3);
(iii) All numbers l ∈ L \ {0} are of the form l = 3α−1−βsl, with sl not divisible by 3 and qisl
divisible by r, i = 1, 2;
(iv) The numbers αl satisfy the equalities:∑
l∈L,sl≡1(mod 3)
|αl|2 = 1,
∑
l∈L,sl≡2(mod 3)
|αl|2 = 1;
If in addition
(v) There exist l1, l
′
1, l2, l
′
2 ∈ L \ {0} such that sl1 ≡ sl′1 ≡ 1(mod 3), sl2 ≡ sl′2 ≡ 2(mod 3) and
l1 6≡ l′1(modR), l2 6≡ l′2(modR).
then the set
(5.5)

 k∏
j=0
αlj
 el0+Rl1+···+Rklk : lj ∈ L, k ∈ N

is a Parseval frame for L2(µ(R,B)).
Conversely, if the conditions (i) and (ii) in Theorem 1.4 are satisfied, then the statements in
(i)–(iv) hold.
Proof. Assume (i)–(iv) hold. We can assume q1 ≡ 1, q2 ≡ 2, r ≡ 1(mod 3), the other cases can be
treated similarly.
We have that q1sl − slr is divisible by r and by 3. Therefore q1sl − slr = 3rk for some k ∈ Z, so
q1sl
r ≡ sl(mod 3). Similarly q2slr ≡ 2sl(mod 3).
Then ∑
l∈L
|αl|2e2pii
b1l
R = 1 +
∑
l:sl≡1(mod 3)
|αl|2e2pii
q1sl
3r +
∑
l:sl≡2(mod 3)
|αl|2e2pii
q1sl
3r
= 1 + e2pii
1
3 + e2pii
2
3 = 0.
Similarly ∑
l∈L
|αl|2e2pii
b2l
R = 0,
∑
l∈L
|αl|2e2pii
(b1−b2)l
R = 0,
∑
l∈L
|αl|2 = 3.
Thus, the conditions (i) and (ii) in Theorem 1.4 are satisfied.
If l0 ∈ L \ {0} then
[l] ∩ L = {l ∈ L : qi(sl − sl0)
3r
∈ Z} = {l ∈ L : sl ≡ sl0(mod 3)}.
Condition (v) implies that (5.2) is satisfied, and the result then follows from Theorem 5.3.
For the converse, write b1 = 3
β1q1, b2 = 3
β2q2, R = 3
αr, l = 3γlsl with α, β1, β2, γl ≥ 0 and
r, q1, q2, γl not divisible by 3 (l ∈ L \ {0}).
WEIGHTED FOURIER FRAMES ON FRACTAL MEASURES 21
Proposition 3.3 implies that
1 + e2pii3
β1+γl−α
q1sl
r + e2pii3
β2+γl−α
q2sl
r = 0,
for all l ∈ L \ {0}.
But it is easy to see that if |z1| = |z2| = 1 and 1 + z1 + z2 = 0 then {z1, z2} = {e2pii 13 , e−2pii 13}.
Thus 3βi+γl−α qislr = ±13 + k for some k ∈ Z. This implies, since qi, sl, r are not divisible by 3, that
βi + γl − α = −1 for all l ∈ L \ {0} and i = 1, 2. So β1 = β2 =: β ≤ α − 1 and γl = α − β − 1 for
all l 6= 0. Furthermore, qislr = ±1 + 3k. So qislr is an integer and q1 6≡ q2(mod 3).
We can assume q1 ≡ 1, q2 ≡ 2(mod 3) and r ≡ 1(mod 3), the other cases can be treated similarly.
Since we have
0 =
∑
l∈L
|αl|2e2pii
b1l
R = 1 +
 ∑
l∈L,sl≡1(mod 3)
|αl|2
 e2pii 13 +
 ∑
l∈L,sl≡2(mod 3)
|αl|2
 e2pii 23 ,
it follows that (iv) is satisfied. 
Example 5.12. Let R = 6, B = {0, 2, 4}, L = {0, 1, 5, 20} and α0 = 1, α1 = 1 and α5, α20 some
non-zero complex numbers with |α5|2 + |α20|2 = 1. The conditions (i)–(iv) of Theorem 5.11 are
satisfied, but condition (v) is not. However, the set generates a complete Parseval frame of weighted
exponential functions. We prove that there are no finite minimal invariant sets other than {0}.
Note that
mB(x) =
1
3
(
1 + e2pii2x + e2pii4x
)
,
therefore mB(x) = 1 on
1
2Z and mB(x) = 0 iff x is of the form x =
6k+j
6 with k ∈ Z and
j ∈ {1, 2, 4, 5} (consider the roots of 1 + z2 + z4 = (z6 − 1)/(z2 − 1)).
By Proposition 4.2, if M is a minimal finite invariant set, then every x ∈ M is in 12Z. But if
x = 2k+12 for some integer k, then the transition x
0→ x6 = 2k+112 6∈ 12Z is possible in one step, so,
such an element x cannot be in M .
So, again by Proposition 4.2, the only possible candidates for elements in M are −4,−3,−2,−1.
The following transitions are possible in one step −4 20→ −4, but also −4 5→ −96 = −32 , so −4
is not in M . −3 0→ −12 so −3 is not in M . −2
1→ −12 so −2 is not in M . −1
5→ −1 but also
−1 20→ −−216 = −72 so −1 is not in M . Thus M has to be {0}.
With Theorem 4.4 we obtain that the set{(
k∏
i=0
αli
)
el0+Rl1+···+Rklk : l0 . . . lk ∈ Ω(L)
}
is a Parseval frame for L2(µ(R,B)).
We note also that every proper subset of L does not generate Parseval frames (even with other
choices of the numbers αl). {0, 1, 5} has an extreme cycle {−1}, {0, 1, 20} has an extreme cycle
{−4}, {0, 5, 20} does not satisfy the condition (ii) in Theorem 1.4, but the argument is that e1 is
orthogonal to el0+6k for l0 ∈ {0, 5, 20} and k in Z. Indeed, note that for all such l0 and k,
mB
(
1− (l0 + 6k)
6
)
= 0,
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Therefore
〈e1 , el0+6k〉 = µ̂(1− (l0 + 6k)) =
∞∏
n=1
mB
(
1− (l0 + 6k)
6n
)
= 0.
Thus the family of exponential functions generated by {0, 5, 20} cannot be complete.
We end this section with a conjecture.
Conjecture 5.13. Let R be a d× d expansive integer matrix, and let B be a set in Zd with 0 in B
and such that the elements of B are mutually incongruent modulo R. Suppose there exist a set L
in Zd with 0 ∈ L, and numbers {αl : l ∈ L} with α0 = 1 such that the functions {αlel : l ∈ L} form
a Parseval frame for L2(δB). Then there exists a set L0 in Z
d, with 0 ∈ L0 such that the functions
{el : l ∈ L0} form an orthonormal basis for L2(δB) (in other words R−1B is a spectral set, with
spectrum in Zd).
Propositions 3.3 and 3.6 offer some positive evidence to support this conjecture.
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