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Abstract - Business plays a pivotal role for the development of human civilization as well as change of the 
status of the country in this whole universe. To compare and compute the export trend for any organization or 
a country is an indispensable for numerous intelligent systems to measure the national and international gain 
or loss for developing countries as well as for developed countries. The main purpose of this research is to 
develop a dynamic business prediction model for person, organization, Institute, Ministry of Commerce, 
Ministry of Finance ,Ministry of Economics, Prime Minister office and last but not least for whole world to 
predict the exact demand for exportable products and formulate export policy. Bangladesh Export Promotion 
Bureau (BEPB) helped us by providing the valuable data set and information. In this research activities we 
have had first classify the data by using Support Vector Machine (SVM), a latest data classification technique 
in the field of data processing. SVM reduce the redundant data from vast amount of data. After getting 
processed data we have used first-order logic (FL) to build a knowledgebase which will work as background 
knowledge for our computation. Finally Bayes’ Network (BN) has used to perform the proper prediction by 
using the knowledge base information. Based on the result of BN, we have made a list of emerging products 
those have major impact on the prosperity of the country or organization. 
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Md.Sarwar Kamal α, Sonia Farhana Nimmy σ & Mohd. Kamal Uddin ρ
Abstract - Business plays a pivotal role for the development of 
human civilization as well as change of the status of the 
country in this whole universe. To compare and compute the 
export trend for any organization or a country is an 
indispensable for numerous intelligent systems to measure the 
national and international gain or loss for developing countries 
as well as for developed countries. The main purpose of this 
research is to develop a dynamic business prediction model 
for person, organization, Institute, Ministry of Commerce, 
Ministry of Finance ,Ministry of Economics, Prime Minister 
office and  last but not least for whole world to predict the 
exact demand for exportable products and formulate export 
policy. Bangladesh Export Promotion Bureau (BEPB) helped 
us by providing the valuable data set and information.   In this 
research activities we have had first classify the data by using 
Support Vector Machine (SVM), a latest data classification 
technique in the field of data processing. SVM reduce the 
redundant data from vast amount of data. After getting 
processed data we have used first-order logic (FL) to build a 
knowledgebase which will work as background knowledge for 
our computation. Finally Bayes’ Network (BN) has used to 
perform the proper prediction by using the knowledge base 
information. Based on the result of BN, we have made a list of 
emerging products those have major impact on the prosperity 
of the country or organization.    
Keywords : SVM, Bayes’ Network, Intelligent System, 
First order logic, Knowledge base, Export Trend. 
I. Introduction 
his paper aims to evaluate the export performance 
of Bangladesh in the context of rapid trade 
liberalization with its neighboring countries and 
thereby fit a future trend in its export business with an 
intention to emphasize on profitable goods in a 
systematic ranking of them. In the broadest sense, 
exporting refers to the sale of goods or services 
produced by a company based in one country to 
customers that reside in a different country. Export offers 
strategic benefits. Practically, the export businesses of 
Bangladesh are more or less dependent on a few 
products and selected markets. Most of the products 
have low income elasticity of demand. At the same time, 
it is also true that the country’s export sector has 
undergone substantial structural changes during the last 
decades. A close study of this sector indicates that a 
significant shift occurred in this area  from  the  erstwhile 
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jute-centric export to ready-made garments centric one, 
with consequent dominance of the non-traditional 
manufactured commodities as against traditional 
primary ones. 
Bangladesh, a developing and low per capita 
income generating country of South Asia, very often 
faces trade deficits in the context of international 
business (Rahman 2005). According to recent statistics 
of Bangladesh Bank, it is found that the trade deficit in 
goods goes beyond 500 crore dollars in the first seven 
month of current financial year 2011-2012. On the other 
hand, the trade deficit in service sector stands 160 crore 
70 lac dollars for the same period. The service sector 
basically includes insurances, travels etc. Export growth 
in the first eight months of the current financial year 
declined to 13 per cent compared with 40.28 per cent 
during the same period in the past financial year as the 
ongoing economic crisis in Europe and United States 
continued to affect exports of jute goods and ready-
made garments. Since this trade imbalance has some 
economic and political implications on the Bangladesh 
economy, Bangladesh considers it as a matter of great 
concern. Limited export base, backward industries,  
inadequate infrastructure, lower productivity, devaluation 
of money, higher tariffs, huge illegal trade are the main 
reasons of this trade imbalance.  
Bangladesh has become less competitive. In 
the latest edition (September 2010) of Global 
Competitiveness report (GCR), Bangladesh ranks 108, a 
step down from what was shown in the 2010 report. The 
survey conducted by the World Economic Forum (WEF) 
among 142 countries, downgraded Bangladesh on 
three key problematic factors – inadequate power and 
energy infrastructures, frequent corruption and inefficient 
government bureaucracy. 
According to Export Promotion Bureau, 
Bangladesh exports 173 products but its export is still 
mainly dependent on six products which contribute 
almost 88 per cent of the total export of which ready-
made garments alone contributes about 76 per cent. 
The contribution of this products are woven garments 
37.11 per cent, knit wear 40.01 per cent, froze food 2.73 
per cent, jute goods 4.86 per cent, leather 1.40 percent 
and fertilizer and chemical products 1.26 per cent. The 
EPB source also informs that Bangladeshi products 
have markets in 186 countries with only four markets 
such as USA (26 per cent), EU (53 per cent), Canada (4 
per cent), and Japan (2 per cent) having a contribution 
of about 85 per cent of country’s export earnings. The 
other 182 markets contribute only 15 per cent. Among 
T 
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the four major markets, two markets – USA and EU 
together contribute almost 79 per cent. Heavy 
dependence on these two markets is not a very 
comfortable situation for a developing country like 
Bangladesh and hence should seriously think about 
fixing a new export strategy for this sector. 
This research activity organized as follows. In 
section 2 we have outlined the scope and importance of 
the study. In section 3 we have proposed our model of 
this work span. In section 4 we depict the Support 
Vector Machines (SVM) to classify the products. In 
section 5 we transmit Fuzzy C-Means Algorithm to clarify 
the small change of the export rate. According to the 
logic of SVM and FCM, in section 6 where we delineate 
our programmed pseudo code which worked to sort the 
products based on their amounts of export units. In next 
section we illuminate Knowledgebase and Bayes’ 
Network (BN) to check the probability of the best 
exportable products. Last section we have used Fuzzy 
matching degrees to prepare the list of best fit of the 
exportable products. In section 9 we have had limned 
the result of the experiments. 
II. Scope and importance of the study 
This study is based on information and data 
collected through study and small sample survey. The 
sample survey was conducted on a small number of 
export firms dealing in ready-made garments, shrimps, 
leather, tea, shoes and ceramic items. Although a more 
comprehensive study was necessary to reveal the 
important dimensions of export business, the study had 
to be completed on a small scale due to paucity of 
finance and time. Yet it is expected that the findings will 
be representative because trends have a unique and 
ample shape from the macro point of view. 
III. The model 
1. At first we have imposed Support Vector Machines 
(SVM) to classify the product from ambiguity. 
2. Then we have concentrated on Fuzzy C-Means 
Classification so that the classification becomes 
more accurate. 
3. Programmed according to the appropriate algorithm 
4. Bayes Network and Knowledgebase to check the 
best products. 
5. Fuzzy degree matching. 
6. Result analysis. 
IV. Support vector machine 
In this work SVM made the whole work clean by 
enabling the proper classification of exportable products 
from any kinds of products list.  Support Vector Machine 
(SVM) is one of the latest clustering techniques which 
enables machine learning concepts to amplify predictive 
accuracy in the case of axiomatically diverting data 
those are not fit properly. It uses inference space of 
linear functions in a high amplitude feature space, 
trained with a learning algorithm. It works by finding a 
hyperplane that linearly separates the training points, in 
a way such that each resulting subspace contains only 
points which are very similar. First and foremost idea 
behind Support Vector Machines (SVMs) is that it 
constituted by set of similar supervised learning.  An 
unknown tuple is labeled with the group of the points 
that fall in the same subspace as the tuple. Earlier SVM 
was used for Natural Image processing System (NIPS) 
but now it becomes very popular is an active part of the 
machine learning research around the world. It is also 
being used for pattern classification and regression 
based applications. The foundations of Support Vector 
Machines (SVM) have been developed by V.Vapnik.  
Two key elements in the implementation of SVM 
are the techniques of mathematical programming and 
kernel functions. The parameters are found by solving a 
quadratic programming problem with linear equality and 
inequality constraints; rather than by solving a non-
convex, unconstrained optimization problem. The 
flexibility of kernel functions allows the SVM to search a 
wide variety of hypothesis spaces. All hypothesis space 
help to identify the Maximum Margin Hyperplane(MMH) 
which enables to classify the best and almost correct 
data The following figure shows the process of SVMs 
selection from large amount of SVMs. 
 
Fig 1: Selection of Support vectors s 
Expression for Maximum margin is given as 
[4][8] (for more information visit [4] 
 
 
 
 
a) Euclidian Distance Measurement 
To determines the exact maximum Margin 
Hyperplane it is very essential to measure the vertical 
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distances between any points and a straight line. These 
distances are the nothing but the Geometric distances 
from a line to a point. Suppose a straight line is 
5x+3y+6=0 and we want to determine the distance of 
a coordinate A(3,2). According to the formula the 
Geometric distance of point a to the given line will be as 
follows:  
Distance d = 
3*35*5
62*33*5
+
++
Generally we 
can say that the distance from ax+by+c=0 and a point 
A(x1,y1) will be as follows: W= bbaa
cbyax
**
11
+
++
 
While we will select the region of MMH the 
distance measurement equation plays an important role 
in this purpose. The following figure shows the Euclidian 
distances of the points A and the straight line ax +by 
+c=0 
                                A(x1,y1) 
 
 
                               
 
 
                             ax+by+c=0 
Fig 2 : Distance from a point A(x1,y1) and a straight line 
b) Maximum Margin Hyperplane 
The above illustration is the maximum linear 
classifier with the maximum range. In this context it is an 
example of a simple linear SVM classifier. Another 
interesting question is why maximum margin? There are 
some good explanations which include better empirical 
performance.  Another reason is that even if we’ve made 
a small error in the location of the boundary this gives us 
least chance of causing a misclassification. The other 
advantage would be avoiding local minima and better 
classification. The goals of SVM are separating the data 
with hyper plane and extend this to non-linear 
boundaries using kernel trick [8] [11].  For calculating 
the SVM we see that the goal is to correctly classify all 
the data. For mathematical calculations we have, 
                          [a] If Yi= +1; 
[b] If Yi= -1;    wxi + b ≤ 1 
[c] For all i;     yi (wi + b) ≥ 1 
In this equation x is a vector point and w is 
weight and is also a vector. So to separate the data [a] 
should always be greater than zero. Among all possible 
hyper planes, SVM selects the one where the distance 
of hyper plane is as large as possible.  If the training 
data is good and every test vector is located in radius r 
from training vector. Now if the chosen hyper plane is 
located at the farthest possible from the data [12]. This 
desired hyper plane which maximizes the margin also 
bisects the lines between closest points on convex hull 
of the two datasets. Thus we have [a], [b] & [c]. 
 
Figure 3 : Representation of Hyper planes. [9] 
The figure above where the black shade area is 
the Maximum Margin Hyper Plane (MMH) which is the 
key data set area for experiment.  Distance of closest 
point on hyperplane to origin can be found by 
maximizing the x as x is on the hyper plane. Similarly for 
the other side points we have a similar scenario. Thus 
solving and subtracting the two distances we get the 
summed distance from the separating hyperplane to 
nearest points. Maximum Margin = M = 2 / ||w|| 
c) Our Contribution 
In this research we explore the concepts and 
technique of SVM to classify the data collected in our 
experiments. We have collected) data from Export 
Promotion Bureau of Bangladesh (EPBB)  . To assess 
these large amounts of data we have found that SVM is 
very efficient and exact technique in our proceedings. 
By imposing the SVM, we have mapped the data to 
meaning full format to organize knowledgebase have 
shown in table 1 to 2.   
V. Fuzzy c-means algorithm 
Fuzzy C-means Algorithm capitalizes the data 
set to exact classes of given input under the value of 
membership function. Fuzzy C-means Algorithm is 
formulated as the minimization of the following objective 
function: 
2
1 1
),(J ik
c
i
n
k
m
ikm DuU ∑∑
= =
=V                                            (1) 
Where, U∈Mfcn,, V = (v1,v2,…,vc), vi ∈ Rp is the ith 
prototype m>1 is the fuzzifier and 
 
 
The objective is to find that U and V which minimize Jm  
1≥+ bwxi
22
kiikD vx −=
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The Steps fro FCM Algorithm: 
1. Choose: 1 < c < n, 1 < m < ∝, ∈ = tolerance, max 
iteration = N 
2. Calculation of membership values as according to 
the equation (2) 
ji
D
D
u
c
k
m
ik
ij
ij ,
1
1
1
2
∀

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



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−
∑                                        (2) 
3. Computer the centroids values according to the 
equation (3) 
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
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v                                        (3) 
4. Selection of new multiplier fields. 
5. Repeat the step 2 until the algorithm has converged. 
VI. Proposed algorithmic pseudo 
code 
In this part of the work we have made crucial 
steps to make sort the products based on the outcome 
units of export at various fiscal year. By using the 
knowledge of section 4 and 5 we have had mapped the 
following Pseudo code: 
Define change(a, b) { char *ch=x[a]; 
X[a]=x[b]; x[b]=ch; } 
Define d(i) x[i][depth] 
void valuechange(int i, int j, int n, char *x[]) 
{while (n-- > 0) {change (i, j);i++;j++;}} 
void short(char *x[], int n) 
{ sort1(x, n, 0); } 
void sort1(char *x[], int n, int depth) 
{ int a, b, c, d, r, v; if (n <= 1) return; a = rand() % n; 
change(0, a);v = d(0);a = b = 1;c = d = n-1; 
for (;;) { 
while (b <= c && (r = d(b)-v) <= 0) {if (r == 0) { 
change(a, b); a++; }b++;} 
while (b <= c && (r = d(c)-v) >= 0) {if (r == 0) { 
change(c, d); d--; }c--;}if (b > c) break; change(b, 
c);b++;c--;}r = min(a, b-a); valuechange(0, b-r, r, x); r 
= min(d-c, n-d-1); valuechange(b, n-r, r, x);r = b-a; 
sort1(x, r, depth);if (d(r) != 0)sort1(x + r, a + n-d-1, 
depth+1); 
r = d-c; sort1(x + n-r, r, depth);} 
VII. Knowledge base for collected 
data 
A knowledge base in artificial intelligence is a 
place where information are stored or designed for   
machine or device by which it will work. In general, a 
knowledge base is a consolidate stock for information: a 
library, a database of related information about a 
particular subject could all be considered to be 
examples of knowledge bases. The process of building 
knowledge base is called knowledge engineering. A 
knowledge base is integrated collection of choosing 
logic, building a knowledge base, implementing [31] the 
proof theory, inferring new facts. The main advantage of 
engineering is that it requires less commitment and thus 
less work. To help the focus the development of 
knowledge base and to integrate the designer’s thinking 
the following five step methodology can be used: 
1. Decide what to talk about 
2. Decide on a vocabulary of predicates, function, and 
constant. 
3. Encode general knowledge about the domain.  
4. Encode a description of the specific problem 
instance. 
5. Pose queries to the inference procedure and 
answers. 
In our work we have described a simple method 
of probabilistic inference that is, the computation from 
observed evidence of posterior probabilities for query 
propositions. We have used the joint probability as the 
knowledge base from which answer to all question may 
be derived.  We have had built the knowledge base by 
considering two Boolean variables. The table 3 is an 
example of two valued propositional logic which is the 
bases of knowledge base representation: 
 
 
 
 
 
 
 
 
Table 1:
 
Concepts of propositional logic to design a 
Knowledge Base using the proposition of Boolean 
events A, B and C
 Based on table 1, we have designed the 
knowledge base (Joint probability distribution) for our 
research activity. Here we have considered those events 
which have true (one or 1) Boolean values. Table 2 is an 
example of knowledge base for events A, B and C:
 
 
 
 
 
 
 
 
 Table 2 :
 
Fully Joint probability distribution
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                                   B    ⌐ B
C ⌐ C C ⌐ C
A 111 110 101 100
⌐ A 011 010 001 000
                                                                                     B            ⌐
      C        ⌐ C        C ⌐ C
A P(A)*P(B
) *P(C)
P(A)*P(B)*
P(⌐ C)
P(A)*P( ⌐
B)*P( C)
P(A)*P(⌐
B)*P( C)
¬A
P(⌐A)*P(
B) *P(C)
P(⌐ A)*P(B)
*P(⌐ C)
P(A)*P( ⌐
B)*P( C)
P(A)*P(⌐
B)*P( C)
B
By keeping the similarities s with the table 2, we 
compared our factors as the products are exportable or 
not. The designing of knowledge base for the factors 
which we are considered are given in table 3:  
 
 
 
 
 
 
 
 
Where     
0.125+0.044+0.103+0.037+0.279+0.099+0.231+0.0
82=1 
VIII. Bayes’theorem 
Bayes’ theorem and conditional probability are 
opposite to each other. Given two dependent events A 
and B. The conditional probability of P (A and B) or P 
(B/A) will be P (A and B)/P (A). Related to this formula a 
rule is developed by the English Presbyterian minister 
Thomas Bayes (1702-61).According to the Bayes rule it 
is possible to determine the various probabilities of the 
first event given the outcome of the second event in a 
sequence of two events. 
The conditional probability: 
P(B/A)=
)(
)(
AP
AandBP
                                                    (1) 
The equation (1) will help to find out the 
probabilities of B after being occurrences of the A. we 
get the Bayes’ theorem for these two events as follows: 
P(A/B)=
)(
)/().(
BP
ABPAP
                                       (2) 
If there are more events like A1, A2, and B1, 
B2.In this case the Bayes theorem to determine the 
probability of A1 based on B1will be as follows: 
P(A1/B1)= 
)2/2().2()1/1().1(
)1/1().1(
ABPAPABPAP
ABPAP
+
 
Now applying the Bayes theorem on table 5 we 
have got the following outcomes: 
If export condition is “Exportable” and 
year=2009 then P (Tea | Export condition=“Exportable”   
^Year=2009)=  
P (Export condition=“Exportable”   ^Year=2009)= 
0.125 
P (Tea | Export condition=“Exportable”   
^Year=2009)=0.125+0.279 = 0.404 
The total resultant of Bayes Theorem of all data 
considering Exportable or not are depicted  following 
table 4: 
 
 
 
 
 
 
 
 
 
 
 
IX. Fuzzy matching degrees for 
comparing marginal change 
The operational block of the instance matching 
integrates ontology alignment, retrieves semantic link 
clouds of an instance in ontology and measures the 
terminological and structural similarities to produce 
matched instance pairs. Pseudo code of the Instance 
Matching algorithm 
Algo. InstanceMatch (ABox ab1, ABox ab2, Alignment A) 
for each insi element of  ab1 
cloudi=makeCloud(insi,ab1) 
for each insj element of ab2 
cloudj=makeCloud(insj,ab2) 
if ∀ a(c1; c2) elements of A|c1 elements of 
Block(ins1:type) ^ 
c2 elements of  Block(ins2:type) 
if Simstruct(cloudi; cloudj) ≥δ  
imatch=imatch   makeAlign(insi; insj) 
Let us consider the fuzzy matching for the 
mixing products s on the input data set .The degree to 
which the input target data set satisfy the conditions of 
fuzzy rules and conditions .Suppose Product 1 is 
defined by rules R1 and Product 2 is defined by rules 
R2.In this case the matching degree will be represented 
by as follows: 
Matching Degree (IMAGE X,R1)=µ(IMAGE X) 
Matching Degree (IMAGE Y,R2) =µ (IMAGE Y) 
Where µ is the fuzzy membership function. 
The fuzzy matching determines the actual 
outcome for fuzzy optimization which is accomplished 
here by fuzzy matrix. Here is a graphical view of fuzzy 
matching degree for IMAGE Y as follows: 
© 2012 Global Journals Inc.  (US)
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                           Rule Outcome 
outcome
P(Tea׀Export condition=“Exportable” 
^year=2009)
90.9%
P(Tea׀Export 
condition=“Exportable”^year=2010)
90.8%
P(Spices׀Export 
condition=“Exportable”^year=2009)
80.8%
P(Spices׀Export 
condition=“Exportable”^year=2010)
81.1%
P(Veg׀Export 
condition=“Exportable”^year=2009)
79.1%
P(Veg׀Export condition=“Exportable” 
^year=2010)
79.9%
P(tobacco׀Export condition=“Exportable” 
^year=2009)
^<^age<=24)
69.2%
P(tobacco׀Export condition=“Exportable” 
year=2009)
68.9%
Exportable ⌐  Exportable
2009 2010 2009 2010
Tea 73/92*51/
62*43/72
=0.125
83/102*2
1/52*23/5
2=0.044
30/53*21/3
2*10/39
=0.103
20/51*25/
48*20/49
=0.037
⌐ tea 27/46*35/
44*30/43
=0.279
10/29*12/
43*35/48
=0.099
20/31*20/4
3*30/43
=0.231
10/41*20/
43*30/43
=0.082
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2 : The fuzzy matching degree for various products
X. Experimental result 
Based on the fuzzy matching degree variation 
we have noted the following two tables for Agricultural 
and Engineering products which are portrayed at table 5  
 
 
and 6.The whole result of any given data set will be 
same as table 5 and 6 for this research. That why here 
we briefly characterized these two table as the sample 
of any amount of data set. 
Agricultural products 
Table 5 : The Resultant table for Agriculture products 
 
Engineering products 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 6 : The Resultant table for Engineering products 
XI. Conclusion 
The trade deficit of Bangladesh in international 
business is historic and recently it is growing very 
sharply. The government of Bangladesh must try to 
remove all structural impediments of export expansion. 
Maximum efforts are to be devoted to diversify the 
export base. To encourage capacity building and to 
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µ
1
                                   Product 1
µ
1
                                     Product 2
Best
Degree of match=0.99
Degree of match=0.01Poor
Products Names Amounts Fuzzy Degrees Remarks
Engineering  Equipment 375 Units 0.92 Very Good
Electric Products 312 units 0.84 Good
Bicycle 210 units 0.75 Good
Iron Steal 157 units 0.71 Satisfactory good
Copper Wire 142 units 0.67 Average
Stainless Steel ware 120 units 0.57 Poor
Iron Steel 792 units 0.635 Very poor
improve productivity and competitiveness in terms of 
both quality and cost, domestic and foreign investments 
must be attracted through appropriate government 
policies. Availability of sound physical and economic 
infrastructure, superior product quality, sufficient 
institutional facilities for banking, credit and insurance, 
improved law and order situation, labor unrest free 
environment, a honest and efficient administration and 
continuous political stability must be ensured for the 
country’s export promotion. 
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