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4600 Dortmund 50, West Germany 
Karpovsky has presented methods of multiple-valued logic design using 
specti'al expansion and optimization by functional decomposition. Methods 
have been developed after the binary experiences. This paper shows that 
extending binary procedures to the multiple -valued domain without a concrete 
technological reference may lead to the wrong conclusions. In this context, a 
method of Karpovsky is reviewed, and suggestions for improvement are made. 
1. INTRODUCTION 
Karpovsky (1976, 1977) has made very valuable contributions presenting 
methods for spectral logic design of systems of multiple-valued logical function s 
and extending complexity criteria known for binary functions to the multiple- 
valued case. 
The present paper points out that the available technology for the implementa- 
tion of the system of functions plays an important role both in extending desig n
methods and complexity criteria from binary to multiple-valued logical functions. 
Abstract extensions may lead to wrong conclusions. 
The above assertions are illustrated analyzing the case of Parallel Linearization 
of Systems of Logical Functions of Karpovsky (1977). The reader is assumed 
to be familiar with that work and the corresponding notation. 
2. SUMMARY OF THE KARPOVSKY'S METHOD 
Let. f  (x) = {f(*)(x(°) ..... xIm-1))} (i = 0,..., k -- 1) be a system of k q-valued 
logical functions (q >~ 2, not necessarily prime) depending essentially on aIl 
their m arguments. 
Let 
~'a--1 
= l~ x, q) c -- 1}, r 0 ..... b --  1) lr(x ) @ CO. (~) (mod (l~ s) {0 ..... q = 
S=0 
be a system of some b linear q-valued logical functions. 
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Let {dr(It(x)) } (t = 0,..., q -- 1) denote a system of characteristic functions 
for lr(x ) such that 
dr(It(x)) := if (lr(x) =- t) then 1 else O. 
In Karpovsky (1977) it is shown that if l~ is an element of the Linearity 
Group of f(x), which may be obtained directly from the spectrum of f(x), 
then it is possible to decompose f(x) as follows: 
= f~)(x), dt, (~@=om-1 l~S)x(~) ) (mod q) (i = 0,...,k -- 1), (1) f"~(x) 
where f~) is a factor function depending essentially on less than m arguments. 
This decomposition off(x) minimizes ome given complexity criteria based on 
the fact that it is the nonlinear part of the decomposition i  (1) that has a com- 
plexity increasing exponentially with m, while the linear part has a complexity 
increasing asymptotically no faster than m~/log~ m (see Karpovsky, 1976). 
3. DISCUSSION 
This discussion is concerned with the complexity of realization of a given 
systemf(x) rather than with its abstract complexity. By complexity of realization 
of a given system f(x), we mean the complexity of the system, possibly down 
to the semiconductor level. For binary systems, most of the known complexity 
criteria are good approximations to the realization complexity, since binary gates 
with a same small number of inputs have similar ealization complexity; however, 
in the multiple-valued case the differences may be quite large. It is in this context 
that the following observations emerge. 
(i) In Eq. (1), there is a product, the realization complexity of which has 
been ignored. This might well be trivial for the binary case, but even for q =- 3 
a modulo product has nonnegligible complexity as may be seen, for instance, 
in the realization reported in Moraga (1976). (It is fair to recognize that the 
product in Eq. (1) is a special one, since one of the factors, dt~(l~(x)), is binary 
in (0, 1) so that a realization in terms of an MOS transmission gate combined 
with TTL  technology might also be considered, matching the dynamic linear 
range of the transmission gate and the highest value of the multiple-valued 
factor function f~)(x), but that realization also has a nonnegligible complexity.) 
Having in mind the available technological possibilities and using the method 
of Karpovsky, amuch simpler decomposition may be suggested, which, however, 
shows the same abstract complexity as that give n in Eq. (1), namely, 
D ~ ~=0[~-1 ) f(i)(x) = f(~)(x) ^  I@ l~ *)x(*) (i = 0,..., k -- 1), (2) 
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where f~)(x) is a factor function as in Eq. (1), 
D~(y) :-- if (w = y) then (q -- 1) else O, 
and (u ^  z) := rain(u, z), for the realization of which very simple circuits are 
known. (See, for instance, Santos and Arango (1964).) 
It may be seen that for q = 2 both Eqs. (1) and (2) reduce to the same expres- 
sion which conversely means that both Eqs. (1) and (2) may be considered as 
extensions of the same binary experience; xcept hat the latter has been done 
under the frame of an existing technology for realization. 
(ii) In Eq. (1) as well as in Eq. (2)f~l(x) does not necessarily have a unique 
expression. Consequently, a technology context should be considered to select 
the simplest realization among those of lowest abstract complexity. Moreover, 
although the linearity group of f(x) provides both elegant and effective means 
of extracting the linear part of f(x),  a simpler realization than that which is 
literally suggested in the corresponding part of (1) or (2) might also exist. 
To enlighten these remarks, example 5 from Karpovsky (1977) is reviewed 
here. (The reader should note that in Table V, which summarizes example 5
in the above-mentioned reference, the heading of the sixth column should read 
d2(x (°) @ 2x m) instead of d~(x (°) @ xm).) 
From example 5 it is known that the following decomposition exists: 
f (x)  = f'L(x)" d2(xl°) @ 2x m) (mod 3) (3) 
wheref~(x) is only a one-place function of x(m mapping (0, 1, 2) onto (2, 1, 2), 
respectively. 
It is easy to show" that both the linear and nonlinear part off(x) may be given 
a more convenient expression, namely, 
f (x)  = f'L(x)" dl(xlm @ 2 (1}) (mod 3), (4) 
where gm= 2 -- x m (i.e., the complement of xm in ternary logic), and f'~(x) 
is also a one-place function, but of x I1), mapping (0, 1, 2) onto (2, 2, 1), res- 
pectively. 
Comparing Eqs. (3) and (4) it may be seen that the linear part of the former 
contains "2x m' ,  which is a nonmonotone function in ternary logic, while 
the linear part of the latter contains ,,£m,,, which is a monotone function and 
thus simpler to implement. W'hen comparing the nonlinear parts it may also 
be seen that f'L(x) is nonmonotone, meanwhile f2(x) is monotone. It should 
also be noted that in Eq. (3) the monotone function d~ is used, while in Eq. (4) 
the nonmonotone function d1 is used, but since both these characteristic functions 
are binary, the increase in complexity is less than the improvement achieved 
on the ternary functions. 
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Joining the considerations made both in (i) and (ii), the simplest decomposi~ 
tion would then be 
f (x)  = f'L(x) ^  DI(x ~°) @ gin). (5) 
4. CLOSING REMARKS 
: The works of Karpovsky are a very positive contribution to the field of 
multiple-valued logic design. Moreover, it is fair to mention here that in 
Karpovsky (1977) it is said that the complexity criterion used to present the 
iinearlzation method was "easy to evaluate but only weakly connected With the 
i 
specific properties of the funct ionf(x)";  this may explain why the monotonidty 
of fL(X) Was not examined, but does not invalidate other comments made in 
this communication, which shows how sensitive is the task of extendingbinary 
experiences to the multiple-valued domain and emphasizes the fact that there 
is a .gap between abstract complexity and realization complexity. This gap may 
Sometimes be closed by inspection, but more studies on the subject would be 
highly desirable, in spite of the fact that it is becoming apparent that the general 
Solution to decomposition problems with respect to the complexity of realization 
of a system seems to be very difficult. 
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