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Abstract
Within recent years, there has been a significant increase in popular commentary on internet trolls and what they mean for online interactions. Significant attention is often paid to
framing trolls as individual, pathological, and atypical. While there is much one-sided dialogue
occurring in the media, however, the literature on internet trolling remains scarce. This exploratory study contributes to the developing literature by addressing internet trolls directly.
Drawing on interviews with a self-identified troll and content analysis, this thesis aims to understand how trolls operate, interact, and make meaning while highlighting the role of identity and
emotions. This study finds that internet trolls are highly organized and social, in direct contradiction to the prevailing media narrative.

Key words: Troll; Trolls; Trolling
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Introduction
The internet was initially intended as a tool for communication between computers. It not
only changed how information is disseminated, but created a new context in which individuals
interact. An unexpected byproduct of this invention, however, was the capability for everyday
people to anonymize both their selves and their actions. The public eventually came to realize
that one’s personal identity did not necessarily have to be tied to their cyberselves, email accounts, or screen names. With this realization, new modes of deception, harassment, and stalking
have since evolved in cyberspace. One emergent practice which combines these modes into a
single force is internet trolling.
Trolling is the contemporary practice of generating chaos online, where one party seeks
to incite the other on some internet space. These behaviors can range from innocent and playful
to completely malicious and sinister (Phillips 2015). It can, for instance, manifest more indirectly
as misleading advice or more aggressively as explicit harassment and cyberstalking. The problem
is that both ends of the trolling spectrum have a role in creating a harmful internet culture. One in
which abuse becomes normalized and inequalities are reproduced online. Whether the end result
is jest or slander, trolling involves disruption and provoking an affective response in another.
Not surprisingly, there has been a significant increase in recent years in commentary on
internet trolls and what they mean for the online community. This commentary largely takes
place within the media, where personal theories are superimposed upon trolls and their behaviors. Trolls are often framed as temperamental, pathological, and atypical. Victims of internet
trolling are likewise developed as unfortunate collateral damage. Yet, the popular tendency to
witness trolling without reflection on the people behind the screen ignores their various rationales and motivations. It prevents seeing trolls as organized, social, and active participants in a
larger toxic culture.
There remains an unfortunate lack of effort dedicated to understanding this phenomenon
from the perspective of the troll. A major consequence of the troll’s highly publicized, unpleasant
behaviors is that few are impelled to interact with, let alone study, them. The outcome for which
is little understanding for a new social problem. Further, it obscures the forces behind the abuse.
Not only does this hinder the remotest possibility of producing solutions, but refuses to see trolls
as complex beings.
This study proposes to speak with internet trolls directly. Because of the dearth of literature on trolling, and participation of the trolls themselves, this study will be exploratory in nature
and will proceed by interviewing a self-identified troll. The question that guides the research is
how do internet trolls operate, interact, and make meaning. Special attention will be paid to the
role of identity and emotions in trolling behavior. Most importantly, it will seek to demonstrate
the ways in which trolls are organized and social.
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Background
Trolls, trolls, or trolls?
There is little agreement on what it means to troll someone or to be a troll. Their behaviors are as elusive as their emergence in digital culture. Yet, trolling is not something that just
happened in the age of the internet. Rather, internet trolls are a small bump in a collective and
enduring path. The most recent development in this path is a divorcing of the word “troll” from
being (noun) to behavior (verb). For this reason, it becomes necessary to look back and trace the
language itself, from lore and the stuff of myths, to noun, and finally to the ambiguous verb of
the present moment. It begins with conjecture on how the troll originated in oral traditions and
ends with implications for the current, popular use to describe a full range of behaviors across
space.
According to the Oxford English Dictionary (OED) , the word troll was used as early as
the beginning of the 17th century in relation to Swedish and Norse folklore (Oxford English Dictionary). The archetypal troll is generally consistent across contexts in being understood as intending to cause harm to humans crossing their path. Although the timeline is unclear, experts
speculate that troll lore emerged in English through oral retellings by Swedish and Norse settlers
on the British Isles. More evidently, troll lore has a resurgence in English literature towards the
latter half of the nineteenth century, before slowly gaining a third momentum in the late 1980s,
which has since snowballed to its popular adoption (Oxford English Dictionary). To provide
some context, the mid to late nineteenth century English resurgence can be attributed to a literary
movement where poets drew on classical mythology and legends for poetry (New World Encyclopedia). From then onward, the troll continues to be steadily called on in popular culture, but
most especially in literature and film in the genre of fantasy (New World Encyclopedia). As for
the late 1980s and into the 1990s, this is where trolls transition into the everyday vernacular in
relation to cyberspace.
To expand on the mythical origins a little further, there is a competing narrative as to how
the figure of the troll got its start. The New World Encyclopedia suggests two potential pathways
of how this came into existence. One theory postulates that the mythology of the troll stems from
contact between humans and Neanderthals in early Scandinavia, tens of thousands of years ago
(New World Encyclopedia). Another, offers that it too arose in Scandinavia, but out of cult-like
behavior in the early thirteenth century, citing its earliest use in legal documents from 1276 (New
World Encyclopedia). In any case, it’s obvious that trolls have occupied the cultural imagination
for a long time. Throughout this preoccupation, two understandings of the lore-based troll have
developed. Where one troll is small and cunning, residing underground or in caves, the other is
incredibly large and witless, residing in forests or mountains (New World Encyclopedia). Both,
however, can be found alone, in groups, and are thought of as having some link to fairies (New
World Encyclopedia).
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It’s important to mention that this is only one definition of the troll. If one goes back to
the Oxford English Dictionary, there are three standard understandings of the word: the first and
oldest being the myth, the second in reference to fishing, and lastly, on point with the focus of
this project, “a person who makes a deliberately offensive or a provocative online post” (noun),
“with the aim of upsetting someone or eliciting an angry response from them” (verb) (Oxford
English Dictionary). While there is no consensus, most academics who study trolling prefer the
“bait on a line” definition. In contrast, I would argue a “both” rather than an “either/or” approach. I agree that baiting on a line seems to fit more snugly into the idea of what a troll accomplishes. Yet, the mythological archetype in popular culture, especially in the case of fantasy (such
The Hobbit and Harry Potter) carries a significant weight and meaning (New World Encyclopedia). As individuals situated within a culture, we are generally very sensitive to symbols and are
successful (not to mention efficient) at interpreting them. These associations can sprout up without much thought, but ultimately it is not clear which meaning it holds to other people so it is not
necessarily reasonable to prefer one definition over the other on the basis of rationality. In addition, both essentially capture what makes internet trolls so uncomfortable—that they are unexpected, disruptive, and cause harm.
Researchers of internet trolling, although at odds on what to look at first, have come to
two major points of agreement. The first is how to define internet trolls. The OED definition of
internet trolling reflects this consensus, defining a troll as, “a person who makes a deliberately
offensive or provocative online post with the aim of upsetting someone for their own amusement.”1 The OED definition does contain one minor addition, doing it for the “lulz, which refers
to the troll’s search for amusement in the face of another’s distress .” While this gives a general
notion of the individual and behaviors examined, there is still much to unpack. Trolling encompasses a wide range of behaviors, styles, and contexts still subject to interpretation through various lenses. The second major point of agreement in the literature is that trolls have a reciprocal
relationship with mass media and the dominant culture. We next turn to the question of how that
came to be (Phillips 2013).
Emergence to Present2
Trolling behaviors emerged online in the 1980s in tandem with wider accessibility to the
Internet. Although the exact origins are unknown, most agree Internet trolling began to gain momentum towards the later part of the 1980s, before finding the explicit language or space for it to
become popular (Phillips 2015). Trolling surfaces in clear, recognizable form in the early 1990s
with the introduction of forums and discussion boards (Donath 1996).3 By 1992, internet trolling
was added to the Oxford English Dictionary with some citing its first explicit use by the Usenet
1

Drawn heavily from the Oxford English Dictionary standard definition.

2

For a general timeline, please see Appendix A.
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Forums and discussion boards are online communities where users can post topically based messages
for feedback from other interest-driven members.
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newsgroup alt.folklore.urban (Know Your Meme). 4 The late 1990s introduced chat rooms, and
shock spaces appeared in the early 2000’s, enabling troll-like people to find each other through
Something Awful forums, 4chan’s /b/ board and finally Reddit (Phillips 2015).5 It is during this
time that trolling became a contemporary past time, internet memes came into being, and little
“a” anonymous accounts gave rise to Anonymous, catapulting trolls into popular culture and
mass media attention (Phillips 2015).6
Not until the late 2000s did academics begin their quest to understand these viral phenomena and what it really means to be a troll. What this highlights is how very little is known
about it. To add to the confusion, lay understanding of the internet troll is undergoing a cultural
transformation at this very moment, and quickly. From medieval myth until now, the troll has
been thought of as a noun or being. Only recently has troll been used colloquially as verb to describe behaviors. With this transition, a divorcing or abstraction of the word has occurred in
everyday usage. It no longer matters if trolling is explicitly associated with behaviors on the internet. ‘Trolling’ has been adapted to describe what it means to mess or toy with, or successfully
respond to conflict regardless of the space. Evidence of which can be seen in your daily timeline,
pop music, and opinion articles. People no longer “shut someone down,” they troll them. This
developing cultural ambiguity further underscores the necessity of the current exploratory study
to gain perspectives from self-identified trolls.
Literature Review
This section starts with a review of the overarching media narrative of trolls and trolling,
leading into discussions of lay understandings of trolling, and then how trolls are understood
academically. In addition to highlighting gaps and proposing a new theoretical understanding of
troll behaviors, this thesis also highlight inaccuracies and openings for future exploration.
The Narrative
What stands out most in the current lay discourse is the overwhelming idea of the troll’s
inevitability. As Adrienne LaFrance puts it, “Tales of online harassment are as predictable as they
4

Know Your Meme is a popular online ‘encyclopedia of the Internet’ for the culture produced within it. It
provides the best insight into lay understandings as the online community collectively participates in it’s
maintenance.
5

Something Awful, 4chan, and Reddit are all discussion board driven websites in which users can share
content (such as links, pictures, or posts) for community specific members to comment and vote on. Although spanning a number of topics and communities, the general tendency on these sites is to post humorous content from an anonymous account. Something Awful and 4chan’s /b/ are particularly notorious
as ‘shock spaces’ for NSFW (Not Safe For Work) or explicitly crude humor.
6

Big “A” Anonymous is an online vigilante group of hackers and activists now called “hactivists” known
for carrying out wide scale political demonstrations in person as well as targeting various political figures
and institutions. Their name is said to have evolved out of little “a” anonymous accounts.
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are frightening—it happens on Tinder, on Twitter, on Facebook, on Tumblr, and all across the
web” (LaFrance 2016). You will be trolled at some point, you will not see it coming, and you
will be powerless against it (Jun 2014). Everyone is just a dinosaur in cyberspace waiting to be
extinguished by their own individual comets. On this point, former self-identified troll Paul Jun
expands, “The harsh reality is this: You will never beat a troll. You will never change a troll’s
mind” (2014). The internet troll has been constructed as the static, temperamental, pathological,
and antisocial danger hiding in the shadows of cyberspace, waiting to pounce at any moment
(Dooley 2014; Mooney 2014). They are believed to be lone rangers, random abusers, and all
around just nasty (Lewis 2014). However, there’s a developing shift occurring in how trolls are
understood. The idea used to be that anonymity is threatening the very fabric of society by taking
away accountability (Stein 2016). With the help of Whitney Phillips’s work, the public at large is
slowly starting to see the relationship trolls have to mass media and their position in the dominant culture (Phillips 2013). There is not only a sense of group responsibility to produce solutions, but acceptance that everyone can be a troll—depending on the day (Mims 2017). Proposed
solutions can range from calls to interrogate a toxic culture to holding social media administrators accountable, but most often, a call for empathy, “The idea behind fighting fire with understanding is that underneath every troll there's a human being you can reach — and, crucially, that
it's harder for them to dehumanize a target if they're interacting with one” (Thorpe 2015). Internet trolls are now more likely approached as a problem with which everyone has a role
(LaFrance 2016; West 2015).
Perhaps so much time is spent talking about trolls in opinion articles because of the uncertainty surrounding their behaviors. Internet trolls appear mysterious and unpredictable. We
don’t know who trolls are or why they troll. We don’t know when or where trolling will happen
to us. In this sense, everyone becomes a potential target and seems powerless, because interactions occur on the trolls terms (Phillips 2015). The ongoing media narrative captures and reproduces this panic to the point of spectacle (Bishop 2014). Going back to the language of trolling
serves as an example. To be trolled means that the action is happening to you, but to troll makes
one an active participant. Being in charge of the means of representation, then, acts as a restorative form of power. When it comes to the lay use, “trolling” symbolically returns control to potential targets because the term can now be generalized to more individuals, behaviors, and spaces. It makes the word more available to manipulation while distancing the troller from what is
non-trolling or read as less powerful. Within the media narrative the inverse occurs, yet equally
holds a restorative quality. It is a more explicit means of controlling representation by categorizing and labelling the type of people who troll. Arguing that trollers are atypical, antisocial, and
temperamental is to construct the troll as abnormal. The language of abnormality depicts people
who troll as unusual outliers. The underlying implication is that trolls cannot possibly be like
“us.” As this narrative highlights, what makes studying people who troll problematic, aside from
verification, is that much of the literature on trolling continues to be based in observation of
trolling behaviors, rather than interaction with self-identified trolls. However, if the shifting media dialogue is any indication, we may be on the verge of a new effort to critically engage.
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Cyber Research
Over the past decade, there has been a tremendous push from regarding internet research
as a fruitless task, to an urgent necessity. Academics once questioned whether studying online
behaviors could be methodologically sound or even ethical. The most pervasive concern across
disciplines, though, was more metaphysical: Is what happens in digital spaces real? Anthropologist Tom Boellstorff brought this issue to the forefront with Coming of Age in Second Life
(2007). Boellstorff’s ethnography on the multi-user simulation game Second Life makes a case
for studying human experiences online and interrogates the boundaries of what is considered actual. Reality, he argues, is something constantly in the process of being constructed by individuals which makes all of social life virtual. A key finding of Boellstorff’s study was that even when
the bounds of creation on Second Life were limitless, and did not need to reflect the ‘actual’
physical or social world, users put in extra work to recreate what was familiar. Although we have
new sites and ways of being, we tend to make these referential to life offline so that they become,
“distinct, yet connected” (Boellstoff 2007).
The bulk of research in the digital humanities share findings similar to Boellstoff with
identity as a major area of focus. The general consensus is that digital mediums are new contexts
in which individuals seek to understand and reproduce themselves (Davis 2014; Gonzales 2014).
Erving Goffman’s idea of impression management is commonly drawn on to describe the ongoing process of maintaining cyberselves on the internet (1990). These ‘cyberselves’ hold the possibility of being altogether different, but quite often reflect the culture in which they are embedded and resemble our behaviors in other contexts (Nakamura 2013). However, this means that
more negative aspects of social life can be replicated in cyberspace, too. Lisa Nakemura, for instance, argues that individuals performatively reproduce cultural and structural inequalities online (2013). In other words, just because cyber behaviors have become anonymized or pseudonymized, does not mean that they occur in a vacuum. Cyber research can be summarized by two
principal findings. First, that there is more overlap than difference between online and offline
sociality. Secondly, while the internet is a new context, we emulate the dominant culture through
the ways in which we interact on it (Boellstoff 2007; Nakemura 2013; Phillips 2015).
Trolling Behaviors
Although cyber research has always acknowledged unpleasant behaviors online, and has
steadily evolved since the early 2000s, trolling research did not materialize into a body of work
until the 2010s. Judith Donath was one of the earliest researchers of trolling behavior in the late
1990s, but it was almost a decade before other academics followed or recognized the extent of
her contribution (Phillips). In “Identity and Deception in the Virtual Community,” Donath argues
the risk of deception is salient within information seeking societies, threatening to undermine
group trust and cohesion (1999). This study also reveals what others have failed to recognize fully since: the success of the troll depends on their ability to exploit the identity cues of their target
(Donath 1999). Social media and discussion boards, for instance, are spaces where individuals
communicate meaningfully about themselves and their interests. When information about what is
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important to a user or group is so readily available on a public space, their vulnerability to highly
personalized attacks increases. Essentially, internet trolls who target online communities are
skilled at recognizing openings and emotion salience.
Since Donath, trolls have disseminated into popular culture via the mass media and more
heavily into disciplinary research (Bishop 2014; Phillips 2015). On the whole, trolling research
revolves around defining trolls, what they produce, and their relationship to the dominant culture.
Whitney Phillips has, by far, produced the most comprehensive insight into trolling over the past
several years, suggesting a cultural feedback loop between trolls and the mass media (2015).
Phillips work is critical to understanding trolling behaviors because she is the only academic to
interview internet trolls and be granted access into subcultural communities thus far. In fact, her
studies are rare in that they address the idea of unique communities and organization amongst
trolls at all. Although trolls are incredibly varied by interest, their means of cause offense for fun
are patterned (Phillips 2015). Phillips’s assertion that trolls master empathy by replicating media
spectacle supports Donath’s earlier work (2015).
Other researchers have since suggested trolling personas, models for types and magnitude, and a progression of severity over time (Bishop 2014; Cheng, et. al 2015; Karppi 2013). 7 In
“Facebook Trolling and Managing Online Personas” Tero Karppi offers a theoretical perspective
of trolling behaviors more in line with the rest of cyber research (2013). Drawing on impression
management and network analysis, Karppi offers that trolls are in line with Facebook’s structural
norms which facilitate user participation and personas (2013). Trolls go against user norms, but
are not antithetical to the design of social media platforms (Karppi 2013). Cheng, DanescuNiculescu-Mizil, and Leskovec add another dimension to Karppi’s work with their study of antisocial behaviors on online communities (2015). The researchers recently found that negative
comments in online communities increased the likelihood of even more negative comments
(2015). Likewise, accounts that displayed trolling or antisocial behaviors tended to become more
negative over time (Cheng et. al 2015). While all of these behaviors were attributed to a snowball
effect in mood, the study also revealed that online communities quickly became intolerant of
negative users and pushed them out (2017).
Where Whitney Phillips is the most comprehensive in documenting trolling culture,
Jonathan Bishop provides the most detailed catalogue of trolling behaviors and motivations.
Bishop’s work adds incredible clarity to yet another nebulous and expansive area of trolling research. First, Bishop proposes a matrix of trolling magnitude on the basis of style, severity, involvement, and platform (2014). If we were to place the trolls of this study on trolling matrix,
they would register on the upper-end, at 4.0-4.49. The next tier up is what I would consider hacking or online identity theft. The scale is useful to describe fluctuations in trolling behaviors, too.
For instance, these trolls typically have a domination style when they are active, but when they
are in a planning phase, their activities register on the lower end.
7

For examples of trolling character types and a model of severity for trolling magnitude, please see Ap pendices C, D, and E.
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Bishop also proposes character types for trolling behaviors and motivations.8 He breaks
these down into four main techniques, but I will describe them a little differently in order to
summarize them most efficiently. Basically, the Haters are aggressives, Lolcows are enforcers,
Buzzzters are promoters, and Eyeballs are tricksters (Bishop 2014). Out of all twelve types, the
Snert resembles our general idea of trolling best, “The type of troller most people in fact mean
when they call someone a ‘troll’ is in fact the Snert. A Snert takes part in trolling to harm others
for their own sick entertainment” (Bishop 2014). Similarly, the Snert is the closest to the trolls of
this thesis and what I would consider an aggressive type. The main types have considerable overlap with lay understandings, such as the ones from Know Your Meme, of troll behaviors as well. 8
Yet there are a few points worth considering along with Bishop’s work. These types should be
considered flexible and not static. Something that my confidential informant was rather adamant
about was how varied trolls are in their approaches. Trolls do have the same general behavior
and motivation, but draw on multiple styles and resources depending on the context. 9 Another
point is that Bishop feminizes the more positive, less aggressive, promoter trolls he calls
Bzzzters. These promoter trolling types are not talked about as much and are harder find online.
What has gained more discussion, however, is the idea of trolling as reactionary (Mantilla 2013).
In “Gendertrolling,” Karla Mantilla argues that trolling has become a new mode of backlash
(2013). With the most extreme forms of trolling occurring to women and people of color, Mantilla says, the intent of trolling is to silence and exclude from participation in online spaces (2013).
Collective Emotions and Identity
To recap popular assumptions, the media constructs trolls as mostly temperamental,
pathological, and antisocial abusers (Dooley 2014; Mooney 2014). Similarly, academic studies of
trolling paint them as isolated and isolating, producers of shock and discord for fun (Cheng et. al
2015; Donath 1999; Karppi 2013). There is an overwhelming stigma that these are privileged
abusers, gas lighting others as a hobby (LaFrance 2016; Phillips 2015). Thus, there is a tendency
to undercut what trolls do and why they do it as one dimensional. Arlie Hochschild’s idea of an
“empathy wall” between political ends of the spectrum perfectly captures this (2016). It is the
mentality to withdraw into bubbles of comfort, alienate outsiders, and code their actions through
personal beliefs with an unwillingness to understand another from their perspective. Trolls have
yet to be approached as persons with a point of view.
Because we’re still making troll’s behaviors about us, we have yet to fully address the
role of identity and emotions involved in trolling. Rather than argue that the troll fits into a feedback loop of mass media and popular culture, I will draw on past work on collective identity and
emotions to suggest that all of this may fit into a larger societal trajectory. More than fifty years
ago, David Riesman presented a case for collective character in The Lonely Crowd (2001). The
8

For lay conceptualization of trolling styles, please see the Glossary in Appendix B.

9

The broad consensus is that trolls tend to cause offense (behavior) for fun (motivation).
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Lonely Crowd has faced some controversy for trying to connect population to culture, but what it
does do is theoretically suggest a progression of group identity in relation to modernization. The
basic premise is that as social networks have expanded (with people becoming more connected),
so too has the means of identity formation, understanding of emotions, and how individuals navigate expectations (Riesman 2001). Riesman argues that we are slowly coming into a more otherdirected society and out of a more inner-directed society. An inner directed society would be one
which responded to a smaller circle (parents and authority figures), has a highly individualized
character, and emphasizes independence (Riesman 2001). An other-directed society, by contrast,
would respond to a larger circle of peers, be more interested in appealing or responding to the
most people, and to be more sensitive to the interests of the crowd (Riesman 2001).
None of these arguments are meant to be strictly defining or inflexible, but are rather ideal types (Riesman 2001). Stjepan Mestrovic takes this further, by theorizing that we’ve entered a
post-emotional era (coming out of an other-directed one) in which emotions have taken on a life
of their own (1997). This isn’t to say that affect no longer exists, but that being more connected
has facilitated the experience of emotions on a larger scale. A routinized and mechanized way
which divorces them from affect (Mestrovic 1997). Although I won't argue that we are necessarily ‘recycling dead emotions,’ I will argue that trolls effectively tap into this conformity to a veneer of niceness and collective indignation (our civility). Theoretically, they are exploiting our
other-directed sensitivity, identity cues, and performed emotions on social media to produce a
response. But is it really just for the ‘lulz’?
Methods and Research Design
Research Design
Given the focus of this project is an individual situated within a very specific community
and subculture of their own, the nature of this work is heavily exploratory and led by evidence.
The study itself began with a confidential informant who self-identifies as an internet troll. This
informant was a troll of status within a large group of 30-35 active trolling profiles. With additional time, and the acquisition of more trust, the group could be a tremendous resource for learning about troll behaviors. Extensive, semi-structured interviews were conducted for a freer form
by which to attain information. In these conversations, my confidential informant was allowed to
express what they thought outsiders should know about themselves as a troll and their trolling
community, with very little direction coming from a list of potential questions.10 Much information was ultimately gained from follow up questions and entirely new questions that arose
through out the process. It was also my goal to recruit more respondents through my confidential
informant, with the aim to produce a fuller ethnography of their subculture, but due to limited
time and unforeseen events it did not happen.

10

To see the list of potential interview questions drawn on for this study, please reference Instruments in
Appendix G.
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Some trolls of the informant’s group were initially willing to speak with me in interviews.
The group’s conditional trust was due to my informant’s status and the lengths undergone to personally vouch for me on several occasions. However, Facebook, the group’s main platform of
choice, began to crack down on harassment during the study. As a result, some of these trolling
accounts became permanently banned, linked to IP addresses, or linked to personal profiles. My
confidential informant, for example, lost access to eight out of nine existing trolling accounts
within a week. The group, which was already hesitant, quickly became much more reclusive. Not
only was this subcultural trolling community no longer willing to interact with an outsider (myself), their activities on Facebook were virtually frozen outside of group messages. This then limits my data to the confidential informant’s perspective. Another limitation is the population itself.
Studying internet trolls leaves a significant amount of unknowns. There was no way to empirically verify a single person in the troop outside of my confidential informant. Although I trust
this informant, and was allowed to make a few observations, I cannot apply full confidence to the
strength of my findings. This entire study could have been a troll by Branch and I would never
know. In addition, the limitation of time prevented me from being able to reach out a second time
to the group and to be trusted by them. More time with, and future studies on, internet trolls will
be necessary to determine whether the knowledge in this thesis holds.
Grounded Theory Approach
Drawing on a grounded theory approach, the framing of this study is evolving and flexible. Ultimately, the end goal of this ethnography was to understand how they operate, interact,
and make meaning. Within that framing, the data I gained from my interviews themselves guided
the direction of this research. This was most fitting, since popular and assumptive commentary
has dominated the discussion on trolls thus far. Several other revelations later solidified the
choice. To begin with, few study them. Academic literature on internet trolls is hard to find.
Where it does exist, it has less to do with their rationales and more to do with what they produce
(Phillips 2015). In this way, then, my study is exploratory because the troll’s perspective on their
organization and planning has not yet been achieved.
Another factor was the sheer amount of unique information to come out of a single conversation. I am unembarrassed to admit the immediate realization I was out of my range. There
was no point of reference for what felt like a new world this gatekeeper was sharing with me. In
fact, it actually took me weeks to process. In the face of such novel information and so many unknowns, it seemed that I should just let the informant continue speaking in the way that they saw
fit and analyze later.
Further, the situation of the discovered confidential informant is exceedingly unusual. It
would not do to approach a gatekeeper in the same way as someone who uses an anonymous
profile in their spare time. This particular self-identified troll happens to be a part of an actively
engaged community with undeniably complex organization. Quite literally, my project came out
of the unique opportunity of running into this self-identified troll through shared social networks.
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It is unlikely that without this rare overlap of networks and repeated run-ins I would have had
this opportunity or they would be willing to talk to me at all.
Another crucial aspect was how little I knew beforehand. It is perhaps because I did not
have enough information to draw on assumptions or stigmatize my informant by initially reacting that they were able to share so openly. In exchange for my curiosity and interested questions,
they were able to take the position of expert and speak freely of their scorned pastime without
judgement. My informant’s willingness to continue meeting with me, and potentially connect me
with others like themselves, in the future offers a consistency in communication rarely seen. All
of which added up to present a remarkable opportunity for exploration. For these reasons, the
researcher went into this project with as open of a mind as possible through the approach of
grounded theory, and only later situated their behaviors within the literature.
The Gatekeeper
A chance meeting with a self-identified troll of standing challenged both myself and
broad understandings. It seems prior work had not fully illuminated how expansive and divisive
the trolling community is, nor what it is they actually or specifically do. There has been little
mention of explicit strategies, tactical approaches, and hierarchies amongst trolling groups. The
idea of troll’s sociality, their capacity to form ties and interact with one another on a consistent
basis has yet to be developed in detail. From speaking with one self-identified troll, it is clear
there is still much to learn about trolling. Further, the popular construction of the troll may be
entirely assumptive and wrong. So, after one casual conversation, I knew this was an amazing
opportunity to produce useful knowledge.
My confidential informant belongs to an organized community and their actions are more
politically based—yet this is only one type of trolling community. What I initially thought was a
relatively small group (similar to a chat room) turned out to be a large scale organization, the
scope of which I’m still processing. This is not your occasional 4chan/b/ board anonymous account, but someone belonging to an organization in which information and approaches are collectively pooled to strategically insight targets. They are not just trolls, but tactical, militant, ones
having access to a large group of similar others and a shared identity. In other words, this confidential informant is a gatekeeper in a powerful and active group.
Interestingly enough, my initial interactions with this gatekeeper stood in stark contrast to
the very little I knew. Their behaviors did not align with any popular assumptions or expectations
regarding how one would recognize a troll. This gatekeeper troll was friendly, easy-going, and
spoke warmly of their friends and loved ones. They even offered bits of advice on how to safely
navigate the internet or protect myself from other trolls. In this nondigital aspect of life, they
were respectful to people they didn’t know and conscientious of obligations. So as they started
detailing their digital life and actions, I was in disbelief. This is someone who, in my daily life, I
would never suspect had an entirely antithetical cyber identity. These contrasts only further emphasize the lack of information we have on trolling. While the confidential informant’s situation
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is unique, they still share the broader status of a troll and its lifestyle (so to speak). Thus, from
the insight of this one troll, therein lies a rare chance to learn more about them and potentially
identify previously overlooked areas for future research.
Branch and the Lonely Troop11
Meet Branch and their troop. Branch belongs to a primary group with a score of veteran
trolls. Even though I only happen to find out that they’re a troll by chance, I trust them because
all of our initial interactions have shown them to be nothing but reliable, well-mannered, and eager to share. While I whole heartedly believe in Branch’s testimony, they are also potentially divorced from reality in some ways. Branch doesn’t connect behaviors with enduring feelings or
people, only temporary amusement.
Although Branch cites boredom as the reason for their trolling, their past time begins during their first deployment to Afghanistan, as part of the Army National Guard, and in the middle
of a divorce. Upon returning home after a second deployment, Branch joins an online veterans
group on Facebook for soldiers of Operation Iraqi Freedom and Operation Enduring Freedom. In
this group Branch begins finding and recruiting members of their current troop. As the troop develops, Branch’s trolling intensifies in planning and magnitude. Other members of this troop are
mostly truckers now, but some are disabled veterans without occupations. The troop thinks of
what they do as a harmless hobby to unwind after a long day. Not too long ago they were infantry members, military police, and combat engineers. Now the troop incites large radical
groups online, provoking and drawing out individuals, to “destroy their sense of security online.”
Occasionally, in large trolling ventures, the troop calls on or will include outsiders, but there is
never a troll included who doesn’t come from a high-stress occupation.
It was not unusual in conversations with Branch to hear phrases like, “waiting for the
smoke to clear,” “saturation on the field,” and “fire mission,” used to describe trolling activities.
Targets gone after most viciously include fraudulent service members, purple heart impersonators, veteran scammers, and basic training “washouts.” While members of the troop are constantly trying to verify each other’s service, and maintain insider status, they never really exchange personal information or get too close to one another.12
Findings
General Overview

11

The word “troop” will be adopted in this paper to refer to Branch’s primary group. It’s name was devised by drawing on the word “troll” and the fact that this specific group was comprised solely of retired
combat veterans.
12

For notes on the specific limitations of studying this populations, please see Appendix H.
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The following narrative was developed through extensive, semi-structured interviews.
Although there is no way to empirically verify this information, given that much of it is done
through anonymous spaces, the researcher did take measures to say with confidence that this information was given truthfully. I met with my confidential informant in person about once a
week over the course of three months. During this time, trust played a major role in our conversations. Central to this trust was remaining as affectively neutral as possible throughout interviews, no matter what information was disclosed. There were only two moments in which my
participant hesitated or did not appear fully at ease when responding and for this reason those
details will be omitted, nor will they be included in any level of analysis. With the exception of
those moments, my respondent was very open about their online and offline lives.
The initial intent was to focus on how trolls decide to engage and embody themselves
online. While that is still the general direction of this research, there was much information
gained from follow up questions or entirely new ones that made a different path appear. These
questions mostly related to the dynamics of the group in which my informant had a role. As stated earlier, there’s no real way to explicitly verify everything my informant said, but certain precautions were taken. At random points in our meetings, I would ask to clarify things a second
time and found that the responses were nearly the same, with only minor fluctuations that depended on their mood that day. In addition, I was allowed to make a few observations of this
group and their behaviors to loosely verify for myself. An unexpected occurrence was having
potential interviewees decide to back out.
In any case, my confidential informant belonged to a primary group that I will call a
troop, from which all operations sprang. The troop includes between 30-35 trolling accounts at
any given time, at least half of which are multiples owned by individuals in the group. Branch
estimated from prior knowledge that its members are roughly between the ages of 27-43 and all
men, with women rarely coming into the group or staying long. Of this troop 15-20 are consistently active individuals, with 8-10 ready to go at a moment’s notice. My informant is closer with
around 2-4 of them. Two are close enough with Branch to exchange some personal contact information such as a Playstation network account to chat over, but never anything personally
identifiable that might be connected to their home lives. According to Branch, the troop members
“keep it as far away from families as possible.”
Members of this specific troop all met through a Facebook group for veterans of Operation(s) Enduring and Iraqi Freedom and still recruit largely from that same group. This means
that every member of the troop is a combat veteran, and part of maintaining your position in the
group is verifying your service in some way. Essentially, you have to prove yourself as an insider. Those who did not, or were revealed as liars, were trolled viciously. Their status as insiders,
however, is what made them so wary of one another. When I asked my informant if they ever
met members of their primary group in person, they responded, “You’re talking about a bunch of
vets who used to shoot people for a living.”
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The most widely pursued targets by this troop are far leaning political groups and veterans groups. However, women are often chosen as isolated targets and followed for the longest
period of time. The troop tends to stick together by pooling resources for these ventures, but also
has styles and specific targets of interest. In some cases, individuals are made special troop targets for purposes of personal revenge. My confidential informant in particular tends to stick to
trolling groups with at least 2,000 members. Troop members varied in nearly every way, but
manage to organize their behaviors to achieve the same goal.
Recurring Themes
THE BACK STAGE
Branch’s troop had various levels of planning for ventures which took place in private
messages and chats. In their words, “The very idea of social media benefits the troll completely…It’s a public space, but you can’t completely see.” Thus, the troop thrives on access to an excess of information on their victims, while their anonymity serves to obscure how fully organized they are. On this point Branch says:
We thrive on the fact that nobody knows who we are, nobody knows what we’re doing.
Nobody knows we’re communicating with each other, that there’s large groupings of us
on social media. That’s what we thrive on. That’s why we do what we do. We can follow
you and hit you from group to group. It can be a different one of us or the same guy each
time.
Branch emphasizes the fact that internet users don’t know trolls are pooling information on the
back end or planning at all gives them the upper hand. In this way, trolls can play their games on
their terms, leaving no opportunity for victims to prepare for what’s to come:
It’s like a mental chess match, but to the other player it’s an ambush. You’re just talking
into social media and I slap you with a chess board and say, ‘Hey we’re playing mother
fucker.’
Targets don’t know trolls are connected, because members keep their communication within private messages. The troop explicitly never tags one another to acknowledge links or ties, but
makes direct contact for members to follow posts and their comments (P. Miller, Notes, January
26, 2017). When it came to groups, one troop member would join the group, pose as an insider to
that community, gain “PII,” or personally identifying information, and very slowly add the rest
of the troop over time. Even in the middle of trolling ventures, the troop would message one another to assess and discuss the next course of action (P. Miller, Notes, March 2, 2017). However,
all of these tactics revolve around the ability to gain information, “We trade information all day
long…Once you willing give information—that’s it. What we do relies on what we can learn
from you really quickly.”
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Because of specific laws related to hacking, the troop has to rely on publicly accessible
“open source” information to remain untouchable. What this means, is that a target has to willingly give out personal details. Troop members were skilled at taking bit of information off of
someone’s personal Facebook profile and turning it into an attack plan:
We figured out that you can actually profile someone based upon solely social media
postings-likes, what groups they belong to-completely. And so, we started doing that, using that to make insinuations about things by twisting what we saw into what we wanted
it to be. You take their ideology, look at what they’re joining in-what they're interacting
with-and then you just twist it to where it’s the opposite of them. You attack the very
identity of the individual. Make them upset, they start arguing, they waste their time.
The troop explicitly uses unguarded public information to get a sense of what is most important
to a person and exploit it. Essentially, what the trolls of this troop are doing is identifying what is
deeply rooted, personal, and emotionally bound off of a few small details. More specifically,
Branch said, “Whenever you have a strong social stance on something, that gives me your identity, and at that point I can figure our my attack, and what’s most likely to set you off.” What
makes a target’s reaction so visceral is that there’s no context for targeted individuals to really
understand what is happening. There’s no way to assess the source, or regain control by responding, because it’s obscured by anonymous profiles and victims end up only providing more information about themselves.
Additionally related to back stage behaviors is the ways in which trolls protect their own
information. It’s what enables the troop to troll in the first place. Building a trolling account was
an important part of this. In order to make things more efficient, the troop had built a group as a
resource for constructing an online identity. Within the group were pictures that could be back
dated to make a profile “look legit,” further abstracting the actual person interacting (P. Miller,
Notes, January 19, 2017). Members of group also kept files of information they had gathered on
targets on personal thumb drives as they shared it with the troop. That way, in case one person
lost their research, there were many back ups at their disposal. An incredible amount of time was
spent hiding themselves with new identities (from their victims and each other) and preparing for
engagement. Yet, so much planning was put into making sure their past time went accordingly,
that very little was actually spent receiving the interaction (P. Miller, Notes, February 21, 2017).
IN CYCLES
Another point of saturation was presence of cycles in the troop’s behaviors. The troop
would begin by researching hot topics in the mass media and then do further research on those
topics on social media (P. Miller, Notes, January 19, 2017). The Facebook search bar was used to
locate interest groups and pages where people would gather to talk about this information, “Facebook made it easy for us. In the old days, we’d have to scroll-scroll-scroll. Now? Where we can
just type in the search bar and find you? So much better…So much easier.” From there, groups
were joined, scoped out, and investigated. Once Branch felt that they had identified an impres!15

sive target, they would make proposals to the group (P. Miller, Notes, February 2, 2017). The
group would discuss the potential risks and benefits. In some cases, especially risky groups, like
highly radicalized ones or ones with means of identifying them were shied away from. To explain why this was the case, Branch said of one group (known as The III%):
They’re not the kind like me who might harass you for a little bit. They’re the type that’s
going to possibly show up at your house. Unfortunately, a lot of them are actually former
vets—very confrontational and prone to violence, heavily armed and slightly insane.
However, if there was agreement amongst troop members, they would slowly pull each other
into the new group. As this is going on, the troop would slowly gather information on group
norms and highly vocal individuals. From there, a few courses of action would be developed.
There was also a larger cycle in which multiple groups were joined and added over time (P.
Miller, Notes, March 3, 2017). But ultimately, all of this hinged on the larger news cycles as,
“They provide the source of the material.”
The media made larger politically identified communities or groups with specific identities particularly attractive targets. Not only was it easier to locate group norms that could be exploited, larger groups also made achieving their goals more efficient. In the first place, groups of
2,000 or more were better at masking their presence:
The guy in the comments section who made you hate life and wasted thirty minutes of
your time? You’re not going to remember me. You’re not going to remember me, which
means I can come back and troll you two weeks later and there’s nothing you can do
about it. You’re stuck in an endless cycle.
In the second, it meant that the group was growing and constantly gaining members, and producing and endless supply of fresh targets and enjoyment:
It’s a finite supply at anything below 2,000 because that means your group isn't growing,
which means you’re not gonna get new members. Once I piss off the people in the group,
and they all block me, that’s all I have. The group is dead. So…I only do groups that are
2,000+ because the groups that are growing continuously have new members coming in,
old members going out, which means I have a new feed of people to mess with.
On a smaller level, the troop would research comment sections and identify individuals to pick
off one by one (P. Miller, Notes, January 19, 2017). Later members would isolate this particular
person and take turns jumping in.
To make trolling behaviors more unpredictable, sometimes Branch would randomize
their actions by taking behaviors outside of the group with an entirely new profile, so as not to
call attention to themselves:
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I make a cycle out of people. Once people start noticing the cycle-like the pattern, I
switch it up a little. I move it around a bit, rotating new people in and out. But once the
group starts noticing it, that’s when I kamikaze. If I’ve tapped out a group…I do a
kamikaze move…That means I lost that playground-that area to go play and I have to
find another place to replace it. It takes a lot to find a group and replace it. So I reserve
that kind of behavior for when I’m already planning on leaving a group. Go in there, and
say what I want to say, so I can add it to my score marker.
Researching enough groups to last for a while (supplying a few months of enjoyment) took
around a month. Gathering personal information and combing through posts took around two to
three weeks. From researching a group to getting kicked out of one could be anywhere from a
week to four months (P. Miller, Notes, March 2, 2017). After particularly large moves, the troop
would stay quiet for a few weeks in order to not be sought out or identified. Members would celebrate a “job well done” on the back end and renew the cycle, or in some cases create new profiles to try and get back into the same group (P. Miller, Notes, March 7, 2017). Although the
troop interacts with a lot of political groups, Branch denied that their actions were politically motivated:
I’m a disruptive troll. I just like to ruin people’s day. I don’t care about your political ideology—about your gender or the color of your skin. I don’t care about any of that. Personally, on the political side, I’m very liberal but on social media I just want to ruin your
day. I really just want to make you frustrated and throw your phone at a wall-break it,
hopefully. Just because it’s funny to me. It’s just something that’s amusing because
you’re taking something, you’re taking this social construct-taking social media so seriously-and even though it’s a public space-It actually has very little-this post that you’re
arguing with me over, that you’re defending-and you just raged at me for has almost no
impact on your life. Absolutely none. But you’re gonna spend the next three hours arguing with me over it. So for me it’s just laughs.

Only when news cycles were dead did lulls in group activity occur, or after especially large ventures did things seem to be at a standstill. Specifically, when it came to Branch, their activities
picked up when they were bored or going through something in their personal life such as a
break up (P. Miller, Notes, February 14, 2017). All of which speaks to the need to be social by
constantly generating interactions in loops. Even when trolling activities were not fast paced, the
troop acted as a source of community.
When it came to individual interactions, there was also an acute cycle held within the
larger ongoing one. As the troop identified vocal individuals, they would gather intel on them (P.
Miller, Notes, January 19, 2017). A member would then say something inflammatory in the
comments to draw the target out, with the group later taking part. At that point, based on the individual, the troop would post offensive content, engage in circular arguments, critique their
grammar, or insult them on the basis of identity and personal information (P. Miller, Notes, Feb!17

ruary 14, 2017). This would continue quite literally until the target stopped responding. While
Brach favored larger targets, they particularly enjoyed going after these individuals:
Those are who I like to go after. Those who just keep spouting and spouting and spouting
and spouting and spouting, because normally they have a couple hundred followers who
just keep regurgitating the same bullshit. Which means not only to I get to go after them,
I get to crush the hopes and dreams of all their little worshipers.
In one specific case, for example, the troop compiled an entire psychological profile on an individual with the use of a DSM until the entire group was blocked. Branch would later follow targets on the internet anywhere from two weeks up to two years afterwards (P. Miller, Notes, February 2, 2017). In Branch’s words, once they, “find a bone, I like to keep it.” So not only were
the reactions of people fed off of, they were effectively stalked afterwards to see how enduring
the attack was and similarly thought of targets as won possessions or trophies (P. Miller, Notes,
March 7, 2017).
Throughout all of the troops trolling ventures the explicit goals were different, but centered around what would cause the biggest response for, “watch[ing] everyone lose their collective shit.” On an individual level, it was how nasty they could be to one person and get away
with it. On the group level, it was how many they could drag into the chaos (P. Miller, Notes,
January 26, 2017). The ultimate accomplishment was to draw as many eyes as possible, and generate as large of a reaction as possible, without raising the suspicion of group administrators (P.
Miller, Notes, March 7, 2017). This is because more eyes meant a larger reaction, pool of potential victims, and disruption. On the back end, members would call on specific strengths of each
other for the task at hand and learn in the process. Branch, for example, tended to be more strategic, but learned to be more spontaneous and off topic as a “wild card” from the troop. Calling on
each other was encouraged, and seen as giving members somewhat of a reputation in the troop.
ON LIMITS
While there is a popular idea of the troll as being disinhibited, members of this troop displayed a number of limits or boundaries. As stated earlier, the first boundary was anything that
breached personal privacy. For targets, that meant only using open source information as to not
break any cyberbullying laws. Thus, potentially bringing it back into their lives behind the
screen. In some cases, the troop drew on connections as a liaison to inform them specifically of
the rules they could and could not break (P. Miller, Notes, February 21, 2017). This had less to
do with their victims and more to do with themselves. The troop did not want to risk being identified in a public way. Nor did members want to face consequences for their trolling activities.
Branch was especially aware of future prospects and the idea that having this attached to their
physical selves would be unpleasant (P. Miller, Notes, January 19, 2017).
Particular pains were also taken to differentiate troop members from hackers and amateurs, whom Branch considered less than themselves (P. Miller, Notes, February 14, 2017).
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Branch’s reasoning for not liking hackers was their activities were considered more enduring,
“That’s a much more personalize attack…That lasts for years. Mine? I hurt your feelings. That’s
temporary. You can block me, which is like walking away, but you don’t.” Here, Branch is emphasizing the temporary nature of what they do, and that affect is considered in the moment.
Branch often stressed the fact that victims always have their boundaries respected in some way
by their troop, because the option to not engage or make their profile information private was
available (P. Miller, Notes, March 2, 2017). This somewhat took the form of a mantra, serving to
reassure themselves and of their behaviors. Trolling is okay, because it is temporary and targets
can leave.
Another substantial limit, that was a bit unexpected, was the troop’s unwillingness to troll
other trolls. Sometimes, when troop members met or came across another capital T troll, they
would assist one another or even incorporate this outsider into the group (P. Miller, Notes, January 19, 2017. Ultimately, they would rather be friends or acquaintances than enemies. Upon
seeing my confusion Branch clarified, “I wont troll another troll. It’s not not honor among
thieves…I don't want to deal with their bullshit. That’s why you don’t troll another troll.” The
purpose of this troop’s trolling behaviors were that they served as a controlled outlet for amusement. Therefore, they didn’t want to waste their time, take away from their amusement, or potentially lose control of the situation, because other trolls are not as predictable as sitting targets. Although other trolls were easily identifiable to members, it was unknown who they were actually
dealing with, so conflict was thought of as putting the troop in a potentially dangerous situation.
The troop didn’t know what kind of resources this other troll had access to, who they were connected to, or if they similarly belonged to a group. Thus, instead of butting heads with one another, trolls leave each other alone. They “play nice,” because they’re afraid of having their group
infiltrated in the same way that they do it others (P. Miller, Notes, March 2, 2017). To reduce uncertainty and maintain control, the troop limits confrontation specifically to targets.
Though making targets of mostly political and veterans groups, the troop did have a few
run-ins with extremist organizations on Twitter, but as a troop standard tried stay away from
them (P. Miller, Notes, February 14, 2017). This was due to their quick escalation to direct death
threats and “there’s no amusement in that.” When it came to radicalized groups on Facebook, the
troop hid their connection to the attack by transferring it to a new space such as Craigslist or
Reddit (P. Miller, Notes, January 26, 2017). Personal information would be dispersed on these
sites in a variety of forms to generate community action. The end result could be a number of
calls in response to a ‘personals’ ad, an email inbox full of offensive memes, or an organized
avalanche of texts and calls to render one’s mobile phone useless These were all considered diversion tactics which allowed them to create amusement, in an indirect way, while disrupting
radicals before the point of action. Yet, this was thought of as, “putting trolling aside to look at
something serious.”
Branch seemed to struggle with these boundaries at times, openly wondering, “Is that our
place…how involved do we get?” Branch did not favor the idea of being explicitly political in
their behaviors, only using politics as material to draw out victims (P. Miller, Notes, January 26,
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2017). Though it did not appear that these feelings were ever expressed to the troop. Of their
least favorite tasks, Branch strongly disliked what they referred to as “fire missions.” These were
time consuming trolling ventures motivated by personal revenge where an extensive file was
compiled to ruin an individual’s reputation across social media sites. Again, they did not like
making their past time personal, never communicating this to the troop, but participated anyway.
What all of these limits have in common is a resistance to make internet trolling too intimately bound. The troop, for example, also didn’t troll current institutional or organizational ties.
On this point Branch revealed, “I don’t shit where I eat. Most of us are that way.” While their
accounts were anonymous, Branch believed trolling organizational or structural ties made them
more easily identifiable, readily caught, or punished. As for the rest of the troop’s standards, it
depended on the specific troll. Some had many, some only had a standard of none. One of the
clearest lines in the sand, though, was the one they drew between each other. Troop members
never got close enough to exchange identifiable information or meet face-to-face. Troop members not only suspect one another, and their service histories, they are afraid of what one another
can do. There is a hyperawareness to the prevalence of PTSD with an acute fear of instability (P.
Miller, Notes, February 14, 2017). It also speaks to a potential coping mechanism that was developed in combat service, to rely heavily on one another, but to never get “too close.” Lastly,
was the recurring suspicion that someone could infiltrate and dismantle their group in the same
way they did it to others, or worse (P. Miller, Notes, March 2, 2017). At some point, Branch suspected, a hidden danger would reveal itself.
ADAPTING AND OVERCOMING
Central to Branch and their troop finding one another was coming from high stress occupations and reacclimatizing to civilian life (P. Miller, Notes, February 14, 2017). Weaved into
their trolling narrative was the idea of absolute freedom. Trolling was fun because it was not
connected with their personal identities, “There’s no set archetype. There are no set rules. There’s
just the goal…What do you want to happen? You’re only limited to how fast your mind works.”
It gives troop members the ability to do and say what they want without consequences. Branch
thoroughly enjoyed this aspect of trolling:
Like a bomb-maker trolls are limited to what we won’t say. What’s that line we won’t
cross. So it’s limited to the creativity and the moral line of the individual troll. How far
are you willing to push the envelope to piss somebody off? How many of your morals,
values, and ethics are you willing to ignore for the sake of comedy? What taboo are you
personally willing to break?
It is what the troll wants to happen—contributing to a greater a sense of control and autonomy.
The troop thinks of what they do as risky in that it breaks social boundaries, without crossing
lawful ones. Never fully recognizing the constraints which had introduced troop members to one
another, nor the tendency to take this out on fellow veterans or political groups members theoretically fought to protect. Wreaking havoc on some of the most important parts of people, their
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identities and emotions, makes Branch feel untouchable. Enforcing this by showing how little
they cared:
I enjoy watching the outcome. I enjoy the hell out of watching the outcome and it’s because the real life outcome has no meaning to me. I mean, what are you going to do?
Send me back to Afghanistan? There’s nothing anyone can do to me now.
It’s just for laughs, their own amusement, not to escape the constraints of everyday life, pain, or
alienation.
Built into the narrative of freedom was the power of difference and status. As mentioned
earlier, the troop heavily insisted that they were not amateurs nor hackers, but systematic and aggressive trolls. This was coded with the language of bravado and masculinity:
Your more aggressive trolls, that aren't hackers, are typically going to be your more Type
A personalities—which you typically find in law enforcement and military…The guys
who are ready to just fight for fun, so to speak. People who don’t shy away from conflict.
In real life and public space: polite, punctual, intelligent, speak well. On social media,
though, that’s where we just have fun and cut loose. Say whatever the hell we want. Do
whatever the hell we want.
A major perk to trolling was that it was anonymized, but the troop thinks of it as bravery and
horseplay. It’s just a sparring match for “authentic men” who have earned it. Although they can’t
verify the backgrounds of other trolls, they differentiated what they did from others. Their actions may have been terrible, but they were tough, unlike the hackers or amateurs. All of which
was to display a standard. It was the presentation of their trolling as professional, requiring the
mastery of a variety of skills, and with nuance. It acted to position themselves above some of
their own kind, and give the idea that they were better. It was a valid outlet for the troop, because
members came from occupations where it was not allowed:
We can’t behave that way in those organizations because they crack down. It’s detrimental to the entire group when you have stuff like that going on ‘cause they’re trying to
move to a more “veterans aren’t assholes” phase. The rest of us are going no we’re-we’re
quite content in the asshole phase of things. We definitely like this phase…This phase we
enjoy. It’s before we have to go back to society.
What made the troop’s outlet so important now, of all times, is that they were alienated.
Though initially coming from occupations of high stress, the troop was mostly truckers or disabled at the present moment. Both situations are hard social transitions in which an individual
might interact less, and spend more time with oneself. It’s also a position in which someone
might feel reduced autonomy, while allowing more open time to think about it. As can be in the
seen in the above quote, Branch thinks of themselves as occupying an in-between position, no
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longer in the Army, but not quite a civilian, and with a measure of resistance. Driving this home
is Branch’s point about not seeking hyper-visibility:
When we show up in the public light, that’s when we get fucked. When people are looking at us, we can’t do as much mayhem and carnage as we normally can…If we become
known, that means spillage into our personal lives. Down the road, that’s not something
you want linked to your profile.
It is longing to be social, but not to be watched. To feel this gaze, the idea of being sought after,
was to be forced to limit normal trolling activities (P. Miller, Notes, March 7, 2017). The troop
would have no choice but to temporarily suspend their trolling, because they did not want to be
caught. Yet, this also meant not receiving attention, “I feed off of the reactions of people, so it
would be really hard for me to not do it…As long as people give reactions and supply amusement, I’ll continue to do it.” The need is so great troop members are willing to adapt their tactics
and bring them to other platforms or spaces.
‘GENDERTROLLING'

Anyone could theoretically be a target of the troop, but women were often the focus of
the most brutal and longest sustained attacks (P. Miller, Notes, March 7, 2017). Successfully obtaining amusement in these instances involved participating in aggressive misogyny. Two women
in particular were followed and effectively harassed for an extended period of time. In one case,
a woman was repeatedly trolled for two months. In another, the trolling lasted for two years. It is
clear that two months to two years is more than “temporarily hurt feelings,” it is abuse. Although
insisting that they did not care about a person’s gender and their trolling was temporary, the opposite were features of Branch’s favorite ventures. To give an example of how far the troop’s
trolling could escalate towards particular women in one day, Branch recounts:
We launched a fire mission on an individual back in 2014… I mean we have her phone
number up [on social media], everything, a picture of her, her social media profile…
everything. Hit over 4.5 million views within 24 hours. This woman was getting phone
calls, texts messages, picture messages and her phone literally froze up, seized up and
died. Because of how much-because of how much shit was coming into the system…But
she gave me her information, I didn’t obtain it illegally.
Branch stresses the fact that no cyberbullying laws were broken on their end in the initiation of
this attack. However, to have so much unwanted contact that it results in the destruction of property is extreme. Not to mention the danger it puts someone in to have their personal information
distributed to the masses. If troop members never trade their own personal information amongst
themselves based on the idea that a troll could one day be violent towards them, then what does
this do? At the very least, this “fire mission” broadens the scope from the troop to an almost
unimaginable amount of users. An obscene amount of contact occurs until the victim’s means of
communication are rendered useless. Not only is this decidedly silencing and excluding, it is
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deeply personal and has reach. A woman in this situation would have to rearrange how they interact with multiple technologies of socialization in order to escape the onslaught. In another example, Branch explains what made going after women so gratifying:
My favorite one to do is the women who all have daddy issues and need attention. They
post half naked pictures of themselves in the groups. My favorite thing to do is go in
there and critique their body. Not because I actually believe it, just because I know it’s
going to piss them off and I know I’m going to have about fifty white knights who are
gonna show up and attack me for about three hours on end and they’re going to waste
three hours of their lives, collectively. Each last one of them is going to keep going for
three hours, feeding off of each other. And I’ve completely derailed your thread. You no
longer get nice things. You no longer get to talk about how pretty you are because, I don't
know, I sat there and talked about how your tits are sagging or whatever. And now fifty
dudes are showing up to defend you. Your time’s wasted, their time’s wasted. I’m sitting
here laughing at all of you. It’s humor.
In this scenario a woman becomes the public punchline for the purpose of generating a reaction.
Explicit comments about her physical body are made to accentuate the gaze and not only police
her bodily representation online, but the act of sharing her own image. According to Branch, this
is all for the sake of wasting everyone’s time, but this trolling account is filtered through the language of rape culture, slut shaming, and the intent to punish. Diminishing her bodily autonomy
and self-concept are seen as a bonuses. Enjoyment is ultimately derived from disrupting how
others choose the ways in which they spend their time online. Likewise, what they get to talk
about when they are on these spaces. For the troop, trolling allowed for more social freedoms,
but for their victims it reduced them. To provide some context, a similar trolling scenario is included below:
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This screenshot was taken from the public Facebook group “Just the tip, of the spear 27.” Just the Tip of the Spear is a military humor page notorious for getting shut down for being
so abusive and inappropriate to community standards. According to their bio, “JTTOTS is about
veterans and active duty military having a place to be themselves. You know act like dicks and
look at boobs and stuff.” These pages are numbered because there are typically two to three running at a time, in case one gets shut down. This is the twenty-seventh version of the page with
over twenty-two thousand accounts following it. Just the Tip of the Spear is a group commonly
frequented by Branch’s troop. In JTTOTS, the tendency is to publicly roast individuals in the
feed. Members or followers submit posts via message to the administrators, so that they remain
anonymous.
JTTOTS acts as an androcentric space in which users can be unkind and objectify those
who are female bodied. Version after version of the page is remade in order to maintain it. It is
considered a place where the veneer of civility can be cast off, and members can express their
authentic thoughts. While those who are roasted on JTTOTS do not have to be women, it says
something that the majority of them are. Further, there exists a double standard of protections.
The JTTOTS community protects it’s users by obscuring the aggressors supplying the posts, but
their victims are made hyper-visible and dropped on the feed to be attacked. Essentially, JTTOTS
gives users from male dominated professions permission to actively participate in misogyny
without the threat of consequences.
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For the above post, a screenshot of the victim’s profile picture was taken. Her shirt reads,
“No, Honey. You’re thinner than me not prettier.” To the top right of the post, a JTTOTS admin
has captioned the picture, “#false.” All of the interactions by community members were administrator positive, without a single expression of dissent. Sixty-five people reacted to this post, three
shared, and eighteen commented. The top comment features Donald Trump, presumably choking
or gagging. The second reads, “I’ve seen transvestites that I would rather take home for Christmas dinner than this sorry 3Xcuse for woman.” While initially intended as a body positive post,
JTTOTS has turned it into a site of humiliation. The Donald Trump comment is intended to signal that not even an admitted sexual harasser would find her attractive. In the second, misogyny
and homophobia are used to claim she is insufficient. These tactics not only position an androcentric community as assessors of womanhood, they are meant to discredit the user’s ownership
over it altogether.
Discussion
Just by looking at the fact that trolls gather in virtual communities and generate interactions by strategically provoking emotions shows that they are not wholly temperamental, antisocial, or pathological. It explicitly demonstrates there are social beings behind the screen, in
search of communication with others like themselves and with total strangers. In order to accomplish this, one has to have a certain level of social and rational competence. If trolls were totally
‘abnormal’ and antisocial they could not consistently generate engagement with other people nor
maintain ties. Trolls have enough sensitivity to anticipate other’s reactions to the point that they
can create plans for inciting visceral reactions. Surely trolling behaviors are abusive, but, in the
case of this troop, it is not random at all. It is a tactical manipulation of emotions for any form of
attention. There’s an increasing role of emotions in society, but many observers seem to think
that they don’t play a part in the lives of trolls (Hochschild 2016; Mestrovic 1997; Riesman
2001).
In what some might call irony, trolling does not actually make those who do it more powerful or visible. It is a temporary fix to an enduring problem. The troop’s trolling accounts are not
divorced from their interior lives, but are rather symptomatic of it. An anonymous profile simulates relative autonomy because it enables the troll to socialize through a variety of circles, produce multiple identities, and removes expectations more easily associated with their physical being. But these accounts do not remove the constraints trolls face behind the screen. While unfortunate on its own, there is another side to the equation. At the very least, finding yourself on the
other side of the troop as a target takes up time and emotions. In this respect, I agree with the
media discourse on trolling: Being trolled is unpleasant and unfair. Although we cannot seem to
find a better solution than “don’t feed the trolls,” I would argue against silence. Though effective,
it does not benefit either party. Silence still forces the victim to do emotion work and continues
alienating the troll, who expends a significant amount of energy just to get a response.
The troop of this study was comprised solely of combat veterans and members of other
high stress occupations, such as the police force, which are traditionally male-dominated.
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Women are still both largely underrepresented in these fields and mistreated within them. The
troop’s membership itself was all male, according to Branch, and so was trolling in general. This
is all to emphasize that the group was not only incredibly androcentric, members were performing a militant hyper-masculinity for one another in ventures. Recall that members who were
found to be fraudulent service members had their entire online reputations destroyed in “fire missions.” Prior combat service both acted as a right of passage into the trolling group and a way to
maintain an insider position. It was never something considered fully settled, but constantly under threat. Also lurking under the surface, was the fear that any troop member could find each
another and become physically violent.
To Branch, what they do is “not a big deal,” because it’s “temporary.” To this troll, it’s a
flash of action without lasting effects. Branch can believe that what they do is funny, because to
them it is not physically real. I have to concede that Branch calls attention to a complex problem.
How exactly do you get trolls who have been through life or death combat to see that online harassment is harmful and enduring? The problem is that it is very real for everyone involved, but
internet trolls have a narrative of “lulz” or “just for fun” to mask what’s going on in their interior
lives (Phillips 2015). Trolls say that the motivation is amusement, but there are plenty of ways to
occupy oneself that don’t involve gas lighting other individuals. It is incredibly interesting that
the outcome of amusement always seems to be emotionally driven attention. The goal, then, is
really more serious than the guise of lulz would suggest. It is to become visible, be responded to,
and feel powerful.
An unexpected finding was the incredible amount of investment trolls put into their online ‘pastime.’ Although trolling can happen in the moment, and varies across individuals and
groups, this troop spent anywhere between one week and a month researching targets, and up to
two years cyberstalking them online afterwards. The troop also pooled resources, intel, and heavily drew on each other behind the scenes in order to carry out their behaviors. Further, the individual trolls involved were invested enough in this outlet to suspend activities by “laying low” or
transitioning to other spaces in order to maintain control over it. While this troop may be an
anomaly by being a group and by its composition, their existence potentially speaks to trolling
acting as a form of escapism. The troop’s deeply militarized tactics suggest that rather than reacclimatizing, Facebook functions as a new space to transfer past behaviors.
These troll’s online past time additionally provides an anonymous outlet by which to decompress and gain autonomy. In many ways, the troop members are like the “inside dopester”
that Riesman postulates in The Lonely Crowd (2001). The inside dopester is meant to be a product of the other-directed condition in relation to politics. One who does not feel like they have
control or can make an actual difference, but compensates for this by obsessively consuming information (Riesman 2001). The trolls of this group are essentially doing the same thing; however, rather than chasing information on politics alone, they are doing so to internet users, too. A
fascinating point is that trolls thrive off of public information and reaction.
Conclusion
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Overall this work shows the various rationales and stages of planning that go into engagement of internet trolls. The aim was to understand how internet trolls decide to engage and
embody themselves online. In one sense, this was accomplished because the various mechanisms
were illustrated whereby trolls produce a response. On the other hand, there is still a vast amount
of information left to be discovered about internet trolls given that this was only one trolling
troop and their behaviors were likely unique in many ways. While exploratory, I did discover a
wealth of information that challenges current discourse on trolling. Firstly, trolls do not neatly fit
within the one dimensional media construction of them as temperamental, antisocial, and pathological. On some level, the trolls of this troop are social and organized. Secondly, these ways of
being social and organized generate emotionally driven attention.
A major gap in the research, given the limitation of time, was how all of these behaviors
tie into bullying, abuse, and stalking phenomena and literature. Although some would say that
these occurrences are all unique, they overlap in their behavioral manifestations and outcomes.
By looking into these areas, more information can be gained on how to approach internet trolls
and what to do about them. The implication of this research suggests an alternative course of action in the search for solutions to the problem of internet trolling. This particular troop was a
group of combat veterans with trolling acting as an in-between space before returning to civilian
life. Trolling was spoken of as temporary, but victims could be followed for up to two years. It
also holds implications for others associated with extremely hierarchical and high-stress organizations. Branch insisted that, according to their knowledge, most vicious trolls came from these
backgrounds. Perhaps providing proper care and resources will alleviate the need to lean so
heavily on trolling. Further research should continue to focus on engagement, identity, and emotions. More studies should also consider how trolls are organized, how they convene in groups,
and how they find each other. More specifically, how they identify and recruit one another.
In light of the current literature on trolling, the findings of this thesis fit into research
conducted by Bishop, Mantilla, and Phillips. The trolls of this troop frequently drew on media
spectacle and politics to both find and insight victims (Phillips 2015). The ways in which these
trolls performed gender also speaks to how they fit within a larger toxic culture of masculinity
and misogynistic backlash, even if they may not be explicitly pathological themselves (Mantilla
2013; Phillips 2015). Further, although they did not act as specific personas, these trolls most
closely resembled Bishop’s idea of the Snert and adopted multiple personas according to the context (Bishop 2014). In their own way, the troop conducted impression management—fitting their
persona and behaviors to the particular victim for the largest possible reaction (Karppi 2013).
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Appendix B
Glossary
Troll13: A person who makes a deliberately offensive or provocative online post.
Trolling14: Making a deliberately offensive or provocative online post with the aim of upsetting
someone or eliciting an angry response from them.
Griefing1415: The act of intentionally causing distress to other players in an online game. The
tactics used to cause grief vary depending on which game is being played.
Flaming14: A popular method of instigating hostility or unpleasant exchanges in online discussions by bringing up incendiary subject topics like the September 11th attacks, religion, politics
and sexism. Early incidents of trolling were considered to be the same as flaming, but this has
changed with modern usage by the news media to refer to the creation of any content that targets
another person.
Raiding14: The act of coordinating a group assault on a massive scale, is a popular choice of
method for Internet trolls, especially those associated with Anonymous on 4chan.
Shock Trolling14: A common tactic practiced by exposing the targeted victim to disturbing or
shocking content, such as materials from shock sites, horror or pornographic images, in order to
provoke a strong reaction.
Bait-and-Switch14: A common tactic associated with online fraud and practical humor that involves falsely advertising a hyperlink as a destination of interest, when in fact, it leads to something that is irrelevant or undesirable.
Advice Trolling14: A common method used to mislead people by offering dubious or sometimes
malicious advice, especially to (Internet) ‘newbies’ who are less experienced and more gullible
than others.

13

Definition as supplied by the Oxford English Dictionary. This definition is strictly in relation to online
behaviors and removed from it’s evolving colloquial use.
14

Definitions supplied by Know Your Meme, a popular online ‘encyclopedia of the Internet’ for the culture produced within it. Provides the best insight into lay understandings as the online community collectively participates in it’s maintenance.
15

“Griefing” has also been used to describe the act of trolling online memorial pages with offensive content or false concern.

!32

Snipe Hunting14: Also known as “a fool’s errand,” is a popular type of trolling that involves
tricking newbies into going on a search for something that does not exist.
Concern Trolling14: The practice of initiating a false flag debate by assuming the exact opposite
point of view as the one actually held by the speaker. The purpose of concern trolling is to instill
confusion and doubt within the targeted group by raising issues under the pretext that the speaker
empathizes with said group.
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Appendix C
Trolling Types I
A Character Theory of Trolls from “Trolling for the Lulz?” Jonathan Bishop, 2014
Troller Character Type

Description

E-Venger

Driven by ‘Vengeance’ forces. An E-Venger does trolling in order to trip someone up so that their ‘true colours’ are revealed. An E-Venger is a type of ‘Hater,’
because they target those who ‘wronged’ them.

Iconoclast

Driven by ‘Destructive’ forces. An Iconoclast takes part in trolling to help others
discover ‘the truth’, often by telling them things completely factual, but which
may drive them into a state of consternation. They may post links to content that
contradicts the worldview of their target. An Iconoclast is a type of ‘Hater,’ because they can make others aggressive when they challenge that person’s worldview.

Snert

Driven by ‘Anti-social’ forces. A Snert takes part in trolling to harm others for
their own sick entertainment. A Snert is a type of ‘Hater,’ because they try to
harm others as a result of their warped morality that leads them to want to ‘put
others straight’ for their own satisfaction.

Big Man

Driven by ‘Order’ forces. A Big Man does trolling by posting something they
think is pleasing to others in order to support their own worldview, which often
offends that person and turns them against the Big Man. A Big Man is a type of
‘Lolcow,’ because whilst trying to be an unwanted arbitrator others unite against
them and this continues while they are a member of a specific online community.

Ripper

Driven by ‘Thanatotic’ forces. A Ripper takes part in self-deprecating trolling in
order to build a false sense of empathy from others. A Ripper is a type of ‘Lolcow’ because others get satisfaction out of mocking them.

Chatroom Bob

Driven by ‘Existential’ forces. A chatroom bob takes part in trolling to gain the
trust of others members in order to exploit them. Chatroom Bobs are a type of
‘Lolcow,’ because they are targeted by others who can see through their games.

MHBFY Jenny

Driven by ‘Forgiveness forces’. A MHBFY Jenny takes part in trolling to help
people see the lighter side of life and to help others come to terms with their
concerns. A MHBFY Jenny is a ‘Bzzzter,’ because they will try to be helpful
when in reality they do not understand the other person’s situation.

Wizard

Driven by ‘Creative’ forces. A Wizard does trolling through making up and sharing content that has a humorous effect. A Wizard is a type of ‘Bzzzter’, because
they may post content for the sake of it even if they know it is not accurate or
reliable.

Flirt

Driven by ‘Social’ forces. A Flirt takes part in trolling to help others be sociable,
including through light ’teasing.’ A Flirt is a type of ‘Bzzzter’, because they post
anecdotes which may not be relevant to the specific situation.

Lurker

Driven by ‘Surveillance’ forces. Lurkers make silent calls by accident, etc.,
clicking on adverts or ‘like’ buttons, using ’referrer spoofers’, reporting posts,
modifying opinion polls or user kudos scores. Lurkers are a type of ‘Eyeballer,’
because they will observe what others are saying and rarely see the need or have
the willingness to participate.
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A Character Theory of Trolls from “Trolling for the Lulz?” Jonathan Bishop, 2014
Troll

Driven by ‘Chaos’ forces. A Troll takes part in trolling to entertain others, bringing some fun and mischief to an online community. A Troll is a type of ‘Eyeballer,’ because they will wait for the opportune moment to disrupt the community’s equilibrium.

Elder

Driven by ‘Escape’ forces. An Elder is an outbound member of the community,
often engaging in “trolling for newbies,” where they wind up the newer members often without questioning from other members. An Elder is a type of ‘Eyeballer,’ because they will look out for unsuspecting members to target for entertainment, such as playing devil’s advocate.
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Appendix D
Trolling Types II
List of Troll Character Types and Their Trolling Techniques from “Representations of Trolls in Mass Media” J. Bishop, 2014

Haters
(like to inflame situations for no real
benefit to others)

Lolcows
(like to provoke others so the attention is on them)

Bzzzters
(like to chat regardless of accuracy
or usefulness of contribution)

Eyeballs
(like to watch what others do for the
‘opportune’ moment to post a
provocative message)

Troller
Character
Type

Description

E-Venger

Driven by ‘vengeance’ forces. An E-Venger does trolling
in order to trip someone up so that their ‘true colours’ are
revealed.

Iconoclast

Driven by ‘destructive’ forces. An Iconoclast takes part
in trolling to help others discover ‘the truth’, often by
telling them things completely factual, but which may
drive them into a state of consternation. They may post
links to content that contradicts the worldview of their
target.

Snert

Driven by ‘anti-social’ forces. A Snert takes part in
trolling to harm others for their own sick entertainment.

Big Man

Driven by ‘order’ forces. A Big Man does trolling by
posting something pleasing to others in order to support
their world view.

Ripper

Driven by ‘thanatotic’ forces. A Ripper takes part in selfdeprecating trolling in order to build a false sense of
empathy from others.

Chatroom
Bob

Driven by ‘existential’ forces. A Chatroom Bob takes
part in trolling to gain the trust of others members in
order to exploit them.

MHBFY
Jenny

Driven by ‘forgiveness forces’. An MHBFY Jenny takes
part in trolling to help people see the lighter side of life
and to help others come to terms with their concerns.

Wizard

Driven by ‘creative’ forces. A Wizard does trolling
through making up and sharing content that has a humorous effect.

Flirt

Driven by ‘social’ forces. A Flirt takes part in trolling to
help others be sociable, including through light ‘teasing.’

Lurker

Driven by ‘surveillance’ forces. Lurkers make silent calls
by accident, etc., clicking on adverts or ‘like’ buttons,
using ‘referrer spoofers’, reporting posts, modifying
opinion polls or user kudos scores.

Troll

Driven by ‘chaos’ forces. A Troll takes part in trolling to
entertain others, bringing some fun and mischief to an
online community.

Elder

Driven by ‘escape’ forces. An Elder is an outbound
member of the community, often engaging in ‘trolling
for newbies’, where they wind up the newer members
often without questioning from other members.
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Appendix E
Matrix of Trolling Severity by Magnitude
A Framework for Identifying Severities of Trolling Using Magnitude (TM) from “Trolling for the Lulz?” Jonathan Bishop,
2014

TM
1.0-1.49

Trolling Type
Playtime

1.5-1.99
2.0-2.49

Tactical

2.5-2.99
3.0-3.49

Strategic

3.5-3.99
4.0-4.49
4.5-4.99

Domination

Severity

Flow/Involvement

Minor

High Flow/Low
Involvement

Major

Med Flow/Low
Involvement

Minor

Med Flow/High
Involvement

Major

High Flow/High
Involvement

Minor

High Flow/Med
Involvement

Major

High Flow/Med
Involvement

Minor

Low Flow, Med
Involvement

Major

Low Flow, High
Involvement
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At Risk Genre
Chat Groups and Instant Messaging,
Email Lists, and Newsletters

Weblogs and Directories, Message
Boards

Wikis and Hypertext Fiction

Personal Homepages, Virtual Worlds

Appendix F
Instruments
☆ Pool of Interview Questions:
On the Internet Troll (Who They Are)
How long have you been a troll?
How did you first get into trolling?
How would you describe trolling?
What makes you different from other trolls?
What do trolls have in common?
How long do you plan on being a troll?
What do you find most enjoyable about trolling?
What do you find least enjoyable about trolling?
How did your troll name(s) come about?
How many trolling accounts do you have?
How do your accounts differ from one another?
How is your troll self different from who you are anywhere else?
Without using specific names, who in your life knows you’re a troll? (Ex.: Mom/Dad, Girlfriend/
Boyfriend, Boss, Brother/Sister/Sibling.)
Was their ever a moment where other areas of your life collided with your trolling?
How do you decide to reveal that you’re a troll to someone?
What makes you less likely to identify as a troll or talk about what you do?
What do people get wrong about trolls?
What should people know about trolling?
On Trolling (What They Do)
How would you describe your trolling style?
What is your greatest trolling achievement?
How do you decide to troll someone or something?
What would you say is the ultimate goal in a trolling venture?
What makes you disengage or lose interest?
Do you have specific ways for getting someone to engage with you? If so, what?
What means have you found especially successful in producing a response?
What advice would you offer to someone who has been trolled?
Tell me about a time where you were caught off guard or surprised.
Have you ever considered not trolling anymore?
What are some high times and low times in which you spend more or less time trolling?
What consequences have you experienced from trolling?
How do you connect with or find others like yourself?
How do you identify other trolls?
How do you decide to join other trolls?
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How do you decide to sabotage other trolls?
How would you say that trolls are organized?
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