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It is more subtle to obtain the chiral vortical effect (CVE) than chiral magnetic effect (CME)
in quantum transport approach. To investigate the subtlty of the CVE we present two different
derivation in the Wigner function approach. The first one is based on the method in our previous
work [1] in which the CVE was derived under static-equilibrium conditions without details. We
provide a detailed derivation using a more transparent and powerful method, which can be easily
generalized to higher order calculation. In this derivation of the CVE current, there is an explicit
Lorentz covariance. The second derivation is based on a more general chiral kinetic theory in a
semi-classical expansion of the Wigner function without assuming static-equilibrium conditions [2].
In this derivation, there is a freedom to choose a reference frame for the CVE current, so the explicit
Lorentz covariance seems to be lost. Howerver, under static-equilibrium conditions, we show that
the CVE current in this derivation can be decomposed into two parts, identified as the normal and
magnetization current. Each part depends on the reference frame, but the sum of two parts does
give the total CVE current which is independent of the reference frame. In the comoving frame of
the fluid, it can be shown that the normal and magnetization current give one-third and two-thirds
of the total CVE current respectively. This gives a natural solution to the ’one-third’ puzzle in the
CVE current in three-dimensional version of the chiral kinetic theory in the literature.
I. INTRODUCTION AND SUMMARY
It is well known that rotation and polarization are closely correlated and can be converted to each other in materials
[3, 4]. The same phenomena also exist in high energy heavy ion collisions (HIC): huge global angular momenta
are produced in peripheral collisions and are expected to induce global polarization of hadrons [5–10]. The global
polarization of Λ and Λ¯ hyperons has been measured by the STAR collaboration [11], which provides a strong evidence
for the global rotation in heavy ion collisions.
The spin-vorticity couplings in statistical-hydro models are widely used to describe the hadron polarization [12–15].
The global polarization of Λ and Λ¯ hyperons have been calculated through spin-vorticity couplings with vorticity
fields being given by hydrodynamic model simulations [16, 17] or transport model simulations [18–20]. The results
are in good agreement with experimental data. For other model calculations of vorticity fields, see Refs. [21–27].
The global polarization is an average effect over the whole volume of the strong interaction matter produced
in HIC, so the net vorticity must be in the direction of the global orbital angular momentum (OAM). The local
vorticity fields contain much more information than the global one. We assume the following coordiante system for
the collisions: the beams are in the z-direction, the OAM is in the y-direction, and the impact parameter is in the x-
direction. The quadrupole pattern of ωy (vorticity in the y-direction) in the reaction plane have been recently studied
in hydrodynamic or transport models [18, 20, 24, 25, 28]. The similar quadrupole pattern of ωz in the transverse
plane also exists [29–31]. Recently a systematic analysis of the quadrupole patterns of ωx, ωy and ωz have been made
within the AMPT model [32].
It is still an unsettled question that how such huge global angular momenta are transferred to the strong interaction
matter produced in HIC, which is under intensive investigation and debate. The question is profound and highly
non-trivial: the spin is a quantum observable while the vorticity in hydrodynamic description is a classical observable
and how to accomodate the two in a consistent way is not trivial. Some attempts have been made to include the spin
degree of freedom into relativistic hydrodynamics [33, 34]. However there is an ambiguity or freedom on the definition
of the spin tensor out of the total angular momentum one due to the pseudo-gauge transformation.
In recent years, the Wigner function approach [35–41] has been revived to describe the chiral magnetic effect (CME)
[42–45] (for reviews, see, e.g., Ref. [45–47]) and chiral vortical effect (CVE) [1, 48–52] for massless fermions [1, 2, 53–
57]. The axial vector component of the Wigner function for massive fermions gives the spin phase-space density [15].
Then the polarization of massive hadrons can be calculated from the Wigner functions of their constituent quarks
[58].
All the proper quantum kinetic approaches should describe both CME and CVE in a natural and consistent way.
However it is more subtle to give rise to the CVE than CME in quantum transport approach. In this paper we will
focus on this issue and try to reveal the deep structure of the CVE current. We will present two derivations of the
CVE in the Wigner function based on previous works in Ref. [1] and Ref. [2] by some of us. In Ref. [1] on which the
2first derivation is based the CVE current was presented but without details. We will present a detailed derivation of
the CVE in a more transparent way than Ref. [1]. In Ref.[2] on which the second derivation is based, there was no
discussion or derivation of the CVE current in the semi-classical expansion in the Wigner function formalism. In this
paper we will make it up to discuss the CVE in this approach.
In the first derivation, we will give an improved and detailed derivation of the solutions to the vector component
J sµ (x, p) of the Wigner function for chiral fermions in constant background electromagnetic fields to the first order
in the Planck constant ~, using the thermal distribution function under static-equilibrium conditions including the
Killing condition for βµ = uµ/T , where uµ and T are the fluid velocity and temperature respectively, and s = ±1
labels the chirality of chiral fermions. The results in the improved derivation reproduce the previous ones [1] except
that the vorticity is replaced by the thermal vorticity times the temperature. The chiral vortical effect (CVE) is then
derived from the first order solution of J sµ (x, p) by integration over the four-momentum, same as in Ref. [1]. The
advantage of using the thermal distribution function under static-equilibrium conditions and constant electromagnetic
fields is that they can retain the explicit Lorentz covariance of the solutions including the CVE current.
In the second derivation, without assuming any particular form of the distribution function under static-equilibrium
conditions and constant fields, one can also solve J sµ (x, p) by a semiclassical expansion in powers of ~ in a systematic
way [2]. In this formalism, the spatial components of J sµ (x, p) can be derived from the time-component to any order
of ~ [2]. There is a freedom to choose a time-like vector nµ with nµn
µ = 1 to define the time-component of J sµ (x, p)
or n ·J sµ . In other words, there is a freedom to choose a reference frame in which the time-component of J sµ (x, p) is
defined [2]. The values of J sµ (x, p) should not depend on n
µ. In this formalism we can also obtain the CVE current as
a sum of two parts, which can be identified as the normal current and magnetization current after using the thermal
distribution under static-equilibrium conditions. Each part depends on nµ, but the sum is frame independent (or
independent of nµ) provided the distribution function is modified corresponding to the change of reference frames.
We use the sign convention for the metric tensor gµν = diag(1,−1,−1,−1). We adopt the same sign convention for
the fermion charge Q and γ5 as in Ref. [1, 53]. We use s = ±1 to label the chirality of chiral fermions.
II. DERIVATION OF CVE IN THE FIRST METHOD
In this section we will present a detailed and improved derivation of the CVE based on Ref. [1].
A. Wigner function and its solutions in static-equilibrium conditions
In a background electromagnetic field, the quantum mechanical analogue of a classical phase-space distribution for
fermions is the gauge invariant Wigner function Wαβ(x, p) which satisfies the equation of motion [36, 37],
(γµK
µ −m)W (x, p) = 0 (1)
where x = (x0,x) and p = (p0,p) are space-time and energy-momentum 4-vectors. For the constant field strength
Fµν , the operator K
µ is given by Kµ = pµ+ i 12∇µ with ∇µ = ∂µx −QFµν∂pν . The Wigner function can be decomposed
in 16 independent generators of Clifford algebra,
W =
1
4
[
F + iγ5P + γµVµ + γ
5γµAµ +
1
2
σµνSµν
]
, (2)
whose coefficients F , P, Vµ, Aµ and Sµν are the scalar, pseudo-scalar, vector, axial-vector and tensor components
of the Wigner function respectively.
For massless or chiral fermions, the equations for Vµ and Aµ are decoupled from other components of the Wigner
function, from which one can obtain independent equations for vector components J sµ (x, p) of the Wigner function
for right-handed (s = +) and left-handed (s = −) fermions,
pµJ sµ (x, p) = 0,
∇µJ sµ (x, p) = 0,
2s(pλJ ρs − pρJ λs ) = −~ǫµνλρ∇µJ sν , (3)
where J sµ (x, p) are defined as
J sµ (x, p) =
1
2
[Vµ(x, p) + sAµ(x, p)]. (4)
3Note that equations in (3) are valid for constant electromagnetic field strength.
Under the static-equilibrium condition, one can derive a formal solution of J sµ satisfying Eq. (3) by a perturbation
in powers ~. Up to O(~), we have the following solutions to the Wigner functions [1],
J ρ(0)s(x, p) = p
ρfsδ(p
2),
J ρ(1)s(x, p) = −
s
2
Ω˜ραpα
dfs
d(β · p)δ(p
2)− sQ
p2
F˜ ρλpλfsδ(p
2). (5)
The total quantity is given by J ρs = J
ρ
(0)s + ~J
ρ
(1)s. In Eq. (5) we have used β
µ = βuµ with β = 1/T being the
temperature inverse and with uµ being the fluid velocity, F˜ ρλ = 12ǫ
ρλµνFµν denotes the dual of the electromagnetic
field strength tensor, Ω˜ξη = 12ǫ
ξηνσΩνσ denotes the dual of the thermal vorticity tensor, whose explicit forms are given
in Eq. (A1). In Eq. (5), fs is the distribution function for chiral fermions at the zeroth order,
fs(x, p) =
2
(2π)3
[Θ(p0)fFD(β · p− βµs) + Θ(−p0)fFD(−β · p+ βµs)] , (6)
where p0 = u · p, fFD(y) ≡ 1/[exp(y) + 1] is the Fermi-Dirac distribution function, and µs is the chemical potential
for the chirality s = ±1. We can express µs in terms of the scalar and pseudo-scalar (or chiral) chemical potentials,
µs = µ+ sµ5.
B. Self-iterative solution of Wigner functions
In this section, we will give the derivation of the first order solution in (5). For simplicity of notation, we suppress
the helicity s from now on. Multiplying the last line of Eq. (3) by pλ and using the first line of Eq. (3), we obtain
2sp2J ρ = −~ǫµνλρpλ∇µJν ,
→
J ρ = J ρδ(p2) + ~ s
2p2
ǫρλµνpλ∇µJν . (7)
It is easy to see that the second term is satisfied with the first line of Eq. (3). The first term should also be satisfied
with it, which results in
J ρ = pρf + X ρ, (8)
with p ·X = 0. So the last line of Eq. (7) becomes
J ρ = pρfδ(p2) + X ρδ(p2) + ~
s
2p2
ǫρλµνpλ∇µJν . (9)
It should be pointed out that this expression is updated version compared to the method in Ref.[1]. The self-iterative
feature of this form reduces the calculation very much and can be more easily generalized to higher order. Now let us
insert the above into the last line of Eq. (3),
l.h.s. = 2s(pλX ρ − pρX λ)δ(p2) + ~ 1
p2
p[λǫρ]δµνpδ∇µJν ,
r.h.s. = −~ 1
p2
ǫλρµνpδpδ∇µJν . (10)
Then the last line of Eq. (3) becomes
2s(pλX ρ − pρX λ)δ(p2) = ~ 1
p2
[pµǫνδλρ + pνǫδλρµ]pδ∇µJν
= ~
1
p2
[∇µJν −∇νJµ]ǫνδλρpµpδ, (11)
where we have used
ǫλρµνpδ + ǫρµνδpλ + ǫµνδλpρ + ǫνδλρpµ + ǫδλρµpν = 0. (12)
4We see from Eq. (11) that X ρ is at least of O(~). Now we can rewrite the last line of Eq. (3) to this form
~∇[σJξ] = 2sǫσξλρpλJ ρ. (13)
Using Eq. (13) in the last line of Eq. (11), without the 1/p2 factor, we obtain
~∇[µJν]ǫνδλρpµpδ = 2sǫµναβǫνδλρpαpµpδJ β = 0. (14)
Note that pµ∇[µJν] contains a term ∼ p2δ(p2) which is vanishing. But when multiplying Eq. (14) by a prefactor
1/p2, i.e. as in the the last line of Eq. (11), the term p2δ(p2) in pµ∇[µJν] gives non-vanishing value. Now we try to
extract the p2δ(p2) term in pµ∇[µJν] by using Eq. (9),
pµ∇[µJν] = pµ∇[µ[pν]fδ(p2)] + pµ∇[µ[Xν]δ(p2)]
+~
s
2p2
pµǫ[ναβγ∇µ][pα∇βJ γ ]. (15)
We look at the first term pµ∇[µ[pν]fδ(p2)],
pµ∇µ[pνfδ(p2)] = pµpνδ(p2)∇µf −QpµFµνfδ(p2),
pµ∇ν [pµfδ(p2)] = p2δ(p2)∇νf −QpµFνµfδ(p2)− 2Qp2Fνρpρfδ′(p2). (16)
So the last line of Eq. (11) has a non-zero contribution
~
1
p2
∇[µJν]ǫνδλρpµpδ → −~
1
p2
[p2δ(p2)∇νf ]ǫνδλρpδ
= −~δ(p2)ǫνδλρpδ∇νf. (17)
The last two terms of Eq. (15) are of higher order and will not be considered at the first order.
From Eqs. (11,17), we finally obtain
(pλX ρ − pρX λ)δ(p2) = ~s
2
δ(p2)ǫδνλρpδ∇νf. (18)
We can multiply a factor ǫµαλρ and sum over λρ,
2ǫµαλρp
λX ρδ(p2) = −~sδ(p2)(pµ∇αf − pα∇µf). (19)
The distribution for the right-handed or left-handed fermions is given by Eq. (6). We will use following notations:
βρ = βuρ and µ¯s = βµs (again, in the following we suppress the helicity label s in the chemical potential). Let’s
calculate ∇νf ,
∇νf = ∂f
∂(β · p)
[
pσ
∂βσ
∂xν
− ∂µ¯
∂xν
− βQEν
]
= f ′
[
1
2
pσ(∂νβσ − ∂σβν) + 1
2
pσ(∂νβσ + ∂σβν)− ∂ν µ¯− βQEν
]
→ 1
2
f ′pσ(∂νβσ − ∂σβν) = f ′Ωνσpσ, (20)
where we have used the shorthand notation f ′ ≡ ∂f
∂(β·p) , then
∂fs
∂µ¯s
= −f ′ and Ωνσ = 12 (∂νβσ−∂σβν). Most importantly
we have used the following static-equilbrium conditions to reach the last line of Eq. (20),
∂αβσ + ∂σβα = 0,
∂αµ¯s = −βQEα, (21)
where the first line of Eq. (21) is the Killing condition for βµ. The Killing condition leads to the solution βµ =
bµ −Ωµνxν with bµ and Ωµν being constants. The second line of Eq. (21) leads to equations for the fermion number
and chiral chemical potential, ∂λµ¯ = −βQEλ and ∂ν µ¯5 = 0. It also leads to the integrability condition for constant
field strength,
F ρµ ∂νβρ − F ρν ∂µβρ = 0, (22)
5or in a compact form
F ρµ Ωνρ − F ρν Ωµρ = 0. (23)
Then we can further derive the following identities
1
2
Ω˜µαFµαp
2 = ΩµαF˜µρpαp
ρ + Ω˜µαFµρpαp
ρ
F˜µαFµσpαp
σ =
1
4
p2F˜ ρλFρλ
Ω˜µαΩµσpαp
σ =
1
4
p2Ω˜ρλΩρλ. (24)
The proof of Eq. (24) is given in Eqs. (A4,A5).
So Eq. (19) can be simplified as (we suppress δ(p2))
2ǫµαλρp
λX ρ = −~s(pµΩασpσ − pαΩµσpσ)f ′, (25)
or put in another form by contraction with ǫµαγδ,
pµX ν − pνX µ = ~s
2
ǫµναγpαΩγσp
σf ′
= −~s
4
ǫµναγǫγσρξΩ˜
ρξpαp
σf ′
= −~s
4
δµνασρξ Ω˜
ρξpαp
σf ′
= −~s
2
(pµpρΩ˜
νρ − pνpρΩ˜µρ)f ′, (26)
where we have dropped the p2Ω˜µν term inside the brackets due to δ(p2), δµνασρξ ≡ −ǫγµναǫγσρξ is given by Eq. (A2),
and δµνασρξ Ω˜
ρξpαp
σ is given by Eq. (A3). From the last line of Eq. (26) we obtain
X µ = −~s
2
pρΩ˜
µρf ′. (27)
Then Eq. (9) is in the form
J ρ = pρfδ(p2)− ~s
2
pσΩ˜
ρσf ′δ(p2) + ~
s
2p2
ǫρλµνpλ∇µJν , (28)
where f ′ ≡ ∂f
∂(β·p) . The first term is the zeroth order contribution (generally it can include higher order contributions,
but here we neglect this possibility for simplicity), while the second and third term are at least the first order
contribution. We can replace Jν in Eq. (28) with the zeroth order contribution pνfδ(p2) to obtain the zeroth and
first order contribution given in Eq. (5).
Now we check if the solutions (5) satisfy the second line of Eq. (3). Let us look at the zeroth order solution
∇µJ µ(0) = ∇µ[pµfδ(p2)]
= δ(p2)pµ∇µf = 0, (29)
where we have used ∇µf = f ′Ωµσpσ in Eq. (20). For the first order solution in (5), following Eqs. (A6,A7), so we
can verify
∇µJ µ(1) = 0 (30)
hold for constant vortcity and field strength tensor. So we see that the second line of Eq. (3) does hold. From Eqs.
(A6,A7), we see that if there is an electromagnetic field in a system of charged fermions as shown in the electromagnetic
term in J µ(1), it will make fermions rotate which results in a vorticity term in J
µ
(1). Therefore both terms coexist in
the first order solutions (5). This is consistent with the observation that both the vorticity and magnetic field terms
in a system of charged fermions must coexist for the second law of thermodynamics to be satisfied [51, 59, 60].
6C. CVE and CME current
The current can be obtained from J ρs in Eq. (5) by inetgration over p,
jρs =
ˆ
d4pJ ρs . (31)
In this section we recover the chirality label s. We can use the thermal distribution (6) to evaluate jρs in equilibrium.
The zeroth order contribution is given by J ρ(0)s,
jρ(0)s =
ˆ
d4ppρfsδ(p
2) = uρ
ˆ
d4pp0fsδ(p
2)
= uρ
ˆ
d3p
(2π)3
(
f+FD − f−FD
)
= Nsu
ρ, (32)
where we have used the decomposition pρ = p0u
ρ + p¯ρ with p0 ≡ u · p and p¯ · u = 0, we have used the shorthand
notation f±FD = fFD(βEp ∓ βµs) with Ep =
√−p¯µp¯µ, and Ns is the fermion number density of chiral fermions. In
Eq. (32), we have dropped the term proportional to the spatial part p¯ρ since its integral is zero for the thermal
distribution. We can obtain the CVE current from the Ω˜ρσ term in Eq. (5),
jρs,ω = −~
s
2
Ω˜ρσ
ˆ
d4ppσ
∂fs
∂(β · p)δ(p
2)
= ~sωρ
1
2
ˆ
d3p
(2π)3
[
f+FD(1 − f+FD) + f−FD(1− f−FD)
]
= ωρ
s~
2π2β
ˆ ∞
0
dEpEp
(
f+FD + f
−
FD
)
= Tξsω
ρ, (33)
where we have the contribution from p¯σ since its integral is zero for the thermal distribution. In Eq. (33) ω
ρ is the
thermal vorticity and ξs is the CVE coefficient for the chiral fermion with the chirality s. The vector and axial vector
currents in the chiral vortical effect are given by,
jµ(ω) = (ξ+ + ξ−)ω
µ = ξωµ,
jµ5 (ω) = (ξ+ − ξ−)ωµ = ξ5ωµ, (34)
where ξ = µµ5/π
2 and ξ5 = T
2/6 + (µ2 + µ25)/(2π
2) are coefficients in Eqs. (22-23) of Ref. [1].
It is easy to check that the Fµν term in Eq. (5) gives the CME current in equilibrium,
jρs,B = ~sQF˜
ρλ
ˆ
d4ppλδ
′(p2)fs
= ~sQβBρ
1
2
ˆ
d3p
(2π)3
1
Ep
[
f+FD(1 − f+FD)− f−FD(1− f−FD)
]
= Bρ
sQ~
4π2
ˆ ∞
0
dEp
(
f+FD − f−FD
)
= ξsBB
ρ, (35)
where we have dropped the term with spatial momentum p¯λ and the surface term in p0 in the third line. Note that ξ
s
B
is the CME conductivity for chiral fermions with the chirality s. Then one can reproduce the chiral magnetic effect
for the vector and axial vector currents as
jµB = (ξ
+
B + ξ
−
B )B
µ = ξBB
µ,
jµ5,B = (ξ
+
B − ξ−B )Bµ = ξB5Bµ, (36)
where ξB = Qµ5/(2π
2) and ξB5 = Qµ/(2π
2) are coefficients in Eqs. (22-23) of Ref. [1].
7III. DERIVATION OF CVE IN THE SECOND METHOD
In Sect. II A-II C, we have derived and applied the first order solutions of the Wigner function with the assumption
of the thermal distribution function under static-equilibrium conditions and constant electromagnetic fields. The
advantage of this method is that the explicit Lorentz covariance of the solutions is retained. In this section, we will
present the second derivation of CME and CVE based on Ref. [2].
Without assuming the form of the distribution function under static-equilibrium conditions and constant electro-
magnetic fields, one can still solve the Wigner function J µ in the framework of semiclassical expansion [2]. To any
order of ~ that it has been shown that only one component of J µ is independent while other three components can
be derived from the independent one. One can choose, for example, the time-component J 0 as the independent
one which defines the distribution function. But there is a freedom to choose any reference frame to define the time-
component, so all spatial components which are orthogonal to it can then be derived in this reference frame. This
superficially break the Lorentz covariance [61–65] of J µ. The requirement that Jµ should not depend on the choice
of the reference frame in which J 0 is defined leads to the corresponding change of the distribution function [2]. In
this method we can also derive the zeroth and first order soultion J µ(0,1). The CVE current can be obtained from
J µ(1) by momentum integration.
The reference frame is characterized by a time-like vector nµ with normalization n2 = 1. In the following, we will
assume nµ(x) is a general vector with space-time dependence.
In this section we will show that the CVE current from J µ(1) obtained in the semiclassical expansion in Ref. [2]
has two parts, which can be identified as the normal current and magnetization current after using the thermal
distribution and static-equilibrium conditions. Each part, the normal or magnetization current, depends on nµ, but
the sum of two is frame independent (or independent of nµ) provided the distribution function is changed in a given
manner corresponding to the change of reference frames.
In Ref. [2], the vector component of the Wigner function for chiral fermions up to O(~) is given by ,
J µ(0) = p
µf(0)δ(p
2),
J µ(1) = p
µf(1)δ(p
2) + pµ
sQ
n · pnνF˜
νλpλf(0)δ
′
(
p2
)− s
2n · pǫ
µνρσnν∇σ
[
pρf(0)δ
(
p2
)]
, (37)
where f(0,1) are arbitrary functions of space and time where the indices ’(0)’ and ’(1)’ label the orders in ~. With
non-constant nµ(x) the derivation of Eq. (37) is given in Appendix B. Obviously the second term of J µ(1) in Eq. (37)
depends on nµ. We can extract f(0,1) by f(0,1)δ(p
2) = (n ·J(0,1))/(n · p). We see that the form of J µ(1) in Eq. (37)
is different from Eq. (5) derived based on the thermal distribution function under static-equilibrium conditions.
From the definition f(0,1)δ(p
2) = (n ·J(0,1))/(n ·p) and Eq. (3) at the zeroth and first order we obtain the variations
of distribution functions [2]
δf(0)δ(p
2) = 0,
δf(1)δ(p
2) = −sQ
(
n′νF˜
νλpλ
n′ · p −
nνF˜
νλpλ
n · p
)
δ′
(
p2
)
f(0) − s
ǫλνρσnλn
′
ν
2 (n′ · p) (n · p)∇ρ
[
pσf(0)δ
(
p2
)]
. (38)
Note that δf(1) in Eq. (38) is called side-jump [61] whose derivation follows Eq. (3) for the zeroth and first order
terms. With Eq. (3) and (37), we can also verify that the variation of the second and third terms in Eq. (37) does
give −pµδf(1)δ(p2)
δJ µ(1)(2) = −sQpµ
(
n′νF˜
νλpλ
n′ · p −
nνF˜
νλpλ
n · p
)
δ′
(
p2
)
f(0) − s
(n · p)n′ν − (n′ · p)nν
2 (n′ · p) (n · p) ǫ
µνρσ∇σ
[
pρf(0)δ(p
2)
]
= −pµ
(
n′ ·J(1)
n′ · p −
n ·J(1)
n · p
)
= −pµδf(1)δ(p2). (39)
So we conclude that the vector component does not change as it should be when one changes the reference frame
nµ → n′µ,
δJ µ(0,1) = J
′µ
(0,1) −J µ(0,1) = 0 (40)
Since δf(0) = 0, we can assume that the scalar function f(0) only depends on β · p and µs where βµ = uµ/T . If
we further assume ∂αµ¯s = −βQEα and the Killing condition ∂xµβν + ∂xνβµ = 0 in Eq. (21) which implies a constant
8thermal vorticity tensor Ωµν = (∂
x
µβν − ∂xνβµ)/2, it is easy to show that f(0) satisfies the chiral kinetic equation
δ(p2)pµ∂xµf(0) = 0. From the form of δf(1) in Eq. (38) we then obtain
δf(1) = −s
pµǫλνρσnλn
′
νpσ∂
x
ρβµ
2 (n′ · p) (n · p)
df(0)
d(β · p)
= −sp
µǫλνρσnλn
′
νpσΩρµ
2 (n′ · p) (n · p)
df(0)
d(β · p)
= −sn
′
αpγΩ˜
αγ
2 (n′ · p)
df(0)
d(β · p) + s
nαpγΩ˜
αγ
2 (n · p)
df(0)
d(β · p) , (41)
where we have used Eqs. (A1,A2). Note that only vorticity terms contribute and electromagnetic field does not
contribute. Now let us express f(1) as
f(1) = f˜(1) − s
nαpγΩ˜
αγ
2 (n · p)
df(0)
d(β · p) , (42)
where f˜(1) does not depend on the reference vector n
µ, i.e. δf˜(1) = 0. We can choose the specific solution with
f˜(1) = 0. Substituting Eq. (42) into Eq.(37) yields
J µ(1) = J
µ
(1)B + J
µ
(1)ω (43)
where
J µ(1)B =
sQ
n · pp
µnνF˜
νλpλf(0)δ
′
(
p2
)
+
sQ
2n · pǫ
µνρσnνFσλf(0)∂
λ
p
[
pρδ
(
p2
)]
= sQF˜µλpλf(0)δ
′(p2), (44)
J µ(1)ω = −pµ
s
2 (n · p)nαpγΩ˜
αγ
df(0)
d(β · p)δ(p
2)− s
2n · pp
λǫµνρσnνpρΩσλ
df(0)
d(β · p)δ(p
2)
= −s
2
Ω˜µνpν
df(0)
d(β · p)δ(p
2), (45)
where we used Eqs. (A1,A2) to obtain the last equalities in Eqs.(44,45). We see that J µ(1)B and J
µ
(1)ω are both
independent of nµ and matches the first term of Eq. (5) by setting f(0) = fs.
Now we evaluate the contributions to the CVE current in (33) from the two terms of the first equality in Eq. (45)
which we call jµs,ω(1) and j
µ
s,ω(2),
jµs,ω(1) = −~
s
2
uαΩ˜
αγ
ˆ
d4p
1
(u · p)p
µpγ
dfs
d(β · p)δ(p
2)
= −~s
2
ωγ
ˆ
d3p
(2π)3
p¯µp¯γ
E2p
[
f+FD(1 − f+FD) + f−FD(1− f−FD)
]
=
1
3
Tξsω
µ,
jµs,ω(2) = −~
s
2
ǫµνρσuν
ˆ
d4p
1
u · ppρ(∂
x
σfs)δ(p
2)
=
2
3
Tξsω
µ, (46)
where we have assumed nµ = uµ and take f(0) = fs(x, p) given by Eq. (6). Note that Ω
µν and Ω˜µν are thermal
vorticity tensors and ωµ is the thermal vorticity vector which are all dimensionless. We see in Eq. (46) that jµs,ω(1)
and jµs,ω(2) contribute to the full CVE current by 1/3 and 2/3 repectively. In order to see the physical meaning of
jµs,ω(1) and j
µ
s,ω(2), we will choose a local static n
µ = uµ = (1, 0, 0, 0) at one space-time point but with ∂µuν 6= 0 in
its vicinity, in which we obtain the explicit form of jµs,ω(1) and j
µ
s,ω(2) in three spatial dimensions (3D),
js,ω(1) = ~
s
2
ˆ
d3p
(2π)3
p
|p|2 (p · ω)
[
f+FD(1 − f+FD) + f−FD(1− f−FD)
]
9≈
ˆ
d3p
(2π)3
p
|p|
[
fFD
(
β|p| − βµs − s~p · ω
2|p|
)
+fFD
(
β|p|+ βµs − s~p · ω
2|p|
)]
,
js,ω(2) = lim
|v|=0
∇×
ˆ
d3p
(2π)3
(
sp
2|p|2 ~
)
× [fFD(γβ|p| − γβv · p− βµs) + fFD(γβ|p| − γβv · p+ βµs)] , (47)
where in obtaining js,ω(2) we have taken the limit at |v| = 0 with uµ = (γ, γv) and γ = 1/
√
1− |v|2. We can see that
js,ω(1) comes from the momentum integration of the fermion’s velocity p/|p| with the Fermi-Dirac distribution function
in which the fermion’s energy is modified by the spin-vorticity coupling, while js,ω(2) is from the magnetization due to
the magnetic moment of the chiral fermion where the magnetic moment of the chiral fermion is given by ~sp/(2|p|2)
[61, 66, 67].
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Appendix A: Some useful formula and detailed derivations
First we list useful formulas for the field strength tensor, vorticity tensor and their duals,
Fµν = Eµuν − Eνuµ + ǫµνρσuρBσ,
F˜µν = Bµuν −Bνuµ + ǫµνρσEρuσ,
F˜µν =
1
2
ǫµνρλFρλ,
Fµν = −1
2
ǫµνρλF˜ρλ,
Ωµν = εµuν − ενuµ + ǫµνρσuρωσ,
Ω˜µν = ωµuν − ωνuµ + ǫµνρσερuσ,
Ωµν =
1
2
(∂µβν − ∂νβµ) = −1
2
ǫµνρσΩ˜ρσ,
Ω˜µν =
1
2
ǫµνρσΩρσ, (A1)
where ǫµνσβ and ǫµνσβ are anti-symmetric tensors with ǫ
µνσβ = 1(−1) and ǫµνσβ = −1(1) for even (odd) permu-
tations of indices 0123, so we have ǫ0123 = −ǫ0123 = 1. Instead of Ωνσ, Ω˜ξη, Fµν and F˜ ρλ, usually we also use
the thermal vorticity vector ωρ = 12ǫ
ρσαγuσ∂αβγ = Ω˜
ρσuσ, the electric field E
µ = Fµνuν , and the magnetic field
Bµ = 12ǫ
µνλρuνFλρ.
The contraction formula of two anti-symmetric tensors are useful
ǫγµναǫγµρξ = −2(δνρδαξ − δνξ δαρ ),
ǫγµναǫγσρξ = −δµνασρξ = −
∣∣∣∣∣∣
δµσ δ
µ
ρ δ
µ
ξ
δνσ δ
ν
ρ δ
ν
ξ
δασ δ
α
ρ δ
α
ξ
∣∣∣∣∣∣ . (A2)
With the above formula we can evaluate δµνασρξ Ω˜
ρξpαp
σ in Eq. (26),
δµνασρξ Ω˜
ρξpαp
σ = Ω˜ρξpαp
σ(δµσδ
ν
ρδ
α
ξ + δ
µ
ρ δ
ν
ξ δ
α
σ + δ
µ
ξ δ
ν
σδ
α
ρ
−δµξ δνρδασ − δµσδνξ δαρ − δµρ δνσδαξ )
= 2Ω˜νρpρp
µ + 2Ω˜µνp2 − 2Ω˜µρpρpν . (A3)
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We try to prove the identities in (24). In order to prove the first identity, we can start from the first term on the
right-hand side by rewriting Ωµα and F˜µρ in linear combinations of Ω˜λγ and F
ηδ respectively,
ΩµαF˜µρpαp
ρ = −1
4
ǫµαλγǫµρηδΩ˜λγF
ηδpαp
ρ
=
1
4
δαλγρηδ Ω˜λγF
ηδpαp
ρ
=
1
2
Ω˜µνFµνp
2 − Ω˜µρFµαpαpρ, (A4)
where we have used Eq. (A2). For the second identity, in the same way we can rewrite F˜µα and Fµσ on the left-hand
side in linear combinations of F˜λγ and F
ηδ respectively,
F˜µαFµσpαp
σ = FµαF˜µρpαp
ρ
= −1
4
ǫµαλγǫµρηδF˜λγF
ηδpαp
ρ
=
1
4
δαλγρηδ F˜λγF
ηδpαp
ρ
=
1
2
F˜µνFµνp
2 − F˜µρFµαpαpρ. (A5)
So we obtain the second identity of (24). In the same procedure we can prove the third identity of (24).
We now verify ∇µJ µ(1) = 0 with J µ(1) being given by Eq. (5). There are two parts in J µ(1): the vorticity part and
electromagnetic field part. We evaluate the vorticity part as
∇µJ µ(1)(Ω) = −~
s
2
Ω˜µα(∇µpα)f ′δ(p2)− ~s
2
Ω˜µαpα(∇µf ′)δ(p2)
−~s
2
Ω˜µαpαf
′∇µδ(p2)
= ~
1
2
sQ
[
Ω˜µαFµαp
2 − 2Ω˜µαFµρpαpρ
]
f ′
1
p2
δ(p2)
−~s
8
Ω˜ρλΩρλp
2f ′′δ(p2)
= ~sQΩµαF˜µρpαp
ρf ′
1
p2
δ(p2), (A6)
where we have used the fact that Ω˜µα is a constant due to the Killing condition in (21), ∇µf = f ′Ωµσpσ in Eq. (20),
and the integrability condition (24). Then we look at the electromagnetic field part
∇µJ µ(1)(EM) = ~sQF˜µλ(∇µpλ)fδ′(p2) + ~sQF˜µλpλ(∇µf)δ′(p2)
+~sQF˜µλpλf∇µδ′(p2)
= −~sQ2F˜µλFµλfδ′(p2) + ~sQF˜µλΩµσpλpσf ′δ′(p2)
+4~sQ2F˜µλFµρpλp
ρ 1
p2
fδ′(p2)
= ~sQF˜µλΩµσpλp
σf ′δ′(p2), (A7)
where we have assumed F˜µλ is a constant and used ∇µf = f ′Ωµσpσ, δ′(x) = −δ(x)/x, δ′′(x) = −2δ′(x)/x, ∇µf =
f ′Ωµσp
σ in Eq. (20), and the integrability condition (24). From Eqs. (A6,A7) we obtain ∇µJ µ(1) = 0.
Appendix B: Derivation of Eq. (37)
For the time-like vector nµ(x) with space-time dependence Eqs. (35-38) and Eqs. (39-42) in Ref. [2] are modified
by including terms with space-time derivatives of nµ(x). Note that we used u in Ref. [2] for the constant reference
vector while we use nµ(x) for the non-constant reference vector in the current paper. The set of equations at the
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zero-th order read [corresponding to Eqs. (35-38) in Ref. [2]]
∇¯ · J¯ (0) + (n · ∇)(n ·J (0))
−J (0)µ (n · ∇)nµ + (n ·J (0))∇µnµ = 0, (B1)
p¯µJ¯
(0)
ν − p¯νJ¯ (0)µ = 0, (B2)
(n · p)(n ·J (0)) + p¯ · J¯ (0) = 0, (B3)
p¯µ(n ·J (0))− (n · p)J¯ (0)µ = 0, (B4)
and the set of equations at the first order read [corresponding to Eqs. (39-42) in Ref. [2]]
n · ∇
(
n ·J (1)
)
+ ∇¯ · J¯ (1)
−J (1)µ (n · ∇)nµ + (n ·J (1))∇µnµ = 0, (B5)
2s
(
p¯µJ¯
(1)
ν − p¯νJ¯ (1)µ
)
= −ǫµνρσnρ
[
(n · ∇)J¯ (0)σ − ∇¯σ(n ·J (0))
]
−ǫµνρσuρJ (0)α ∇¯σuα − ǫµνρσnρ(n ·J (0))(n · ∇)nσ, (B6)
(n · p)(n ·J (1)) + p¯ · J¯ (1) = 0, (B7)
2s
[
p¯µ(n ·J (1))− (n · p)J¯ (1)µ
]
= −ǫµνρσnν∇¯ρJ¯ σ(0) − ǫµνρσ(n ·J (0))nν∇¯ρnσ. (B8)
From Eq. (B4) and Eq. (B8), we obtain
J¯ (0)µ = p¯µ
n ·J (0)
n · p ,
J¯ (1)µ = p¯µ
n ·J (1)
n · p −
s
2(n · p)ǫµνρσn
ν∇σJ¯ ρ(0) −
s(n ·J (0))
2(n · p) ǫµνρσn
ν∇ρnσ
= p¯µ
n ·J (1)
n · p −
s
2(n · p)ǫµνρσn
ν∇σJ ρ(0). (B9)
We see in J¯
(1)
µ that there is a term proportional to ǫµνρσn
ν∇ρnσ which is vanishing for a constant nµ, in the case the
term ǫµνρσn
ν∇σJ¯ ρ(0) would be ǫµνρσnν∇σJ ρ(0) and we immediately obtain second equality in J¯
(1)
µ . But for nµ(x)
as a function of space-time, one has to evaluate both terms, ǫµνρσn
ν∇σJ¯ ρ(0) and ǫµνρσnν∇ρnσ, to reach the second
equality. We combine the components parallel and orthorgonal to nµ to obtain
J (0)µ = pµ
n ·J (0)
n · p ,
J (1)µ = pµ
n ·J (1)
n · p −
s
2(n · p)ǫµνρσn
ν∇σJ ρ(0). (B10)
Using the mass-shell conditions (B3) and (B7) we obtain the general solution,
u ·J (0)
u · p = f
(0)δ
(
p2
)
, (B11)
u ·J (1)
u · p = f
(1)δ
(
p2
)− sQB · p
u · p f
(0)δ′
(
p2
)
. (B12)
When neglecting the electromagnetic field, we obtain Eq. (37) from Eqs. (B10-B12).
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