Geometric programming problem is a powerful tool for solving some special type nonlinear programming problems. In the last few years we have seen a very rapid development on solving multiobjective geometric programming problem. A few mathematical programming methods namely fuzzy programming, goal programming and weighting methods have been applied in the recent past to find the compromise solution.
Introduction
Various mathematical programming methods have been formulated to solve many real world problems. Since late 1960's, geometric programming (GP) has been known and used in various fields (like operations research (OR), Engineering sciences etc.). It's founders include Duffin et al., (1967) and . GP is useful in the study of a variety of optimization problems and it is technique developed for solving algebraic nonlinear programming problems subject to linear or nonlinear constraints.
Today, most of the real world decision making problems in economic, environmental, social, and technical areas are multidimensional and multiobjective ones. Multiobjective optimization problems differ from single objective optimization problem. The purpose of multiobjective problems (MOP) in the mathematical programming (MP) framework is to optimize the different objective problems simultaneously subject to a set of system constraints (Islam and Roy, 2005; Islam, 2010; Bazikar and Sarj, 2014; Bit, 1998) . However, the decision makers (DMs) are always in search of a most compromise solution that could optimize all objective functions, known as Pareto optimal solution (Ojha and Biswal, 2014; Ojha and Ota, 2014) . According to Hwang and Masud (Hwang and Masud, 1979 ) multiobjective optimization method can be classified into three categories such as priori method, interactive method and generation method. The priori method is based on the goals or weights which are to be set by the decision maker before solution process which is a difficult task in the part of decision maker for obtaining compromise solution.
Interactive method are used to find the solution interactively. The generating methods are less popular due to their computational effort and is used to find Pareto optimal solution (Chankong and Haimes, 1983; Mavrotas, 2009 ). So, this research is considered the main problem in the form of bi-level geometric programming problem (BLGPP).
Bi-level programming problems (BLPP) form an important class optimization problems involving hierarchical decision making. Processes where the Upper level (UL) decision maker anticipates the responses from the Lower level (LL) and proceeds with optimizing its own objective. Their origin traces back to the Stackelberg competition model in economics (Von- Stackelberg, 1952) . In recent years, the optimization problems with hierarchical structures have attracted a great amount of interests among researchers in OR, economics and applied mathematics (Zhanf, 2003; Bard, 1999; Vincente and Calamai, 1993) . In this paper we use Lee and Hus-Shihshih (2001) work to solve BLGPP. Also we extend (Ojha and Biswal, 2014; Ojha and Ota, 2014) to solve bi-level multiobjective geometric programming problem (BLMOGPP)as: First, at each level we have applied -constraint method to solve a special class of multiobjective geometric programming problems (MOGPP) where -constraint method is optimize one of the objective function at a time where other objectives are kept in the constraint part of the model. This method is found more suitable than the other generating methods used for obtaining Pareto optimal solution. After obtaining lower and upper bounds of each objective function we find the Pareto optimal solution. Also, we have used fuzzy programming problem due to Zimmermann (1990) based on the concept given by Bellman and Zadeh (1970) at each level to find the lower and upper bounds of each objective function. It has been successfully applied to solve various types of multiobjective decision making problems. Second, a develop new fuzzy programming (FP) technique have been applied in BLMOGPP to find the optimal value of the functions due to the lower and upper bounds of the previous step (Yang and Cao, 2010; Zhou et al., 2016) through given a step -by -step new algorithm to the FPBLMOGPP. Finally an illustralive example is presented to find the Pareto optimal solution using -constraint method and fuzzy programming method to BLMOGPP.
Bi-level Multiobjective Geometric Programming Problem (BLMOGPP)
In a bi-level problem, multiple decision entities may exist at each level, and this is known as a bi-level multi-leader and /or multi-follower decision problem. A bi-level multiobjective geometric programming problem can be stated as (Lu et al., 2016) :
where, for each x given by the first level, y solves (lower level): In the above BLMOGPP from (2.1)-(2.6) there are (M + N) number of minimization type objective functions, (m + n) number of inequality type constraints and L = p + q number of strictly positive decision variables. Both upper level problem (2.1) -(2.3) and lower level problem (2.4) -(2.6) is considered as a vector minimum problem. It is assumed that the two problems have an optimal compromise solution.
Upper Level Muliobjective Geometric Programming Problem (ULMOGPP)
with -Constraint Method The -constraint method is proposed by Haimes et al. (1971) for generating Pareto optimal solutions. Since MOGPP is special type of vector minimum problem, the - 
Here we have M number of single objective geometric programming problem (GPP1). This problem can be simplified as:
The GPP1 has [(M-1) + m] constraints and [L = p + q] number of decision variables.
The degree of difficulty of this problem can be defined as:
The solution procedure for a GP may be categorized as of two types. It is either primal based algorithms that directly solve nonlinear primal problem, or dual based algorithms that solve the equivalent linear constraint dual program ). The dual form of GPP plays an important role in solving complex types of single and multiobjective optimization problems. It has been verified, if primal program of the problem is super consistent and attains its constrained minimum value, then its corresponding dual program is consistent and attaines its corresponding maximum value where the optimal values due to primal and dual program are same. The dual program of ULMOGPP can be formed as:
Dual Program of ULMOGPP
The dual program of GPP1 can be stated as:
,t i
This dual problem can be solved by using duality theory of GPP [24] .
Lower Level Multiobjective Geometric Programming Problem (LLMOGPP)
with -Constraint Method LLMOGPP as in (2.4) -(2.6) can be redefined as a single objective GPP by using - This dual program can be solved by using duality theory of GPP [24] .
Fuzzy Decision Models for BLMOGPP
To solve BLMOGPP by adopting, the leader-follower Stackelberg game, and the wellknown fuzzy decision model of Bellman and Zadeh (1970) , who have introduced fuzzy set theory in 1965 which is generalization of classical set theory to understand the uncertainty and vagueness in the complexity of the problems. Fuzzy programming problem (FPP) has been successfully applied to solve various types of multiobjective decision making problems such as engineering design and maintenance, production planning and control, transportation, water resource management, managerial decision making and scheduling program. A fuzzy set is associated with its membership function which is defined from its elements to the interval [0,1] plays an important role in solving multiobjective decision making problems. There are several type of fuzzy membership functions, so a membership function is to be selected to solve the real world multiobjective mathematical programming problems is a suitable. Also we get the satisfactory solution that is acceptable to Upper level decision maker (ULDM), and then give the ULDM decision variables and goals with some information to the lower level decision maker (LLDM) for him/her to seek the satisfactory solution and to arrive at the solution which is closest to the satisfactory solution of the ULDM. This due to, the LLDM should not only optimize his/her objective functions but also try to satisfy the ULDM's goals and preference as much as possible (Lee and Hsu-Shihshih, 2001 ). In this way, the solution method simplifies a BLMOGPP by transforming it into separate MOGPP at Upper and Lower levels, by that means the difficulty associated with nonconvexity to arrive at an optimal solution, is avoided (Abo-Sinna, 2001; Osman et al.,
2004) The following algorithm steps are used to solve a multiobjective optimization problem with a linear member functions by geometric programming technique to find an optimal compromise solution. 
Fuzzy Programming Method for ULMOGPP (FPULMOGPP)
Algorithm (1):
Step 
Step 4: Let Step 5: Goals and tolerances can be reasonably set for individual solutions and the differences of the best and worst solutions, respectively. This data can then be formulated as the following membership functions of fuzzy set theory (Zimmermann, 1990) : 
whose solution is assumed to be
(satisfactory level). Further the inequality (5.4) can be represented as:
Fuzzy Programming Method for LLMOGPP (FPLLMOGPP)

Algorithm (2):
Step 1:
In the same way, the LLMOGPP independently solves
Step 2:
Find individual best value 
Step 4:
Formulate the following membership functions of fuzzy theory (Zimmermann, 1990 ) by using the above information as: Step 5:
Obtain the solution of FPLLOGPP by solving the following Tchebycheff problem (Lee and Hsu-Shihshih, 2001):
Further the inequality (5.13) can be represented as:
Fuzzy Programming Method for BLMOGPP (FPBLMOGPP)
Algorithm (3):
Step 1: Find the above solution of FPULMOGPP and the solution of FPLLMOGPP by using an algorithm (1) and an algorithm (2) respectively. However two solutions are usually different because of confilicts of nature between two levels objective function. The FPULMOGPP knows that using the optimal decision U X as a control factor for FPLLMOGPP is not practical. It is more reasonable to have some tolerance that gives the FPLLMOGPP an extent feasible region to search for his/her optimal solution, and also reduce searching time or interactions. In this way, the range of the decision variable X should be around U X with its maximum tolerances k.
Step 2: Formulate the following membership function which specify U X as:
where U X is the most preferred solution (Zimmermann, 1990) . Step 3: Consider the following membership function of the FPULMOGPP at all
Step 4: Formulate the following membership functions of FPLLMOGPP for his/her goals as:
Step 5: Generate the satisfactory solution which is also a Pareto optimal solution with an overall satisfaction for both decision makers (DMs) by solving the following Tchebycheff problem as follows (Lee and Hsu-Shihshih, 2001; Sakawa, 1993) : An illustrative example is presented to find the Pareto optimal solution using -constraint and fuzzy programming method for BLMOGPP.
Numerical Example
To demonstrate the solution method for BLMOGPP, let us consider the following example. 
