We consider the problem of optimizing superresolution microscopy with photoswitchable molecules that irreversibly photobleach. Using variational methods, we show that the number of single-molecule images is maximized in a simple scheme with a constant number of activated fluorophores per cycle. For high-speed acquisition, deviations from the optimal scheme do reduce the information collected but fortuitously also reduce certain types of errors, making the scheme very robust. Finally, we calculate the amount of information lost due to bleaching and noise. © 2011 Optical Society of America OCIS codes: 180.2520, 100.6640.
The diffraction limit in fluorescence microscopy can be overcome by approaches that switch fluorophores between a "dark" state that cannot fluoresce and an activated state that can fluoresce [1] [2] [3] [4] . Although fluorophores are present at a very high density (i.e., separated by distances ≪λ), only a small fraction are activated at any given time, so there is a very low probability of two nearby fluorophores being activated simultaneously to produce overlapping diffraction-limited blurs. The center of each blur can be found with noise-limited accuracy, and the process can be repeated with different subsets of fluorophores until all molecules are localized. The process of switching off activated fluorophores can happen by either a reversible transition to a dark state [3] , or an irreversible photobleaching step that damages the fluorophore so that it can no longer fluoresce.
Although irreversible photobleaching makes it difficult to monitor long processes, it can lead to faster image acquisition because it turns off molecules to enable the next cycle of imaging [5] . Moreover, by reducing the density of activatable fluorophores available, bleaching allows the experimenter to increase the activation probability per molecule later in the experiment [2] , to hold constant the number of activated fluorophores per area of linear dimension ≈λ. Although many nonbleaching and photoswitchable fluorophores have been developed and used for superresolution microscopy, bleachable fluorophores still see significant use [6, 7] , and the speed enhancements enabled by bleaching may be useful in situations where the goal is to obtain a "snapshot" of a fleeting phenomenon rather than a movie of a dynamic process. Even with molecules that have very low bleaching rates, during a sufficiently long experiment bleaching will reduce the population of activatable fluorophores.
Here we consider optimizing image acquisition time (i.e., the amount of time needed to image a given number of fluorophores) with bleachable fluorophores while controlling the error rate. We prove that one can maximize the amount of time that exactly one molecule is activated (in a region of size ≈λ 2 ) by controlling the activation probability per molecule so that the number of activated molecules at any given time is (on average) constant. In this acquisition scheme, the error rate is constant and the population of unbleached molecules decreases linearly. Although this scheme has been used by others [2] , here we provide a rigorous proof that it provides the maximum number of usable images. We also show that in the case of very fast acquisition, any deviations from the optimal linear decay are mitigated by reductions in certain types of errors, fortuitously the sorts of errors that are often the most challenging to correct. Finally, we calculate the probability that bleaching will destroy a fluorophore before it produces a usable image. As in our prior work [8] , we define the error rate, E, as the ratio of the number of multimolecule images acquired and accepted by the image processing algorithm to the number of single-molecule images acquired and accepted. It is often convenient to work with the twomolecule error rate, E 2 (defined as the ratio of twomolecule images acquired and accepted to one-molecule images acquired and accepted), because of the simple relationship between E 2 , the activation probability p per molecule, and the number, n, of molecules in a region of size ≈λ 2 [in two dimensions (2D)] (i.e., the number of molecules that are close enough to form overlapping images if simultaneously activated):
where f 1 is the fraction of single-molecule images that the image processing software accepts, f 2 is the fraction of two-molecule images that the image processing software erroneously accepts, and the approximation in the first equation is valid in the limit of n ≫ 1. With most reports claiming resolution better than λ=10, leading to n > 100 in 2D, the large n approximation is valid if the sample is labeled densely enough to identify features at the scale of the localization precision. Also, although we make the approximation E ≈ E 2 , there is a one-to-one mapping from E 2 to E, via the relationship between E 2 and p. Thus, when we prove that E 2 is constant in an optimal acquisition scheme, we are also proving that the exact error rate, E, is constant in an optimal scheme. Note that p is the variable that an experimenter controls [9] . Although background activation by the excitation beam may give rise to a lower bound on p, the experimenter can still vary pðtÞ over a wide range. If one has enough information on the fluorophore to know the dependence of the average background activation rates on excitation intensity, then in principle one has full control over p. We assume that activated molecules bleach irreversibly with a rate constant β:
where nðtÞpðtÞ is the number of molecules in the activated state at any given time. Typically, β is linear in the intensity of the excitation beam used to excite fluorescence from the activated molecules. Our goal is to pick pðtÞ, and hence control nðtÞ, so that we maximize the portion of the experiment during which exactly 1 of the n molecules is activated. All of this is done subject to the constraint that the number of unbleached molecules will be zero at time t f . The expected time during which m molecules are activated is given by
where we are using the binomial distribution for the probability of m molecules being activated. From Eq. (2) we can write pðtÞ as − _ n =βnðtÞ, and for m ≪ n we can approximate nðn − 1Þ…ðn − m þ 1Þp m as ðnpÞ m ¼ ð− _ n=βÞ m . Also, we can write ð1 − pÞ n−m as ð1 þ _ n=βnÞ n−m , and, in the limit n ≫ 1, this factor becomes e _ n=β . We are hence left with the task of varying nðtÞ to minimize or maximize integrals of the following form:
A stationary solution, n Ã ðtÞ, can be found by solving the Euler-Lagrange equations. We obtain the result that _ n must be constant, because the integrand is independent of nðtÞ. This results in a linear time dependence of n Ã ðtÞ. The fact that _ n is constant also tells us that E 2 is constant, because p ¼ 2f 1 E 2 =f 2 n ¼ − _ n=βn. Figure 1 shows nðtÞ and pðtÞ curves for for schemes in which E 2 does not change over time.
To determine whether n Ã ðtÞ makes the integral a maximum, minimum, or neither (saddlepoint), we need to do a second-order test. A sufficient condition for a stationary solution, n Ã ðtÞ, to minimize an integral is if the integrand is a jointly convex function (second derivative everywhere nonnegative) of n and _ n [10] . A direct corollary is that if the integrand is a jointly concave function (second derivative everywhere nonpositive) of n and _ n, the integral is maximized.
For m ¼ 1, the second derivative of the integrand in Eq. (4) is negative for −2 < _ n=β < 0, indicating that the number of single-molecule images will be maximized if the population of unbleached molecules decays at a rate less than β. This also implies a maximum two-molecule error rate, E 2 ≤ E 2;max ¼ f 2 =f 1 , consistent with our previous findings for the nonbleaching case [8] . For m ¼ 0, the second derivative of the integrand is everywhere nonnegative, indicating that the number of images with no activated molecules will be minimized in this scheme. For m ≥ 2, the second derivative of the integrand is nonnegative for _ n=β > −m þ ffiffiffiffi ffi m p . In the case m ≥ 3, this means that the number of images with three or more activated molecules will be minimized for _ n=β > −1. The case m ¼ 2 is a special one. The second derivative of the integrand with respect to _ n is positive if _ n=β > −0:586 or if the two-molecule error rate is less than 0:586E 2;max . However, for −1 < _ n=β < −0:586 (or 0:586E 2;max < E 2 < E 2;max ), the second derivative is actually negative, implying that the number of two-molecule images is maximized rather than minimized. This is not necessarily a problem; the number of one-molecule images is still maximized. Also, if a nonideal implementation leads to deviations from the linear time dependence of n Ã ðtÞ, the number of two-molecule images will be reduced, partially mitigating the reduction in one-molecule images. The reduction in the number of two-molecule images is particularly significant in light of the fact that two-molecule images are harder to identify and reject than images of three or more molecules, owing to the larger size and greater photon count from images of many molecules. There is thus partial compensation for deviations from the optimal scheme, making the scheme very robust.
Finally, we take up the question of how much information is lost due to bleaching when images are acquired at a constant error rate. Even in situations where our previous results do not apply (e.g., because bleaching and activation are controlled by the same wavelength), if the imaging process is done at a constant error rate (and hence a constant expected number of activated molecules) we can still calculate the amount of information lost due to bleaching. The value of E 2 , in combination with Eq. (1), tells us how many multimolecule images will be erroneously accepted and analyzed. However, it does not tell us how many molecules were bleached before they produced a single-molecule image (i.e., no other nearby molecules were activated at the same time) that was accepted by the image analysis algorithm. Although failures to accept one-molecule images should be rare in most cases, in situations with small photon budgets a single-molecule image may be sufficiently distorted by noise so that the image analysis software either fails to recognize it as a single-molecule image or is unable to fit it to the point spread function without large fitting errors.
Each time a molecule is imaged, the probability that it will be in a one-molecule image is equal to the probability that the other n − 1 molecules are not activated:
where the last step is valid for large n. Although we are trying to find the probability of getting a one-molecule image, we are using p 0 rather than p 1 , because we are calculating a conditional probability given that one molecule is already activated. The probability that this onemolecule image will then be accepted is f 1 , so the probability of getting and accepting a one-molecule image is f 1 e −2f 1 E 2 =f 2 , and the probability of any other outcome in that cycle is 1 − f 1 e −2f 1 E 2 =f 2 . The probability that this will happen in each of that molecule's j consecutive activated cycles is then ð1 − f 1 e −2f 1 E 2 =f 2 Þ j . Each time that a molecule is activated, a simple firstorder kinetics calculation shows that the probability that it will bleach is b ¼ β=ðβ þ k off Þ, where k off is the rate at which activated molecules return to the dark state, so the probability that it will not bleach is 1 − b. The probability that a molecule will survive to go through j activation cycles and bleach at the end of the jth cycle is then bð1 − bÞ j−1 , and the average number of times that a molecule will be activated before bleaching irreversibly is then 1=b. Combining these results, we find that the probability of activating for j cycles, irreversibly bleaching at the end of the jth cycle, and failing to give a one-molecule image that is accepted in any of those cycles is then bð1 − bÞ j−1 ð1 − f 1 e −2f 1 E 2 =f 2 Þ j . The total probability that a molecule will fail to give a one-molecule image that is accepted will be denoted p γ and is obtained by summing over all values of the survival time j:
Not surprisingly, p γ increases as E 2 and b increase and as f 1 decreases. In the limit of small E 2 , p γ is proportional to E 2 . In the worst situation, with molecules bleaching at the end of their first activation cycle (b ¼ 1) and the maximum error rate (E 2 ¼ E 2;max ), p γ ¼ 1 − f 1 e −1 .
Plots of p γ for typical best and worst case parameters are shown in Fig. 2 .
In conclusion, we have proved the existence of an optimal acquisition scheme that maximizes the amount of time in which we have a single molecule activated. This scheme is simple and not surprising, but our analysis reveals unexpected levels of robustness: in the case of sufficiently fast acquisition, deviations from the optimal scheme are partially compensated by reducing the number of two-molecule overlap images produced.
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