The Steiner quadruple systems of order 16 are classified up to isomorphism by means of an exhaustive computer search. The number of isomorphism classes of such designs is 1,054,163. Properties of the designs-including the orders of the automorphism groups and the structures of the derived Steiner triple systems of order 15-are tabulated. A double-counting consistency check is carried out to gain confidence in the correctness of the classification.
Introduction
A standard problem in design theory is that of classifying designs with specific parameter values up to isomorphism-an example of such a classification is the one obtained by Van Lint, Van Tilborg, and Wiekema in [13] .
For positive integers 2 ≤ t ≤ k ≤ v, a Steiner system S(t, k, v) is a v-set V of points together with a set of k-subsets of V , called blocks, with the property that every t-subset of points is contained in exactly one block. Steiner systems S(2, 3, v) and S (3, 4, v) are called Steiner triple systems and Steiner quadruple systems, respectively. The parameter v is called the order of a system. For the current knowledge as regards classification up to isomorphism of Steiner triple systems, see [8] . Writing N (t, k, v) for the number of isomorphism classes of Steiner systems S(t, k, v), for Steiner quadruple systems it is now known that N (3, 4, 8) = 1, N (3, 4, 10) = 1, N (3, 4, 14) = 4, N (3, 4, 16) = 1,054,163, obtained in [1] , [1] , [19] , and the current work, respectively. See also [2, 21] . It is well known [3] that N (3, 4, v) > 0 exactly when v ≡ 2 or 4 (mod 6).
Asymptotically it is known [4, 10] that
for some constant c > 0 and sufficiently large admissible v.
In the present paper the constructive enumeration that was carried out to determine N (3, 4, 16) = 1,054,163 is documented. This brings to an end work on improving lower bounds on N (3, 4, 16) carried out by Doyen and Vandensavel [4] ; Gibbons and Mathon [5] ; Gibbons, Mathon, and Corneil [6] ; Lindner and Rosa [11, 12] ; and Zinoviev and Zinoviev [22] over a span of more than three decades.
A Steiner system, as defined here, is a certain set system. Formally, a set system is a pair X = (V, B), where V is a finite set of points and B is a set of subsets (called blocks) of V .
An isomorphism of a set system X = (V, B) onto a set system X = (V , B ) is a bijection f : V → V satisfying B = {f (B) : B ∈ B}. If such a bijection exists then we say that X and X are isomorphic. An automorphism of X is an isomorphism of X onto itself. The set of all automorphisms of X with composition of permutations as the group operation forms the automorphism group of X , denoted by Aut(X ).
Let Q = (V, B) be a Steiner system S(t, k, v), and let x ∈ V . The derived system of Q with respect to x is the set system Q x = (V x , B x ) defined by V x = V \ {x} and B x = {B \ {x} : x ∈ B ∈ B}. When t ≥ 3, it is immediate that Q x is a Steiner system S(t − 1, k − 1, v − 1). The paper is outlined as follows. The classification approach, divided into the parts of constructing designs and isomorph rejection, is considered in Section 2. A consistency check that was performed to gain confidence in the correctness of the classification is also discussed. The paper is concluded in Section 3 by studying and tabulating various properties of the classified designs, including the orders of the automorphism groups and the structures of the derived Steiner triple systems of order 15.
Classification
Because a Steiner quadruple system S(3, 4, v) defines v derived Steiner triple systems S(2, 3, v − 1), a direct classification approach is to proceed by extending triple systems with a new point and new blocks to obtain all quadruple systems. Mendelsohn and Hung [19] used this basic approach to classify the Steiner quadruple systems S (3, 4, 14) , and this is the approach we employ here to classify the Steiner quadruple systems S (3, 4, 16) . In terms of the algorithms employed, the present approach is closely related to the approach used in [8] to classify the Steiner triple systems S (2, 3, 19) .
Let us now describe the approach in more detail. We start with one representative system from each of the 80 isomorphism classes of the Steiner triple systems S(2, 3, 15); such representatives can be found, for example, in [15] .
For brevity in what follows, we use the terms "triple system" and "quadruple system" exclusively to refer to a Steiner triple system S(2, 3, 15) and a Steiner quadruple system S(3, 4, 16), respectively.
Extending triple systems. For each representative triple system T , we introduce a new point p to the point set, insert p into all the blocks, and extend the resulting set systemT into a quadruple system in all possible ways by adding blocks.
We implement the extension step by formulating the extension problem as an instance of the exact cover problem. In the exact cover problem one is given a set C of subsets of a finite set U , and the task is to produce all partitions of U consisting of sets in C.
To extendT into a quadruple system in all possible ways, we observe that
consists of all canidate quadruples that can extendT , and let U = {x, y, z} ⊂V : {x, y, z} ⊂ B for all B ∈B , C = {{{x, y, z}, {x, y, w}, {x, w, z}, {y, w, z}} : {x, y, z, w} ∈ E} . To solve the instances of exact cover, we employ a backtrack algorithm of Knuth [9] . No isomorph rejection is carried out during the extension phase.
The extension from triple systems to quadruple systems required approximately 12 years of CPU time when distributed using the batch system autoson [17] to a network of computers. A total of 107 computers, almost all with 2.2-GHz or 2.4-GHz Intel CPUs, were at some point running the search.
Isomorph rejection. The search yields a list of 325,895,777 quadruple systems extending the representative triple systems. To reject all but one quadruple system from every isomorphism class in this list, we employ two tests that are based on the general theory developed by McKay [18] and analogous to the tests in [8] . The first test ensures that any two isomorphic quadruple systems accepted in the test must be generated by extending the same representative triple system T , and furthermore, must be related by an isomorphism in Aut(T ). The second test eliminates any remaining systems that are isomorphic under Aut(T ).
The first test is defined by means of a rule M that associates with every quadruple system Q a nonempty Aut(Q)-orbit M (Q) of points such that whenever Q is a quadruple system isomorphic to Q, every isomorphism of Q onto Q maps M (Q) onto M (Q ). The first test accepts a quadruple system Q if p ∈ M (Q), where p is the point of Q satisfying Q p = T .
In the second test, we assume that the set of quadruple systems extendinĝ T is ordered lexicographically and that Aut(T ) acts on this set by permuting the points in the blocks. The second test accepts Q if it is the lexicographic minimum of its Aut(T )-orbit.
Implementation of isomorph rejection. Efficient implementation of the two outlined tests is somewhat nontrivial, so we will discuss this issue here. For a given quadruple system Q = (V, B), each derived triple system Q x belongs to one of the 80 isomorphism classes of triple systems. These isomorphism classes can be distinguished from each other by the multiset that, for each point y, consists of the number of occurrences of y in Pasch configurations; a Pasch configuration is a set of four triples isomorphic to {{a, c, e}, {a, d, f }, {b, c, f }, {b, d, e}}. We number the 80 isomorphism classes of triple systems so that the order of the automorphism group is a nondecreasing function of the numbering.
The first test is implemented as follows. Given a quadruple system Q = (V, B), we compute the index of every derived triple system Q x using the Pasch configuration invariant. If the derived triple system Q p does not have the minimum index over all derived triple systems, then we reject Q from further consideration. Otherwise we represent Q as the bipartite incidence graph with V ∪ B as the vertex set and {{x, B} : x ∈ B ∈ B} as the edge set. We then compute a canonical labeling and automorphism orbits for the incidence graph of Q using nauty [16] , and, in the canonically labeled incidence graph, let M (Q) be the first automorphism orbit of points with the property that the derived triple systems associated with the points of the orbit have the minimum number over all derived triple systems. We then accept Q if p ∈ M (Q). In invoking nauty, we use the numbers of the derived triple systems to define an initial ordered partition for expediting the evaluation of the canonical labeling. More precisely, points with identically numbered derived triple systems are placed into the same cell of the partition, and the cells are ordered by the numbers of the derived triple systems.
The second test is implemented as an exhaustive search over a precomputed table of elements of Aut(T ). If lexicographically Q a < Q for some a ∈ Aut(T ), then we reject Q. Otherwise we accept Q as the representative of its isomorphism class.
When implemented in this manner, isomorph rejection for the generated quadruple systems requires less than a day of CPU time.
A consistency check. To gain confidence in the correctness of the classification, we perform a consistency check based on double counting. On one hand, we rely on data obtained in the search for the extensions of the triple systems; on the other hand, we rely on the classified quadruple systems-cf. [8] .
From the search data we obtain for each representative triple system T the total number E(T ) of quadruple systems that extendT . Note that Aut(T ) is isomorphic to Aut(T ). By the orbit-stabilizer theorem we obtain that the total number of quadruple systems over a fixed set of 16 points is
where the division by 16 is required because the sum counts each quadruple system once for each point. Looking at the classified quadruple systems and their automorphism groups, from the orbit-stabilizer theorem we obtain an alternative count
where the sum is over the classified quadruple systems. Both counts give the result 14,311,959,985,625,702,400, which gives us confidence that the classification is correct.
Results
In this section we collect some further results that have been computed from the classified designs; however, let us first state the main result. Two properties that are obtained directly with the outlined method of classification are the automorphism group and the structures of the derived triple systems. Table 1 gives the number of isomorphism classes of quadruple systems for each possible order of the automorphism group.
INSERT TABLE 1 ABOUT HERE
For a given quadruple system Q, denote by β(Q) the number of isomorphism classes of derived triple systems of Q. Table 2 partitions the isomorphism classes of quadruple systems based on the value of β.
INSERT TABLE 2 ABOUT HERE
If β(Q) = 1, then Q is called homogeneous, and if β(Q) = v, then Q is called heterogeneous. De Vries [20] has established that 69 of the 80 isomorphism classes of triple systems admit extension to a homogeneous quadruple system. Based on the classification we obtain that none of the remaining 11 isomorphism classes admits extension to a homogeneous quadruple system. Hartman and Phelps [7] conjecture that asymptotically "almost all" Steiner quadruple systems S (3, 4, v) are heterogeneous. Table 3 shows for each of the 80 isomorphism classes of derived triple systems the number of isomorphism classes of quadruple systems that extend triple systems in the class. The numbering of the derived triple systems is that used by Mathon, Phelps, and Rosa [15] .
INSERT TABLE 3 ABOUT HERE
The rank of a quadruple system is the rank of a corresponding incidence matrix. Table 4 displays the number of isomorphism classes of quadruple systems for each possible rank. The results for rank at most 13 agree with those obtained by Zinoviev and Zinoviev [22] .
INSERT TABLE 4 ABOUT HERE
Two further properties that we have investigated are colorability and resolvability.
A weak k-coloring of a design is a coloring of the points with the property that any block has at least two points colored with different colors and all k colors are used to color at least one point each. It is known that there exist Steiner quadruple systems S(3, 4, 16) that are weakly 2-colorable and those that are not weakly 2-colorable [4] . Moreover, every Steiner quadruple system S(3, 4, 16) is weakly 3-colorable [14] . Investigation of the classified designs shows that there are 349,058 weakly 2-colorable Steiner quadruple systems S (3, 4, 16) .
A design is resolvable if its blocks can be partitioned into parallel classes, which in turn partition the point set. Whereas for many types of designs the problem whether resolvable designs with given parameters exist or not is the focus of interest, for Steiner quadruple systems S (3, 4, 16 ) the open problem has been whether designs that are not resolvable exist [22] . It turns out, however, that several hundred thousand of the Steiner quadruple systems S(3, 4, 16) indeed are not resolvable.
Many properties remain to be studied. One of the most interesting-and, conceivably, computationally challenging-problems is that of determining whether the Steiner quadruple systems S(3, 4, 16) can be extended to Steiner systems S (4, 5, 17) . In fact, the existence of Steiner systems S(t, t + 1, t + 13) is an open problem for 4 ≤ t ≤ 11 [3] . Table 1 Orders of automorphism groups 
