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I. Meiri, R. Dechter and J. Pearl, Uncovering trees in constraint networks 
This paper examines the possibility of removing redundant information from a given knowledge base and 
restructuring it in the form of a tree to enable efficient problem-solving routines. We offer a novel approach that 
guarantees removal of all redundancies that hide a tree structure. We develop a polynomial-time algorithm that, 
given an arbitrary binary constraint network, either extracts (by edge removal) a precise tree representation 
from the path-consistent version of the network or acknowledges that no such tree can be extracted. In the 
latter case, a tree is generated that may serve as an approximation to the original network. 
B.J. Grosz and S. Kraus, Collaborative plans for complex group action 
The original formulation of SharedPlans (B. Grosz and C. Sidner, 1990) was developed to provide a model 
of collaborative planning in which it was not necessary for one agent to have intentions-to toward an act of 
a different agent. Unlike other contemporaneous approaches (J.R. Searle, 1990), this formulation provided 
for two agents to coordinate their activities without introducing any notion of irreducible joint intentions. 
However, it only treated activities that directly decomposed into single-agent actions, did not address the 
need for agents to commit to their joint activity, and did not adequately deal with agents having only partial 
knowledge of the way in which to perform an action. This paper provides a revised and expanded version 
of SharedPlans that addresses these shortcomings. It also reformulates Pollack’s definition of individual plans 
(M.E. Pollack, 1990) to handle cases in which a single agent has only partial knowledge; this reformulation 
meshes with the definition of SharedPlans. The new definitions also allow for contracting out certain actions. 
The formalization that results has the features required by Bratman’s account of shared cooperative activity 
(M.E. Bratman, 1992) and is more general than alternative accounts (H. Levesque et al., 1990; E. Sonenberg 
et al., 1992). 
G. Zlotkin and J.S. Rosenschein, Mechanism design for automated negotiation, and 
its application to task oriented domains 
As distributed systems of computers play an increasingly important role in society, it will be necessary to 
consider ways in which these machines can be made to interact effectively. Especially when the interacting 
machines have been independently designed, it is essential that the inreruction environment be conducive to 
the aims of their designers. These designers might, for example, wish their machines to behave efficiently, and 
with a minimum of overhead required by the coordination mechanism itself. The rules of interaction should 
satisfy these needs, and others. Formal tools and analysis can help in the appropriate design of these rules. 
We here consider how concepts from game theory can provide standards to be used in the design of 
appropriate negotiation and interaction environments. This design is highly sensitive to the domain in which 
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the interaction is taking place. Different interaction mechanisms are suitable for different domains, if attributes 
like efficiency and stability are to be maintained. 
We present a general theory that captures the relationship between certain domains and negotiation mech- 
anisms. The analysis makes it possible to categorize precisely the kinds of domains in which agents find 
themselves, and to use the category to choose appropriate negotiation mechanisms. The theory presented here 
both generalizes previous results, and allows agent designers to characterize new domains accurately. The 
analysis thus serves as a critical step in using the theory of negotiation in real-world applications. 
We show that in certain task oriented domains, there exist distributed consensus mechanisms with simple 
and stable strategies that lead to efficient outcomes, even when agents have incomplete information about 
their environment. We also present additional novel results, in particular that in concave domains using all- 
or-nothing deals, no lying by an agent can be beneficial, and that in subadditive domains, there often exist 
beneficial decoy lies that do not require full information regarding the other agent’s goals. 
D. Reynolds and J. Gomatam, Similarities and distinctions in sampling strategies 
for Genetic Algorithms (Research Note) 
Following on from a recent report. which presented stochastic models for two classes of Genetic Algorithms 
(GAS), we present two results which have important implications with respect to the theoretical basis of these 
methods. The first result we present concerns the technique of lumping, and we show how this technique 
can be used to transform the searching process of a class of GAS. Based on this transformation, our second 
result concerns the direct comparison of the two main GAS used today, and provides the conditions under 
which these two GAS are fundamentally distinct search algorithms. A novel role is played by the convergent 
populations in the derivation of these conditions. 
K. Iwanuma and K. Oota, An extension of pointwise circumscription (Research 
Note) 
In this paper we generalize Lifschitz’s pointwise circumscription under the first-order framework. The gen- 
eralized version has the ability for simultaneously minimizing several predicates at finitely many pinpoints 
in a pointwise manner. We show that if an underlying first-order theory is almosf existenfial, then the ex- 
tended pointwise circumscription is complete with respect to minimal model semantics. Almost existential 
formulas are in the dual form of almost universal formulas, which was proposed by Lifschitz to investigate 
the satisfiability of circumscription. This completeness result is a generalization of the result by Kolaitis and 
Papadimitriou, who regarded the case of existential formulas. We also give a partial answer to the question 
for exponential growth of the size of first-order formulas equivalent to circumscription. Moreover we clarify 
that Lifschitz’s pointwise circumscription is complete in a slightly wider class of positive formulas, 
G. Simonet, On Sandewall’s paper “Nonmonotonic inference rules for multiple 
inheritance with exceptions” (Research Note) 
Sandewall presents a theory of multiple inheritance with exceptions (also called nonmonotonic inheritance) 
based on a set of nonmonotonic inference rules, taking advantage at the same time of theories based on non- 
monotonic logic as proposed by Etherington and Reiter and of path-based theories as proposed by Touretzky, 
Horty and Thomason. Flaws in Sandewall’s set of rules are shown and a revised set of rules is proposed. This 
revised set is shown to provide the same conclusion sets on a hierarchy as path-based theories for three classi- 
cal variants of preclusion. Moreover, although most approaches to inheritance leave it in the metalanguage, it 
is shown that putting preclusion in the object language provides extensions with desirable general properties 
which are not always true in the restricted language of conclusion sets. 
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and case-based reasoning 
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algorithms 
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