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La Modelizacio´n matema´tica de enfermedades infecciosas tiene una larga
historia. Gran parte de la teor´ıa ba´sica se desarrollo a principios del siglo
XX, debido al aumento de contagios que azotaron a la poblacio´n mundial
en dicha e´poca. Desde entonces, el progreso y estudio de nuevos modelos
matema´ticos ha sido continuo. Estos modelos representan una herramienta
muy poderosa de prediccio´n del comportamiento de una epidemia y por ello
resultan muy u´tiles para el ser humano a la hora de planificar una estrategia
de accio´n anticipada a un brote.
La epidemiolog´ıa, nombre que recibe la ciencia que estudia la dina´mica de
la salud poblacional, tiene como primer propo´sito comprender la difusio´n de
la enfermedad a analizar, esto es, la enfermedad no ocurre ni se distribu-
ye al azar y es importante determinar que condiciones pueden afectar a su
propagacio´n. Posteriormente predice su curso y finalmente trata de aplicar
medidas de control con el fin de erradicarla. Se va tratar de seguir la misma
estrategia a lo largo de la memoria, primero planteando el modelo y estu-
diando como afectara´ a la poblacio´n y luego introduciendo en dicho modelo
ciertas medidas que reduzcan la dimensio´n de la epidemia.
En muchas ocasiones la epidemiolog´ıa actu´a como “caja negra”, meta´fo-
ra que hace alusio´n a un feno´meno cuyos procesos internos esta´n ocultos al
observador. Esto implica que no es estrictamente necesario conocer todos los
factores participantes en el origen de la enfermedad. Por ejemplo, en la de´ca-
da de 1950 se descubrio´ mediante me´todos estad´ısticos una relacio´n entre el
tabaquismo y el ca´ncer de pulmo´n pero sin conocimiento exacto del efecto
del tabaco sobre el organismo. Esto permitio´ dar comienzo a las campan˜as
anti-tabaquismo.
Los modelos deterministas son a menudo representados mediante sistemas de
ecuaciones diferenciales auto´nomos. Por dicho motivo, en el primer cap´ıtulo
se introducen todos los conceptos necesarios para analizar la estabilidad de
un modelo determinista de una de las enfermedades vir´ıcas ma´s importantes
en el sector porcino: la peste porcina cla´sica (PPC). Dicho modelo SEICR
se plantea y estudia en el segundo cap´ıtulo.
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La primera aparicio´n de la PPC, no confundir con la peste porcina africana,
fue en los Estados Unidos en el siglo XIX. La PPC se encuentra pra´ctica-
mente erradicada en la actualidad, excepto ciertos focos aislados, al contrario
que la peste porcina africana cuya situacio´n es cr´ıtica debido a la falta de
una vacuna efectiva y su ra´pida propagacio´n. Las consecuencias de una epi-
demia de PPC resultar´ıan catastro´ficas, hecho por el cual continua siendo
interesante analizar el comportamiento de la enfermedad.
Lo distintivo de este modelo planteado en [14] es que a diferencia de co-
mo suele suceder para los modelos SIR, en este caso se va a comprobar que
todos los cerdos pasan por la enfermedad y no existe un sector de la pobla-
cio´n que no es contagiado. Por esta razo´n en el u´ltimo cap´ıtulo se destaca
la importancia de las medidas de control si se desea una erradicacio´n de un
brote de la enfermedad y se analiza como influye el incluir la vacunacio´n
para un ejemplo concreto planteado.
Cap´ıtulo 1
Estabilidad en sistemas de
ecuaciones diferenciales
En este primer cap´ıtulo, se introducen los conceptos ba´sicos de existencia y
unicidad de solucio´n y de estabilidad de sistemas de ecuaciones diferenciales
auto´nomos necesarios para el estudio de la estabilidad del modelo que se
planteara´ en el segundo cap´ıtulo. Debido a que estos resultados son cla´si-
cos nos limitaremos a dar una visio´n intuitiva de ellos que nos facilitara´ la
comprensio´n de las te´cnicas que se llevara´n a cabo en el trabajo. Las demos-
traciones de estos resultados se encuentran en [2], [3],[4] y [5].
En particular, se enuncia e interpreta el Teorema de Hartman-Grobman,
resultado que determina la dina´mica de un sistema no lineal en funcio´n de
su linealizado (Ve´anse [2] y [3] para una demostracio´n detallada del resul-
tado anterior).
Por u´ltimo, se analiza en profundidad el Criterio de Routh-Hurwitz que per-
mite estudiar el signo de la parte real de las ra´ıces de un polinomio a partir
de sus coeficientes. Este resultado supondra´ la carga teo´rica del estudio de
estabilidad del modelo a estudiar en este trabajo.
1.1. Sistemas auto´nomos y estabilidad de puntos
de equilibrio
En esta seccio´n se establecen las bases del estudio de los sistemas auto´nomos.
Definicio´n 1.1.1. Un sistema auto´nomo es un sistema de ecuaciones
diferenciales de la forma
x′ = f(x), x ∈ Rn (1.1)
donde f : Ω→ Rn es una funcio´n de clase C1 en el dominio abierto Ω ⊂ Rn.
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para cualquier y ∈ Rn.
Teorema 1.1.1 (Teorema Fundamental Existencia-Unicidad). Sea Ω ⊂ Rn
un subconjunto abierto y f ∈ C1(Ω). Dado un punto y ∈ Ω existe un a > 0
tal que el problema de valores iniciales 1.2 tiene una u´nica solucio´n x(t) en
el intervalo (−a, a).
Este teorema implica que dos curvas solucio´n de 1.2 nunca se pueden cortar.
El sistema se denomina auto´nomo debido a que la variable independiente t
no aparece en el segundo miembro de la ecuacio´n del sistema.
Definicio´n 1.1.2. Se dice que x0 ∈ Rn es un punto de equilibrio o punto
cr´ıtico del sistema auto´nomo (1.1) si f(x0) = 0.
Proposicio´n 1.1.2. Sea Ω ⊂ Rn un subconjunto abierto y f ∈ C1(Ω).
Si la solucio´n x(t) del sistema diferencial 1.1 tiene l´ımite cuando t → ∞,
entonces el l´ımite necesariamente es un punto de equilibrio del sistema 1.1.
Definicio´n 1.1.3. Sea xy(t) la solucio´n del sistema auto´nomo (1.2).
Un punto cr´ıtico x0 ∈ Rn se dice estable si para cada  > 0 existe un
δ > 0 tal que si
||y − x0|| < δ
entonces xy(t) existe como solucio´n, esta´ definida para todo t > 0 y
cumple
||xy(t)− x0|| < .
Esto significa que si la solucio´n comienza cerca de x0 permanece cerca
de x0 a lo largo del tiempo.
Un punto cr´ıtico x0 ∈ Rn se dice asinto´ticamente estable si es
estable y adema´s se puede escoger un δ > 0 tal que si




En caso de que no sea estable, el punto de equilibrio se dice inestable.
Las o´rbitas se alejan del punto de equilibrio a lo largo del tiempo.
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Observar que la estabilidad asinto´tica es ma´s fuerte que la estabilidad, ya
que no es suficiente con que las o´rbitas se mantengan cerca del punto cr´ıtico,
sino que deben aproximarse al punto de equilibrio a lo largo del tiempo. Se



















x2 = K ⇒ y2 + 1
4
x2 = K
donde la constante K se determina a partir de las condiciones iniciales.
Se obtienen las trayectorias el´ıpti-
cas representadas en la figura 1.1. El
punto (0,0) es un centro estable pero
no es un punto asinto´ticamente esta-
ble ya que por pequen˜a que sea la
trayectoria el´ıptica tomada, ningu´n
punto que se mueva a trave´s de di-
cha elipse tiende al origen.
Figura 1.1: Campo de direcciones y
trayectorias para el sistema x′ =
y, y′ = −14x.
Una representacio´n gra´fica de las tres definiciones anteriores es la siguiente
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Figura 1.2: Punto cr´ıtico estable, asinto´ticamente estable y inestable respec-
tivamente.
1.1.1. Sistemas lineales. Conceptos ba´sicos
En esta subseccio´n, se resumen los resultados fundamentales de existencia y
unicidad de solucio´n de los sistemas lineales y de estabilidad de los mismos.
Se quiere obtener la solucio´n del sistema lineal
x′ = Ax, A ∈M(n;R)
Para ello se define el operador exponencial eAt como sigue
Definicio´n 1.1.4. Sea A ∈ M(n;R). Para cada t ∈ R se define la expo-











Como la exponencial de matrices se comporta de manera ide´ntica a la expo-
nencial real (ve´ase [7]) se puede deducir al igual que para las EDO lineales
en R el siguiente teorema
Teorema 1.1.4 (Fundamental de los sistemas lineales). Sea A ∈
M(n;R). Entonces para cada y ∈ Rn el problema de valores iniciales
x′ = Ax, x(0) = y (1.5)
admite como u´nica solucio´n a
x(t) = eAty.
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La estabilidad de los sistemas de esta forma viene dada por el siguiente re-
sultado
Teorema 1.1.5 (Estabilidad lineal). La solucio´n del sistema 1.5 es asinto´ti-
camente estable si y solo si todos los valores propios de A tienen la parte
real negativa.
1.1.2. Sistemas no lineales. Estabilidad por linearizacio´n
Sea x0 ∈ Rn un punto de equilibrio del sistema no lineal (1.2), existe una
manera natural de producir un sistema lineal que aproxime el sistema no
lineal cerca de x0. Para ello, se reemplaza la funcio´n f en la ecuacio´n dife-
rencial por la funcio´n lineal Df(x0)(x−x0) que viene dada por el te´rmino de
primer orden del desarrollo en serie de Taylor en torno al punto x0. Observar
que Df(x0) es la Matriz Jacobiana de la funcio´n f en el punto x0. Por tanto,
la ecuacio´n diferencial
x′ = Df(x0)(x− x0) = A(x− x0) (1.6)
se llama sistema linealizado asociado a x′ = f(x) cerca del punto x0.
Es claro que si se realiza el cambio de variable u = x − x0 el sistema (1.6)
se transforma en la ecuacio´n diferencial equivalente u′ = f(u+ x0) = g(u) y
este sistema tiene al origen como punto de equilibrio. Es lo´gico pensar que
la estabilidad del punto de equilibrio en el origen del sistema x′ = Df(0)(x)
sera´ la misma que la del punto de equilibrio original. Este hecho se ve refle-
jado al estudiar el sistema de Volterra-Lotka y su aproximacio´n lineal.
Ejemplo 1.1.1. El sistema de ecuaciones planteado por Volterra-Lotka,




dt = −Cy +Dxy
(1.7)
con A,B,C,D constantes positivas.








total intere´s. Se va a resolver el sistema de ecuaciones 1.7 de forma teo´rica
obteniendo la siguiente solucio´n
Considerando el sistema 1.7 con condiciones iniciales x(0) = x0, y(0) =
0 la solucio´n es x(t) = x0e
At.
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Ana´logamente, si las condiciones iniciales son x(0) = 0, y(0) = y0 la
solucio´n es y(t) = y0e
−Ct.
De la unicidad de solucio´n del sistema 1.7 para las condiciones iniciales
anteriormente descritas se deduce que si una o´rbita comienza en el primer
cuadrante debe permanecer en dicho cuadrante en todo instante posterior.








e integrando se obtiene para alguna constante K






Volterra demostro´ que la ecuacio´n 1.7 define una familia de curvas cerradas
para x e y positivos alrededor del punto de equilibrio P2.
Ahora se va a resolver el sistema linealizado asociado a 1.7 para comprobar
si la solucio´n de dicho sistema se comporta de la misma manera que la fa-























































= K para alguna constante K. (1.10)
Esta familia de elipses son curvas cerradas y como son cualitativamente si-
milares a la familia de soluciones 1.8 del sistema original de Volterra, se
Cap´ıtulo 1. Estabilidad en sistemas de ecuaciones diferenciales 7
espera que el sistema lineal sea una aproximacio´n del general.
Tomando A = 1, B = 2, C = 4 y D = 3 en las siguientes gra´ficas se puede
apreciar esta similitud entre las familias de soluciones 1.8 y 1.10
Figura 1.3: Familia de curvas 1.8
con condiciones iniciales x(0) = 1i e
y(0) = 1i para i = 2, · · · , 5.
Figura 1.4: Familia de curvas 1.10
con condiciones iniciales x(0) = 1i e
y(0) = 1i para i = 2, · · · , 5.
Dado que esta suposicio´n no es siempre cierta, se plantea el siguiente teore-
ma para el estudio de la estabilidad, que es ana´logo al teorema de estabilidad
lineal aplicado al caso no lineal.
Teorema 1.1.6 (Linearizacio´n de Liapunov y Poincare´). Sea A la ma-
triz del sistema linealizado de un sistema no lineal en un punto de equilibrio
aislado, entonces
Si todos los valores propios de A tienen parte real negativa, el punto
de equilibrio es asinto´ticamente estable.
Si por lo menos uno de los valores propios de A tiene parte real positiva
entonces el punto de equilibrio es inestable.
En otro caso, la linealizacio´n no proporciona ningu´n resultado sobre la
estabilidad.
Observar que la relacio´n entre la dina´mica de un sistema no lineal y su
linealizacio´n es ma´s profunda que la relacio´n entre los diferentes tipos de
estabilidad de los puntos cr´ıticos correspondientes.
A continuacio´n, se va a analizar el Teorema de Hartman-Grobman que des-
cribe mejor dicha relacio´n en el caso de que el punto de equilibrio estudiado
sea hiperbo´lico.
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1.1.3. Teorema de Hartman-Grobman
Consideramos el sistema no lineal
x′ = f(x), f ∈ C1(Ω), Ω ⊂
abierto
Rn (1.11)
y su correspondiente sistema linealizado
x′ = Df(x0)x, Df(x0) ∈M(n;R) (1.12)
Definicio´n 1.1.5. Un punto de equilibrio x0 ∈ Rn se llama punto de equi-
librio hiperbo´lico si ninguno de los valores propios de la matriz Df(x0)
tiene parte real nula.
El Teorema de Hartman-Grobman prueba que cerca de un punto de equi-
librio hiperbo´lico x0 ∈ Rn la dina´mica del sistema linealizado determina la
dina´mica del no lineal.
Se define el concepto de dos sistemas topolo´gicamente equivalentes que es
la clave del resultado buscado.
Definicio´n 1.1.6. Dos sistemas auto´nomos (1.11) y (1.12) son topolo´gi-
camente equivalentes en un entorno del punto de equilibrio x0 ∈ Rn si se
cumplen las dos siguientes afirmaciones
(i) Existen dos abiertos U ⊂ Rn y V ⊂ Rn tales que x0 ∈ U y 0 ∈ V .
(ii) Existe un homeomorfismo H : U → V que transforma las trayectorias
de (1.11) en (1.12) y conserva la orientacio´n.
Se puede comprender el concepto de topolo´gicamente equivalentes mediante
la figura 1.5. Sea y ∈ U y xy la solucio´n con dato inicial y ∈ Rn del sistema
(1.11). Adema´s, si se denota por L(xy) a la solucio´n de (1.12) con dato inicial
H(y), entonces
H(xy) = L(xy) (1.13)
donde H es el homeomorfismo de (ii).
Figura 1.5: Dos sistemas topologicamente equivalentes
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Por otro lado, que la orientacio´n se conserve implica gra´ficamente que dados
t1, t2 ∈ R, si t1 < t2 y si se denota
xy(t1) = z1, xy(t2) = z2
Al aplicar H a estas trayectorias se obtiene
L(xy)(t1) = H(z1)
L(xy)(t2) = H(z2)
segu´n la figura 1.6.
Figura 1.6: Conservacio´n de la orientacio´n por homeomorfismo
Teniendo en cuenta la definicio´n anterior y la notacio´n definida, se enuncia
el resultado principal
Teorema 1.1.7 (Hartman-Grobman). Sea Ω ⊂
abierto
Rn, 0 ∈ Ω, f ∈
C1(Ω) y xy la solucio´n del sistema no lineal (1.11) con dato inicial y ∈ Rn.
Se supone por simplicidad que f(0) = 0 (esto es x0 = 0) y que Df(0) es
hiperbo´lica.
Entonces, existen dos abiertos U, V ⊂ Rn que contienen a cero y un homeo-
morfismo H : U → V tal que para cada y ∈ U , existe I0 ⊂ R intervalo
abierto con 0 ∈ I0 tal que
H ◦ xy = L(xy), ∀t ∈ I0
y conserva la orientacio´n (Equivalencia topolo´gica).
Observacio´n 1.1.1. El Teorema de Hartman-Grobman no puede ser apli-







no es un punto
hiperbo´lico por ser el polinomio caracter´ıstico en dicho punto PP2(λ) =
λ2 +AC y en consecuencia los valores propios imaginarios puros.
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1.2. Criterio de Estabilidad de Routh-Hurwitz
En esta seccio´n se probara´ un criterio algebraico para determinar el signo
de la parte real de las ra´ıces de un polinomio, que sera´ de utilidad para
establecer la estabilidad de los sistemas a estudiar en el cap´ıtulo siguiente.
Definicio´n 1.2.1. Se dice que el polinomio
Pn(λ) = a0λ
n + a1λ
n−1 + · · ·+ an−1λ+ an, a0 > 0
con ai ∈ R ∀i = 1, · · · , n, es un polinomio de Hurwitz si todas sus ra´ıces
tienen parte real negativa.
Lema 1.2.1. Si n ≤ 2, Pn(λ) con a0 > 0 es un polinomio de Hurwitz si y
solo si ai > 0 para i = 1, · · · , n.
Demostracio´n. Si n = 1, la ra´ız de P1(λ) = a0λ+ a1 es λ = −a1a0 cuya parte
real sera´ negativa si y so´lo si a1 > 0.
Si n = 2, las ra´ıces λi con i = 1, 2 del polinomio P2(λ) = a0λ
2 + a1λ + a2







Si ai > 0, ∀i = 1, 2, se prueba de manera inmediata por 1.14 que las
dos ra´ıces tienen la parte real negativa ya que si a21 − 4a0a2 < 0 el
polinomio tiene dos ra´ıces complejas conjugadas con parte real −a12a0 .
Si a21 − 4a0a2 = 0 es evidente que λ1 = λ2 = −a12a0 . Por u´ltimo si a21 −
4a0a2 > 0 habra´ dos soluciones reales negativas por ser
√
a21 − 4a0a2 <
a1.
Si las dos ra´ıces tienen la parte real negativa, esto es, P2(λ) es Hurwitz,
distinguimos los dos casos siguientes
Si λ1, λ2 ∈ R. Sea λi = −ci para i = 1, 2 entonces P2(λ) = a0(λ−
c1)(λ − c2) = a0λ2 + a0(c1 + c2)λ + a0c1c2. En consecuencia a1 =
a0(c1 + c2) y a2 = a0c1c2 son coeficientes positivos.
Si λ1 = −c + βi y λ2 = −c − βi con c, β > 0. Reescribimos el
polinomio como producto de sus ra´ıces P2(λ) = a0(λ
2 + 2cλ+ c2 +β2)
y queda probado que a1 = a02c > 0 y a2 = a0(c
2 + β2) > 0.
Teorema 1.2.2. Si Pn(λ) con a0 > 0 es un polinomio Hurwitz, entonces
todos sus coeficientes son mayores que cero.
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Demostracio´n. Sean λ1, · · · , λr las ra´ıces reales de Pn(λ) con multiplicida-
des m1, · · · ,mr respectivamente y λr+1, · · · , λr+s las ra´ıces complejas del









Por hipo´tesis Pn(λ) es Hurwitz, por lo tanto todas las ra´ıces λi con i =
1, · · · , r + s tienen parte real negativa, esto es, λi = −ci con ci > 0 para
i = 1, · · · , r y reescribiendo las ra´ıces complejas, λr+i = −αi + iβi donde














Y cualquier producto de factores lineales y cuadra´ticos que solo contienen
constantes positivas dara´ como resultado un polinomio con todos sus coefi-
cientes positivos a su vez.
A continuacio´n, para demostrar el Criterio de Routh-Hurwitz se expondra´
el proceso que se considera en [6].
Definicio´n 1.2.2. Se dice que F (λ) es un polinomio asociado a Pn(λ) si
existe α > 0 tal que F (λ) = (1 + αλ)Pn(λ) + Pn(−λ).
Se denota por Hn al conjunto de polinomios de Hurwitz de grado n.
Lema 1.2.3. Sea Pn(λ) ∈ Hn. Entonces su asociado F (λ) ∈ Hn+1.
Demostracio´n. Se define la siguiente familia de polinomios
Fµ(λ) = (1 + αλ)Pn(λ) + µPn(−λ), µ ∈ [0, 1].
Vamos a probar que Fµ(λ) ∈ Hn+1, ∀µ ∈ [0, 1].
Si µ = 0 es claro que todas las ra´ıces de F0(λ) = (1 + αλ)Pn(λ) tendra´n la
parte real negativa por ser α > 0, esto es, F0(λ) ∈ Hn+1.
Por otro lado, si µ ∈ (0, 1] como las ra´ıces de cualquier polinomio depen-
den continuamente de sus coeficientes, los ceros de Fµ(λ) como funciones de
µ, son a su vez continuas. Se denotan dichas funciones de la siguiente manera
λi : [0, 1]→ C, i = 1, · · · , n+ 1
Se va a realizar la demostracio´n por reduccio´n al absurdo. Supo´ngase que
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existe un µ˜ ∈ (0, 1] y un ı´ndice 1 ≤ i ≤ n tal que <(λi(µ˜)) = 0. Entonces,
λi(µ˜) = iβ con β 6= 0 y
Fµ˜(λi) = 0⇒ (1 + αiβ)Pn(iβ) = −µ˜Pn(−iβ) (1.15)
Fµ˜(λ¯i) = 0⇒ (1− αiβ)Pn(−iβ) = −µ˜Pn(iβ) (1.16)
De la ecuaciones (1.15) y (1.16) se obtiene que Pn(iβ)(1 + α
2β2 − µ˜2) = 0.
Al ser µ˜2 ≤ 1, es evidente que (1 + α2β2 − µ˜2) > 0 y iβ ser´ıa ra´ız del poli-
nomio Pn(λ). Como por hipo´tesis Pn(λ) ∈ Hn, se llega a una contradiccio´n.
Queda demostrado que @µ ∈ (0, 1] tal que <(λi(µ˜)) = 0 y por tanto,
<(λi(µ)) < 0, ∀µ ∈ (0, 1] y i = 1, · · · , n + 1. Si se toma el valor µ = 1,
queda probado que el asociado F (λ) ∈ Hn+1.
Lema 1.2.4 (Relaciones de Cardano Vieta). Sean λ1, · · · , λn las ra´ıces de












n−1 + · · ·+ an−1λ+ an =
=a0(λ− λ1)(λ− λ2) · · · (λ− λn), a0 > 0
Desarrollando el miembro de la derecha de la anterior ecuacio´n se pueden
obtener los siguientes valores para an y an−1
































+ · · · 1
λn
)
y se obtiene la relacio´n buscada entre las ra´ıces y dos de los coeficientes de
Pn(λ).
Lema 1.2.5. Si F (λ) ∈ Hn+1, entonces existen α > 0 y Pn(λ) ∈ Hn tal que
F es el asociado de Pn.
Demostracio´n. Sea F (λ) = A0λ
n+1 +A1λ
n + · · ·+Anλ+An+1 con A0 > 0.
Se va a probar que existe un α > 0 y un polinomio
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Pn(λ) = a0λ
n + a1λ
n−1 + · · ·+ an−1λ+ an, a0 > 0
tal que F (λ) = (1+αλ)Pn(λ)+Pn(−λ). Por esta igualdad es inmediato que
F (−λ) = (1− αλ)Pn(−λ) + Pn(λ)
Despejando Pn(−λ) de las dos anteriores ecuaciones, se tiene que
α2λ2Pn(λ) = (αλ− 1)F (λ) + F (−λ) (1.17)
Sustituyendo F (λ) en la ecuacio´n (1.17)
α2λ2Pn(λ) =αA0λ
n+2 + (−A0 + (−1)n+1A0 + αA1)λn+1+
+ (−A1 + (−1)nA1 + αA2)λn + · · ·+ (αAn)λ2+
+ (−2An + αAn+1)λ (1.18)
Para obtener el valor de α que garantice la existencia de Pn(λ) se desarrolla




n+1 + · · ·+ an−1λ3 + anλ2) = αA0λn+2+
+ (−A0 + (−1)n+1A0 + αA1)λn+1 + (−A1 + (−1)nA1 + αA2)λn+
+ · · ·+ (αAn)λ2 + (−2An + αAn+1)λ
Por lo que el coeficiente de λ se debe anular, siendo −2An + αAn+1 = 0 y
ser´ıa suficiente con establecer el valor α = 2AnAn+1 para calcular el resto de los
coeficientes de Pn(λ) de manera un´ıvoca.
Se define la familia de polinomios
vµ(λ) = (αλ− 1)F (λ) + µF (−λ), µ ∈ [0, 1). (1.19)
Se quiere probar que
(i) La familia de polinomios vµ(λ) tiene una ra´ız real positiva y (n + 1)
ra´ıces con parte real negativa cuando µ ∈ [0, 1).
Si µ = 0 es claro que v0(λ) = (αλ − 1)F (λ) tendra´ una ra´ız posi-
tiva λ = 1α y (n+1) ra´ıces con parte real negativa, ya que por hipo´tesis
F (λ) ∈ Hn+1.
Para comprobar que esta afirmacio´n es cierta ∀µ ∈ [0, 1), se hara´
una prueba similar a la realizada en el lema (1.2.3). Supo´ngase que
∃µ˜ ∈ (0, 1) y un ı´ndice 1 ≤ i ≤ n+ 2 tal que <(λi(µ˜)) = 0. Entonces,
λi(µ˜) = iβ con β 6= 0 y
vµ˜(λi) = 0⇒ (αiβ − 1)F (iβ) = −µ˜F (−iβ) (1.20)
vµ˜(λ¯i) = 0⇒ (−αiβ − 1)F (−iβ) = −µ˜F (iβ) (1.21)
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Las dos ecuaciones anteriores pueden reducirse a F (iβ)(−1 − α2β2 +
µ˜2) = 0. En este caso, µ˜2 < 1 y se llega a una contradiccio´n, ya que
iβ no puede ser ra´ız de F (λ) ∈ Hn+1.
(ii) El l´ımite l´ım
µ→1
vµ(λ) tiene n ra´ıces con parte real negativa y dos con
parte real nula.
Si se sustituye en la familia de polinomios (1.19) el valor de F (λ)
vµ(λ) =αA0λ
n+2 + (−A0 + µ(−1)n+1A0 + αA1)λn+1 + · · ·+
+ (−An−1 + µAn−1 + αAn)λ2 + (−An − µAn + αAn+1)λ+
+An+1(µ− 1)










Cuando µ = 1, se deduce que v1(λ) = α




inmediato ver que v1(λ) tiene dos ra´ıces nulas, ya que el te´rmino de
segundo grado de Pn(λ) es tal que α





Utilizando la relaciones de Cardano-Vieta del lema (1.2.4) y conside-























Como solo dos de las ra´ıces tienden a cero cuando µ→ 1 y este l´ımite
es finito, es claro que una de las dos ra´ıces tendra´ la parte real positiva
y la otra negativa, ya que si ambas tuviesen la parte real negativa el











Queda probado que n ra´ıces con parte real negativa de vµ(λ) tienden a
ser ra´ıces no nulas de Pn(λ) y el l´ımite de su parte real es finito. Es por
ello que todas las ra´ıces de Pn(λ) tienen la parte real negativa, esto es,
Pn(λ) ∈ Hn.
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Definicio´n 1.2.3. Dado un polinomio
Pn(λ) = a0λ
n + a1λ
n−1 + · · ·+ an−1λ+ an
la matriz cuadrada n× n
H(Pn) =

a1 a3 a5 · · · · · · · · · 0 0 0


















. . . an−1 0
...
...




... an−3 an−1 0
0 0 0 · · · · · · · · · an−4 an−2 an

se llama la matriz de Hurwitz correspondiente al polinomio Pn(λ).
Definicio´n 1.2.4. Los menores principales son los determinantes de las
submatrices de dimensiones 1×1, 2×2,· · · , n×n de la parte superior izquier-
da de H(Pn). Se denota por ∆k a los menores principales de las matrices de
Hurwitz para k = 1, 2, · · · , n
∆1 =
∣∣ a1 ∣∣ = a1, ∆2 = ∣∣∣∣ a1 a0a3 a2
∣∣∣∣ = a2a1 − a0a3, · · · ,∆n = an∆n−1
Ejemplo 1.2.1. (i) Sea P2(λ) = a0λ
2 + a1λ + a2 la matriz de Hurwitz






, ∆1 = a1 y ∆2 = a2a1
(ii) Sea P3(λ) = a0λ
3 + a1λ
2 + a2λ + a3 la matriz de Hurwitz asociada a
este polinomio y sus menores principales son
H(P3) =
 a1 a3 0a0 a2 0
0 a1 a3
 , ∆1 = a1, ∆2 = a2a1 − a0a3 y ∆3 = a3∆2
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(iii) Sea P4(λ) = a0λ
4 + a1λ
3 + a2λ
2 + a3λ+ a4 la matriz de Hurwitz aso-
ciada a este polinomio y sus menores principales son
H(P4) =

a1 a3 0 0
a0 a2 a4 0
0 a1 a3 0
0 a0 a2 a4
 , ∆1 = a1, ∆2 = a2a1 − a0a3,
∆3 = a3∆2 − a21a4 y ∆4 = a4∆3












2 +a11λ+a12 la matriz de Hurwitz asociada
a este polinomio es
H(P4) =

a1 a3 a5 a7 a9 a11 0 0 0 0 0 0
a0 a2 a4 a6 a8 a10 a12 0 0 0 0 0
0 a1 a3 a5 a7 a9 a11 0 0 0 0 0
0 a0 a2 a4 a6 a8 a10 a12 0 0 0 0
0 0 a1 a3 a5 a7 a9 a11 0 0 0 0
0 0 a0 a2 a4 a6 a8 a10 a12 0 0 0
0 0 0 a1 a3 a5 a7 a9 a11 0 0 0
0 0 0 a0 a2 a4 a6 a8 a10 a12 0 0
0 0 0 0 a1 a3 a5 a7 a9 a11 0 0
0 0 0 0 a0 a2 a4 a6 a8 a10 a12 0
0 0 0 0 0 a1 a3 a5 a7 a9 a11 0
0 0 0 0 0 a0 a2 a4 a6 a8 a10 a12

Teorema 1.2.6 (Criterio de Routh-Hurwitz). Sea Pn(λ) un polinomio con
coeficientes mayores que cero, esto es, ai > 0 ∀i = 0, · · · , n. Las ra´ıces
de dicho polinomio tienen la parte real negativa si y so´lo si ∆k > 0, k =
1, 2, · · · , n.
Demostracio´n. (⇒) Supo´ngase que Pn(λ) es Hurwitz y se va a comprobar
que ∆k > 0, ∀k = 1, 2, · · · , n. Se realizara´ la prueba por induccio´n.
Si n = 1, por el lema (1.2.1) se sigue que P1(λ) es Hurwitz si y solo si a1 > 0
y as´ı ∆1 > 0. Utilizando el mismo lema para n = 2, es claro que ∆1 > 0 y
∆2 > 0.
Asumiendo que ∀Pn ∈ Hn se cumple que ∆k > 0, ∀k = 1, 2, · · · , n. Sea
F (λ) ∈ Hn+1, por el lema (1.2.5), existen α > 0 y Pn(λ) ∈ Hn tal que F es
el asociado de Pn, esto es
F (λ) = (1 + αλ)Pn(λ) + Pn(−λ) =
= αa0λ
n+1 + (a0 + (−1)na0 + αa1)λn + (a1 + (−1)n−1a1 + αa2)λn−1
+ · · ·+ (2an−2 + αan−1)λ2 + αanλ+ 2an
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Suponiendo que α = 2c con c > 0 y que n es par. La demostracio´n para el
caso de n impar se realiza de manera ana´loga. Se tiene que




Ahora, se comprueba si los menores principales de la matriz de Hurwitz
H(F ) son positivos
H(F ) =

2a0 + 2ca1 2a2 + 2ca3 2a4 + 2ca5 · · · 0 0 0








... 2ca0 2ca2 0
...
...





. . . 2can 0
...
...




... 2can−2 2can 0
0 0 0 · · · 2an−4 + 2can−3 2an−2 + 2can−1 2an

Si se multiplica la segunda fila por −1c y se le suma a la primera y as´ı suce-
sivamente con cada par de filas hasta llegar a la n-e´sima fila. Se obtiene la
siguiente transformacio´n de H(F )
H(F ) =

2ca1 2ca3 2ca5 · · · 0 0 0








... 2ca0 2ca2 0
...
...





. . . 2can 0
...
...




... 2can−2 2can 0
0 0 0 · · · 2an−4 + 2can−3 2an−2 + 2can−1 2an

y sus menores principales son
∆¯1 = 2ca1 = 2c∆1, ∆¯2 = (2c)
2
∣∣∣∣ a1 a3a0 a2
∣∣∣∣ = (2c)2∆2,
∆¯3 = (2c)
3∆3, · · · , ∆¯n = (2c)n∆n, ∆¯n+1 = 2an∆¯n.
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Por hipo´tesis inductiva se sabe que ∆k > 0, ∀k = 1, · · · , n. Entonces queda
demostrado que ∆¯k > 0, ∀k = 1, · · · , n+ 1.
(⇐) Supo´ngase que Pn(λ) es un polinomio con ak > 0 y ∆k > 0, ∀k =
1, 2, · · · , n. Se quiere probar que Pn(λ) es Hurwitz. Se hara´ la prueba de
nuevo por induccio´n.
Si n ≤ 2 utilizando el lema (1.2.1) es inmediato ver que P1(λ) y P2(λ) son
Hurwitz.
Suponiendo cierta la afirmacio´n para los polinomios de grado n con coefi-
cientes positivos. Entonces, sea F (λ) un polinomio de grado (n + 1) cuyos
menores principales de la matriz de Hurwitz correspondiente son positivos
(∆¯k > 0, ∀k = 1, · · · , n + 1). Si se sigue el mismo razonamiento que en la
implicacio´n anterior, se obtiene que ∆¯k = (2c)
k∆k,∀k = 1, · · · , n. A partir
de F (λ) se puede obtener Pn(λ) utilizando la expresio´n (1.17)
α2λ2Pn(λ) = (αλ− 1)F (λ) + F (−λ)
Como ∆¯k > 0 ∀k = 1, · · · , n + 1, es evidente que ∆k > 0,∀k = 1, · · · , n y
debido a la hipo´tesis inductiva Pn(λ) ∈ Hn. Por u´ltimo utilizando el lema
(1.2.3), queda demostrado que F (λ) ∈ Hn+1.
1.2.1. Conclusio´n
Por tanto el signo de las ra´ıces de un polinomio viene determinada de la
siguiente manera en funcio´n de sus coeficientes
Sea P (λ) = a0λ + a1 con a0 > 0, sera´ un polinomio de Hurwitz si y
solo si a1 > 0.
Sea P (λ) = a0λ
2 + a1λ+ a2 con a0 > 0, sera´ un polinomio de Hurwitz
si y solo si a1 > 0 y a2 > 0.
Sea P (λ) = a0λ
3 + a1λ
2 + a2λ+ a3 con a0 > 0, sera´ un polinomio de
Hurwitz si y solo si ai > 0 para i = 1, 2, 3 y a2a1 − a0a3 > 0.
Sea P (λ) = a0λ
4+a1λ
3+a2λ
2+a3λ+a4 con a0 > 0, sera´ un polinomio
de Hurwitz si y solo si ai > 0 para i = 1, 2, 3, 4, a2a1 − a0a3 > 0 y
a3(a2a1 − a0a3)− a21a4 > 0.
Cap´ıtulo 2
Modelizacio´n de la peste
porcina cla´sica
En este segundo cap´ıtulo se plantea un modelo determin´ıstico para intentar
modelizar la peste porcina cla´sica (PPC). Una vez planteado dicho modelo,
se procede al estudio de su estabilidad local utilizando los conceptos intro-
ducidos en el anterior cap´ıtulo.
2.1. Descripcio´n de la enfermedad a modelizar
La PPC es una de las enfermedades virales ma´s contagiosas y con mayor
impacto econo´mico negativo en el sector porcino. Afecta tanto a cerdos
dome´sticos como salvajes, esto es, puede infectar tambie´n a jabal´ıes o al
pecar´ı de collar. Se produce por un virus ARN (VPPC) del ge´nero Pesti-
virus dentro de la familia Flaviviridae. La transmisio´n puede ocurrir por
contacto directo o indirecto con cerdos infectados, pudiendo propagarse el
virus a trave´s de veh´ıculos, equipamiento o personal sanitario entre otros.
Cl´ınicamente se caracteriza por una alta temperatura corporal, adormeci-
miento, hemorragias, vo´mitos, diarrea amarillenta y decoloracio´n de la piel
de color pu´rpura en zonas como las orejas, el abdomen y piernas. Cabe
destacar que dichos s´ıntomas pueden variar en funcio´n de la forma de la
enfermedad que puede ser hiperaguda, superaguda, aguda, cro´nica o incluso
conge´nita. En consecuencia, la mortalidad de la enfermedad dependera´ de
como sea la cepa viral, la edad de los cerdos, siendo los jo´venes ma´s propen-
sos a mostrar s´ıntomas graves, y el estado inmunitario del animal.
No existe tratamiento para la enfermedad, por lo que las medidas de control
desempen˜an un papel fundamental en su erradicacio´n. Analizaremos este
hecho en profundidad en el cap´ıtulo 3.
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2.2. Planteamiento del modelo
A continuacio´n se estudia un modelo SEICR de transmisio´n de la peste
porcina dentro de una misma granja (vea´se [14]). En este tipo de modelos
la poblacio´n de divide en
Susceptible: grupo de individuos no infectados que pueden contraer
la enfermedad en caso de ser expuestos.
Resistente: grupo de individuos que se han recuperado de la enfer-
medad y por tanto no podra´n transmitirla a otros.
Infectada: grupo de individuos que han contra´ıdo la enfermedad. Para
que el modelo planteado sea ma´s preciso y pro´ximo a la realidad, se
produce una subdivisio´n en este grupo teniendo en cuenta el estado de
la infeccio´n:
Infectados: los individuos que pertenecen a este grupo aunque
esta´n infectados no pueden contagiar al resto.
Infecciosos: los individuos que pertenecen a este grupo esta´n
infectados y adema´s pueden contagiar el virus.
S´ıntomas cl´ınicos: los individuos que pertenecen a este grupo
padecen la enfermedad en un estado muy avanzado con s´ıntomas apa-
rentes al ojo humano y pueden contagiar la enfermedad.
En la siguiente tabla se describen las variables necesarias para plantear el
modelo de transmisio´n de la peste porcina a estudiar
Variables Descripcio´n
S(t) Nu´mero de cerdos susceptibles en el instante t
E(t) Nu´mero de cerdos infectados en el instante t
I(t) Nu´mero de cerdos infecciosos en el instante t
C(t) Nu´mero de cerdos con s´ıntomas cl´ınicos en el instante t
R(t) Nu´mero de cerdos recuperados en el instante t
β Tasa de contagio entre cerdos
µ Tasa de natalidad/mortalidad por causas naturales
θ θ ∈ (0, 1). Indica la proporcio´n de cerdos que mueren por la
enfermedad
 Tiempo de permanencia en estado infectado
δ Tiempo de permanencia en estado infeccioso
α Tiempo de permanencia en estado de s´ıntomas cl´ınicos
Tabla 2.1: Variables y parame´tros del modelo.
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Teniendo en cuenta las variables anteriores, el recorrido de un cerdo en lo
que respecta a la enfermedad viene descrito mediante el siguiente diagrama
S E I C R
µS
βS(I + C)
µE µI µC µR
E δI (1− θ)αC
θαC
µ+ θαC
Figura 2.1: Esquema del modelo SEICR. Las flechas horizontales representan
el flujo entre los cuatro diferentes estados de la enfermedad y las verticales
los fallecimientos por muerte natural y por enfermedad en el caso de los
s´ıntomas cl´ınicos.
As´ı, la disminucio´n de cerdos susceptibles es proporcional a los posibles en-
cuentros entre e´stos tanto con cerdos infecciosos como con s´ıntomas cl´ınicos,
esto es, al factor βS(I + C). Por otro lado, el factor µ(1− S) representa la
cantidad de cerdos sanos que nacen menos las muertes naturales ocurridas
en la poblacio´n de susceptibles. Por u´ltimo para estudiar la variacio´n de
susceptibles hay que tener en cuenta que el nu´mero de cerdos que fallecen a
causa de la enfermedad debe ser compensado con nacimientos de suscepti-
bles, este aumento viene descrito por el valor θαC. Teniendo en cuenta todo
lo anterior se plantea la siguiente ecuacio´n
dS
dt
= −βS(I + C) + µ(1− S) + θαC (2.1)
Como era de esperar, la disminucio´n en el nu´mero de cerdos susceptibles por
contagio de la enfermedad produce un aumento equivalente en el nu´mero de
infectados. Adema´s teniendo en cuenta aquellos que sufran una muerte na-
tural mientras son infecciosos y cuyo tiempo de permanencia en este estado
haya terminado se obtiene
dE
dt
= βS(I + C)− E − µE (2.2)
Los individuos que no mueren en estado infectado pasan a estado infeccioso
por lo tanto en el nu´mero de cerdos infecciosos se produce un aumento que
viene dado por E. Considerando una vez ma´s, como para la ecuacio´n ante-
rior, aquellos que sufran una muerte natural y que como parte del proceso
de la enfermedad abandonan este estado
dI
dt
= E − δI − µI (2.3)
Ahora se analiza la ecuacio´n correspondiente al nu´mero de cerdos en estado
de s´ıntomas cl´ınicos. El factor positivo de la ecuacio´n se debe al paso de
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fase desde infeccioso. En este u´ltimo estado de la enfermedad el nu´mero de
cerdos disminuira´ no solo si se produce una muerte natural, sino tambie´n
debido a la enfermedad, como indica el valor θαC. Cabe tambie´n la posibi-
lidad de recuperarse de la enfermedad, hecho que se contempla mediante el
valor (1− θ)αC. De manera que se tiene
dC
dt
= δI − θαC − (1− θ)αC − µC (2.4)
Es claro por la explicacio´n anterior que se producira´ un aumento propor-
cional al valor (1 − θ)αC en el nu´mero de recuperados y considerando las




= (1− θ)αC − µR (2.5)
Por lo tanto teniendo en cuenta las ecuaciones (2.1), (2.2), (2.3), (2.4) y
(2.5) el modelo a estudiar es
Definicio´n 2.2.1 (Modelo peste porcina cla´sica). El modelo peste por-
cina cla´sica se define como la EDO siguiente
dS
dt
= −βS(I + C) + µ(1− S) + θαC
dE
dt
= βS(I + C)− E − µE
dI
dt
= E − δI − µI
dC
dt
= δI − θαC − (1− θ)αC − µC
dR
dt
= (1− θ)αC − µR
(2.6)
con β > 0, α > 0, µ > 0, δ > 0,  > 0, θ ∈ (0, 1) y condiciones iniciales
S(0) = S0 ≥ 0, E(0) = E0 ≥ 0, I(0) = I0 ≥ 0, C(0) = C0 ≥ 0, R(0) = R0 ≥ 0
con S0 + E0 + I0 + C0 +R0 = 1.
Proposicio´n 2.2.1. Sea (S(t), E(t), I(t), C(t), R(t)) una solucio´n de la EDO
2.6. Si denotamos por
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X(t) = S(t) + E(t) + I(t) + C(t) +R(t)
entonces
X(t) = 1, ∀t.



















Integrando ambos lados se obtiene que X(t) = 1 −Ke−µt donde K es una
constante. Aplicando la condicio´n inicial X(0) = S0 +E0 + I0 + C0 +R0 =
1−K = 1 es evidente que K tomara´ el valor cero y por tanto la poblacio´n
en todo instante de tiempo permanece constante.
Observacio´n 2.2.1. De la proposicio´n anterior se deduce que si inicialmente
la poblacio´n total no fuese 1, en el l´ımite ser´ıa 1.
2.3. Estudio estabilidad local del modelo
2.3.1. Puntos de equilibrio
Como la variable R no aparece en el resto de ecuaciones, se puede ignorar
la u´ltima ecuacio´n planteada en el modelo (2.6) y as´ı reducirlo. Se calculan
los puntos cr´ıticos del sistema igualando las siguientes cuatro ecuaciones
a cero
−βS(I + C) + µ(1− S) + θαC = 0
βS(I + C)− E + µE = 0
E − δI − µI = 0 (2.7)
δI − αC − µC = 0
Proposicio´n 2.3.1. Los puntos cr´ıticos del sistema son
P1 = (S1, E1, I1, C1) = (1, 0, 0, 0)
P2 = (S2, E2, I2, C2), donde
S2 =






(δ + µ)(α+ µ)C2
δ













Proposicio´n 2.3.2. El punto cr´ıtico P2 tendra´ sentido poblacional si y solo
si
β >
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
.
Demostracio´n. Se quiere ver cuando los puntos obtenidos tienen sentido po-
blacional, esto es, todas sus componentes son mayores o iguales que cero.
Es claro que P1 siempre tendra´ sentido poblacional. Sin embargo, el signo
de P2 depende exclusivamente de C2 ya que S2 es un cociente de constantes
positivas y el signo de I2 y E2 depende de dicho valor. Como θ < 1 implica
que el denominador de C2 es positivo y por lo tanto
C2 > 0⇐⇒ (+ µ)(δ + µ)(α+ µ) < β(α+ µ+ δ)⇐⇒
β >
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
(2.8)
Es definitiva, P2 tendra´ sentido poblacional si se toma un β suficientemente
grande para ello, ya que por como ha sido planteado el modelo θ ∈ (0, 1).
2.3.2. Estabilidad puntos de equilibrio hallados
En esta subseccio´n se comprueba la estabilidad del sistema 2.6 en ambos
puntos cr´ıticos. La matriz Jacobiana del sistema viene dada por
J =

−β(I + C)− µ 0 −βS θα− βS
β(I + C) −(+ µ) βS βS
0  −(δ + µ) 0
0 0 δ −(α+ µ)

(2.9)
Debido a la dificultad de determinar los signos de los valores propios de la
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matriz Jacobiana en los dos puntos cr´ıticos hallados se utiliza el criterio de
Routh-Hurwitz explicado en el cap´ıtulo 1.
Teniendo en cuenta todos los conceptos introducidos, se utilizara´n los Teo-
remas (1.1.6) y (1.2.6) y el Lema (1.2.1) para obtener la estabilidad de los
puntos cr´ıticos.
Teorema 2.3.3 (Estabilidad de la peste porcina cla´sica). Se distin-
guen los dos siguientes casos para estudiar la estabilidad del problema
(i) Si β es lo suficientemente pequen˜o para que
β <
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
,
P1 es asinto´ticamente estable.
(ii) Si
β >
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
,
P1 es inestable y si
a3(a2a1 − a0a3)− a21a4 > 0
entonces P2 es asinto´ticamente estable, donde ai para i = 0, · · · , 4 son
los coeficientes del polinomio caracter´ıstico del sistema 2.6 en el punto
P2.
Demostracio´n. Para comenzar con el ana´lisis de la estabilidad, se calcula
una expresio´n para el polinomio caracter´ıstico de (2.9):
P (λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−β(I + C)− µ− λ 0 −βS θα− βS
β(I + C) −(+ µ)− λ βS βS
0  −(δ + µ)− λ 0
0 0 δ −(α+ µ)− λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
= (+ µ+ λ)(β(I + C) + µ+ λ)(δ + µ+ λ)(α+ µ+ λ)−
−  [(β(I + C) + µ+ λ)βS(α+ µ+ λ) + β(I + C)δθα+ βSδ(µ+ λ)+
−β2S(I + C)(α+ µ+ λ)] (2.10)
Se distinguen dos casos
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(i) Si ( + µ)(δ + µ)(α + µ) > β(α + µ + δ) el u´nico punto con sentido
poblacional sera´ P1 = (1, 0, 0, 0). Se calcula el polinomio caracter´ıstico
en dicho punto, sustituyendo P1 en (2.10)
PP1(λ) = (+ µ+ λ)(µ+ λ)(δ + µ+ λ)(α+ µ+ λ)−
−  [(µ+ λ)β(α+ µ+ λ) + βδ(µ+ λ)] =
= (µ+ λ) [(+ µ+ λ)(δ + µ+ λ)(α+ µ+ λ)− β(α+ µ+ λ+ δ)] =
= (µ+ λ)
{
λ3 + λ2(α+ + δ + 3µ) + λ [(α+ µ)(+ µ)+
+(α+ µ)(δ + µ) + (+ µ)(δ + µ)− β] + (+ µ)(δ + µ)(α+ µ)−




Renombrando los coeficientes de (2.11) de la siguiente manera
a0 = 1
a1 = (α+ + δ + 3µ)
a2 = (α+ µ)(+ µ) + (α+ µ)(δ + µ) + (+ µ)(δ + µ)− β
a3 = (+ µ)(δ + µ)(α+ µ)− β(α+ µ+ δ)
Es claro debido a la desigualdad (+µ)(δ+µ)(α+µ) > β(α+µ+ δ)
que los cuatro coeficientes son positivos.
A continuacio´n, se estudia la estabilidad del punto de equilibrio P1 uti-
lizando el Teorema (1.2.6). El polinomio caracter´ıstico de tercer grado
2.11 sera´ Hurwitz si y solo si ai > 0 para i = 1, 2, 3 y a2a1− a0a3 > 0.
Ya se ha comprobado que el signo de los tres coeficientes es positivo,
por lo que solo faltar´ıa ver si se verifica la segunda condicio´n
a2a1 − a0a3 =(α+ + δ + 3µ) [(α+ µ)(+ µ) + (α+ µ)(δ + µ)+
+(+ µ)(δ + µ)− β]− (+ µ)(δ + µ)(α+ µ)+
+ β(α+ µ+ δ) = (α+ + δ + 3µ) [(α+ µ)(+ µ)+
+(α+ µ)(δ + µ)] + (+ µ)(δ + µ)(+ δ + 2µ)−
β(+ 2µ) > 0
Por lo tanto se cumplen todas las hipo´tesis del Teorema (1.2.6) y las
tres ra´ıces del polinomio 2.11 tienen la parte real negativa. De este he-
cho se sigue por el Teorema (1.1.6) que el punto P1 es asinto´ticamente
estable.
(ii) Si por el contrario (+µ)(δ+µ)(α+µ) < β(α+µ+ δ) ambos puntos
cr´ıticos tienen sentido biolo´gico.
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En este caso, el punto P1 es inestable. El polinomio caracter´ıstico 2.11
no es Hurwitz por ser el te´rmino independiente de dicho polinomio de
signo negativo. En consecuencia no todas las ra´ıces tendra´n la parte
real negativa y por el Teorema 1.1.6 el punto P1 no cumple las condi-
ciones necesarias para ser asinto´ticamente estable.
Para analizar la estabilidad en el punto de equilibrio P2 = (S2, E2, I2, C2),
se calcula el valor del polinomio caracter´ıstico en dicho punto
PP2(λ) = (+ µ+ λ)(β(I2 + C2) + µ+ λ)(δ + µ+ λ)(α+ µ+ λ)−
−  [(β(I2 + C2) + µ+ λ)βS2(α+ µ+ λ) + β(I2 + C2)δθα+
+βS2δ(µ+ λ)− β2S2(I2 + C2)(α+ µ+ λ)
]
= λ4+
+ λ3 [β(I2 + C2) + µ+ α+ + δ + 3µ] +
+ λ2 [(β(I2 + C2) + µ)(α+ + δ + 3µ) + (α+ µ)(+ µ)+
+ (α+ µ)(δ + µ) + (+ µ)(δ + µ)− βS2] +
+ λ
{
(β(I2 + C2) + µ) [(α+ µ)(+ µ) + (α+ µ)(δ + µ)+
+(+ µ)(δ + µ)] + (+ µ)(α+ µ)(δ + µ)− βS2(α+ µ+ µ+ δ)
}
+
+ (+ µ)(δ + µ)(α+ µ)(β(I2 + C2) + µ)− δβS2µ−
− β(I2 + C2)δθα− βS2(α+ µ)(β(I2 + C2) + µ)+





2 + a3λ + a4, donde ai,∀i = 0, · · · , 4 son los
coeficientes del polinomio (2.12). Una vez realizadas ciertas simplifica-
ciones sobre ellos, se comprueban los signos de dichos coeficientes
a0 = 1 > 0
a1 = β(I2 + C2) + µ+ α+ + δ + 3µ > 0
a2 = (β(I2 + C2) + µ)(α+ + δ + 3µ) + (α+ µ)(+ µ) + (α+ µ)(δ + µ)+
+ (+ µ)(δ + µ)− (+ µ)(δ + µ)(α+ µ)
α+ µ+ δ
> 0
a3 =β(I2 + C2) [(α+ µ)(+ µ) + (α+ µ)(δ + µ) + (+ µ)(δ + µ)] +
+ µ [(α+ µ)(+ µ) + (α+ µ)(δ + µ) + (+ µ)(δ + µ)−
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a4 = β(I2 + C2) [(+ µ)(α+ µ)(δ + µ)− δθα] > 0
Como los coeficientes son positivos se debe probar si se cumple que
a2a1 − a0a3 > 0 y a3(a2a1 − a0a3) − a21a4 > 0 para que el polinomio
tenga todas sus ra´ıces con parte real negativa y as´ı P2 sea asinto´tica-
mente estable. Es inmediato que
a1a2 − a3 =(α+ + δ + 3µ)
[
(β(I2 + C2) + µ)
2+
+(β(I2 + C2) + µ)(α+ + δ + 3µ) + (α+ µ)(+ µ)+




− (+ µ)(δ + µ)(α+ µ)
α+ µ+ δ
β(I2 + C2) > 0 (2.13)
Sin embargo, no ha sido posible determinar expl´ıcitamente el signo de
a3(a2a1 − a0a3)− a21a4. Buscamos un β tal que
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
< β
y a3(a2a1 − a0a3)− a21a4 > 0. Para esto basta con que
a21a4 =β(I2 + C2) [β(I2 + C2) + µ+ α+ + δ + 3µ]
2
[(+ µ)(α+ µ)(δ + µ)− δθα]
sea suficientemente pequen˜o. Este producto sera´ pequen˜o si se toman
α, , δ, θ y µ muy pequen˜os tales que a4 = (+µ)(α+µ)(δ+µ)− δθα
sea muy pequen˜o a su vez. Por lo tanto, es posible encontrar valores
β, α, , δ, µ y θ lo suficientemente pequen˜os que cumplan que a3(a2a1−
a0a3)− a21a4 > 0 y en consecuencia P2 sea asinto´ticamente estable.
Con el fin de mejorar este resultado se va a tratar de encontrar una condi-
cio´n para β que garantize que el signo de a3(a2a1−a0a3)−a21a4 sea positivo.
Proposicio´n 2.3.4. Existe ξ funcio´n de variables (β, µ, α, , δ, θ) tal que si
se cumple
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
< β < ξ(β, µ, α, , δ, θ)
P2 es asinto´ticamente estable.
Cap´ıtulo 2. Modelizacio´n de la peste porcina cla´sica 29
Demostracio´n. Sea ′ tal que
0 ≤ (+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
< β < ′.
Se quiere demostrar que a3(a2a1−a0a3)−a21a4 > 0 es un valor positivo, esto
es, a3(a2a1 − a0a3) > a21a4. Se denota por Ki, ∀i = 1, · · · , 6 a las funciones
siguientes
K1(β, µ, α, , δ, θ) = (I2 + C2)(K5 + µ+K2)
2 [(+ µ)(α+ µ)(δ + µ)− δθα]
K2(α, , δ, µ) = α+ + δ + 3µ
K3(β, α, , δ, µ) = µ
2 + µK2
K4(α, µ, δ, ) = (α+ µ)(+ µ) + (α+ µ)(δ + µ) + (+ µ)(δ + µ)
K5(β, µ, α, , δ, θ) = β(I2 + C2)
K6(β, α, µ, , δ, θ) = (K5 + µ)K4
A partir de las igualdades anteriores se realizan las cotas siguientes
El producto
a21a4 =β(I2 + C2) [β(I2 + C2) + µ+ α+ + δ + 3µ]
2
[(+ µ)(α+ µ)(δ + µ)− δθα]
se puede acotar de manera trivial por
a21a4 < K1(β, µ, α, , δ, θ)
′
El valor a2a1 − a0a3, que viene descrito por la ecuacio´n 2.13, por ser
β(I2 + C2) ≥ 0 y cumplirse la condicio´n
(+ µ)(δ + µ)(α+ µ)
α+ µ+ δ
< β < ′
se puede acotar mediante la desigualdad
a2a1 − a0a3 ≥K2(α, , δ, µ)
[
K3(β, α, , δ, µ) +K4(α, µ, δ, )− ′
]−
− ′K5(β, µ, α, , δ, θ)
El coeficiente a3 se acota tambie´n de manera trivial por
a3 ≥ K6(β, α, µ, , δ)− ′
30 2.3. Estudio estabilidad local del modelo
Considerando las acotaciones realizadas, el producto a3(a2a1 − a0a3) sera´
a3(a2a1 − a0a3) ≥ (K6 − ′)
[
K2(K3 +K4 − ′)−K5′
]
≥ K6K2(K3 +K4)− ′K7
donde
K7(β, α, µ, , δ, θ) =  [K6K2 +K6K5 +K2(K3 +K4)]
y en consecuencia
a3(a2a1 − a0a3)− a21a4 ≥ K6K2(K3 +K4)− ′K7 −K1′




= ξ(β, µ, α, , δ, θ)
Por lo tanto, si los pa´rametros β, µ, α, , δ, θ cumplen que
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
< β < ξ(β, µ, α, , δ, θ)
entonces a3(a2a1 − a0a3)− a21a4 > 0 y P2 es asinto´ticamente estable.
Gracias al teorema 2.3.3 hemos determinado la estabilidad de los puntos
de equilibrio. Por el Teorema Hartman-Grobman (1.1.7) sabemos que la
dina´mica local de los puntos de equilibrio es topolo´gicamente equivalente a
la de los sistemas linealizados
x′ = Ax
donde A es la matriz Jacobiana dada por
A = J =

−β(I + C)− µ 0 −βS θα− βS
β(I + C) −(+ µ) βS βS
0  −(δ + µ) 0
0 0 δ −(α+ µ)

Con este ana´lisis hemos estudiado de manera razonable la dina´mica del





Por u´ltimo se analiza un caso concreto del modelo 2.6 y se estudia su esta-
bilidad. Una vez visto que pra´cticamente todos los cerdos padecen la enfer-
medad, se intentara´ disminuir el nu´mero de cerdos contagiados empleando
medidas de control adecuadas para ello.
3.1. Estimacio´n de los para´metros
Sabiendo que para el ejemplo a considerar el tiempo se medira´ en d´ıas, se
van a establecer los valores de los para´metros que intervienen en el modelo
en funcio´n de las premisas siguientes (vea´se [15] y [16])
El per´ıodo de incubacio´n de la peste porcina cla´sica es de unos 28 d´ıas,
siendo los cerdos infectados capaces de contagiar dicha enfermedad a
partir del se´ptimo d´ıa. Entonces se establecen  = 17 y δ =
1
21 , ya
que un d´ıa es 17 y
1
21 del per´ıodo en estado infectado y infeccioso
respectivamente.
Los s´ıntomas cl´ınicos de la enfermedad son visibles en los d´ıas posterio-
res al fin del proceso de incubacio´n y por ello se toma como referencia
30 d´ıas hasta que dichos s´ıntomas sean perceptibles. Por lo tanto, un
d´ıa es α = 130 del tiempo de permanencia en dicho estado.
La esperanza de vida media de los cerdos es de entre 10 y 15 an˜os.
Entonces tomando la media de ambos valores y como el an˜o tiene 365
d´ıas la tasa de mortalidad/natalidad por causas naturales por d´ıa es
µ = 112∗365 .
La tasa de mortalidad de la enfermedad depende de la edad de los
cerdos. Se distinguen tres casos: cerdos adultos, cerdos jo´venes y la
mezcla de ambos.
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Los cerdos adultos son menos propensos a mostrar s´ıntomas gra-
ves. Considerando una tasa de mortalidad del 50 % el valor de θ sera´
0.5.
Los cerdos jo´venes tienen una tasa de mortalidad mayor que la
considerada para los adultos, aproximadamente del 80 % y θ = 0,8.
Si en la poblacio´n de cerdos que hay tanto cerdos jo´venes como
adultos se puede tomar θ = 0,6 como valor intermedio para la tasa de
mortalidad en esta situacio´n.
Tras realizar diversas simulaciones con datos reales se ha llegado a la
conclusio´n de que el para´metro de tasa de contagio entre cerdos toma
distintos valores en funcio´n de la edad del cerdo.
Si los cerdos son adultos la tasa de contagio toma como valor
β = 8,52.
Si en cambio son jo´venes β = 1,85.
En una poblacio´n mixta se estima para la tasa de contagio el valor
β = 5,18.
3.2. Variacio´n de la tasa de contagio y mortalidad
El objetivo es ver si la variacio´n en la tasa de contagio β y la tasa de
mortalidad θ, debido a la edad del conjunto de cerdos estudiado, supone
una gran diferencia en la solucio´n del modelo. Esto es, sustituyendo los
valores explicados en el Modelo peste porcina cla´sica, se estudiara´ la
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Se resuelve primero el problema para una poblacio´n de cerdos exclusiva-
mente adultos (β = 8,52 y θ = 0,8). Para este problema en particular los
puntos cr´ıticos de 3.1 son
P1 = (1, 0, 0, 0, 0)
P2 = (0,00232543, 0,0133128, 0,0031426, 0,00938281, 0,971836)
Desde un punto de vista biolo´gico P2 ≈ (0, 0, 0, 1), esto quiere decir que
todos los cerdos en dicho punto habr´ıan pasado por la enfermedad.
Si se toman como valores iniciales S(0) = 0,99, E(0) = 0,01, I(0) =
0, C(0) = 0, R(0) = 0, esto es, que si se tienen 100 cerdos adultos, 99
de ellos son susceptibles y uno esta´ infectado. Es interesante observar que
en cuestio´n de pocos d´ıas pra´cticamente toda la poblacio´n resulta infecta-
da por el virus. Este hecho queda plasmado en la figura 3.1 ya que para el
se´ptimo d´ıa el nu´mero de cerdos adultos infectados, infecciosos y s´ıntomas
cl´ınicos alcanza un valor muy pro´ximo a uno, que como bien sabemos es el
total de la poblacio´n.
Figura 3.1: Evolucio´n del nu´mero de cerdos adultos susceptibles, enfermos
y recuperados a lo largo de 30 d´ıas.
Si se repite la simulacio´n anterior con los mismos valores iniciales para los
otros pares de valores de β y θ, se obtienen unos resultados muy similares.
En los tres casos el virus infecta en cuestio´n de d´ıas a todos los cerdos
de la granja, pero dicha infeccio´n se produce de manera ma´s ra´pida en los
cerdos adultos, posteriormente en los cerdos mixtos y por u´ltimo en los cer-
dos jo´venes. Esto significa que a simple vista, la dina´mica del sistema no se
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ve muy afectada por esta variacio´n. Las siguientes gra´ficas representan la
evolucio´n de los cerdos jo´venes y mixtos a lo largo de 30 d´ıas
Figura 3.2: Evolucio´n del nu´mero de
cerdos jo´venes susceptibles, enfermos
y recuperados a lo largo de 30 d´ıas.
Figura 3.3: Evolucio´n del nu´mero de
cerdos mixtos susceptibles, enfermos
y recuperados a lo largo de 30 d´ıas.
3.3. Ana´lisis de la estabilidad local
Como se ha comprobado en la anterior seccio´n aparentemente las diferentes
edades del cerdo y en consecuencia los pares de valores de β y θ no afectan
a la dina´mica del sistema. Por ello, se va a estudiar nume´ricamente la esta-
bilidad para el caso de los cerdos adultos, esto es, se estudiara´ la estabilidad
para el sistema 3.1 donde β = 8, 52 y θ = 0, 5.
Es sencillo verificar que
β >
(+ µ)(δ + µ)(α+ µ)
(α+ µ+ δ)
= 0,0198126
y en consecuencia se puede asegurar que los dos puntos cr´ıticos tienen todas
sus componentes positivas. Por el teorema 2.3.3 sabemos que P1 es inestable
y P2 es asinto´ticamente estable si se cumple la condicio´n siguiente para los
coeficientes del polinomio caracter´ıstico en dicho punto
a3(a2a1 − a0a3)− a21a4 > 0.
Sea el polinomio caracter´ıstico en P2
0,0000225066 + 0,00256532λ+ 0,0538849λ2 + 0,41809λ3 + λ4 (3.2)
se cumple que a3(a2a1−a0a3)−a21a4 = 0,0000472784 > 0 y en consecuencia
P2 es asinto´ticamente estable.
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Estos resultados se pueden comprobar calculando nume´ricamente los au-
tovalores de la matriz de linealizacio´n del sistema para cada valor propio
y determinando mediante el criterio de linealizacio´n de Poincare´-Liapunov
(1.1.6) la estabilidad de dichos puntos. Esto es,
Se comienza estudiando el punto P1 = (1, 0, 0, 0). Los autovalores para
este punto son
λ1 = −1,17653, λ2 = 1,03314, λ3 = −0,0811002 y λ4 = −0,000228311.
Es evidente que el punto P1 = (1, 0, 0, 0) es inestable, por ser la parte
real de λ2 positiva.
El punto P2 = (0,00232543, 0,0133128, 0,0031426, 0,00938281, 0,971836)
tiene por autovalores a
λ1 = −0,231184 + 0.i, λ2 = −0,0878653 + 0,0314831 i
λ3 = −0,0878653− 0,0314831 i, λ4 = −0,0111753 + 0.i.
Los cuatro autovalores tienen la parte real negativa y por tanto utili-
zando el Teorema 1.1.6 el punto P2 es asinto´ticamente estable.
El procedimiento para los otros dos casos planteados es ana´logo, obtenie´ndo-
se mediante el mismo razonamiento que P1 es inestable y P2 es asinto´tica-
mente estable.
Por lo tanto, como ya se intu´ıa a lo largo del ejemplo la estabilidad no
se ve afectada por el valor que toman β y θ. Esto se debe a que los para´me-
tros α, δ,  y µ son tan pequeno˜s que para cualquier valor de β > 0 que
cumpla la condicio´n (2.8) y θ ∈ (0, 1) se obtienen los mismos resultados para
la estabilidad del problema.
3.4. Medidas de control
A la vista de los resultados anteriores, esto es, pra´cticamente todos los cer-
dos se contagian de la enfermedad al cabo de treinta d´ıas, resulta lo´gico
plantearse si existe alguna manera de reducir el nu´mero de enfermos.
Como ya se ha mencionado, la PPC es una enfermedad de la que no exis-
te tratamiento y por ello la prevencio´n y control son indispensables. Esta´
inscrita en la lista de enfermedades de declaracio´n obligatoria de la Organi-
zacio´n Mundial de Sanidad Animal (OIE).
En regiones en las que el virus es ende´mico y existe riesgo de propagacio´n
de e´ste, se utiliza la vacunacio´n como manera preventiva durante un per´ıodo
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de tiempo determinado. Esta vacunacio´n general de emergencia puede pro-
vocar que el virus se camufle y por ello los pa´ıses libres de la peste porcina
cla´sica previenen su reinfeccio´n controlando la importacio´n de cerdos y sus
derivados. Se ha comprobado que una vacunacio´n sistema´tica puede condu-
cir hacia una situacio´n favorable, es decir, una pol´ıtica de no vacunacio´n y
la erradicacio´n del virus. Tras el cese de vacunacio´n es indispensable tratar
los brotes aislados mediante el sacrifio sanitario de los animales infectados
para evitar una nueva propagacio´n de la enfermedad. Segu´n la u´ltima reco-
pilacio´n de la OIE, los pa´ıses miembros libres de la enfermedad se pueden
apreciar en 3.4.
Figura 3.4: Mapa del estatus oficial de peste porcina cla´sica de los Miembros
de la OIE.
3.4.1. Aplicacio´n de medidas de control al modelo
En esta subseccio´n se va a tratar de adaptar el modelo esta´ndar de peste
porcina 3.1 para el caso de cerdos adultos incluyendo algunas medidas de
control. Se mantienen las condiciones iniciales tomadas para el ejemplo en
las anteriores subsecciones. Se quieren estudiar las consecuencias de mejora
en la poblacio´n recalcando en cada caso la disminucio´n de cerdos que pade-
cen la enfermedad.
Es de destacar que las situaciones planteadas son teo´ricas ya que en reali-
dad si se produjese una epidemia reducida se realizar´ıa inmediatamente un
sacrificio de todos los animales infectados y aquellos que hubiesen tenido
cualquier contacto con ellos.
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Modelo 1
En este primer modelo se realizara´ una vacunacio´n sistema´tica de un por-
centaje de la poblacio´n de cerdos adultos susceptibles y se observara´ como
afecta este hecho a la extensio´n de la epidemia.
Por simplicidad se va a suponer que una vez vacunado el cerdo no pue-
de ser contagiado de nuevo, esto es, la vacuna que se esta´ considerando es
muy eficaz. Es importante saber que si se aplicase este protocolo en una
epidemia real habr´ıa que tener en cuenta que la respuesta inmune que ge-
neran este tipo de vacunas puede que no permita distinguir a los animales
vacunados sanos de aquellos que han tenido contacto con el virus. Sea ν la
constante de vacunacio´n mencionada el nuevo modelo a estudiar es
Definicio´n 3.4.1 (Modelo 1 de vacunacio´n de la peste porcina cla´si-




= −βS(I + C) + µ(1− S) + θαC − νS
dE
dt
= βS(I + C)− E − µE
dI
dt
= E − δI − µI
dC
dt
= δI − θαC − (1− θ)αC − µC
dR
dt
= (1− θ)αC − µR+ νS
(3.3)
con β > 0, α > 0, µ > 0, δ > 0,  > 0, θ ∈ (0, 1), ν ∈ (0, 1) y condiciones
iniciales
S(0) = S0 ≥ 0, E(0) = E0 ≥ 0, I(0) = I0 ≥ 0, C(0) = C0 ≥ 0, R(0) = R0 ≥ 0
con S0 + E0 + I0 + C0 +R0 = 1.
Observacio´n 3.4.1. El estudio de estabilidad del Modelo 1 de vacunacio´n
de la peste porcina cla´sica es ana´logo al realizado ya que es pra´cticamente
el mismo sistema, solo cambian algunos coeficientes de las variables.
Debido al coste eco´nomico de este tipo de medidas se tratara´ de plantear un
valor para ν que reduzca notablemente el nu´mero de cerdos enfermos, pero
que no resulte desorbitado. En la siguientes gra´ficas se observa el efecto de
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aplicar una tasa de vacunacio´n desde un 10 % hasta un 50 %
Figura 3.5: Modelo 3.3 con ν = 0, 1
Figura 3.6: Modelo 3.3 con ν = 0, 3
Figura 3.7: Modelo 3.3 con ν = 0, 2
Figura 3.8: Modelo 3.3 con ν = 0, 4
Figura 3.9: Modelo 3.3 con ν = 0, 5
A la vista de los resultados es evidente que una vacunacio´n del 10 % o del
20 % no resulta efectiva para el caso estudiado y que se deber´ıa aplicar un
porcentaje mayor. Adema´s la diferencia entre establecer ν = 0, 5 y ν = 0, 4
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es muy leve y podr´ıa resultar no rentable invertir en ese 10 % adicional de
vacunacio´n. Por lo tanto, ser´ıa recomendable utilizar una tasa de vacunacio´n
del 30 % o del 40 %, en funcio´n de los resultados buscados.
Modelo 2
En este segundo modelo con control se va a estudiar si ser´ıa suficiente con
vacunar a los cerdos recie´n nacidos para erradicar la epidemia. Como en
nuestro modelo 3.1 se consideran tanto las muertes naturales como aquellas
producidas por la enfermedad bastara´ con introducir el valor ν(µ + θαC)
donde ν es de nuevo la constante de vacunacio´n para plantear el siguiente
modelo
Definicio´n 3.4.2 (Modelo 2 de vacunacio´n de la peste porcina cla´si-




= −βS(I + C) + µ(1− S) + θαC − ν(µ+ θαC)
dE
dt
= βS(I + C)− E − µE
dI
dt
= E − δI − µI
dC
dt
= δI − θαC − (1− θ)αC − µC
dR
dt
= (1− θ)αC − µR+ ν(µ+ θαC)
(3.4)
con β > 0, α > 0, µ > 0, δ > 0,  > 0, θ ∈ (0, 1), ν ∈ (0, 1) y condiciones
iniciales
S(0) = S0 ≥ 0, E(0) = E0 ≥ 0, I(0) = I0 ≥ 0, C(0) = C0 ≥ 0, R(0) = R0 ≥ 0
con S0 + E0 + I0 + C0 +R0 = 1.
Observacio´n 3.4.2. Al igual que para el Modelo 1, el estudio de estabilidad
del Modelo 2 de vacunacio´n de la peste porcina cla´sica es ana´logo por tratarse
de nuevo del mismo sistema salvo algunos coeficientes de las variables.
El principal inconveniente frente a esta medida es que la peste porcina cla´si-
ca puede ser transmitida al feto durante el embarazo y podr´ıa suceder que el
recie´n nacido estuviese ya infectado antes de su nacimiento. Esta posibilidad
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no se ha considerado a la hora de plantear el modelo 3.4.
Adema´s es necesario establecer un 90 % de vacunacio´n de los recie´n nacidos,
ya que en caso contrario apenas resulta perceptible obtenie´ndose un resul-
tado muy lejano a lo esperado.
Figura 3.10: Modelo 3.4 con ν = 0, 9
Una leve mejora en el nu´mero de cerdos que padecen la enfermedad es per-
ceptible en la figura anterior pero esta segunda medida de control planteada
resulta completamente ineficaz para nuestro ejemplo.
En conclusio´n, tras analizar los dos nuevos modelos planteados es evidente
que lo ma´s efectivo ser´ıa aplicar el Modelo 1 de vacunacio´n de la peste
porcina cla´sica con una tasa de vacunacio´n del 40 % o 30 % si queremos
obtener una reduccio´n notable del nu´mero de cerdos enfermos.
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