Combustion and turbulence simulations involve highly intermittent localized phenomena that generate high volumes of spatially and temporally varying field and particle data. The current paradigm of posthoc analysis and visualization will become increasingly infeasible as data volumes continue to increase. In the exascale era this problem will be further exacerbated by the difficulty of moving large volumes of data through deep complex memory hierarchies and across the machine network to hard disks on a heterogeneous supercomputer. I will discuss recent advances in in situ massively parallel volume and particle visualization algorithms coupled with analytics -e.g. topological feature segmentation/tracking, distance field construction, multi-variate statistics and eigensolutions of the reaction rate Jacobian -as an integral part of a scientific discovery from high-fidelity combustion simulations. The role of asynchronous task based programming models and runtimes to facilitate an extensible, performance portable computational science workflow at extreme scale will also be discussed in the context of recent turbulent ignition simulations.
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