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It is proved by use of the classification of the doubly even (32, 16) codes, that in 
addition to the design formed by the planes in PG(4, 2), there are exactly four other 
nonisomorphic quasi-symmetric 2-(31, 7, 7) designs, and they all have 2-rank 16. 
This shows that the “only if’ part of the following conjecture due to Hamada, is not 
true in general: “If N(D) is an incidence matrix of a design D with the parameters of 
a design G defined by the flats of a given dimension in PG(t, q) or AG(t, q), then 
rank, N(D) > rank, N(G), with equality if and only if D is isomorphic with G.” The 
five quasi-symmetric 2-(31, 7, 7) designs are extendable to nonisomorphic 
3-(32, 8,7) designs having 2-rank 16, one of which is formed by the 3-flats in 
AG(5, 2), thus the designs arising from a finite atline geometry also are not charac- 
terized by their ranks in general. A quasi-symmetric 2-(45, 9, 8) design yielding a 
pseudo-geometric strongly regular graph with parameters (r, k, t) = (15, 10, 6) is 
also constructed on the base of the known extremal doubly even (48,24) code. 
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1. INTRODUCTION 
We assume that the reader is familiar with the basic definitions and 
elementary facts from design theory (cf. e.g., [3, 81) and coding theory [3, 
12, 14, 15-J. As usual, by a q-ary (n, k) code we mean a k-dimensional 
linear subspace of the n-dimensional vector space over GF(q). The dual 
code refers to the orthogonaly complementary subspace (under the usual 
inner product), and a code is self-dual when it coincides with its dual. A 
generator matrix of a code is a matrix whose rows form a basis of the code, 
and a parity check matrix is a generator matrix of the dual code. The 
(Hamming) weight of a vector is the number of its nonzero coordinates, 
and the minimum weight of a code is the weight of the lightest nonzero 
code word. A binary code is doubly even if the weights of all code words 
are divisible by 4. The minimum weight in a doubly even self-dual (n, n/2) 
code is less or equal to 4[n/24] + 4; and the codes attaining this bound are 
called extremal. 
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A well known application of block designs in coding theory is the con- 
struction of majority-logic decodable codes having as parity check matrices 
incidence matrices of designs. The best codes constructed in this way are 
obtained from designs whose incidence matrices have minimum rank over 
the considered finite field. Most of the best majority-logic decodable codes 
are based on designs arising from finite geometries. The ranks of the 
incidence matrices of such designs were determined by MacWilliams and 
Mann [13], Goethals and Delsarte [7], Smith [16], and Hamada [9]. It 
was conjectured by Hamada [9] that a design arising from a finite affine or 
projective geometry has minimum rank among all designs with the same 
parameters. More concretely, if D is a design with the same parameters as 
those of a design G defined by the m-dimensional subspaces in AG(t, q) or 
PG(t, q), then rank, D > rank, G, with equality if and only if D is 
isomorphic to G (Here by rank, D (resp. rank, G) we mean the rank of any 
incidence matrix of the corresponding design over GF(q)). This conjecture 
was proved by Hamada and Ohmori [lo] in the case q = 2 and m = t - 1, 
i.e., for the designs defined by the hyperplanes in a binary affine or projec- 
tive geometry. Doyen, Hubaut, and Vandensavel [6] proved that the con- 
jecture is true also for designs formed by the lines in a binary projective, or 
a ternary afline geometry, and Teirlink [ 173 (cf. Dehon [S] ) proved the 
conjecture for the design of the planes in a binary alline geometry. In par- 
ticular, Hamada’s conjecture holds for all designs derived from PG(t, 2) or 
AG(t + 1,2) for t < 3. The first two open cases concern the designs of the 
planes in PG(4,2) (with parameters 2-(31,7, 7)) and the 3-dimensional 
subspaces in AG(5, 2) (with parameters 3-(32, 8, 7), or 2-(32, 8, 35) more 
generally). 
The design defined by the planes in PG(4,2) has the property that the 
intersection of any two blocks contains 1 or 3 points, i.e., it is quasi-sym- 
metric. Recall that a 2-design is called quasi-symmetric if the cardinality of 
the intersection of two blocks takes just two distinct values, say x and y. If 
one consider the blocks of a quasi-symmetric designs as vertices of a graph, 
where two blocks are adjacent if they have x common points, the resulting 
graph is strongly regular [3, Chap. 31. In Section 2 we show that every 
quasi-symmetric 2-(31, 7, 7) design is associated in a certain way with an 
extremal doubly even (32, 16) code. Using the classification of these codes 
(by Conway and Pless [4]), we prove that there are exactly five 
isomorphism classes of quasi-symmetric 2-(31, 7, 7) designs. All they have 
rank 16 over GF(2), which shows that the “only if’ part of the Hamada’s 
conjecture is not true in general. 
In Section 3 we study the 3-(32,8,7) designs formed by the words of 
weight 8 in extremal doubly even (32, 16) codes. Up to isomorphism, these 
are the only 3-designs with the given parameters, such that any two blocks 
intersect in an even number of points. All these designs have rank 16 over 
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GF(2), thus in addition to the afline geometric design derived from the 
Reed-Muller code we have four other designs with the same rank. This 
shows that the designs arising from an affine geometry also are not charac- 
terized by their ranks in general. 
It is possible to obtain quasi-symmetric designs from doubly even codes 
in at least one other case. In the lase Section 4 we use the extended binary 
quadratic-residue (48, 24) code to produce a quasi-symmetric 2-(45,9, 8) 
design, yielding a strongly regular graph with parameters (220, 135, 78, 
90), i.e., a pseudo-geometric graph with (r, k, t) = (15, 10, 6). 
2. QUASI-SYMMETRIC 2-(31, 7, 7) DESIGNS 
Suppose D is a quasi-symmetric 2-(31, 7, 7) design with intersection 
numbers x, y (x <v). Let B be a given block of D and ni be the number of 
blocks having i common points with B. Then we have 
n, + ny = 154, 
xn, + yn, = 7.34, (1) 
x(x - 1) n, + y( y - 1) ny = 7.6.6, 
whence y(y - x) n,, = 14( 18 - 17(x - 1)) > 0, which is possible only for 
x < 2. It is easily checked that the system (1) has no solutions for x = 0 or 
2, and if x = 1 then y = 3, and n, = 112, n3 = 42. 
LEMMA 2.1. Zf A is a 155 x 31 incidence matrix of a 2-(31, 7, 7) design, 
then the binary code of length 31 with parity check matrix A has minimum 
weight at least 6. 
Proof: Since every column of A contains an odd number of ones, the 
sum (modulo 2) of an odd number of columns of A has an odd weight, and 
consequently is not zero. Assume that there is a set S consisting of 2s 
columns of A whose sum is the zero column of length 155. Then every row 
of A must meet an even number of these 2s columns in ones. Let nZi be the 
number of rows meeting exactly 2i columns of S in ones. We have 
i$o hi = 155, 
i 2inzi = 2s. 35, 
i=O 
i 2i(2i- 1)nZi=2s(2s- 1).7, 
i=O 
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whence 
f: i(i-l)n,,=7s(s-3)>0, 
i=O 
which is possible only if s 2 3. Thus the smallest set of linearly dependent 
columns of A must contain at least six columns. 
LEMMA 2.2. If A is an incidence matrix of a quasi-symmetric 2-(31, 7, 7) 
design, then the binary code generated by the rows of the matrix 
(2) 
is contained in an extremal doubly even (32, 16) code. 
Proof. The scalar product (over the reals) of any two rows of (2) is 2 or 
4, and all rows have weight 8, hence the matrix (2) generates a self- 
orthogonal code L with weights divisible by four. Since the code length 32 
is divisible by 8, there exists a doubly even self-dual (32, 16) code C, such 
that LcCcL’, where L’ is the dual of L. By Lemma 2.1 every five 
columns of A are linearly independent. Assume that the sum of some 2s 
columns of (2) including the all-one column, is zero, i.e., the sum of some 
2s - 1 columns of A is the all-one column. Denoting by ni the number of 
rows of A meeting exactly i of these 2s - 1 columns in ones, we have 
iC, b 1 = 155, 
whence 
i= 1 
which implies s 2 3. Thus the minimum weight of Ll is at least 6, hence the 
minimum weight of C is 8, i.e., C is extremal. 
It follows by Lemma 2.2 that we can find all quasi-symmetric 2-(31,7,7) 
designs by inspection of sets of code words of weight 8 in extremal doubly 
even (32,16) codes. As it was proved by Conway and Pless [4], there exist 
exactly five inequivalent extremal doubly even (32, 16) codes. Any such 
code contains 620 words of weight 8, forming an incidence matrix of a 
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3-(32, 8, 7) design. Therefore, any quasi-symmetric 2-(31, 7, 7) design can 
be obtained as a derived from such a 3-(32, 8, 7) design. Since all extremal 
doubly-even (32,16) codes have transitive automorphism groups, the 
2-(31, 7, 7) designs obtained from a given code are all isomorphic. By 
Lemma 2.2 the rank of a quasi-symmetric 2-(31, 7, 7) design over GF(2) 
does not exceed 16. We checked by computer however that the five 
2-(31,7,7) designs obtained from the five extremal (32, 16) codes all have 
rank 16. As a consequence of this every extremal doubly even (32, 16) code 
has a generator matrix of the form (2), and inequivalent codes are 
generated by nonisomorphic 2-(31,7,7) designs. Thus we have the follow- 
ing 
THEOREM 2.3. There are exactly five nonisomorphic quasi-symmetric 
2-(31, 7,7) designs, and they all have rank 16 over GF(2). 
Let us mention that the automorphism group of a quasi-symmetric 
2-(31, 7, 7) design is isomorphic with the stabilizer of a coordinate in the 
automorphism group of the underlying doubly even code. The design 
obtained from the Reed-Muller code is isomorphic with the design of the 
planes in PG(4,2) and has a doubly transitive group. The design derived 
from the extended quadratic-residue code has a transitive automorphism 
group, while the groups of the remaining three designs are not transitive. 
3. SELF-ORTHOGONAL 3-(32,8,7) DESIGNS 
The points and the 3-dimensional subspaces in AG(5,2) can be con- 
sidered as points and blocks of a 3-(32, 8, 7) design. Since the intersection 
of affrne subspaces is again a subspace, any two blocks have 0, 2 or 4 com- 
mon points. Following Assmus et al [ 11, we call a 3-design self-orthogonal 
if the cardinality of the intersection of any two blocks is even. Suppose we 
are given a self-orthogonal 3-(32,8,7) design, and let nzr denote the num- 
ber of blocks intersecting a fixed block in 2i points. Then we have: 
n,+n,+n,+n,+n,=619, 
2n2 + 4n, + 6n, + 8n, = 8.154, 
n2 + 6n4 + 15n, + 28n, = 28.34, 
4n, + 20n, + 56n, = 56.6. 
Multiplying the third equation by -2 and the fourth by 2 and adding the 
result to the second equation, we get 
16n, + 64n, = 0, 
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i.e., n6 = n, = 0. Therefore, the derived 2-(31, 7, 7) designs of a self- 
orthogonal 3-(32, 8,7) design are quasi-symmetric. Applying the results of 
Section 3, we obtain the following 
THEOREM 3.1. There are exactly five nonisomorphic sew-orthogonal 
3-(32, 8, 7) designs, and every such design is formed by the minimum weight 
vectors in an extremal doubly even (32, 16) code. 
Clearly, the rank of a self-orthogonal 3-(32, 8, 7) design over GF(2) is at 
most 16; and since the rank of its derived 2-(31, 7, 7) designs is 16, it is just 
16. Thus in addition to the design arising from AG(5,2) there are four 
other designs with the same rank over GF(2). 
Every extremal doubly even (32, 16) code is generated by the code words 
of weight 8, hence the automorphism group of a self-orthogonal 3-(32,8,7) 
design coincides with the group of the corresponding code. Thus by the 
results of [4] the five self-orthogonal 3-(32, 8, 7) designs have transitive 
automorphism groups. The design obtained from the quadratic-residue 
code has a doubly transitive group, and only the geometric design of the 
Reed-Muller code has a triply transitive automorphism group. 
4. A STRONGLY REGULAR GRAPH DERIVED FROM 
THE EXTREMAL CODE OF LENGTH 48 
If we consider the blocks of a quasi-symmetric 2-(31, 7, 7) design as ver- 
tices of a graph, where two blocks are adjacent iff they have three common 
points, the resulting graph is strongly regular [2, 31 with parameters 
v = 155, n, =42, pi, = 17, pi, = 9. It would be of interest to know whether 
the five nonisomorphic designs lead to nonisomorphic strongly regular 
graphs. 
It is possible to construct strongly regular graphs from doubly even 
codes in at least one other case, e.g., from the extremal (48,24) codes. Only 
one such code is known; this is the extended quadratic-residue code of 
length 48, and it has been proved by Huffman [ 111 that this is the only 
extremal doubly even (48, 24) code possessing automorphisms of odd 
order. The minimum weight words in this code form a 5-(48, 12, 8) design 
D such that any two blocks have 0,2,4, or 6 common points. Let D’ be a 
derived 2-(45,9,8) design obtained by the blocks of D containing three 
given points. As blocks of D they must intersect each other in 4 or 6 points, 
hence the corresponding blocks of D’ must intersect in 1 or 3 oints. Thus 
D’ is a quasi-symmetric design. If we call two blocks of D’ adjacent if they 
have exactly one common point, we get a strongly regular graph with 
parameters v = 220, n, = 135, piI = 78, p:, = 90, i.e., a pseudo-geometric 
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graph with r = 15, k = 10, t = 6. It is worth noting that the line graph of 
such a partial geometry would be a strongly regular graph with u = 330, 
n, = 140, p:, =pil + 2 = 60, yielding a symmetric 2-(330, 141, 60) design 
with a null polarity. 
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