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A FUNCTIONAL INTEGRAL APPROACHES TO THE
MAKEENKO-MIGDAL EQUATIONS
BRUCE K. DRIVER
Abstract. Makeenko and Migdal (1979) gave heuristic identities involving the expectation of the
product of two Wilson loop functionals associated to splitting a single loop at a self-intersection
point. Kazakov and I. K. Kostov (1980) reformulated the Makeenko–Migdal equations in the
plane case into a form which made rigorous sense. Nevertheless, the first rigorous proof of these
equations (and their generalizations) was not given until the fundamental paper of T. Le´vy (2011).
Subsequently Driver, Kemp, and Hall (2017) gave a simplified proof of Le´vy’s result and then
with F. Gabriel (2017) we showed that these simplified proofs extend to the Yang-Mills measure
over arbitrary compact surfaces. All of the proofs to date are elementary but tricky exercises in
finite dimensional integration by parts. The goal of this article is to give a rigorous functional
integral proof of the Makeenko–Migdal equations guided by the original heuristic machinery in-
vented by Makeenko and Migdal. Although this stochastic proof is technically more difficult, it
is conceptually clearer and explains “why” the Makeenko–Migdal equations are true. It is hoped
that this paper will also serve as an introduction to some of the problems involved in making
sense of quantizing Yang-Mill’s fields.
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1. Introduction
Let K be any compact Lie group with k = Lie (K) being its Lie algebra which is assumed
to be equipped with an AdK – invariant inner product denoted by 〈·, ·〉k or often by 〈·, ·〉 . [For
notational simplicity (and without loss of generality) we will assume that K is a closed matrix
Lie-subgroup of CD×D – the space of D×D complex matrices for some D ∈ N.] Further suppose
that (M, g, o) is a pointed d – dimensional Riemannian manifold and Volg is the Riemannian
volume measure on M. [We will soon specialize to the case where d = 2, M = R2, o = 0, and g is
the usual Euclidean metric in which case Volg is Lebesgue measure (m) on R2.] Throughout the
paper we write k˙ (t) for dk (t) /dt and h′ (s) for dh (s) /ds, i.e. upper-dot and prime stand for t
and s-derivatives respectively.
Notation 1.1. Let A := Ω1 (M, k) be the space of k – valued connection one-forms on M, G
be the gauge group consisting of functions g : M → K and Go be the restricted gauge group
defined by Go = {g ∈ G : g (o) = I} . The smooth gauge group, G, acts (as a right action) on A
via,
(1.1) g → Ag := g−1Ag + g−1dg for all g ∈ G.
where (locally) A =
∑d
i=1Aidxi with Ai being locally defined k-valued functions on M.
Definition 1.2 (Covariant differentiation and parallel translation). Let A ∈ A be a k-valued
connection one form on manifold M and for a curve ` : [a, b]→M which is absolutely continuous
and a differentiable function k : [a, b] → K, let ∇k (t) denote the covariant differential of k
defined by,
∇At k (t) :=
d
dt
k (t) +A
(
˙` (t)
)
k (t) .
Also let //At (`) ∈ K be parallel translation along ` defined as the solution to the ODE (or more
precisely its related integral equation),
∇At //At (`) =
d
dt
//At (`) +A
(
˙` (t)
)
//At (`) = 0 with //
A
a (`) = I ∈ K.
We typically write //A (`) for //Ab (`) .
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Definition 1.3 (Curvature). The curvature two form of A ∈ A is FA = dA + A ∧ A ∈
Ω2 (M, k) , i.e. for all p ∈M and v, w ∈ TpM,
FA (v, w) = dA (v, w) + [A (v) , A (w)]k .
See Theorem A.1 of Appendix A to see how the gauge group acts on //At (`) and F
A.
Definition 1.4 (Yang-Mills Energy). The Yang-Mills energy associated to A ∈ A is defined
by, ∥∥FA∥∥2 = ∫
M
∣∣FA∣∣2 (x) dVolg (x)
where, for p ∈M and any orthonormal basis, {ei}di=1 , of TpM,∣∣FA∣∣2 (p) = ∑
1≤i<j≤d
∣∣FA 〈ei, ej〉∣∣2k .
Now suppose that M = Rd for some d ∈ N and let m denote Lebesgue measure on Rd. For
u, v ∈ L2 (Rd,m; k) , let
〈u, v〉 :=
∫
Rd
〈u (·) , v (·)〉k dm and(1.2)
‖u‖2 := 〈u, u〉 =
∫
Rd
|u|2k dm.(1.3)
The informal Euclidean Yang-Mills’ “measure” on A is the expression
(1.4) dµYMd (A) =
1
Z
exp
(
−1
2
∥∥FA∥∥2)DA,
where DA is a (non-existent) Lebesgue measure on A and Z is a “normalizing constant.” Since
FA
g
= Adg−1F
A (see Theorem A.1 below) and the 〈·, ·〉k is an AdK-invariant inner product, the
functional, A → ∥∥FA∥∥2, is invariant under the right action of G on A given in Eq. (1.1). As G
is an infinite dimensional “infinite volume” group, it is not possible, even at this informal level,
to interpret the expression on the right side of Eq. (1.4) as a probability measure on A. As is
customary, one should try to interpret µYM as a measure on the quotient space A/G0. To be more
concrete one usually tries to “define” dµYM by appropriately restricting A in Eq. (1.4) to be
in a slice, A0 ⊂ A, of the gauge group action. We will discuss “gauge fixing” in more detail in
Appendix B below.
For the purposes of this paper we now specialize to d = 2 so that M = R2 equipped with its
standard coordinates, (x, y) . We will further take A0 to be the connection one forms in the so
called “complete axial” gauge.
Notation 1.5 (Complete axial gauge). Let A0 denote the subspace functions A : R2 → k such
that A (x, 0) = 0 for all x ∈ R. We will identify A ∈ A0 with the connection one form Adx and
refer to A ∈ A0 as a connection one form in the complete axial gauge.
If A : R2 → k (A (x, 0) need not be zero yet), then the curvature 2-form Adx is given simply by
FAdx = fAdx ∧ dy where fA := −∂yA is the curvature function associated to A. Conversely
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given a (continuous say) function, f : R2 → k, we may define A ∈ A0 by
(1.5) A (x, y) = −
[∫ y
0
f
(
x, y′
)
dy′
]
.
Thus Eq. (1.5) sets up a linear isomorphism between k-valued curvature functions (f) on R2 and
elements of A0 with the inverse operation given by A→ f = −∂yA.
Restricting the expression in Eq. (1.4) to A0 leads us to consider the informally defined
“measure,”
(1.6) dµ (A) = “
1
Z
exp
(
−1
2
‖−∂yA‖2
)
DA, ”
where again DA represents an ill defined Lebesgue measure on A0 and Z is chosen to make µ a
probability measure. [Justification for using Eq. (1.6) is provided in Appendix B below.] With
this notation and formally using standard finite dimensional Gaussian integral formulas in this
infinite dimensional setting, we should have
(1.7) E
[
ei〈f,u〉
]
=
1
Z
∫
A0
ei〈−∂yA,u〉 exp
(
−1
2
‖∂yA‖2
)
DA = e− 12‖u‖2 ,
where, as usual, we use “E” to denote integration relative to a probability measure. In other
words, for all u ∈ L2 (R2,m; k) , we should interpret 〈f, u〉 to be a mean zero Gaussian random
variable with variance equal to ‖u‖2 .
Starting with either Eqs. (1.6) or Eq. (1.7) along with Eq. (1.5), we ultimately want to
understand expectations of gauge invariant functions, Ψ : A → C. The typical example of such
functions are the so called Wilson functionals, i.e. functions on A of the form Ψ (A) :=
U
({
//A (σi)
}N
i=1
)
where U : KN → C and {σi}Ni=1 is a collection of paths in R2 all chosen so
that Ψ is gauge invariant. The prototypical examples of Wilson functionals is to take Ψ to be a
function of Wilson loop variables, i.e. Ψ (A) := U
({
tr
[
//A (σi)
]}N
i=1
)
where “tr” is the matrix
trace and each σi is now assumed be a loop in the plane. The main goal of this paper is to give
a stochastic proof Makeenko–Migdal identities, see Theorems 2.23 and Theorems 2.21 below. At
the heart of these equations is an infinite dimensional integration by parts argument with gauge-
field theory complications. [Without the complications of gauge invariance, the Makeenko-Migdal
identities would likely be referred to as Schwinger-Dyson equations in the quantum filed theory
litterature.] Although most interacting field theories are still not on firm mathematical grounds,
formal integration in heuristic path integral expressions gives significant insight and constraints
on the underlying quantum field theory.
For the M = R2 – setting with K = U (N) , in the fundamental paper [24] (which appeared on
the archive in 2011), T. Le´vy was able to show in the N → ∞ limit that that the Wilson loop
functionals can, with a little added information, be completely recovered from the Makeenko–
Migdal identities. Recent significant progress in this direction when M is a sphere or even general
compact surface may be found in [8] and [20] respectively. The reader is also referred to these
papers and to [24] and [1] for more background on (generalized) gauge fields over two dimensional
manifolds.
The original Makeenko and Migdal (heuristic) identities, in any dimension, were the subject of
[25]. V. A. Kazakov and I. K. Kostov (1980) in [22, Section 4] showed in the plane case that one
side of the MM identity may be interpreted as the alternating sum of derivatives of the Wilson
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loop functional with respect to the areas of the faces surrounding a simple crossing, see also [23,
Equation 9] and Gopakumar and Gross (1995) [16, Equation 6.4]. T. Le´vy [24] (appeared in
2011) was the first to provide a rigorous proof of the planar Makeenko–Migdal equations and also
introduced a more general form of the equations. Le´vy’s proof of the generalized Makeenko–Migdal
equation (gMM for short) are finite dimensional in nature and are based on Wilson functional
expectation formulas developed in [13] and also [19].
A different proof of Le´vy’s gMM equations was subsequently given by A. Dahlqvist (2014) in
[9]. Recently, in [15], three new proofs of the gMM identity were given and then later in [14] it was
shown two of these proofs also work in the context of the Yang–Mills measure over an arbitrary
compact surface. The latter extension replaces the planar formula from [13] by their extensions
to compact surfaces developed by A. Sengupta [30, 31, 32, 33].
Up to now, all of the rigorous proofs of the gMM equations have been elementary but tricky
exercises in finite dimensional integration by parts. The main aims of this paper are; 1) to explain
the original heuristic infinite dimensional integration by parts arguments of the Makeenko–Migdal
equations in more detail and precision, and 2) to then make (using stochastic calculus) these
heuristic arguments rigorous.
One would certainly like to develop the theory here in the physically interesting case of d = 4.
However, it is still unknown how to make sense out of Eq. (1.4) when d ≥ 3. (The d = 4
case is one aspect of the Clay-Mathematics Millennium problem dealing with quantized Yang-
Mills fields.) There is however some very promising recent progress in this direction. Regarding
the lattice approximations to µYMd , see Chatterjee [5]
1, [6], and especially [7] where the lattice
normalization constant is shown to be under “control” as the lattice spacing tends to zero. On
another front, the reader is directed to the work of Charalambous and L. Gross [2, 3, 4] and L.
Gross [17] where the general theme is to develop the Yang-Mills heat equation as a method of
regularizing the Wilson loop variables when d ≥ 3. An outline of this strategy (which coupled
with [7] may finally lead to a construction of quantized Yang-Mills fields when d = 4) is given in
the introduction in [3].
We finish this introduction with a road map of this paper. The author would also like to
empahsize that the this paper is a rigorous interpretation of the extremely illuminating heuristic
discussion of the MM equations given in the introduction of [24].
1.1. Guide to the reader. In section 2 we will formally introduce the YM2-expectations and
give the statements of the main theorems listed here.
(1) Theorem 2.14 reviews the structure of the YM2-expectations as worked out in [13]. [For a
perturbative theory perspective of these expectations the reader is directed to T. Nguyen’s
very interesting papers [26, 28, 27, 29].]
(2) Theorem 2.21 is a statement of T. Le´vy’s generalized form of the Makeenko–Migdal equa-
tions, see [24].
1In Theorem 7.1 of [5], Chatterjee introduces a “generalized Schwinger–Dyson equation for SO (N) which in fact
is a non-intrinsic writing of the standard Green’s identity for SO (N) , i.e. integration by parts for the Laplacian on
SO (N) . He is able to make good use of this non-intrinsic formula to find interesting convergent series expansions
for loop expectations in the lattice model. However, the integration by parts used by Chatterjee seems to not be
very closely related to what Makeenko and Migdal did in [25].
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(3) Theorem 2.23 is a white noise integration by parts formula relating one side of the gMM
equation to an expression directly involving the curvature white noise function. This is
the first main theorem of the paper.
(4) Theorem 2.27 is a Wilson-loop expansion formula which relates curvature white noise
expression in Theorem 2.23 to the other side of the gMM equations.
(5) The proof of Theorem 2.21 is a simple consequence of Theorems 2.23 and 2.27 as explained
at the end of Section 2.
In Section 3 we will give heuristic “proofs” of Theorems 2.23 and 2.27. The rigorous proofs
of Theorems 2.23 and 2.27 will be given in Sections 4 and Section 5 respectively. Lastly there
are two appendices to this paper. Appendix A reviews a few basic facts involving curvature and
parallel translation. Appendix B reviews “homotopy” gauges and their relevance for interpreting
the informal Yang-Mills’ expectations which are suggestively described by Eq. (1.4).
1.2. Acknowledgements. It is a pleasure to acknowledge useful discussions with Brian Hall,
Len Gross, and Todd Kemp pertaining to this work.
2. Stochastic formulation and statement of the theorems
2.1. The stochastic framework. The heuristics Eq. (1.7), suggests that the random curvature
function, “f = −∂yA”, should be taken to be a k-valued white noise as in the next definition.
Definition 2.1 (White noise). A k-valued white noise is a probability space, (Ω,B,P) , along
with a linear map, f : L2
(
R2,m; k
) → L2 (Ω,P;R) , such that f (u) is a mean zero Gaussian
random variable with covariance E
[
[f (u)]2
]
= ‖u‖22 for each u ∈ L2
(
R2,m; k
)
.
We will typically write f (u) as 〈f, u〉 and informally think that 〈f, u〉 is given as in Eq. (1.2)
even though f (x, y) has no meaning as a random variable for any (x, y) ∈ R2.
Notation 2.2. If (Ω,B,P, f) is a k-valued white noise and B is a finite area Borel subset of R2,
we abuse notation and let f (B) (informally thought of as
∫
B f (x, y) dxdy)) be the random variable
(well defined a P-a.e.) which satisfies,
〈f (B) , ξ〉k := 〈f, 1Bξ〉 for all ξ ∈ k.
A version of f (B) ∈ L2 (Ω,P; k) is given by f (B) = ∑ξ∈β 〈f, 1Bξ〉 ξ where β ⊂ k is any
orthonormal basis for k. From the white noise, f, we may formally use Eq. (1.5) to recover
the random (distribution valued) connection one form, A. Let us recall L. Gross’s method (as
explained in [13, 19]) on how to rigorously do this and then how to use stochastic calculus to
interpret the resulting random parallel translation operators associated to “tame” curves in the
plane.
Definition 2.3 (Horizontal curves). A horizontal curve is a path, ` : [a, b] → R2, of the form
` (t) = (t, y (t)) where y : [a, b]→ R is a continuous function on a compact interval, [a, b] . Further
let R` (t) be the region between the curve y and the x-axis over interval [a, t] , see Figure 1.
Again working formally, for A dx ∈ A0 we integrate f = −∂yA to find
A (x, y) = −
∫ y
0
f
(
x, y′
)
dy′
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a
`
t b
Figure 1. A typical horizontal curve with R` (t) being the shaded region.
and so if ` (t) = (t, y (t)) is a horizontal curve as in Definition 2.3, then
Adx
〈
˙` (τ)
〉
= A (τ, y (τ)) = −
∫ y(τ)
0
f
(
τ, y′
)
dy′.
We now integrate this expression to define,
Mft (`) :=
∫ t
a
Adx
〈
˙` (τ)
〉
dτ = −
∫ t
a
[∫ y(τ)
0
f
(
τ, y′
)
dy′
]
dτ(2.1)
= −
∫
R`(t)
fˆ (x, y) dxdy,(2.2)
where, for a function u : R2 → k, we let
(2.3) uˆ (x, y) := sgn(y)u (x, y) =
{
u (x, y) if y ≥ 0
−u (x, y) if y ≤ 0 .
By the construction of Mft (`) in Eq. (2.1), M˙
f
t (`) = Adx
〈
˙` (t)
〉
and so (writing //At (`) for
//Adxt (`)), we should have
(2.4)
d
dt
//At (`) + M˙
f
t (`) //
A
t (`) = 0 with //
A
a (`) = I ∈ K.
In the stochastic setting f and A are distribution valued random variables and hence Eqs. (2.2)
and (2.4) will require proper interpretation which is provided in Definitions 2.6 and 2.7 below.
Before these key definition we need a little more preparation.
Definition 2.4. If f is a white noise define fˆ to be the white noise determined by〈
fˆ , u
〉
= 〈f, uˆ〉 for all u ∈ L2 (R2,m; k) .
Let B0R2 denote the finite area Borel subsets of R2. Notice that if B ∈ B0R2 , then
fˆ (B) =
〈
f, 1̂B
〉
= f (B ∩H+)− f (B ∩H−)
where H+ and H− denote the upper and lower half planes in R2.
Definition 2.5 (Filtration). For s ∈ R, let
F0s = σ
(
f (B) : B ∈ B0R2 s.t. B ⊂ (−∞, s)× R
)
and then let {Fs}s∈R be the filtration on (Ω,F ,P) which is the right continuous version of
{F0s}s∈R
augmented by the zero sets of F .
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Defining Mft (`) := −fˆ
(
R` (t)
)
as indicated in Eq. (2.2) implies that
{
Mft (`) : a ≤ t ≤ b
}
is a
mean zero k-valued Gaussian process with
E
[〈
Mft (`) , ξ1
〉〈
Mfτ (`) , ξ2
〉]
= 〈ξ1, ξ2〉km2
(
R` (t ∧ τ)
)
∀ ξ1,ξ2 ∈ k and a ≤ t, τ ≤ b.
This process has independent increments and is a time change of k-valued Brownian motion
and hence has a continuous version. The existence of a continuous version also follows using
Kolmogorov’s continuity criteria along with the observation that (for t > τ)
E
[∣∣∣Mft (`)−Mfτ (`)∣∣∣2
k
]
= dimK ·m
(
R` (t) \R` (τ)
)
= dimK ·
∫ t
τ
|y (x)| dx ≤ C |t− τ |
which, because
{
Mft (`)
}
a≤t≤b
is a Gaussian process, implies for all p ≥ 2, there exists Cp < ∞
such that
E
[∣∣∣Mft (`)−Mfτ (`)∣∣∣p
k
]
≤ Cp |t− τ |p/2 .
Definition 2.6 (Martingales). From now on we assume that Mft (`) refers to a continuous version
of [a, b] 3 t→ −fˆ (R` (t)) . This version becomes a continuous k-valued martingale adapted to the
filtration {Fs}s∈R .
Motivated by Eq. (2.4) we now defined the stochastic parallel translation as follows.
Definition 2.7 (Stochastic Parallel Translation). If [a, b] 3 t → ` (t) = (t, y (t)) ∈ R2 is a
horizontal curve as in Definition 2.3, let2 //ft (`) be the K-valued random process which is defined
as the solution to the stochastic differential equation;
(2.5) d//ft (`) + δM
f
t (`) //
f
t (`) = 0 with //a (`) = I ∈ K,
where δMft (`) denotes the Fisk-Stratonovich differential of M
`. Parallel translation along any
purely vertical path in R2 is defined to be the constant function I ∈ K. We further simply write
//f (`) for //fb (`) .
A directed path σ in R2 is tame if it is the concatenation of finitely many vertical paths and
forwards and backwards horizontal paths. For a tame path σ we define //f (σ) in the natural
way as the products of forward parallel translations for the forward paths and inverses of parallel
translations for the backward horizontal paths. For example if σ is the tame path shown in
Figure 2 we let //f (σ) = //f (`3) //
f (`2)
−1 //f (`1) where `i (t) = (t, yi (t)) and y1 : [a, c] → R,
y2 : [b, c]→ R, and y3 : [b, d]→ R are the functions whose graphs are indicated in Figure 2.
Notation 2.8. Given a directed tame path σ in R2, let σ˜ ⊂ R2 denote the image of σ in R2, σf
denote the final point of σ and σi denote the initial point of σ, see Figure 2. A tame graph, G,
in R2 is a finite collection of directed tame paths such that; if σ, τ are any two distinct elements
in G then σ˜∩ τ˜ ⊂ {σi, τi, σf , τf} , see for example Figure 3. Let V (G) = ∪σ∈G {σi, σf} denote the
vertices of G.
2To emphasize that the white noise is the fundamental input we are now writing //ft (`) in place of //
A
t (`) .
Although, in the heuristic proof section 3 below, we will briefly revert back to the old notation.
A FUNCTIONAL INTEGRAL APPROACHES TO THE MAKEENKO-MIGDAL EQUATIONS 9
y1 y2
y3
a b c d
σ
σf
σi
Figure 2. A tame path, σ, with one vertical segment, two forward horizontal
segments, and one backwards horizontal segment.
b
ac
d
e
f
g
k
h
Figure 3. An example of a tame graph, G. In this example gf = kf = hf = hi.
Note, as in this graph, there is not assumption that tame graphs are connected.
Notation 2.9. To each directed tame graph, G, in R2, let KG be the the configuration space
of all functions, ω : G→ K. Further let
//f (G) :=
{
//f (σ) : σ ∈ G
}
∈ KG
be stochastic parallel translation along all the paths in G. More accurately we should denote //f (G)
by //f |G but this notation is a bit cumbersome.
Definition 2.10 (Discrete gauge tranformations). A function u : V (G)→ K is called a discrete
gauge transformation. To each such function u : V (G)→ K and ω ∈ KG, we let ωu ∈ KG be
defined by
ωu (σ) = u (σf )
−1 ω (σ)u (σi) for all σ ∈ G.
Example 2.11. If x0 ∈ V (G) ⊂ R2 and k ∈ K are given, then ux0,k : V (G)→ K defined by
ux0,k (x) =
{
k if x = x0
I if x 6= x0
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is a discrete gauge transformation. Moreover any discrete gauge transformation may be written
as a finite product of the ux0,k via
(2.6) u =
∏
x0∈V (G)
ux0,u(x0)
where the above pointwise product is independent of any choice of ordering of the terms.
Definition 2.12 (Discrete gauge invariant functions). A function, U : KG → C, is said to be
discrete gauge invariant at x0 ∈ V (G) if U (ωux0,k) = U (ω) for all k ∈ K and ω ∈ KG. The
function, U : KG → C, is said to be discrete gauge invariant if U (ωu) = U (ω) for all ω ∈ KG
and all discrete gauge transformations, u : V (G)→ K. [Because of Eq. (2.6) it is easily seen that
U is discrete gauge invariant iff it is discrete gauge invariant at each x0 ∈ V (G) .]
Remark 2.13. For a tame graph, G, in R2 and A ∈ A, let (analogous to Notation 2.9)
//A (G) :=
{
//A
g
(σ) : σ ∈ G} ∈ KG.
If U : KG → C is a discrete gauge invariant function, then Ψ : A → C defined by Ψ (A) =
U
(
//A (G)
)
is a gauge invariant function on A. Indeed if g ∈ C1 (R2 → K) , then (see Eq. (A.2)
of Appendix A)
Ψ (Ag) = U
(
//A (G)
)
= U
({
g (σf )
−1 //A (σ) g (σi)
}
σ∈G
)
= U
(
//A (G)
)
= Ψ (A) .
When U : KG → C is a discrete gauge invariant function, it is shown in [13] that E [U (//f (G))]
may be computed as a finite dimensional integrals relative to a density constructed via certain
products of the convolution heat kernel on K. The next theorem summarizes the information we
need for the purposes of this paper.
Theorem 2.14 ([13]). If G is a directed tame graph and U : KG → C is a bounded measurable
discrete gauge invariant function, then
E
[
U
(
//f (G)
)]
=
∫
KG
U (ω) ρG (ω) dλG (ω)
where λG is normalized Haar measure on K
G and ρG is a smooth density function which is
depends only on the topology of G and the areas {ti}Ni=1 of the bounded connected regions in
R2 \G. Moreover, relative to topological preserving perturbations of G, E [U (//f (G))] is a smooth
function of (t1, . . . , tN ) .
The following corollary follows directly from Theorem 2.14. This corollary is also “explained”
heuristically in Meta-Theorems B.55 and B.56 of Appendix B.
Corollary 2.15 (Area preserving diffeomorphism invariance). If ϕ is any area preserving diffeo-
morphism of R2 such that ϕ ◦ σ is a tame path for all σ ∈ G, then
E
[
U
(
//f (G)
)]
= E
[
U
({
//f (ϕ ◦ σ)
}
σ∈G
)]
.
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Definition 2.16 (σ-directional derivatives). For ξ ∈ k, σ ∈ G, ω ∈ KG, and U : KG → C
differentiable, let (∇σξU) (ω) = ddt |0U ({ω (b) etδσ,bξ}b∈G) := ddt |0U (ωt)
where, for t ∈ R and b ∈ G,
ωt (b) =
{
ω (b) if b 6= σ
ω (σ) etξ if b = σ
.
Lemma 2.17. If σ ∈ G, ξ ∈ k, and U : KG → C is discrete gauge invariant, then(∇σξU) (ωu) = (∇σAdu(σi)ξU) (ω) ∀ ω ∈ KG and u : V (G)→ K.
In particular if u (σi) = I, then
(
∇σξU
)
(ωu) =
(
∇σξU
)
(ω) ∀ ω ∈ KG.
Proof. Since
ωu (b) etδσ,bξ = u (bf )
−1 ω (b)u (bi) etδσ,bξ
= u (bf )
−1 ω (b)u (bi) etδσ,bξu (bi)−1 u (bi)
= u (bf )
−1 ω (b) etδσ,bAdu(bi)ξu (bi) = u (bf )−1 ω (b) e
tδσ,bAdu(σi)
ξ
u (bi) ,
it follows using the discrete gauge invariance of U that(∇σξU) (ωu) = ddt |0U ({u (bf )−1 ω (b) etδσ,bAdu(bi)ξu (bi)}b∈G)
=
d
dt
|0U
({
ω (b) e
tδσ,bAdu(σi)
ξ
}
b∈G
)
=
(
∇σAdu(σi)ξU
)
(ω) .

One consequence of the previous lemma is that ∇σξU is typically not discrete gauge invariant.
In the next proposition, we will show that certain second order differential operators do preserve
discrete gauge invariant functions.
Notation 2.18 ((∇σ1 · ∇σ2U) (Γ (f))). If σ1, σ2 ∈ G and U : KG → C is twice continuously
differentiable, let
(2.7) ∇σ1 · ∇σ2U =
∑
ξ∈β
∇σ1ξ ∇σ2ξ U
where β is an orthonormal basis for k.
Since k × k 3 (ξ, η) →
(
∇σ1η ∇σ2ξ U
)
(ω) is a bilinear form on k × k, it is easily verified that the
sum in Eq. (2.7) is independent of the choice of orthonormal basis, β, for k.
Proposition 2.19. Let b, c be any two bonds in G such that bi = ci = q as in Figure 4. Then if
U : KG → C is twice continuously differentiable and discrete gauge invariant then (∇b · ∇cU) is
still discrete gauge invariant.
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bc
q
r
p
ad
e
Figure 4. Two bonds among five bonds in G sharing q as their initial points.
Proof. Let us first observe that(
∇bξ∇cξU
)
(ω) =
d
ds
|0
(∇cξU) ({ω (σ) esδσ,bξ : σ ∈ G})
=
d
dt
|0 d
ds
|0
(∇cξU) ({ω (σ) esδσ,bξetδσ,cξ : σ ∈ G})
=
d
dt
|0 d
ds
|0U
({
ω (σ) e(sδσ,b+tδσ,c)ξ : σ ∈ G
})
.
Thus if u : V (G) → G is a discrete gauge transformation and U is a discrete gauge invariant
function, then(
∇bξ∇cξU
)
(ωu) =
d
dt
|0 d
ds
|0U
({
u (σf )
−1 ω (σ)u (σi) e(sδσ,b+tδσ,c)ξ : σ ∈ G
})
=
d
dt
|0 d
ds
|0U
({
u (σf )
−1 ω (σ) e(sδσ,b+tδσ,c)Adu(σi)ξu (σi) : σ ∈ G
})
=
d
dt
|0 d
ds
|0U
({
ω (σ) e(sδσ,b+tδσ,c)Adu(q)ξ : σ ∈ G
})
=
(
∇bAdu(q)ξ∇cAdu(q)ξU
)
(ω) .
Summing this equation on ξ ∈ β using {Adu(q)ξ}ξ∈β is still an orthonormal basis for k shows(∇b · ∇cU) (ωu) = (∇b · ∇cU) (ω) . 
2.2. Statement of the theorems. We are now going to consider graphs, G, in the plane that
contain a simple crossing at some vertex v ∈ R2 as in Figure 5 below.
Definition 2.20. Let G be a directed graph in R2 with a simple crossing at v ∈ V (G) as depicted
in Figure 5. A function U : KG → C is said to have extended gauge invariance at v ∈
V (G) if the edges σ1, . . . , σ4 are distinct and the dependence of U (ω) on {ω (σi)}4i=1 is through
ω (σ1)ω (σ3)
−1 and ω (σ2)ω (σ4)−1 only.
Extended gauge invariance at v should be interpreted to mean that two otherwise independent
paths happened to cross at v ∈ R2 and therefore both paths had to artificially be split at v in
order to make the given configuration of paths into a tame graph. An equivalent condition that
U : KG → C has extended gauge invariance at v is to verify that
K2 3 (x, y)→ U (ω (σ1)x, ω (σ4)x, ω (σ2) y, ω (σ4) y, {ω (σ) : σ 3 G \ {σ1, σ2, σ3, σ4}})
A FUNCTIONAL INTEGRAL APPROACHES TO THE MAKEENKO-MIGDAL EQUATIONS 13
σ1
σ3
σ2
σ4
t1
t2
t3
t4
v
Figure 5. A simple crossing.
is a constant function for each ω ∈ KG.
Theorem 2.21 (Extended M.M. Equations, Le´vy [24]). Let G be a directed graph in R2 with a
simple crossing at v ∈ V (G) as depicted in Figure 5 and U ∈ C2 (KG → C) be a gauge invariant
function. If U has extended gauge invariance at v, then
E
[
(∇σ1 · ∇σ2U)
(
//f (G)
)]
= −
(
∂
∂t1
− ∂
∂t2
+
∂
∂t3
− ∂
∂t4
)
E
[
U
(
//f (G)
)]
where {ti}4i=1 refers to the areas described in Figure 5. [If any one of these areas are infinite the
corresponding derivative should be omitted from the formula.]
We begin with a simple reduction on the geometry of the crossing in Figure 5.
Proposition 2.22. We may find an area preserving diffeomorphism, ϕ : R2 → R2, such that
the simple crossing in Figure 5 may be transformed into the straight line crossing pattern (i.e.
ej = ϕ ◦ σj for 1 ≤ j ≤ 4) going through 0 ∈ R2 as in Figure 6.
e1
e2
e3
e4
0
t1t2
t3
t4
Figure 6. A very simple basic configuration for G near 0 ∈ R2.
Proof. First suppose that h : [a, b] → R is a C1-function, [a, b] 3 t → σ (t) := (t, h (t)) is the
associated horizontal curve, and t0 ∈ (a, b) is a given point. Let θ ∈ C∞c ((a, b) , [0, 1]) be chosen
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so that θ = 1 near t0 and then define
ϕ (x, y) := (x− t0, y − θ (x)h (x)) and
h˜ (s) := h (t0 + s) (1− θ (t0 + s)) for s ∈ [a− t0, b− t0] ,
where θ (x)h (x) ≡ 0 for x /∈ [a, b] . It is now a simple matter to verify;
(1) ϕ is an area preserving diffeomorphism.
(2) If t ∈ [a, b] and s := t− t0, then
ϕ (t, h (t)) = (t− t0, h (t)− θ (t)h (t)) =
(
s, hˆ (s)
)
.
Thus ϕ transforms the horizontal path σ to the horizontal path σ˜ (s) :=
(
s, h˜ (s)
)
which
lies on the x-axis for s near 0.
(3) Moreover, ϕ (t0, y) = (0, y − h (t0)) so that the vertical path going through σ (t0) =
(t0, h (t0)) is transformed into the vertical path going through σ˜ (0) = (0, 0) .
We now construct ϕ as in the theorem as a composition of a number or area preserving diffeo-
morphisms as follows. Let σ2 ∗ σ¯4 denote the path in R2 which follows σ4 backwards and then
continues to follow the path σ2. Choose a rotation which rotates σ2 ∗ σ¯4 into a path which is
almost horizontal, then apply the above construction to find a ϕ which makes the resulting curve
lie on the x-axis, and then rotate this curve back to a vertical curve. Finally apply the above
construction to the image of σ1 ∗ σ¯3 under the above area preserving diffeomorphisms so that the
resulting image curves are as in Figure 6. 
Because of Propositions 2.22 and 2.19 along with the structure of the Yang-Mills expectations
as described in Theorem 2.14 (in particular the invariance under area preserving diffeomorphisms)
it suffices to prove Theorem 2.21 in the special case where G is a graph in R2 such that 0 ∈ V (G)
and G contains a cross lined up with the coordinate axes as in Figure 6.
Assumption 1. For the body of this paper we will assume that G is a tame graph as just described.
Theorem 2.23. Let G and //f (G) := //f |G be as in Notation 2.9 and further assume G contains
the bonds {e1, . . . , e4} as above. If U
(
//f (G)
)
is gauge invariant at 0, then
(2.8) E
[
(∇e1 · ∇e2U)
(
//f (G)
)]
= − 1|Q|E
[(
∇e2f(Q)U −∇e2f(RQ)U
)(
//f (G)
)]
.
where R (x, y) := (x,−y) is reflection across the x-axis and Q and RQ are the regions shown in
Figure 7 and |Q| = m (Q) is the area of Q.
Corollary 2.24. Continuing the setup in Theorem 2.23, if U is further assumed to have extended
gauge invariance at 0 (see Definition 2.20), then
(2.9) E
[
(∇e1 · ∇e2U)
(
//f (G)
)]
= − 1|Q|E
[(
∇e2f(Q)U +∇e4f(RQ)U
)(
//f (G)
)]
.
The proof of Theorem 2.21 will now amount to taking the limit (see Theorem 2.27) in Eq. (2.9)
where Q shrinks down to the the line segment, e2. To be more precise we introduce the following
notation.
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e1e3
e2
e4
Q
RQ
Figure 7. The regions Q and RQ used in Eq. (2.8).
Notation 2.25. For 0 < ε small, let Qε be a slender non-empty region as in Figure 8 and e
ε
2 and
eε4 be the deformations of e2 and e4 bounding the right side of Qε and RQε respectively as in the
same figure. We further suppose that Qε is indexed in such a way that
ε = max {x > 0 : [{x} × R] ∩Qε} .
Notation 2.26. Let Gε,+ be the graph G with e2 replaced the deformed path eε2 and Gε,− be the
graph G where e4 is replaced by the deformed path eε4 as shown in Figure 8.
e1
eε2
e3
eε4
e2
e4
Qε
RQε
Sε
ε
t2 + |Qε| t1 − |Qε|
t3 + |Qε| t4 − |Qε|
Figure 8. Deforming e2 and e4 in order to construct G+,ε and G−,ε respectively.
If U is a function on KG we may consider U to also be a function on both KG+,ε by replacing
the argument ω (e2) in U by ω (e
ε
2) . Similarly by replacing the argument ω (e4) in U by ω (e
ε
4) we
may also view U as a function on KG−,ε .
Assumption 2. For the rest of this paper we now assume that {Qε} as in Notation 2.25 is chosen
in such as way that there exists c <∞ so that the “shadow” region Sε (as indicated in Figure 8)
satisfies |Sε| ≤ c |Qε| as ε ↓ 0.
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Theorem 2.27 (Loop expansion). Continuing the notation above while keeping Assumptions 1
and 2 in force, if U : KG → C is a C3-function, then
(2.10)
− E
[(
∇e2f(Qε)U +∇
e4
f(RQε)
U
)(
//f (G)
)]
= E
[
U
(
//f (G+,ε)
)
− U
(
//f (G−,ε)
)]
+O
(√
ε |Qε|
)
.
2.3. Proof of Theorem 2.21. It is now a simple matter to use the previous results to prove
Theorem 2.21.
Proof of Theorem 2.21. By Proposition 2.22 it suffices to assume the crossing configuration of G
is at v = 0 and lies on the coordinated axes as in Figure 6. It then follows from Corollary 2.24
and Theorem 2.27 that
E
[
(∇e1 · ∇e2U)
(
//f (G)
)]
= − lim
ε↓0
1
|Qε|E
[(
∇e2f(Qε)U +∇
e4
f(RQε)
U
)(
//f (G)
)]
= lim
ε↓0
1
|Qε|E
[
U
(
//f (G+,ε)
)
− U
(
//f (G−,ε)
)]
.(2.11)
Fixing all of the bounded areas of R2 \ G except for those bordering the vertex 0 ∈ V (G) , let
z be the function such that z (t1, t2, t3, t4) := E
[
U
(
//f (G)
)]
, where {ti}4i=1 are the areas of the
faces adjoining 0 as labeled in Figure 6. [The fact that we can defined z as a function of these
areas and not on the shapes of the regions relies on Corollary 2.15.] We then have, see Figure 8,
E
[
U
(
//f (G+,ε)
)
− U
(
//f (G−,ε)
)]
=z (t1 − |Qε| , t2 + |Qε| , t3, t4)− z (t1, t2, t3 + |Qε| , t4 − |Qε|)
=z (t1 − |Qε| , t2 + |Qε| , t3, t4)− z (t1, t2, t3, t4)
− [z (t1, t2, t3 + |Qε| , t4 − |Qε|)− z (t1, t2, t3, t4)] .
Dividing this identity by |Qε| and letting ε ↓ 0 shows
lim
ε↓0
1
|Qε|E
[
U
(
//f (G+,ε)
)
− U
(
//f (G−,ε)
)]
=
(
− ∂
∂t1
+
∂
∂t2
− ∂
∂t3
+
∂
∂t4
)
z (t1, t2, t3, t4)
= −
(
∂
∂t1
− ∂
∂t2
+
∂
∂t3
− ∂
∂t4
)
E
[
U
(
//f (G)
)]
.(2.12)
Combining Eqs. (2.11) and (2.12) completes the proof of Theorem 2.21. 
3. Heuristic arguments
Throughout this section, let G be a graph in R2 satisfying Assumption 1, i.e. we are assuming G
contains a cross of bonds ({e1, e2, e3, e4}) contained in the coordinate axes as in Figure 6. In this
section we will use the informal expression for the measure µ given in Eq. (1.6) and therefore many
of the “results” in this section are not rigorous. We indicate the non-rigorous results by writing
Meta-Theorem, Meta-Lemma, etc. Most of the results in this section will have a corresponding
rigorous version in either Section 4 or Section 5 below.
3.1. Heuristic integration by parts.
Meta-Theorem 3.1 (Gaussian IBP). If Ψ : A0 → C and η ∈ A0, then
(3.1)
∫
A0
Ψ (A+ η) dµ (A) = e−
1
2
‖∂yη‖2
∫
A0
Ψ (A) exp (〈∂yA, ∂yη〉) dµ (A)
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and
(3.2)
∫
A0
∂ηΨ (A) dµ (A) =
∫
A0
Ψ (A) 〈∂yA, ∂yη〉 dµ (A) .
Proof. Using the formal translation invariance of DA we find∫
A0
Ψ (A+ η) dµ (A) =
1
Z
∫
A0
Ψ (A+ η) exp
(
−1
2
‖∂yA‖2
)
DA
=
1
Z
∫
A0
Ψ (A) exp
(
−1
2
‖∂yA− ∂yη‖2
)
DA
= e−
1
2
‖∂yη‖2
∫
A0
Ψ (A) exp (〈∂yA, ∂yη〉) dµ (A) .
Replacing η by sη and then differentiating in s at s = 0 then gives the basic Gaussian integration
by parts formula in Eq. (3.2). 
Now we want to make perturbations by η (i.e. ηdx) where in fact η (x, 0) 6= 0 for all x ∈ R. Of
course we can not actually do this since this type of perturbation does not preserve the axial-gauge
subspace, A0. Nevertheless we will see that Eq. (3.2) still is valid for such an η provided Ψ is
gsη-invariant for s near 0, see Meta-Theorem 3.10. Before proving this key meta-theorem we need
to introduce the general class of perturbations to be considered.
Notation 3.2. Let ηy : R2 → k be a bounded measurable function with compact support and set
(3.3) η (x, y) :=
∫ y
−∞
ηy
(
x, y′
)
dy′ ∀ (x, y) ∈ R2.
Notice that for each x ∈ R, y → η (x, y) is absolutely continuous and ∂η∂y (x, y) = ηy (x, y) for
a.e. y. Because of this observation, we will often informally describe η as in Notation 3.2 by saying
that η is a function from R2 to k such that ηy = ∂η/∂y is bounded and compactly supported with
the understanding that η is given as in Eq. (3.3).
Notation 3.3. Given A : R2 → k bounded and measurable, let
A¯ (x, y) := A (x, y)−A (x, 0) .
Remark 3.4. If ηy and η are as in Notation 3.2, then for all y ∈ R,
η¯ (x, y) = η (x, y)− η (x, 0)
=
∫ y
−∞
ηy
(
x, y′
)
dy′ −
∫ 0
−∞
ηy
(
x, y′
)
dy′ =
∫ y
0
ηy
(
x, y′
)
dy′.
The next example contains the only class of η’s that are actually needed for the purposes of
this paper.
Example 3.5. For ξ ∈ k and Q a compact region in the first quadrant as shown in Figure 7, let
η be as in Eq. (3.3) with
ηy (x, y) = [1RQ (x, y)− 1Q (x, y)] · ξ.
In this case, η is compactly supported with supp (η) = Q¯ ∪RQ¯.
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Definition 3.6. To each η as in Notation 3.2, let gη ∈ C (R,K) be the absolutely continuous
function satisfying the ODE
(3.4)
d
dx
gη (x) + η (x, 0) gη (x) = 0 for a.e. x with gη (0) = I.
[Equation (3.4) should be interpreted in integral form as
gη (x) = I −
∫ x
0
η
(
x′, 0
)
gη
(
x′
)
dx′ ∀ x ∈ R.
This integral equation has a unique absolutely continuous solution.]
For our purposes, we will only deal with g ∈ C (R2,K) such that g (x, y) is independent of y
and in this setting we will identify g with g (·, 0) ∈ C (R,K) . Thus we will abuse notation and
write “g (x, y) = g (x)” for any g ∈ C (R,K) and in particular apply this identification to gη of
Definition 3.6.
Proposition 3.7. If Adx is a connection one form, A¯ is as in Notation 3.3, and gA is a in
Definition 3.6 with η replaced by A, then
(Adx)gA (x, y) = AdgA(x)−1A¯ (x, y) dx ∈ A0, and
f (Adx)
gA
(x, y) = AdgA(x)−1f
Adx (x, y) .
Proof. From the definitions we have
(Adx)gA = Adg−1A
Adx+ g−1A dgA =
[
AdgA(x)−1A (x, y)−AdgA(x)−1A (x, 0)
]
dx
= AdgA(x)−1A¯ (x, y) dx
which proves the first equality. The second equality follows directly from Theorem A.1 of the
appendix or may be proved directly as follows,
f (Adx)
gA
(x, y) = −∂y
[
AdgA(x)−1A¯ (x, y)
]
= −AdgA(x)−1∂yA¯ (x, y)
= −AdgA(x)−1∂yA (x, y) = AdgA(x)−1fAdx (x, y) .

Finally we introduce a class of K-valued functions which enable us to describe how parallel
translation transforms under the perturbations, Adx→ [(A+ η) dx]gη .
Definition 3.8. For A ∈ A0 (i.e. Adx ∈ A0), η : R2 → k as in Notation 3.2, and a horizontal
path, [a, b] 3 x → ` (x) = (x, y (x)) , let [a, b] 3 x → kx (`) denote absolutely continuous function
satisfying,
(3.5)
d
dx
kx (`) +
[
Ad//Ax (`)
−1η (x, y (x))
]
kx (`) = 0 a.e. x with k0 (`) = I
and let k(A,η) (`) := kb (`) . [Again this equation is to be interpreted in its integral form.]
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Corollary 3.9. If Adx ∈ A0 (so A (x, 0) ≡ 0), η is as in Notation 3.2, and gη is as in Definition
3.6, then
[(A+ η) dx]gη = Adgη(x)−1 [A (x, y) + η¯ (x, y)] dx ∈ A0, and(3.6)
fη (x, y) := f
[(A+η)dx]gη (x, y) = Adgη(x)−1 [f (x, y)− ηy (x, y)] .(3.7)
Moreover, if [a, b] 3 x→ ` (x) = (x, y (x)) ∈ R2 is a horizontal curve, then
(3.8) //[(A+η)dx]
gη
(`) = gη (b)
−1 //Ab (`) k
(A,η) (`) gη (a) .
Proof. Most of this corollary is an easy consequence of Proposition 3.7 upon observing that
A+ η (x, y) = A (x, y) + η¯ (x, y) and (A+ η) (x, 0) = η (x, 0)
and therefore; gA+η (x, y) = gη (x) ,
[(A+ η) dx]gA+η = Adgη(x)−1 [A (x, y) + η¯ (x, y)] dx,
and
fη (x, y) := −∂y
(
Adgη(x)−1 [A (x, y) + η¯ (x, y)]
)
= Adgη(x)−1 [f (x, y)− ∂yη (x, y)] .
So it only remains to prove Eq. (3.8).
Differentiating the identity, //Ax (`)
−1 //Ax (`) = I while making use of the Definition 1.2 shows
d
dx
//Ax (`)
−1 = //Ax (`)
−1A (x, y (x))
and therefore,
d
dx
(
//Ax (`)
−1 //(A+η)dxx (`)
)
= //Ax (`)
−1 (A (x, y (x))− [A (x, y (x)) + η (x, y (x))]) //(A+η)dxx (`)
= −
(
Ad//Ax (`)
−1η (x, y (x))
)(
//Ax (`)
−1 //(A+η)dxx (`)
)
with //Ax (`)
−1 //(A+η)dxx (`) |x=a = I. By uniqueness of solutions to ODEs we conclude that
//Ax (`)
−1 //(A+η)dxx (`) = kx (`) =⇒ //(A+η)dxb (`) = //Ab (`) k(A,η) (`) .
This equation along with Eq. (A.2) of Appendix A then gives Eq. (3.8).

Meta-Theorem 3.10. If Ψ : A → C is an “integrable function” and η = ηdx is a connection
one form (we do not assume η (x, 0) = 0 for all x ∈ R), then
(3.9)
∫
A0
Ψ ((A+ η)gη) dµ (A) = e−
1
2
‖∂yη‖2
∫
A0
Ψ (A) exp
(〈
∂yA,Adg−1η ∂yη
〉)
dµ (A) .
Proof. By Corollary 3.9,
(A+ η)gη = Adg−1η [A+ η¯] ∈ A0,
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where η¯ (x, y) = η (x, y) − η (x, 0) . Because gη depends only on x and Adg−1η acts isometrically
on k it follows that dµ (A) is invariant under A → Adg−1η A and we conclude, with the aid of Eq.
(3.1) and ∂yη¯ = ∂yη, that∫
A0
Ψ ((A+ η)gη) dµ (A) =
∫
A0
Ψ
(
Adg−1η [A+ η¯]
)
dµ (A)
= e−
1
2
‖∂y η¯‖2
∫
A0
Ψ
(
Adg−1η A
)
exp (〈∂yA, ∂yη¯〉) dµ (A)
= e−
1
2
‖∂yη‖2
∫
A0
Ψ (A) exp
(〈
∂yAdgηA, ∂yη
〉)
dµ (A)
= e−
1
2
‖∂yη‖2
∫
A0
Ψ (A) exp
(〈
∂yA,Adg−1η ∂yη
〉)
dµ (A) .
This proves Eq. (3.9). 
Meta-Corollary 3.11. If Ψ : A → C is “smooth” and gsη-invariant in the sense that Ψ (Bgsη) =
Ψ (B) for all s near 0 and B ∈ A with B = Bdx (B (x, 0) not assumed to be zero), then Eq. (3.2)
still holds, i.e.
(3.10)
∫
A0
(∂ηΨ) (A) dµ (A) =
∫
A0
Ψ (A) 〈∂yA, ∂yη〉 dµ (A) = −
∫
A0
Ψ (A)
〈
fA, ∂yη
〉
dµ (A) .
[Note that we are substituting the assumption that η ∈ A0 by the assumption that Ψ is gsη-
invariant.]
Meta-Proof. This result is a special case of Meta-Corollary B.32 of Appendix B. Nevertheless we
will give a second “proof” here which will be closer in line with the rigorous proof of Corollary
4.12 below.
Replacing η by sη in Eq. (3.9) and differentiating the result leads to,
d
ds
|0
∫
A0
Ψ ((A+ sη)gsη) dµ (A) =
∫
A0
Ψ (A) exp (〈∂yA, ∂yη〉) dµ (A)
=
∫
A0
Ψ (A) exp (〈∂yA, ∂yη〉) dµ (A) .(3.11)
If we now further assume that Ψ is gsη-invariant, then
d
ds
|0Ψ ((A+ sη)gsη) = d
ds
|0Ψ (A+ sη) = (∂ηΨ) (A)
which combined with Eq. (3.11) verifies Eq. (3.10).

Notation 3.12. If η is as in Notation 3.2 and σ = (σ1, σ2) : [aσ, bσ]→ R2 is a piecewise C1-path,
let
ζAη (σ) :=
∫ bσ
aσ
Ad//At (σ)η (σ (t)) σ˙1 (t) dt ∈ k.
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Lemma 3.13. If G is a tame graph, U ∈ C1 (KG → C) , and Ψ (A) = U (//A (G)) , then
(∂ηΨ) (A) = −
(
ζ˜Aη U
) (
//A (G)
)
= −
∑
σ∈G
(
∇σζAη (σ)U
) (
//A (G)
)
where
(3.12)
(
ζ˜Aη U
) (
//A (G)
)
:=
d
ds
|0U
({
//A (σ) esζ
A
η (σ)
}
σ∈G
)
.
Proof. By Proposition A.6 of Appendix A,
∂η
[
A→ U (//A (G))] = d
ds
|0U
({
//A (σ) e−sζ
A
η (σ)
}
σ∈G
)
= −
(
ζ˜Aη U
) (
//A (G)
)
= −
∑
σ∈G
(
∇σζAη (σ)U
) (
//A (G)
)
,
where the second equality is a consequence of the chain rule. 
Meta-Theorem 3.14. If η is a k-valued one form on R2, and U : KG → C is a gsη|V (G)-invariant
for s near 0, then
E
[∑
σ∈G
(
∇σζAη (σ)U
) (
//A (G)
)]
= E
[
U
(
//A (G)
) ·〈fA, ∂η
∂y
〉]
where fA = −∂yA.
Proof. According to Meta-Corollary 3.11, under the given assumptions we have∫
A0
∂η
[
A→ U (//A (G))] dµ (A) = ∫
A0
Ψ (A) 〈∂yA, ∂yη〉 dµ (A)
= −
∫
A0
Ψ (A)
〈
fA, ∂yη
〉
dµ (A) .
This identity along with Lemma 3.13 completes the proof. 
3.2. Heuristic proof of Theorem 2.23. We are now prepared to give a heuristic proof of
Theorem 2.23 as a corollary of Meta-Theorem 3.14.
Heuristic proof of Theorem 2.23. Let hy : R2 → R be a bounded measurable function with com-
pact support,
(3.13) h (x, y) :=
∫ y
−∞
hy
(
x, y′
)
dy′,
ξ ∈ k, and ηy := hy · ξ so that η := hξ. By Lemma 2.17, ∇e2ξ U is still invariant under discrete
gauge transformations, u : V (G) → K, such that u (0) = I. Thus we may apply Meta-Theorem
3.14 with U replaced by ∇e2ξ U, to find
(3.14) E
[∑
σ∈G
(
∇σ
ζAhξ(σ)
(
∇e2ξ U
)) (
//A (G)
)]
= E
[(
∇e2ξ U
) (
//A (G)
) · 〈fA, hyξ〉] .
22 BRUCE K. DRIVER
Notice that ζAhξ (σ) = 0 for σ ∈ {e2, e4} since σ˙1 (t) = 0 whenever σ is a vertical path. Let us
now further assume that h is supported in small neighborhood of 0 so that ζAhξ (σ) = 0 unless
σ ∈ {e1, e3} . Since //At (ej) = I for j ∈ {1, 3} , it follows that
ζAhξ (e1) :=
[∫ ∞
0
h (t, 0) dt
]
ξ =: α1ξ and
ζAhξ (e3) :=
[∫ −∞
0
h (t, 0) dt
]
ξ =: α3ξ
and so Eq. (3.14) becomes,
E
∑
j=1,3
αj
(
∇ejξ ∇e2ξ U
) (
//A (G)
) = E [(∇e2ξ U) (//A (G)) · 〈fA, hyξ〉] .
Summing the last equation over ξ in an orthonormal basis for k shows,
(3.15) E
∑
j=1,3
αj (∇ej · ∇e2U)
(
//A (G)
) = E [(∇e2〈fA,hy〉U) (//A (G))] .
Finally, we take η as Example 3.5, i.e. η = hξ where
(3.16) hy (x, y) = 1RQ (x, y)− 1Q (x, y)
with Q being a compact region in the first quadrant as shown in Figure 7. With this choice,
(3.17) h (x, y) =
∫ y
−∞
[
1RQ
(
x, y′
)− 1Q (x, y′)] dy′,
α3 = 0, and
α1 =
∫ ∞
0
h (x, 0) dx =
∫ ∞
0
dx
∫ 0
−∞
dy′1RQ
(
x, y′
)
= m (Q) = |Q| .
Combining these identities with Eq. (3.15) shows
|Q| · E [(∇e1 · ∇e2U) (//A (G))] = E [(∇e2
[fA(RQ)−fA(Q)]U
) (
//A (G)
)]
which is equivalent to Eq. (2.8). 
3.3. Path expansions. In order to deduce Theorem 2.27 from Theorem 2.23 we need to approx-
imate
(3.18) fA (Q) := −
∫
Q
∂yA (x, y) dxdy.
in terms of parallel translation around the boundary of Q. To be more precise, let ` be the right
boundary of Q and for ε > 0 (small) let ε` and εQ be ` and Q scaled by ε as depicted in Figure
9.
Notation 3.15 (Right derivatives). For ψ ∈ C1 (K,C) and ξ ∈ k let ∇ˆξψ : K → C be defined by,
(3.19)
(
∇ˆξψ
)
(k) :=
d
dt
|0ψ
(
etξk
)
.
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Q `
εQ
ε`
RQ R`
εRQ
εR`
Figure 9. Here Q (εQ) is the region bounded by the path ` (ε`) and the y-axis.
Theorem 3.16. Let Adx be a smooth3 element of A0, ε > 0, and ε` be the path shown in Figure
9. If ψ ∈ C2 (K,C) , then
(3.20) ψ
(
//A1 (ε`)
)
= ψ (I)−
(
∇fA(εQ)ψ
)
(e) +O
(
ε4
)
where fA (εQ) is as in Eq. (3.18) with Q replaced by εQ. Similarly if R (x, y) := (x,−y) is
reflection across x-axis, then
(3.21) ψ
(
//A1 (εR`)
)
= ψ (I) +
(
∇fA(εRQ)ψ
)
(e) +O
(
ε4
)
.
Proof. Let us suppose ` is parametrized by t ∈ [0, 1] and let g (t) := //At (`) . Then g (t) satisfies,
(3.22) g˙ (t) + β˙` (t) g (t) = 0 with g (0) = I
where
β` (t) :=
∫ t
0
(Adx)
(
˙` (τ)
)
dτ = −
∫ t
0
dτ ˙`1 (τ)
∫ `2(τ)
0
dyfA (`1 (τ) , y)
= −
∫ t
0
dτ ˙`1 (τ) `2 (τ)
∫ 1
0
dsfA (`1 (τ) , s`2 (τ)) .(3.23)
By the fundamental theorem of calculus along with the ODE for g in Eq. (3.22) we find,
ψ (g (t)) = ψ (e) +
∫ t
0
d
dτ
ψ (g (τ)) dτ
= ψ (e)−
∫ t
0
(
∇ˆβ˙`(τ)ψ
)
(g (τ)) dτ.(3.24)
3For example, it would suffice for f = −∂yA to be continuous.
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Applying Eq. (3.24) with ψ replaced by ∇ˆβ˙`(τ)ψ shows(
∇ˆβ˙`(τ)ψ
)
(g (τ)) =
(
∇ˆβ˙`(τ)ψ
)
(e)−
∫ τ
0
ds
(
∇ˆβ˙`(s)∇ˆβ˙`(τ)ψ
)
(g (s))
and then substituting this expression back into Eq. (3.24) implies (taking t = 1) that
(3.25) ψ
(
//A1 (`)
)
= ψ (e)−
(
∇ˆβ`(1)ψ
)
(e) +
∫ 1
0
dτ
∫ τ
0
ds
(
∇ˆβ˙`(s)∇ˆβ˙`(τ)ψ
)
(g (s)) .
Using the fact that Adx ≡ 0 on the y-axis along with Green’s (or Stokes’) theorem it follows that
β` (1) =
∫ 1
0
(Adx)
(
˙` (t)
)
dt =
∫
∂Q
Adx
=
∫
Q
FAdx =
∫
Q
fA (x, y) dxdy = fA (Q) .(3.26)
Replacing ` by ε` in Eqs. (3.23), (3.25), and (3.26) then gives Eq. (3.20). Equation (3.21) is
proved similarly noting that R takes counterclockwise loops to clockwise loops which changes a
sign in Green’s theorem. This then explains the change of sign in the gradient term when passing
from Eq. (3.20) to Eq. (3.21). 
3.4. Heuristic proof of Theorem 2.27. We are now almost ready to give a heuristic argument
of Theorem 2.27. In order to apply Theorem 3.16, let eε2 denote the perturbation of e2 consisting
of traversing the path ε` followed by the straight line vertical path from ε` (1) to ` (1) as shown
in Figure 10. Similarly let eε4 = Re
ε
2 be the reflection of e
ε
2 so that e
ε
4 is a perturbation of e4. In
order to simplify notation also let //A (G±, ε) =
{
//A1 (σ) : σ ∈ G±, ε
}
.
ε`
ε`(1)
e2 eε2
`
e1
εQ
`(1)
Q
Figure 10. This figure shows the paths e2 being deformed by the path e
ε
2 which
consists of ε`1 followed by the straight line vertical path going from εa to a. We
will also consider the reflection of this path across the x-axis, eε4 := Re
ε
2.
Corollary 3.17. Let G±,ε be the perturbations of G described in Notation 2.26 where eε2 and
eε4 are the perturbations of e2 and e4 described above. If Adx is a smooth element of A0 and
U : KG → C is a C2-function, then
(3.27) U
(
//A (G+,ε)
)− U (//A (G−,ε)) = −(∇e2fA(εQ)U +∇e4fA(εRQ)U) (//A (G))+O (ε4)
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Proof. Freezing ω (σ) ∈ K for σ ∈ G \ {e2, e4} and letting ψ± ∈ C2 (K,C) be chosen so that
ψ+ (ω (e2)) = U (ω) with ω (e4) := e and
ψ− (ω (e4)) = U (ω) with ω (e2) := e.
It then follows from Eq. (3.20) with ψ = ψ+ and Eq. (3.21) with ψ = ψ− that
U
(
//A (G+,ε)
)
= U
(
//A (G)
)− (∇e2
fA(εQ)
U
) (
//A (G)
)
+O
(
ε4
)
and
U
(
//A (G−,ε)
)
= U
(
//A (G)
)
+
(
∇e4
fA(εRQ)
U
) (
//A (G)
)
+O
(
ε4
)
from which Eq. (3.27) easily follows. 
Heuristic Proof of Theorem 2.27. By taking expectations of Eq. (3.27) we expect
(3.28) E
[
U
(
//A (G+,ε)
)− U (//A (G−,ε))] = −E [(∇e2fA(εQ)U +∇e4fA(εRQ)U) (//A (G))]+O (ε4)
which would imply Theorem 2.27 in the setting described here as |εQ| = ε2 |Q| so that O (ε4) =
O
(
|εQ|2
)
= o (|εQ|) . 
Remark 3.18. The heuristic “proof” given above follows the spirit of the arguments in [25].
However, as we will see below the argument is too naive since the random connection one-forms
Adx are very rough. In reality, fA (Q) fluctuates on order of
√|Q| and the error term in Eqs.
(3.20) and (3.21) are really O (|Q|) rather than o (|Q|) , see Theorem 5.4 below for a precise
statement. Nevertheless we will see below in subsection 5.1 that Theorem 2.27 is in fact true
because of a fortuitous cancellation and the simple covariance estimate, Lemma 5.11 below.
4. Rigorous integration by parts
Our goal in this section is to give a rigorous stochastic proof of Theorem 2.23. In order to prove
the required integration by parts formula it is necessary to understand the distribution of a white
noise after it has been transformed by rotations and translations. The key result is Corollary 4.12
which specializes the abstract white noise result reviewed in Theorem 4.5.
4.1. Rotating and translating white noise. We begin by formally describing rotations of the
white noise. If O : L2 (R2,m; k) → L2 (R2,m; k) is any orthogonal transformation and f is a
white noise then we define a new white noise, fO, by〈
fO, u
〉
:= 〈f,Ou〉 for all u ∈ L2 (R2,m; k) .
If R : L2 (R2,m; k)→ L2 (R2,m; k) is another isometry then〈(
fR
)O
, u
〉
:=
〈
fR,Ou〉 = 〈f,ROu〉 = 〈fRO, u〉
from which it follows that (f,O) → fO is a right action. It should be clear that fO and f have
the same distributions as mean zero Gaussian processes (like the white noise) are completely
determined by their covariances. We will be interested here only in two special cases of this
construction. The first is the transformation, u→ uˆ and correspondingly f → fˆ given in Definition
2.4 above and the second is given in then next definition.
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Definition 4.1. If g ∈ C (R2,K) , then we let fg = fAdg , i.e. 〈fg, u〉 = 〈f,Adgu〉 for all
u ∈ L2 (R2,m; k) .
If the white noise were a continuous process, then we would have fg (p) = Adg−1(p)f (p) for all
p ∈ R2. Lemma 4.3 below gives a rigorous interpretation of this informal representation of fg.
Notation 4.2 (Oscillation semi-norms). Suppose that B ∈ BR2 is a bounded set, g ∈ C2
(
R2,K
)
,
and Π ⊂ BR2 denotes a finite partition of B. Then we let
|Π| := max {diam (A) : A ∈ Π} and
oscΠ (g) := max
A∈Π
sup
p,q∈A
|g (q)− g (p)| .
Lemma 4.3. Let g ∈ C (R2,K) , B ∈ BR2 be a bounded set, and {Πn}∞n=1 ⊂ BR2 be a sequence
of finite partitions of B such that limn→∞ oscΠn (g) = 0, then
(4.1) fg (B) = L2 (P) - lim
n→∞
∑
A∈Πn
Adg(pA)−1f (A)
where pA denotes any choice of a point in A for all A ∈ ∪∞n=1Πn.
Proof. Let ξ ∈ k be fixed so that
〈fg (B) , ξ〉 := 〈fg, ξ1B〉 := 〈f,Adgξ1B〉 .
By the assumption, limn→∞ oscΠn (g) = 0, along with the dominated convergence theorem,
Adg(·)ξ1B (·) = L2 (m) - lim
n→∞
∑
A∈Πn
Adg(pA)ξ1A.
This identity, the Adg -invariance of the inner product on k, and the isometry property of the
white noise (see Definition 2.1) then implies,
〈f,Adgξ1B〉 = L2 (P) - lim
n→∞
∑
A∈Πn
〈
f (A) ,Adg(pA)ξ
〉
= L2 (P) - lim
n→∞
∑
A∈Πn
〈
Adg(pA)−1f (A) , ξ
〉
.
As ξ ∈ k is arbitrary, Eq. (4.1) is proved. 
Recall, as mentioned after Definition 3.6, we will routinely identify g ∈ C (R,K) with g ◦ p ∈
C
(
R2,K
)
where p : R2 → R is projection onto the first factor.
Lemma 4.4. If g ∈ C (R,K) ⊂ C (R2,K) , then (fˆ)g = f̂g where fˆ is as in Definition 2.4.
Proof. If u ∈ L2 (R2; k) , then〈(
fˆ
)g
, u
〉
=
〈
fˆ ,Adgu
〉
=
〈
f, Âdgu
〉
= 〈f,Adgû〉 = 〈fg, uˆ〉 =
〈
f̂g, u
〉
.

Theorem 4.5 (Affine change of variables). If α ∈ L2 (R2; k) , g ∈ C (R2,K) , and ψ (f) is a
bounded measurable function of the white noise, f, then
(4.2) E
[
ψ
(
fg −Adg−1α
)]
= E
[
ψ (f) e−〈f,α〉−
1
2
‖α‖2
]
.
In particular the laws of fg − Adg−1α and f are mutually absolutely continuous relative to one
another.
A FUNCTIONAL INTEGRAL APPROACHES TO THE MAKEENKO-MIGDAL EQUATIONS 27
Proof. By the multiplicative system theorem (see Dellacherie [10, p. 14] or Janson [21, Appendix
A., p. 309]) it suffices to prove Eq. (4.2) when ψ is a cylinder functions of the form,
ψ (f) = ψ˜ (〈f, u1〉 , . . . , 〈f, uk〉)
with ui ∈ L2
(
R2; k
)
or ui ∈ C∞c
(
R2; k
)
if we prefer. We may further assume that {ui}∞i=1 is
an orthonormal basis for L2
(
R2; k
)
in which case {Adgui}∞i=1 is also an orthonormal basis for
L2
(
R2; k
)
. Since
ψ
(
fg −Adg−1α
)
= ψ˜ (〈f − α,Adgu1〉 , . . . , 〈f − α,Adguk〉)
= ψ˜ (〈f,Adgu1〉 − 〈α,Adgu1〉 , . . . , 〈f,Adguk〉 − 〈α,Adguk〉) ,
it follows by a finite dimensional change of variables and the fact that {〈f,Adgui〉}∞i=1 are i.i.d.
standard normal random variables that
E
[
ψ
(
fg −Adg−1
)]
= E
[
ψ˜ (〈f,Adgu1〉 − 〈α,Adgu1〉 , . . . , 〈f,Adguk〉 − 〈α,Adguk〉)
]
= E
[
ψ˜ (〈f,Adgu1〉 , . . . , 〈f,Adguk〉)Zk˜
]
(4.3)
where for any k˜ ≥ k,
Zk˜ = exp
− k˜∑
j=1
[
〈f,Adguj〉 〈α,Adguj〉 − 1
2
|〈α,Adguj〉|2
] .
Using
L∞−- lim
k˜↑∞
Zk˜ = exp
(
−〈f, α〉 − 1
2
‖α‖2
)
,
we may pass to the limit as k˜ →∞ in Eq. (4.3) to arrive at Eq. (4.2). 
Proposition 4.6. Suppose that f is a k – valued white noise, [a, b] 3 t → ` (t) := (t, y (t)) is a
horizontal curve in R2, and
{
Mft (`)
}
t∈[a,b]
is the k-valued martingale as defined in Definition 2.6.
If g ∈ C (R,K) such that g (0) = I, then dMfgt (`) = Adg−1(t)dMft (`) , i.e.
Mf
g
t (`) =
∫ t
a
Adg−1(τ)dM
f
τ (`)
where the latter integral is a Itoˆ (or essentially Wiener) stochastic integral.
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Proof. Let Π = {a = t0 < t1 < · · · < tn = t} denote a partition of [a, t] . By Lemma 4.3,
M `t (f
g) = −fˆg
(
R`t
)
= L2 (P) - lim
|Π|→0
n∑
j=1
−Adg(tj−1)fˆ
(
R`tj \R`tj−1
)
= L2 (P) - lim
|Π|→0
n∑
j=1
−Adg(tj−1)
[
fˆ
(
R`tj
)
− fˆ
(
R`tj−1
)]
= L2 (P) - lim
|Π|→0
n∑
j=1
Adg(tj−1)
[
M `tj (f)−M `tj−1 (f)
]
=
∫ t
a
Adg(τ)dM
f
τ (`) .

4.2. Perturbations of f, Mf , and //f . We start by making precise the perturbation, fη, of f
which was introduced informally in Eq. (3.7).
Definition 4.7. For η, ηy : R2 → k as in Notation 3.2, let
(4.4) fη := f
gη −Adg−1η ηy
where gη ∈ C (R→K) is the solution to the ODE in Eq. (3.4) in Definition 3.6.
Theorem 4.8 (Martingale perturbations). Let [a, b] 3 x→ ` (x) := (x, y (x)) be a horizontal curve
in R2, f be a k – valued white noise, η, ηy : R2 → k be as in Notation 3.2, and
{
Mft (`)
}
t∈[a,b]
be
the martingale defined in Definition 2.6. Then
{
M
fη
t (`)
}
t∈[a,b]
is the semi-martingale given by
the following Itoˆ integrals;
(4.5) M
fη
t (`) =
∫ t
a
Adgη(x)−1dM
f
x (`) +
∫ t
a
Adgη(x)−1 η¯ (x, y (x)) dx.
Alternatively, the differential form of Eq. (4.5) is
(4.6) dM
fη
x (`) = Adgη(x)−1
[
dMfx (`) + η¯ (x, y (x)) dx
]
.
[Recall from Notation 3.3 and Remark 3.4 that
η¯ (x, y) := η (x, y)− η (x, 0) =
∫ y
0
ηy
(
x, y′
)
dy′.]
Proof. Let us first observe that it makes sense to replace f by fη in M
f
x (`) since (as a consequence
of Theorem 4.5) the laws of f and fη are mutually absolutely continuous relative to one another.
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The identity in Eq. (4.5) is now a matter of unwinding the definitions;
M
fη
t (`) = −fˆη
(
R`t
)
= −f̂gη
(
R`t
)
+
∫
R`t
Adg−1η (x)sgn (y) ηy (x, y) dxdy
= Mf
gη
t (`) +
∫ t
a
dx
∫ y(x)
0
dyAdg−1η (x)ηy (x, y)
= Mf
gη
t (`) +
∫ t
a
Adgη(x)−1 η¯ (x, y (x)) dx.
The desired result now follows from this equation along with Proposition 4.6. 
We now introduce the white noise variant of Definition 3.8.
Definition 4.9. If [a, b] 3 x→ ` (x) = (x, y (x)) is a horizontal path, let kx (`) denote the solution
to the ODE,
(4.7)
d
dx
kx (`) +
[
Ad
//fx(`)
−1η (x, ` (x))
]
kx (`) = 0 with k0 = I.
Further let kη (`) = kb (`) .
Although suppressed from the notation, the functions, x → kx (`) are in general random and
depend on the white noise f through the dependence of Eq. (4.7) on
{
//fx (`)
}
x∈[a,b]
. The key
result of this section is the following stochastic analogue of Eq. (3.8) of Corollary 3.9.
Theorem 4.10 (Perturbed parallel translation). If η is as above and [a, b] 3 x→ ` (x) = (x, y (x))
is a horizontal path, then
(4.8) //fη (`) = gη (b)
−1 //f (`) kη (`) gη (a) .
[Again, it makes sense to replace f by fη in //
f (`) since (as a consequence of Theorem 4.5) the
laws of f and fη are mutually absolutely continuous relative to one another.]
Proof. From Definition 3.6 and Eq. (4.6),
δ
[
gη (x) //
fη
x (`)
]
= −η (x, 0) gη (x) //fηx (`) dx− gη (x) δMfηx (`) //fηx (`)
= −η (x, 0) dxgη (x) //fηx (`)− gη (x) Adgη(x)−1
[
δMfx (`) + η¯ (x, y (x)) dx
]
//
fη
x (`)
= −
[
δMfx (`) + η (x, y (x)) dx
]
gη (x) //
fη
x (`) .
As in the proof of Corollary 3.9, taking the Stratonovich differential of the identity, //fx (`)
−1 //fηx (`) =
I, shows
δ//fx (`)
−1 = //fx (`)
−1 δMfx (`) .
Combining the previous two equations, it follows that Vx := //
f
x (`)
−1 gη (x) //
fη
x (`) satisfies,
δVx = //
f
x (`)
−1 δMfx (`) gη (x) //
fη
x (`)− //fx (`)−1
[
δMfx (`) + η (x, y (x)) dx
]
gη (x) //
fη
x (`)
= −//fx (`)−1 η (x, y (x)) gη (x) //fηx (`) dx = −
[
Ad
//fx(`)
−1η (x, y (x))
]
Vxdx,
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i.e. Vx satisfies the same ODE that kxgη (a) satisfies. Therefore by the uniqueness of solutions to
ODEs, Vx = kxgη (a) and hence
//
fη
x (`) = gη (x)
−1 //fx (`)Vx = gη (x)
−1 //fx (`) kxgη (a) .

4.3. Proof of Theorem 2.23. For the proof of Theorem 2.23, we first need to deduce the
required integration by parts formulas from the results in the previous subsection.
Corollary 4.11. Let kη (σ) be as in Definition 4.9 and gη ∈ K be as in Definition 3.6. If
U : KG → R is a smooth function which is discrete gauge invariant under the action determined
by gη (i.e. u (v) = gη (v) for all v ∈ V (G)), then
(4.9) E
[
U
({
//f (σ) kη (σ)
}
σ∈G
)]
= E
[
U
(
//f (G)
)
· exp
(
−〈f, ηy〉 − 1
2
‖ηy‖2
)]
.
Proof. Using the gauge invariance assumption along with Theorem 4.10 we find,
E
[
U
({
//f (σ) kη (σ)
}
σ∈G
)]
= E
[
U
({
gη (σf )
−1 //f (σ) kη (σ) gη (σi)
}
σ∈G
)]
= E
[
U
({
//
fgη−Ad
g−1η
ηy
(σ)
}
σ∈G
)]
.
This equation along with Theorem 4.5 then completes the proof. 
The next corollary is a rigorous version of Theorem 3.14 above.
Corollary 4.12 (Key IBP formula). Continuing the notation and assumptions of Corollary 4.11
and further letting
(4.10) ζη (σ) :=
∫ bσ
aσ
Ad
//fx(σ)
η (x, y (x)) dx with σ (x) = (x, y (x)) ,
we have the integration by parts formula,
(4.11) E
[∑
σ∈G
(
∇σζη(σ)U
)(
//f (G)
)]
= E
[
U
(
//f (G)
)
· 〈f, ηy〉
]
.
Proof. Let ksη (σ) be defined as in Definition 4.9 with η replaced by sη in which case Eq. (4.9)
reads,
E
[
U
({
//f (σ) ksη (σ)
}
σ∈G
)]
= E
[
U
(
//f (G)
)
· exp
(
−s 〈f, ηy〉 − s
2
2
‖ηy‖2
)]
Differentiating this equation with respect to s then gives the integration by parts formula,
(4.12) E
[
d
ds
|0U
({
//f (σ) ksη (σ)
}
σ∈G
)]
= −E
[
U
(
//f (G)
)
· 〈f, ηy〉
]
.
Letting κσx :=
d
ds |0ksηx (σ) we find, by differentiating the ODE,
d
dx
ksηx = −s
(
u−1x η (x, y (x))ux
)
ksηx ,
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for ksηx at s = 0 that
d
dx
κσx :=
d
ds
|0
[−s (u−1x η (x, y (x))ux) ksηx ]
= −Adu−1x η (x, y (x)) = −Ad//x(σ)η (x, y (x))
and so
d
ds
|0//f (σ) · ksη (σ) = −//f (σ) ·
∫ b
a
Ad
//fx(σ)
η (x, y (x)) dx = −//f (σ) · ζη (σ) .
Therefore
d
ds
|0U
({
//f (σ) ksη (σ)
}
σ∈G
)
= −
(
ζ˜ηU
)(
//f (G)
)
= −
∑
σ∈G
(
∇σζη(σ)U
)(
//f (G)
)
which combined with Eq. (4.12) gives Eq. (4.11). 
We are now ready to prove Theorem 2.23.
Proof of Theorem 2.23. Let ξ ∈ k := Lie (K) and h be the function defined in Eq. (3.17) with Q
sufficiently small. Following the heuristic proof in Subsection 3.2, we then find ζη (σ) = 0 unless
σ = e1 and for σ = e1,
ζηε (e1) :=
∫ ∞
0
h (x, 0) Ad
//fx(e1)
ξdx =
∫ ∞
0
h (x, 0) dx · ξ = |Q| ξ.
By Lemma 2.17, ∇e2ξ U is still invariant under discrete gauge transformations, u : V (G) → K,
such that u (0) = I. Hence, applying Corollary 4.12 with U replaced by ∇e2ξ U shows,
|Q|E
[
∇e1ξ ∇e2ξ U
(
//f (G)
)]
= E
[
ζ˜η∇e2ξ U
(
//f (G)
)]
= E
[(
∇e2ξ U
)(
//f (G)
)
· 〈f, (∂yh) ξ〉
]
= E
[(
∇e2ξ U
)(
//f (G)
)
· 〈f (RQ)− f (Q) , ξ〉k
]
wherein we have used Eq. (3.16) for the last equality. Summing this equation on ξ ∈ β (an
orthonormal basis for k) then completes the proof of Eq. (2.8). 
5. Loop expansion of parallel translation
As above, f is the k – valued white noise on R2. Let u, v : [0, 1] → R be continuous functions
such that either 0 ≤ u (t) ≤ v (t) or 0 ≥ u (t) ≥ v (t) , σ (t) = (t, u (t)) and γ (t) = (t, v (t)) be the
associated horizontal paths, and Qt be the region bounded by y = u (t) , y = v (t) , x = 0, and
x = t, see Figure 11. Further let Mft (γ) and M
f
t (σ) be the associated martingales,
(5.1) bt := M
f
t (γ)−Mft (σ) = −fˆ (Qt)
and
aγt :=
∫ t
0
|v (τ)| dτ, aσt :=
∫ t
0
|u (τ)| dτ, and at :=
∫ t
0
|v (τ)− u (τ)| dτ = |Qt| .
In this section, we will often make use of the Burkholder-Davis-Gundy inequalities in the form
we now describe. Let V be a finite dimensional inner product space, n ∈ N, L (kn, V ) be the
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σ(t)
γ(t)
γ
σ
y
xt0
Qt
σ(t)
γ(t)
γ
σQt
Figure 11. Both scenarios on the ordering of the functions u and v are depicted
in this picture. The reader should refer to the figures in the upper (lower) half
plane when 0 ≤ u ≤ v (v ≤ u ≤ 0).
linear transformations from kn to V, {βt}t≥0 be a kn-valued continuous square integrable martin-
gale with with independent increments, and {〈β〉t}t≥0 be the quadratic variation of {βt}t≥0 . If
{ut ∈ L (kn, V )}t≥0 is an adapted continuous process and {αt}t≥0 is an increasing process domi-
nating 〈β〉t (i.e. there exists c <∞ such that d 〈β〉t ≤ cdαt for all t), then there exists a constant
Cp <∞ depending only on p, c, n, and V, such that
(5.2)
∥∥∥∥∫ T
0
wτdβτ
∥∥∥∥
p
≤ Cp
√∫ T
0
‖wτ‖2p dατ ∀ 0 < T <∞.
To prove this estimate we may assume
∫ T
0 ‖wτ‖2p dατ < ∞ since otherwise Eq. (5.2) is trivial.
Under this assumption, Mt =
∫ t
0 wτdβτ is a square integrable V -valued martingale satisfying,
〈M〉T ≤ c
∫ T
0 |wτ |2 dατ where |wτ | is an appropriate Hilbert-Schmidt norm of wτ . If we let M∗T =
max0≤t≤T |Mt| , then the Burkholder-Davis-Gundy inequalities state that ‖M∗T ‖p 
∥∥√〈M〉T∥∥p ,
i.e. there exist finite constants, cp and Cp such that
cp
∥∥∥∥√〈M〉T∥∥∥∥
p
≤ ‖M∗T ‖p ≤ Cp
∥∥∥∥√〈M〉T∥∥∥∥
p
.
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From the second inequality we then have,∥∥∥∥∫ T
0
wτdβτ
∥∥∥∥
p
.
∥∥∥∥∥∥
√∫ T
0
|wτ |2 dατ
∥∥∥∥∥∥
p
=
∥∥∥∥∫ T
0
|wτ |2 dατ
∥∥∥∥1/2
p/2
≤
√∫ T
0
∥∥∥|wτ |2∥∥∥
p/2
dατ =
√∫ T
0
‖wτ‖2p dατ .
which proves Eq. (5.2).
Example 5.1. Let {bt}t≥0 be as in Eq. (5.1), n = 1, βt = bt, and αt = at = |Qt| so that
d 〈b〉t = dim k · dαt. Taking V = k⊗ k and wt = bt ⊗ (·) in Eq. (5.2) then gives,∥∥∥∥∫ T
0
bt ⊗ dbt
∥∥∥∥
p
.
√∫ T
0
‖bτ‖2p dατ .
√∫ T
0
ατdατ =
√
1
2
α2T =
√
1
2
aT ,
wherein we have used ‖bτ‖2p  ‖bτ‖22 = dim k·ατ because bτ is a Gaussian random vector. Similarly
one shows
∥∥∥∫ T0 dbt ⊗ bt∥∥∥p . aT .
Recall that K is assumed to be a matrix Lie group imbedded CD×D – the space of D × D-
matrices with complex entries. For a function, ψ : CD×D → C, let Djψ = ψ(j) denote the jth
differential of ψ as function on CD×D thought of as a real vector space. Also let ∆K be the
Laplacian on K, i.e.
(∆Kψ) (k) =
∑
ξ∈β
d2
dt2
|0ψ
(
ketξ
)
where β is any orthonormal basis for k.
Lemma 5.2. If ψ : CD×D → C is a smooth function in a neighborhood of I ∈ K ⊂ CD×D, then
(5.3) (∆Kψ) (I) =
∑
ξ∈β
[
ψ′′ (I) ξ ⊗ ξ + ψ′ (I) ξ2] = ∑
ξ∈β
ψ′′ (I) ξ ⊗ ξ + ψ′ (I)κ,
where again β is any orthonormal basis for k and κ :=
∑
ξ∈β ξ
2 is the Casmir matrix. [As
usual, it easily verified that ∆K and the matrix κ are independent of the choice of orthonormal
basis of k.].
Proof. For ξ ∈ k we have(
ξ˜2ψ
)
(I) =
d2
dt2
|0ψ
(
etξ
)
=
d
dt
|0
[
ψ′
(
etξ
)
ξetξ
]
= ψ′′ (I) ξ ⊗ ξ + ψ′ (I) ξ2.
Summing the above identity on ξ ∈ β gives Eq. (5.3). 
To simplify notation in the statements and the proofs to follow we will adopt the following
notation.
Notation 5.3 (O-notation). If {At}0<t<δ is a collection of random variables and (0, δ) 3 t →
at ∈ (0,∞) is a positive function, we write At = O
(
a
3/2
t
)
provided; for all 1 ≤ p <∞ there exists
C = C (p, a,A) <∞ such that ‖At‖p ≤ Cat for 0 < t < δ.
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Theorem 5.4 (Loop Expansions). Let u, v, σ, τ, and Qt be as described at the start of this section,
see Figure 11 and let ∂Qt denote the path traversing the boundary of Qt in the counter-clockwise
(clockwise) direction starting at 0 ∈ R2 when 0 ≤ u ≤ v (v ≤ u ≤ 0) . Then
(5.4) //f (∂Qt) = I − fˆ (Qt) + 1
2
κat +Rt +Rt
where Rt and Rt are matrix valued random variables satisfying;
(5.5) ERt = 0, Rt = Op
(√
aγt at
)
, and Rt = Op
(
a
3/2
t
)
.
Proof. Let ht = //
f
t (σ) and kt = //
f
t (γ) be parallel translation along σ and γ respectively so that
(in both scenarios)
gt := //
f (∂Qt) = k
−1
t ht.
Further let (with bt as in Eq. (5.1))
(5.6) Bt :=
∫ t
0
Adh−1τ δbτ and Bt :=
∫
0≤r≤s≤t
dBr ⊗ dBs =
∫ t
0
Bs ⊗ dBs
and using, [
dAdh−1τ
]
dbτ = Adh−1τ addMfτ (σ)
[
dMfτ (γ)− dMfτ (σ)
]
= 0,
we note that
(5.7) Bt :=
∫ t
0
Adh−1τ dbτ and [dBt]
2 =
∑
ξ∈β
[
Adh−1τ ξ
]2
dat = κdat,
where [dBt]
2 is used to denote the differential of the quadratic variation matrix of B(·). As we
have mentioned before, δk−1t = k
−1
t δM
f (γ) , and thus
(5.8) δgt = k
−1
t δM
f
t (γ)ht − k−1t δMft (σ)ht = k−1t δbtht = gtAdh−1t δbt = gtδBt.
The integral form of Eq. (5.8) expressed in Itoˆ’s form is now given by
gt = I +
∫ t
0
gτδBτ = I +
∫ t
0
gτdBτ +
1
2
∫ t
0
gτ [dBτ ]
2
= I +
∫ t
0
gτdBτ +
1
2
∫ t
0
gτκdaτ .(5.9)
Making use of Eq. (5.2) (with βt = Bt) it follows that
‖gt − I‖p ≤
∥∥∥∥∫ t
0
gτdBτ
∥∥∥∥
p
+
1
2
∥∥∥∥∫ t
0
gτκdaτ
∥∥∥∥
p
. [√at + at] = Op (√at) .(5.10)
Feeding the expansion for g(·) in Eq. (5.9) back into the right side of Eq. (5.9) gives
gt = I +
∫ t
0
[
I +
∫ τ
0
gsdBs +
1
2
∫ τ
0
gsκdas
]
dBτ
+
1
2
∫ t
0
[
I +
∫ τ
0
gsdBs +
1
2
∫ τ
0
gsκdas
]
κdaτ .
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This identity may be rewritten as
gt = I +Bt +
1
2
κat +R′t +Rt
where
R′t =
∫ t
0
[∫ τ
0
gsdBs
]
dBτ and
Rt =
1
2
∫ t
0
[∫ τ
0
gsκdas
]
dBτ +
∫ t
0
[∫ τ
0
gsdBs +
1
2
∫ τ
0
gsκdas
]
κdaτ .
Using basic estimates along with Eq. (5.2) one easily shows
‖Rt‖p . a3/2t + a3/2t + a2t = Op
(
a
3/2
t
)
,
ER′t = 0, and
∥∥R′t∥∥p .
√∫ T
0
∥∥∥∥∫ τ
0
gsdBs
∥∥∥∥2
p
daτ =
√∫ T
0
aτdaτ =
aτ√
2
.
Similarly
Bt =
∫ t
0
Adh−1τ dbτ =
∫ t
0
[
I +
∫ τ
0
Adh−1τ adδMfτ (σ)
]
dbτ = bt +R′′t
where
R′′t :=
∫ t
0
∫ τ
0
Adh−1τ adδMfτ (σ)
dbτ
satisfies
ER′′t = 0 and R′′t = O
(√
aσt · at
)
.
Thus we have shown
gt = I + bt +
1
2
κat +Rt +Rt
where Rt = O
(
a
3/2
t
)
, Rt = R′t +R′′t , and
‖Rt‖p ≤
∥∥R′t∥∥p + ∥∥R′′t ∥∥p = Op (at) +O (√aσt · at) = O(√aγt at) .
This completes the proof since bt = −fˆ (Qt) . 
Let K˜ ⊂ CD×D be defined by,
K˜ := {I + s (k − I) : 0 ≤ s ≤ 1 and k ∈ K} ,
and note that K ⊂ K˜ and K˜ is compact in CD×D.
Proposition 5.5. We continue the setup in Theorem 5.4 and further suppose that ψ : CD×D → C
is a random function taking values in C3
(
CD×D,C
)
. If there exists a (non-random) constant,
C <∞, such that ∣∣Djψ (k)∣∣ ≤ C ∀ k ∈ K˜, and 0 ≤ j ≤ 3,
then
(5.11) ψ (gt) = ψ (I)−
(
∇fˆ(Qt)ψ
)
(I)+at
1
2
(∆Kψ) (I)+ψ
′ (I)Rt+ 1
2
ψ′′ (I)
∫ t
0
bs∨dbs+O
(
a
3/2
t
)
,
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where, for a, b ∈ k ⊂ CD×D, a ∨ b := a⊗ b+ b⊗ a is the symmetrization of a⊗ b.
Proof. Let gt := //
f (∂Qt) and bt = −fˆ (Qt) (as above) and define
δt := gt − I = bt + 1
2
κat +Rt +Rt,
where Rt and Rt are as in Theorem 5.4. Notice that I + sδt ∈ K˜ for all t ≥ 0 and 0 ≤ s ≤ 1.
By Taylor’s theorem with integral remainder we have
(5.12) ψ (gt) = ψ (I) + ψ
′ (I) δt +
∫ 1
0
ψ′′ (I + sδt) [δt ⊗ δt] (1− s) ds.
Since ψ(3) is bounded on K˜, ∣∣ψ′′ (I + sδt)− ψ′′ (I)∣∣ . |δt| ,
which along with the estimate in Eq. (5.10) and Ho¨lder’s inequality shows∥∥∥∥∫ 1
0
(
ψ′′ (I + sδt)− ψ′′ (I)
)
[δt ⊗ δt] (1− s) ds
∥∥∥∥
p
.
∥∥∥|δt|3∥∥∥
p
= O
(
a
3/2
t
)
.
Combining these estimates with Eq. (5.12) implies
(5.13) ψ (gt) = ψ (I) + ψ
′ (I) δt +
1
2
ψ′′ (I) [δt ⊗ δt] +O
(
a
3/2
t
)
,
Using Rt = O
(
a
3/2
t
)
and δt ⊗ δt − bt ⊗ bt = O
(
a
3/2
t
)
in Eq. (5.13) then shows
ψ (gt) = ψ (I) + ψ
′ (I)
[
bt +
1
2
κat +Rt
]
+
1
2
ψ′′ (I) [bt ⊗ bt] +O
(
a
3/2
t
)
= ψ (I)−
(
∇fˆ(Qt)ψ
)
+
1
2
[
atψ
′ (I)κ+ ψ′′ (I) [bt ⊗ bt]
]
+ ψ′ (I)Rt +O
(
a
3/2
t
)
.
By Itoˆ’s formula,
bt ⊗ bt =
∫ t
0
bs ∨ dbs + at ·
∑
ξ∈β
ξ ⊗ ξ,
and so by Lemma 5.2,
atψ
′ (I)κ+ ψ′′ (I) [bt ⊗ bt] = at (∆Kψ) (I) + ψ′′ (I)
∫ t
0
bs ∨ dbs.
Combining these identities and estimates gives Eq. (5.11). 
Lemma 5.6. If u is a C2-function defined in a neighborhood of I ∈ K and ψ˜ (k) := ψ (k−1) ,
then ∇ψ˜ (I) = −∇ψ (I) and
(
∆Kψ˜
)
(I) = (∆Kψ) (I) .
Proof. The elementary proof is left to the reader. 
Notation 5.7. Let R±ε = Rε and b±t = bt be as in Theorem 5.4 and Eq. (5.1) respectively when
Qt is in the upper/lower half plane. [In what follows the lower half plane region will be RQt where
Qt is the region in the upper half plane.]
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Corollary 5.8. Let G, ε > 0, Gε,±, and U : KG → C be as in Theorem 2.27 and further assume
that U has been extended (arbitrarily) to a smooth function on
[
CD×D
]G
. Then
(5.14)
U
(
//f (G+,ε)
)
− U
(
//f (G−,ε)
)
= −
(
∇e2
f(Qε)
U +∇e4
f(RQε)
U
)(
//f (G)
)
+ E+ε − E−ε +O
(
a3/2ε
)
where
E+ε := (D
e2U)
(
//f (G)
)
R+ε +
1
2
(De2De2U)
(
//f (G)
)∫ ε
0
b+s ∨ db+s and(5.15)
E−ε := (D
e4U)
(
//f (G)
)
R−ε +
1
2
(De4De4U)
(
//f (G)
)∫ ε
0
b−s ∨ db−s .(5.16)
Proof. Let G′ := G \ {e2, e3} and let us write U (ω) as U (ω (e2) , ω (e4) , ω (G′)) . We then have,
U
(
//f (G+,ε)
)
= U
(
//f (∂Qε) , I, //
f
(
G′
))
and by Eq. (5.11) with ψ (k) := U
(
k, I, //f (G′)
)
it follows that
(5.17)
U
(
//f (G+,ε)
)
= U
(
//f (G)
)
−
(
∇e2
fˆ(Qε)
U
)(
//f (G)
)
+ aε
1
2
(
∆e2KU
) (
//f (G)
)
+E+ε +O
(
a3/2ε
)
.
Similarly
U
(
//f (G−,ε)
)
= U
(
I, //f (∂RQε) , //
f
(
G′
))
and by Eq. (5.11) with ψ (k) := U
(
I, k, //f (G′)
)
it follows that
(5.18)
U
(
//f (G−,ε)
)
= U
(
//f (G)
)
−
(
∇e4
fˆ(RQε)
U
)(
//f (G)
)
+aε
1
2
(
∆e4KU
) (
//f (G)
)
+E−ε +O
(
a3/2ε
)
.
Since U has extended gauge invariance at 0, Lemma 5.6 implies
(
∆e4KU
) (
//f (G)
)
=
(
∆e2KU
) (
//f (G)
)
.
Using the previous identities and the fact that fˆ (RQε) = −f (RQε) , we may subtract Eqs. (5.18)
from Eq. (5.17) to arrive at Eq. (5.14). 
In order to complete the proof of Theorem 2.27 it remains to estimate the error terms, E±ε , in
Eqs. (5.15) and (5.16) which we will do with the aid of Lemma 5.11. Lemma 5.10 below contains
the key estimate needed to make this scheme work.
Notation 5.9. For t > 0, let Jt := [0, t]× R and
(5.19) Bt := σ
{
f (R) : R ∈ BoR2 with R ⊂ Jt
}
be the σ-algebra generated by the white noise over Jt.
In the following lemma, let ∇ˆσ be the “right” analogue of ∇σ, that is replace ω (b) etδσ,bξ by
etδσ,bξω (b) in the definition of ∇σ in Definition 2.16.
Lemma 5.10. Let ε > 0, Λ be a finite collection of horizontal curves over [0, ε] , and V : KΛ → C
is a random function independent of Bε such that V takes values in C2
(
KΛ,C
)
. If there exists a
(non-random) constant, C <∞, such that
(5.20) sup
|ξ|k=1 & |η|k=1
|V |+∑
σ∈Λ
∣∣∣∇ˆσξV ∣∣∣+ ∑
σ,τ∈Λ
∣∣∣∇ˆσξ ∇ˆτηV ∣∣∣
 ≤ C on KΛ,
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then
(5.21)
∥∥∥V (//f (Λ))− V (I)∥∥∥
2
= O
(√
ε
)
where I is the identity in KΛ and //f (Λ) :=
{
//f (σ) : σ ∈ Λ} ∈ KΛ as in Notation 2.9.
Proof. For 0 ≤ t ≤ ε, let Gt := //ft (Λ) ∈ KΛ and Mt be the L
(
kΛ, kΛ
)
-valued martingale which is
block diagonal having Mft (σ) in the σ-σ block for each σ ∈ Λ. With this notation Gt solves the
Stratonovich differential equation,
δGt = −δMtGt with G0 = I.
Although V is a random function, because it is independent of Bε, we may still use the adapted
stochastic calculus to find,
V
(
//fε (Λ)
)
− V (I) = V (Gε)− V (G0) = −
∑
σ∈Λ
∫ ε
0
(
∇ˆσ
δMft (σ)
V
)
(Gt)
=−
∑
σ∈Λ
∫ ε
0
(
∇ˆσV
)
(Gt) dM
f
t (σ) +
1
2
∑
σ,τ∈Λ
∫ ε
0
(
∇ˆτ ∇ˆσV
)
(Gt)
[
dMft (τ)⊗ dMft (σ)
]
.(5.22)
Since Λ is a finite set, the quadratic covariances of Mft (τ) and M
f
t (σ) for all σ, τ ∈ Λ are
controlled by dt and therefore,∣∣∣∣∣∣
∑
σ,τ∈Λ
∫ ε
0
(
∇ˆτ ∇ˆσV
)
(Gt)
[
dMft (τ)⊗ dMft (σ)
]∣∣∣∣∣∣ ≤ C1ε
and (from the estimate in Eq. (5.2))∥∥∥∥∥∑
σ∈Λ
∫ ε
0
(
∇ˆσV
)
(Gt) dM
f
t (σ)
∥∥∥∥∥
2
≤ C2
√
ε.
These estimates along with Eq. (5.22) prove Eq. (5.21). 
5.1. Proof of Theorem 2.27. We start by recording the following elementary covariance esti-
mate.
Lemma 5.11. If Z, Z¯, and N are square integrable random variables such that EN = 0 and Z¯
is independent of N, then
|E [NZ]| = ∣∣E [N (Z − Z¯)]∣∣ ≤ ‖N‖2 · ∥∥Z − Z¯∥∥2 .
As in the statement of Theorem 2.27 we will assume there is a fixed constant, C, independent
of ε > 0 such that |Sε| ≤ C |Qε| for all ε > 0 where Sε is the “shadow” region as in Figure 8.
This means in practice that aγt ≤ Cat and so the error, Rt = Op
(√
aγt at
)
, in Eq. (5.5) may be
rewritten as Rt = Op (at) . We are now in a position to give a rigorous proof of Theorem 2.27.
Proof of Theorem 2.27. Using aε ≤ cε for some c > 0, according to Corollary 5.8 to finish the
proof of Theorem 2.27 it suffices to show |E [E+ε − E−ε ]| = O (
√
εaε) . The error term, E
+
ε − E−ε ,
is a sum of four terms all of the form, U (//f (G))Wε, where U ∈ C2 (KG, Y ∗) with Y = k or k⊗ k
and Wε is a Bε-measurable Y -valued random vector such that; EWε = 0 and ‖Wε‖2 = O (aε) .
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[Here we use Y ∗ to denote the real linear functionals on Y.] So to finish the proof it suffices to
show that the expectation of any such expression, U (//f (G))Wε, is O (√εaε) . Before going into
the details, let us give a sketch of the proof.
Let fε := 1R2\Jεf where f is the white noise. Then U
(
//fε (G)
)
now depends only on the
white noise over R2 \ Jε and is therefore independent of Bε. So by Lemma 5.11 with N = Wε,
Z = U (//f (G)) , and Z¯ = U (//fε (G)) , it follows that∣∣∣E [U (//f (G))Wε]∣∣∣ ≤ ∥∥∥U (//f (G))− U (//fε (G))∥∥∥
2
‖Wε‖2
≤
∥∥∥U (//f (G))− U (//fε (G))∥∥∥
2
O (aε) .
The proof will be completed by showing, with the aid of Lemma 5.10, that
(5.23)
∥∥∥U (//f (G))− U (//fε (G))∥∥∥
2
 √ε.
We now proceed to the details.
By subdividing the paths in G and changing the arbitrary orientations if necessary, we may
assume that all paths in G are either purely vertical paths or are horizontal paths oriented from
left to right of the form [aσ, bσ] 3 x→ σ (x) = (x, y (x)) ∈ R2 with y being a continuous function
of x. Let Gh denote the horizontal paths in G and recall for σ ∈ Gh that σ˜ = σ ([aσ, bσ]) is the
image of σ in R2. We now define Λ ⊂ Gh to be the those paths in Gh which “cross” the y-axis,
i.e.
Λ = {σ ∈ Gh : σ˜ ∩ Jε 6= ∅ for all ε > 0} .
As Λ is a finite set there exists ε0 > 0 such that σ˜ ∩ Jε0 6= ∅ for all σ ∈ Λ and σ˜ ∩ Jε0 = ∅ for all
σ /∈ Gh \ Λ. We now assume that 0 < ε < ε0 for the rest of the argument.
For those σ ∈ Λ we split σ into three paths, σ|[aσ ,0], σ|[0,ε], and σ|[ε,bσ ] and note that
//f (σ) = //f
(
σ|[ε,bσ ]
)
//f
(
σ|[0,ε]
)
//f
(
σ|[aσ ,0]
)
while
//fε (σ) = //f
(
σ|[ε,bσ ]
)
//f
(
σ|[aσ ,0]
)
.
Define the random function, V : KΛ → Y ∗, by
V (ω) := U
({
//f (σ)
}
σ/∈Λ
,
{
//f
(
σ|[ε,bσ ]
)
ω (σ) //f
(
σ|[aσ ,0]
)}
σ∈Λ
)
∀ ω ∈ KΛ.
As U is C2, V is also C2 and furthermore V depends only on the white noise over R2 \ Jε and
hence is independent of Bε. For σ, τ ∈ Λ and ξ, η ∈ k we have, with
G :=
({
//f (σ)
}
σ/∈Λ
,
{
//f
(
σ|[ε,bσ ]
)
ω (σ) //f
(
σ|[aσ ,0]
)}
σ∈Λ
)
,
that (
∇ˆσξV
)
(ω) =
(
∇ˆσAd
//f(σ|[ε,bσ ])
ξU
)
(G)
and similarly (
∇ˆτη∇ˆσξV
)
(ω) =
(
∇ˆτAd
//f(σ|[ε,bσ ])
η∇ˆσAd
//f(σ|[ε,bσ ])
ξU
)
(G) .
40 BRUCE K. DRIVER
Since the inner product on k is AdK-invariant and U is a C2-function on a compact set, it follows
that V satisfies the estimates in Eq. (5.20). Applying Lemma 5.10 then shows∥∥∥U (//f (G))− U (//fε (G))∥∥∥
2
=
∥∥∥V (//f (Λ))− V (I)∥∥∥
2
= O
(√
ε
)
.

Appendix A. Appendix: connections, parallel translation, and curvature
In this first appendix, we review a few basic facts about covariant derivatives, parallel trans-
lation, and curvature. Recall that we have assumed that our compact Lie group is a matrix Lie
sub-group of GL
(
CD
) ⊂ CD×D for some D ∈ N.
A.1. Transformation properties. The next result recalls how g ∈ G acts on covariant differ-
entiation, parallel translation, and curvature.
Theorem A.1 (Gauge transformed quantities). If A ∈ A, g ∈ G, ` : [a, b]→ M is an absolutely
continuous path in M, and S : [a, b]→ CD (or S : [a, b]→ CD×D) be a C1-function, then
(1) The operator ∇Agt is conjugate to ∇At . More precisely,
(A.1) ∇Agt S (t) = g (` (t))−1∇At [g (` (t))S (t)]
so that ∇Agt = Mg(`(t))−1∇At Mg(`(t)) where Mg is used to denote multiplication by g.
(2) For t ∈ [a, b] ,
(A.2) //A
g
t (`) = g (` (t))
−1 //At (`) g (` (a)) .
(3) The curvature tensor, FA, satisfies,
(A.3) FA
g 〈v, w〉 = Adg(x)−1FA 〈v, w〉 for all v, w ∈ TxM and x ∈M.
Proof. Equation A.1 follows by direct computation using the product rule and basic calculus. The
proof of Eq. (A.2) is now elementary as ut := g (` (t))
−1 //At (`) g (` (a)) satisfies,
∇Agt ut = g (` (t))−1∇At
[
g (` (t)) g (` (t))−1 //At (`) g (` (a))
]
= 0 with ua = I.
Although the curvature assertion in Eq. (A.3) may be proved by direct calculation, let us give a
more conceptual proof which makes use of the fact that curvature is related to the commutator
of two covariant derivatives. More precisely, let Σ (s, t) ∈M and S (s, t) ∈ CD (or CD×D) be two
C1-functions of (s, t) ∈ R2 and let
∇At :=
d
dt
+A
(
Σ˙ (t, s)
)
and ∇As :=
d
ds
+A
(
Σ′ (t, s)
)
.
A straightforward computation, using
[
d
dt ,
d
ds
]
= 0 and Cartan’s formula,
d
dt
A
(
Σ′ (t, s)
)− d
ds
A
(
Σ˙ (t, s)
)
= dA
(
Σ˙ (t, s) ,Σ′ (t, s)
)
,
shows
(A.4)
[∇At ,∇As ]S (s, t) = FA (Σ˙ (t, s) ,Σ′ (t, s))S (s, t) .
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Thus it follows that
FA
g
(
Σ˙ (t, s) ,Σ′ (t, s)
)
S (s, t) =
[∇Agt ,∇Ags ]S (s, t)
=
[
Mg(Σ(s,t))−1∇At Mg(Σ(s,t)),Mg(Σ(s,t))−1∇AsMg(Σ(s,t))
]
S (s, t)
= Mg(Σ(s,t))−1
[∇At ,∇As ]Mg(Σ(s,t))S (s, t)
= Mg(Σ(s,t))−1F
A
(
Σ˙ (t, s) ,Σ′ (t, s)
)
Mg(Σ(s,t))S (s, t)
from which Eq. (A.3) is easily deduced. 
Remark A.2. One more formula connecting covariant differentiation to parallel translation is
the identity;
(A.5) ∇At S = //At (`)
d
dt
[
//At (`)
−1 S (t)
]
.
To prove this let V (t) := //At (`)
−1 S (t) so that S (t) = //At (`)V (t) . Now apply the product rule
and use ∇At //At (`) = 0 to find,
∇At S (t) = ∇At
[
//At (`)V (t)
]
=
(
d
dt
+A
(
˙` (t)
)) [
//At (`)V (t)
]
=
[(
d
dt
+A
(
˙` (t)
))
//At (`)
]
V (t) + //At (`) V˙ (t) = //
A
t (`) V˙ (t)
which is Eq. (A.5).
Proposition A.3 (Connections and diffeomorphisms). Let A ∈ A, σ ∈ C1 ([a, b] ,M) , and ϕ :
M → M be a diffeomorphism of M. Then Fϕ∗A = ϕ∗FA and //ϕ∗At (σ) = //At (ϕ ◦ σ) for all
a ≤ t ≤ b.
Proof. Using the basic properties of pull backs on forms we have,
ϕ∗FA = ϕ∗ [dA+A ∧A] = d [ϕ∗A] + ϕ∗A ∧ ϕ∗A = Fϕ∗A.
For the second assertion we compute,
0 =
∇
dt
//At (ϕ ◦ σ) :=
[
d
dt
+A
〈
d
dt
(ϕ ◦ σ (t))
〉]
//At (ϕ ◦ σ)
=
[
d
dt
+A 〈ϕ∗σ˙ (t)〉
]
//At (ϕ ◦ σ) =
[
d
dt
+ (ϕ∗A) 〈σ˙ (t)〉
]
//At (ϕ ◦ σ)
from which we see that //At (ϕ ◦ σ) satisfies the same differential equation as //ϕ
∗A
t (σ) . 
Corollary A.4. If dimM = 2, A ∈ A, and ϕ : M → M is an area preserving diffeomorphism,
then
∥∥Fϕ∗A∥∥2 = ∥∥FA∥∥2 .
Proof. By definition,
(A.6)
∥∥∥Fϕ∗A∥∥∥2 = ∫
M
∣∣∣Fϕ∗A∣∣∣2 dVolg = ∫
M
∣∣ϕ∗FA∣∣2 dVolg .
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Since d = 2, if we let ω denote the (local) Riemannian volume form on M then FA = f · ω for
some f : M → k. The assumption that ϕ is area preserving means ϕ∗ω = ±ω and therefore,
ϕ∗FA = f ◦ ϕ · ϕ∗ω = ±f ◦ ϕ · ω.
As ω (e1, e2) = ±1 where {e1, e2} is any local orthonormal frame on M, we find∣∣ϕ∗FA∣∣2 = |f ◦ ϕ|2 = ∣∣FA∣∣2 ◦ ϕ.
Using this result in Eq. (A.6) gives,∥∥∥Fϕ∗A∥∥∥2 = ∫
M
∣∣FA∣∣2 ◦ ϕ dVolg = ∫
M
∣∣FA∣∣2 dVolg = ∥∥FA∥∥2 ,
where in the second equality we have the area preserving assumption again, namely that ϕ∗Volg =
Volg . 
A.2. Differential properties of parallel translation.
Proposition A.5 (Connection Comparison). Suppose that A and B are two connection 1-forms,
` ∈ C1 ([0, 1] ,M) , and kt := //Bt (`) //At (`)−1, then
(A.7) k˙t +
(
Ad//At (`)
−1
[
B
(
˙` (t)
)
−A
(
˙` (t)
)])
kt = 0 with k0 = 0.
Proof. Since //Bt (`) = //
A
t (`) kt, ∇Bt //Bt (`) = 0 = ∇At //At (`) it follows that
0 = ∇Bt //Bt (`) =
(∇Bt //At (`)) kt + //At (`) k˙t
=
([∇Bt −∇At ] //At (`)) kt + //At (`) k˙t
=
[
B
(
˙` (t)
)
−A
(
˙` (t)
)]
//At (`) kt + //
A
t (`) k˙t
from which Eq. (A.7) follows. 
Proposition A.6 (Connection Differentiation). If η is a k -valued one form on M and ` ∈
C1 ([0, 1] ,M) , then
∂η
[
A→ //A (`)] = −//A (`) ∫ 1
0
Ad//At (`)
−1η
(
˙` (t)
)
dt(A.8)
= −
[∫ 1
0
Ad//At (`)η
(
˙` (t)
)
dt
]
//A (`)(A.9)
Proof. First proof. Differentiating the identity, 0 = ∇A+sηt //A+sηt (`) with respect to s gives,
0 =
d
ds
|0
[
∇A+sηt //A+sηt (`)
]
=
[
d
ds
|0∇A+sηt
]
//At (`) +∇At
[
d
ds
|0//A+sηt (`)
]
= η
(
˙` (t)
)
//At (`) +∇At ∂η//At (`)
= η
(
˙` (t)
)
//At (`) + //
A
t (`)
d
dt
[
//At (`)
−1 ∂η//tA (`)
]
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wherein we have used Eq. (A.5) in the last equality. Multiplying this equation by //At (`)
−1 and
then integrating the result easily gives Eq. (A.8) which is equivalent to Eq. (A.9).
Second proof. Letting B = A+ sη in Proposition A.5 shows //A+sηt (`) = //
A
t (`) k
s
t where
k˙st + s
(
Ad//At (`)
−1η
(
˙` (t)
))
kst = 0 with k
s
0 = 0.
Differentiating this equation with respect to s at s = 0 while using k0t = I shows
d
ds
|0k˙st + Ad//At (`)−1η
(
˙` (t)
)
= 0
and then integrating this result relative to t shows
d
ds
|0kst = −
∫ t
0
Ad//Aτ (`)
−1η
(
˙` (τ)
)
dτ.
Hence it follows that
∂η
[
A→ //At (`)
]
=
d
ds
|0//A+sηt (`) =
d
ds
|0//At (`) kst
= −//At (`)
∫ t
0
Ad//Aτ (`)
−1η
(
˙` (τ)
)
dτ.

Proposition A.7 (Path Differentiation). Suppose `s is a one parameter family of curves
parametrized by an interval, [0, 1] such that `s (0) is constant independent of s and let //
A
t (`)
denote parallel translation along `s|[0,t]. Then,
(A.10)
∇A
ds
//At (`s) = //
A
t (`s)
∫ t
0
Ad//Aτ (`s)
−1FA
(
˙`
s (τ) , `
′
s (τ)
)
dτ
and, if we further assume that `s (1) is constant independent of s, then
(A.11)
d
ds
//A1 (`s) = //
A
1 (`s)
∫ 1
0
Ad//Aτ (`s)
−1FA
(
˙`
s (τ) , `
′
s (τ)
)
dτ.
Equation (A.10) may also be expressed as,
(A.12)
d
ds
[
//As
(
`(·) (t)
)−1
//At (`s)
]
=
[
//As
(
`(·) (t)
)−1
//At (`s)
] ∫ t
0
Ad//Aτ (`s)
−1FA
(
˙`
s (τ) , `
′
s (τ)
)
dτ.
Proof. By Eq. (A.4) and the fact that ∇
A
dt //
A
t (`s) = 0,
∇A
dt
∇A
ds
//At (`s) =
[∇A
dt
,
∇A
ds
]
//At (`s) = F
A
(
˙`
s (t) , `
′
s (t)
)
//At (`s) .
By Remark A.2, the last identity may be rewritten as,
d
dt
[
//At (`)
−1 ∇A
ds
//At (`s)
]
= //At (`)
−1 FA
(
˙` (t) , `′s (t)
)
//At (`) .
Integrating this equation on t gives Eq. (A.10). If we now assume `s (1) is constant in s, then
∇A
ds
//A1 (`s) =
(
d
ds
+A
〈
`′s (1)
〉)
//A1 (`s) =
d
ds
//A1 (`s)
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which combined with Eq. (A.10) at t = 1 gives Eq. (A.11). 
For more information on Proposition A.7 much more related material to this and the next
appendix, see [18] and [12].
Appendix B. Homotopy gauge fixing of Yang-Mills
The goal of this appendix is to motivate the definition of the Yang-Mills measure as used in
this paper. We also wish to give a heuristic argument that the resulting expectations should be
invariant under area preserving diffeomorphisms. We begin with a few general results in finite
dimensions which we will later apply (illegally) in the infinite dimensional Yang-Mills context.
For an interesting general discussion of gauge fixing from a differential form point, as apposed
to the more measure theoretic view described in this appendix, see [29, Section III]. There is of
course a huge physics literature on various methods of gauge fixing which we do not attempt to
survey here. However, the interested reader might start with Chapter 13 in [11, Section 13.6] or
Chapter 15 in [34] and then consult some of the references in [29].
B.1. Group actions and gauges. We will use the following notation throughout this subsection.
Notation B.1. Let (A,G,m, λ) be a quadruple consisting of a smooth manifold, A, a Lie group
G, a smooth measure (m) on A, and a right invariant Haar measure (λ) on G. We assume that
there is a given right action of G on A and that the measure m is invariant under this right action,
i.e. m is invariant under the transformation, A 3A→ Ag ∈ A for each g ∈ G.
Definition B.2. A gauge is a smooth function, v : A → G, such that v (Ag) = v (A) g for all
A ∈ A and g ∈ G. Associated to v we defined the “projection map,” piv : A → A, by piv (A) :=
A · v (A)−1 and let
Av := piv (A) =
{
A · v (A)−1 : A ∈ A
}
.
Lemma B.3. If v : A → G is a gauge and A,B ∈ A, then;
(1) piv is constant on gauge orbits,
(2) piv ◦ piv = piv (i.e. piv|Av is the identity on Av),
(3) Av may also be expresses as
Av = {A ∈ A : v (A) = I ∈ G} ,
(4) Av is an embedded submanifold of A,
(5) piv (A) = piv (B) iff A and B are in the same G-orbit, and
(6) the map,
(B.1) Av × G 3 (A, g)→ A · g ∈ A
is as diffeomorphism of smooth manifolds.
Proof. We take each item in turn.
(1) If A ∈ A and g ∈ G, then
piv (Ag) = Ag · v (Ag)−1 = Ag · [v (A) g]−1 = A · v (A)−1 = piv (A)
which shows piν is constant on G-orbits.
(2) If A ∈ A, then A and piv (A) are in the same gauge orbit and hence piv (piv (A)) = piv (A) .
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(3) If A ∈ Av then A = piν (A) = A · v (A)−1 and therefore,
v (A) = v
(
A · v (A)−1
)
= v (A) · v (A)−1 = I.
Conversely if ν (A) = I, then piv (A) = A ∈ Av.
(4) If A ∈ A and ξ ∈ Lie (G) = TIG, then
d
dt
|0v
(
Aetξ
)
=
d
dt
|0
[
v (A) etξ
]
= Lv(A)∗ξ
where the latter expression varies over Tv(A)G as ξ varies over Lie (G) . This shows ν is a
submersion and so the level sets of v are all embedded submanifolds, in particularAv =
v−1 ({I}) is an embedded submanifold.
(5) The condition that piv (A) = piv (B) is equivalent to A ·v (A)−1 = B ·v (B)−1 which is then
equivalent to B = A ·
[
v (A)−1 v (B)
]
, i.e. B and A are in the same gauge orbit.
(6) The inverse to the smooth map in Eq. (B.1) is the smooth map, A 3 A→ (piv (A) , v (A)) .

Example B.4 (Product groups). Let G be a Lie group, N ∈ N, A = GN , and let G act on A on
the right by the diagonal action,
A× G 3 (−→g , k)→ −→g · k ∈ A where [−→g · k]i = gik for 1 ≤ i ≤ N.
Then ν : A → G defined by v (−→g ) = g1 is a gauge. In this case
piv (
−→g ) = −→g · g−11 =

e
g2g
−1
1
...
gNg
−1
1

and Av = {e} × GN−1.
Example B.5. Let A = Rn, G = R, ξ ∈ sl (n,R) such that ξlk = 0 if either l or k = n and for
x ∈ Rn (thought of as row vector) and t ∈ R let
x · t := xetξ + ten = [x+ ten] etξ.
Since enξ = 0 we have ene
tξ = en and by assumption e
tξ preserves span (ek)k<n and hence
(x · t) · s =
(
xetξ + ten
)
esξ + sen = xe
tξesξ + ten + sen = x · (t+ s) .
In this case the projection map, v (x) = xn is a gauge with
piν (x) = xe
−xnξ − xnen =

x1
...
xn−1
0
 e−xnξ and Av = Rn−1 × {0} .
Example B.6. Let us specializing Example B.5 to n = 3 and
ξ =
 0 −1 01 0 0
0 0 0
 =⇒ etξ =
 cos t − sin t 0sin t cos t 0
0 0 1
 .
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In this case the gauge orbits are spirals. For example, the gauge orbit of e1 = (1, 0, 0) ∈ R3 is the
spiral, {e1 · t = (cos t,− sin t, t) : t ∈ R} .
Examples B.5 and B.6 were examples of “affine actions,” which we now define.
Definition B.7 (Affine actions). Assume (A,G) as above with A being a finite dimensional vector
space and let SL (A) denote the special linear transformations on A. We say the group action of
G on A is an affine action if it may be written in the form;
(B.2) Ag = ρ
(
g−1
)
A+ T (g)
where ρ : G → SL (A) is a representation of G and T : G → A is a smooth function.
Remark B.8. It is left to the interested reader to verify that T (e) = 0 and the pair, (ρ, T ) , must
satisfy the “cocylcle” condition;
(B.3) T (gh) = ρ
(
h−1
)
T (g) + T (h) ∀ g, h ∈ G.
The key formal example of an affine action is the right action of the restricted gauge group
acting on connection one forms as in Eq. (1.1). We will work heuristically with this formal infinite
dimensional setup in Subsection B.4 below.
B.2. Disintegration formulas.
Proposition B.9 (Disintegration). Let (A,G,m, λ) be as in Notation B.1. To each gauge, v :
A → G, there exists a unique (smooth) measure mv on Av such that
(B.4)
∫
A
f (A) dm (A) =
∫
Av
dmv (B)
∫
G
dλ (g) f (Bg)
for all f : A → [0,∞] measurable.
Proof. Let γ be a fixed smooth measure on Av. Since the map in Eq. (B.1) is a diffeomorphism and
Haar measure, λ, is a smooth measure on G, there exists a smooth density, µ : Av × G → (0,∞) ,
such that
(B.5)
∫
A
f (A) dm (A) =
∫
Av
dγ (B)
∫
G
dλ (g)µ (B, g) f (Bg)
for all f : A → [0,∞] measurable. Using the invariance of m and λ under the right G-actions on
A and G respectively, if k ∈ G, then∫
A
f (A) dm (A) =
∫
A
f (Ak) dm (A)
=
∫
Av
dγ (B)
∫
G
dλ (g)µ (B, g) f (Bgk)
=
∫
Av
dγ (B)
∫
G
dλ (g)µ
(
B, gk−1
)
f (Bg) .(B.6)
Comparing Eqs. (B.5) and (B.6) implies µ
(
B, gk−1
)
= µ (B, g) for all B ∈ Av and g, k ∈ G.
Taking k = g shows µ (B, g) = µ (B, e) and so Eq. (B.4) holds with dmv (B) := µ (B, e) dγ (B) .

Theorem B.10 (Affine Action Disintegrations). Assume (A,G) as above with A being a finite
dimensional vector space equipped with an affine action of G on A, see Definition B.7. Then;
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(1) Lebesgue measure (m) on A is invariant under the G-action.
(2) If v : A → G is a gauge such that Av is a linear subspace which is invariant under the
action of ρ, then the measure (mν) in Proposition B.9 is a Lebesgue measure on Av.
Proof. 1. The Jacobian-determinant factor for the change of variables, B = Ag, is
∣∣det ρ (g−1)∣∣ =
1 and hence the affine transformation A→ Ag leaves m invariant on A.
2. Let m0 be a Lebesgue measure on Av (i.e. a translation invariant Radon measure on Av).
The smooth measure (mν) may be expressed as dmν (A) = µ (A) dm0 (A) for some smooth density
µ : A → (0,∞) . Our goal is to show that µ is a constant.
According to Proposition B.9, if f : A → [0,∞] is measurable, then
(B.7)
∫
A
f (C) dm (C) =
∫
Av
dmν (A)
∫
G
dλ (g) f (A · g) =
∫
G
dλ (g)
∫
Av
dm0 (A)µ (A) f (A · g) .
Let B ∈ Av and apply Eq. (B.7) with f replaced by f (·+B) to find∫
A
f (C +B) dm (C) =
∫
G
dλ (g)
∫
Av
dm0 (A)µ (A) f (A · g +B)
=
∫
G
dλ (g)
∫
Av
dm0 (A)µ (A) f ([A+ AdgB]
g)
=
∫
G
dλ (g)
∫
Av
dm0 (A)µ (A−AdgB) f (A · g) ,
wherein the last line we have used m0 is a translation invariant measure. On the other hand m
is also translation invariant and so∫
A
f (C +B) dm (C) =
∫
A
f (C) dm (C) =
∫
G
dλ (g)
∫
Av
dm0 (A)µ (A) f (A · g) .
Using the map in Eq. (B.1) is a diffeomorphism and the last two displayed equations are valid
for all measurable functions, f : A → [0,∞] , we conclude that µ (A−AdgB) = µ (A) for all
A,B ∈ Av and g ∈ G. Taking g ≡ I and B = A then implies µ (A) = µ (0) for all A ∈ Aν , i.e. µ
is constant. 
B.3. Abstract gauge fixing. If Ψ : A → [0,∞) is a G-invariant function, then from Eq. (B.4)
it follows that ∫
A
Ψ (A) dm (A) =
∫
Av
dmv (B)
∫
G
dλ (g) Ψ (Bg)
=
∫
Av
dmv (B)
∫
G
dλ (g) Ψ (B)
= λ (G) ·
∫
Av
Ψ (B) dmv (B) .
This suggests that we normalize
∫
AΨ (A) dm (A) by “dividing” the integral by λ (G) and setting
−
∫
A
Ψ (A) dm (A) = “
1
λ (G)
∫
A
Ψ (A) dm (A) ”.
The problem with this formula is that (in the interesting cases) λ (G) =∞. To avoid this division
by infinity we make the following definition.
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Definition B.11. The v-normalized integral of a G-invariant function, Ψ : A → [0,∞), is
−
∫
A
Ψ (A) dm (A) =
∫
Av
Ψ (B) dmv (B) .
Notation B.12. Let ∆ : G → (0,∞) be the modular function on G defined by requiring∫
G
ψ (kg) dλ (g) = ∆ (k) ·
∫
G
ψ (g) dλ (g)
for all k ∈ G and ψ : G → [0,∞] measurable. Recall G is said to be unimodular if ∆ ≡ 1.
Theorem B.13. If G is a unimodular Lie group, Ψ : A → [0,∞) is a G-invariant function, and
v, w are two gauges, then
(B.8)
∫
Av
Ψ (B) dmv (B) =
∫
Aw
Ψ (B) dmw (B) .
Proof. Let α ∈ C (G, [0,∞)) such that ∫G α (g) dλ (g) = 1 and set f (A) := Ψ (A)α (v (A)) . By
Eq. (B.4)) we find∫
A
f (A) dm (A) =
∫
Aw
dmw (B)
∫
G
dλ (g) Ψ (Bg)α (v (Bg))
=
∫
Aw
dmw (B)
∫
G
dλ (g) Ψ (B)α (v (B) g)
=
∫
Aw
dmw (B)
∫
G
dλ (g) Ψ (B) ∆ (v (B))α (g)
=
∫
Aw
Ψ (B) ∆ (v (B)) dmw (B) .
In the case w = v, so that B ∈ Av, we find∫
A
f (A) dm (A) =
∫
Av
Ψ (B) ∆ (v (B)) dmv (B)
=
∫
Av
Ψ (B) ∆ (e) dmv (B) =
∫
Av
Ψ (B) dmv (B) .
Thus we have shown in general that∫
Av
Ψ (B) dmv (B) =
∫
Aw
Ψ (B) ∆ (v (B)) dmw (B)
and in particular if G is unimodular, Eq. (B.8) holds. 
Theorem B.14. Let (A,G,m, λ) be as in Notation B.1, v : A → G be a gauge, and ϕ : A → A
be a diffeomorphism such that;
(1) ϕ is volume preserving, i.e. ϕ∗m = m.
(2) ϕ acts equivariantly on A in the sense that there exists a Lie group isomorphism, γ : G →
G, such that
(B.9) ϕ (Ag) = ϕ (A) γ (g) ∀ A ∈ A and g ∈ G.
[Note this implies ϕ preserves gauge orbits.]
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Under these assumptions, if Ψ : A → [0,∞] is a gauge invariant function, then
(B.10)
∫
Av
Ψ (ϕ (A)) dmv (A) =
1
cγ
∫
Av
Ψ (A) ∆
(
v
(
ϕ−1 (A)
))
dmv (A)
where cγ is the constant determined by
(B.11) γ∗λ = cγλ.
Proof. For the moment let us simply suppose that ϕ preserves gauge orbits which may be stated
as saying ϕ (Ag) = ϕ (A) Γ (A, g) for some function Γ : A × G → G. As in the proof of Theorem
B.13, let α ∈ C (G, [0,∞)) such that ∫G α (g) dλ (g) = 1 and Ψ : A → [0,∞] be a gauge invariant
function in which case, ∫
Av
Ψ (A) dmv (A) =
∫
A
Ψ (A)α (v (A)) dm (A) .
Applying this identity with Ψ replaced by Ψ ◦ ϕ gives,∫
Av
Ψ ◦ ϕ (A) dmv (A) =
∫
A
Ψ ◦ ϕ (A)α (v (A)) dm (A)
=
∫
A
Ψ (A)α
(
v
(
ϕ−1 (A)
))
dm (A) (ϕ∗m = m)
=
∫
Av
dmv (B)
∫
G
dλ (g) Ψ (Bg)α
(
v
(
ϕ−1 (B · g)))
=
∫
Av
dmv (B)
∫
G
dλ (g) Ψ (B)α
(
v
(
ϕ−1 (B · g)))
=
∫
Av
Ψ (B)µϕ (B) dmv (B) ,(B.12)
where µϕ : Av → [0,∞) is defined by
µϕ (B) :=
∫
G
α
(
v
(
ϕ−1 (B · g))) dλ (g) .
Let us now assume that ϕ satisfies Eq. (B.9). Applying ϕ−1 to Eq. (B.9) with A replaced by
ϕ−1 (A) and g by γ−1 (g) implies,
ϕ−1 (A) γ−1 (g) = ϕ−1 (Ag) .
Using this fact and noting that γ∗λ = cγλ implies λ = cγ
(
γ−1
)
∗ λ, if follows that
µϕ (B) :=
∫
G
α
(
v
(
ϕ−1 (B) γ−1 (g)
))
dλ (g)
=
1
cγ
∫
G
α
(
v
(
ϕ−1 (B)
)
g
)
dλ (g) = c−1γ ∆
(
v
(
ϕ−1 (B)
))
.
Combining the last equation with Eq. (B.12) gives Eq. (B.10). 
Remark B.15. One might hope to relax the condition in Eq. (B.9) in the previous theorem as
follows. Suppose that ϕ : A → A is a diffeomorphism which takes gauge orbits to gauge orbits.
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Then define ϕ˜ (Ag) = piv (ϕ (A)) · g for all A ∈ Av and g ∈ G. Then if Ψ : A → [0,∞] is a gauge
invariant function we will have
Ψ (ϕ˜ (Ag)) = Ψ (piv (ϕ (A)) · g) = Ψ (piv (ϕ (A))) = Ψ (ϕ (A))
so that ∫
Av
Ψ (ϕ (A)) dmv (A) =
∫
Av
Ψ (ϕ˜ (A)) dmv (A) .
The point being that ϕ˜ : A → A is a diffeomorphism such that ϕ˜ (Agk) = piv (ϕ (A))·gk = ϕ˜ (Ag) k
so that Eq. (B.9) holds with γ (g) = g. However, the problem is that there is no reason that ϕ˜
should still preserve m.
Corollary B.16. Let us continue the notation and assumptions of Theorem B.14. If we further
assume that G is unimodular and cγ = 1, then
−
∫
A
Ψ (ϕ (A)) dm (A) = −
∫
A
Ψ (A) dm (A)
for all gauge invariant functions, Ψ : A → [0,∞] .
Example B.17 (Example B.4 continued). Let us continue the notation in Example B.4 and
further assume that G is a unimodular Lie group. Further let m = λ⊗N where λ is a Haar
measure on G and set v (−→g ) = g1 so that Av = {e} × GN−1. To make a gauge invariant function,
let f : GN−1 → C be any function and the set Ψ (−→g ) = f
({
gjg
−1
1
}N
j=2
)
. In this case, mv is given
by mv = δe ⊗ λ⊗(N−1) since for f : A → C we have
∫
A
f (−→g ) dm (−→g ) =
∫
A
f

g1
g2
...
gN
 dλ (g1) dλ⊗ (−→g≥2)
=
∫
A
f

g1
g2g1
...
gNg1
 dλ (g1) dλ⊗ (−→g≥2)
=
∫
A
f

e
g2
...
gN
 · g1dλ (g1) dλ⊗ (−→g≥2) .
For an example of a ϕ : A → A satisfying the assumption of Corollary B.16, fix a, b ∈ G and then
define,
ϕ (−→g ) = a · −→g · b :=

ag1b
ag2b
...
agNb
 .
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Then ϕ an m-preserving diffeomorphism on A with
ϕ (−→g · k) = a · −→g · k · b = a · −→g · b · b−1kb = ϕ (−→g ) · γ (k)
where γ (k) := Adb−1k, and so ϕ satisfies the hypothesis of Corollary B.16.
B.4. Yang-Mills gauge fixing. In this section, we suppose (as defined in Notation 1.1 with
M = R2) that A := Ω1 (R2, k) , G is the gauge group of functions, g : R2 → K, and Go =
{g ∈ G : g (o) = I} is the restricted gauge group.
Definition B.18 (Homotopies). A continuous map, Rd × [0, 1] 3 (x, t) → σx (t) ∈ Rd is a
homotopy contracting Rd to {0} if σx (1) = x and σx (0) = 0 for all x ∈ Rd. We further say σ
is a follow the leader homotopy if σσx(t) is a reparametrization of σx|[0,t] for all x ∈ Rd and
t ∈ (0, 1]. [We will further assume that t→ σx (t) is at least piecewise smooth.]
Example B.19. The radial homotopy, σ, is define by σx (t) = tx for all x ∈ Rd and t ∈ [0, 1] .
This is a follow the leader homotopy.
In the main part of this paper we have secretly been using the following “complete axial
homotopy” on R2, another follow the leader homotopy.
Notation B.20 (Complete axial homotopy). For any x ∈ R2, let σx be the straight line path
joining 0 to (x1, 0) followed by the straight line path joining (x1, 0) → (x1, x2) = x as in Figure
12. We refer to this homotopy as the complete axial homotopy.
(x1, 0)
x = (x1, x2)
0
σx
Figure 12. The taxi-cab path, ϕx, joining 0 to x ∈ R2.
Example B.21. If
{
σx : x ∈ Rd
}
is a homotopy contracting Rd to {0} , then vσ (A) ∈ G defined
by
(B.13) vσ (A) (x) :=
[
//A1 (σx)
]−1
for x ∈ Rd
is a gauge on A because,
vσ (A
g) (x) =
[
//A
g
1 (σx)
]−1
=
[
g−1 (x) //A1 (σx) g (0)
]−1
=
[
//A1 (σx)
]−1
g (x) = vσ (A) (x) g (x) = (vσ (A) g) (x) .
In this case we write Aσ for Avσ so that
(B.14) Aσ := v−1σ ({I}) =
{
A ∈ A : //A1 (σx) = I for all x ∈ Rd
}
⊂ A.
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Definition B.22 (Homotopy gauges). If σ is a homotopy contracting Rd to {0} we refer to vσ
in Eq. (B.13) as homotopy gauge and Aσ in Eq. (B.14) as a homotopy slice.
Proposition B.23 (Follow the leader gauges). If σ is a follow the leader homotopy and A is a
connection one form then the following are equivalent;
(1) A is in the σ-gauge (i.e. //A1 (σx) = I for all x ∈ Rd),
(2) //At (σx) = I for all x ∈ Rd and t ∈ [0, 1] , and
(3) A 〈σ˙x (t)〉 = 0 for all x ∈ Rd and a.e. t ∈ [0, 1] .
Consequently, by item 3. above,
Aσ =
{
A ∈ A : A 〈σ˙x (t)〉 = 0 for all x ∈ Rd and a.e. t ∈ [0, 1]
}
is a linear slice for any follow the leader homotopy.
Proof. Since //A (σ) invariant under reparametrizations of σ it follows that for a follow the leader
gauge,
//At (σx) = //
A
1
(
σσx(t)
) ∀ x ∈ Rd and t ∈ [0, 1]
and this shows 1. =⇒ 2. To prove 2. implies 3. simply notice that
0 =
d
dt
I =
d
dt
//At (σx) = −A 〈σ˙x (t)〉 //At (σx) = −A 〈σ˙x (t)〉 .
The assertion 3. =⇒ 1. is obvious since //At (σx) satisfies
0 =
d
dt
//At (σx) +A 〈σ˙x (t)〉 //At (σx) =
d
dt
//At (σx) .

In what follows, if x, v ∈ R2, we let vx ∈ TRd be the tangent vector defined by
vxf := (∂vf) (x) =
d
ds
|0f (x+ sv)
where f is any differentiable function on R2.
Corollary B.24. If σ is a follow the leader homotopy, A ∈ Aσ, and F = FA is the curvature of
A, then we can recover A from F using
(B.15) A 〈vx〉 =
∫ 1
0
F
〈
σ˙x (t) , vxσ(·) (τ)
〉
dt ∀ vx ∈ TRd,
where explicitly,
vxσ(·) (τ) = ∂vσx (τ) =
d
ds
|0σ(x+sv) (τ) .
Proof. Using Cartan’s formula while repeatedly using item 3. of Proposition B.23 shows
dA 〈σ˙x (t) , ∂vσx (t)〉 = d
dt
A 〈∂vσx (t)〉 − ∂vA 〈σ˙x (t)〉 = d
dt
A 〈∂vσx (t)〉
and
(A ∧A) 〈σ˙x (t) , ∂vσx (t)〉 = [A 〈σ˙x (t)〉 , A 〈∂vσx (t)〉] = 0.
Therefore we may conclude that
F 〈σ˙x (t) , ∂vσx (t)〉 = d
dt
A 〈∂vσx (t)〉 .
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Integrating this expression on t while using ∂vσx (0) = ∂v0 = 0 and ∂vσx (1) = ∂vx = vx gives Eq.
(B.15). 
Let us generalize the previous result in order to compute piσ (A) for an arbitrary A ∈ A.
Theorem B.25. If σ is a follow the leader homotopy and A ∈ A, then
(B.16) piσ (A) 〈vx〉 = AdgA(x)−1
∫ 1
0
Ad//A1←τ (σx)
FA
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ
where piσ (A) := A
gA with gA (x) := //
A
1 (σx (·)) and
//A1←τ (σx) := //
A
1 (σx) //
A
τ (σx)
−1 .
Proof. Let vx ∈ TxRd and x (s) ∈ Rd such that x′ (0) = vx and in particular x (0) = x. We are
now going to apply Proposition A.7 with `s (t) = σx(s) (t) . First observe that
dgA (vx) +A 〈vx〉 gA (x) = ∇
ds
|0gA (x (s)) = ∇
ds
|0//A1
(
σx(s)
)
=
∇
ds
|0//A1 (`s)
and, by Eq. (A.10) of Proposition A.7,
∇
ds
|0//A1 (`s) = //A1 (`0)
∫ 1
0
Ad//Aτ (`0)
−1FA
(
˙`
0 (τ) , `
′
0 (τ)
)
dτ
= gA (x)
∫ 1
0
Ad//Aτ (σx)
−1FA
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ
= gA (x)
∫ 1
0
AdgA(σx(τ))−1F
A
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ.
Combining these two identities and multiplying the result on the left by gA (x)
−1 gives,
B 〈vx〉 = AgA 〈vx〉 =
∫ 1
0
AdgA(σx(τ))−1F
A
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ
= AdgA(x)−1
∫ 1
0
AdgA(x)AdgA(σx(τ))−1F
A
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ.
Finally we have gA (x) gA (σx (τ))
−1 = //A1←τ (σx) so that
AgA 〈vx〉 = AdgA(x)−1
∫ 1
0
Ad//A1←τ (σx)
FA
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ.

Remark B.26. If we take vx =
d
dsσy (s) for some y ∈ Rd and s ∈ [0, 1] (so that x = σy (s)), then
σ˙x (τ) =
d
dτ
σσy(s) (τ) and vxσ(·) (τ) =
d
ds
σσy(s) (τ)
are parallel by the follow the leader property so that FA
(
σ˙x (τ) , vxσ(·) (τ)
)
= 0 for a.e. τ in this
case. This shows explicitly that right side of Eq. (B.16) is indeed in Aσ.
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Corollary B.27. If A ∈ Aσ and η ∈ A, then
piσ (A+ η) 〈vx〉 = (A+ η)gη 〈vx〉 =
[
Adg−1η A+ piσ (η)
]
〈vx〉(B.17)
= Adg−1η (x)
[
A 〈vx〉+
∫ 1
0
Ad//η1←τ (σx)F
η
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ
]
.(B.18)
Proof. As A ∈ Aσ we know that A 〈σ˙x (t)〉 = 0 for a.e. t and therefore,
gA+η (x) = //
A+η
1 (σx) = //
η
1 (σx) = gη (x)
and hence
piσ (A+ η) = (A+ η)
gη = Adg−1η (A+ η) + g
−1
η dgη
= Adg−1η A+ Adg−1η η + g
−1
η dgη = Adg−1η A+ piσ (η)
which gives Eq. (B.17). Making use of Theorem B.25 with A replaced by η to evaluate piσ (η) in
Eq. (B.17) then gives Eq. (B.18). 
Meta-Proposition B.28. If σ is a follow the leader homotopy, η ∈ A, and Ψ : A → [0,∞] is a
function such that Ψ (Agη) = Ψ (A) for all A ∈ A, then
(B.19)
∫
Aσ
Ψ (A+ η) dmσ (A) =
∫
Aσ
Ψ (A) dmσ (A) .
[Note that η is not assumed to be in Aσ and so we can not directly prove Eq. (B.19) by invoking
translation invariance of mσ.]
Proof. If A ∈ Aσ and η ∈ A, then A+ η ∈ A and so by assumption and
Ψ (A+ η) = Ψ ([A+ η]gη) = Ψ
(
Adg−1η A+ piσ (η)
)
.
As we have already explained, A→ Adg−1η A+piσ (η) is a rotation followed by a translation which
preserves Lebesgue measure and mσ is a Lebesgue measure. Thus, it follows that∫
Aσ
Ψ (A+ η) dmσ (A) =
∫
Aσ
Ψ
(
Adg−1η A+ piσ (η)
)
dmσ (A) =
∫
Aσ
Ψ (A) dmσ (A) .

Meta-Corollary B.29. If σ is a follow the leader homotopy, η ∈ A, and Ψ : A → [0,∞] is a
function such that Ψ (Agsη) = Ψ (A) for all A ∈ A and s ∈ (−ε, ε) for some ε > 0, then
(B.20)
∫
Aσ
(∂ηΨ) (A) dmσ (A) = 0.
Proof. By Proposition B.28,∫
Aσ
Ψ (A) dmσ (A) =
∫
Aσ
Ψ (A+ sη) dmσ (A) ∀ s ∈ (−ε, ε) .
Differentiating this equation at s = 0 then gives Eq. (B.20). 
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Remark B.30. Warning: even if Ψ is gauge invariant, it is quite unlikely that ∂ηΨ will still
be gauge invariant since in general we have,
(∂ηΨ) (A
g) =
d
dt
|0Ψ (Ag + tη) = d
dt
|0Ψ
(
(Ag + tη)g
−1)
=
d
dt
|0Ψ (A+ tAdgη) =
(
∂AdgηΨ
)
(A) .
So in order for ∂ηΨ to be gauge invariant we would typically need Adgη = η for all g ∈ G which
would force η to take values in the center of k. On the other hand, for any g ∈ G such that
Adgη = η we will have
(∂ηΨ) (A
g) = (∂ηΨ) (A) for all A ∈ A.
Notation B.31 (σ-fixed YM “measures”). To each follow the leader homotopy, σ, let µσ be the
formal probability measure on Aσ given by,
dµσ (A) =
1
Zσ
e−
1
2‖FA‖2dmσ (A) .
Meta-Corollary B.32. If σ is a follow the leader homotopy, η ∈ A, and Ψ : A → [0,∞] is a
function such that Ψ (Agsη) = Ψ (A) for all A ∈ A and s ∈ (−ε, ε) for some ε > 0, then
(B.21)
∫
Aσ
(∂ηΨ) (A) dµσ (A) =
∫
Aσ
Ψ (A) · 〈dAη, FA〉 dµσ (A) ,
where (
dAη
)
ij
= ∇Ai ηj −∇Aj ηi and ∇Ai ηj := ∂iηj + adAiηj .
Warning: gauge invariance has been broken in Eq. (B.21) which holds for all follow the leader
homotopies, σ, but both sides of this equation may very well depend on the choice of σ.
Proof. Since A→ e− 12‖FA‖
2
is gauge invariant we may apply Meta-Corollary B.29 with Ψ replaced
by A→ Ψ (A) e− 12‖FA‖
2
in order to find,
0 =
1
Zσ
∫
Aσ
∂η
[
A→ Ψ (A) e− 12‖FA‖
2]
dmσ (A)
=
1
Zσ
∫
Aσ
[
(∂ηΨ) (A)− 1
2
∂η
∥∥FA∥∥2] e− 12‖FA‖2dmσ (A)
wherein we have used the product and the chain rule for the second equality. This completes the
proof since,
1
2
∂η
∥∥FA∥∥2 = 〈∂ηFA, FA〉
and
∂ηF
A
ij = ∂η (∂iAj − ∂jAi + [Ai, Aj ]) = ∂iηj − ∂jηi + [ηi, Aj ] + [Ai, ηj ] = ∇Ai ηj −∇Aj ηi.

Notation B.33. To each follow the leader homotopy, σ, and η ∈ A let uση : Rd → k be defined by
uση (x) :=
∫ 1
0
η 〈σ˙x (τ)〉 dτ.
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Remark B.34. Since σ is a follow the leader homotopy we have,
uση (σx (t)) =
∫ 1
0
η
〈
σ˙σx(t) (τ)
〉
dτ =
∫
σx|[0,t]
η =
∫ t
0
η 〈σ˙x (τ)〉 dτ
and therefore,
(B.22) duση (σ˙x (t)) =
d
dt
uση (σx (t)) =
d
dt
∫ t
0
η 〈σ˙x (τ)〉 dτ = η 〈σ˙x (t)〉 .
Proposition B.35 (Projected vector fields). If A ∈ Aσ and A, η ∈ A, then
(B.23) dpiσ 〈ηA〉 := d
ds
|0piσ (A+ sη) = −aduσηA+ η − duση .
[As is seen directly from Eq. (B.22), η − duση ∈ Aσ for all η ∈ A.]
Proof. Let vx ∈ TxRd. Replace η by sη in Eq. (B.18) and then differentiate the result with respect
to s to find,
(dpiσ 〈ηA〉) (〈vx〉) = d
ds
|0piσ (A+ sη) 〈vx〉
=
d
ds
|0
(
Adg−1sη (x)
[
A 〈vx〉+
∫ 1
0
Ad//sη1←τ (σx)F
sη
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ
])
=
(
d
ds
|0Adg−1sη (x)
)
A 〈vx〉+
∫ 1
0
d
ds
|0F sη
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ
=
(
d
ds
|0Adg−1sη (x)
)
A 〈vx〉+
∫ 1
0
dη
(
σ˙x (τ) , vxσ(·) (τ)
)
dτ.
Choosing x (s) ∈ Rd so that x′ (0) = vx and using∫ 1
0
dη
(
σ˙x (τ) , σ
′
x(s) (τ)
)
dτ |s=0 =
∫ 1
0
[
d
dτ
η
(
σ′x(s) (τ)
)
− d
ds
η
(
σ˙x(s) (τ)
)]
dτ |s=0
= η 〈vx〉 −
∫ 1
0
d
ds
|0η
(
σ˙x(s) (τ)
)
dτ
= η 〈vx〉 − d
ds
|0uση (x (s)) =
(
η − duση
) 〈vx〉(B.24)
and so
(B.25) dpiσ 〈ηA〉 =
(
d
ds
|0Adg−1sη (x)
)
A+ η − duση .
Moreover, since
d
dt
//sηt (σx) = −sη 〈σ˙x (t)〉 //sηt (σx) with //sη0 (σx) = I,
we conclude that
d
dt
d
ds
|0//sηt (σx) =
d
ds
|0 d
dt
//sηt (σx) =
d
ds
|0 [−sη 〈σ˙x (t)〉 //sηt (σx)] = η 〈σ˙x (t)〉 .
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Integrating this equation in t shows
d
ds
|0gsη (x) = d
ds
|0//sη1 (σx) =
∫ 1
0
η 〈σ˙x (τ)〉 dτ = uση (x)
and hence dds |0Adg−1sη (x) = −aduση (x) which combined with Eq. (B.25) gives Eq. (B.23). 
Example B.36. Let us work out uση in the special case where d = 2, σ is the complete axial
homotopy, and η = η1dx. In this case,
uση (x, y) = u
σ
η (x, 0) =
∫ 1
0
η
〈
σ˙(x,0) (τ)
〉
dτ =
∫ x
0
η1 (s, 0) ds
and therefore
η − duση = [η1 (x, y)− η1 (x, 0)] dx = η¯1 (x, 0) dx
which agrees with formulas we have used in the body of this paper.
Corollary B.37. If σ is a follow the leader homotopy, Ψ is a smooth gauge invariant function
on A, and η ∈ A, then
(∂ηΨ) (A) =
(
∂[−aduσηA+(η−duση)]Ψ
)
(A) ∀ A ∈ Aσ.
Proof. By gauge invariance of Ψ, Ψ (A+ sη) = Ψ (piσ (A+ sη)) and therefore using Proposition
B.35,
(∂ηΨ) (A) =
d
ds
|0Ψ (A+ sη) = d
ds
|0Ψ (piσ (A+ sη))
=
(
∂[−aduσηA+(η−duση)]Ψ
)
(A) .

Lemma B.38. If d = 2, σ is a follow the leader homotopy, and A ∈ Aσ, then FA = dA.
Proof. The point is that A∧A is determined by its value on any two linearly independent vectors,
{u1, u2} . We may always take u1 = σ˙x (1) in which case
A ∧A 〈u1, u2〉 = [A 〈u1〉 , A 〈u2〉] = [A 〈σ˙x (1)〉 , A 〈u2〉] = 0.

Remark B.39. If σ is a follow the leader homotopy and g ∈ G, then Adg−1 preserves Aσ. Indeed
if A ∈ Aσ, then AdgA ∈ Aσ since
(AdgA) 〈σ˙x (t)〉 := Adg(σx(t)) [A 〈σ˙x (t)〉] = 0 ∀x ∈ Rd & a.e. t ∈ [0, 1] .
Meta-Proposition B.40. Let m denote formal Lebesgue measure on A and σ be a follow the
leader homotopy. Then the formal measure, mσ = mvσ , given by Proposition B.9 is a Lebesgue
measure on Aσ.
Meta-Proof. Since, for g ∈ G, Adg−1 acts orthogonally on A equipped with the L2-norm and hence
we (heuristically) have Det
(
Adg−1
)
= 1 and so A→ Ag = Adg−1A+ g−1dg is (formally) an affine
action. Combining this observation with Remark B.39 allows us to formally apply Theorem B.10
in this infinite dimensional context. 
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Meta-Corollary B.41. Let m denote formal Lebesgue measure on A and σ be a follow the leader
homotopy then (recall Definition B.11)
−
∫
A
Ψ (A) dm (A) =
∫
Aσ
Ψ (A) dmσ (A)
where mσ is a Lebesgue measure on Aσ.
To apply this last result to the formal YM -measures we need the following simple lemma.
Lemma B.42. The function, A 3 A → ∥∥FA∥∥ as described in Eq. (1.4) is invariant under the
full gauge group.
Proof. From Theorem A.1, we know that FA
g
= Adg−1F
A and since |·|k is assumed to be AdK-
invariant we find, for any g ∈ C1 (Rd,K) , then∑
i<j
∣∣FAg 〈ei, ej〉 (x)∣∣2k = ∑
i<j
∣∣∣Adg(x)−1FA 〈ei, ej〉 (x)∣∣∣2
k
=
∑
i<j
∣∣FA 〈ei, ej〉 (x)∣∣2k .
Integrating this equation over Rd immediately gives
∥∥FAg∥∥2 = ∥∥FA∥∥2 . 
Definition B.43 (Formal Yang-Mills Expectations). If Ψ : A → C is a restricted gauge invariant
function, we define
(B.26) 〈Ψ〉YM :=
1
Zσ
∫
Aσ
Ψ (A) e−
1
2‖FA‖2dm˜σ (A) ,
where σ is any follow the leader homotopy, m˜σ is a formal Lebesgue measure on Aσ, and (formally)
Zσ :=
∫
Aσ
e−
1
2‖FA‖2dm˜σ (A) .
A few remarks are in order;
(1) The expression in Eq. (B.26) is formally independent of the choice of Lebesgue measure on
Aσ since they all differ by a multiplicative constant and any such multiplicative constant
will also occur in the normalization constant, Zσ.
(2) The expression in Eq. (B.26) is formally independent of the choice of the follow the leader
homotopy, σ, used in the definition since by the first remark we may choose m˜σ = mσ in
which case
(B.27) 〈Ψ〉YM :=
1
Z
−
∫
A
Ψ (A) e−
1
2‖FA‖2dm (A)
with
Z = −
∫
A
e−
1
2‖FA‖2dm (A) .
Our final goal is to show (formally) that 〈Ψ〉YM2 is invariant under area preserving diffeomor-
phisms.
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B.5. Area preserving diffeomorphisms. Let σ be a homotopy contracting Rd to {0} .
Notation B.44 (Diffeomorphism action on Aσ). If ϕ : Rd → Rd is a diffeomorphism, let ϕˆσ :
Aσ → Aσ be defined by
ϕˆσ (A) := piσ (ϕ
∗A) = (ϕ∗A)gA for all A ∈ Aσ,
where
(B.28) gA (p) = //
A
1 (ϕ ◦ σp) for all p ∈ Rd.
Proposition B.45 (The diffeomorphism action parallel translation). If ϕ : Rd → Rd is a diffeo-
morphism, A ∈ Aσ, and α ∈ C1
(
[a, b] ,R2
)
is a path, then
(B.29) //ϕˆσ(A) (α) = gA (α (b))
−1 //A (ϕ ◦ α) gA (α (a))
where gA is as in Eq. (B.28).
Proof. Using Theorem A.1 and Proposition A.3 we have
//ϕˆσ(A) (α) = //[ϕ
∗A]gA (α) = gA (α (b))
−1 //[ϕ
∗A] (α) gA (α (a))
= gA (α (b))
−1 //A (ϕ ◦ α) gA (α (a)) .

For the rest of this appendix we now exclusively assume that d = 2 and further assume that
ϕ : R2 → R2 is an area preserving diffeomorphism.
Definition B.46. A diffeomorphism, ϕ : R2 → R2 is area preserving provided |detϕ′ (p)| = 1
for all p ∈ R2. We further let ε (ϕ) = sgn (detϕ′) ∈ {±1} so that ϕ is orientation preserving
if ε (ϕ) = 1 and orientation reversing if ε (ϕ) = −1. Alternatively stated, a diffeomorphism.
ϕ : R2 → R2, is area preserving iff ϕ∗ (dx ∧ dy) = ε (ϕ) dx ∧ dy where ε (ϕ) is either 1 or −1. i.e.
Our final goal of this appendix is to “prove” the following Meta-Theorem.
Meta-Theorem B.47. Let ϕ : R2 → R2 be an area preserving diffeomorphism and Ψ : A →
[0,∞] be a function. If either;
(1) ϕ (0) = 0 and Ψ is a restricted gauge invariant, or
(2) Ψ is invariant under the full gauge group,
then
(B.30) 〈Ψ ◦ ϕ∗〉YM2 = 〈Ψ〉YM2 .
Meta-Proof. This result follows from using either Meta-Theorem B.55 or Meta-Theorem B.56
below along with the observation in the next lemma that A 3 A → ∥∥FA∥∥ is invariant under
ϕ∗. 
Lemma B.48. If ϕ : R2 → R2 is an area preserving diffeomorphism, then ∥∥Fϕ∗A∥∥ = ∥∥FA∥∥ for
all A ∈ A.
Proof. Writing FA = fAdx1 ∧ dx2 we have
fϕ
∗Adx1 ∧ dx2 = Fϕ∗A = ϕ∗FA = fA ◦ ϕ · ϕ∗ (dx1 ∧ dx2)
= ε (ϕ) fA ◦ ϕ · dx1 ∧ dx2
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where ε (ϕ) ∈ {±1} since ϕ is area preserving and consequently,∥∥∥Fϕ∗A∥∥∥2 = ∫
R2
∣∣∣fϕ∗A (x)∣∣∣2
k
dx =
∫
R2
∣∣fA (ϕ (x))∣∣2
k
dx
=
∫
R2
∣∣fA (x)∣∣2
k
dx =
∥∥FA∥∥2 .

So it now remains to “prove” Meta-Theorem B.55 and Meta-Theorem B.56 below. In brief
these theorems assert; if ϕ : R2 → R2 is an area preserving diffeomorphism and Ψ : A → [0,∞] is
a function, then
(B.31) −
∫
A
Ψ (ϕ∗A) dm (A) = −
∫
A
Ψ (A) dm (A) ,
provided Ψ is invariant under the full gauge group (Meta-Theorem B.56) or ϕ (0) = 0 and Ψ is
invariant under the restricted gauge group (Meta-Theorem B.55). Let us note that when ϕ (0) 6= 0,
ϕ∗g = g ◦ ϕ will not be in G for g ∈ G. Nevertheless, if Ψ is invariant under the full gauge group,
then
Ψ (ϕ∗Ag) = Ψ
(
(ϕ∗A)ϕ
∗g
)
= Ψ (ϕ∗A) ∀ g ∈ G
and therefore A→ Ψ (ϕ∗A) is still a restricted gauge invariant function on A.
Our “proof” of Eq. (B.31) will boil down to formally verifying the hypothesis of Theorem B.14
in this infinite dimensional setting. It is worth noting that the results to follow hold for any d ∈ N
with d ≥ 2 in the special case where ϕ (x) = Rx+ b with R be a rotation on Rd and b ∈ Rd. We
now begin “verifying” the hypothesis of Theorem B.14 in this infinite dimensional gauge theory
context.
Meta-Lemma B.49. The restricted gauge group, G, is formally unimodular.
Meta-Proof. The Lie algebra (Lie (G)) of G consists of functions, ξ : R2 → k with ξ (0) = 0. Let
〈ξ, η〉Lie(G) :=
∫
R2
〈ξ (x) , η (x)〉k dx
where 〈·, ·〉k is an AdK – invariant inner product on k. If g ∈ G, then
‖Adgξ‖2Lie(G) =
∫
R2
∣∣Adg(x)ξ (x)∣∣2k dx = ∫R2 |ξ (x)|2k dx = ‖ξ‖2Lie(G)
so that Adg acts as orthogonal transformation and therefore ∆G (g) =
∣∣det Adg−1∣∣ = 1. Alterna-
tively, extended 〈·, ·〉Lie(G) to a left invariant Riemannian metric on TG and note that the fact that
Adg is an isometry for 〈·, ·〉Lie(G) implies this Riemannian metric is also right invariant. Thus the
Riemannian volume measure associated to this Riemannian metric is both right and left invariant
and so this measure is both a left and a right invariant Haar measure. 
Lemma B.50. If ϕ : R2 → R2 is an area preserving diffeomorphism such that ϕ (0) = 0, then
γ : G → G defined by γ (g) = ϕ∗g is a group isomorphism4 such that
ϕ∗ (A · g) = ϕ∗A · γ (g) ∀ A ∈ A and g ∈ G.
4The assumption ϕ (0) = 0 is needed to guarantee that ϕ∗g ∈ G for every g ∈ G.
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Proof. This result is a consequence of the following elementary computation;
ϕ∗ (A · g) = ϕ∗ (Ag) = ϕ∗ [Adg−1A+ g−1dg]
=
[
Ad(g◦ϕ)−1ϕ
∗A+ (g ◦ ϕ)−1 d (g ◦ ϕ)
]
= ϕ∗A · ϕ∗g.

Meta-Lemma B.51. Let ϕ and γ be as in Lemma B.50. Then γ preserves Haar measure on G
and hence cγ = 1 where cγ was defined in Eq. (B.11).
Meta-Proof. For g ∈ G and ξ ∈ Lie (G) let ξ˜ (g) = Lg∗ξ be the left invariant extension of ξ. Then
γ∗ξ˜ (g) =
d
dt
|0γ
(
getξ
)
=
d
dt
|0γ (g) γ
(
etξ
)
= Lγ(g)∗γ∗ξ = Lγ(g)∗ [ξ ◦ ϕ] .
By construction of the Riemannian metric on G, Lγ(g)∗ is an isometry and therefore (using ϕ is
area preserving) we find〈
γ∗ξ˜ (g) , γ∗ξ˜ (g)
〉
Tγ(g)G
= 〈ξ ◦ ϕ, ξ ◦ ϕ〉Lie(G)
=
∫
R2
|ξ (ϕ (x))|2k dx =
∫
R2
|ξ (x)|2k dx =
〈
ξ˜ (g) , ξ˜ (g)
〉
TgG
.
This shows γ : G → G is a Riemannian isometry and hence preserves the (fictitious) Riemannian
volume measure on G. As this volume measure is precisely Haar measure the “proof” is complete.

The last item we need to verify is that ϕ∗ : A → A preserves Lebesgue measure when ϕ is an
area preserving diffeomorphisms on R2. To do this we will make use of the following meta-lemma.
Meta-Lemma B.52. Let V be a finite dimensional inner product space and U : R2 → End (V )
be a function such that detU (x) = 1 for all x ∈ R2. If MU : L2
(
R2;V
) → L2 (R2;V ) is the
operation of multiplication by U, then detMU = 1 or more usefully stated; the map, f → Uf,
leaves Lebesgue measure invariant.
Meta-Proof. Here we suppose that U (x) = U1 (x) where {Ut (x)}t∈[0,1] is a one parameter (C1 in
t) family of functions in SL (V ) with U0 (x) = I for all x. Further let αt (x) := Ut (x)
−1 U˙t (x) so
that U˙t (x) = αt (x)Ut (x) with U0 (x) = I and tr (αt (x)) = 0. We then formally should have,
(B.32)
d
dt
det [MUt ] = det [MUt ] Tr
[
MU−1t
MU˙t
]
= det [MUt ] Tr [Mαt ]
where Tr is the infinite dimensional trace on L2
(
Rd, V
)
. To evaluate the trace, let {um}∞m=1 be
an orthonormal basis for L2
(
Rd,R
)
and {ei}dimVi=1 be an orthonormal basis for V relative to some
fixed inner product on V. Then {um · ei : m ∈ N & 1 ≤ i ≤ dimV } is an orthonormal basis for
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L2
(
Rd, V
)
and hence it is reasonable to compute Tr (Mαt) as,
Tr (Mαt) =
∞∑
m=1
d∑
i=1
〈Mαtum · ei, um · ei〉L2(Rd,V )
=
∞∑
m=1
d∑
i=1
∫
R2
〈αt (x) ei, ei〉u2m (x) dx
=
∞∑
m=1
∫
R2
tr [αt (x)]u
2
m (x) dx =
∞∑
m=1
∫
R2
0 · u2m (x) dx = 0.
Thus we have shown det [MUt ] is constant in t and so
detMU = det [MU1 ] = det [MU0 ] = det IL2(R2;V ) = 1.

Remark B.53. The computation of the trace of Mαt above is certainly not rigorous as Mαt is
not a trace class operator.
Meta-Proposition B.54. If ϕ : R2 → R2 is an area preserving diffeomorphism, then the induced
map, A 3A→ ϕ∗A ∈ A formally preserves Lebesgue measure on A.
Meta-Proof. If A = A1dx1 +A2dx2, then
ϕ∗A = A1 ◦ ϕd [x1 ◦ ϕ] +A2 ◦ ϕd [x2 ◦ ϕ]
= A1 ◦ ϕ [∂1ϕ1dx1 + ∂2ϕ1dx2] +A2 ◦ ϕ [∂1ϕ2dx1 + ∂2ϕ2dx2]
= ([A1 ◦ ϕ] ∂1ϕ1 + [A2 ◦ ϕ] ∂1ϕ2) dx1 + ([A1 ◦ ϕ] ∂2ϕ1 + [A2 ◦ ϕ] ∂2ϕ2) dx2.
Thus identifying A with
[
A1 A2
]tr
, the transformation A 3A→ ϕ∗A ∈ A is the composition
of the linear transformation
(B.33)
[
A1
A2
]
→
[
A1
A2
]
◦ ϕ
followed by applying the linear transformation, MU , where
U (x, y) :=
[
(∂1ϕ1) (x, y) (∂1ϕ2) ((x, y))
(∂2ϕ1) (x, y) (∂2ϕ2) ((x, y))
]
.
The assumption that ϕ is area preserving is equivalent to detU (x, y) = 1 and hence by Meta-
Lemma B.52, Det [MU ] = 1. The assumption that ϕ is area preserving also implies that transfor-
mation in Eq. (B.33) is an isometry on L2
(
R2; k2
)
and so again (formally) preserves Lebesgue
measure. As A → ϕ∗A is a composition of two Lebesgue measure preserving maps it also (for-
mally) preserves Lebesgue measure on A. 
Meta-Theorem B.55. Let d = 2. If ϕ is an area preserving diffeomorphism such that ϕ (0) = 0
and Ψ is a restricted gauge invariant function, then formally Eq. (B.31) holds.
Proof. This result heuristically follows from Theorem B.14 whose hypothesis have been heuristi-
cally verified in Meta-Lemmas B.49 and B.51 and Meta-Proposition B.54. 
Meta-Theorem B.56. Let d = 2. If ϕ is an area preserving diffeomorphism and Ψ is invariant
under the full gauge group, then (formally) Eq. (B.31) still holds.
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Proof. If ϕ (0) = 0 the result follows from Meta-Theorem B.55. When ϕ (0) 6= 0 we let
η (·) := ϕ (·) − ϕ (0) . Then ϕ = η + ϕ (0) which shows ϕ is the composition of an area pre-
serving diffeomorphism (η) fixing 0 ∈ R2 followed by translation by ϕ (0) . Thus to finish the
proof it suffices to consider the special case where ϕ (x) = x + b for some vector b ∈ R2. We can
further reduce the problem to the case where b ∈ Re1 where e1 = (0, 1) . To verify this, let R be
the 2× 2 rotation matrix such that R−1b = v ∈ Re1 and then write ϕ as ϕ (x) = R
[
R−1x+ v
]
.
This shows that ϕ is a composition of two area preserving diffeomorphism, R and R−1, which fix
0 ∈ R2 along with a translation by v ∈ Re1.
Owing to the above reductions we now assume that ϕ (x) = x+ λe1 for some λ ∈ R. Let σ be
the complete axial homotopy in Example B.20 in which case A ∈ Aσ iff A = A1dx1 ∈ Aσ with
A1 (x1, 0) = 0 for all x1 ∈ R. Since, for A ∈ Aσ
ϕ∗ (A1dx1) = A1 ◦ ϕdx1 = A1 (·+ λ, ·) dx1
it follows that ϕ∗ preserves Aσ. Moreover, as ϕ∗ acts orthogonally on Aσ equipped with the
L2
(
R2, k
)
-inner product it is reasonable to (formally) assert that ϕ∗ leave “Lebesgue measure”
on Aσ invariant. As mσ is formally a Lebesgue measure on Aσ by Meta-Proposition B.40, we
conclude that
−
∫
A
Ψ (ϕ∗A) dm (A) =
∫
Aσ
Ψ (ϕ∗A) dmσ (A)
=
∫
Aσ
Ψ (A) dmσ (A) = −
∫
A
Ψ (A) dm (A) .

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