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Abstract 
Tracking is essentially a matching problem. This paper  proposes a 
tracking  scheme  for  video  objects  on  compressed  domain.  This 
method mainly focuses on locating the object region and evolving the 
detection  of  movement,  which  improves  tracking  precision.  Motion 
Vectors  (MVs)  are  used  for  block  matching.  At  each  frame,  the 
decision  of  whether  a  particular  block  belongs  to  the  object  being 
tracked  is  made  with  the  help  of  histogram  matching.  During  the 
process  of  matching  and  evolving  the  direction  of  movement, 
similarities of target region are compared to ensure that there is no 
overlapping  and  tracking  performed  in  a  right  way.  Experiments 
using the proposed tracker on videos demonstrate that the method can 
reliably locate the object of interest effectively. 
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1. INTRODUCTION 
During the recent years video object tracking has attracted 
more  attention  in  the  field  of  computer  applications  research, 
due to its applications in road traffic control, military guidance, 
surveillance system, visual navigation of robots and so on. Wide 
range of methods have been proposed and improved, from the 
simple and rigid object tracking under the condition of a static 
camera, to the non-rigid object tracking under the condition of a 
moving camera. 
The  task  of  analyzing  videos  to  detect  certain  unusual 
activities is termed as video surveillance. Visual features (such 
as color, texture and shape) and motion information are the two 
major sources of information in video that can be used to track 
moving objects. Extraction of these two types of information can 
be done either in the pixel domain or in the compressed domain. 
The  potential  accuracy  of  the  pixel  domain  approach  is 
higher  and  also  requires  higher  computational  complexity. 
Nowadays  most  of  the  video  content  is  available  in  the 
compressed form and as a result it requires decoding in order to 
generate pixel domain information.  
Nowadays  most  of  the  video  content  are  available  in  the 
compressed form, decoding is required in order to generate pixel 
domain  information.  Meanwhile  the,  “compressed-domain” 
approaches make use of the data from the compressed video bit 
stream,  such  as  motion  vectors  (MVs),  block  coding  modes, 
motion-compensated  prediction  residuals  or  their  transform 
coefficients, etc. In reality, not all but some of the information 
from the bit stream needs to be decoded.  
However the compressed domain is referred so because they 
are fully decoded by the bit stream as long as pixel values are 
not recovered completely for all the frames. The lower accuracy 
is  due  to  the  shortage  of  full  pixel  information.  The  most 
important advantage of compressed domain methods in practical 
applications is their lower computational cost. This is possible 
because of the fact that part of decoding can be avoided, a small 
portion of data needs to be processed compared to pixel-domain 
methods, and some of the information produced during encoding 
(e.g., MVs) can be reused. 
As a result, compressed-domain methods are thought to be 
more suitable for real-time applications although some of them 
are still characterized by high complexity. This paper presents a 
compressed-domain object tracking method that uses only MVs 
and block coding motion information to perform fast and fairly 
accurate tracking. 
The remainder of this paper is organized as follows: section 2 
briefly summarizes related work on object tracking, section 3 is 
devoted  for  analysing  the  object  tracking  problem  in  the 
compressed domain. Section 4 proposes the algorithm for object 
tracking and its direction of movement in video scenes. Section 
5 presents the experimental results and provides insight into the 
utility and robustness of our approach. Section 6 concludes this 
paper. 
2. BACKGROUND 
Many researchers have tried different approaches for object 
tracking. The main, non-mutually exclusive categories identified 
are:  region-based  tracking,  active  contour-based  tracking, 
feature-based  tracking,  model-based  tracking  and  body-part 
based tracking. 
The method in [2] proposes an approach to develop a real-
time  object  tracking  system  using  histogram  matching  and 
absolute  frame  subtraction.  Particle  filtering  based  visual 
tracking approaches are used in [3][15], it deals with non-linear 
dynamic  system  and  can  handle  the  multimodal  status  of  the 
observation noise. 
Contour-based approaches do not make use of the spatial and 
motion  information  of  the  entire  object  and  rely  on  the 
information closer to the boundary of the video object [4][21]. 
Contour-based methods can achieve a high tracking precision, 
but  their  robustness  is  usually  not  better  than  that  of  region-
based methods. There are some tracking methods that uses both 
region and contour information [5]. 
A  variation  of  conventional  mean  shift  algorithm  in 
combination  with  kalman  filter,  uses  adaptive  bandwidth  and 
kernel weights are used in video-based target tracking [6]. 
Background subtraction is a commonly used technique for 
segmenting object of interest in static scenes. The idea behind 
is  to  subtract  a  background  model  image  from  the  current 
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More recently, there are some work aiming to recognize the 
category of the object incorporating  high-level offline  models 
and low-level online tracking models [10][17]. In this work once 
an object is discovered, the tracking results are continuously fed 
forward to the upper-level video-based recognition scheme, in 
which  the  category  of  the  object  can  be  recognized  and 
determined using the off-line model. 
Some work target on detecting objects of interest which is a 
convoy,  using  Multi-Target  Tracking  algorithm  as  well  as 
modeling of objects of interest with graphic models [16]. Many 
methods are designed for specific applications (e.g. using object 
models) [12][14][17], and many other methods employs features 
for tracking performance [11][18][19][20]. 
The  compressed  domain  algorithms  [1][9]  exploit  motion 
vectors  or  DCT  coefficients  instead  of  original  pixel  data  as 
resources in order to reduce computational complexity of object 
detection and tracking. 
One of the advantage of the proposed approach compared to 
the state-of-the-art algorithm is that here the computational time 
is  reduced.  As  this  approach  uses  compression  techniques 
instead of 64 pixels, only one pixel is used. Also most of the 
papers  uses  three  frames  to  compute  motion  vector,  in  this 
approach  only  two  frames  are  used  to  estimate  the  motion 
information. 
Movement in the proposed approach is detected by searching 
only the region of interest (ROI) and not the entire image. This 
saves  the  computation  time.  Again  in  most  of  the  traditional 
algorithms, noise removal is done in a separate step. But in the 
proposed approach, as the DCT technique is used noise removal 
is done automatically. 
3. OBJECT TRACKING ANALYSIS 
3.1  EXTRACT FEATURES  
In static video object tracking the frame difference  can be 
used to separate the moving object from the background. This 
specific theory of  frame difference is  done  by calculating the 
same  pixels  feature  value  in  two  continuous  frames,  the 
difference  of  feature  value  i  between  these  two  frames  is 
calculated as, 
  i = |Fi+1 – Fi|   (1) 
Here  Fi  denotes  the  current  frame  and  Fi+1  the  successive 
frame. The possible movement area, € is assumed as ROI. Hence 
the region of interest is estimated as 
  € = i >    (2) 
where,  denotes the threshold value, which is calculated by,  
     
2
min max i i  


   (3) 
So the frame difference can help us track more exactly in the 
static videos. 
3.2  MOTION VECTOR 
The motion compensation consists of taking a macro block 
from the current picture and determining a spatial offset in the 
reference picture at which a good prediction of the current macro 
block can be found. The offset is called the motion vector. It 
consists of two components, x and y coordinates x and y. 
 
Fig.1. Image showing motion vector 
3.3  EUCLIDEAN DISTANCE 
The distance between two points is the length of the path 
connecting them. In the plane, the distance between points (x1, 
y1) and (x2, y2) is given by the Pythagorean theorem, 
     2
1 2
2
1 2 y y x x d       (4) 
In general, the distance between points x and y in a Euclidean 
space R
n is given by, 
       
n
i i i y x y x d
1
2   (5) 
3.4  DISCRETE COSINE TRANSFORM 
The  discrete  cosine  transform  (DCT)  helps  separate  the 
image into parts (or spectral sub-bands) of differing importance 
(with respect to the image's visual quality). The DCT is similar 
to the discrete Fourier transform: it transforms a signal or image 
from the spatial domain to the frequency domain. 
 The one-dimensional forward Discrete  Cosine Transform 
(1-D DCT) of N samples is formulated by,  
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 The general equation  for a 2D (N by  M image) DCT is 
defined by the following equation: 
   



 
1
0
1
0
n
x
n
y xy j i ij P C C C   (7) 
     
n
i x
n
j y
xy 2
1 2
cos .
2
1 2
cos
 

 
   (8) 
  xy ij ij C
n
G  .
2
1
   (9) 
The basic operation of the DCT is as follows:  
1)  The input image is N by M  
2)  f(i,j) is the intensity of the pixel in row i and column j  
3)  F(u,v) is the DCT coefficient in row k1 and column k2 of 
the DCT matrix  
4)  For most images, much of the signal energy lies at low 
frequencies, these appear in the upper left corner of the 
DCT  
  x 
  y 
mv 
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5)  Compression  is  achieved  since  the  lower  right  values 
represent higher frequencies, and are often small - small 
enough to be neglected with little visible distortion  
6)  The DCT input is an 8 by 8 array of integers. This array 
contains each pixel's gray scale level  
7)  8 bit pixels have levels from 0 to 255 
3.5  HISTOGRAM 
The histogram of an image normally refers to a histogram of 
the pixel intensity values. It shows the number of pixels in an 
image at each different intensity value found in that image using 
a graph. An 8-bit grayscale image is said to have 256 different 
possible intensities, and so the histogram will graphically display 
256 numbers showing the distribution of pixels amongst those 
grayscale values.  
Histograms can also be taken of color images, either individual 
histogram of red, green and blue channels can be taken, or a 3-D 
histogram can be produced, with the three axes representing the 
red,  blue  and  green  channels,  and  brightness  at  each  point 
representing the pixel count. The exact output from the operation 
depends upon the implementation, it may simply be a picture of 
the required histogram in a suitable image format, or it may be a 
data file of some sort representing the histogram statistics.  
The image is scanned in a single pass and a running count of 
the number of pixels found at each intensity value is kept. This is 
then used to construct a suitable histogram. 
Histograms have many uses. One of the more common is to 
decide  what  value  of  threshold  to  use  when  converting  a 
grayscale image to a binary one by thresholding. If the image is 
suitable for thresholding then the histogram will be bi-modal i.e. 
the pixel intensities will be clustered around two well-separated 
values. A suitable threshold for separating these two groups will 
be found somewhere in between the two peaks in the histogram. 
If the distribution is not like this then it is unlikely that a good 
segmentation can be produced by thresholding. 
3.6  BLOCK MATCHING 
Detecting the moving objects using two successive frames 
can  be  done  by  a  procedure  called  block  matching.  Here  the 
image frame is divided into non-overlapping square blocks. Each 
block  from  the  source  frame  is  verified  for  a  corresponding 
block in the destination frame, by moving the source frame over 
a predefined region of pixels in the destination frame. At each 
move, the Euclidean distance between the gray values of the two 
blocks  is  computed.  The  shift  which  gives  the  smallest 
Euclidean distance is regarded as the best possible match. 
4. THE PROPOSED ALGORITHM  
4.1  OVERVIEW  OF  THE  PROPOSED 
ALGORITHM  
In this algorithm, object tracking is performed by temporal 
tracking of a rectangle around the object at a reference frame. 
The algorithm is fully-autonomous in the sense that there is no 
human intervention and system itself does the low-level tasks, 
like  motion  detection  and  tracking.  The  input  is  the  video 
sequence taken at the scene where surveillance is performed.  
4.2  IMAGE SMOOTHENING   
The  first  step  is  to  capture  a  live  video  and  take  picture 
frames from it, upon which tracking techniques will be done to 
identify a moving object in the environment. After which a low 
pass filter that is a mean filter is applied on the frames. This 
helps  in  smoothing  the  image  as  well  as  to  reduce  noise  in 
images. Let Sxv represent the set of coordinates in a rectangular 
sub image window of size m × n, centered at point (x, y). The 
arithmetic mean filtering process computes the average value of 
the corrupted image g(x, y) in the area defined by Sxy. The value 
of the restored image at any point (x, y) is simply the arithmetic 
mean computed using the pixels in the region defined by S. In 
other words, 
          
xy S t s t s g
mn
y x f
, ,
1
, ˆ   (10) 
This operation can be implemented using a convolution mask 
in which all coefficients have value 1/mn. Now each input tile in 
RGB space colour frame is transformed to YCbCr space. The 
transform takes an RGB input value with each component in the 
range [0-255] and transforms it into Y, Cb, and Cr, in the ranges 
[0.0, 255.0], [-128.0, 127.0], and [-128.0, 127.0], respectively. 
The  matrix  equation  for  this  conversion  is  shown  in  the 
following equation: 
   


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




 


081282 . 0 50059 . 0 114 . 0
418531 . 0 331665 . 0 587 . 0
499813 . 0 168935 . 0 299 . 0
Cr Cb Y   (11) 
where,  Y:  Luminance,  Cb:  Chrominance-Blue,  and  Cr: 
Chrominance-Red  are  the  components.  Luminance  is  very 
similar to the grayscale version of the original image. We really 
do not need to keep all the information that is now represented in 
these color frames (Cb and Cr).  
4.3  THE TEMPORAL TRACKING  
The  aim  of  temporal  tracking  is  to  locate  the  object  of 
interest in the successive frames based on the information about 
the object at the reference and current frames. To achieve this 
partition  the  Y  plane  of  the  image  of  size  m  ×  n  into  non-
overlapping 8 × 8 blocks. For each block DCT coefficients are 
calculated, converting the original 8 × 8 array of pixel values 
into  an  array  of  coefficients  according  to  Eq.(6).  Extract  DC 
coefficients which results in m/8 × n/8 matrix Fi for the i
th frame. 
Find  the  absolute  difference,  i  between  the  successive 
frames Fi and Fi+1. As per the procedure discussed in the section 
3  and  using  the  Eq.(2)  the  area  where  the  movement  has 
occurred is the region of interest.  The width of the region of 
interest €w can be calculated using Eq.(10). 
   €w = R-L  (12) 
where, R is the rightmost column of ROI and L is the leftmost 
column of ROI. 
The height of the region of interest €h can be calculated using 
Eq.(11): 
  €h = T-B  (13) 
where, T is the topmost row of ROI and B is the bottommost row 
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Let Sb be a block in ROI of Fi. Let Db be a block in ROI of 
Fi+1.  The initial width of the block Bw is computed by Eq.(14).  
  Bw = €w/3  (14) 
Similarly block height Bh can be calculated by Eq.(15). 
  Bh = €h/3  (15) 
4.4  TEMPORAL DIFFERENCE HISTOGRAM 
To approximate the direction of the object motion, we define 
the  temporal  difference  histogram  of  two  successive  frames. 
Coarseness and directionality of the frame difference of the two 
successive frames can be derived from the temporal difference 
histogram. 
Let Hsb be the histogram of values in block Sb. Let Hdb be the 
histogram of values in block Db. Let Ed denote the computed 
Euclidean distance of Hsb and Hdb. If the Euclidean distance Ed is 
less than t2, then the block Sb in Fi is matched with the block Db 
in Fi+1. So the movement is identified. If more than one source 
block is identified to move to a particular destination block then 
overlapping is identified, in order to avoid overlapping the size 
of  source  block  is  increased  step  by  step  until  there  is  no 
overlapping in the identified object. 
In order to confirm Sb is moved to Db otherwise Db is moved 
to Sb is tracked using the proposed approach. 
4.5  TWO  WAY  SEARCH  TO  IDENTIFY  THE 
SOURCE AND DESTINATION 
Let Bj, Bk represent blocks at location j and k of frames Fi and 
Fi+1 respectively. Let Fi Bj represent block at location j in Fi. 
Movement of  block from location Bj to Bk  can be identified by 
checking, if Fi Bj is equal to Fi+1Bk  and Fi+1Bj is equal to Fi Bk, 
then Fi Bj is moved from Bj to Bk. If Fi Bk is equal to Fi+1Bj  and 
Fi Bj equivalent to Fi+1Bk , then Fi Bk is moved from Bk to Bj. 
The entire process is given in a step by step procedure as: 
1)  Capture the frames from the video clip 
2)  Apply low pass filter on the captured frame 
3)  Transform  the  captured  RGB  frame  to  YCbCr  color 
space. 
4)  Divide the Y plane of the YCbCr frame into 8 × 8 blocks. 
5)  Find DCT coefficients for each block  
6)  Extract DC coefficients which results in m/8 × n/8 matrix 
Fi for the i
th frame. 
7)  Find the frame difference i = |Fi+1 – Fi| 
8)  Detect the area of movement(ROI) by checking if i >t 
9)  Divide the ROI into uniform blocks 
10) Search each block Sb from (Fi in ROI) in (ROI of Fi+1) at 
Db 
11)    a) Find histogram of Sb, ie., Hsb 
b) Find histogram of Db, ie., Hdb 
c) Find Euclidean distance of Hsb and Hdb as Ed  
12) Match if Ed < t2, movement is detected. 
13) Detect  the  number  of  overlapping  blocks  while  block 
matching, if number of overlaps is greater than one the 
size  of  the  block  is  increased.  As  the  block  size  is 
increased,  the  number  of  blocks  gets  reduced  and  the 
entire block matching process gets repeated from step 9. 
Two way search to identify the source and destination 
 Let Bj, Bk represent blocks at location j and k of frames Fi and 
Fi+1 respectively. Let Fi Bj represent block at location j in Fi  
 Movement of block from location Bj to Bk can be identified 
by checking 
Case 1:  if (Fi Bj = Fi+1 Bk  && (Fi+1Bj == Fi Bk)) 
                          Then Fi Bj is moved from Bj to Bk. 
Case 2:         Fi Bk = Fi+1Bj  && (Fi Bj == Fi+1Bk)  
5. RESULTS 
To  evaluate  the  performance  of  the  proposed  method, 
experiments  were  carried  out  using  IDL6.3  on  Windows 
platform. The tracking results are considered for various settings 
including person riding a bicycle, person in a motor bike and 
moving of a vehicle. The videos used for tracking were taken by 
stationary  camera  and  the  method  works  well  with  frames 
overlaid with noise and even with dark scenes. 
 
Fig.2. Image with block wise divided ROI 
In  Fig.2,  Region  of  Interest  is  uniformly  divided  into  9 
blocks.  The  number  of  blocks  used  helps  to  maintain  the 
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Fig.3. Image with overlapping motion vectors 
Here we see the effect of step 13, where the estimated motion 
vector gets overlapped with existing motion vectors. 
 
Fig.4. Image with block wise divided ROI (Block size increased) 
As the blocks overlaps while block matching, and matches at 
more than one location the size of the block is increased. The 
whole Region of Interest is divided into 4 blocks. Similarly, as 
long as the number of overlapping is greater than one the process 
of division of ROI is repeated.   
 
Fig.5. Tracked image with its direction of movement 
Thus  after  repeated  division  of  Region  of  Interest  the 
problem of overlapping is overcome and the object is tracked 
with its direction of movement. The arrow indicated in the figure 
shows  the  object  movement.  This  method  handles  objects  of 
various sizes but it was not tested in crowded scenes. 
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Fig.6(b) 
 
Fig.6(c) 
 
Fig.6(d) 
 
Fig.6(e) 
 
Fig.6(f) 
Fig.6. Tracking a moving object: (a). Original frame1,            
(b). Original frame2, (c). DC coefficient image, (d). Binary 
image of detected ROI, (e). Image with blocks in ROI,             
(f). Tracked object with direction 
6. CONCLUSION  
In this paper, an adaptive block-based approach is proposed 
for  tracking  moving  objects.  Tracking  is  based  on  temporal 
matching  and  using  a  histogram,  the  object  movement  is 
identified. The method also tracks the direction of movement of 
the  object  of  interest.  The  problem  of  overlapping  in  block 
matching is solved by increasing the size of blocks. 
Experimental results have shown that this approach obtains 
more accurate tracking results and tracks objects of various sizes 
and  with  large  variations  in  illuminations  even  in  outdoor 
surveillance scenarios. 
Even  though  significant  progress  has  been  achieved  for 
object tracking, there are still many challenging tasks requiring 
further  investigation  such  as  occlusion  handling  and  tracking 
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