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SYNOPSIS
A method for representing rings as matrix rings is used to 
investigate the structures of several well-known classes of rings. 
The general method is developed in Chapter 1.
In Chapter 2 nonsingular rings with essential socles are 
characterized by embeddings into products of full matrix rings over 
sfields. This generalizes the known results in the case when the 
rings’ identities are finite (sums of orthogonal idempotents).
The results are used in Chapter 3 to study nonsingular QF-3 
rings with finite identities. In particular the structure of 
QF-3 rings whose identities are finite and whose (principal, 
finitely generated) ideals are projective is determined.
Chapter 4 is concerned with rings whose ideals are quasi- 
injective. It is shown that if such a ring is indecomposable and 
has more than one idempotent, then it is Artinian. The structure 
of these rings is then obtained.
In Chapter 5 the structure of left generalized uniserial rings 
is determined in terms of the structure of left uniserial rings. 
This generalizes the known results for (left and right) generalized
uniserial algebras.
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CHAPTER 1
INTRODUCTION
This thesis is a study of several unrelated classes of rings, 
but is unified by a common approach to investigating the structures 
of the rings. This is a method for representing rings as matrix 
rings which is slightly more general than the standard methods. 
Matrix methods are such useful tools for determining ring structures 
that one of the main contributions of the thesis is the systematic 
use of such a method in quite different branches of ring theory.
Because the rings studied belong to different branches of ring 
theory, each of the following chapters has its own survey of the 
particular area with which it is concerned. These introductions 
are, necessarily, short but they give a general setting for the 
results in each chapter. The present chapter develops a general 
approach to matrix representation of rings and gives the details of 
arguments which are later stated in outline only. The subsequent 
chapters are independent of each other, except that Chapter 3 uses 
results from Chapter 2.
The following conventions, terminology and notation are used 
throughout the thesis. All exceptions to these are specifically 
mentioned, so there are, hopefully, no ambiguities. All rings have 
identities and all modules are unital. Modules, ideals and ring- 
theoretic properties are left ones, but the adjective left is 
sometimes added for emphasis, or to avoid possible doubt. A 
homomorphism between R-modules is an R-homomorphism. Homomorphisms 
are written on the right, except those between right modules which
2are written on the left. Composition of homomorphisms is indicated 
by juxtaposition - on the right for homomorphisms written on the 
right, and on the left for those written on the left. The 
isomorphism symbol - is usually not subscripted but its meaning is 
always clear. The same symbol is also used, on a few occasions, to 
mean isomorphic as rings. The symbol © means direct sum as modules. 
If M and N are R-modules, then Hom^(M,N) and EndR (M) denote, 
respectively, the group of R-homomorphisms from M to N, and the ring 
of R-endomorphisms of M. If these have any extra structure, then 
the same symbol is, nevertheless, used to denote the more 
sophisticated object. Again, the subscript R is usually omitted, 
if there is no likelihood of confusion. The group of row-finite 
c x d-matrices over a ring A is denoted by M(A,cxd).
The results and methods of this chapter are used constantly 
and, usually, without specific reference. Let R be a ring, L an 
ideal of R and e an idempotent in R. If 4>:Re -> L is a homomorphism 
then e4> e eL, since e(e<}>) = (e2)<{> = ecf>. Conversely, multiplying 
Re on the right by an x e eL induces a homomorphism Re -> L. There 
is a natural, left eRe-module structure on Horn(Re,L) such that 
if x e eRe and <{> e Hom(Re,L), then X(J> is the homomorphism which 
maps e onto x(ecj)) = ex<j>. Clearly, the function which takes 
cf> e Hom(Re,L) to e<f> £ eL is an eRe-isomorph ism from Horn (Re,L) to eL. 
These two modules are often identified and, in particular, eRe is 
usually considered to be the ring of R-endomorphisms of Re.
31.1 DEFINITION A(left) R-module M is (left) faithful if, for 
every non-zero r e R, the product rM is non-zero. A submodule N of 
a module M is essential (in M j , if N n x ^ 0 for every non-zero 
submodule'X of M, and then M is an essential extension of N.
The following theorem is the fundamental result (in this 
thesis) on the representation of rings.
1.2 THEOREM
Let E be a right faithfuls two-sided ideal in a ring R. Then there 
is an embedding $:R -> End(RE) with the properties that E$ is a 
faithful right ideal3 and an essential left E$-submodule3 of 
End(RE). If r e R then the endomorphism r$ of E maps x e E onto xr.
Proof. As E is a right ideal, multiplying it on the right by
an element of R induces an endomorphism of E. Since E is right
faithful, any such endomorphism which is induced by a non-zero
element is non-zero. Therefore, the function $ is a ring
monomorphism. If 3 = b$ e E$ and <p e End( E), then for x e E theR
image x(3<}>) = (x3)cf> = (xb) =  x(b<f>) = x3*, where 3' = (b<|>)3> e E$.
If b £ kercf), then 3 ^ / 0 .  That is, E$ is a faithful right ideal of
End( E) and is, also, an essential left E$-submodule of End(_E).R R
The utility of the above result depends on how much is known 
about the ideal E. The ring R is itself a particular case of E and 
is often the best ideal to use, especially since then the 
embedding is onto. + J-e*. * ✓
Assume that E is a direct sum
4only if, i = s, and let N be the disjoint union of the J(i). Then
End( E) is isomorphic to the ring of all row-finite NxN matrices
whose entries at the place (s,t), s z J(i), t z J(j), are elements
of Hom(E^s>E )- It is clear that, for fixed i z I, all the rings
End(E^) are mutually isomorphic - isomorphic to H__, say. If
i,s z I, then it is also clear that the (H..,H )-bimodules11 ss
Hom(E..,E ) are isomorphic - isomorphic to H. , say. Moreover, 
ij st is
these isomorphisms can be picked in such a way that they commute 
with the multiplication (composition of homorphisms) on
U Hom(E^ ,Eg^) . By substituting the KR into the above matrix
representation of End( E), it can be seen that End( E) is isomorphicR R
to the ring H of all blocked row-finite NxN matrices whose (i,j).N th
block is a row-finite J(i) x J(j)-matrix over H . For simplicity 
of exposition, the rings End( E) and H are usually identified and so 
are H ig and H o m C E ^  ,Egt) . If E^ _. is not finitely generated, then 
End( E) is isomorphic to H with its (ijt)^ blocks replaced by blocks 
which may have infinite rows.
1.3 DEFINITION A matrix is finitary if it has only a finite
number of non-zero entries. The matrix, in H, whose only non-zero
thentry is the element c|> of at the place (s,t) in the (i,j)
block is denoted by . The idempotents e^ are orthogonal if all
products e-£ej are zero.
If e and f are orthogonal idempotents in a ring R, then e + f is 
an idempotent and R(e+f) = Re © Rf. In particular, R = Re © R(l-e).
Assume that each summand E of the ideal E is generated by an 
idempotent e _  and that the e are orthogonal. If x the endo­
morphism Of E which is induced by right multiplication by
x z e.,Re , then e„.x = x and e ^x = for e  ^ / e... ij pq* ij stA st ij Therefore
5X corresponds to the matrix |x|^ of H. If K £  H is the image of 
R under the ring monomorphism induced by $, then, clearly, K 
contains the matrices la l^£ » and hence the finitary matrices, of H. 
Moreover, the identity of H is in K, since the identity of R induces 
the identity function on E.
Let G be a subring of H containing the finitary matrices and
the identity, and consider the left ideal F = £ Gf.., where
1J
£ij . If x £ H then f . .x is the matrix which has the same ij ij
entries as x, at the places (j ,£) in the (i,k) blocks, and whose 
other entries are zeros. As x is row-finite, this means that f..x
ij
is a finitary matrix and is, therefore, in F. Hence, F is a right 
ideal of G. If x has a non-zero entry at the place (s,t) of the
X.1_
(i,j) block, then f^gx 4 0, and so, Fx 4 0. That is, F is right
faithful. It follows from the above discussion that End( F) isG
isomorphic to the ring of all blocked row-finite NxN-matrices 
thwhose (i,j) block is a row-finite J(i) x J(j)-matrix over
G.. - Hom(Gf. ,Gf. ). But G.. - f..Gf.. - H. . , therefore the rings ij im jn ij ij ij ij
End( F) and H are isomorphic. This proves the following theorem.G
I . 4  THEOREM
Let R be a ring and {e_ |i e I,j e J(i)} a set of orthogonal 
idemgotents of R with the property that \ Reij ^s a faithful
right ideal. Then R is isomorphia to a subring K of the ring H of
• • • • • •
all blocked row-finite matrices whose (i,j) block is a row-finite
J(i) x J (j)-matrix over an additive abelian group H . The groups 
H _  and the subring K have the following properties.
6(i) There is a partial3 associative3 multiplicative structure on 
u H such that for every <f> e H_ and every ip e H the product
i»j
#  is defined and is in H
(ii) Every is a ring and every H is an -bimodule.
(Hi) The identity of H is in K.
(iv) The finitary matrices of H are in K.
(v) For each i, the rings and End(Re ) are isomorphic.
For all i, j, this makes Horn (Re. ,Re. ) into an (H.. ,H. .) -bvmodule1S jt ii jj
isomorphic (as bimodules) to H . Under these isomorphisms the 
multiplication described in (i) corresponds to composition of 
homomorphisms.
Conversely3 if K and H satisfy the above conditions down to3 
and including3 condition (iv)3 then K has a set {f„|i e I,j e J(i)} 
of orthogonal idempotents with the property that \ Kf.. is a
i»j 1J
faithful right ideal of K. Moreover3 the rings H and End( £ Kf. .) 
are isomorphic.
1.5 DEFINITION An idempotent is primitive if it is not the sum
of two orthogonal idempotents. An idempotent is finite if it is a
sum of (a finite number of) orthogonal idempotents. A ring is
indecomposable if it is not a direct sum of two two-sided ideals.
Let R be an indecomposable ring with finite identity. Then R
has a finite set {e_ |l i <_ n, 1 £  j £  v(i)} of orthogonal
primitive idempotents whose sum is the identity and which satisfy
the relation Re.. - Re if, and only if, i = s. Since e.. is ij st ij
primitive, Re_  is indecomposable and, therefore, End(Re_) has a
unique idempotent, the identity. Two idempotents f, fT are said to
be connected by idempotents = f, f0,...,f = f if, for every i,
one of the products f.Rf#11, f.,,Rf. is non-zero. If e is the suml i+l l+i l
of those e.. which are connected by elements of {e } to e., and if ij st 11
e is not one of these, then e e R(l-e) and e Re = 0. Therefore,pq pq pq
(l-e)Re = 0 and, similarly, eR(l-e) = 0. Since R is indecomposable 
this means that e = 1. That is, every e is connected by elements 
of {egt} to Combined with Theorem 1.4, this proves the following
result.
1 .6  COROLLARY
Let R be an indecomposable ring with a finite identity. Then there 
are positive integers n, v(1),...,v(n) and additive abelian groups 
H _ , 1 <_ i, j _< n, such that R is isomorphic to the ring H of all
• • 0
blocked matrices whose (i,j) block is a v(i) * v(j)-matrix over 
H_ . The groups H _  have the following properties.
(i) There is a partial3 associative multiplication on H „  
with the property that if § e H. . and ip e H., , then (pip is defined and
is in H.. .lk
(ii) Every H is a ring whose only idempotent is the identity and
every H.. is an (H..,H..)-bimodule. y ij ii JJ
(Hi) For all s, t there is a sequence s = r (1),... ,r (m) = t with the 
property that for each r(i) either Hr (i+i) ^ 0 or Hr(i+i)r(i) ^
Conversely} every matrix ring which satisfies the above 
conditions is indecomposable and has a finite identity.
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NONSINGULAR RINGS WITH ESSENTIAL SOCLES
One of the most important recent advances in noncommutative 
ring theory has been the development of a theory of nonsingular rings 
and modules. This chapter is devoted to a study of a branch of this 
theory.
2.1 DEFINITION The singular submodule Z(M) of an R-module M is
the submodule of all elements of M which are annihilated by essential
ideals of R. M is nonsingular if Z(M) = 0, and it is singular if
Z(M) = M. The left singular ideal Z^(R) of a ring R is the ideal
Z( R). The right singular ideal Z (R) of R is defined analogously.R r
R is left (respectively, right) nonsingulaj1 if Z^(R) = 0 (respectively, 
Z^(R) = 0). The soole S (M) of a module M is the sum of its simple 
(minimal) submodules. The left and right3 sooles of a ring R are 
defined analogously and are denoted by S^(R), and S^ _(R), respectively. 
A module is uniform if all of its submodules are essential.
Nonsingular modules were introduced by R.E. Johnson [21] who 
showed that a nonsingular ring R can be embedded in a regular ring R' 
in such a way that R is an essential R-submodule of R ’. However, it 
was the appearance, a number of years later, of A.W. Goldie’s famous 
papers [11] and [12] which inspired the widespread interest in the 
concept. Goldie showed that a ring R has a semi-simple Artinian 
ring as a classical quotient ring if, and only if, R is semi-prime 
(no nilpotent ideals), has maximum condition on annihilators, and 
has an essential ideal which is a direct sum of a finite number of
9uniform ideals. It was the fact that these rings, often called 
semi-prime Goldie rings, are nonsingular which was responsible for 
the development of a theory of nonsingular rings. C. Faith and 
Y Utumi [9] improved Goldie’s result by giving a "picture" of semi­
prime Goldie rings. They showed that if a ring R has a classical 
quotient ring which is isomorphic to the ring of all n x n-matrices 
over a sfield D, then R has a subring isomorphic to the ring of 
n x n-matrices over an Ore domain A which has D as its ring of 
quotients. If the semi-prime condition is dropped then the results 
become weaker. V. Dlab [7], [8] showed that a ring is nonsingular 
and has an essential ideal which is a direct sum of uniform ideals 
if, and only if, its injective hull is a direct product of full, 
row-finite matrix rings each over a sfield. More generally, it 
can be shown that the injective hull of an arbitrary nonsingular 
ring is a self-injective regular ring. Johnson [22] had earlier 
shown that some of the rings studied by Dlab can be characterised 
by the property that they have certain full, finite matrix subrings.
Nonsingular Artinian rings were first studied by Goldie [13] 
who showed that a nonsingular generalized uniserial ring is a 
product of a finite number of full blocked triangular matrix rings, 
each over a sfield. The structure of nonsingular Artinian rings in 
which each ideal generated by a primitive idempotent is uniform 
was determined independently by R. Gordon [14] and R.R. Colby and 
E.A. Rutter Jr. [3]. The more general case when the ring is semi­
primary was solved by A. Zaks [35]. Nonsingular rings with 
essential socles and finite identities were characterized
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simultaneously, but independently, by Gordon [15] and the author [18] 
The Artinian case was solved by the author in 1968 as part of his 
undergraduate work at the Australian National University. The above- 
mentioned structure theorems were obtained by representing the rings 
in question as matrix rings.
This chapter is devoted to a study of nonsingular rings with 
essential socles. Arbitrary nonsingular rings with essential socles 
are characterized by the property that they have certain matrix 
subrings. Unfortunately, this result is rather vague, but better 
characterizations can be obtained under slightly stronger assumptions 
The chapter closes with a discussion of some module-theoretic 
properties of nonsingular rings.
The following, rather trivial, well-known results are essential 
for the discussion in this, and the following, chapter.
2 . 2  LEMMA
If N is an essential submodule of an R-module M_, then for any m e M 
there is an essential ideal E of R suoh that Em c n .
Proof. Let E = {r e Rjrm e N} and let L be a non-zero ideal 
of R. If Lm = 0 then L C E, if Lm 4- 0 then Lm H N / 0, and so 
L Gi e ^ 0. Therefore E is essential in R.
2 . 3  LEMMA
Let M, N be R-modules such that Z(N) = 0. If the kernel of a 
homomorphism <f>:M -*• N is essential3 then <J> = o. In particular3 if 
M is uniform then every non-zero <j> :M N is a monomorphism.
Proof. Assume that there is a non-zero homomorphism :M -> N
whose kernel is essential. If m e M is an element not in the kernel
11
of <J>, then by Lemma 2.2 there is an essential ideal E of R with 
the property that Em C ker. cp. But this means that E(mcf)) = (Em)<{> = 0: 
a contradiction to the hypothesis that N is nonsingular. Therefore 
the kernel of every non-zero homomorphism <j> :M -»• N is not essential.
From now on, let R be a nonsingular ring with essential socle.
If M is a minimal ideal of R then there is a non-zero homomorphism 
<J>:R -»• M, By Lemma 2.3, ker.<j> is not essential in R. As ker.tf) is a 
maximal ideal this means that it is a direct summand of R. Therefore 
there is a, necessarily primitive, idempotent e e R with the property 
that M s Re. This proves the following lemma.
2.4 LEMMA
If M is a minimal ideal in the nonsingular ring R then there is a 
;primitive idempotent e e R for whieh Re - M.
Let the ideal E^ be that part of the socle of R which is 
generated by idempotents, and let be an ideal maximal with respect 
to both not intersecting E^ and the property that its sum with E^ is 
a two-sided ideal. Since the socle of R is a two-sided ideal it is 
contained in E = E^ © E^ and, therefore, E is a faithful right ideal. 
Hence it follows from Theorem 1.2 that there is an embedding of R 
into End (^E)• The image of R under this embedding is characterized 
by the following theorem.
2.5 THEOREM
Let R be a nonsingular ring with essential soele. Then there is a 
set I containing the integer 1 and3 for each i e I, a set J(i) 
where J(l) = {1}, such that R is isomorphic to a subring K of the 
matrix ring H of all blocked row-finite matrices whose (i,j)th
12
block is an arbitrary row-finite J(i) * J(j) -matrix over an 
additive abelian group H . The subring K and the groups H 
have the following properties.
(i) Each H.. is a rinq and each H.. is an (H..,H..) -bimodule.li y ij ii u
(ii) If i ^ 1 then H  ^is a sfield.
(Hi) If for i  ^1 the left H ^-dimension of is b , then
Hin C n M (H. ., b.xb.),11 — . /- ii l lifl
(iv) \ H is a faithful right H -module. 
i^l 11 11
(v) If i  ^j and j  ^1 then H = 0.
(vi) The identity of H is in K.
(vii) For each i e I \ {1} and each j e J(i) there is a matrix
• iyl^ie K whose non-zero entries are all in the j column of the 
(i,i) block and whose entry at the place (j,j) is the identity 
Of H...
(viii) Each matrix Idl^ is in Kf.. .ij 1 1 ij ik
(ix) Each matrix f. .. |h I ^  is in K.ij 1 'iJ
(x) For each i e I \{1}, each j e J(i) and, every non-zero
• th,element x of K whose non-zero entries are all in the j column 
ish,
of the (i,i) block3 there is a matrix y e K with the property
that yx = f . ..ij
Conversely3 if K is a subring of a'blocked matrix ring H
such that both are described by the above theorem3 then K is a 
nonsingular ring with essential socle.
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Proof. As mentioned above, the isomorphism between R and K is
obtained by applying Theorem 1.2. To do this, express as a direct
sum / Re,, of minimal ideals generated by primitive idempotents, 
iel* 1J 
jeJ (i)
which are indexed in such a way that Re.. - R e  if, and only if,1J St
i = s. Assume, moreover, that I' does not contain the integer 1, and
let I = I* U {1}, J(l) = {1} and  ^ = E^. It follows from the
discussion following the proof of Theorem 1.2 that End( E) is iso-R
thmorphic to a ring H T of blocked matrices whose (i,j) block, i ^ 1, is 
an arbitrary row-finite J(i) x J(j)-matrix over H , which is iso­
morphic to Horn (Re. ,Re ), and whose (l,p)t^ block is a 1 x J(p)- R is j t
matrix over , which is isomorphic to HomR (E^ ,Re^).
As before, End( E) and H' are identified. In view of this represent- 
ation and the fact that, by Theorem 1.2, R is isomorphic to a subring 
K of H', it is sufficient to show that K satisfies conditions (vi)-(x) 
and is contained in a subring H of H 1 which satisfies conditions 
(ii)-(v).
(ii) Each R e _  is a minimal ideal so, for i ^ 1, each H_„ is a sfield.
(iii) Clearly, b^ is the cardinal of a set s(i) of images of Re_ in
E.. , which is maximal with respect to the sum  ^ M being direct. Since
s (i)
every minimal ideal of R is isomorphic to an Re^. (Lemma 2.4) the socle 
of E ^  is the direct sum  ^ ) M. By Lemma 2.3, the restriction to
i^l s (i)
S(E^) of a non-zero endomorphism of E ^  is non-zero. Therefore
can be regarded as a subring of IT M(H..,b.xb.) which is isomorphic
Ifl 11 1 1
to End(S (E^)) .
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(Iv) Each Re is a direct summand of R, so S(Enl) = R( £ H^). Asir i*l ily
S(E ) is not annihilated by non-zero endomorphisms of E , the 
product ( ) H_^ )^h is non-zero, for each non-zero h e H1 1 .
i^l 11
(v) If i ^ j and i,j / 1 then Re. Re. and, therefore, H.. = 0.is 1 jt ij
For non-zero x e Re if E.,x / 0 then, since Rx = Re is proiective,pq 11 pq
E1 ^ = N © M where Mx  ^0 and M - Rx. By definition of E^, M is 
nilpotent and so HRx = 0: a contradiction. Hence E^ x = 0 for all 
x e Re and, therefore, K is contained in the subring H of H* of allpq
matrices whose (l,p)t^  blocks, p / 1, are zero.
(vi) Since the identity endomorphism on E can be extended to the 
identity on R, the identity of H is in K.
(vii) The idempotent e induces, by multiplication on the right,
a homomorphism E Re_ which is the identity on Re_ . Therefore e 
is mapped, by the embedding of R into H, onto a matrix f.. e K whose 
non-zero entries are all in the column of the (i,i)t 1^ block and
whose entry at the place (j,j) is the identity of H__.
(viii) Every homomorphism d:Re.. Re can be extended to theIK
I Iik i Iikendomorphism jd|.. of E. Therefore Re., is mapped by |d|., intoij ij ij
I I ikRe^k» that is, xidj_ £ K f , for every x e Kf„.
(ix) A similar argument shows that for every h e H  ^ the matrix
f . . I h i ^  is in K. ij 1 1
(x) The ideal E is mapped by x into Re_ , so x(l-f_) annihilates
E. Hence Lemma 2.3 implies that x(l-f..) = 0 and so Rx C Kf... As
ij “  il
Kf. . is a minimal ideal, there is a matrix y e K such that yx = f... ij J ij
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The ring K has an identity (condition (vi)), so to prove the 
converse it is necessary to show only that the socle of K is 
essential and that K is nonsingular. The former is true if every 
non-zero principal ideal Kx contains a minimal ideal. By (x),Kf_ 
is a minimal ideal, so Kx contains a minimal ideal isomorphic to 
Kf_,if f_Kx 4 0. If x has a non-zero entry at the place (j ,k) of 
the (ijt)^1 block, i 4 1, then f x ^ 0; and if x = |h|^ then, 
by (iv) , there is a g £ H , f°r some i ^ 1» such that gh 4 0 and 
so x ^ 0* That is, Kx always has a minimal ideal:
therefore Sn(K) is essential in K. To show that K is nonsingular
it is sufficient to prove that S^(K)x 4 0, for every non-zero
11x £ K. If x ^ 0, then one of the ideals Kf..x, Kf..|hl x is non-ij ij ij
zero and so, since Kf. . and Kf. . I h | ^  , h 4 0, are minimal ideals,ij ij 1 1 ij
S0(K)x 4 0 : therefore K is nonsingular.
Dorroh's extension A* of a ring A with characteristic t is 
the unital ring on Z^xA, being the integers modulo t, whose 
addition is component-wise and whose multiplication is given by 
(m,x)(n,y) = (mn, my + nx + xy), for all m, n £ Z^, x, y £ A.
It is easy to see that the isomorphic image {o} x A of A is an 
essential ideal of A*. Therefore, A is a nonsingular ring with 
essential socle if, and only if, A* is. Consequently, the next 
result follows immediately from conditions (ii) and (iii) of
Theorem 2.5.
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2.6 COROLLARY
The characteristic of a nonsingular ring with essential socle (hut 
not necessarily with identity) is not divishle by p2, for any 
prime p.
2.7 COROLLARY
The ring R of Theorem 2.5 is indecomposable if3 and only if3 for 
every proper subset IQ £  I \ {1} and every idempotent e £ H 
with the properties that H ^ e  = H ^ ,  fov i £ Iq , on<^  Hn e = 
for i  ^ IQ, the matrix f(IQ ,e) is not in K, where f(lQ,e) is the 
matrix whose only non-zero entries are the identities of the 
corresponding H  on the diagonals of the blocks (i,i), i £ I q , 
and e in the block (1,1).
Proof. If R is decomposable then it has an idempotent e
such that R is the sum of the non-zero two-sided ideals Re and
R(l-e), that is, R = eRe © (l-e)R(l-e). Therefore each e _  is in
eRe or in (l-e)R(l-e). If M - Re., and e.. £ eRe then, sinceij iJ
e _ M  0, eM 4- 0 and so M C eRe. Therefore there is a proper 
subset Iq C I \{l} with the property that a minimal ideal is in eRe 
if, and only if, it is isomorphic to an Re_ , i £ 1^.
Conversely, if for a proper subset Iq £  I \ {1} there is an 
idempotent e £ R with the property that a minimal ideal is in 
Re if, and only if, it is isomorphic to an R e „  , i £ Iq , then R is 
the sum of the non-zero two-sided ideals Re, R(l-e) and so is 
decomposable. The ideals Re, R(l-e) are two-sided since 
eR(l-e) = (l-e)Re = 0. For if eR(l-e) ^ 0 then there is a non-
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zero homomorphism cj):Re R(l-e) which, by Lemma 2.3, does not kill 
a minimal ideal in Re. Therefore R(l-e) contains a minimal ideal 
isomorphic to a minimal ideal in Re: a contradiction to the
hypothesis on e. Therefore eR(l-e) = 0 and, similarly,
(l-e)Re = 0. The ideals Re, R(l-e) are non-zero since 1^ is a 
proper subset of I \ {1} and so each contains an ideal R e ^ .
It follows that R is indecomposable if, and only if, it does 
not have an idempotent e with the above properties. If R does 
contain such an idempotent e, then because e is a left and a right 
identity for R e _ , i e 1^, and their homomorphic images in R, e is 
mapped, by the embedding of R into H, onto a matrix f(lQ,e'), 
where eT e is an idempotent with the properties that 
H.^e’ = H^, for i e 1^, and H_^e’ = 0, for i £ Iq . Conversely, 
if K contains an idempotent f = f(I^,e’) then K = fKf © (l-f)K(l-f) 
and so K is decomposable.
2.8 COROLLARY
The ideal E = £ Re.. of the ring R of Theorem 2.5 is generated
i»j ij
by a set of orthogonal primitive idempotents if3 and only ifs 
conditions (vii) - (x) of Theorem 2.5 can be replaced by the 
condition that all of the finitary matrices with zero in the block 
(1,1) are in K.
Proof. Necessity. Clearly it can be assumed that the
idempotents e_ are orthogonal. Therefore, their images, the
idempotents f_, in K are orthogonal, and so f ijij Hence
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conditions (viii) and (ix) merely state that the finitary matrices 
with zero in the block (1 ,1 )  are in K. If x £ K has non-zero 
entries only on the jt*1 column of the (i,!)^ block and the non-
■11 ik
ij
ij
ij
zero entry d at the place (k,j) then jd 
condition (x) is satisfied.
Sufficiency. It was just shown that the above condition 
implies conditions (vii) - (x), so it remains to show only that 
the sum of all minimal ideals of K generated by idempotents is 
generated by a set of orthogonal primitive idempotents. It is 
clear that { | l | ^ }  is such a generating set.
2 .9  THEOREM
If R is a nonsingular ring with essential soele and an essential 
ideal which is generated by a set of orthogonal ■primitive 
idempotents and which is also a right ideals then there are 
disjoint sets IQ and 1^ and sets J(i), i £ I = I^u i such that
R is isomorphic to a subring K of the ring H of all blocked
• • •
row-finite matrices whose (i,j) block is an arbitrary row-finite
J(i) x J (j )-matrix over an additive abelian group Hij The
subring K and the groups H have the following properties.
(i) Each H is a ring with a unique idempotent, the identity3
and each H „  is an (H ^ ,H  ) -bimodule. There is a partial3
associative multiplication on T-h H _  such that for every cj) £ 
and every ip e H_.^ th e  p ro d u c t  (pip is defined and is in
(ii) If i £ Iq then H__ is a sfield and H is a left vector 
space over IL  ^ with dimension b , say .
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(iii) For all j, k e I, H.v £ n  ^ ( H - L i »b i j x •
iel,
(iv) If i  ^j and j £ Iq then H = 0.
(v) For all j, k e I, if <J> e H ^ and .<j) = 0, for each i £ Iq , 
then <J> = o.
(vi) The identity of H is in K.
(vii) All the finitary matrices of H are in K.
Conversely 3 every such matrix ring K is a nonsingular ring
with essential socle and a set of orthogonal primitive idempotents
which generates a left essential two-sided ideal.
Proof. Let E be the left essential two-sided ideal of R
generated by orthogonal idempotents e , i £ I, j £ J(i), which
are indexed in the usual way. Lemma 2.4 implies that there is a
subset I„ of I with the properties that Re.,, i e I„, is a minimal 0 i j 0
ideal and every minimal ideal is isomorphic to an Re^., i £ Iq .
It follows from Theorems 1.4 and 2.5 that R can be represented
as a matrix ring K which has all the above properties except (iii)
and (v), so it remains to prove that K satisfies (iii) and (v).
(iii) The socle of Re_.^  is a direct sum of ideals ^, i £ Iq ,
where L..n is the sum of all minimal ideals in Re.,, which are ij£ JÄ
isomorphic to an Re^s, i £ Iq . As L^ ^ is a sum of minimal ideals 
it can be expressed as a direct sum of b (say) minimal ideals. By 
Lemma 2.3, different homomorphisms from Re_.^  to R e ^  have different 
restrictions to S(Re_,^). Therefore Horn(Re^,Re^) - H_.^  can be
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embedded in Hom(S(Re..), S (Re, )) - IT x b.,).JÄ- km ,pT ii ij ik
 ^0
(v) If cj):Re ^ -*• R e ^  is non-zero then, by Lemma 2.3,
L^^cf) ^ 0 for some i £ 1^. Therefore there is a homomorphism
^:Re_.g ■> Re  ^ with the property that ± 0.
The converse follows from Theorems 1.4 and 2.5.
When R has a finite identity the above embedding provides a 
representation of the whole of R. Gordon [15] obtained the next, 
result independently from, and at about the same time as the 
author [18], although Gordon states it only for semi-perfect rings
2.10 Theorem [15, Theorem 5.1; 18, Theorem 1.1]
If R is an indecomposable nonsingular ring with essential socle 
and a finite identity9 then there are positive integers m, n, m £  n,
and positive integers v(l),...,v(n) such that R is isomorphic to
• ~tybi •the ring H of all blocked matrices whose (i,j) block is an
arbitrary v(i) x v (j)-matrix over an additive abelian group H .
The groups H have the following properties»
(i) Each is a ring with a unique idempotents the identity>
and each H _  is an )-bimodule. There is a partial3
associative multiplication on H such that for each <j> e H
and each ip e H the product (pip is defined and is in
(ii) If m <_ i £  n then H is a sfield and the left dimension of
H.. over H.. is b .., say.ij ii i3
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(Ui) H c n M(H. . ,b. . x h ). 
Jk "m<i<n 11 lk
(iv) If i ^ j and m _< j _< n then H = 0.
(v) If $ e H and H..(j) = 0 for every i £ {m,...,n} then 4) = o.
J k
(vi) If s,t e then there is a sequence
s = r (1),...,r(£) = t of elements of {l,...,n} with the property
that^for each r(j), there is an i £ {m,...,n} such that loth
H . ... 4 0 and H . . . 4 0.ir(j) ir (j+1)
Conversely} every matrix ring H satisfying the above 
conditions is an indecomposable nonsingular ring with essential 
socle and a finite identity.
Proof. Except for condition (vi) the theorem is an immediate
corollary of Theorem 2.5 and Corollary 1.6. Condition (vi) is
implied by, and implies, the indecomposability of R. For by
Corollary 1.6, if 1 <_ s, t <_ n, then there is a sequence
s = r (1),...,r(£) = t of elements of {l,...,n} with the property
that either H 4 0 or H ^0, where p = r(j) and q = r(i+l).pq qp ^
Therefore condition (iii) implies that there is an i £ {m,...,n} 
such that both H. ... 4 0 and H. ...... 4 0. It is easy to see that
condition (vi) implies that H is indecomposable.
2.11 DEFINITION The (Jacobson) radical of a ring is the 
intersection of the rings maximal ideals. A ring is semi-primary 
if its Jacobson radical is nilpotent and if the ring modulo its 
radical is a semi-simple Artinian ring.
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2.12 COROLLARY [35, (§4) Theorem 1.4]
If R is an indecomposable semi-primary ring with essential socle 
and with the property that each ideal generated by a primitive 
idempotent has a unique minimal submodule3 then R is isomorphic 
to a matrix ring H described by Theorem 2.10 and the following 
additional properties.
(vii) m = n.
(viii) Each H is a sfield.
(ix) Each H.. C Hij -  nn
(x) Each H . = Hni nn
(xi) If i 4 j and H. . 4 0, then H. .13 31 0 .
Conversely3 the ring H is an indecomposable semi-primary 
nonsingular ring with essential socle and with the property that 
every ideal generated by a primitive idempotent has a unique 
minimal submodule.
Proof. The converse is obvious, and since R is isomorphic to 
a matrix ring H satisfying Theorem 2.10, it is necessary only to 
show that H enjoys properties (vii) - (xi).
(vii) If m < n then R has two non-isomorphic minimal ideals Re^,
Re^ generated by idempotents. By condition (vi) of Theorem 2.10
the sfields H and H can be joined by a sequence of H..’s.nn mm ij
This means that there is a j £ {l,...,n} such that both H . 4 0
and H . 4 0: a contradiction since Re., has only one minimal
n J 3k
ideal. Therefore m = n.
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(ix) This is an immediate consequence of (vii) and (iii) of 
Theorem 2.10.
(x) As each Re_ has a unique minimal submodule, is a one
dimensional vector space over Hnn But H . C H so H . = Hm  —  nn ni nn
(viii) Since R is semi-primary the ideal Re_ has a unique
maximal submodule Je., which is nilpotent. Therefore if (f> is an
endomorphism of Re which is not an automorphism then
e. d> e e . . Je. .. But e..Re.. - H. . C H and so e..Re.. has no 
iy 1J 13 13 11 -  nn ij 13
nilpotent elements, that is e Je„ = 0* Therefore (f> = 0 and so
H.. is a sfield.11
(xi) If cj):Reik -* Re  ^ and ip:Re_.^  -* Reik are non-zero 
homomorphisms then, by (viii) , (J)i^ is an automorphism of Re_^. 
Therefore (j), ij are both epimorphisms and, by Lemma 2.3, they are 
both monomorphisms. Therefore, if H ^ 0 and H.^ ^ 0 then i = j.
2.13 DEFINITION A (left) T-ring is a ring whose non-zero (left) 
modules have non-zero socles.
J.S. Alin and E.P. Armendariz [1] have investigated the 
structure of T-rings whose singular simple modules are injective. 
When the ring has finite identity Theorem 2.10 provides a quick 
solution to this problem.
2.14 LEMMA [1, Theorem 1.1 (a)]
If the singular simple modules of a T-ring are infective then 
the ring is nonsingular.
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Proof. Let R be a T-ring whose singular simple modules are 
injective, and assume that Zo(R) = 0. Since S^(R) is the inter­
section of all essential ideals of R, for any minimal ideal 
M C S (R) the product S^(R)M = 0. Therefore M is nilpotent. But, 
by the hypothesis, M is injective and so is a direct summand of R. 
This means that M is generated by an idempotent: a contradiction
to the nilpotence of M. Therefore Z^(R) = 0.
2.15 THEOREM
If R is an indecomposable T-ring whose identity is finite and whose 
singular simple modules are infective3 then there are positive integers 
m, n, m <_ n, and positive integers v(l),...,v(n) such that R is 
isomorphic to the ring H of all blocked matrices whose (i,j)^ block 
is an arbitrary v(i) x v(j)-matrix over an additive abelian group
H . The groups H have the following properties.
(i) Each H. is a sfield.
(ii) If i ^ j and i  ^ {m,...,n}, then Hij 0 .
(Hi) If m _< i <_ n, then H is an (Hii»H^)-bivector space whose 
left dimension is b , say.
(iv) For each j, H.. c r
m<i<n
M(H. . ,b. . x b. .) . n  ij iJ
(v) If s, t e {l,...,n}, then there is a sequence
s = r(1),...,r(p) = t of indices such that for each r(j) there is an
i e {m,...,n} with the property that both  ^0 ant?
H. t 0.ir (j+1)
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Conversely, the ring H is an indecomposable T-ring whose 
singular simple modules are injective and whose identity is finite.
Proof. Let R = R/S^(R) and note that, since S^(R) is a 
two-sided ideal of R, R is a ring whose ideals coincide with its 
R-submodules. Since R is a singular R-module, every minimal ideal 
of R is a direct summand and so is generated by an idempotent.
Let e e R be a primitive idempotent which is not in (R). By 
hypothesis, R has essential socle, so it has a minimal ideal 
M C Re = Re/S(Re). If M is generated by an idempotent f then 
ef 4 0, since fe = f and f2 = f. Therefore M is generated by the 
idempotent f = ef e eRe. By Lemma 2.4, eS (R) = 0 which implies
-L Xj
that eRe n S^(R) = 0 and, therefore, eRe and eRe are isomorphic 
rings. Since e is the only idempotent in eRe, f = e. Therefore, 
Re is a minimal ideal. It follows that S(Re) is the unique 
maximal submodule of Re and that eRe is a sfield. Consequently, 
if e^ e R is also a primitive idempotent, then eRe^ ^ 0 if, and 
only if, Re - Re^. This proves that H satisfies conditions (i) 
and (ii). The rest of the theorem is the same as in Theorem 2.10.
Now consider the converse. It is clear that every factor 
module of H has non-zero socle, hence every cyclic H-module has 
non-zero socle and, therefore, H is a T-ring. Every singular 
simple H-module M is isomorphic to H11 1 /S (H11 1 , for some
i e {l,...,m-l}. Consequently, the only ideals which have M as 
homomorphic images are the ff|l|g . 1 £ J < v(i). and their sums.
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Hence every homomorphism from an ideal of H to M can be extended 
to a homomorphism from H to M. Therefore M is injective.
When R has infinite identity the problem appears to be 
difficult. It is still true that if e e R is a primitive idempotent 
then eRe is a sfield and S(Re) is the unique maximal submodule of 
Re, but these properties are no longer sufficient to guarantee the 
converse.
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CHAPTER 3
NONSINGULAR QF-3 RINGS WITH FINITE IDENTITIES
In this chapter the results of Chapter 2 are used to study 
nonsingular QF-3 rings. Finite dimensional QF-3 algebras were 
introduced by R.M. Thrall [34] as generalizations of T. Nakayama’s 
Quasi-Frobenius algebras [ 29 ]  , [31] . Subsequently, many authors 
have studied these algebras, and the concept has been generalized, 
in a number of ways, to rings. The definition used here is that 
originally given by Thrall. Despite the large amount of work done 
on QF-3 rings, it is clear, from the fact that the structure of 
Quasi-Frobenius rings is not yet known, that it is too early to 
hope for a complete understanding of arbitrary QF-3 rings. However, 
under the additional hypothesis of being nonsingular, the rings 
become more tractable.
R.R. Colby and E.A. Rutter Jr. [5] showed that a nonsingular
left, and right, QF-3 ring R is embeddable in a semi-simple Artinian
ring S in such a way that both RR is essential in RS, and R^ is
essential in S . Earlier, they [4] had obtained a similar result K.
for semi-perfect QF-3 rings which are also partially PP (some 
principal ideals are projective) rings. These rings are also 
nonsingular. This generalized the corresponding result for semi­
primary rings obtained by M. Harada [16], [17]. These authors 
showed that if the ring is also hereditary (all ideals are projective) 
then it is a product of a finite number of full blocked triangular 
matrix rings, each over a sfield. The last result had been obtained 
by H.Y. Mochizuki [25] for finite dimensional algebras. In this 
chapter, a representation of nonsingular QF-3 rings with finite
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identities is obtained, and then used to classify special cases.
These results generalize and strengthen those mentioned above.
3.1 DEFINITION A ring R is a Cleft) QF-3 ring if it has a 
faithful left module which is (isomorphic to) a direct summand of 
every faithful left R-module.
In this chapter all rings have finite identity, although some 
results are valid without this assumption. The following character­
ization of arbitrary QF-3 rings, due to Colby and Rutter Jr., is 
fundamental to the work in this chapter.
3.2 THEOREM [5, Theorem 1]
If R is a QF-3 ring (not necessarily with finite identity), then
it has a finite set of orthogonal 'primitive idempotents {e1,...,e1 }k i k
with the properties that I Re. is injective, has essential socle,
1 1
and is the (up to isomorphism) unique minimal faithful R-module.
Conversely, if a ring R has a set {e^,...,e^} of orthogonal primitive
n
idempotents such that I Re. is a faithful, injective ideal with
1 1
essential socle, then R is a QF-3 ring.
3.3 LEMMA
If R is a nonsingular QF-3 ring (not necessarily with finite identity),
then R has essential socle and every minimal ideal of R is isomorphic
to the socle of one of the ideals Re. of Theorem 3.2.
k 1
Proof. Let R = J Re. be the minimal faithful ideal of R 
i 1
given by Theorem 3.2. If x e R is non-zero, then xRe  ^0 and so 
there is a non-zero homomorphism <f>:Rx -* Re (given by rxcp = rxa, 
for some a e Re satisfying xa ^ 0). Since Re has essential socle,
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there is a minimal ideal M C Rxc{). Let K = M<j> ^. Then kercf) | is a
maximal submodule of K but is, by Lemma 2.3, not essential in K.
Therefore K = L @ kercj) | for some minimal ideal L - M. Therefore,K
every ideal R contains a minimal ideal and so the socle of R is 
essential. Since M is isomorphic to an S(Re^), every minimal 
ideal of R is isomorphic to the socle of an Re_^ .
It is clear from Theorem 3.2 that a nonsingular QF-3 ring with 
finite identity is a direct product of a finite number of 
indecomposable nonsingular QF-3 rings, so it is sufficient to study 
only the indecomposable ones.
3.4 THEOREM
th
If R is an indecomposable nonsingular QF-3 ring with a finite 
identitys then there are positive integers k, m, n with k <_ m <_ n 
and k = n - m + 1, and positive integers v(l),...,v(n) such that 
R is isomorphic to the ring H of all blocked matrices whose (i,j) 
block is an arbitrary v(i) x v (j)-matrix over an additive abelian 
group EL . The groups H have the following properties3 where 
property (t) ’ is the right dual of property (t).
(i) Each is a ring with a unique idempotent (the identity)
and each H.. is an (H..,H..)-bimodule. ij n  JJ
(ii) If m _< i <_ n then EL^ is a sfield.
(ii) ' If 1 <_ i k then H is a sfield.
(Hi) If 1 < i < k and j = n - i + 1 then H.. =H.. =H...~ “ ii JJ Ji
(iv) If for m _< i <_ n the left dimension of H _  is b_.^ , then
H „ C n M(H. .,b. x b. ). st —  . ii is itm<i<n
ij
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(v) If b <_ 1 < k  and i = n - i + 1 then Hq . = M(H ,b^g x l).
(vi) If i ^ j and m <_ j n then H
(vi) ' If i 4- j and 1 i k then H
ij
ij
0 .
0 .
(vii) If di e H then there is an i e such that H . d> ^ 0.st is
(viii) If 1 <_ s, t £  n then there is a sequence s = r (1),...,r(e) = t 
1 £  r(i) <_ n, with the property that for each r(i) there is a
j e (m,... ,n} such that both H . ... 4- 0 and H . .. ,,. ^ 0.jr(i ) jr(l+l)
Conversely y every matrix ring H with the above properties is 
an indecomposable nonsingular QF-3 ring with a finite identity.
Proof. Necessity. Let R be as in the theorem and let
(3.5) R = Re,., ©...© Re., ©...© Re. ... ®. . .© Re , . 11 ll lv (l) nv (n)
be a decomposition of R such that the e are orthogonal primitive
idempotents with the property that Re_ ~ Rest if» and only if, i = s
For simplicity of notation, denote e ^  by e^. In view of Theorem
3.2, it can be assumed that for a positive integer k <_ n each Re.,
k 1
1 £  i < k, is an injective ideal and  ^Re. is the minimal faithful
1 1
R-module. It follows from Lemmas 2.4 and 3.3 that for a positive 
integer m <_ n each Re^, m <_ i <_ n, is a minimal ideal and every 
minimal ideal is isomorphic to one of these. Since the Re^,
1 <_ i < k, are non-isomorphic injective ideals their socles are 
non-isomorphic minimal ideals. Therefore n-m = k-1 and it can be 
assumed that the indexing of the Re^ is done in such a way that if 
m _< i <_ n and 1 <_ j _< k then Re^ - S(Re_.) if, and only if, 
i = n - j + 1. It follows from Theorem 2.10 that R is isomorphic 
to a blocked matrix ring H which satisfies all the conditions stated
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in the theorem except (ii)’, (iii), (v), (vi)’ and the inequality 
k <_ m. So it is sufficient to show that H also satisfies these 
conditions.
(ii) ’ If 1 <_ i <_ k then Re^ is an indecomposable, injective ideal 
whose socle is therefore, a minimal ideal. Since Re^ is nonsingular 
it follows from Lemma 2.3, that End(Re^) - End(S(Re^)). Therefore 
H . . is a sfield.ii
(iii) If 1 < i < k and j = n - i + 1 then Re. - S(Re.) and so H. .“ - J i Ji
is a one dimensional vector space over H... Moreover, it follows,
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from the fact that End(Re )^ - End(S(Re^)), that H__ - H _  . <P t
e H^ ,. are non-zero then Re^.<j) ~ anc  ^ so t^ere is a homomorphism
a:Re_.(j) -> Re_.ip satisfying 4>06 = ip. Since Re^ is injective a can be
extended to an element of H... Therefore H . . is a one dimensionaln  ji
right vector space over FL .. Since H is a one dimensional left
vector space over H.. and since H . . - FL., it follows that H.., H . .J3 ii jj ii 33
and H . . can be identified.Ji
(v) It follows from the indexing of the Re. that if 1 <_ i <_ k
then b. . ^ 0 if, and only i f , j = n - i  + l and then b . . = 1. As 
Ji Ji
Re^ is injective, every homomorphism S(Reg) -> Re_^  can be extended
to a homomorphism Re -> Re., Therefore, by (iv) , H . = M(H..,b. x 1)s l J si JJ js
where j = n - i + 1.
(vi) ? If 1 _< i <_ k then, by Lemma 2.3, every non-zero homomorphism
4>:Re^ Re^ is a monomorphism. As Re^ is injective, Re_^<j> is a
direct summand of Re. and so Re.b = Re.. Therefore, i = i and
J i J
H. . = ij 0 if i * 3 .
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k <_ m. If k > m then conditions (vi) and (vi)' are incompatible 
with condition (viii): a contradiction. Therefore k <_ m.
Sufficiency. Let H be a matrix ring with all the properties 
stated in the theorem. Then it follows from Theorem 2.10 that H is 
an indecomposable, nonsingular ring with essential socle and a
finite identity. So it remains to show that H is a QF-3 ring. In
v I I ilview of Theorem 3.2, it is sufficient to prove that I H|1 | ^  is a 
faithful, injective ideal.
For each i e {m,...,n}, let e. denote the element |l il of H.
If (J> £ Hgt is non-zero then, by (iv) , $ = £ <J>^, where
m
6. e M(H..,b. x b. ), and so one A., say d>. , is non-zero. Therefore 1 11 is it 1 j
(p. M(H..,b.. x 1) 4- 0 and so, if i = m - j + 1  then it follows J 33 Jt
from (v) that | (p | ^  He^ , ^ 0. It can, similarly, be shown that if
k k
x is a non-zero element of H then x(£ He.) ^ 0. That is, £ He.
1 1 1 1
is faithful.
To show that He^, 1 <_ i <_ k, is injective, it is sufficient
to prove that for any ideal L of H every homomorphism L -> He^ can
be extended to a homomorphism H He_^ . Since S(L) is essential
in L and is a direct summand of S(H), it follows from Lemma 2.3
that it is necessary to show only that every homomorphism
<f>:S(H) -> He^ can be extended to a homomorphism :H -> He.. Let
I I s te denote the element |1| of H and let <f> :S(H) -> H e . be the
map which agrees with <p on S(Hegt) and kills the other S(He^).
The image 0f(})st is in S(He_^) - He^ , where j = n - i + 1, so cj)gt is
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determined by its action on L , the sum of the images of He_. in
He . As L. is a direct sum of b. minimal ideals (Theorem 2.10), st j js
b can be regarded as an f e M(H..,b. x 1). The matrix Ifl^ st 5 jj’ js 1 'st
is in H (condition (v)) and induces, by multiplication on the right,
a homomorphism <f>' :H -> He. which agrees with $ . Consequently,s ü i s t
<j> =  ^<j) can be extended to a homomorphism <j>' = £ <j> :H He..St S t 1s , t s , t
and, therefore, He^ is injective. This proves the theorem.
3 . 6  COROLLARY
A nonsingular QF-3 ring (with finite identity) is right nonsingulccr 
and has essential right socle.
Proof. This is an immediate consequence of Theorem 3.4 and 
the right dual of Theorem 2.10.
3 . 7  THEOREM
Let R be an indecomposable, nonsingular ring which has a finite 
identity and is a left, and a right, QF-3 ring. Then S^(R), and 
S (R), are direct sums of a finite number of minimal left, and 
right, ideals, respectively, and R is isomorphic to a matrix ring 
H which is described by Theorem 3.4 and the following additional 
property. (ix) If m i <_ n then each H has finite left dimension 
over H ...li
Converselyj if H is a matrix ring with the above properties, 
then H is an indecomposable, nonsingular ring which has a finite 
identity and is a left, and a right, QF-3 ring.
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Proof. Let H be the representation of R afforded by Theorem
il3.4 and let e. denote the matrix 1l il of H. It is clear that
e.H, 1 i <_ k, are minimal right ideals and that every minimal 
right ideal is isomorphic to such an e^H. Since these e_^ H are non­
isomorphic, it follows from the right dual of Lemma 3.3 that every
e.H, m _< j n, is an injective right ideal. For 1 i _< k let c . 
3 sl
be the right dimension of over H . Since right homomorphisms
are written on the left, it follows from condition (v) and its 
right dual, that if 1 <_ i <_ k and j = n - i + 1 then
H . = M(H. . ,b. x 1) and H. 
si 33 3 s 3s
M(H..,c . x 1). If b. is infinite 11 si js
then, from the first equation, c . > b. and, from the secondsi js
equation, b. < c a contradiction. Consequently, b. is finite,3 s si 3 s
b. = c and both S.(R) and S (R) are finite dimensional. The js si £ r
converse to the theorem follows immediately from Theorem 3.4 and 
its right dual.
A completely analogous argument shows that even without the
assumption that the identity of R is finite, the above theorem is
still true. It is, of course, necessary to use a different
representation of R. If H ’ is the representation of R afforded by
the decomposition R = Re_ ®...® Re, ® Re ®...® Re ® R(l-e),1 k m n
k n
where e = £ e^ + £ e., then it can easily be shown that e^H’,
1 m J
1 <_ i <_ k, is a minimal right ideal and that H ’ satisfies (an 
analogue of) condition (v). The rest of the proof is verbatim.
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3 . 8  COROLLARY
A nonsingulaw? QF-3 ring whose soole is finite dimensional is a right 
QF-3 ring.
3.9 DEFINITION A ring R with finite identity is a (left) 
partially PP ring if its identity has a decomposition 1 = £ e_^  into 
orthogonal primitive idempotents with the property that for every 
non-zero x e e_jRe_. the ideal Rx is projective. For simplicity, only 
such decompositions of the identity of a partially PP ring will be 
discussed. The ring R is a (left) PP ring if its principal ideals 
are projective. R is (left) (semi-) hereditary if its (finitely 
generated) ideals are projective. A module is locally oyolio if its 
finitely generated submodules are cyclic.
3 . 1 0  LEMMA
A partially PP ring is nonsingular.
Proof. Let 1 = [ e. be a decomposition, into orthogonal
primitive idempotents, of the identity of a partially PP ring R and
let x.. e e. Re. be non-zero. If £(x..) is the left annihilator of 
ij i 3 13
x.., then Rx.. - R/£(x..) and, since Rx.. is projective, £(xf.) is a 
13 13 13 13 13
direct summand of R. That is, £(x..) is not essential. Every x e R13
is a sum of x : therefore, R is nonsingular.
Let R be an indecomposable QF-3 and partially PP ring, and 
consider the decomposition (3.5) and the representation H, afforded 
by Theorem 3.4, of R. The image of a non-zero homomorphism 
<{>:Re^  -* Re_. is projective, so its kernel is a direct summand of 
Re_^  and, therefore, <j> is a monomorphism. Therefore it follows from 
conditions (v) and (vii) that every Re^ is isomorphic to a
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submodule of an Re., 1 < i < k. Therefore, the socle of each Re.
J ~  “  i
is indecomposable, and since, by condition (viii) , k = 1 and m = n,
every b =1. That is, all S(Re.) are isomorphic. It follows, ns l
from condition (v), that H.. = H .ll ni H , for all i, and, from nn
condition (iv), that H.. C H , for all i, j.ij —  nn
An equivalence relation can be defined on the set {Re^} by
relating two ideals if, and only if, they contain isomorphic
copies of each other. The resulting set of equivalences classes
{[Re_^]} is partially ordered by the relation: [Re^] [Re_.] if»
and only if, Re^ is isomorphic to a submodule of Re_. . This order
has a unique minimal element, [Re ], and a unique maximal element,. n
[Re^]. If [Re_^ ] and [Re^] have an equal number of classes smaller
than themselves, then they are not comparable: that is,
e.Re. = e.Re. =0. It follows that there is a sequence i 3 3 i
1 < h(l) <...< h(t) < n, h(i) e {l,...,n}, with the properties 
that if i<_ h(s) < j, then [Re_^ ] [Re_. ] ; and if h(s) < i, j h(s+l)
then different [ReJ and [Re_. ] are not comparable. This proves
the necessity of the following characterization of R. The 
sufficiency is clear.
3 . 11  THEOREM
If R is an indecomposable QF-Z and partially PP ring> then there
are positive integers n, v(l),...,v(n), h (1),...,h(t), with
1 < h(l) <...< h(t) < n, such that R is isomorphic to a blocked
thmatrix ring H with the following properties. The (i,j) block 
of an arbitrary element of H is an arbitrary v(i) x v(j)-matrix 
over an additive subgroup H _  of a sfield D. The groups H have 
the following properties.
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( i )  HijHjk - Hik’ f o r  a U  L > J* k‘
(ii) Each is a ring,
(Hi) Hil H = D, for every i
(iv) If i < h(s) and j > h(s), then H. , = 0o
(v) If h(s) < i, j <_ h(s+l) and £ 0, then H £ 0.
Conversely3 every matrix ring with the above properties is an
indecomposable QF-3 and partially PP ring*
3.12 COROLLARY
A (left) QF-3 and (left) partially PP ring is a right QF-3 and a right 
partially PP ring.
Now let the ring H, of Theorem 3.11, be a PP ring and, for i ^ j,
let a e e.H and b e e.H be non-zero elements such that Ha Hb ^ 0.1 :
Then H(a+b) = Ila + Hb and II(a+b) is a homomorphic image of He_^  0 He_.
under the function cp which maps e^ onto a and e_, onto b. If x e He^,
y e He_. and x + y e ker0, then xcf) = —y . Since H(a+b) is projective,
kerc}) is a direct summand of He^ 0 He^ and is, therefore, generated by
an idempotent f. Since eHIe^, e^ He^ , have only one idempotent each,
f = t_e. + r.e. + t~e. + r_e. , where e.r, = 0, e.r. = 0, t. e (0,1) l i  l i  2 ] 2 j 1 1 j 2 k
and at least one t^_, say t^ , is non-zero. This implies that the 
idempotent e^ + r^e^ is mapped by <p into Hb. Since He^ is indecomposable, 
He. = H(e. + r^e.) and He.cj) = Hb C Ha. Similarly if t„ = 1 then 
Ha C Hb. Hence, one of the ideals Ha, Hb is contained in the other.
Therefore, either there is a c e e.He. such that a = cb, or there is1 J
a c e  e.He. such that b = ca.J 1
This shows that if a e H., and 0 e H., , then either there is alk jk*
Y e H _  such that a = y0, or there is y e H such that 0 = ya,
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but since He. f He., not both. If H. . = 0  then Hb C Ha and, by i J iJ
restricting a,b to He,, it can be seen that H.. = D. As He.  ^He.
1 31 i 3
no element of H.. has an inverse in H .., so if H.. = D then H.. = 0.
!J 3 1 3i 13
This proves the first part of Theorem 3.13. Its converse can be
,kl I£ichecked by noting that if a = a„ la ., ,111 1 m ll
I , "k 1 I ,01b = j + ... + j8 I.. and Ha n Hb ^ 0, then it follows, from 1 31 m 1jl
condition (ix) and the fact that all H are in D, that either therest
is a ' e H.. such that each a. = y8., or there is a y e H. . such that13 1 i 31
each ß. = ya.. Hence one of the ideals Ha, Hb is contained in the 1 i
other. It follows that every principal ideal of H is projective.
3.13 THEOREM
An indecomposable PP and QF-3 ring is isomorphic to a matrix ring 
H satisfying Theorem 3,11 and the following additional conditionse
(vi) If i > j then H t 0.
(vii) If h(s) < i, j j< h(s+l) then H ^ 0. If3 moreover > 
h(s+l) > h(s) + 1 then H_^  ^ ^ D.
(viii) If i > h(s) 3^ j then H^^ = D.
(ix) If a e H.. , 8 e H.. , then either a c H ..8 or 8 e H. .a.ik jk ij ji
Conversely, every matrix ring H with the above properties is 
an indecomposable PP and QF-3 ring.
If the ring H, in the above theorem, is (semi-) hereditary,
then it can be shown, by an argument similar to the preceding one,
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that every indecomposable (finitely generated) ideal of H is a 
principal ideal. The rest of the proofs of the following theorems 
is also similar to the proof of the preceding result.
3 . 1 4  THEOREM
A ring is an indecomposable, s&mi-hereditary QF-3 ring if, and only 
ifj it is isomorphic to a matrix ring H satisfying Theorem 3.13 and 
the following additional condition.
(xi) Each H „  is a locally cyclic (left) B. ^ -module.
3 . 1 5  THEOREM
A ring is an indecomposable, hereditary QF-3 ring if, and only if, 
it is isomorphic to the ring of all blocked, lower triangular, 
finite matrices over a sfield.
It follows, from Theorems 2.12 and 3.14, that a semi-primary, 
semi-hereditary QF-3 ring satisfies Theorem 3.15 and is, therefore,
a hereditary ring.
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CHAPTER 4 
Q-RINGS
Injective modules play a central role in ring theory, so it is 
natural to try to classify those rings which are injective (as 
modules over themselves). The structure of these rings is very 
complicated and, in general, little is known about them. The usual 
approach at simplifying a problem by imposing chain conditions does 
not seem to work, as is demonstrated by the fact that Quasi-Frobenius 
rings (Artinian self-injective rings) have been studied intensely for 
decades but are still a mystery. Even the structure of group 
algebras of finite groups over fields, a very special case of Quasi- 
Frobenius rings, is not known, despite the fact that these algebras 
are of fundamental importance to group representations and have, 
therefore, been subjected to a lot of research. Consequently it 
appears that new types of restrictions are needed to simplify the 
problem.
An obvious type of restriction is the stipulation that the 
rings be "very injective", as it were. The class of rings whose 
ideals are all injective is a realization of this concept, but it is 
too small since, it is well-known and easy to prove that, it consists 
of the semi-simple Artinian rings. However, those rings whose ideals 
are injective only with respect to homomorphisms between their own 
submodules seem to be quite promising. This class appears to be not 
too large and yet is not too small - it certainly contains non 
semi-simple rings (e.g. Z/pnZ, where Z is the ring of integers and 
p is a prime). We devote this chapter to the study of such rings.
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4.1 DEFINITION A module M is quasi-injective if for every 
submodule N of M and every homorphism <J):N -* M there is an endo­
morphism of M which agrees with tj> on N. A ring is a Cleft) Q-ring 
if all of its left ideals are quasi-injective.
The fact that a Q-ring is injective follows from the well-known 
result that an R-module M is injective if every homomorphism from 
any ideal of R can be extended to a homomorphism from R to M. Cu­
rings were first studied in [20], This paper is mainly concerned 
with showing that certain well-known self-injective rings are not Q- 
rings. Its contribution to the structure of Q-rings is limited: the
main results obtained are that a semi-prime (square of non-zero 
ideal is non-zero) Q-ring is regular (every principal ideal is 
generated by an idempotent), and that the simple Artinian rings are 
the only prime (product of non-zero ideals is non-zero) Q-rings. 
Saad’s paper [32] shows that a Quasi-Frobenius ring is a left Q-ring 
if, and only if, it is a right Q-ring. The only other published 
article to deal with the structure of Q-rings is [19] which is a 
slightly condensed version of this chapter. Saad has published an 
article [33] on rings whose proper homomorphic images are Q-rings but 
it does not contribute to the structure of Q-rings.
Using methods which depend on the existence of non-central 
idempotents we determine the structure of indecomposable Q-rings 
which have more than one idempotent. In the process we make some 
contributions to the general theory. Unfortunately this is still 
embryonic. Nevertheless it can be seen, from the fact that every 
commutative self-injective ring is a Q-ring (Lemma 4.2), that the
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structure of an arbitrary Q-ring is very complicated.
We begin by showing that an indecomposable Q-ring with more than 
one idempotent has non-zero socle: this guarantees that it has
primitive idempotents. Then we show that it cannot have an infinite 
number of ideals with the two properties that the sum of the ideals 
is direct, and that each ideal has a non-zero homomorphic image which 
intersects the ideal trivially. Using this we deduce that if at 
least one minimal ideal is injective then the ring is simple Artinian. 
If the ring is not simple Artinian then every indecomposable 
injective ideal has a unique proper submodule and the socle of the 
ring is again essential. Finally we prove that the ring is Artinian 
and represent it as a full ring of matrices.
We need the following elementary, but often useful, character­
ization of Q-rings.
4.2 LEMMA [20, Theorem 2.3]
A ring is a Q-ring if3 and only if3 it is self-inyeotive and all of 
its essential ideals are two-sided.
Proof. It is well-known that a module is quasi-injective if, 
and only if, it is invariant under all endomorphisms of its 
injective hull [10, Proposition 3.1]. Since a Q-ring is self- 
injective and every endomorphism of a ring is realizable as right 
multiplication by an element of the ring, this means that every 
essential ideal of a Q-ring is a right ideal.
Conversely, let R be a self-injective ring whose essential 
ideals are two-sided, let L be an ideal of R and Re an injective 
hull, in R, of L. Then L © R (1-e) is a right ideal so
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(L ® R(l-e))eRe = LeRe is contained in L. Therefore L is 
invariant under all endomorphisms of Re so it is quasi-injective. 
Hence R is a Q-ring.
4 . 3  LEMMA
If e3 f are orthogonal idempotents in a Q-ring R such that fRe 4 0 
then fRe £ S(Re). If Re and Rf are isomorphic then they are both 
(finite) sums of minimal ideals. An indecomposable Q-ring with more 
than one idempotent has non-zero socle.
Proof. Let L be an essential submodule of Re. Then L ® R(l-e) 
is an essential ideal of R so, by Lemma 4.2, it is a right ideal. 
Hence,as f e R(l-e) the product f.fRe = fRe is in L ® R(l-e), which 
implies that fRe £ L. Therefore the intersection of all essential 
submodules of Re contains fRe, which means that fRe £ S(Re), since 
the intersection of the essential submodules of a module is the 
socle of the module. If Re - Rf then S(Re) contains fRe which 
generates Re: hence Re = S(Re). If R is an indecomposable Q-ring 
with idempotent e which is not the identity, then either eR(l-e) 4 0 
or (l-e)R 4 0. It follows from the first part of the lemma that the 
socle of R is non-zero.
4 . 4  LEMMA
If R is a Q-ring and {e | i e l } is a set of mutually orthogonal 
idempotents then only a finite number of e^ have the property that 
Re_^  has a non-zero homomorphic image in R(l-e ) .
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Proof. If not, then by Lemma 4.3 there is an infinite set 
(ou:Re R(l-e^)} of homomorphisms whose images are simple. If
0
.Re.a. is an infinite sum, then there is an infinite set I" such that I l i
((& Re,) L'1 Re.a. = 0, for all i e I". If only finite sums of Re.a.I.« j i 1
are direct, then there is an infinite set {Re.ou}^, of isomorphic
Re a , an<^ » t i^eref°re» it follows from the projectivity of Re^ that,
for all i,j e I*, there is a map :Re^ -> Re^ • In both cases, there
is an infinite set {<|> :Re -> R(l-e^) ,^, of homomorphisms satisfying
the conditions that ) Re.<j). is a direct sum and (® Re.) ^ Re.cj). = 0,Jn i i jn J i i
for all i s I". Let Re be an injective hull of ® Re,, in R and let
f f 1
<p : ® R e , ->• R(l-e) be the sum of all the cf>., i s  I". As R(l-e) isjit 1
injective, <j) can be lifted to a homomorphism $ : Re R(l-e). But 
this is a contradiction since, by Lemma 4.3, Re$ is a finite sum of 
minimal ideals. This proves the lemma.
4.5 THEOREM
Let R he an indecomposable Q-ving and e e R an idempotent. If Re 
is a minimal ideal then R is a simple Artinian ring.
Proof. By Lemma 4.4 the sum of all ideals isomorphic to Re is 
a finite direct sum. If Rf is this sum, then fR(l-f) = 0. Since 
Re is projective it is a homomorphic image only of modules which 
contain an isomorphic copy of it: therefore (l-f)Rf =0. As R is 
indecomposable this means that it is a sum of a finite number of 
mutually isomorphic minimal ideals. Therefore R is a simple 
Artinian ring.
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We now turn our attention to indecomposable Q-rings which have 
more than one idempotent but which, in view of Theorem 4.5, have no 
injective minimal ideals. For simplicity of expression we will 
refer to Q-rings with these three properties by the unimaginative 
special Q-rings. To proceed with our investigations we need the 
following two results. But first let us explain a few terms.
4.6 DEFINITION The Jacobson radical of a ring is the intersection 
of all the maximal ideals of the ring. A ring is local if it has 
only one maximal ideal. A ring is regular if each of its principal 
ideals is generated by an idempotent.
4.7 THEOREM [10, Theorem 5.1]
The Jacobson radical J of the ring of endomorphisms E of a quasi- 
inf ective module M is the set of all those endomorphisms whose 
kernels are essential in M. The ring E/J is regular1.
4.8 LEMMA [10, Proposition 5.8]
A quasi-inf ective module is indecomposable if3 and only if3 its ring 
of endomorphisms is local.
4.9 LEMMA
If e is a primitive idempotent in a special Q-ring R, then eRe is a 
sfield and Re has a unique proper submodule3 the set (l-e)Re.
Proof. First we will show that (l-e)Re 4 0. Assume that 
(l-e)Re = 0; then the ideals of eRe and the R-submodules of Re 
coincide and, as R is indecomposable, eR(l-e) ^ 0. By Lemma 4.8 the 
ring eRe has a unique maximal ideal, J say, which is not zero since 
R has no minimal ideals which are injective. Therefore there is an 
ideal L C J which has a simple factor module. As eRe is a local ring
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and as every image in R(l-e) of Re is a minimal ideal (Lemma 4.3), 
this means that there is a homomorphism from L to R(l-e). By the 
injectivity of R(l-e) this map can be lifted to Re : a contradiction, 
since by Lemma 4.3 every homomorphism from Re to R(l-e) kills J and 
hence L. Therefore (l-e)Re  ^0.
By Theorem 4.7 every element of J is annihilated on the left 
by an essential submodule of Re. Hence, by Lemma 4.3,(l-e)ReJ = 0 
and so J is an ideal of R. But every non-zero submodule of Re must 
contain the minimal ideal S(Re) 3 (l-e)Re ; therefore J = 0. That 
is, eRe is a sfield. Hence every non-zero element of eRe generates 
R.e and, as (l-e)Re generates S (Re) , the only submodule of Re is 
S(Re) = (l-e)Re.
4.10 LEMMA
The socle of a special Q-ring is essential.
Proof. Let R be a Q-ring and let Re be an injective hull of 
S(R). If f^, f^ e R(l-e) are orthogonal idempotents then, by 
Lemma 4.3, both f^Rf^ =  ^an<^  ^2^1 = ^ : so as R is indecomposable, 
both products f Re ^ 0, i = 1, 2. As R(l-e) does not contain any 
minimal ideals it does not contain any primitive idempotents 
(Lemma 4.9). Therefore R(l-e) has an infinite set {e } of mutually 
orthogonal idempotents such that each Re. has a homomorphic image in 
Re : a contradiction to Lemma 4.4. Therefore R(l-e) = 0 and S(R) is 
essential in R.
We are now ready to prove the main theorem of this chapter.
The following result about arbitrary self-injective rings will be
used.
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4.11 THEOREM [10, Theorem 5.6]
Let R be a self-injective ring with Jacobson radical J. If 
f ^ , ..., f are finitely many orthogonal idempotents of R/J then 
there are orthogonal idempotents e^, ..., of R such that the 
canonic epimorphism R -> R/J maps e onto f .
4.12 THEOREM
An indecomposable Q-ring with more than one idempotent is Artinian.
Proof. In view of Theorem 4.5 we need consider only special
Q-rings. Let R be a special Q-ring and assume it is not Artinian.
Then, by Lemmas 4.9 and 4.10, the set {M_^  | i e 1} of minimal ideals
of R is infinite. For each i e I let Re^ be an injective hull in R
of PR. It follows from Lemmas 4.3, 4.4 and 4.9 that only a finite
number of Re^, say R e ^ ^ ,  ..., R e ^ ^ ,  have proper homomorphic
images in R, and that these are minimal ideals, say M g (]_) »• • • ,Mg ^  .
If e is a finite idempotent then, since Re is isomorphic to a direct
sum of a finite number of Re^, the only minimal ideals which can be
homomorphic images of Re are the M g ^  .
Let e ’, e" be infinite orthogonal idempotents whose sum is the
identity and having the property that one of Re', Re" contains all
the ideals Re N , ..., Re , N , M *, ..., M , N. There are an t(l)’ t(n) s(l)’ s(m)
infinite number of minimal ideals which are homomorphic images of 
one of Re’, Re" and are contained in the other. For assume that this 
is not true, and let Re| (respectively, Re^) be an injective hull in 
Re" (respectively, R e ’) of all images of Re ’ (respectively, Re") 
which are in Re" (respectively, Re'). If the M g ^ are in Re’ and
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if Re C Re' is an injective hull of \ M ..., then, since both
i=l SU;
idempotents e!^ + e and ej are finite, the ideals R(el^  + e) and
ReI have no homomorphic images outside themselves (in R). Therefore 
the ideals R(e' + e’ - e" - e) and R(eM + e" + e - e ’) annihilate 
each other: a contradiction, since the ring
R = R(e’ + e| - e” - e) ® R(e" + e” + e - e|) is indecomposable.
If the M are in Re" then we can again obtain a contradiction, s(i)
by a completely analogous argument. Therefore one of the ideals 
Re', Re", say Re', has an infinite number of homomorphic images in 
the other, Re".
As all are mutually non-isomorphic minimal ideals it follows 
that for every pair (i,j) e I x I there is an element x e £(M ), 
the left annihilator of H , with the property that xM. 4 0. By 
Theorem 4.7, there is an element y e R such that yx is an idempotent 
modulo the Jacobson radical J of R having the property that 
x + J = ryx + J,for some r e R. By Theorem 4.11 there is an idem-
potent f e R such that f + J = yx + J. Therefore f e £(M,) and
fM 4 0, that is, M is a homomorphic image of Rf. This result 
enables us to pick out an infinite number of orthogonal idempotents 
with the property that each ideal generated by such an idempotent 
has an image outside itself, thus contradicting Lemma 4.4.
It was shown that the set I. = {i e i |m . C Re" and e ’M. 4 0} 
is infinite. Let j e 1^ and let f^ e £(M_.) n Re ' be an idempotent
such that f_ M. ^ 0  for some i e I.. Then one of fn , e' - f^ does0 l 1 0 0
not annihilate, by left multiplication, an infinite number of
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PL, i e 1^. Denote it by fj and the other idempotent by f^. By a
completely analogous argument we can show that is the sum of two
orthogonal idempotents f^, f^ with the property that an infinite
number of M., i e 1^, are homomorphic images of Rf^. As this
procedure is clearly inductive, we can pick, for each positive
integer n, an idempotent f e Re' such that all the f are orthogonaln n
and each Rf^ has a non-zero homomorphic image in Re*. But this is a 
contradiction to Lemma 4.4: therefore our original assumption is
false. That is, R is Artinian.
To complete the determination of the structure of special Q-rings 
we now represent them as rings of matrices.
4.13 DEFINIT ION For an integer m _> 2, a sfield D, and a null 
D-algebra V whose left and right D-dimensions are both equal to one, 
let H(m,D,V) be the ring of all mxm matrices whose only non-zero 
entries are arbitrary elements of D along the diagonal and arbitrary 
elements of V at the places (2,1), ...» (m, m-1) and (l,m).
4.14 THEOREM
Every special Q-ring is isomorphic to an H(m,D,V); conversely3 every 
H(m,D,V) is a special Q-ring.
Proof. Let R be a special Q-ring; then, by Theorem 4.12 and
Lemma 4.9, there is an integer m _> 2 and a set (e. | 1 < i f  in) of
mutually orthogonal primitive idempotents such that 
m
R = ® Re.. As the only minimal ideals of R are the socles of the 
i 1
Re^, it follows from Lemma 4.9 that every minimal ideal is the
image of an Re^. If a minimal ideal M is the image of an Re^, theny 
as Re^ is projective it follows from Lemma 4.3 that M is not the
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image of any other Re., that is, e_.M = 0 for all j 4 i. Therefore
each Re_^  determines uniquely that Re_. whose socle is the image of
Re. and that Re, which has S(Re.) as a factor module. As R is l k l
indecomposable,a standard argument shows that we may assume the e  ^
to be indexed in such a way that S(Re^) is the image of Re^+  ^ if
1 < i < m-1 and S (Re ) is the image of Re., .
—  —  m  1
We know that R - Hom^(R,R) which is isomorphic to H, say, the
ring of all m x m matrices where <|> e HomR (Re_^ , Re ) = H .
It follows from the preceding paragraph that the only non-zero
entries of H are along the diagonal and at the places (2,1), ...,
(m, m-1) and (1, m) . As each Re_^  is injective and e_^Re^ is a sfield,
it follows that H.. - Hoiil li R
of Re. then H .. - Honu 
J JJ R
S(Re.), S(Re.) . If S(Re.) is the image
S(Re^), S(Re^)], therefore all the sfields
are mutually isomorphic; H - D, say, for all i. Moreover,
each non-zero H.. is a one dimensional left vector space over H..ij ii
and a one dimensional right vector space of H, Hence all the
non-zero H are mutually isomorphic D-bivector spaces, all iso­
morphic to V, say. As H „ H  ^ = 0, the space V is a null algebra. 
Therefore R - H(m, D, V).
We now prove the converse: we show that H = H ( m ,  D, V) is a
special Q-ring. First we show that H is injective. For any i let
e. e H be the matrix whose only non-zero entry is 1 at the place
(i, i) . If L C H is an ideal then L = L @ L0 where L C He. and —  1 2  l — i
L2 n ^6i = h°moinorPhiSI11 from to He^ can be lifted to an
endomorphism of He^. If there is a homomorphism <|> from to He., 
then contains a direct summand isomorphic to He. (j = i+1, if
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i / m; j = 1 if i = m), and kercj) is a complement to this summand. 
Consequently every homomorphism from L to He_^  can be lifted to H, 
that is, He_^  is injective. Therefore, as H is a finite sum of 
injective ideals, it is itself injective. For any element x e H it 
is clear that xH C S(H) + Hx. Therefore every essential ideal of H 
is two-sided. Now we apply Lemma 4.2 to deduce that H is a Q-ring. 
Since H is indecomposable and not simple it follows from Theorem 4.5 
that it is a special Q-ring.
It may be worthwhile to point out that the last two paragraphs 
of Theorem 4.12, combined with Lemma 4.3, are a proof of the following 
result about arbitrary Q-rings.
4. 15 LEMMA
If e is an idemipotent in a Q-ring R then Re has at most a finite 
number (-possibly zero) of homomorphic images in R(l-e).
The author included the following conjecture as a Remark in 
[19], but while writing this thesis he was not able to reproduce the
"proof".
Conjecture
Every Q-ring is a direct sum of a finite number of Q-rings which 
have more than one idempotent and a Q-ring whose idempotents are all 
central.
The conjecture is true if, and only if, every ideal in a Q-ring 
is contained in a unique smallest ideal generated by a central 
idempotent. This is equivalent to the condition that the inter­
section of all ideals which have, in the ring, a common homomorphic 
image disjoint from them is non-zero.
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It is clear that Q-rings which satisfy the conjecture have this 
property. To show the converse, let L be an ideal in a Q-ring R, 
f a central idempotent such that L C Rf, and let Rf^ , fg an idem- 
potent, be an injective hull of L. As Rf is injective fgRf # 0, 
which implies that fgf ^ 0. Since Rf = Rf f ® Rf (1-f) and L £ Rf 
is essential in Rfg, the ideal Rfg(l-f) is trivial. Therefore 
Rfg £ Rf, It follows that the intersection of all ideals which are 
generated by central idempotents and contain L, coincides with its 
injective hull. Let Re, e an idempotent, be this two-sided ideal.
If x e R(l-e) then ex e Re n R(l-e), that is ex = 0. If (1-e) Re ^ 0 
then there is a minimal ideal M C Re which is a homomorphic image of 
R(l-e) (Lemma 4.3). Moreover, for any central idempotent f with the 
property that Re <_ Rf, the product (l-e)f ^ 0. This means that each 
Rf contains an ideal R(l-e)f which has M as an image. By assumption, 
the intersection K of these ideals is non-zero. But as each 
R(l-e)f = Rf(l-e) is contained both in R(l-e) and in Rf, the ideal K 
is contained both in Re and R(l-e) : a contradiction. Therefore
(l-e)Re = 0 and e is a central idempotent, since Re and R(l-e) 
annihilate each other. Hence Re is the unique smallest ideal which 
contains L and is generated by a central idempotent.
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CHAPTER 5
LEFT GENERALIZED UNISERIAL RINGS
The first step in obtaining a deep understanding of rings is to 
determine the structure of Artinian rings. Contrary to popular 
opinion, this has not been done. The difficulty is that an Artinian 
ring lies almost completely in its radical which, being nilpotent, 
is quite amorphous. One, if not the only, way of overcoming this 
difficulty is by finding a method of determining the structure of 
rings from their ideal lattices - a very important problem in itself. 
From this aspect, the simplest non-trivial rings are those which are, 
both as left and as right modules, direct sums of ideals each having 
a unique composition series. Such rings are called generalized 
uniserial.
To develop a theory of modules it is desirable, if not completely 
indispensable, to know which rings have the property that their 
modules are direct sums of cyclic modules. These rings, necessarily 
Artinian, were first studied by G. Köthe [23] in 1935 and are, 
therefore, called Köthe rings. Köthe showed that in the commutative 
case, generalized uniserial rings are the only Köthe rings. In 1940 
T. Nakayama [30], [31] introduced generalized uniserial rings and 
showed that they form a proper subclass of the class of Köthe rings.
He also showed that generalized uniserial rings are the only Köthe 
rings whose indecomposable left and right modules are homomorphic 
images of principal ideals generated by primitive idempotents. So it 
is clear that generalized uniserial rings play a special role in the 
theory of Köthe rings.
It is an indication of the scarcity of ring-theoretic tools that,
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despite considerable effort (if the volume of literature is a 
measure), limited progress has been made in determining the 
structure of generalized uniserial rings - rings which are really 
very simple. Because the literature on the subject is extensive, 
it would be too space-consuming and, in view of the contributions 
of this chapter, rather futile to survey it. However, two results 
will be mentioned. I. Murase [26], [27], [28] has determined the 
structure of large classes of generalized uniserial algebras. He 
showed that his algebras have bases (over their ground sfields) 
which are closed under multiplication, and specified the multiplica­
tion on each basis. One can hardly do better than that. 
Unfortunately his methods are inapplicable to the general case. 
Murase’s work depends on H. Kupisch’s [24] result that if 
(Re^|l _<_ i <_ n) is a complete set of non-isomorphic indecomposable 
non-nilpotent ideals in a generalized uniserial ring R with radical 
W, then the e^ can be indexed in such a way that
We./W2e. - Re. .-/We..- when 1 < i < n, and We /W2e - Re../We., l l l+l l+l —  n n 1 1
when We^ / 0. Although the author has not read Kupisch’s proof 
of this theorem (he does not read German), he believes that it is 
similar to that used to prove a more general result in this chapter.
Throughout the rest of this chapter all rings and modules are 
left Artinian.
5.1 DEFINITION A module is uniserial if it has a unique 
composition series. The length d(M) of a uniserial module M is the 
length of its composition series. A ring R is left uniserial if R 
is uniserial. R is left generalized uniserial if RR is a direct sum
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of uniserial modules. R is (generalized) uniserial if it is both 
left and right (generalized) uniserial.
The literature on left generalized uniserial rings contains 
little of significance so it will not be discussed. In this chapter 
the structure of (left) generalized uniserial rings is determined 
by representing the rings as matrices over (left) uniserial rings.
The structure of these is intimately connected with that of sfields, 
so the two are here lumped together, in true ring-theoretic fashion, 
as important building blocks which are assumed to be known - because 
they are too difficult to study. The representations are obtained 
by deducing how the ideals fit together, and then constructing all 
rings with such ideal lattices. The methods used are quite general 
and are applicable to any class of Artinian rings whose ideal 
lattices can be ascertained. The chapter closes with a converse 
to Nakayama's theorem.
Throughout this chapter R is an indecomposable left generalized 
uniserial ring, and
(5.2) R = Reni ® ... ©Re.- © ... ©Re. ... © ... © Re , .01 ll iv(i) w v(w)
is a decomposition of R into uniserial left ideals having the
property that Re.. - Re if, and only if, i = s. For simplicity ij s t
of notation, the idempotent e ^  will be denoted by e^. The reason 
for beginning the indexing of the e^ at 0 will become apparent later. 
The Wedderburn radical of R is denoted by W, and for any R module M 
the quotient module M/WM is denoted by M. For proofs of the following 
well-known facts, as well as for other elementary facts about 
Artinian rings which are used without specific reference, the
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reader is referred to [2] or [6]. Every simple R-module is iso­
morphic to an Re^. The composition series of Re^ is
Re. = W^e. 3 We. D ... D Wte. = 0, where t = d(Re,). If M is a
l  l —  l —  —  l  l
uniserial R-module then e.M = M, for some e., hence M is a homo-l l
morphic image of Re^ and so the composition series of M is
M = W^M 3 WM £  ... 3 W ^ ^ M  =0. If M and N are uniserial R-modules 
such that M - N then one of M, N is a homomorphic image of the other.
We now begin the proof of the main theorem. For each idempotent 
f £ E = {e^|0 <_ i <_ w} define inductively a sequence 
s(f) = fß, ..., f , .... of elements of E by the rule that f^ = f 
and that, for i >_ 0, f is the unique element of E with the 
property that Wf_^  is a homomorphic image of Rf_^ + .^ The idempotent 
f^+  ^ is unique in E, since if Wf^ is a homomorphic image of both
Re and Re then Wf. - Re - Re , which implies that Re - Rep q  i p q  p q
and so, by the definition of the e., e = e . The sequence s(f)l p q
may be finite or infinite. It is finite if, and only if, Wf = 0m
for some m. If s(f) is infinite then there are integers t 21 0 and
n > 0 with the properties that all the idempotents f^, ...» f are
distinct, and that f =  f  if, and only if, i, i are non-t+i t+j
negative and congruent modulo n+1. In this case, it is convenient
to re-index the sequence s(f) so that f becomes f^. Therefore s(f)
is either the finite sequence f^, ..., f^, or the infinite sequence
f ,..., f f  ,... where, for non-negative i,j, f. = f.-t 0 n l j
if, and only if, i = j mod(n+1). It follows that a non-zero
W f is a homomorphic image of Rf^+g but is not an image of any other
Re, e e E.
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It is clear that if two sequences s(e^), s(e_.) have a common 
term then they have a common subsequence. Consequently the 
relation, between the sequences s(e^), of having a common term is 
transitive. Let F C E be the set of e. for which s(e.) has a term
—  l i
in common with sCe^), and let e e E and f e F. If eRf / 0, then 
there is a non-zero homomorphism from Re to Rf, and so one of the non-
g
zero W f is a homomorphic image of Re. Therefore e is a term of s(f), 
which means that s(e) and s (e^) have a term in common: hence e e F.
If fRe ^ 0 then a similar argument shows that again e e F. It follows 
that if g = i f then the ideals Rg and R(l-g) are two sided since
F
they annihilate each other. As R is indecomposable, this means that
Rg = R, and therefore F = E. Hence any two sequences s(e^), s(e_.)
have a common term. Consequently, either all the sequences s(e^) are
finite or they are all infinite.
Assume that all the sequences s(e^) are infinite, and let s(f)
and s(f’) be any two. Then s(f) = f ,...,f_^,fg,...,f jf^,...»f^,...:
where the terms f. for i < -1, are distinct, and the terms f f  l —  O n
repeat infinitely as a block (in that order); and
s(f!) = f? ,. . . ,f ’ ,... ,f', f’,...,f 1 ,..., where the block -s 0 m 0 m
f f? repeats and the f!, for i < -1, are distinct. It can be
seen that a sequence s (e), which is common to both s(f) and s(f’),
contains all the terms f_,...,f and f f ’ ; that therefore n = m;U n U m
and that f „,..., f is the sequence f I , f ,f' ,f',... ,f f. . ,0 n j j+1 m 0 j-l
for some j e {0,...,m}. Consequently, if s(e) is a maximal sequence 
common to both s(f) and s(f’), then e is one of the mutually distinct
idempotents f^, f i  _< 0.
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To simplify the discussion we make the following definition, 
which is not intended to be appropriate in any wider context.
5.3 DEFINITION The ring R has the FS (respectively, IS) 
property if all sequences s(e^) are finite (respectively, infinite).
We partition the index set (0,...,w), and re-index the 
idempotents e^, so as to take into account how the s(e^) fit together. 
If R has the IS property then the set {0,...,n}, n w, will be used 
to index those idempotents which form the block of repeating terms
in each s(e), the indexing being such that We_^  - Re^+^, where 
addition of subscripts is taken modulo n+1. In fact, the set 
{0,...,n} will be regarded as an additive cyclic group. If R has the 
FS property then the set {0,...,n} will be used to index any maximal
sequence s(e), the indexing being such that We^ - Re^_^, ^or 
0 _< i < n. The set {n+l,...,w} is partitioned by defining, 
recursively, mutually disjoint subsets I(t (1),...,t (s)) as follows.
If t e (0,. . . ,n} then I (t) = {i | n+1 i <_ w and We_^  - Re^} . If the 
set I(t (1),...,t (s)) has been defined, then for every element 
p e I (t (1),...,t (s)) there is a, possibly empty, set 
I (t (1) ,... , t (s),p) = {i|n+l < i < w and We. - Re }. The sets-  -  l p
I (t (1),...,t (s)) are not only mutually disjoint but they are uniquely
determined by the sequences t (1),...,t (s). For if m is an element
of both I (t (1),...,t (s)) and I (p (1),...,p (q)) then,
We - Re , N - Re , N which implies that m t(s) p (q)
I(t (1),...,t(s)) = I(p(l),...,p(q)) and that p(q) = t(s). This 
argument, applied consecutively to t(s) = p(q), t(s-l),..., shows
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that t(s) = p(q) , t(s-l) = p(q-l), . .., t(l) = p (1) and that s
For m £ I (t (1),. . . , t (s)) , if the sequence s(e ) is finite thenm
s(e ) !t(s)’ et(1)* et(l)+l’ •••» en 5 and lf s(en) 1S
infinite then s(e ) m em 9tet(a)9 **• ,et(l),et(l)+l,•••,en,e0,•••,en,
'0 * * ‘ *
It is clear that if We^ is a homomorphic image of Re. then 
d(Re^) £  d(Re_.) + 1. Consequently, if e^, e_. are the pt 1^ and qt 1^ 
terms respectively, of a sequence s(e) and if q _> p, then 
d(Re_^ ) £  d (Re_.) + (q-p) . By considering the minimum values that the 
numbers (q-p) can have, we deduce the following relations between
i
the lengths of the Re^.
5.4 LEMMA
If R has the FS property then the following inequalities hold.
(a) If i,j £ {0,...,n} then d(ReJ £  d(Rei+ )^ + j, whenever 
i + j £ n, and so d(Re^) £ n + 1 - i.
(b) If i £ I(t(s),...,t(1)) and j £ {t(s),...,n} then
dCRe^) £ d(Ret^ )  + k, whenever 1 £  k £ s
and so 
5.5 LEMMA
d(Re_^ ) £ d(Re_.) + s + j - t(s) 
d(Re_^ ) £ n + 1 + s - t(s) .
If R has the IS property then the following inequalities hold.
(a) If i, j £ {0, .. . ,n} then d(Re^) - j £ d(Rei+ .^) £  d(Rei) + n + 1 
where addition of subscripts is taken modulo n + 1.
(b) If i £ I(t (s) ,...,t (1)) and j £ {0,...,n} then
60
d (ReJ £  d(Ret(-k )^ + k,
d (Re. ) £  d (Re.) + s + j - t (s) ,
whenever 1 £  k £  s 
whenever j £  t(s)
d(Re^) £  d(Re^ .) + n + 1 + s + t(s) - j, whenever j < t(s)
The structure of R is determined by using Corollary 1.6 to
represent it as a ring of matrices. To do this, we need to know the
structure of the groups H.. = Hoin (Re.,Re.) and the multiplication inij R 1 J
U H... The Re. are left uniserial modules so each H.. is a left i,j id i kJ
uniserial H__-module. This is proved by showing that for any two 
elements £ H.. one of the H. .-submodules H. .d), H..0 is containedij li li li
in the other. If Re.il C Re.d) then there is an x £ R such thatl —  l
e^ijj = x(e^0) = e.xe^ tj). If p £ H__ is that endomorphism of Re^
that is given by e_^ p = e^xe »^ then e_^ (p(j)) = (e^ xe^ cf)) = e^ ip and so
pcf) = ip. Therefore C . Similarly, if Re^ cf) £  Re_^ then
£[__(}> C I k N o t e  that this argument shows that H__({) is the set of
homomorphisms from Re_^  to Re^ cf), and therefore the length of H is
equal to the number of distinct non-zero homomorphic images of Re_^
which are in Re.. The composition series of the left H..-module H..
J n , d(H..) 11
is denoted by H., = H . . ^ H . , 3 ... 3 H . . = 0.ij i j  -  i j  -  -  ij
From the construction of the sequences s(e^) it is clear that 
H ^ 0 only if e_^  is a term of s(e ). If R has the FS property, then 
each Re_. has at most one submodule which is a homomorphic image of 
Re. and therefore . = 0 for all i,i. In this case, e. is a terml ij ,J i
of s (e_.) only if: j £  i £  n ; i, j £  n+1 and j £ I(...,i,...); or 
j £  n+1 > i and j £ I(k,...) for some k £  i. If R has the IS 
property and i,j £  n+1 then ^ 0 only if j £ I(. . . ,i,. . .) . If
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i _< n then it can be shown, by an example, that all the H may be 
non-zero. Moreover, if i,j,k e {0,...,n} then it follows, from
Lemma 5.5 and the fact that V^ e^ . ~ Re whenever j = i+t mod(n+l) ,
that
d(H ) - 1 £  d(H ) 1  d(H ) + 1,
(5.6) d(H ) - 1 £ d(H.k) <. d(H ) + 1, and
d(H. ..) - 1 < d(H .) < d(H. .) + 1. ij kj -  ij
Still under the assumption that R has the IS property, let a be the
maximum d(H_), for i,j z {0,...,n}. As each H _  is a homomorphic
image of H.., a = d (H, , ) for some k. It follows from (5.6) that li kk
every d(H^k) is either o-l or a and that, therefore, each d(H^)
is either o-l or a. Hence if i,j z {0,...,n} then
d(H ) e {a-2,a-l,o}. Consequently, if i e{0,...,n} and
i z {n+l,...,w} then d(H.,) < a and in fact, it can be shown,
13 “
by example, that d(H_) can take any non-negative value not greater 
than a.
There is a deeper relationship between the rings than merely
between their lengths. For i,j z {0,...w} let K = W1^ .^ be that
image of Re^ in Re_. which has the greatest length, and let
G = End (K). As Re. is uniserial the function T, which maps an R 3
endomorphism of Re_. onto its restriction to K, is a ring homomorphism
from H., to G. If d> z H. . has trivial kernel (that is, if 6 i .)
33 33 33
then so has <J>T and hence cf>¥ { G"*-. Therefore T induces an embedding
of the sfield H.. into the sfield G. 33
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Assume that i, j e {0,...n}. It follows from the periodicity
of the composition series of Re. that 1 < t < n. If it e H?. thenJ “  ~  JJ
Re^ c}> has d(H^)-p distinct endomorphic images of Re^ . Between any
two consecutive endomorphic images of Re^ . there is an endomorphic
image of K, consequently Kcj) = K.(b'F) has d(H )-p = d(G)-p distinct
phomomorphic images of K and, therefore, <}>¥ e G . In fact, if 
<J> £ H^ "!"^  then tj)l { G^ ^ . Hence cf> e kerT if, and only if, G^ = 0.
As d(G) = d(H_) e {d(H_.^)-l, d(H^ ._.)} either f is a monomorphism 
(when d(H^) = d(H^)), or ker'F is the socle of H_.^  (when 
d(H_) = d(H_._.)-l), Therefore T induces an embedding of
J /n\
G_. = j /Hj j y into G. Because K is a homomorphic image of Re^ its
ring of endomorphisms G is a factor ring of H : hence
G - G^ = . Consequently, 'F induces an embedding $ of G^,
into G^ with the property that L is a left ideal of G_. if, and only
if, L$ = G.$ n L ’ for a left ideal L' of G..J • i
Consider the case when H_._. is a (right as well as a left) 
uniserial ring and has a proper ideal. Let J be the largest homo­
morphic image, in K, of Re_. . If it : Re^ -> J is the canonic projection
and <f> e F = End(J), then trJ) e . As H^ _. is a cyclic right H -
module, for every pair of elements <j>,  ^ e F there is a 3 e H. . suchJJ
that TTcj) = Trip3 » and so cj) = i p ß . The action of 3 on J is merely that of 
31 j : therefore F is a cyclic right module over its subring of 
restrictions to J of endomorphisms of Re_. . Hence every element of 
F is such a restriction, that is, every endomorphism of J can be 
extended to an endomorphism of Re.. Consequently, the ring homo-
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morphism from G to F, which maps an endomorphism of K onto its
restriction to J, is an epimorphism. As d(F) = d(H_._.)-l and
d(G) e {d (H4 )-l ,d (EL .) } it follows that either F - G or F - G/S(G).
In terms of H.. and H.., this means that G. - G. when 11 11 J i
d(H..) = d(H..)-l, and G ./S(G.) = G./s(G.) when d(H..) = d(H..). ij JJ J J i ’ i iJ 11
If, moreover, G is uniserial then, from a similar argument it 
follows that, every endomorphism of every endomorphic image K' of K 
is the restriction to K* of an element of G. Therefore every 
endomorphism of K 1 can be extended to an endomorphism of J and hence 
to an endomorphism of Re^ . . Hence the ring homomorphism T is an 
epimorphism: so G. - G^.
The number of composition factors of Re. which are isomorphic
w
to Re^ is equal to d(H_), therefore d(Re^) I d(H ). Appiying 
i=0 ^
this formula to Lemmas 5.4 and 5.5, we obtain the following 
relations.
5.7 LEMMA
If R has the FS property then the following inequalities hold, 
(a) If i,j e {0,...,n} then
l
k=i d ( H k i >
< j-i + l d(H ) 
k=j kJ
if j > i
I d(Hk .) < n+1 - i .
k=i
and so
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(b) If j e {0,... ,n}, i s I(t(l),...,t(s)) and j _> t(l) then
l d(Htfkl i} + I d(H ) £ S - p  + 2 d(Ht(k) t(p)) + I d(Hk,t(p))k=2 k=t(l) k k=2 k=t (1) ’
when 2 < p < s
n
<_ s-j + t(l) + \ d (H .) , and so
k=j kj
<_ n+1 + s - t (1) .
5.8 LEMMA
If R has the IS property then the following inequalities hold, 
(a) If i,j £ {0,...,n} then
I d(Hki) j 1 k^Q d(Hk,i+j) - n+1 j + d(Hki^k=0
where the subscript i+j is taken modulo (n+1).
(b) If i £ I(t(l),...,t(s)) and j £ then
) + I d O k J  < s-p + \ d(H ... w  ,) + I d(H.
s
1 d^t(k) i/ ' L '*N“ki k=2 tW,:L k=0 k_2 t(k),t(p) k,t(p)
when 2 <_ p <_ s
£ s+j - t(l) + I d(Hk ) » ^hen j _> t(l)
k=0
<_ n+l+s+t(l)-j + I d(H ), when j < t(l)
k=0
We investigate the product H..H when H.., H., and H . are allij Jk ij JR ik
non-zero - the other cases are trivial. First consider the case
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when i,j, k e In this case let r, s and t be the smallest
IT S tintegers such that We, - Re,, W e. - Re. and W e.- Re,,j l k l k j
respectively. It follows from previous discussion that 0 r, s, t _< n.
If e HP_. and ip e then, form the periodicity of the
composition series of Re. and Re, , it follows that e.d> e W^e., whereJ k i J
Qb = r + p(n+l), and e.i^  e W e , where c = t + q(n+l) : thereforeJ k
e^(pip e W™ e^, where m = r +t+(p+q) (n+1) . As (pip e this means
that either r+t = s or r+t = s+n+1. So if s _> t then r+t = s,
and if s < t then r+t = s+n+1. Hence (hip e if s > t, andlk —
cpip e if s < t. Consequently, if i,j,k £ {0,...,n}, then
(5.9) H?.H? i] ]k
,p+q
Tp+q+i
k < j < i 
j < i < k 
i < k <  j
j < k £  i 
k < i < j 
i < j < k.
This can be stated more simply as follows: if k,s, t e {0,...,n}
and i = k+s mod.(n+1) and j = k+t mod.(n+1) then
(5.9a) HP .Hqv ij 3k
rp+q
iP+q+i
if s > t
if s < t
Now consider the case when i, j e {0,...,n} and 
k e {n+l,...,w}. Then k £ !(£,...), for some l £ {0,...,n}, and,
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by examining the sequence s(e1 ), it can easily be seen thatK.
Hq = Hq H for every q _> 0. Applying equations (5.9) to thisJ K. J X/ X/K.
formula, we get
(5.10) HP.H\
Tp+q
o+q+l
if
£ < j < i 
j < i < £
i < £ £ j
i < £ < i 
£ < i < j 
i < j < A
Or more concisely, if i = £+s mod.(n+l) and j = £+t mod*(n+l) 
where s, t e {0,...,n} then
(5.10a) HP .Hq ij 1^
xp+q
rP+q+1
if s > t
if s < t,
Finally consider the case when both j,k e {n+l,...,w}. In this
case = 0, so an argument, similar to that used above, shows
that HP .H ., = HP . il lk lk
Substituting into Corollary 1.6 the results of the preceding 
discussion shows that R is isomorphic to a matrix ring H as described 
by the following theorem, which is the main result in this chapter. 
5.11 THEOREM
Let R be an indeeomposable left generalized uniserial ring.
Then there are non-negative integers w and n <_ w ; positive integers 
v(0),...,v(w) and o ; a partition
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{I (i (1) ,.. . ,i(t)) |0 <_ i (1) <. n, i(p) e I(i(l) . ,i(p-l)) for p _> 2}
of {n+l,...,w} ; and additive abelian groups H , 0 _< i, j <_ w, 
such that R is isomorphic to the ring H of all blocked matrices whose 
block is an arbitrary v(i) x v(j) matrix over the group H . 
The groups have the following properties.
(i) There is a partial associative multiplicative structure on
jU H with the property that for any two elements cf> e H „ ,  ^e Hgt 
the product is defined if j = s and then e .
(ii) Each H__ is a left uniserial ring and each H is a left
uniserial (H.. - H..)-bimodule. ii JJ
(Hi) If i e {n+l,...,w} then H 4 0 only if j e 
If i e and j = i-1 then H 4 0.
If j e i) then fL 4 0.
(iv) If H, 0 then
(a) Hq_. = 0 for each j 4 0, and
(b) if i e {1,... ,n} then H 4 0 only if j <_ i or j e I (k,...) »
for some k <_ i.
(v) If = 0 then H^ _. = 0 for all i,j.
(vi) If HQn 4 0 then the following conditions hold.
(a) H?^. = 0 for all i,j.
(b) If i e {n+l,...,w} then H^ _. = 0 for every j.
(c) If i,j, k e {0,...,n} then cKH^) e {a-l,o}, 
d(H_) e {a-2,a-l,a},
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dCH^)-! - d(V < d(H..)+l, ij
d(H )-l < d(H.k) < d(H..)+l, and ij
d^.)-! < d(H.k) < d(H..)+1. 1J
(vii) If j,k £ {0,...,n} then
I <3(H1;)) - k £  Id(H. <rtl - k +  I d(H„)
i=0 i=0 1>j+k i=0 ij
where the subscript j+k is taken modulo (n+1).
If j e I(t(l),...,t(s)) and k e {0,...,n} then
P
£ d<Hi-m.P + I.d(HiP 1 S ‘P  +l 2 (nta),i j 0 V -s-p + J 2d(Ht(i),t(p)> + J 0d(Hi,t(p))
for 2 < p < s
n
< s+k-t(l) + l d(H..), if k>t(l) 
i=0
n
£ n+l+s+t (1)-k + I d(H ) , if k < t (1) 
i=0
(viii) If H = 0  then un
n n
I d(H ) £ k + I d(H ) £ n+l-j , when j+k £ n
i=j 1J i=j+k 1>J+k
s n
and I d(H. m  ,) + I d(H ) £ n+l+s-t(l),
i=2 i=t (1) 3
when j e I(t(l),...,t(s)).
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(ix) (a) If i,j,k e {0,...,n} then
Hp.H\ ij jk
HP^  w/2en lk
^p+q+1
lk
k £ j l 1 
j 1 i 1 k 
i < k < j
j < k _< i 
k 1 i < j 
i < j < k
(b) If i,j £ {0,..ü,n} and k e !(£,...) then
H?.H? ij jk
jP+q when
ßP+q+l
lk
j 1 i £ A 
Ä 1 j 1 i 
i < A 1 j
j < l i i  
A 1 i < j 
i < j < A
fej J/ j,k e {n+l,...,w} then H?.Hij jk ik
(x) If H ..  ^0 then H.. c H...ij JJ -  ii
(xi) If H  ^0 and i,j £ {0,...,n} then
d(H ) d(H )
G. = H. , /h . . c h . ./H. . J =G. and every left ideal of G . isj 33 JJ “  ii ii i J
the intersection of G. with a left ideal of G^ . If moreover H is
a uniserial rinq3 then G. = G. when d(H..) = d(H..)-l and 
^ J i ij JJ
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G /S(G ) = Gi/S(Gi) when d(H_) = d(H_). If G± also a
uniserial ring then G_. G..l
Converselyj if a matrix ring H has all the above properties3 
then it is an indecomposable left generalized uniserial ring.
Proof. It has already been shown that R is isomorphic to the 
matrix ring H, so it remains only to show that the above description 
of H guarantees that H is an indecomposable left generalized 
uniserial ring. Denote by | <j> | ^ ' that element of H whose only non­
zero entry is the element <j> e H ^ at the place (j,£) in the (ijk)1"^  
block, let |h * | = e and, for simplicity, letij
1 ^  . As H = .©. H|l|/! il i,J 'ij , to show that H is a left general­
ized uniserial ring it is sufficient to show that each H|1
ij
ij
ij is a
uniserial ideal. For each j, H|1 .. - He. : therefore it need only 
ij i
be shown that each He. is a uniserial ideal. To do this, it isl
sufficient to show that for any two elements x, y e He_^  one of the
ideals Hx, Hy is contained in the other.
Let Ü e (0,...,n) and consider the non-zero ideal Hx C He^,
where x = I d> I ^  , (j) e H? \H?"^. Condition (iii) implies that jk j£
0 _< j <_ n and therefore j = £+t mod. (n+1) , for some t £ {0,...,n}.
As H = I |Hip 1 im and
£1[ .  l p q k l . ,ip 1 im 1 j k
|jk
0, if (p,q) 4 (j,k), it
follows that Hx = \ |H_ lj_mx * condition (iii), H _   ^0 only if
0 < i < n : therefore Hx l jkX which can be expressed as
l jk„ L £+s , i 1 £+s ,m 0<s<n ,J ’
0<i<n lj im 
x, where the subscript £+s is taken
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modulo (n+1). Applying condition (ix) to this equation shows that
h x  = I ih:. . r;: + > i h t :“ . r;: . if|Ra |A1 y I all ,£1Ä+s,Ä1Ä+s,m „  ^ £+s,I 'H+s,mn>s>t 0<s<t
y = |^|£^ , ip £ \ H >^  , is a non-zero element of He , then aPQ P A- P A; X/
completely analogous argument proves that
xi - V Ixjß i &1 I v |tt3+1 i £1 ,
7 n>s>t'' £+s,£ £+s,u 0<s<t’ £+s’£ £+s>u * Where
p = i+t ’ m o d . (n+1) and 0 _<_ t* n. If a < 3 then clearly Hy £  Hx . 
If oc = 3 and t t 1 , then Hy C Hx. Consequently, one of the ideals 
Hx, Hy is contained in the other. Now let z be any non-zero element
of He,, then z = ) z.., where z.. i L ij * ij 1 1 ^  z, and so Hz = \ Hz . . !J . ij
By condition (iii) , z _  = 0 if i > n+1 : therefore Hz
0<i<n 'ij
By the above result, all the H z _  , 0 £  i _< n, are linearly ordered
by inclusion, hence Hz is one of the ideals Hz
ij
It follows that
for any two elements z, z' e He^ one of the ideals Hz, H z ’ is
contained in the other. Therefore He^ is a uniserial ideal.
By a completely analogous argument, it can be shown that if
i e {n+l,...,w}, then He^ is a uniserial ideal. Therefore H is a
left generalized uniserial ring. It follows from condition (iii)
that for any m £ (0,...,w) there is a sequence n = r (1) ,... ,r (t) = m
of elements of {0,...,w} with the property that each H ... isr(i) ,r(l+l)
non-zero. Therefore H is indecomposable.
As an immediate application of this theorem we determine the 
structure of generalized uniserial rings. Assume that the ring R is 
a (right as well as a left) generalized uniserial ring, then it
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follows that n = w. For if i / k, and both We. and We, are homo-j k
morphic images of Re., then e.We. 4- e.W;'e. and e.We. <t e.W'e, ,l l k ^ - i k
which implies that e W/e.W2 contains homomorphic images of the
non-isomorphic right ideals e.R and e R : a contradiction to the
J R
assumption that e^R is a uniserial right ideal. By writing
homomorphisms between right ideals on the left, it follows from an
argument, analogous to that used in the proof of the above theorem,
that H.. = Honu (e.R,e.R) is a uniserial right, as well as a ij R J i
uniserial left, (HL _. ,H „) -bimodule. Since every left H _  -submodule
of H _  is a right H .-submodule of H and conversely, the left and
right submodules of H coincide. Therefore the same symbol
ttlcan be used to denote the p largest left and right submodule
of H. . , and the same symbol d(H?.) can denote li ij ij li ij ij
both the left and right lengths of . Combining these facts and 
notations with the above theorem and its right hand analogue, 
produces the following characterization of generalized uniserial 
rings.
5.12 THEOREM
Let R be an indecomposable generalized uniserial ring. Then 
there is a non-negative integer n, positive integers v(0),...,v(n) 
and Oj and additive abelian groups H , 0 <_ i, j <_ n, such that R 
is isomorphic to the ring H of all blocked matrices whose (i,j)^ 
block is an arbitrary v(i) x v(j) matrix over the group . The 
groups H have the following properties.
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( i )  There i s  a p a r t ia l3 a s s o c ia t iv e > m u l t ip l ic a t iv e  s tru c tu re  on
■,Uj H w ith  the  p ro p erty  th a ts fo r  any elem ents  4> e H and 
the  product <j4 i s  d e fin e d  i f  i  = s and then  <p\p e H. .
ip £ H ,
( i i )  Each i s  a u n is e r ia l  r in g 3 and each  H i s  a l e f t  u n is e r ia l  
and a r ig h t  u n is e r ia l  ( H ^ j H -b im odule.
( H i )  I f  1 < i  < n and j  = i - 1 ,  then  H . .  ^ 0.
-  -  1 3  '
( iv )  I f  H~ = 0  then  H . . = 0 ,  whenever i  < i .J On i j  J
(v) I f  = 0 then every  d(H ) e { 0 ,1 } .
(v i)  I f  HQn ^ 0 then  every  d C H ^ )  e { a - l , a } ,  every  
d ( H i j ) e ( o - 2 , a - l , a } ,  and fo r  a l l '
d (HjLj ) - 1  -  d(Hk j } -
d (H . . ) - l  < d (H ) < d ( H . . ) + l ,  and i j  -  l k  -  i j
d ( H . J - l  < d(Hj k ) < d(H ) + l .
( v i i )  For a l l  j  , k ,
1 d C H . ^ - k ^  I d(H.  ,+ t ) < n + l - k  + d ( H , . )
i=0 1=0 1 ’d+k i=0 i j
where the  s u b sc r ip t  j + k  i s  taken  modulo (n+1 ) .
( v i i i )  I f  HQn = 0 and j + k  _< n ,  then
I  d(H ) < k + I  d(H ) < n +l - J .
1 = J J l = J+k
( ix )  I f  i , j , k  c then
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k < j 1 i
when i < i < k lk
i < k <  j
j < k <_ i 
^p+q+1 k < i < j
i < j < k
(x) H ii :
(xi) If H
= H . . for all i, j .
33
d(H )
n j 0 then H. ,/H.. J On li li
d (H ')
H. ,/H.. 
33  33
ij , for all i, j .
Conversely3 the above matrix ring H is an indecomposable 
generalized uniserial ring.
As further clarification of the relationship between left 
generalized uniserial rings and generalized uniserial rings, note 
that the ring R of Theorem 5.11 is a generalized uniserial ring if 
n = w ^ 0. For if n = w 4- 0 then, for any t _> 0, at most one non­
zero Wtej is a homomorphic image of Re_^, that is, at most one
t t+1e. W e. is not contained in e.w . But this means that each 
i j  i
e ^ W t/ e ^ w t+ is either zero or a simple right R-module. Therefore 
e^R is a uniserial right ideal, and so R is a generalized uniserial 
ring. In view of Theorem 5.12 this means that R is a generalized 
uniserial ring with more than one idempotent if, and only if, 
n = w 7^ 0.
The preceding two theorems would completely determine the 
structure of (left) generalized uniserial rings if the structure of 
(left) uniserial rings were known. Unfortunately the structure of
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these rings is not known. In general, the structure of a (left) 
uniserial ring is inextricably connected with that of its factor 
sfield (the ring modulo its radical), which is an indication of the 
difficulty of characterising these rings. However, if a left 
uniserial ring is cleft, that is, if it is a (group) direct sum of 
its radical and a subring (necessarily a sfield), then it is easy 
to reduce the structure of the ring to that of its factor sfield.
5.13 DEFINITION For a sfield D, a ring homomorphism <J> : D -> D, 
and a left vector space V = Dx^ 0...0 Dx^, disjoint from D, let
A(D,V,<{)) be the ring on D0V whose multiplication is given by
s 0d,x d0x = d. (d„d) )x LJ_, where xn is the identity of D, <b is the 1 s 2 t 1 2  s+t 0 J *
identity map on D, and x^ = 0 for r > m.
5.14 THEOREM
Every A(D,V,cj)) is a cleft s left uniserial ring3 and every 
cleft j left uniserial ring is isomorphic to an A(D,V,4>). An 
A(D,V,<|>) is uniserial if3 and only if3 4 is an epimorphism.
Proof. It is clear that A(D,V,cJ>) is a cleft, left uniserial 
ring, and that it is also a right uniserial ring if cf> is an 
epimorphism.
Therefore it is necessary to prove only the converse. Let R 
be a cleft left uniserial ring, then R = D0 W where D is a sfield
Lt
and W is the radical of R. If x e lAW2 then x^ e Wt\Wt+‘^, and,
since D - R/W, it follows that each W*1 = Dxfc 0...0 Dx11, where 
xi n+x 4 0 but x =0. It is clear that the map tf) : D -* D, given by 
xd = (dcf>)x, is a ring homomorphism and that xSd = (d<{>S)xS, for any xS,
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where x° is the identity of D and <j>° is the identity map on D.
S t  S s+tTherefore the multiplication in R is given by d^x d^x = d^ Cd^ c}) )x
If R is right uniserial then Dx = xD, since W/W2 is a simple right
module, and so cf> is an epimorphism.
The original interest in generalized uniserial rings was
inspired by Nakayama's result [31] that their left and right modules
are direct sums of uniserial submodules. The converse to this result
is true under weaker assumptions. Let the ring R of Theorem 5.11
have the property that all of its left modules which are generated
by two elements are direct sums of uniserial submodules, and let M
be a uniserial left R-module whose length is maximal. If M is not
injective, then in any injective hull H(M) of M there is an element
x with the properties that x  ^M and M ^  Rx, Therefore Rx + M is a
direct sum of at least two uniserial submodules and so its socle is
not simple: a contradiction, since H(M) is indecomposable and so has
simple socle. Therefore M is injective. It follows that every
uniserial R/W2— module with length equal to two is injective.
If R has more than one idempotent and We^ - We_. , then, by the
above result, Re./We. and Re./W2e. are isomorphic R/W2-modules. i 1 J J
It follows that Re. Re. and so n = w. Hence the remark followingl R j
Theorem 5.12 implies that R is a generalized uniserial ring. If R is 
left uniserial, then it is left injective since it has maximal 
length as a uniserial left module. Consequently every endomorphism 
of each W*" can be extended to an endomorphism of R and, therefore, 
each W*1 is a cyclic right ideal. Hence R is a uniserial ring. 
Combined with the above result of Nakayama, this proves the following
theorem.
77
5.15 THEOREM
I f  the two generator l e f t  modules o f  a ring  R are d irec t sums 
o f u n iseria l submodules, then R i s  a generalized un iseria l ring and 
so every l e f t ,  and every r ig h t,  R-module i s  a d irec t sum o f  
u n iseria l submodules.
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