In this paper the performance of the Cultural Algorithms-Iterated Local Search (CA-ILS), a new continuous optimization algorithm, is empirically studied on multimodal test functions proposed in the Special Session on Real-Parameter Optimization of the 2005 Congress on Evolutionary Computation. It is compared with state-of-the-art methods attending the Session to find out whether the algorithm is effective in solving difficult problems. The test results show that CA-ILS may be a competitive method, at least in the tested problems. The results also reveal the classes of problems where CA-ILS can work well and/or not well.
Introduction
Cultural Algorithms-Iterated Local Search (CA-ILS) (see Ref. 1 ) is a new continuous optimization algorithm hybridizing local search with Cultural Algorithms (see Ref. 2) . In Ref. 1 we have carried out some experiments to study the efficiency of CA-ILS compared with that of its predecessor: Cultural Algorithms. The results show that, at least in most tested functions, CA-ILS can perform equally or better than its predecessors.
What we would like to know further is whether CA-ILS is a competitive method in solving new challenging test problems (as described in Section 2.2 below) or not, compared to current state-of-the-art methods in the field.
In addition, we also would like to understand how well CA-ILS could perform in solving problems with other special properties as:
• Having noises in fitness • Non-continuous The rest of this paper is organized as follows: Section 2 provides some background information about the problem domain. Section 3 briefly introduces the general procedures of CA-ILS. Section 4 mentions 20 chosen test functions and 11 reference algorithms used in our study. Section 5 describes the test settings, and Section 6 presents the experimental results of CA-ILS in different classes of problems, compared to the reference algorithms and discussions. The results are further investigated in Section 7 to find out whether various properties of modern test functions have any impact on the performance of CA-ILS. Finally, Section 8 concludes the paper with some remarks.
Background

Using local search-hybrid metaheuristics to solve single-objective unconstrained continuous functions
The task of global optimization is generally referred to as the process of finding a solution, which gives the best value for the objective function. This solution should be not only the best in a local neighborhood, but also the best in all feasible areas of the search space. The range of global optimization problems hence is large and diversified. In this paper we are interested in solving only a subset of global optimization problems: single-objective unconstrained continuous problems. The problems belonging to this subset have the following characteristics:
(i) Numerical with continuous variables (ii) Single objective (iii) Unconstrained (iv) Multimodal
To solve a single-objective unconstrained continuous global optimization problem, one can use either such canonical nonlinear optimization techniques as derivatives, gradients, subgradients or direct searches or such approximation techniques called meta-heuristics.
The term meta-heuristic, first introduced by Glover, 3 is generally used to refer to any optimization method that implements some strategies to avoid being trapped in the local optima. Although usually there is no theoretical guarantee that meta-heuristics can find the global optima, they achieve very good results in practice.
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Because meta-heuristic methods are proposed for searching at a global level, it may be a good idea to hybridize them with local searches (LS), which are methods specialized in searching at the local level to find the local optima. This type of hybridization has many advantages, as pointed out in Ref. 5-8. Within the scope of this paper, we will mainly focus on a meta-heuristics method that is hybridized with local searches to optimize single-objective unconstrained continuous problems.
Test functions for continuous meta-heuristics
Canonical test functions for unconstrained continuous optimization
In designing unconstrained meta-heuristics optimization methods, researchers usually evaluate their methods on a test-bed of canonical analytical functions. These functions have some advantages that can help algorithm designers in debugging the behaviors of their algorithm more easily. Particularly, they are scalable and their landscape characteristics, including the positions/values of global/local optima, their ruggedness and their landscape structures are known. Most of these characteristics are built basing on certain special symmetrical properties. As pointed out by Liang et al., 9 some examples of these properties are:
• Global optima have the same value for many (or all) variables.
• Global optima are in the origin.
• Global optima are in the center of the search domain.
• Variables are independent of each other.
• Local optima lie along the coordinate axes.
• Local optima form a single funnel, which is a valley shape in which the global optimum is in the bottom of the valley.
New test functions for more challenging optimization tasks
Many meta-heuristic optimization methods have exploited the problem characteristics mentioned above to achieve excellent results. 7, 8 However, these results might not be used as an indication that the methods are good in solving real-world applications because real-world application may not share the same characteristics.
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Instead, it is believed that a meta-heuristic method may be good in solving real-world problems if it can achieve good results in a wide range of test functions without exploiting the unrealistic properties mentioned above. In other words, a good unconstrained continuous optimization method should have the ability to solve a wide range of problems having the following properties: In addition, a good unconstrained continuous optimization method should work well with not only multi-modal problems, but also unimodal problems (because in real-world applications we can not know whether the problem being solved is unimodal or multimodal).
A test suite consisting of test functions with such properties was proposed recently in Ref. 13 .
CA-ILS -Hybridizing Cultural
Algorithm with Local Search
Local search-hybrid metaheuristics for unconstrained continuous optimization
There are three main groups of approaches to combining LS with other unconstrained continuous optimization meta-heuristics algorithms. The first group comprises methods using (real) LS to improve the accuracy of found solutions. In methods following this technique, the metaheuristics algorithm still plays the major searching role and LS is used simply to refine the found solutions. This technique has been applied in many meta-heuristics, including Genetic Algorithms, Scatter Search, Evolutionary Programming, Differential Evolution, Particle Swarm Optimization, Simulated Annealing and Tabu Search.
The second group includes methods identifying the right place to invoke LS. These methods can be classified into two categories: identifying the local neighborhood and avoiding unpromising areas. 
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The third group consists of methods that search in a space of local optima instead of the whole search space. These methods can be classified into two types: basin hopping and landscape approximation. In basin hopping algorithms, local search is hybridized with a high-level meta-heuristics that is able to make global jumps between local basins. At each basin, the high-level meta-heuristics invokes the hybrid local search to find the local optimum. Recent examples of basin hopping method are Monotonic Sequence Basin Hopping 25 and Variable Neighborhood Search.
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In landscape approximation algorithms, some types of extrapolation are applied to the already found optima to predict the shape of the landscape. From this estimated shape, the search is guided toward the predicted global optimum. Examples of methods following this approach are Double Learning Evolutionary Algorithms 27 and Local Optima
Smoothing.
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In Ref. 20 , Nguyen provides a detailed review of the strengths and weaknesses of these three groups and the type of problems that methods in each group are likely to work well and why they perform well. The review shows that each method is likely to work well in only certain types of problems. A summary of problems that three most promising approaches: basin hopping, landscape approximation and improving solution quality are likely to work well is listed out in Table 1 .
Although each method is likely to achieve good performance in only certain classes of problems, the analyses in Ref. 20 show an issue that a challenging problem for one algorithm might be easily solved by a A funnel is a part of the landscape with a valley-shape. The funnel is formed by many optima in which the best optimum locates in the bottom of the valley. 
Hybridizing Cultural Algorithm with Local Search
Given the criteria for a good meta-heuristic method as described above, we would like to find out whether it is possible for us to combine successful strategies of existing LS-hybrid methods to better solve difficult continuous problems or not. . 14), which states that cultural information can evolve via natural selection in the way similar to that of biological evolution, to continuous optimization. Following this idea, instead of evolving the solutions we evolve the behaviors that potentially help to find good solutions by maintaining the behaviors in a culture form, and use the natural selection process to offer the population only the most suitable behaviors.
We hope that by combining the advantages of existing methods, the new algorithm might be able to solve a wider range of problems and improve the existing disadvantages of current LS-hybrid methods. Particularly, we hope that the new algorithm can solve the following type of problems:
• Non-separable problems • Problems with complex structures or problems with more than one funnels • Problems with out-of-bound global optima • Problems with shifted or rotated global optima
The pseudo code of CA-ILS can be briefly described as follows:
CA-ILS -main procedures Detailed implementation of CA-ILS was described in Refs. 1 and 20.
Reference Algorithms and Test Functions
Reference algorithms
To achieve the experimental goals described in section 1, we made a performance comparison between CA-ILS and the top eleven algorithms attending the CEC 2005 Special Session on Real-Parameter Optimization. 13, 15 Most of them are the up-to-date variations of current state-of-the-art algorithms in continuous optimization. By making this comparison, we will have a correct evaluation of the ability of CA-ILS compared to recent advances in unconstrained continuous optimization.
L-SaDE and DMS-L-PSO -two LS-hybrid algorithms
The top eleven algorithms from CEC'05 also include L-SaDE 16 and DMS-L-PSO, 17 the two recent powerful algorithms that are also hybridized with local searches. Recent test results from CEC'05 15 show that these two algorithms are very promising in solving multimodal test functions (ranked second and third, respectively in 10 dimensions and ranked third and fourth, respectively in 30 dimensions). However, they did not get the top results in some classes of functions, especially the non-separable ones and those with out-of-bound optima. By making comparisons with these two algorithms, we can study whether CA-ILS can be a competitive LS-hybrid candidate in solving nonseparable problems, problems with out-of-bound optima and problems with multiple funnels or not.
As a result, in addition to normal comparisons between CA-ILS and other reference algorithms, we will extensively focus on comparing the performance of CA-ILS with that of L-SaDE and DMS-L-PSO in various types of problems.
Test functions
The comparison was made on 20 new and challenging multimodal functions listed in Ref. 13 . These newly proposed functions contain all difficult properties listed earlier in Section 2.2. These functions are composed from canonical test problems by either rotating the functions/shifting the global optima/narrowing the basins of a basic existing functions (F6-F14) or mixing the properties of different existing functions together (F15-F25). Further detailed information about these modern test functions are provided in Refs. 13 and 9.
Among them, we are especially interested in those functions whose global optima have already been found. These functions provide us more information about how current state-of-the-art methods have performed to solve them and in which situations these methods did (and did not) succeed. They will be studied in Section 5.4.
We are not interested in testing CA-ILS in the five uni-modal test functions (F1-F5) proposed in CEC 2005. It is not quite sensible to evaluate CA-ILS in uni-modal test problems because in these cases the performance will depend only on the local search. Tables 2 and 3 show us the special properties of each test function. 
Number Matrix X Condition Number increases with number of variables Having several flat areas X X X X X X X Local optimum on the origin X X X Needle in haystack structure
Experimental Settings
Test settings
We follow the same test setting as specified in Ref. 13 . These settings can be briefly described as follow:
( 
Measures
We adopted two measures specified in Ref. 13 : the Success Rate and the Success Performance (abbreviated FES ). They are calculated as follows:
where r S denotes the number of successful runs, r T denotes the total number of runs and mean F S denotes the average of function evaluations needed in successful runs. We are also interested in finding how sensitive the algorithm is in solving different problems with different characteristics. To investigate this factor, we proposed two new measures: "number of solved problems" and "performance rank ".
The measure "number of solved problems" shows us how many functions that an algorithm can successfully solve within the number of evaluations specified in CEC'05. Obviously the more number of problems an algorithm is able to solve, the more robust it is.
However, because it takes into account only successful runs, the measure "number of solved problems" may not completely reflect how well an algorithm performs compared to others. To improve the situation, we propose the measure "performance rank ". This measure represents the rank of an algorithm in a certain function based on the mean best value it found within the given number of evaluations. The algorithm with the best function value found will be ranked first and so on. In our comparison, we interest in the averaged performance rank that each algorithm gains in solving all tested functions.
Another interesting measure would be the complexity of each algorithm, which can be evaluated using CPU time. Unfortunately we are unable to compare CA-ILS with the reference algorithms using this measure. This is because all reference papers provide the complexity information only for a unimodal function -the F3 and we have no access to either the complexity of the reference algorithms in other functions or the implementation of these algorithms. It is not sensible to study the complexity of CA-ILS in such a unimodal function as the F3 because the performance will depend only on the internal local search.
Parameter settings
For a fair comparison, we use the same parameter configurations for all test cases ( Table 4) . Details of each parameter was described in Ref. 1.
Comparisons
To perform the comparison, we run CA-ILS in all 20 test functions using the same settings as set out in Table 4 and under the same conditions as specified by Suganthan et al. in Ref. 13 .
The performance results of CA-ILS then are compared with the results (in the same conditions) performed by the eleven reference algorithms as published in Ref. 29 . 
CA-ILS vs CEC'05 algorithms in solving different type of problems
The summary above implies that CA-ILS might be a competitive method compared to other stateof-the-art methods in continuous optimization in can improve the limitations of DMS-L-PSO and LSaDE, especially in solving non-separable, out-ofbound and multi-funnel problems.
To evaluate this, we classified the solved multimodal functions from CEC'05 into different groups according to the properties specified in Tables 2  and 3 , then evaluated the performance of CA-ILS against other algorithms in each group. These groups are:
• Non-separable functions Figures 1 and 2 show the averaged performance ranks of CA-ILS compared to other algorithms in each group of functions. These figures also describe the performance rank of DMS-L-PSO and L-SaDE so that we can evaluate whether and in which conditions CA-ILS is better than these two algorithms.
The test results revealed the followings:
(i) CA-ILS has a stable performance in solving problems with different properties. Its averaged ranks remain at around the third and fourth positions in solving 10-dimension and 30-dimension tested function groups, respectively. (ii) Compared to some other algorithms, CA-ILS performs a bit less effective in solving 30-dimension functions than it does in 10-dimension functions. However, this deficiency is not significant: the averaged ranks of CA-ILS turn from the third place (in solving 10-dimension functions) to the fourth place or lower when solving 30-dimension functions.
Further investigations may be needed to understand why, but one possible reason for this deficiency might be due to the nature of the Brent Direct local search, 18 which is used by CA-ILS Weierstrass, Griewank, Ackley and Sphere functions. CA-ILS performs a litter better than DMS-L-PSO and L-SaDE in F10 but its performance is much worse than those of these two algorithms in F9 and F15. We have not found out the reason for this poor performance yet, but test results from this experiment provide evidences that compared to current state-of-the-art methods, the current settings of CA-ILS is not competitive enough to solve problems with a huge number of optima in a single-funnel shape. This might be due to the current search strategies of CA-ILS, or might be due to the unsuitability of current parameter settings of CA-ILS.
CA-ILS vs CEC'05 algorithms in solving non-separable functions
CA-ILS has better ranks than L-SaDE and DMS-L-PSO in most functions in the group of non-separable functions. This fact may support the hypothesis that CA-ILS may be able to avoid the limitations of L-SaDE in solving non-separable problems. In fact CA-ILS gains larger success rates with fewer function evaluations than L-SaDE in all five non-separable tested functions (F6, F7, F10, F11 and F12).
CA-ILS vs CEC'05 algorithms in solving functions with out-of-bound global optima
CA-ILS also performs better than DMS-L-PSO in the only tested function (F7 -Shifted Rotated Griewank's Function without Bounds) with out-ofbound global optimum. However, before making the final conclusion further experiments are needed.
CA-ILS vs CEC'05 algorithms in solving functions with multiple funnels
In overall CA-ILS achieves better ranks than those of DMS-L-PSO and L-SaDE in solving functions with multiple funnels. Especially, among the twelve tested algorithms it gains the best results (both in success rate and number of function evaluations) in the shifted, non-separable variation of the Schwefel function (F12). However, another function, the F15, is an exception where CA-ILS is outperformed by both DMS-L-PSO and L-SaDE. F15 is a hybrid function composed from five different basic functions. Accordingly, it has not only the multi-funnel property but also many other characteristics. This consequently makes it difficult to identify which characteristic actually affects the performance of CA-ILS. Further investigations are needed to find out more about this issue.
CA-ILS vs CEC'05 algorithms in solving rotated functions and functions with shifted optima
The test results also show that the performance of CA-ILS in solving rotated functions and functions with shifted optima are quite good. Its performance is also better than those of DMS-L-PSO and LSaDE. CA-ILS is able to solve all functions belonging to these two groups, except the F11 -Shifted Rotated Weierstrass function (although its performance in this function is still better than that of DMS-L-PSO and L-SaDE). We conjecture that the reason for CA-ILS's difficulty in this function might be that the chosen Brent direct local search of CA-ILS is not good at solving such a nowhere differentiable function as the Weierstrass. Further studies will be undertaken to investigate more about this.
CA-ILS vs CEC'05 algorithms in solving never-solved CEC'05 functions
Most expanded and hybrid composition functions provided in Ref. 11 are still never solved within the required number of evaluations. These functions are combined from different standard benchmark functions (five to ten functions) using Gaussian functions. These combinations produce new challenging functions with various desired properties, different function structures and randomly located global optima (see Refs. 13 and 9). In this section, we show a brief comparison of the performance of CA-ILS against top algorithms in CEC'05 Special Session in solving these functions. The comparison is for experimental purpose only because none of the mentioned algorithms is able to find the global optima. Due to the limited size of the paper, we cannot provide detailed performance of all reference algorithms in all functions (this information can be found in each paper attending the Session, and it is also summarized in Ref. 15 ). Instead, we briefly provide the relative performance rank of CA-ILS compared to other algorithms in solving each group of functions. Table 11 . The averaged performance rank of CA-ILS compared to the eleven reference algorithms in solving never-solved functions from CEC'05 Special Session in 10 dimensions. The last row shows us the T-Test significance (α = 0.05) of changing the Positive absolute tolerance level from 1e-05 to 1e-01. Default settings with tol = 1E-01 R a n k 7 As can be seen from Tables 11 and 12 , CA-ILS gains unsatisfiable results when solving the neversolved tested functions, especially the hybrid composition functions. In solving these functions, CA-ILS performs worse than most reference algorithms.
The reason for this deficiency is probably that our current local search method, the Brent Direct Search (see Ref. 18) , has a small Positive absolute tolerance level by default (tol = 1e-05 as chosen by us, see Table 4 ). This small tolerance level helps the local search method achieve precise value, but it also requires the local search method to perform a large number of function evaluations in each local search, hence reduces the number of "global jumps" needed for global exploration.
One solution for this deficiency is to increase the tolerance level so that the algorithm can spend fewer evaluations on each local search. Our experimental results with some unsolved tested functions show that such higher tolerance level as 1e-04, 1e-03, 1e-02 and 1e-01 does decrease the number of function evaluations required for local searches, hence increase the performance of the algorithm. For example, Table 13 shows the impact of applying a tolerance level of 1e-01 on solving the unsolved functions: increase the number of local searches in all functions and improve the performance of the algorithms in 11/12 functions. Applying tol = 1e-01 also help to significantly improve the performance ranks of CA-ILS in certain group of functions (Tables 12 and 13) .
However, there is a trade-off in applying higher tolerance level than the default one. This is the fact Table 12 . The averaged performance rank of CA-ILS compared to nine reference algorithms in solving never-solved functions from CEC'05 Special Session in 30 dimensions (we do not take DMS-L-PSO and L-SaDE into account because we have no access to the results of these two algorithms in some tested functions). The last row shows us the T-Test significance (α = 0.05) of changing the Positive absolute tolerance level from 1e-05 to 1e-01. Default settings with tol = 1E-01 R a n k 6 3 5 8 1 0 9
Shifted
Significant No Yes Yes Yes Yes Yes that the algorithm may achieve less precise solutions. This drawback is not clearly shown in solving such functions with complex structures as the expanded and hybrid composition functions, but it is observable in solving functions with simpler structures. One example is the case of the function F8, when the version with tol = 1e-01 perform worse than that with tol = 1e-05 in spite of the fact that the earlier is able to perform more local searches (see Table 13 ). We also recognize this drawback when applying tol = 1e-01 to finding global optima for the solved functions mentioned in Section 6.1. This trade-off suggests that a better alternative should be applying an adaptive tolerance level for the Brent Direct Search. On the one hand, when solving problems with complex structures, or when the search process is in initial phases, a high tolerance level (for example tol = 1e-01) should be used. On the other hand, when solving problems with simple structures, or when the search process is in the final phases, a lower tolerance level (for example tol = 1e-05) should be used.
Another observation is that changing the tolerance level may not help much in improving the averaged performance ranks of CA-ILS in solving non-continuous functions and functions with highcondition matrix, as shown in Tables 11 and 12 . This raises the question of whether CA-ILS is effective in solving this type of problems. This question will be investigated further in the next section.
The Impacts of Problem Properties on the Performance of CA-ILSAn Analysis
In the previous section we have studied how well CA-ILS does perform compared to other top algorithms attending the CEC'05 Special Session. This comparison is important to evaluate the relative efficiency of CA-ILS in solving certain difficult problems. However, to answer our hypotheses about whether the proposed ideas in CA-ILS can actually help the algorithm to effectively solve problems with difficult In this subsection we study certain comparisons of CA-ILS's performance in these pairs of functions to investigate whether CA-ILS is influenced by some special problem features or not. For each pair, the test results in functions with and without a special feature are compared with each other using the statistical T-test. The null hypothesis for the T-test is a one-direction hypothesis stated as follows: "the function with a special characteristic causes more difficulties to CA-ILS than does a function without this characteristic". The significant level for the T-test is 0.05. Table 14 shows the test results, which reveal some insights about the performance of CA-ILS:
• The algorithm may be able to handle problems with noise, as shown in the pair F16-F17. • The algorithm may be able to handle rotated problems. Rotation seems to cause some difficulties to CA-ILS, but it is not significant. As can be seen in Table 11 , the impact of rotation in the pair F15-F16 is statistically ignorable, while this factor in the pair F9-F10 is a bit more observable, but it is still not far from the insignificant level.
• The algorithm may not be good at solving noncontinuous problems. 
Conclusions
Experimental results in this paper reveal several interesting aspects to answer the questions posed earlier in Section 2.
Firstly, compared to other eleven top algorithms in CEC'05 Special Session in solving the tested functions, CA-ILS (with a default parameter setting) appears to be a competitive method. Its ranks vary from the first to the fifth place depending on the evaluation criteria in all tested functions whose the global optima have already been found.
Secondly, the test results confirm that overall CA-ILS can avoid some observable limitations of L-SaDE and DMS-L-PSO, two current state-of-the-art of LShybrid methods, in the tested functions. Among the tested functions, CA-ILS performs better than these two algorithms in solving non-separable functions, functions with more than one funnel (except the function F15), and functions with out-of-bound global optima.
Thirdly, the test results show that CA-ILS may not be significantly influenced by such special difficult problem characteristics as noise in fitness, rotation and shifted global optima.
Fourthly, the experiments show that changing the tolerance level of the Brent local search does cause some impacts on the performance of CA-ILS. A high tolerance level (1e-01) is more suitable to solving difficult problems with multiple structures and properties, while a low tolerance level (1e-05) is better in getting precise solutions in functions with simpler structures. As a result, it might be better to apply an adaptive tolerance level in CA-ILS to get more effective results.
There are some other hypotheses that could not be confirmed yet due to the lack of sufficient evidence. They are the ability of CA-ILS in solving problems with global optima on bounds and problems with narrow global optima basins.
In addition, the test results also reveal situations where CA-ILS (with a default parameter settings) may not work well or even fail.
First, CA-ILS may not perform as well as current state-of-the-art methods in solving singlefunnel problems with a huge number of optima. It was ranked averagely in the fifth or sixth place among twelve algorithms in solving this type of problems.
Second, similar to other algorithms attending the CEC'05 Session, CA-ILS fails to solve most hybrid composition functions proposed by Suganthan et al. 13 These problems are composed from five to ten different functions, hence have very complicated structures with many different properties in different locations in their landscapes. These complex structures make them very challenging or even never-solved problems. Third, the performance of CA-ILS is significantly influenced by several special problem characteristics as non-continuity, ill-conditioned form and nowhere differentiability. These difficulties might directly influence the behavior of the internal Brent Direct local search used inside CA-ILS. As a result, replacing this type of local search with a more robust local search method might help to improve the situation.
