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Resumen
En este documento, se presenta un sistema para el mapeo de texturas a modelos de objetos del mundo
real. La configuracio´n del experimento consiste en el digitalizador 3D Minolta VIVID9i para la adquisi-
cio´n de ima´genes de rango y la ca´mara CCD SONY DSC 717 para adquirir las ima´genes de intensidad
del objeto a texturar. Aunque el VIVID puede producir las ima´genes de color ası´ como la geometrı´a 3D,
se utilizo´ la ca´mara digital para tomar ima´genes de alta calidad. La resolucio´n de las ima´genes adquiridas
es de 2560× 1920.
El proceso del mapeo de texturas describe tres aproximaciones para la funcio´n de parametrizacio´n de
una imagen de rango o el punto de vista de un modelo completamente reconstruido. El primero es una
estimacio´n inicial de la orientacio´n de la ca´mara, la cual es calculada desde la seleccio´n interactiva de
las correspondencias. La siguiente, la medida digital de la ca´mara es referenciada sobre el sensor de
rango y los para´metros de ca´mara son estimados desde te´cnicas de calibracio´n, utilizando un patro´n de
calibracio´n; antes de la adquisicio´n de los datos. El u´ltimo, los para´metros desconocidos son calculados
de forma precisa, minimizando una funcio´n objetivo en un registro 3D - 2D.
Se describe una estrategia del mapeo de texturas basada en mu´ltiples vistas dirigida a problemas de la
fotografı´a tales como iluminacio´n no homoge´nea, brillos y oclusio´n. Para cada tria´ngulo en el modelo, la
imagen o´ptima es seleccionada desde la ima´genes fuente con un promedio ponderado de los productos
escalares entre el vector normal de la imagen y el vector normal del tria´ngulo. Por u´ltimo, se desarrollo
una metodologı´a donde algunas me´tricas son definidas para medir la calidad de la reconstruccio´n del
modelo texturado.
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Abstract
In this document we present a system for texture mapping of models of real world objects. Our exper-
imental setup consists of the no contact 3D digitizer Minolta VIVID9i for range image acquisition and
the camera CCD SONY DSC 717 to acquire of intensity images of the target object. Although VIVID
can produce the color images as well as the 3D geometry, we utilize digital camera to get high quality
images. The resolution of acquired images is 2560× 1920.
The mapping texture process describes three approaches to parameterization function by a range image or
point of view of complete reconstruction model. The first is an initial estimate of the camera orientation,
which is calculated from interactive selected point correspondences. The other, the measurement digital
camera is mounted on the range sensor and camera parameters are estimated from calibration techniques,
utilizing pattern calibration before data acquisition. The last one, the unknown parameters are accurately
calculated by minimizing an objective function in a 3D-2D projective registration approach.
We describe a texture mapping strategy based on multi-view to adequately address photography related
problems such as inhomogeneous lighting, highlights and occlusion. For each triangle in the model, the
optimal image is select from source images with an average weighted the scalar product between the
image normal vector and triangle normal vector. Finally, we develop a methodology where some metrics
are defined to measure the quality of the reconstruction texture model.
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Introduccio´n
La visio´n por computador y la computacio´n gra´fica son dos campos que se han venido combinando
gradualmente, dando como resultado la realidad virtual (VR) [11]. Ma´s y ma´s usos utilizan me´todos
de la visio´n por computador para construir modelos computacionales con datos de objetos y/o escenas
reales. Los datos entonces, se procesan usando algoritmos de la computacio´n gra´fica para realizar la
representacio´n y construccio´n de los modelos [44, 45]. Las te´cnicas de reconstruccio´n 3D esta´n dividi-
das tı´picamente en dos grupos. El primero esta´ compuesto por te´cnicas activas basadas en sensores de
rango que miden la distancia directamente, entre el sensor y puntos en el mundo real [3, 54]. Las te´cni-
cas en el segundo grupo son pasivas y reciben la informacio´n 3D de varias secuencias de fotografı´as o
video digital (como visio´n este´reo o fotogrametrı´a) [5, 14, 15, 28, 48]. Una evaluacio´n comparativa de la
actuacio´n de sistemas de visio´n 3D, activos y pasivos, se presenta en [52]. Cada una de estas te´cnicas
tienen ventajas y limitaciones diferentes. Los sensores de rango proporcionan de forma directa los puntos
3D de forma precisa, con poca dependencia de las condiciones de iluminacio´n externa y sin necesidad de
una textura determinada. Sin embargo, ellos tienden a ser caros, lentos al adquirir y normalmente tienen
una resolucio´n espacial limitada. Por otro lado, las ima´genes de intensidad tienen alta definicio´n, lo cual
permiten resultados muy exactos con objetos bien definidos. Ellos son fa´ciles de adquirir y proporcionan
los mapas de textura basados en las fotografı´as reales de color. No obstante, la falta de relacio´n directa
entre las ima´genes y profundidad del objeto modelado es un problema mayor para las te´cnicas basadas
en intensidad. Por esta razo´n, las ima´genes adquiridas necesitan ser ricas en informacio´n de textura y el
conjunto de datos resultantes tendra´n una densidad variante dependiendo de las ima´genes de intensidad.
Desafortunadamente, estos sensores son afectados por los cambios en la iluminacio´n.
Como se puede observar la informacio´n de la imagen de rango y la imagen de intensidad es complemen-
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taria [12]. Ası´, nuestro objetivo en este trabajo es combinarlos para compensar las limitaciones de cada
sensor con las ventajas del otro. Un primer acercamiento puede ser la asignacio´n de color a cada uno de
los puntos del modelo 3D (color ve´rtice) [34, 48], como se muestra en la Figura 1 . De esta forma, el
color de la superficie de los tria´ngulos se asigna con la interpolacio´n lineal del color de cada uno de sus
ve´rtices. Cuando el nu´mero de tria´ngulos es relativamente alto, la definicio´n en la representacio´n de color
es buena (Figura 1(a)). No obstante, al disminuir el nu´mero de tria´ngulos esta propiedad no se conserva
(Figura 1(c)).
(a) N◦ de Tria´ngulos =
71084
(b) N◦ de Tria´ngulos =
35541
(c) N◦ de Tria´ngulos =
3553
Figura 1: Asignacio´n de Color por cada Ve´rtice
Un acercamiento muy eficiente para mejorar la calidad de la representacio´n de los modelos, es la asignacio´n
de una textura sobre los modelos computacionales de los objetos (Figura 2).
El Mapeo de Texturas es una te´cnica utilizada para incrementar el realismo y el detalle de los objetos
tridimensionales. Esta te´cnica normalmente es el u´ltimo paso de la reconstruccio´n de modelos computa-
cionales, despue´s del paso de integracio´n [9]. Adema´s, es una fase crucial en el mejoramiento de la cali-
dad visual de modelos 3D de los objetos. Incluso puede compensar en parte las imposiciones geome´tricas
en las reconstrucciones de los modelos 3D como concavidades ocultas que no pueden digitalizarse.
Figura 2: Mapeo de Texturas - Nu´mero de Tria´ngulos 3553
Apreciacio´n Global
En este trabajo, se presenta un acercamiento a la solucio´n del problema del mapeo de texturas a modelos
computacionales de objetos 3D. En el Capı´tulo 1 se muestra los fundamentos teo´ricos, el trabajo reali-
zado y las condiciones generales de adquisicio´n e implementacio´n. El Capı´tulo 2 introduce el modelo y
los me´todos de calibracio´n de ca´mara, los cuales son fundamentales en el proceso del mapeo de texturas.
En el Capı´tulo 3 se presenta el disen˜o y la implementacio´n de los me´todos para la parametrizacio´n de la
superficie, necesarios para el mapeo de la textura. El Capı´tulo 4 explica las condiciones de ensamble y la
asignacio´n de texturas a un modelo completo. En el Capı´tulo 5 se describe la metodologı´a de evaluacio´n
planteada para cada uno de los me´todos de textura presentados. Por u´ltimo, se presentan las conclusiones
y el trabajo futuro.
Contribuciones
Aplicacio´n de la calibracio´n inversa para el mapeo de textura de alta precisio´n utilizando un patro´n
de calibracio´n (Seccio´n 3.2.2).
Disen˜o e implementacio´n de un me´todo de mapeo de texturas, cuando la imagen de rango y de
color son obtenidas desde diferentes sensores, sin alguna informacio´n que los relacione (Seccio´n
3.3).
Generacio´n de una textura para un modelo completo por medio de un ponderado de te´xeles basado
en normales (Seccio´n 4.2).
Correccio´n de la iluminacio´n por constancia color por correlacio´n, para minimizar los problemas
de brillos en los modelos completos (Seccio´n 4.3).
Disen˜o e implementacio´n de una metodologı´a de evaluacio´n basada en criterios de un so´lo punto
de vista (Seccio´n 5.3) y en mu´ltiples vistas (Seccio´n5.4).
Capı´tulo 1
Fundamentos Teo´ricos
1.1. Definicio´n
El Mapeo de texturas consiste en rastrear y asignar una textura en toda la superficie del objeto de forma
funcional [24,25]. Este mapeo se realiza a partir de las coordenadas x0, y0, z0 del modelo computacional,
donde se busca su correspondencia en la textura a rastrear, a este proceso se le denomina parametrizacio´n
o registro de ima´genes. La parametrizacio´n utiliza las coordenadas (u, v) en el modelo computacional y
(t, s) en la textura a rastrear, direccio´n horizontal y vertical respectivamente, como un esta´ndar en mapeo
de texturas.
El mapeo se divide en dos principales ramas segu´n el origen de la textura: Texturas artificiales generadas
por computador y Texturas reales adquiridas en la escena.
Texturas artificiales generadas por computador (Figura 1.1(b)): La ventaja de este acercamien-
to es que el proceso de generacio´n de la textura esta´ controlado con un alto nivel de exactitud y
algunos problemas se pueden evitar o solucionar por lo menos durante el proceso de generacio´n
de la textura (tal como aliasing al mapear la textura sobre la superficie) [13, 18].
Texturas reales adquiridas en la escena (Figura 1.1(c)): La ventaja de este acercamiento es que
el nivel de realismo de las texturas es muy alto, puesto que se utilizan las texturas reales de los
objetos [53, 62]. Sin embargo, el mapeo de las texturas encontradas en las ima´genes no es fa´cil
de realizarse, especialmente cuando la adquisicio´n de las ima´genes de color y la construccio´n del
modelo geome´trico no se unen firmemente [11, 65].
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(a) Triangulado (b) Textura sinte´tica (c) Textura real
Figura 1.1: Ejemplo de Mapeo de TexturaModelo1
1.2. Trabajo Realizado
Una variedad de te´cnicas son usadas para capturar modelos de objetos y escenas reales [3, 14, 62, 65],
incluyendo CATs [5] y estructuras aplicadas al movimiento desde secuencias de video [38]. Este trabajo
esta´ dirigido a la adquisicio´n de ima´genes de rango (cada valor de pı´xel representa la profundidad) e
ima´genes de intensidad (cada valor de pı´xel representa el color o intensidad de la luz incidente). Los
datos entonces, se procesan usando algoritmos de la computacio´n gra´fica para realizar la representacio´n
y construccio´n de los modelos [44, 45].
1.2.1. Texturas artificiales generadas por computador
La ventaja de este acercamiento es que el proceso de generacio´n de la textura esta´ controlado con un alto
nivel de exactitud y algunos problemas se pueden evitar o solucionar por lo menos durante el proceso de
generacio´n de la textura (tal como aliasing al mapear la textura sobre la superficie) [18].
En [11], describen un paradigma para el mapeo de una textura en una escena compuesta so´lo por
polı´gonos. Adema´s, determinan la seleccio´n de texturas en el caso de tener varias ima´genes fuentes
para el rastreo, segu´n las direcciones de las caras visibles para la ca´mara y sus respectivas normales.
Por otra parte, la mayorı´a de las parametrizaciones para ima´genes sinte´ticas utilizan una parametrizacio´n
conformal. La parametrizacio´n de superficies conformal consiste en implementar una transformacio´n
en la cual se preserve la estructura angular, siendo intrı´nseco a la geometrı´a, estable con respecto a
1http://www.3drender.com/jbirn/productions.html
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diferentes triangulaciones y pequen˜as deformaciones [40]. Esta parametrizacio´n, puede ser usada para
mapear alguna imagen planar sobre una superficie, normalmente ge´nero 0, y viceversa [56]. Mientras
la parametrizacio´n a un plano es ma´s natural para la ejecucio´n del mapeo de texturas, este es menos
natural para otras operaciones en la superficie, las cuales tambie´n requieren una parametrizacio´n. En [6]
se presentan los fundamentos para la parametrizacio´n de una esfera. El primer trabajo de parametrizacio´n
conformal global, ha sido presentado en [21,22], donde las bases de todas las posibles parametrizaciones
son realizadas. En [40] se introducen algoritmos para la optimizacio´n de la parametrizacio´n global. El
me´todo es basado en la teorı´a de la superficie de Riemann y geometrı´a diferencial.
1.2.2. Texturas reales adquiridas en la escena
La ventaja de este acercamiento es que el nivel de realismo de las texturas es muy alto, puesto que se
utilizan las texturas reales de los objetos [53, 62]. Sin embargo, el mapeo de las texturas encontradas en
las ima´genes no es fa´cil de realizarse, especialmente cuando la adquisicio´n de las ima´genes de color y la
construccio´n del modelo geome´trico no se unen firmemente [11, 65].
Previamente se han desarrollado varias te´cnicas que tratan la reconstruccio´n del modelo 3D utilizando la
textura. Sato, Wheeler y Ikeuchi en [63] reconstruyen las propiedades de reflectancia de los objetos del
mundo real desde fotografı´as utilizando el modelo de Torrance-Sparrow. Ellos usan la misma ca´mara y
la misma posicio´n para adquirir las fotografı´as e ima´genes de rango a partir de las cuales reconstruyen
la geometrı´a del modelo; por este motivo, un registro fotogra´fico no es necesario. Aunque los resultados
son muy realistas, el proceso resulta trabajoso. Por ejemplo, para la adquisicio´n de un jarro´n cera´mico se
requirieron 120 fotografı´as, ası´ como un sistema de adquisicio´n de imagen especial con una sola fuente
de luz, la cual debe ser calibrada previamente al proceso de adquisicio´n. De igual forma, Pulli en [48]
presenta un sistema de visio´n este´reo para la reconstruccio´n de la geometrı´a y el color de una superficie
desde un punto de vista determinado, adquiriendo la informacio´n de rango y la textura al mismo tiempo
y de esta forma las ima´genes de los dos sensores se encuentra alineadas completamente.
Muchos algoritmos intentan encontrar la transformacio´n de la ca´mara minimizando el error entre el con-
torno de imagen de la textura y el contorno del modelo 3D proyectado [26,27,39,43]. El error se computa
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como la suma de distancias entre varios puntos de muestreo de un contorno ma´s cercanos al otro [39,43].
Matsushita y Kaneko en [39] describen un algoritmo para la seleccio´n del nu´mero mı´nimo de posiciones
de ca´mara que pueden cubrir la superficie entera de un objeto dado; adema´s, presenta el primer acer-
camiento del registro 3D-2D utilizando la informacio´n del contorno proyectado con el contorno de la
textura. Ellos ajustan so´lo los para´metros extrı´nsecos de la ca´mara, empleando un me´todo iterativo de
pequen˜os cambios graduales en los valores iniciales. Neugebauer y Klein en [43] formalizan en una fun-
cio´n objetivo la me´trica del error para ser minimizada por el algoritmo de Levenberg-Marquardt. Lensch,
Heidrich y Seidel en [26, 27] utilizan medida de distancia con la extraccio´n de la silueta resultante entre
la comparacio´n de la forma de la textura y la forma del modelo proyectado utilizando una XOR pı´xel
a pı´xel. La funcio´n a minimizar emplea el me´todoDownhill Simplex el cual es una optimizacio´n no lineal.
Otros acercamientos, se enfocan en el mapeo de textura a modelos de ambientes urbanos [8,17,36,49,54,
55, 61]. El problema del registro de ima´genes de textura, consiste en encontrar los segmentos de lı´neas
3D en el modelo, proyecta´ndolos e iguala´ndolos con los segmentos de lı´nea en las ima´genes, las cuales
son propias de la geometrı´a en la representacio´n de la ciudad. La funcio´n para encontrar los para´metros
de la ca´mara se basan en la distancia entre los segmentos lı´neas de los dos sensores.
Bendels en [19], Kurazume en [50], Sequeira en [51], Beraldin en [30] y Dias en [12] encuentran corres-
pondencias entre la imagen de intensidad y la imagen de rango utilizando el mapa de reflectancia que
provee el digitalizador 3D a la hora de la adquisicio´n. Al establecer las parejas de correspondencias se
utiliza el me´todo de calibracio´n de Tsai [58, 59] o alguna te´cnica de calibracio´n esta´ndar.
Umeda en [35] calcula la matriz de la ca´mara utilizando restricciones de gradiente entre la intensidad de
la imagen de rango y la imagen de color; y de esta forma se obtiene una ecuacio´n lineal, con la cual se
obtienen las estimaciones de los para´metros extrı´nsecos e intrı´nsecos.
Mapeo de Texturas desde Mu´ltiples Vistas
La mayorı´a de las aplicaciones reales requieren la adquisicio´n de mu´ltiples vistas o poses del objeto,
para obtener la informacio´n de rango y de textura completa. En este proceso, la informacio´n de textura
puede estar redundante y a su vez traslapada. Por lo que se generan diferentes te´cnicas para seleccionar
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la mejor textura a mapear sobre el objeto.
Yong y Subbarao en [53] y Bernardini en [15] sugieren que para cada tria´ngulo de la superficie del objeto,
se encuentre el mejor punto de vista desde todas las direcciones. El mejor punto es seleccionado basado
en el coseno del a´ngulo entre la normal del ve´rtice y las direcciones de las diferentes vistas. Si los tres
ve´rtices de la cara del tria´ngulo mapean el mismo punto de vista, la textura del tria´ngulo corresponde a la
imagen de ese punto de vista. Si los ve´rtices mapean diferentes puntos de vista las texturas se interpolan
usando las coordenadas del baricentro del tria´ngulo. Yemez y Schmitt en [62] proponen una estrategia
para la asignacio´n de la textura o´ptima para cada superficie del tria´ngulo del modelo construido, haciendo
uso de las fotografı´as a color disponibles del objeto. El criterio para seleccionar la imagen o´ptima, es la
imagen que presente el eje o´ptico tan paralelo con la normal del tria´ngulo.
1.3. Adquisicio´n
La escena de adquisicio´n esta´ constituida por el esca´ner de rango, la ca´mara CCD y el objeto a digitalizar,
como se observa en la Figura 1.2.
Figura 1.2: Escena de Adquisicio´n
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1.3.1. Esca´ner de Rango
El esca´ner de rango que posee´ la Universidad Nacional de Colombia, es el digitalizador 3D no invasivo
VIVID 9i de Konica Minolta. El VIVID 9i es basado en la triangulacio´n de un la´ser 2.Una ca´mara CCD
recibe la luz reflejada desde la superficie. Las medidas de la superficie del objeto son obtenidas mediante
triangulacio´n y convertidas a una malla de polı´gonos (Figura 1.3). El VIVID 9i obtiene ma´ximo 640×480
puntos por cada rastreo, adquiriendo simulta´neamente la superficie y los datos de color de los puntos.
Figura 1.3: Me´todo de Triangulacio´n
1.3.2. Ca´mara CCD
En la adquisicio´n de texturas se utilizaron dos ca´maras CCD, la ca´mara CCD del esca´ner de rango y la
ca´mara CCD Sony DSC - F717. Las caracterı´sticas de la ca´mara CCD Sony DSC - F717 se observan en
la Tabla 1.1.
Resolucio´n Ma´xima 2560× 1920
Nu´mero de foto detectores (sensor) 5.2 millones
Pı´xeles efectivos (sensor) 4.9 millones
Taman˜o del sensor 2/3′′ (8,8× 6,6mm)
Formatos TIFF (Sin Compresio´n) y JPEG (Con Compresio´n)
Niveles de Calidad Fino y Esta´ndar
Tabla 1.1: Caracterı´sticas de la ca´mara CCD Sony DSC - F717
2http://konicaminolta.com/products/vivid/vivid9i/Features.html
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1.4. Implementacio´n General
Los algoritmos que se presentan en cada una de los capı´tulos fueron desarrollados bajo el lenguaje
C++. Durante el trabajo se desarrollo´ una plataforma para la visualizacio´n de los resultados (Figura 1.4).
Esta´ plataforma se encuentra implementada utilizando la librerı´a Qt, la visualizacio´n de los modelos se
realizo´ usando la librerı´a OpenGL. Algunas librerı´as adicionales necesarias para el buen funcionamiento
de la plataforma son:
MINPACK [http://www.netlib.org/minpack].
TNT: Template Numerical Toolkit - Linear Algebra Module [math.nist.gov/tnt].
levmar: Levenberg-Marquardt nonlinear least squares algorithms in C/C++
[http://www.ics.forth.gr/ lourakis/levmar].
ANN: Approximate Nearest Neighbors [http://www.cs.umd.edu/ mount/ANN].
Figura 1.4: Plataforma Implementada
El sistema donde se desarrollaron los algoritmos es un computador personal con procesador Pentium M
de 2 GHz, 1Gb de memoria RAM, una tarjeta aceleradora de video nVidia GForce 6800 de 256Mb.
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Calibracio´n de Ca´mara
2.1. Introduccio´n
La ca´mara es la herramienta principal para conseguir la informacio´n 3D en la visio´n por computador. La
visio´n basada en los sistemas con ca´mara deben determinar los para´metros de esta, mediante el proceso
de calibracio´n. La calibracio´n de ca´mara es especialmente crucial para los usos que implican me´tricas
cuantitativas a partir de una imagen tales como, medidas dimensionales, profundidad, o movimiento de
las mismas. El proceso busca determinar las caracterı´sticas geome´tricas y o´pticas, junto con la posicio´n
y orientacio´n en el mundo para establecer la conexio´n entre la posicio´n del pı´xel de la imagen y un
punto de la escena. En este capı´tulo se muestra el modelo de ca´mara pinhole (Seccio´n 2.2); adema´s, se
estudian dos me´todos de calibracio´n de ca´mara a partir de correspondencias R3 ↔ R2 y un me´todo que
utiliza propiedades geome´tricas (Seccio´n 2.3). Finalmente, presenta la implementacio´n y los resultados
(Seccio´n 2.4).
2.2. Modelo de Ca´mara
Una ca´mara realiza una transformacio´n R3 hacia R2, donde un conjunto de puntos en el espacio (x) es
mapeado a un punto en un plano (X). El modelo de ca´mara ma´s utilizado para estimar la transformacio´n
es el modelo pinhole (Figura 2.1). Donde (xw, yw, zw) es el sistema 3D coordenado del mundo, (x, y, z)
es el sistema 3D coordenado de la ca´mara, C es el centro de proyeccio´n llamado centro de ca´mara o
centro o´ptico y el plano de la imagen es el plano focal donde la componente de profundidad z es igual a
la distancia focal f . Esta transformacio´n de espaciosR3 ↔ R2 esta´ determinada por los para´metros tanto
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extrı´nsecos como intrı´nsecos, de la ca´mara. Los para´metros extrı´nsicos determinan la transformacio´n de
cuerpo rı´gido del espacio coordenado del mundo al espacio de la ca´mara (Ec. 2.1).
Figura 2.1: Modelo de Ca´mara

x
y
z
 = [R]

xw
yw
zw
+ [T ] (2.1)
donde, R (θx, θy, θz) es la matriz de rotacio´n y T (tx, ty, tz) es el vector de traslacio´n. La transformacio´n
desde el sistema 3D coordenado de la ca´mara (x, y, z) a la imagen (X, Y ), se rige por los para´metros
intrı´nsecos de la ca´mara. Una primera aproximacio´n se presenta con una transformacio´n de perspectiva,
establecida por la distancia focal (Ec. 2.2).  X = fxzY = fy
z
(2.2)
Sin embargo, una ca´mara de CCD sugiere la utilizacio´n de un modelo ma´s completo, que reu´na informa-
cio´n de la manufactura de la ca´mara y del sensor CCD. De esta forma, la transformacio´n esta´ determinada
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por la Ec. 2.3.

X
Y
1
 =

fmx 0 mxpx 0
0 fmy mypy 0
0 0 1 0


x
y
z
1
 (2.3)
donde,
f : es la distancia focal.
mx,my: son el nu´mero de pı´xeles por unidad de distancia.
px, py: las coordenadas del punto principal en la imagen.
No obstante, cada me´todo de calibracio´n presenta su propio acercamiento de los para´metros intrı´nsecos;
por esta razo´n, sera´n tratados ma´s a fondo en la Seccio´n 2.3.
2.2.1. Modelo de Ca´mara con distorsiones
El modelo presentado en la seccio´n 2.2, supone que la o´ptica de los lentes de la ca´mara es perfecta.
Los defectos de los lentes son de dos tipos: croma´ticos y geome´tricos [47]. Los defectos geome´tricos
describen la divergencia entre las posiciones observadas e ideales de la imagen de un punto del espacio
y esta´n representadas por la Ec. 2.4.
Xd = X + δX (X, Y )
Y d = Y + δY (X, Y )
(2.4)
donde,
Xd , Y d: son las coordenadas correspondientes actuales, con distorsio´n.
X , Y : son las coordenadas ideales.
δ (X, Y ): es la funcio´n de distorsio´n.
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Tres tipos de distorsiones geome´tricas son las consideradas por J. Weng, P. Cohen, y M. Herniou en [32].
Estas distorsiones son representadas por series nume´ricas, las cuales deben ser acotadas para su posible
implementacio´n y estabilidad nume´rica. La primera distorsio´n que se presenta es el descentrado de los
lentes con relacio´n al eje principal, descrita por la Ec 2.5. Esta distorsio´n se presenta por la incorrecta
posicio´n de los lentes en el ensamblado de la ca´mara. δXd = p1 (3X2 + Y 2) + 2p2XY +O
[
(X, Y )4
]
δY d = 2p1XY + p2 (X
2 + 3Y 2) + O
[
(X, Y )4
] (2.5)
La distorsio´n provocada por pequen˜os errores entre el paralelismo de los lentes causada en la manufac-
turacio´n de la ca´mara se debe tener en cuenta. Este tipo de distorsio´n se puede modelar adecuadamente
por la adicio´n de un prisma fino al sistema o´ptico, causando cantidades adicionales de distorsiones radi-
ales y tangenciales descritas por la Ec 2.6. δXp = s1 (X2 + Y 2) + O
[
(X,Y )4
]
δY p = s2 (X
2 + Y 2) + O
[
(X, Y )4
] (2.6)
La distorsio´n radial Ec. 2.7 causada por la propiedades o´pticas de los lentes. Este tipo de distorsio´n
generalmente es la ma´s importante a comparacio´n de las distorsiones anteriores. δXr = k1X (X2 + Y 2) + O
[
(X, Y )5
]
δY r = k2Y (X
2 + Y 2) + O
[
(X,Y )5
] (2.7)
2.3. Me´todos de Calibracio´n
Existen diferentes me´todos para realizar el ca´lculo de los para´metros de la ca´mara. Las te´cnicas ma´s
comunes usan un conjunto de puntos correspondientes entre la imagen y el mundo real, mientras otras
utilizan las propiedades geome´tricas de los elementos proyectados en la imagen.
2.3.1. Me´todo 1: Algoritmo Tsai
El me´todo es presentado por Tsai en [58, 59], su mayor ventaja es que tiene en cuenta la informacio´n de
la distorsio´n radial. Sin embargo, la principal desventaja de este me´todo es que utiliza unos datos propios
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de manufactura de la ca´mara que normalmente no viene especificados por el fabricante. Estos datos los
utiliza para hallar la distancia focal f , y el factor de incertidumbre de escala sx.
El acercamiento de los para´metros intrı´nsecos de la ca´mara y la transformacio´n desde el sistema 3D
coordenado de la ca´mara (x, y, z) a la imagen (X, Y ) esta´ descrita por la transformacio´n de perspectiva
(Ec. 2.2), seguida de la distorsio´n radial (Ec. 2.4, Ec. 2.7). Finalmente, tiene en cuenta los para´metros de
fabricacio´n de la ca´mara, como lo muestra la Ec. 2.8. Xf = sx
Nfx
dxNcx
Xd + Cx
Y f = 1
dy
Y d + Cy
(2.8)
donde,
(Cx, Cy): son el nu´mero de filas y columnas del centro de la imagen.
(dx, dy): es la distancia de centro a centro entre elementos adyacentes del sensor en la direccio´nX
y Y respectivamente.
Ncx: es el nu´mero de elementos del sensor en la direccio´n X.
Nfx: es el nu´mero de pı´xeles de la imagen en la direccio´n X.
sx: es el factor de incertidumbre en la escala de la imagen.
El ca´lculo de los para´metros se desarrolla en el Algoritmo 4,5 presentes en el Anexo B. Este me´todo
puede ser complementado con un algoritmo de optimizacio´n como Levenberg-Marquardt.
2.3.2. Me´todo 2: Algoritmo The Gold Standard
Este algoritmo es una mejora del algoritmo DLT (Trasformacio´n Lineal Directa) desarrollado por Abdel-
Aziz y Karara [1]. Este me´todo supone que la o´ptica de la ca´mara es perfecta y no tiene en cuenta ningu´n
tipo de la distorsio´n.
Para estimar el modelo de la ca´mara, so´lo basta con calcular la matrix P que mapea el espacio 3D x a la
imagen 2D X (Ec.2.9).
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X = Px (2.9)
La matriz P para una ca´mara finita esta´ representada por:
P = K
[
R | T
]
= K
[
R | −RC˜
]
=
[
M | −MC˜
]
(2.10)
donde, K es la matriz de calibracio´n de la ca´mara, la cual define los para´metros internos de la misma
(Ec. 2.11).
K =

αx s X0
0 αy Y0
0 0 1
 (2.11)
donde,
αx y αy: es el factor de escala en la direccio´n de la coordenada X y Y respectivamente.
s: es el skew, inclinacio´n del sensor (normalmente 0).
(X0, Y0)
T : son las coordenadas del punto principal.
Las matrices K y R son halladas a trave´s de la descomposicio´n matricial RQ de la matriz M . La des-
composicio´n RQ, encuentra dos matrices, tal que R sea una matriz triangular superior y Q sea un matriz
normalizada. Adema´s, es posible inferir el centro de ca´mara C = [Cx, Cy, Cz, Ct]′, el cual esta´ dado por:
Cx = det([p2, p3, p4]) Cy = − det([p1, p3, p4])
Cz = det([p1, p2, p4]) Ct = − det([p1, p2, p3])
C˜ es obtenido a partir de C homoge´neo como C˜ = [x/t, y/t, z/t].
El ca´lculo de la matriz P (Algoritmo 1) se realiza seleccionando el mayor nu´mero de puntos correspon-
dientes (mı´nimo 6), entre la imagen planar y el espacio tridimensional. Por este motivo y facilidad de
ca´lculo se utilizo´ un patro´n de calibracio´n para establecer dichas correspondencias.
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Algoritmo 1 Algoritmo The Gold Standard [23]
Entrada: n > 6 de correspondencia entre Xi ↔ xi
Salida: Matriz P .
1: NORMALIZACIO´N: Hallar las matrices de normalizacio´n T yQ de cada uno de los n puntosX y
x, respectivamente. Normalizar las coordenadas en cada uno de los espacios de forma independiente
y hallar X y x.
2: DLT: Para cada correspondenciaXi ↔ xi construir la matrizAi. Construir la matrizA de (2n×12) a
partir de las nmatrices Ai. Obtener la descomposicio´n en valores singulares de A. El vector singular
asociado al menor valor singular, sera´ la solucio´n p. La matriz P se determina a partir de p por filas.
Ai =
 0T −xTi yiXTi
xTi 0
T −xiXTi
 =

P 1
P 2
P 3

3: MINIMIZACIO´N DEL ERROR GEOME´TRICO: Usando la estimacio´n lineal como punto ini-
cial, se minimiza el error geome´trico:
∑
i
d
(
Xi, Pxi
)2
, sobre P , se utiliza un algoritmo iterativo.
4: DESNORMALIZACIO´N: P = T−1PQ
Matrices de Normalizacio´n
Para este caso en particular, cabe aclarar que la normalizacio´n para las coordenadas espaciales debe ser
tal, que la mayor distancia en el espacio (x) sea
√
3 y en el plano (X)
√
2. Esta normalizacio´n es realizada
para evitar el problema computacional de las matrices dispersas (Algoritmo 2).
Correccio´n de la Distorsio´n Radial
Aunque este me´todo no tiene en cuenta la distorsio´n radial de los lentes, como el me´todo de Tsai (Seccio´n
2.3.1), en este trabajo se presenta una etapa adicional para la correccio´n de dicha distorsio´n al inicio
del algoritmo ya presentado. La correccio´n se realiza sobre cada uno de los puntos de la imagen, con
una valor de κ determinado, utilizando el Algoritmo 6 presente en el Anexo B. Adema´s, es necesario
conocer el taman˜o del sensor y la resolucio´n de la imagen a corregir, para realizar la transformacio´n de
coordenadas de la imagen al sensor y viceversa.
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Algoritmo 2 Ca´lculo de las matrices normalizacio´n (T y Q).
Entrada: Nube de puntos x o X
Salida: Matrices de Normalizacio´n T y Q.
1: Sea en x o X se calcula la media de cada una de la componentes.
2: Hallar la ma´xima distancia euclı´dea entre la media y toda la nube de puntos.
3: Se calcula la matriz de normalizacio´n:
T =
1
dma´x
 1 0 −Xmean0 1 −Zmean
0 0 1
 Q = 1
dma´x

1 0 0 −xmean
0 1 0 −ymean
0 0 1 −zmean
0 0 0 1

2.3.3. Me´todo 3: Calibracio´n de Ca´mara basado en Elipses
El me´todo de calibracio´n utiliza las propiedades geome´tricas de las co´nicas, que presenta una co´nica o
una cua´drica en el espacio proyectada sobre la imagen; donde la co´nica a estudiar sera´ una elipse. Un
primer acercamiento lo realiza Tarel en [57] y Daucher en [42]. Una de las ventajas de este me´todo es
que los contornos de las elipses pueden encontrarse con mayor precisio´n a comparacio´n de los puntos
correspondientes.
El acercamiento de los para´metros intrı´nsecos de la ca´mara y la transformacio´n desde el sistema 3D
coordenado de la ca´mara (x, y, z) a la imagen (X, Y ) esta´ descrita por la Ec. 2.3 y Ec. 2.1.
Caracterizacio´n de la Elipse
La forma normal de una elipse esta´ descrita por la Ec. 2.12; a pesar de ello, esta representacio´n es muy
ideal para el caso de estudio, por esta razo´n se utiliza la representacio´n general o ecuacio´n implı´cita de
la co´nicas(Ec. 2.13).
(X)2
a2x
+
(Y )2
a2y
= 1 (2.12)
AX2 + 2BXY + CY 2 + 2DX + 2EY + F = 0 (2.13)
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De igual forma, la ecuacio´n implı´cita (Ec. 2.13) se puede representar de forma matricial (Ec. 2.14), con
el fin de que quede representada en coordenada homoge´neas.
[
X Y 1
]
A B D
B C E
D E F


X
Y
1
 = [X]T [C] [X] = 0 (2.14)
Sobre cada elipse se determina el borde, utilizando alguna te´cnica de contorno. Para cada pı´xel que
pertenece al borde, se normaliza con una matriz T (X̂ = TX ) y se genera el vector Âi (Ec. 2.15). Por
u´ltimo, se soluciona la matriz Â creada de vectores Âi utilizando SVD.
[
X̂2i X̂iŶi Ŷ
2
i X̂i Ŷi 1
]

Â
B̂
Ĉ
D̂
Ê
F̂

= Ai [X] = 0 (2.15)
Al utilizar la solucio´n por descomposicio´n de valores singulares (SVD), se asegura la mejor elipse que
minimiza el error cuadra´tico medio. A continuacio´n, se desnomarliza la solucio´n, utilizando Ec. 2.16.
A B D
B C E
D E F
 = [T ]T

Â B̂ D̂
B̂ Ĉ Ê
D̂ Ê F̂
 [T ] (2.16)
La proyeccio´n de la co´nica C de la imagen en el espacio a partir de una matriz de ca´mara P , da como
resultado una co´nica en un plano infinito, comu´nmente llamada co´nica absoluta o cua´drica co´nica Qco
(Figura 2.2).
El ca´lculo de los para´metros de ca´mara se determina utilizando el Algoritmo 3 utilizando la caracteri-
zacio´n de cada elipse.
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PCP T = Qco
Figura 2.2: Proyeccio´n de una co´nica en el espacio
Algoritmo 3 Algoritmo de calibracio´n basado en Elipses
Entrada: Imagen Segmentada
Desde i = 1 hasta NElipses Hacer
1: Ca´lculo de la co´nica en el espacio Qabs
Qi = [R]

1 0 0 −xi
0 1 0 −yi
0 0 0 −zi
−xi −yi −zi x2i + y2i + z2i − r2

[
RT
]
donde, R es una matriz de rotacio´n del patro´n de calibracio´n
2: Caracterizacio´n de las elipsesi.
Ci =

A B D
B C E
D E F

3: Calcule P tal que;
mı´n
{
PCiP
T −Qi
}
Fin Desde
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2.4. Implementacio´n y Resultados
El patro´n de calibracio´n (Figura 2.3) consiste en dos la´minas unidas formando un a´ngulo de 90o entre
ellas. El fondo de la la´mina es de color blanco para lograr un alto contraste entre las figuras y el fondo.
El Patro´n No1 (Figura 2.3(a)) contiene una serie de cuadrados negros de 2×2 cm y separados entre ellos
2cm y el Patro´n No2 (Figura 2.3(b)) contiene una serie de cı´rculos negros de dia´metro 3cm y separados
4cm entre centro y centro. El Patro´n No1 se utilizo´ para el me´todo Tsai y The Gold Standard, mientras
el Patro´n No2 se utilizo´ para el me´todo basado en elipses.
(a) Patro´n con Cuadrados (b) Patro´n con Cı´rculos
Figura 2.3: Patrones de Calibracio´n
La ca´mara a calibrar es la ca´mara CCD Sony DSC - F717 cuyas caracterı´sticas se observan en la Tabla1.1.
Las ima´genes fueron adquiridas con la mayor resolucio´n disponible, en formato TIFF y un nivel de cali-
dad Fino, con el fin de evitar alguna pe´rdida de informacio´n en la etapa de adquisicio´n.
2.4.1. Me´todo 1: Algoritmo Tsai
Utilizando las caracterı´sticas de la ca´mara descritas por el fabricante en la Tabla 1.1 y las condiciones
de adquisicio´n, se analizo´ el algoritmo de Tsai; se utilizaron un total de 480 correspondencias entre el
mundo y la imagen. Dando como resultado la Tabla 2.1.
18
Capı´tulo 2. Calibracio´n de Ca´mara
CARACTERI´STICAS DE LA CA´MARA
PARA´METROS EXTRI´NSICOS
Matriz de Rotacio´n (R) ∠ Rotacio´n (Rx,y,z[o]) Traslacio´n (T [mm])
0,999571 0,029217 0,002231
0,028906 −0,995665 0,088401
0,004804 −0,088299 −0,996082


174,934196
−0,275234
1,656420


−7,935002
78,58245
915,6349

PARA´METROS INTRI´NSECOS
f = 9,918876[mm] Cx = 1280[pix]
κ1 = 1,968921e− 03[1/mm2] Cy = 960[pix]
sx == 0,994869
Tabla 2.1: Resultados con el Me´todo Tsai
El me´todo de Tsai puede ser mejorado utilizando una rutina de optimizacio´n. Para este algoritmo se uti-
lizo´ la librerı´a MINPACK, la cual presenta una optimizacio´n por Levenberg-Marquardt. Los resultados
de este me´todo optimizado se observan en la Tabla2.2.
CARACTERI´STICAS DE LA CA´MARA
PARA´METROS EXTRI´NSICOS
Matriz de Rotacio´n (R) ∠ Rotacio´n (Rx,y,z[o]) Traslacio´n (T [mm])
0,999558 0,028042 −0,009846
0,028799 −0,995730 0,087705
−0,007345 −0,087950 −0,996098


−174,954206
0,420814
1,650313


4,276470
79,575691
928,092130

PARA´METROS INTRI´NSECOS
f = 10,057403[mm] Cx = 1240,939773[pix]
κ1 = 1,688628e− 03[1/mm2] Cy = 956,550074[pix]
sx = 0,995972
Tabla 2.2: Resultados con el Me´todo Tsai+ Optimizacio´n
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2.4.2. Me´todo 2: Algoritmo The Gold Standard
Como el me´todo presenta en gran parte operaciones matriciales, se utilizo´ la librerı´a de matrices TNT
Template Numerical Toolkit, la cual cuenta con operaciones y descomposiciones matriciales necesarias
en el algoritmo. Se utilizaron un total de 480 correspondencias entre el mundo y la imagen para el ana´lisis
de este me´todo. Dando como resultado de calibracio´n la Tabla 2.3.
CARACTERI´STICAS DE LA CA´MARA
PARA´METROS EXTRI´NSICOS
Matriz de Rotacio´n (R) ∠ Rotacio´n (Rx,y,z[o]) Traslacio´n (T [mm])
−0,999552 0,028673 0,008546
−0,029285 −0,996101 0,083212
0,0061267 −0,083425 −0,996495


168,4200
0,0177967
−0,372249


−2,890970
83,33699
1015,156

PARA´METROS INTRI´NSECOS
αx = 3216,894804 x0 = 1245,27061[pix]
αy = 3221,684971 y0 = 945,00309[pix]
sx = 0,998513
Tabla 2.3: Resultados con el Me´todo The Gold Standard
Correccio´n de la distorsio´n radial
Utilizando el valor de κ calculado por el me´todo de Tsai con Optimizacio´n, se realizo´ la correccio´n
radial de la Imagen del Patro´n No1 (Figura 2.3), dando como resultado la Figura 2.4. A partir de la
Imagen corregida, se utilizo´ el me´todo simple, dando como resultado de calibracio´n la Tabla 2.4.
2.4.3. Me´todo 3: Calibracio´n de Ca´mara basado en Elipses
Para el ana´lisis de este me´todo se utilizaron una total de 120 elipses. Para estimar las co´nicas en el
espacio se uso´ una matriz de rotacio´n sobre el eje y a trave´s del plano xz, con un a´ngulo de rotacio´n
de 45o, sentido horario. Finalmente, la calibracio´n de la ca´mara utilizando este me´todo se muestra en la
Tabla 2.5.
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(a) Lı´neas de los Lentes (b) Correccio´n Completa
Figura 2.4: Correccio´n de la Distorsio´n Radial
CARACTERI´STICAS DE LA CA´MARA
PARA´METROS EXTRI´NSICOS
Matriz de Rotacio´n (R) ∠ Rotacio´n (Rx,y,z[o]) Traslacio´n (T [mm])
−0,999564 0,028848 0,006229
−0,029304 −0,995189 0,093487
−0,003502 −0,09362 −0,995601


167,3324
0,0191509
−0,788066


−0,173044
73,85577
948,5940

PARA´METROS INTRI´NSECOS
αx = 2983,766180 x0 = 1254,0939[pix]
αy = 2995,915592 y0 = 974,7558[pix]
sx = 0,995944
Tabla 2.4: Resultados con el Me´todo The Gold Standard + Correccio´n Distorsio´n Radial
2.4.4. Me´tricas de Desempen˜o
Las me´tricas utilizadas son los momentos estadı´sticos de orden 1 y 2 de la distancia euclı´dea de los
puntos reales y los puntos proyectados con la matriz de ca´mara calculada 2.17.
∑
i
d
(
Xi, Pxi
)2
(2.17)
Los resultados obtenidos con cada uno de los me´todos se presentan el la Tabla 2.6. Para e´sta ca´mara los
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CARACTERI´STICAS DE LA CA´MARA
PARA´METROS EXTRI´NSICOS
Matriz de Rotacio´n (R) ∠ Rotacio´n (Rx,y,z[o]) Traslacio´n (T [mm])
−0,998657 −0,029359 0,086116
0,029976 −0,995186 0,083409
−0,0061267 −0,083628 −0,995601


167,3348
0,017780
−0,372249


−1,287604
109,2021
951,1916

PARA´METROS INTRI´NSECOS
αx = 3219,718561 Cx = 1246,319086[pix]
αy = 3008,178938 Cy = 945,458778[pix]
sx = 1,0703214
Tabla 2.5: Resultados con el Me´todo de Calibracio´n Basado en Elipses
mejores resultados se presentaron con el me´todo de calibracio´n The Gold Standard con correccio´n radial
seguido del me´todo de Tsai con optimizacio´n.
ME´TRICA ME´TODOS DE CALIBRACIO´N DE CA´MARA
The Gold Standard (TGS) TGS + Corr. Rad. Tsai Tsai + Opt.
µError−Imagen[pix] 2.153421 1.785467 2.096615 1.807072
σError−Imagen[pix] 1.371710 1.049990 1.448014 1.025394
MAXError−Imagen[pix] 7.832521 6.336411 9.402936 6.644138
Tabla 2.6: Me´tricas de Desempen˜o
El mejor resultado se presenta con el me´todo The Gold Standard utilizando correccio´n radial de lo lentes,
con una distancia de error promedio de 1,785467.
En la Tabla 2.6, no se hace la comparacio´n del me´todo basado en elipses, por que la medida a minimizar
en este me´todo fue la proyeccio´n de la co´nica en el espacio y no la distancia en pı´xeles utilizados por
los otros me´todos. Sin embargo, las medidas del error relativo obtenidas son: µ = 0,0043198, σ =
0,0062997,MAX = 0,047329.
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2.5. Conclusiones
Los algoritmos de calibracio´n de ca´maras analizados son estables y tienen resultado aceptable, al analizar
las diferencias al momento de reproyectar la ubicacio´n de los puntos en la imagen. Los para´metros
resultantes de la calibracio´n: extrı´nsecos e intrı´nsecos resultan un poco variados segu´n el procedimiento
y las condiciones de distorsio´n que se utilizaron para obtenerlos. En conclusio´n, los resultados que usan
la distorsio´n del lente son los que presentan los mejores resultados en las me´tricas de evaluacio´n.
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Mapeo de una Textura a una Imagen de Rango
3.1. Introduccio´n
En este capı´tulo se describe la fusio´n de la informacio´n de rango con la imagen de la ca´mara. Estos dos
sensores entregan informacio´n de cualidades de diferente naturaleza. Mientras que el sensor de rango
provee´ la distancia entre el punto sensado y su centro de proyeccio´n, la imagen capturada por la ca´mara
muestra la iluminacio´n emitida desde los puntos en la escena [60]. Esta fusio´n de informacio´n entre estos
dos sensores requiere el conocimiento de los para´metros de la ca´mara (Capı´tulo 2).
Figura 3.1: Parametrizacio´n y Renderizacio´n
A partir de una nube de puntos en el espacio, obtenida en un proceso de adquisicio´n de ima´genes de
rango [3, 14, 62], se genera un modelo computacional utilizando la representacio´n en polı´gonos [37, 44]
o una superficie parame´trica (NURBS, B-Splines, etc) [10,45,46]. Desde las coordenadas de los ve´rtices
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del modelo computacional se busca su correspondencia en la textura a rastrear; a este proceso se le de-
nomina parametrizacio´n de superficie (Figura 3.1). La parametrizacio´n utiliza las coordenadas (u, v) en
el modelo computacional y (t, s) en la textura a rastrear, direccio´n horizontal y vertical respectivamente,
como un esta´ndar en mapeo de texturas [7].
Cuando se realiza el mapeo de texturas sobre un modelo representado por polı´gonos, exactamente
tria´ngulos, las coordenadas de cada ve´rtice identifican un elemento de una textura en la imagen, lla-
mado te´xel. El te´xel representa un patro´n determinado en una regio´n de una textura. De esa forma la
textura no se rastrea ve´rtice a ve´rtice (color a color), sino tria´ngulo a tria´ngulo (te´xel a te´xel). El proceso
descrito para un modelo representado por tria´ngulos se observa en la Figura 3.2.
Figura 3.2: Parametrizacio´n de la Superficie - Malla Triangular
Pueden considerarse las coordenadas de la textura asignando a una malla 3D una parametrizacio´n de la
superficie de la malla, donde cada ve´rtice 3D se asigna a un valor 2D del para´metro, y cada punto en la
superficie de la malla es parametrizado por la combinacio´n convexa apropiada del valor del para´metro
del ve´rtice del tria´ngulo de la superficie en que reside [29]. Debe tenerse cuidado que la parametrizacio´n
sea legal, es decir, que no hallan dos puntos en la superficie de la malla que sean mapeados al mismo
punto en el dominio 2D del para´metro. Para este criterio, se establecera´ el concepto de visibilidad.
Un punto en el espacio es visible si el producto punto entre vector normal del punto y el vector de
la ca´mara es igual o menor a cero, como lo muestra la Figura 3.3 para los puntos azules y rojos. Sin
embargo, esta condicio´n es una condicio´n necesaria pero no suficiente (punto amarillo). Por esta razo´n
se utiliza el algoritmo Z-buffer [33]. El algoritmo Z-buffer de una nube de puntos, guarda la informacio´n
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de profundidad (distancia desde el plano de la imagen) del punto de la superficie ma´s cercano sobre la
proyeccio´n del punto en la imagen [62].
Figura 3.3: Visibilidad de los puntos
Aunque el algoritmo Z-buffer presenta una solucio´n al problema del traslape cuando la imagen a proyec-
tar es de dimensiones pequen˜as y el nu´mero de puntos es alto, no es suficiente en nuestro caso de trabajo,
porque la mayorı´a de ima´genes de textura adquiridas son de alta resolucio´n. Por esta razo´n, se expandio´ el
concepto de profundidad de puntos a profundidad de la superficie (tria´ngulos) y el Z-buffer almacena la
distancia de la ca´mara al baricentro del tria´ngulo sobre toda el a´rea de proyeccio´n del mismo.
3.2. Mapeo de una Textura utilizando Puntos de Control
Este me´todo busca asignar las posibles correspondencias entre la informacio´n de rango y la imagen a ras-
trear. A partir de las correspondencias, se determina la relacio´n R3 ↔ R2 en un proceso de calibracio´n.
Este proceso se ilustra en la Figura 3.4.
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Figura 3.4: Proceso de Mapeo de una Textura utilizando Puntos de Control
3.2.1. Asignacio´n de Puntos de forma Manual
Un primer acercamiento se realiza estableciendo las correspondencias de formamanual, donde las corres-
pondencias de la imagen se asignan de forma directa sobre ella, mientras las correspondencias del modelo
se realizan sobre la proyeccio´n en la pantalla. Sin embargo, existen infinitos puntos en el espacio que se
proyectan en un mismo pı´xel en la pantalla; por esta razo´n, se establecio´ un me´todo con el cual se asignan
los puntos sobre la imagen de rango.
Inicialmente, se deben establecer las condiciones y caracterı´sticas de proyeccio´n del visor de modelos
utilizado. El visor funciona como una ca´mara pinhole (Seccio´n 2.2), la cual presenta una matriz de
transformacio´n de cuerpo rı´gido y una relacio´n de proyeccio´n sobre la imagen. Con esta informacio´n
se determina un punto en el espacio (Pi) y el vector de ca´mara con los cuales se determina la lı´nea
parame´trica de los puntos que se proyectan en el mismo pı´xel. Con la ecuacio´n de la lı´nea parame´trica,
se intercepta cada uno de los tria´ngulos visibles del modelo. Finalmente, el punto perteneciente a un
tria´ngulo es el punto 3D proyectado en la pantalla. La Figura 3.5 ilustra el proceso donde se determina
un punto sobre la imagen de rango a partir de un pı´xel en la pantalla.
3.2.2. Asignacio´n de Puntos utilizando un patro´n de Calibracio´n
En la Seccio´n 3.2.1 se trata el problema de la correspondencia de puntos de forma manual, lo cual
esta´ ligado a los criterios subjetivos de cada usuario. Este problema puede ser solucionado utilizando un
patro´n de calibracio´n para determinar la geometrı´a de la escena. Cuando se habla de la geometrı´a de la
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Lı´nea parame´trica
L(u) = Pi + u ∗ (Vcamara)
Punto de corte de una lı´nea parame´trica y un plano
P = Pi +
(Nplano·(Pplano−Pi))
(Nplano·Vcamara) ∗ Vcamara
Figura 3.5: Asignacio´n de un punto sobre la imagen de rango a partir de un pı´xel en la pantalla
escena, se busca la posicio´n espacial relativa de cada uno de los elementos que la componen, relacionados
sobre el mismo eje coordenado. Para nuestro caso, los elementos que componente la escena son (Figura
3.6): esca´ner de rango, ca´mara CCD y objeto a modelar.
Figura 3.6: Geometrı´a de la Escena
En el Capı´tulo 2 se presentaron dos tipos patrones de calibracio´n (Figura 2.3), los cuales consisten en
dos la´minas unidas, formando un a´ngulo de 90o entre ellas y fondo de color blanco para lograr un alto
contraste con las formas. Sin embargo, esta distribucio´n de color no es u´til para determinar la informa-
cio´n tridimensional ofrecida por el patro´n a partir del esca´ner de rango; por esta razo´n, se redisen˜o el
patro´n con dos la´minas de color negro mate y cuadrados blancos (Figura 3.7). La razo´n del color negro
como fondo del patro´n se debe a que el esca´ner puede ser configurado para no detectar la informacio´n
3D de objetos muy oscuros, disminuyendo la intensidad del laser de barrido. De esta forma se procede a
la adquisicio´n del patro´n con la ca´mara CCD (Figura 3.7(a)) y el esca´ner de rango (Figura 3.7(b)).
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(a) Ca´mara CCD (b) Esca´ner de Rango
Figura 3.7: Adquisicio´n de Patrones con los dos Sensores
Con los dos tipos de ima´genes adquiridas se procede a calcular de forma automa´tica las parejas de pun-
tos, utilizando los centros de masa de cada cuadrado (Figura 3.8). Para el ca´lculo del centro de masa
se segmentan los pı´xeles utilizando un correccio´n proyectiva o los puntos sobre cada cuadrado para los
dos tipos de sensores respectivamente. Por u´ltimo, se promedia en cada una de las componentes de las
ima´genes. Las correspondencias son calibradas con respecto al origen del esca´ner de rango.
(a) Ca´mara CCD (b) Esca´ner de Rango
Figura 3.8: Ca´lculo de los Centros de Masa en Cada uno de los Sensores
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3.2.3. Parametrizacio´n de la Superficie
Despue´s de establecer los puntos correspondientes entre las dos ima´genes (rango y color), se utilizan
los algoritmos de calibracio´n por correspondencia Tsai (Seccio´n 2.3.1) o The Gold Standard (Seccio´n
2.3.2). De esta forma, la funcio´n de parametrizacio´n esta´ descrita por la Ec. 3.1 para cada punto(x, y, z)
3D visible por la ca´mara y donde pi,j son los elementos de la matriz de ca´mara (P3×4).
f (x, y, z) =
 u = p00x+p01y+p02z+p03p20x+p21y+p22z+p23v = p10x+p11y+p12z+p13
p20x+p21y+p22z+p23
(3.1)
3.2.4. Resultados
Las ima´genes 2D fueron adquiridas por la ca´mara CCD Sony DSC - F717 (resolucio´n de 2560× 1920) y
la ca´mara CCD del esca´ner de rango (resolucio´n de 640× 480). Las ima´genes 3D fueron adquiridas por
el digitalizador 3D VIVID 9i - Minolta Konica.
Para las pruebas de asignacio´n manual de puntos se utilizaron 10 correspondencias. En la Figura 3.9 se
observan las ima´genes de los diferentes sensores y las correspondencias escogidas de forma manual.
(a) Modelo 3D (b) Ca´m. CCD del esca´ner de rango (c) Ca´mara CCD SONY
Figura 3.9: Seleccio´n de Correspondencias
En la Figura 3.10 se muestran las me´tricas de desempen˜o despue´s del proceso de calibracio´n utilizando
puntos de control asignados de forma manual; estas me´tricas son calculadas a partir de las ima´genes nor-
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malizadas. De igual forma, se muestran los resultados del rastreo de textura. Cada Figura (Figura 3.10(a)
y Figura 3.10(b)) muestran unos recuadros donde la textura no se encuentra asignada correctamente.
Me´tricas de Calibracio´n
µError−Imagen = 0,00426286
σError−Imagen = 0,00251748
MAXError−Imagen = 0,0101938
(a) Ca´mara CCD del esca´ner de rango
Me´tricas de Calibracio´n
µError−Imagen = 0,00472615
σError−Imagen = 0,00236763
MAXError−Imagen = 0,000301758
(b) Ca´mara CCD SONY
Figura 3.10: Me´tricas de Calibracio´n y Modelo Texturado utilizando puntos correspondientes asignados de forma manual
Para las pruebas utilizando el patro´n de calibracio´n se detectaron 60 correspondencias ( una por cada
cuadrado del patro´n). Los resultados se muestran en la Figura 3.11 donde las me´tricas obtenidas son
menores en un orden de magnitud aproximadamente con respecto al me´todo de asignacio´n de correspon-
dencias de forma manual.
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Me´tricas de Calibracio´n
µError−Imagen = 0,000331771
σError−Imagen = 0,000229261
MAXError−Imagen = 0,000912495
(a) Ca´mara CCD del esca´ner de rango
Me´tricas de Calibracio´n
µError−Imagen = 0,000640927
σError−Imagen = 0,000387994
MAXError−Imagen = 0,00207087
(b) Ca´mara CCD SONY
Figura 3.11: Me´tricas de Calibracio´n y Modelo Texturado utilizando puntos correspondientes utilizando un patro´n de
calibracio´n
3.3. Mapeo de una Textura utilizando Registro 3D - 2D
Normalmente la imagen de rango y de color son obtenidas desde diferentes puntos de vista, de forma
completamente independiente [50]. Ası´, para mapear esas ima´genes de color hacia el modelo geome´tri-
co, es necesario determinar las relaciones relativas entre estos dos puntos de vista. Este problema, ha
sido tratado como una clase especial de registro [2] llamado registro 3D-2D. Ba´sicamente, el registro
3D-2D trata de encontrar la transformacio´n proyectiva (trasformacio´n de cuerpo rı´gido y proyeccio´n,
perspectiva) en la cual una imagen 2D mapea a un modelo computacional de un objeto 3D de for-
ma parame´trica [31]. Los diferentes acercamientos presentados en la literatura [8, 12, 26, 27, 35, 36, 39,
43, 50, 54, 55, 64] muestran que la caracterı´stica ma´s relevante para ser utilizada es el contorno de la
imagen comparada con el contorno del modelo proyectado. De esta forma y utilizando el modelo de
ca´mara descrito en la Seccio´n 2.2, se observa que son 11 para´metros (5 intrı´nsecos, 6 extrı´nsecos) para
ser calculados en cada imagen a rastrear. Este problema puede ser formulado utilizando una funcio´n
objetivo apropiada, la cual expresa la calidad de un conjunto de para´metros de ca´mara determinado
(ε (f,mx,my, px, py, θx, θy, θz, tx, ty, tz)). Dicha funcio´n objetivo puede ser minimizada utilizando algu´n
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me´todo de optimizacio´n. El proceso disen˜ado para realizar el registro 3D-2D se ilustra en la Figura 3.12.
Figura 3.12: Proceso de Mapeo de una Textura utilizando Registro 3D-2D
3.3.1. Descripcio´n del Proceso
El proceso comienza con la segmentacio´n de la textura a rastrear, calculando la caja que envuelve el
modelo. Por otro lado, el modelo 3D es proyectado utilizando un modelo de ca´mara inicial, preferible-
mente con los valores del visor utilizado. La imagen proyectada se recorta y se escala a las dimensiones
de la caja de segmentacio´n de la textura. Este proceso se disen˜o para disminuir el nu´mero de para´me-
tros a optimizar en la funcio´n objetivo inicial, es decir, los para´metros intrı´nsecos como mx,my, px, py
y los para´metros extrı´nsecos tx, ty, tz pueden ser omitidos al ajustar las dimensiones de la imagen de la
proyeccio´n y a las dimensiones de la textura; y de esta forma la funcio´n objetivo es simplificada a solo 4
para´metros en la Ec. 3.2. Esta modificacio´n reduce el costo computacional a la hora de la optimizacio´n.
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ε (f, θx, θy, θz) (3.2)
Sin embargo, las unidades de la distancia focal (f) esta´n dadas en metros y las unidades de los a´ngulos
esta´n dadas en grados o radianes. Por este motivo, otro cambio que se le realiza a la funcio´n objetivo es
expresar la distancia focal f en te´rminos del a´ngulo del campo de vista fov (Filed of View) utilizando la
Ec. 3.3. De esta forma, el dominio de la funcio´n presenta las misma unidades.
fov = 2× atan
(
lma´x
f
)
(3.3)
donde, lmax es la ma´xima arista de la caja que contiene el modelo.
Despue´s de igualar las dimensiones de las ima´genes , se procede a la extraccio´n de los contornos; para es-
ta etapa se puede utilizar cualquier filtro pasa alto (Prewitt, Sobel) o alguna te´cnica de contornos activos,
dependiendo del contraste entre el objeto y el fondo. El paso a seguir, es la transformacio´n del contorno
utilizando una transformacio´n de distancia. La transformacio´n de distancia juega un papel importante en
la comparacio´n de contornos binarios [4]. La transformacio´n utilizada fue presentada por Felzenszwalb
en [16], la cual requiere un costo computacional muy bajo a comparacio´n de la transformacio´n euclı´dea
convencional. Posteriormente, se realiza la diferencia absoluta entre las ima´genes transformadas, la cual
es la salida de la funcio´n objetivo. La optimizacio´n de la funcio´n objetivo fue realizada con el algorit-
mo de Levenberg-Marquardt. Como el algoritmo necesita el Jacobiano de la funcio´n, este fue calculado
utilizando diferencias finitas con cada una de las entradas.
3.3.2. Parametrizacio´n de la Superficie
Al obtener los valores de fov, θx, θy, θz, se procede a la parametrizacio´n de la superficie. Se calcula la
ma´xima arista (lmax) de la caja que contiene el modelo. Con este valor se determina la distancia focal
utilizando la Ec. 3.4 con el campo de vista en radianes.
f =
lma´x
tan
(
fov[rad]
2
) (3.4)
Ahora, con los valores de θx, θy, θz se halla la matriz de rotacio´n R. Se calcula la visibilidad de ca-
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da punto(x, y, z) rotado a la distancia focal f . Durante el ca´lculo de la visibilidad, se determinan los
lı´mites ma´ximos (ma´xX ,ma´xY ) y mı´nimos (mı´nX ,mı´nY ) de la imagen de puntos proyectada. La para-
metrizacio´n de la superficie normalizada se encuentra descrita por la Ec. 3.5.
f (x, y, z) =
 u =
−fx
z
−mı´nX
ma´xX −mı´nX
v =
−fy
z
−mı´nY
ma´xY −mı´nY
(3.5)
3.3.3. Resultados
El objeto a mapear es una figura precolombina (Figura 3.13). Esta figura fue digitalizada y reconstruida
(registro e integracio´n) con la informacio´n de 14 ima´genes de rango (Figura 3.13(a)) utilizando el paquete
PET (Polygon Editing Tool) y Geomagic Studio. La informacio´n de textura fue adquirida con la ca´mara
CCD Sony DSC - F717 con su ma´xima resolucio´n de (2560×1920) sobre un fondo completamente blan-
co (Figura 3.13(b)). Los valores iniciales para este ejemplo son: fov = 10◦, θx = 0◦, θy = 0◦, θz = 0◦.
(a) Modelo 3D (b) Textura a Mapear
Figura 3.13: Figura precolombina
Siguiendo cada paso del proceso, con la imagen inicial de la textura (Figura 3.13(b)) hallamos la caja
(Figura 3.14(a)) y segmentamos la imagen de la textura (Figura 3.14(b)). El taman˜o de la caja es de
(1157× 1510).
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(a) Textura Recortada (b) Textura Segmentada
Figura 3.14: Proceso sobre la Textura
Luego, la proyeccio´n es recortada en sus lı´mites dando una caja de dimensiones 322 × 571 (Figura
3.15(a)). Despue´s, es escalda a las dimensiones de la textura (1157× 1510).
(a) Mod. Recortado (b) Modelo Escalado
Figura 3.15: Proceso sobre la proyeccio´n del Modelo
Como puede observarse, en la posicio´n inicial del modelo, la proyeccio´n no concuerda con el punto de
vista de la textura. Esto se puede comprobar al hacer la diferencia absoluta de las figuras segmentadas
(formas). La Figura resultante se observa en la Figura 3.16.
36
Capı´tulo 3. Mapeo de una Textura a una Imagen de Rango
Figura 3.16: Diferencia absoluta de formas del Modelo proyectado (Figura 3.15(b)) y la Textura (Figura 3.14(b))
Ahora, se extraen los contornos con un filtro Sobel de cada una de las formas (Figura 3.15(b) y Figura
3.14(b)) dando como resultado la Figura 3.17(a) y la Figura 3.17(b) respectivamente.
(a) Contorno del Modelo (b) Contorno de la Textura
Figura 3.17: Extraccio´n del Contorno
Luego se calcula la transformacio´n de distancia dando como resultado la Figura 3.18(a) y la Figura
3.18(b).
La diferencia promedio de las transformaciones de distancia, para este punto de vista inicial del mo-
delo es igual a 55,5838/255. Desde este momento, el proceso es iterativo al utilizar el algoritmo de
optimizacio´n Levenberg-Marquardt para minimizar la diferencia en cada uno de los pı´xeles de las trans-
formaciones de distancia.
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(a) TD del Modelo (b) TD de la Textura
Figura 3.18: Transformacio´n de Distancia (TD)
El desempen˜o del algoritmo se observa en la Figura 3.19¿ . El algoritmo se detiene despue´s de 71 itera-
ciones por no poder disminuir ma´s la diferencia promedio igual a 3.5782/255; dando como resultado:
fov = 10◦, θx = 7,20323◦, θy = −42,54915◦, θz = −5,90889◦.
(a) Dominio de la Funcio´n Objetivo (b) Rango de la Funcio´n Objetivo
Figura 3.19: Desempen˜o del algoritmo de optimizacio´n
El mapeo de la textura sobre el modelo se observa en la Figura 3.20.
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(a) Vista 1 (b) Vista 2 (c) Vista 3
Figura 3.20: Modelo Texturado con el proceso de Registro 3D - 2D
3.4. Mapeo de una Textura a Modelos con Superficies NURBS
En las secciones anteriores, se realizo´ el mapeo de la textura a modelos formados con tria´ngulos. En
esta seccio´n se tratara´ un caso especial de estudio y una pequen˜a aproximacio´n al mapeo de texturas a
modelos formados a partir de superficies NURBS. La ecuacio´n general para las superficies parame´tricas
NURBS esta´ dada por la Ec. 3.6
S (û, v̂) =
n∑
i=0
m∑
j=0
Ni,p(û)Nj,q(v̂)wi,jPi,j
n∑
i=0
m∑
j=0
Ni,p(û)Nj,q(v̂)wi,j
(3.6)
La representacio´n de modelos utilizando superficies NURBS se realiza a partir de parches NURBS [41],
de esta forma el mapeo de texturas se realiza sobre cada parche de forma independiente. El acercamiento
propuesto al mapeo se observa el la Figura 3.21.
El me´todo propuesto consiste en rastrear la textura sobre la representacio´n discreta de la superficie del
parche y tratarlo con los me´todos expuestos en las Secciones 3.2 y 3.3. Con la representacio´n discreta, se
calcula la matriz de ca´mara y por consiguiente su funcio´n de parametrizacio´n (Ec. 3.1). Pero, la funcio´n
de parametrizacio´n de la textura conserva la expresio´n de la curva descrita en la Ec. 3.6 y finalmente se
encuentra en funcio´n de los para´metros de la superficie (û, v̂).
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Figura 3.21: Proceso del Mapeo de Texturas sobre un Parche NURBS
Resultados
El objeto a mapear es una imagen de rango de la figura precolombina de la Figura 3.22.
(a) Modelo 3D (b) Textura a Mapear
Figura 3.22: Figura precolombina
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La imagen es parametrizada con superficies NURBS utilizando el particionamiento cuadrilateral de la
Figura 3.23.
(a) Particionamiento Cuadrilateral (b) Parche a Texturar
Figura 3.23: Particionamiento en Parches
Este parche es generado con 61 puntos de control y visualizado con una representacio´n discreta, con una
resolucio´n del doble de puntos de control (Figura 3.24).
(a) Representacio´n
discreta
(b) Malla Triangular
Figura 3.24: Parche a Texturar
A partir de esta representacio´n, se procede al mapeo de la textura y se calcula la funcio´n de parame-
trizacio´n. Despue´s del calculo, se puede variar el nivel de la discretizacio´n sin volver a calcular la funcio´n
de parametrizacio´n.
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(a) Vista 1 (b) Vista 2
Figura 3.25: Parche mapeado con el me´todo de mapeo de textura utilizando puntos de control
3.5. Discusio´n
Las images de intensidad adquiridas con la ca´mara del esca´ner cubren completamente la imagen de rango
correspondiente, esto se debe a que el sensor de rango es el mismo CCD de la ca´mara y esta´n completa-
mente alineados, a diferencia de las ima´genes de intensidad adquiridas con la ca´mara SONY (Figura 1.2).
El me´todo de mapeo de texturas por asignacio´n de puntos de control de forma manual, se presenta como
un me´todo versa´til por su flexibilidad a la hora de su utilizacio´n. Una de sus caracterı´sticas principales
se basa en el nu´mero de correspondencias seleccionadas, al seleccionar solamente el mı´nimo de pares de
correspondencias (6), la calidad de mapeo no se puede asegurar; no obstante al seleccionar una mayor
cantidad de correspondencias la aproximacio´n de la textura es mucho mejor; pero sin llegar a decir que
entre mayor sea el nu´mero de pares correspondientes mejor sera´ la aproximacio´n de la textura sobre el
modelo; teniendo en cuenta, que dichas correspondencias deben abarcar la mayor parte de la textura y
el modelo, es decir, estar distribuidas de forma uniforme. No obstante, esta´ sujeta al buen criterio del
usuario. Este me´todo puede ser usado para rastrear una textura a una sola imagen de rango o a un modelo
completamente reconstruido para una posicio´n o punto de vista especı´fico.
El me´todo de mapeo de texturas por asignacio´n de puntos de control utilizando el patro´n de calibracio´n
es un me´todo totalmente automa´tico despue´s del proceso de la adquisicio´n. Es de aclarar que despue´s de
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tomar la imagen con cada uno de los sensores y calibrar la ca´mara CCD con respecto a las coordenadas
del esca´ner de rango, ninguno de los dos elementos de adquisicio´n pueden ser movidos durante todo
el proceso de toma de ima´genes. Una recomendacio´n a la hora de la adquisicio´n, es que el patro´n de
calibracio´n ocupe la mayor parte de cada uno de los sensores, esto con el fin de que la mayorı´a de las
correspondencias este´n bien distribuidas sobre cada una de las ima´genes. Este me´todo so´lo es aplicado a
una sola imagen de rango, donde cada imagen de rango tendra´ su propia textura para rastrear.
El me´todo de mapeo de texturas utilizando registro 3D - 2D es un me´todo semi-automa´tico para mapear
objetos cuyos contornos son bien definidos. Se define como me´todo semi-automa´tico por la seleccio´n
manual de los para´metros iniciales antes de comenzar el proceso iterativo. Por esta razo´n, existen dos
condiciones fundamentales a la hora de aplicar el me´todo. La primera condicio´n es que las texturas a
rastrear deben contener el objeto en su totalidad y la segunda condicio´n es que el modelo debe estar
completamente reconstruido (registrado e integrado en una sola malla). Esto con el fin de hacer la com-
paracio´n entre los mapas de distancias, producto de la proyeccio´n y la textura correspondiente.
Una de sus restricciones, es que no puede ser usado sobre objetos en los que al observar diferentes puntos
de vistas, no se presenten grandes cambios, como so´lidos de revolucio´n (esferas, cilindros). En la Figura
3.26 se observan las texturas de un objeto desde dos puntos de vista diferentes. Aplicar estas texturas
sobre la superficie del modelo, la ca´mara de cada textura es la misma, lo cual no es verdad.
(a) Vista 1 (b) Vista 2
Figura 3.26: Textura de un objeto desde dos puntos de vista diferentes
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La seleccio´n de los valores iniciales fov, θx, θy, θz juega un papel crucial; donde, la suma de las diferen-
cias iniciales y finales de los a´ngulos θx, θy, θz no deben superar los 90◦. De no ser ası´ las posibilidades
de convergencia del algoritmo son casi nulas. Esto se debe a que ningu´n algoritmo de optimizacio´n incre-
mentarı´a el error para poder llegar a un mı´nimo aceptable. Sobre el para´metro fov de la funcio´n objetivo
el algoritmo de optimizacio´n no tiene mucho efecto por su alta no linealidad. Por este motivo, este valor
se selecciona de forma manual en la parte inicial con mu´ltiples pruebas. La funcio´n objetivo presenta
muchos mı´nimos locales; esto se puede comprobar iniciando el algoritmo desde diferentes condiciones
iniciales, los cuales presentan un punto final diferente(Figura 3.27).
Figura 3.27: Mı´nimos locales de la Funcio´n Objetivo
En la Figura 3.27 se muestra el desempen˜o del me´todo utilizando diferentes para´metros iniciales, exac-
tamente variando de a un grado el valor del fov que es el para´metro ma´s no lineal. De esta forma se
comprueba la presencia de mı´nimos locales en la funcio´n objetivo.
El me´todo de mapeo de texturas sobre superficies NURBS es un caso particular de mapeo, el cual es
tratado de igual forma de los me´todos anteriores. Esto se debe a que el mapeo se realiza sobre la repre-
sentacio´n discreta de la superficie. Para obtener la mejor representacio´n de la textura sobre la superficie,
se sugiere que el ca´lculo de la funcio´n de parametrizacio´n se realice utilizando un alto nivel de dis-
cretizacio´n.
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3.6. Conclusiones
Cualitativamente los resultados presentados por los tres me´todos desarrollados de mapeo de textura son
aceptables al comparar la superficie del modelo con la textura, especialmente en los lugares donde se pre-
sentan la mayor variacio´n de la superficie. Por ejemplo, para el caso del rostro los puntos caracterı´sticos
y para el caso de la figura precolombina los huecos, los cuales coinciden en su totalidad. Las me´tricas de
calibracio´n del me´todo de mapeo de texturas utilizando el patro´n de calibracio´n, son menores en un orden
de magnitud que el me´todo de asignacio´n de puntos de control de forma manual, de esta forma se puede
asegurar que este me´todo es ma´s preciso, dejando a la vista las posibles imprecisiones de un usuario. En
conclusio´n, el me´todo de mapeo de texturas utilizando registro 3D-2D, muestra una reduccio´n del error
inicial hasta en un 85% para el ejemplo presentado. La optimizacio´n de la funcio´n objetivo es estable
desde las condiciones iniciales presentadas en la discusio´n. Sin embargo, por las propiedades no lineales
de la funcio´n objetivo, la presencia de mı´nimos locales afecta el o´ptimo funcionamiento del algoritmo.
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Reconstruccio´n del Modelo Texturado
4.1. Introduccio´n
La mayorı´a de objetos a digitalizar necesitan la adquisicio´n de mu´ltiples vistas para su completa re-
construccio´n (Figura 4.1). En este proceso, la informacio´n de textura puede estar redundante y a su
vez traslapada, de igual forma como lo esta´ la informacio´n de rango; por esta razo´n en este Capı´tulo
se presenta una te´cnica para el mapeo de texturas a mu´ltiples vistas (Seccio´n 4.2). Por otro lado, en la
adquisicio´n de la textura, la presencia de brillos en las ima´genes y la falta de constancia de color de las
diferentes vistas representa un problema en la visualizacio´n del modelo final texturado, distorsiona´ndolo
y hacie´ndolo ver poco realista. Del mismo modo, se implemento´ un algoritmo para la correccio´n de las
diferentes vistas de textura (Seccio´n 4.3).
Figura 4.1: Adquisicio´n de Mu´ltiples Vistas
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4.2. Mapeo de Texturas a Mu´ltiples Vistas
Antes de hablar del mapeo de texturas a mu´ltiples vistas, se debe preguntar en que estado de reconstruc-
cio´n se encuentra el modelo con respecto a la textura; es decir, si se tiene informacio´n de textura por
cada imagen de rango adquirida o si se tiene informacio´n de textura por cada punto de vista del modelo
completamente reconstruido.
4.2.1. Informacio´n de Textura por cada Imagen de Rango
La informacio´n de textura por cada imagen de rango es producto del mapeo de una textura utilizando
puntos de control (Seccio´n 3.2), especialmente en la asignacio´n de dichos puntos utilizando un patro´n de
calibracio´n (Seccio´n 3.2.2). El proceso de mu´ltiples vistas se describe en la Figura 4.2.
Figura 4.2: Proceso de Mapeo de Texturas de Mu´ltiples Vistas utilizando Puntos de Control
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Inicialmente, se determina la matriz de ca´mara P sobre cada imagen de rango con su correspondiente
textura. El paso de registro consiste en hallar la matriz de transformacio´n T (rotacio´n y traslacio´n) de
cada una de las ima´genes de rango sobre un mismo eje coordenado determinado. Despue´s de registrar
todas la ima´genes de rango se fusionan todos los puntos en un sola malla (Integracio´n). Posteriormente,
se determina la parametrizacio´n de toda la superficie sobre el modelo completamente reconstruido.
Parametrizacio´n de toda la superficie
Para este paso, se debe determinar la visibilidad de toda la malla para cada una de las ca´maras. Esta
parametrizacio´n esta´ descrita a partir de la matriz de la k−e´sima ca´mara Pk y la matriz de transformacio´n
de la i−e´sima imagen de rango Ti, sobre cada tria´ngulo de la malla que es visible por la k−e´sima ca´mara.
Si cada ve´rtice del tria´ngulo esta´ definido por el punto x, y, z la parametrizacio´n esta´ dada por las Ec. 4.1
y Ec. 4.2. 
x̂
ŷ
ẑ
 = (Ti)−1

x
y
z
 (4.1)
f (x̂, ŷ, ẑ) =
 u = pk00bx+pk01by+pk02bz+pk03pk20bx+pk21by+pk22bz+pk23v = pk10bx+pk11by+pk12bz+pk13
pk20bx+pk21by+pk22bz+pk23
(4.2)
No obstante, hasta este punto, so´lo se han determinado las coordenadas parame´tricas u, v de los puntos
sobre todas las texturas visibles, sin determinar au´n el te´xel a asignar en los tria´ngulos. Esto sucede
porque hay tria´ngulos que son visibles por dos o ma´s ca´maras a la vez. Existen diferentes criterios para
determinar el te´xel en la textura. El criterio ma´s simple es seleccionar la ca´mara cuya normal apunte
lo ma´s cercana a la direccio´n del tria´ngulo (criterio del te´xel o´ptimo); sin embargo, este criterio genera
discontinuidades en el modelo final. El criterio seleccionado se basa en hacer un ponderado de los te´xeles
visibles por los tria´ngulos. Este ponderado se realiza coloca´ndole pesos a cada te´xel segu´n la direccio´n a
la ca´mara, como lo muestra la Ec. 4.3.
TexelFinal =
w1Texel1 + w2Texel2 + · · ·+ wkvTexelkv
w1 + w2 + · · ·+ wkv (4.3)
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donde, wi es el valor absoluto del producto punto entre la normal del tria´ngulo y el vector de la ca´mara
y kv es el nu´mero de ca´maras visibles por el tria´ngulo.
4.2.2. Informacio´n de Textura por cada Punto de Vista del Modelo
La informacio´n de textura por cada punto de vista del modelo es el resultado del mapeo de una textura
utilizando Registro 3D - 2D (Seccio´n 3.3). El estudio de este caso es mucho ma´s simple que el caso
anterior; donde ya existe una matriz de ca´mara diferente para cada punto de vista de la textura a rastrear
y por esta razo´n la transformacio´n del registro Ti ya esta´ implı´cita sobre las rotaciones y traslaciones de
la matriz de ca´mara. Por tanto la funcio´n de parametrizacio´n so´lo es funcio´n de la matriz P y esta´ descrita
por la Ec. 3.1. Esta funcio´n es la misma para todas las posiciones del modelo. Adema´s, se debe establecer
la visibilidad y calcular el mejor te´xel en cada tria´ngulo utilizando el me´todo ya mencionado.
4.2.3. Implementacio´n y Resultados
El objeto a mapear es una figura precolombina, donde se van a tener en cuenta 4 ima´genes de textura.
Las ima´genes de textura fueron adquiridas con la ca´mara del esca´ner de rango (Figura 4.3) y la ca´mara
CCD Sony DSC - F717 a su ma´xima resolucio´n (Figura 4.4).
(a) Vista 1 (b) Vista 2 (c) Vista 3 (d) Vista 4
Figura 4.3: Fotos Adquiridas con la ca´mara del esca´ner
Inicialmente, se asigno´ la textura a cada una de las vistas con un mismo patro´n de calibracio´n utilizando
el me´todo descrito en la Seccio´n 3.2. Los modelos de las ima´genes de rango a texturar se observan en la
Figura 4.5 y los modelos texturados utilizando las ima´genes adquiridas con la ca´mara SONY se observan
en la Figura 4.6.
49
Capı´tulo 4. Reconstruccio´n del Modelo Texturado
(a) Vista 1 (b) Vista 2 (c) Vista 3 (d) Vista 4
Figura 4.4: Fotos Adquiridas con la ca´mara SONY
(a) Vista 1 (b) Vista 2 (c) Vista 3 (d) Vista 4
Figura 4.5: Modelo 3D de una sola Imagen de Rango
(a) Vista 1 (b) Vista 2 (c) Vista 3 (d) Vista 4
Figura 4.6: Modelo Texturado 3D de una sola Imagen de Rango
Despue´s del ca´lculo de la matriz de ca´mara y la asignacio´n de la textura a cada imagen de rango, se
registra cada una de las vistas. Para este caso las Vistas 1, 2 y 3 se referenciaron a la Vista 0. El modelo
reconstruido se muestra en la Figura 4.7.
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Figura 4.7: Modelo Reconstruido con las vistas 0, 1, 2 y 3
El paso a seguir, es hallar la visibilidad de las 4 ca´maras sobre el modelo. Para efectos de visualizacio´n
la Figura 4.8 muestra la visibilidad de la malla a la Vista 0 y a la Vista 2. Como se observa en la Figura
4.8 hay puntos de la malla (*) que son visibles a las dos ca´maras.
Visibilidad
* Vista 0
* Vista 2
* Vista 0 y 2
Figura 4.8: Visibilidad del modelo a la Vista 0 y 2
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Con el ca´lculo de la visibilidad se determina el te´xel de mapeo a cada tria´ngulo. Inicialmente, se realizo´ la
asignacio´n de la textura utilizando el criterio del te´xel o´ptimo, el cual selecciona la textura ma´s visible
por cada tria´ngulo. El criterio de seleccio´n utilizando las vistas 0 y 2 se observa en la Figura 4.9(a) y el
modelo texturado se observa en la Figura 4.9(b). El criterio de visibilidad determino´ que los puntos rojos
(*) pertenecen a la Vista 0 y que los puntos verdes (*) pertenecen a la Vista 2.
(a) Mejor Punto de Vista (b) Modelo Texturado
Figura 4.9: Mapeo de Texturas Utilizando el Criterio de Te´xel O´ptimo
Al hacer un acercamiento (Figura 4.10) en los lugares donde se mezclan las visibilidades, se observan
tria´ngulos adyacentes con diferentes tonalidades, los cuales son discontinuidades en la representacio´n
del modelo (Figura 4.10(b)).
(a) Mejor Punto de Vista (b) Modelo Texturado
Figura 4.10: Ampliacio´n de la Figura 4.9
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En este punto se observa la necesidad de la utilizacio´n de un ponderado de los te´xeles que son visibles
por cada uno de los tria´ngulos del modelo. Utilizando la informacio´n de visibilidad de cada una de las
ca´maras (Figura 4.8) y calculando la Ec. 4.3, se obtiene el modelo texturado final (Figura 4.11(a)). En la
Figura 4.11(b) se muestra la ampliacio´n de la misma zona de la Figura 4.10(b), donde se observa que las
discontinuidades disminuyen. De todas formas, se presentan algunas inconsistencias por problemas de
iluminacio´n en la adquisicio´n de las texturas. Por tanto, hacer la correccio´n del color (Seccio´n 4.3) antes
del proceso de la asignacio´n de la textura se convierte en un paso necesario.
(a) Modelo Texturado (b) Ampliacio´n
Figura 4.11: Mapeo de Texturas Utilizando el Ponderado de Te´xeles
Como en este proceso se generan nuevas texturas, ellas deben ser divididas para poder visualizarlas
en la plataforma disen˜ada. Analizando detenidamente, si cada textura de una vista tiene una dimensio´n
de 2560 × 1920, se puede llegar a tener una textura final de dimensiones de 2560k × 1920, donde k
es el nu´mero de ca´maras utilizadas. Esto se debe a que la tarjeta de video utilizada soporta modelos
con texturas de dimensiones ma´ximas de 4096 × 4096. Por esta causa, se utilizo´ las sentencias para la
generacio´n de texturas en OpenGL, y de esta forma poder visualizarlas todas completamente.
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4.3. Correccio´n de Color
La imagen adquirida por una ca´mara depende principalmente de tres factores:
El contenido fı´sico de la escena (Reflectancia).
La iluminacio´n incidente.
Las caracterı´sticas del dispositivo de adquisicio´n.
Estos dos u´ltimos factores afectan el color del objeto. Por este motivo, se debe implementar un algoritmo
de estandarizacio´n del color que minimice estos efectos. Para nuestra aplicacio´n el efecto a combatir
principalmente es la luz incidente, porque todas las secuencias de ima´genes fueron adquiridas con el
mismo sensor. Algunas caracterı´sticas que deben cumplir los algoritmos:
Robusto respecto a la reflexio´n.
Invariante respecto a la cromaticidad de la imagen ignorando el brillo.
No afecte la informacio´n fı´sica de la escena.
Teniendo en cuenta estas caracterı´sticas se analizaron los algoritmos: Gray - World Gamma (Seccio´n
C.1) y Constancia del color por Correlacio´n o Me´todo Bayesiano (Seccio´n C.2).
4.3.1. Formacio´n del color en una imagen
Para poder enfrentar el problema de la identificacio´n de la iluminacio´n se deben tener en cuenta los
factores de cambios en la intensidad de la imagen y el color debido a la forma de los objetos [20]. En un
escenario idealizado, la formacio´n de la imagen puede se descrita por
pxk =
∫
ω
E (λ)Sk (λ)Rk (λ) dλ (4.4)
donde, E (λ) es la distribucio´n espectral de potencia de la iluminacio´n incidente, la cual define cua´nta
potencia es emitida por la iluminacio´n en cada longitud de onda; Sk (λ) representa la reflectancia de la
superficie en el pı´xel x de la escena, esta define que fraccio´n de la luz incidente es reflejada en cada
longitud de onda; Rk (λ) es la respuesta espectral relativa del dispositivo de adquisicio´n en el k-e´simo
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sensor, el cual especifica que proporcio´n de luz incidente en el sensor es absorbida en cada longitud de
onda. Estos tres te´rminos son multiplicados e integrados sobre todo el intervalo ω (el rango de longitudes
de onda en el cual opera el sensor)
4.3.2. Implementacio´n y Resultados
Las ima´genes de prueba son las secuencias de ima´genes utilizadas para la reconstruccio´n del modelo
precolombino de la Seccio´n anterior (Figura 4.12).
Figura 4.12: Secuencia de Ima´genes
Como se puede observar en la secuencia, las discontinuidades entre las ima´genes son evidentes. Ini-
cialmente, se hicieron pruebas con el algoritmo Gray - World con el efecto gamma de cada uno de los
sistemas, dando como resultado la Figura 4.13, la Figura 4.14 y la Figura 4.15
Figura 4.13: Correccio´n del Color utilizando Gray - World - Gama Sistemas NTSC
Por u´ltimo, se realizo´ el entrenamiento del algoritmo por correlacio´n de color y aplica´ndolo en la secuen-
cia de ima´genes se obtiene la Figura 4.16.
Al observar las diferentes figuras correspondientes a la correccio´n del color, los mejores resultados se
obtuvieron con el algoritmo de correccio´n de color por constancia del color por correlacio´n.
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Figura 4.14: Correccio´n del Color utilizando Gray - World - Gama Sistemas PAL y SECAM
Figura 4.15: Correccio´n del Color utilizando Gray - World - Gama Sistemas Actuales
Figura 4.16: Correccio´n del Color utilizando Constancia del color por Correlacio´n
Ahora, despue´s de la etapa de correccio´n de la iluminacio´n se procede a realizar las etapas de asignacio´n
de texturas para mu´ltiples vistas descritas en la Seccio´n 4.2.
4.4. Discusio´n y Conclusiones
La calidad de la reconstruccio´n de las ima´genes de rango juega un papel muy importante en esta etapa de
la representacio´n final de un modelo texturado. Si las ima´genes de rango se encuentran mal ensambladas
en la etapa de registro o la malla final presenta tria´ngulos orientados en una direccio´n erro´nea, entre otros
problemas; la calidad de la reconstruccio´n del modelo texturado no se puede garantizar. Adema´s, como
en la mayorı´a de los procesos de visio´n artificial, la iluminacio´n incidente en la escena durante la etapa
de adquisicio´n afecta considerablemente la uniformidad del objeto completamente texturado. Aunque se
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implementaron algoritmos para la correccio´n de dicha iluminacio´n, la comparacio´n de los mismos so´lo
se hace de forma cualitativa, mostrando el algoritmo por constancia de color por correlacio´n como el
ma´s indicado para solucionar este problema.
En el ana´lisis de la reconstruccio´n del modelo texturado, el concepto de visibilidad fue extendido a
mu´ltiples vistas, para determinar las diferentes asignaciones de te´xeles sobre los tria´ngulos de la ma-
lla. Por este motivo, se realizo´ la asignacio´n del mejor te´xel utilizando el ponderado de los productos
punto de las normales, mejorando considerablemente la calidad en la representacio´n y disminuyendo las
discontinuidades resultantes de las iluminaciones en los diferentes te´xeles.
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Evaluacio´n de los Resultados
5.1. Introduccio´n
Uno de los grandes problemas presentes en el mapeo de texturas, es determinar la calidad de forma cuan-
titativa del resultado del rastreo de la textura sobre el modelo. En este Capı´tulo se presenta la metodologı´a
de evaluacio´n utilizada para caracterizar los resultados de los diferentes modelos texturados generados
en este trabajo.
5.2. Densidad
La densidad esta´ definida por el nu´mero de pı´xeles de una imagen que se encuentran sobre el a´rea de un
tria´ngulo en el espacio (Ec. 5.1). Esta me´trica determina el nivel de detalle que aporta la textura sobre
el modelo. Cuando el valor de la densidad se encuentra entre 1 y 3, los efectos del mapeo de textura
son muy parecidos a la asignacio´n de color por cada ve´rtice del modelo. Cuando el valor de la densidad
es menor a 1, la textura no aporta nada al modelo y de esta´ forma carece de sentido haber aplicado el
me´todo de mapeo de texturas. Por u´ltimo, entre mayor sea el valor de la densidad mucho ma´s alta es la
informacio´n (nivel de detalle) que aporta la textura al modelo.
Densidad =
AreaTexel[pix]
AreaTriangulo
(5.1)
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Resultado
El objeto rastreado con la textura es una figura precolombina (Figura 5.1). Del mismo modo que en los
capı´tulos anteriores la textura es adquirida con la ca´mara CCD del esca´ner de rango y con la ca´mara CCD
SONY. Para este caso, el me´todo utilizado para mapear la textura fue el me´todo de mapeo de texturas
utilizando puntos de control a partir de un patro´n de calibracio´n. Los resultados del mapeo utilizando los
dos tipos de ca´mara se observan en las Figuras 5.1(b) y5.1(c), respectivamente.
(a) Modelo 3D (b) Ca´m. CCD del esca´ner de rango (c) Ca´mara CCD SONY
Figura 5.1: Ana´lisis de Densidad - Modelo y Modelo Texturado
Las me´tricas de densidad (Tabla 5.1) muestran el nivel de detalle, 30 veces mayor utilizando la textura
de la ca´mara SONY con su ma´xima resolucio´n, comparada con la textura obtenida con la ca´mara del
esca´ner. Esto se puede observar en la Figura 5.1(c) contra la Figura 5.1(b).
ME´TRICA CA´MARA CCD
Esc. de Rango Sony
µdensidad[pix] 1.03093 36.9913
σdensidad[pix] 0.311469 11.8776
MAXdensidad[pix] 1.53302 56.9233
Tabla 5.1: Me´tricas de Densidad
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5.3. Me´todos para una Sola Vista
Para analizar el mapeo sobre un posicio´n de proyeccio´n determinada se establecieron tres me´todos cuya
base fundamental es proyectar el modelo utilizando la parametrizacio´n de la superficie de un punto de
vista o de una imagen de rango determinada. A partir de esta proyeccio´n, se compara con la textura
preferiblemente segmentada.
5.3.1. Nu´mero de Texturados sobre Nu´mero de Puntos Visibles
Esta´ me´trica cuantifica el nu´mero de puntos proyectados sobre la imagen de intensidad, utilizando la
matriz de ca´mara ya definida para un determinado punto de vista; y compara cuantos de estos puntos
pertenecen a la textura. Este nu´mero de puntos proyectados es igual al nu´mero de puntos visibles des-
de un punto de vista determinado. Esta me´trica esta´ descrita por la Ec. 5.2 y toma valores entre 0% y
100%, donde, 0% significa que la textura no corresponde para nada al punto de vista del modelo o no hay
textura y 100% significa que la textura cubre completamente a la superficie del punto de vista del modelo.
Nt en v[ %] =
Nt ∈ Nv
Nv
× 100% (5.2)
Resultado
Esta me´trica se analizo´ utilizando el modelo de la pieza precolombina de la Figura 5.2. Se mapeo la
textura por el me´todo del mapeo de texturas utilizando puntos de control a partir de asignacio´n manual
de puntos. La textura que corresponde a la ca´mara CCD del esca´ner de rango se observa en la Figura
5.2(b) y la textura que corresponde a la ca´mara SONY se observa en la Figura 5.2(c). Con diferentes
asignaciones de puntos se observan los resultados en las Figura 5.3; la Figura 5.3(a) y la Figura 5.3(b)
son el resultado del mapeo de textura utilizando una seleccio´n muy detallada de los puntos con cada una
de la texturas de las diferentes ca´maras. La Figura 5.3(c) y la Figura 5.3(d) utilizaron las matrices de
ca´mara de la prueba anterior, pero aplicando las texturas equivocadas, es decir, la textura de ca´mara del
esca´ner se aplico´ con la matriz de ca´mara de la ca´mara SONY y viceversa.
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(a) Modelo 3D (b) Ca´m. CCD del esca´ner de
rango
(c) Ca´mara CCD SONY
Figura 5.2: Ana´lisis del Nu´mero de Texturados sobre Nu´mero de Puntos Visibles - Modelos y Texturas
(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
Figura 5.3: Ana´lisis de Nu´mero de Puntos Texturados sobre Nu´mero de Puntos visibles
A cada uno de los modelos texturados se les aplico´ el criterio de nu´mero de puntos texturados sobre
nu´mero puntos visibles. Los resultados se observan en la Tabla 5.2.
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ME´TRICA MODELO TEXTURADO
Figura 5.3(a) Figura 5.3(b) Figura 5.3(c) Figura 5.3(d)
Nu´mero de Puntos Texturados 19617 19371 18651 8336
Nu´mero de Puntos Visibles 19622 19596 19622 19596
N◦ de Puntos Visibles y Texturados 19616 19346 18651 8327
Nt en v[ %] 99.969 98.724 95.051 42.493
Tabla 5.2: Me´tricas de Nu´mero de Texturados sobre Nu´mero de Puntos Visibles
Los modelos texturados en los que la textura se asigno´ correctamente, son los modelos que presentan los
valores ma´s altos en esta me´trica. Para el modelo de la Figura 5.3(c), el valor de la me´trica disminuye
pero no considerablemente. Por u´ltimo, el valor de la me´trica de la u´ltima prueba, se disminuye hasta en
un 50%, lo cual determina que la textura se encuentra mal rastreada.
En conclusio´n, esta me´trica es una condicio´n necesaria, ma´s no suficiente para garantizar que la textura
esta´ bien mapeada sobre ese punto de vista del modelo.
5.3.2. Comparacio´n de Contornos con Medida de Distancia
Esta me´trica es la parte fundamental de la funcio´n objetivo presentada en el Seccio´n 3.3 para el me´todo
de mapeo de texturas utilizando el registro 3D - 2D. Puede ser aplicada cuando el contorno del objeto a
texturar esta´ bien definido y la informacio´n de la textura contiene el objeto completamente. Para efectos
de visualizacio´n tambie´n se puede analizar la diferencia entre la textura segmentada y la forma del
modelo proyectado, comu´nmente llamada diferencia absoluta de las formas.
Resultado
Se analizo´ la me´trica utilizando el modelo resultante del mapeo de texturas utilizando registro 3D - 2D
(Figura 5.4). El punto de vista donde la textura se rastrea de la mejor forma segu´n el algoritmo, se observa
en la Figura 5.4(a).
Con el punto de vista del modelo y la textura se procede a realizar el proceso de la funcio´n objetivo
descrito en la Figura. 3.12; es decir, se extrae la forma de cada una de las ima´genes (Figura 5.5), con las
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(a) Modelo 3D (b) Textura
Figura 5.4: Ana´lisis de la Comparacio´n de Contornos con Medida de Distancia
que se extrae el contorno (Figura 5.6); por u´ltimo, se calcula la transformacio´n de distancia (Figura 5.7).
(a) Modelo (b) Textura
Figura 5.5: Extraccio´n y Segmentacio´n de la Proyeccio´n del Modelo y la Textura
Desde este punto se pueden determinar dos me´tricas. La primera es la diferencia absoluta de las formas,
la cual compara directamente la proyeccio´n con la segmentacio´n de la textura, mostrando la diferencia
entre ellas. Para este ejemplo, el resultado de esta me´trica es igual a 1,501% y se muestra en la Figura 5.8.
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(a) Modelo (b) Textura
Figura 5.6: Extraccio´n del Contorno de la Figura 5.5
(a) Modelo (b) Textura
Figura 5.7: Transformacio´n de Distancia de la Figura 5.6
La segunda me´trica que se puede analizar es la diferencia absoluta de las transformaciones de distancia,
cuyo resultado no se muestra gra´ficamente por ser una figura muy oscura. Sin embargo, la diferencia
promedio es igual a 2,0367 pı´xeles o un 0,7987% sobre 255 que es la ma´xima distancia posible.
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N◦ pı´xeles negros: 29818
N◦ pı´xeles blancos: 1956492
N◦ pı´xeles totales: 1986310
Diferencia promedio [%]: 1.5011%
Figura 5.8: Diferencia Absoluta de las Formas (Figura 5.5)
5.3.3. Comparacio´n de Variacio´n de la Curvatura del Modelo con los Bordes de
la Textura utilizando Medida de Distancia
Como la me´trica anterior so´lo es aplicada a modelos de objetos que tienen contornos bien definidos,
se disen˜o otra me´trica para modelos que fueran ricos en la variacio´n de la curvatura. Normalmente, esta
variacio´n se presenta en la textura como variacio´n en la iluminacio´n y por consiguiente cambios de color,
los cuales pueden ser hallados utilizando un filtro pasa altos.
Estimacio´n de la Variacio´n de la Curvatura
Para estimar el valor aproximado de la variacio´n de la curvatura de un punto del modelo, se considera la
regio´n de intere´s como la vecindad del punto o regio´n sombrilla compuesta por el punto y los tria´ngulos
que los tienen como ve´rtice (Figura 5.9).
Un primer acercamiento de la variacio´n de la curvatura es el promedio de la magnitud de las diferencias
entre el vector normal del punto (
−→
Np) con los vectores normales de los tria´ngulos vecinos (
−→
Nti); como se
expresa en la Ec. 5.3 (Figura 5.9(a)).
∆C =
∥∥∥∥nvecinos∑
i=0
(−→
Np −−→Nti
)∥∥∥∥
nvecinos
(5.3)
No obstantes, esta aproximacio´n es muy sensible a pequen˜as variaciones en el modelo y por consiguiente
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(a) Normales de Tria´ngulos (b) Normales de Puntos
Figura 5.9: Regio´n sombrilla
al posible ruido que tiene el modelo en el proceso de adquisicio´n. Por este motivo, la variacio´n de la
curvatura se estimo´ utilizando el promedio de la magnitud de las diferencias entre el vector normal del
punto (
−→
Np) con los vectores normales de los puntos vecinos (
−→
Npi); como se expresa en la Ec. 5.4 (Figura
5.9(b)).
∆C =
∥∥∥∥nvecinos∑
i=0
(−→
Np −−→Npi
)∥∥∥∥
nvecinos
(5.4)
En la Figura 5.10 se muestran los resultados del ca´lculo de la variacio´n de la curvatura utilizando las
normales de los tria´ngulos (Figura 5.10(b)) y las normales de los puntos (Figura 5.10(c)); donde se
observa el mayor realce de los puntos de mayor variacio´n con el criterio de las normales de los puntos.
(a) Modelo (b) Variacio´n por Tria´ngulos (c) Variacio´n por Puntos
Figura 5.10: Ca´lculo de la Variacio´n de la Curvatura
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Despue´s de mu´ltiples pruebas se considero´ que un punto presenta una alta curvatura cuando su valor es
mayor a la media ma´s tres veces la variacio´n esta´ndar de todos los valores de la curvatura del modelo.
Definicio´n de la Me´trica
Luego de estimar la curvatura de todos los puntos del modelo y de filtrar la textura con un filtro pasa al-
tos, se procede a calcular la me´trica propuesta. Inicialmente, se busca relacionar cada punto que cumpla
con la condicio´n de alta curvatura, con el resultado del filtro pasa altos de la textura. Esta relacio´n se
determina con el pixel del filtrado con la mı´nima distancia al punto evaluado (Figura 5.11).
Figura 5.11: Definicio´n de la Me´trica de la Comparacio´n de Variacio´n de la Curvatura con Medida de Distancia 2
Este proceso de ca´lculo de la mı´nima distancia se realiza para cada uno de los puntos del modelo que
cumplan con el criterio de alta curvatura. De esta forma, la me´trica esta´ descrita como el promedio de
todas las mı´nimas distancias, como lo expresa la Ec. 5.5.
VCvsTB =
npaltacurvatura∑
i=0
dimı´n
npaltacurvatura
(5.5)
No obstante, no todos los puntos que presentan una alta curvatura son puntos que se correlacionan con
la textura. A partir de este concepto y mu´ltiples ensayos, se determino´ un muestreo del 50% con las
mı´nimas distancias.
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Resultado
El modelo rastreado con la textura es el modelo del rostro de la Figura 5.12. Para este resultado la textura
a evaluar es la imagen adquirida con la ca´mara CCD del esca´ner de rango (Figura 5.12(b)). El me´todo
utilizado para rastrear la textura es el me´todo de mapeo de texturas utilizando puntos de control a partir
de un patro´n de calibracio´n (Figura 5.12(c)).
(a) Modelo 3D (b) Textura (c) Resultado
Figura 5.12: Ana´lisis de la Comparacio´n de Variacio´n de la Curvatura del Modelo con los Bordes de la Textura utilizando
Medida de Distancia
Inicialmente se extrae el contorno de la forma del modelo y de la textura (Figura 5.13). De esta forma,
se corrobora que sobre este modelo no se puede aplicar la me´trica de comparacio´n del contorno debido
a que el cabello no tiene informacio´n de rango.
(a) Modelo (b) Textura
Figura 5.13: Extraccio´n del Contorno de la Forma del Modelo y la Textura
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Despue´s de verificar los contornos, se procede con la extraccio´n de los puntos que presentan los valores
de la curvatura ma´s alta (Figura 5.14(a)) y al mismo tiempo a proyectar la imagen resultante del filtro
pasa altos (Bordes) de la textura sobre el modelo (Figura 5.14(b)).
(a) Puntos de Alta Curvatura (b) Filtrado sobre el Modelo
Figura 5.14: Ca´lculo de la Curvatura y Proyeccio´n de la imagen de Bordes sobre el Modelo
Luego se procede a comparar la informacio´n de la Figura 5.14(a) y la Figura 5.14(b) utilizando la me´trica
de la distancia mı´nima. El resultado de esta comparacio´n se observa en la Figura 5.15, donde la distancia
mı´nima promedio del 50% de los puntos que presentan alta curvatura con el borde de la textura es igual
a 0,75099 pı´xeles o un 2,9450× 10−3 sobre 255 que es la ma´xima distancia posible.
N◦ puntos de la curvatura evaluados: 2255
Distancia promedio (VCvsTB)[pix]: 0,75099
Distancia promedio (VCvsTB)[%]: 2,9450× 10−3
Figura 5.15: Comparacio´n de Variacio´n de la Curvatura del Modelo con los Bordes de la Textura utilizando Medida de
Distancia
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5.3.4. Resultados
El objetivo fundamental de la definicio´n de las me´tricas es poder comparar los me´todos propuestos y las
ca´maras de la textura utilizadas de forma cuantitativa. Por este motivo, se utilizo´ un modelo al cual se le
pudiera aplicar todos los me´todos del mapeo de texturas propuestos para una sola textura (Capı´tulo 3) y
de igual forma cuantificar el resultado con las me´tricas hasta ahora vistas. El modelo seleccionado es el
modelo de la Figura 5.4. Para este ana´lisis se utilizaron de las texturas de la ca´mara CCD del esca´ner y
de la ca´mara SONY.
ME´TRICA CA´MARA CCD ME´TODO DE MAPEO
Asig. Patro´n Asig. Manual Registro 3D-2D
Densidad [pix] SONY 55.2314
Densidad [pix] Esca´ner 2.99574
Error de Calibracio´n SONY 0,64092× 10−3 2,9235× 10−3 No Aplica
Error de Calibracio´n Esca´ner 0,3317× 10−3 2,0977× 10−3 No Aplica
Nt en v[ %] SONY 90.6579 88.4967 90.94258
Nt en v[ %] Esca´ner 96.94675 93.05025 94.5564
Contorno DT [%] SONY 0.8249 1.3826 0.9028
Contorno DT [%] Esca´ner 3,2109× 10−3 6,4544× 10−3 3,6042× 10−3
Dif . Formas [pix] SONY 3.5617 6.8088 3.8328
Dif . Formas DT [pix] Esca´ner 1.4841 3.2464 1.78554
Curvatura DT [pix] SONY 0.610251 1.92355 0.831914
Curvatura DT [pix] Esca´ner 0.563124 1.02724 0.631518
Tabla 5.3: Me´tricas de Desempen˜o
El Tabla 5.3 se observan los valores de todas las me´tricas propuestas. Los mejores resultados se ob-
tuvieron con el mapeo de texturas usando la textura de la ca´mara del esca´ner de rango y utilizando el
me´todo de mapeo de texturas utilizando puntos de control a partir de la utilizacio´n de un patro´n de cali-
bracio´n, seguido por el me´todo de registro 3D-2D con la misma textura. Aunque, los mejores valores de
las me´tricas se presentaron con la textura de la ca´mara CCD del esca´ner, la diferencia con los resultados
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obtenidos con la textura de la ca´mara SONY no es muy significativa. La me´trica que mayor diferencia
presenta es la medida de la densidad de pı´xeles sobre cada tria´ngulo.
5.4. Me´todo para Mu´ltiples Vistas
Luego de asignar la textura a cada una de las vistas (Capı´tulo 3), se fusionan en una sola malla utilizando
la metodologı´a para mu´ltiples vistas. Antes de la fusio´n general de cada una de las vistas sobre la malla
general, se observa que hay tria´ngulos de la malla que pertenecen a dos o ma´s te´xeles en las ima´genes de
la textura. En esta seccio´n se propone una me´trica, la cual se basa en la correlacio´n de cada uno de los
te´xeles de los diferentes puntos de vista sobre cada tria´ngulo.
Resultado
Nuestro caso de prueba sera´ el modelo reconstruido en el Capı´tulo 4. En la Figura 5.16 se observa la
textura sobre los tria´ngulos de la malla que se comparten de la Vista 0 y la Vista 2.
Figura 5.16: Textura Compartida por la vista 0 y Vista 2
Se seleccionan los te´xeles que se comparten por las dos vistas (Figura 5.17) y se calcula la correlacio´n.
71
Capı´tulo 5. Evaluacio´n de los Resultados
(a) Vista 0 (b) Vista 2
Figura 5.17: Ejemplo de Te´xeles de Cada una de las Vistas
Este proceso se realiza sobre todos los tria´ngulos y se determina una correlacio´n promedio para toda
la representacio´n. El valor de la correlacio´n toma valores entre 0 y 1, donde 1 representa la ma´xima
correlacio´n. Para el ejemplo de estudio (Figura 4.11(a)), los resultados de la correlacio´n se observan en
la Tabla 5.4; donde se analizan los casos de la reconstruccio´n del modelo utilizando las texturas de los
dos tipos de ca´mara y con la textura sin y con correccio´n de color utilizando el me´todo de constancia de
color por correlacio´n.
CASO DE ANA´LISIS CORRELACIO´N
Ca´mara CCD del Esca´ner sin Correccio´n de Ilum. 0.945302
Ca´mara CCD del Esca´ner con Correccio´n de Ilum. 0.964916
Ca´mara CCD SONY sin Correccio´n de Ilum. 0.884496
Ca´mara CCD SONY con Correccio´n de Ilum. 0.910357
Tabla 5.4: Resultados de las Me´tricas de Correlacio´n de Te´xeles de Mu´ltiples Vistas
Las me´tricas de mu´ltiples vistas ma´s altas se presentaron en los casos de reconstruccio´n utilizando la
ca´mara CCD del esca´ner de rango. Adema´s, la Tabla 5.4 muestra un valor ma´s alto de la me´trica en los
casos donde se realizo´ la correccio´n de la iluminacio´n, sin importar el tipo de ca´mara utilizada.
5.5. Discusio´n y Conclusiones
Las me´tricas esta´n definidas en las diferentes etapas de reconstruccio´n, desde la simple imagen de rango
hasta el modelo reconstruido a partir de mu´ltiples vistas. La definicio´n de las me´tricas de evaluacio´n re-
presentan una parte muy importante y fundamental en este trabajo. Hasta el momento so´lo se presentaban
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comparaciones cualitativas entre los elementos utilizados en la adquisicio´n. Desde este punto, se puede
asegurar que los resultados obtenidos con la textura de la ca´mara del esca´ner de rango son mucho ma´s
precisos que los obtenidos con la ca´mara SONY. A pesar de ello, la gran diferencia en la me´trica de den-
sidad entre las ima´genes de las dos ca´maras utilizadas, muestra el alto nivel de detalle en la textura del
objeto reconstruido que se obtiene utilizando la ca´mara SONY (30 veces aprox.). Igualmente, el me´todo
ma´s preciso es el me´todo de texturas utilizando puntos de control a partir de un patro´n de calibracio´n
seguido del me´todo de registro 3D-2D.
Es de aclarar que la me´trica de mu´ltiples vistas esta´ sujeta a la reconstruccio´n del modelo completo,
directamente al proceso de registro. Si el algoritmo de registro utilizado presenta un gran error en la
aproximacio´n, no se puede esperar un buen resultado en la me´trica de mu´ltiples vistas. Adema´s, pre-
senta una dependencia adicional en las condiciones de iluminacio´n de las diferentes texturas, la cual es
minimizada al aplicar la correccio´n de color descrita en la Seccio´n 4.3.
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Este trabajo establece una metodologı´a general para el mapeo de texturas de modelos de objetos del
mundo real utilizando mu´ltiples vistas. Las ima´genes de textura pueden ser tomadas utilizando un patro´n
de calibracio´n y de esta forma obtener resultados de alta precisio´n y calidad en la asignacio´n de la textura
sobre el modelo 3D. Igualmente, pueden ser tomadas desde posiciones arbitrarias utilizando el me´todo
semi-automa´tico de registro 3D - 2D a un punto de vista o el me´todo manual de asignacio´n de puntos de
control, para el mapeo de texturas obteniendo resultados muy aceptables.
Las diferencias en el brillo debido a la iluminacio´n y a las propiedades de reflectancia de los objetos,
presentes en la adquisicio´n de las mu´ltiples vistas del modelo, fueron reducidas utilizando un algoritmo
de correccio´n de iluminacio´n por constancia de color por correlacio´n. De igual forma, la utilizacio´n de un
ponderado con el uso de pesos de los posibles te´xeles, producen una reconstruccio´n visualmente suave,
entre la asignacio´n de las texturas en regiones adyacentes de la superficie del modelo.
Los mejores resultados y la mejores me´tricas se obtuvieron utilizando la textura proveniente de la ca´mara
CCD del esca´ner de rango, esto se debe a que el sensor de adquisicio´n de la informacio´n de rango y tex-
tura es el mismo. A pesar de ello, el mapeo de texturas utilizando las ima´genes de la ca´mara SONY no
son muy inferiores, teniendo en cuenta que ofrece mucha ma´s informacio´n de textura, a comparacio´n de
la textura de la ca´mara CCD del esca´ner de rango, segu´n el criterio de densidad.
Como trabajo futuro se propone redefinir la funcio´n objetivo necesaria para el registro 3D - 2D de mo-
delos que no presenten contornos bien definidos, como los modelos de rostros. Ası´ mismo, se propone
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trabajar en el campo de la multi-resolucio´n de superficies, utilizando criterios de textura sobre la misma.
Otro aspecto para el trabajo futuro es la aplicacio´n de los algoritmos en proyectos de conservacio´n del
patrimonio cultural y en aplicaciones me´dicas de cirugı´a este´tica; donde, la textura es necesaria adema´s
de la informacio´n tridimensional.
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Ape´ndice A
Base de Datos
Descripcio´n General: Modelo precolombino del Museo Universidad
de Antioquı´a, adquirido mediante esca´ner de rango cada 30o desde 0o a
330o, equivalente a 12 tomas, 1 toma vista superior y otra vista inferior.
Caracterı´sticas
* Nu´mero de tomas: 14
* Nu´mero de puntos: 225964
* Nu´mero de tria´ngulos: 444350
* Tomas texturadas
* Fotos: Tomadas con el esca´ner de rango con resolucio´n 640x480 y
ca´mara Sony 2560x1920
Descripcio´n General: Modelo precolombino del Museo Universidad
de Antioquia, adquirido mediante esca´ner de rango cada 30o (excepto
60o) desde 0o a 330o, equivalente a 11 tomas, 1 toma vista superior y
otra vista inferior. Caracterı´sticas
* Nu´mero de tomas: 13
* Nu´mero de puntos: 253317
* Nu´mero de tria´ngulos:
* Tomas texturadas
* Fotos: Tomadas con el esca´ner de rango con resolucio´n 640x480 y
ca´mara Sony 2560x1920
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Descripcio´n General: Modelo precolombino del Museo Universidad
de Antioquia, adquirido mediante esca´ner de rango cada 30o desde 0o a
330o, equivalente a 11 tomas, 1 toma vista superior y otra vista inferior,
2 toma laterales derecha, 2 lateral izquierda. Caracterı´sticas
* Nu´mero de tomas: 18
* Nu´mero de puntos: 261448
* Nu´mero de tria´ngulos: 514444
* Tomas texturadas
* Fotos: Tomadas con el esca´ner de rango con resolucio´n 640x480 y
ca´mara Sony 2560x1920
Descripcio´n General: Escultura de Coleccio´n de San Agustı´n, adquiri-
do mediante esca´ner de rango 1 sola toma. Caracterı´sticas
* Nu´mero de tomas: 1
* Nu´mero de puntos:
* Nu´mero de tria´ngulos:
* Tomas texturadas
* Fotos: Tomadas con el esca´ner de rango con resolucio´n 640x480 y
ca´mara Sony 2560x1920
Descripcio´n General: Oso polar, cera´mica, tomas adquiridas con
esca´ner de rango cada 40o desde 0o a 320o equivalente a 9 tomas. Vista
superior, inferior, lateral derecha y lateral izquierda. Caracterı´sticas
* Nu´mero de tomas: 13
* Nu´mero de puntos: 209127
* Nu´mero de tria´ngulos: 189052
* Tomas texturadas
* Fotos: Tomadas con el esca´ner de rango con resolucio´n 640x480 y
ca´mara Sony 2560x1920
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Descripcio´n General: Gallina en cera´mica, tomas adquiridas con
esca´ner de rango cada 40o desde 0o a 320o equivalente a 9 tomas. Vista
superior, inferior, lateral derecha y lateral izquierda. Caracterı´sticas
* Nu´mero de tomas: 13
* Nu´mero de puntos: 159149
* Nu´mero de tria´ngulos: 317505
* Tomas texturadas
* Fotos: Tomadas con el esca´ner de rango con resolucio´n 640x480 y
ca´mara Sony 2560x1920
Descripcio´n General:Rostro, u´nica toma. Caracterı´sticas
* Nu´mero de tomas: 1
* Nu´mero de puntos: 113328
* Nu´mero de tria´ngulos: 222463
* Tomas texturadas
* Fotos: Tomadas con el esca´ner de rango con resolucio´n 640x480 y
ca´mara Sony 2560x1920
Descripcio´n General:Rostro, u´nica toma. Caracterı´sticas
* Nu´mero de tomas: 1
* Nu´mero de puntos: 20241
* Nu´mero de tria´ngulos: 37472
* Toma texturada
* Fotos: Tomada con el esca´ner de rango con resolucio´n 640x480
A–3
Capı´tulo A. Base de Datos
Descripcio´n General:Rostro, u´nica toma. Caracterı´sticas
* Nu´mero de tomas: 1
* Nu´mero de puntos: 12117
* Nu´mero de tria´ngulos: 21386
* Toma texturada
* Fotos: Tomada con el esca´ner de rango con resolucio´n 640x480
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Ape´ndice B
Calibracio´n de Ca´mara
B.1. Algoritmo Tsai
Algoritmo 4 Algortimo Tsai - Puntos no Coplanares
Entrada: n Puntos, (xi, yi, zi) ↔
(
Xfi , Y
f
i
)
Salida:
[
T−1y sxr1 T
−1
y sxr2 T
−1
y sxr3 T
−1
y sxTx T
−1
y r4 T
−1
y r5 T
−1
y r6
]T
1:
(
Xfi , Y
f
i
)
→ (Xdi , Y di )
. Para los n puntos calcular las coordenadas de la imagen. Suponga sx = 1. X
d
i =
dxNcx
sxNfx
(
Xfi − Cx
)
Y di = dy
(
Y fi − Cy
)
2: Para cada correspondencia construir la matriz Ai. Construir la matriz A a partir de las nmatrices Ai.
Ai =
[
Y di xwi Y
d
i ywi Y
d
i zwi Y
d
i −Xdi xwi −Xdi ywi −Xdi zwi
]
Resolver le sistema
Ai
[
T−1y sxr1 T
−1
y sxr2 T
−1
y sxr3 T
−1
y sxTx T
−1
y r4 T
−1
y r5 T
−1
y r6
]T
= Xdi
3: Calcular el vector de traslacio´n, la matriz de rotacio´n, el factor de incertidumbre y el factor fo-
cal.(Algoritmo 5)
El Algoritmo 4 presenta una solucio´n de una sistema de ecuaciones el cual es necesario para el ca´lculo
de todos de los para´metros internos y externos de la ca´mara presentes en el Algoritmo 5).
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Algoritmo 5 Ca´culo de Para´metros
Entrada:
[
T−1y sxr1 T
−1
y sxr2 T
−1
y sxr3 T
−1
y sxTx T
−1
y r4 T
−1
y r5 T
−1
y r6
]T
Salida: Tx, Ty, Tz, R, sx, f .
1: Suponga
a1 = T
−1
y sxr1 a2 = T
−1
y sxr2 a3 = T
−1
y sxr3 a4 = T
−1
y sxTx
a5 = T
−1
y sxr4 a6 = T
−1
y sxr5 a7 = T
−1
y sxr6
2: Ca´culo de Ty
Norma de Ty Signo de Ty
|Ty| = (a25 + a26 + a27)−
1
2
∗ Seleccione un punto de la imagen cuyas coordenadas (Xi, Yi)
este´n lejos de del cento o´ptico.
∗ Suponga el signo de Ty positivo.
∗
 Xc = r1xi + r2yi + TxYc = r5xi + r5yi + Ty
∗ Si (Xi, Yi) tienen el mismo signo de (Xc, Yc)
Entonces Ty es positivo, De lo contrario es negativo
3: Ca´lculo del factor de incertidumbre
sx = (a
2
1 + a
2
2 + a
2
3)
− 1
2 |Ty|
4: Ca´lculo de la matriz de rotacio´n.
R =

a1Ty
sx
a2Ty
sx
a3Ty
sx
a5Ty a6Ty a7Ty
a2Ty
sx
a7Ty − a3Tysx a6Ty
a3Ty
sx
a5Ty − a1Tysx a7Ty
a1Ty
sx
a6Ty − a2Tysx a5Ty

5: Ca´culo de Tx
Tx = a4Ty
6: Ca´culo de Tz y la distancia focal f . Para cada n puntos resolver el sistema
[
r4xi + r5yi + Ty −dyYi
] f
Tz
 = (r5Xi + r8 + Yi) dyYi
B–2
Capı´tulo B. Calibracio´n de Ca´mara
Algoritmo 6 Algoritmo de Correccio´n Radial
Entrada: Nube de puntos Xd, Yd y Coeficiente de Distorsio´n κ
Salida: Nube de puntos Xu, Yu.
Variable Xu, Xu {n puntos corregidos}
Desde i = 1 hasta n Hacer
Pasar a Coordenadas del Sensor (Xd, Yd)→ (X∗d , Y ∗d )
Si (X∗d = 0 y Y ∗d = 0) o κ = 0 Entonces
X∗u = X
∗
d , Y
∗
u = Y
∗
d
De lo contrario
Ru =
√
X∗2d + Y
∗2
d , c = 1/κ, d = −c ∗Ru Q = c/3, R = −d/2, D = Q3 +R2
Si D >= 0 Entonces
{Solo tiene una Raı´z}
Hacer D = sqrt(D), S = 3
√
R +D , T = 3
√
R−D , Rd = S + T
Si Rd < 0 Entonces
Este punto esta fuera del sensor
Fin Si
De lo contrario
{Seleccio´n de la Raı´z positiva ma´s pequen˜a}
Hacer D = sqrt(−D), S = 6√R2 +D2 , T = atan(D/R)/3 Rd = −S ∗ cos(T ) + 3
√
3 ∗ s +
sen(T )
Fin Si
Fin Si
Pasar a Coordenadas de la Imagen (X∗u, Y
∗
d )→ (Xu, Yu)
Fin Desde
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Ape´ndice C
Constancia de Color
C.1. Algoritmo Gray - World
Es el algoritmo ma´s viejo y simple, el cual tiene en cuenta el efecto Gamma de la imagen causado por los
esta´ndares usados por los dispositivos o por la luz incidente a la escena, produciendo una no linealidad
en la imagen, por lo cua´l se debe buscar una manera adecuada y eficiente para corregirlo.
C.1.1. Efecto Gamma
La mayorı´a de los dispositivos producen una intensidad que es proporcional a la amplitud de la sen˜al
de potencia recibida, como resultado de esto, los rangos de alta intensidad son expandidos y los rangos
de baja intensidad son comprimidos, este efecto se denomina efecto Gamma. Este efecto tiene como
ventaja la filtracio´n de Ruido y como desventaja produce una respuesta no lineal. Para minimizar el
ruido en a´reas oscuras de la imagen, los sistemas de video actuales limitan la ganancia cerca al negro y
el resto de la curva se mantiene lineal y tangencialmente continua. Para corregir el efecto gamma se debe
tener en cuenta el sistema con el cual se esta´ tomando la imagen. La Figura muestra el efecto Gamma y
su correccio´n.
Correccio´n Gamma para sistemas NTSC (National Television System Committee): Los primeros sis-
temas que usaron el efecto Gamma fueron los sistemas NTSC, los cuales asumen una transformacio´n
simple, con un gamma de 2, 2 (Ec. C.1) y con valores normalizados entre 0 y 1:
R′ = R2,2 G′ = G2,2 B′ = B2,2 (C.1)
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Figura C.1: Efecto Gamma
Para compensar la no linealidad del sistema NTSC, se corrige el efecto gamma por medio de una trans-
formacio´n inversa (Ec. C.2):
R = R′
1
2,2 G = G′
1
2,2 B = B′
1
2,2 (C.2)
Correccio´n Gamma para PAL (Phase Alternating Line) y SECAM (Sequential Couleur Avec Memoire or
Sequential Color with Memory): Estos sistemas asumen una transformacio´n similar. Poseen un Gamma
de 2, 8 (Ec. C.3) con valores normalizados entre 0 y 1:
R′ = R2,8 G′ = G2,8 B′ = B2,8 (C.3)
Se compensa la no linealidad del sistema por su transformacio´n inversa (Ec. C.4):
R = R′
1
2,8 G = G′
1
2,8 B = B′
1
2,8 (C.4)
Correccio´n Gamma para sistemas actuales: El NTSC corregido y los sistemas HDTV asumen la sigu-
iente transformacio´n, con un gamma de 1/4, 5 (Ec. C.5 y (Ec. C.6)). Los valores RGB tienen que estar
normalizados entre 0 y 1:
Para (R,G,B) < 0, 0812
R′ = R
4,5
G′ = G
4,5
B′ = B
4,5
(C.5)
Para (R,G,B) ≥ 0, 0812
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R′ = R+0,099
1
0,45
4,5
G′ = G+0,099
1
0,45
4,5
B′ = B+0,099
1
0,45
4,5
(C.6)
Para corregir la no linealidad debido a este dispositivo:
Para (R′, G′,′ ) < 0, 0812
R = 4, 5R′ G′ = 4, 5G′ B′ = 4, 5B′ (C.7)
Para (R′, G′, B′) ≥ 0, 0812
R = 1, 099R′0,45 G = 1, 099G′0,45 B = 1, 099B′0,45 (C.8)
C.1.2. Algoritmo
Consiste en calcular un para´metro estadı´stico de la escena y usar este para´metro para estimar la ilumi-
nacio´n, la cua´l se asume uniforme en la regio´n de intere´s. Un candidato para esta estadı´stica es el primer
momento, llamado media. En te´rminos fı´sicos, la suposicio´n es que el promedio de la reflectancia de la
escena es relativamente estable, y por lo tanto se aproximada a una reflectancia conocida, la cual es referi-
da al nivel de gris. Un para´metro importante de este algoritmo es como se escoge este nivel. Aunque e´sta
es una aproximacio´n muy simple, hay un nu´mero de posibles variaciones. Una aproximacio´n eficiente
para encontrar el nivel de gris es asumir que posee un espectro de reflectancia uniforme, a este modelo
se le denomina modelo diagonal, por lo que el algoritmo debe poder normalizar la imagen de acuerdo
con la relacio´n entre la respuesta RGB y el nivel de gris hallado. Otra aproximacio´n no tan comu´n para
encontrar el nivel de gris es a trave´s de los espectros promedios de las componentes RGB, en vez de
asumir la reflectancia uniforme. El proceso se puede observar en la Figura C.2.
Figura C.2: Algoritmo Gray - World
C–3
Capı´tulo C. Constancia de Color
C.2. Constancia de Color por Correlacio´n
Este algoritmo trata el problema de la iluminacio´n bajo un ana´lisis de los colores en una imagen y se re-
quiere conocer co´mo se verı´a cierto color bajo diferentes luces. La iluminacio´n que esta´ ma´s relacionada
con la imagen es la iluminacio´n ma´s probable. Si los colores en una imagen parecen ma´s amarillos de lo
que deberı´an, entonces se podrı´a asumir que este efecto esta´ correlacionado con una iluminacio´n amarilla.
Para realizar una simplificacio´n del problema de modo que se reduzca el tiempo de ca´lculo, se utilizan las
coordenadas de cromaticidad 2D calculadas directamente de las respuestas originales de los sensores R,
G y B. Hay muchas maneras de descartar la informacio´n de intensidad, una manera adecuada es dividir
dos de las respuestas de los sensores entre el tercero, como se muestra Ec. C.9.
X = R
B
Y = G
B
(C.9)
Este algoritmo se divide en tres pasos principales:
1. Se codifica la informacio´n sobre la interaccio´n entre los colores de la imagen y la iluminacio´n.
2. Se correlaciona esta informacio´n con la informacio´n presente en una imagen particular. Los colores
en una imagen son usados para calcular una medida de la probabilidad de que cada una de las
iluminaciones posibles sea la iluminacio´n de la escena.
3. Esas probabilidades son usadas para recobrar una estimacio´n de la iluminacio´n de la escena.
C.2.1. Algoritmo
La base de este algoritmo es recobrar una estimacio´n de la iluminacio´n de una imagen adquirida ba-
jo una iluminacio´n desconocida, ya que, de esta estimacio´n es sencillo transformar los colores de la
imagen a descriptores independientes de la iluminacio´n. Para poder identificar la iluminacio´n se hacen
ciertas suposiciones. Primero, se asume que un dispositivo dado producira´ una respuesta dentro de una
regio´n finita del espacio RGB. Por ejemplo, para un dispositivo normal de 24 bits, las coordenadas de
cromaticidad podra´n estar en rango de 0 a 255 en pasos de 1/255. Segundo, se asume que este espacio
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podra´ ser particionado en regiones uniformes de N × N , donde N debe ser tan grande para lograr un
buen desempen˜o. Se define Nil como el nu´mero de ima´genes con diferentes iluminaciones. Dividir el
espacio de cromaticidad de esta manera implica que hay como ma´ximo N2 diferentes iluminaciones y
N2 diferentes superficies. De hecho, el rango de las iluminaciones posibles que son encontradas en una
imagen real es mucho menor que este valor. Por notacio´n se define Nil × 2, la matriz Cil, cuya i-e´sima
columna es la cromaticidad de la i-e´sima iluminacio´n, la notacio´n Cim representa la matriz de Npix × 2
de las cromaticidades de la imagen.
Primero, se construye una matriz de correlacio´n para relacionar los posibles colores de la imagen con
cada una de lasNil posibles iluminaciones en la escena. Para cada iluminacio´n, se caracteriza el rango de
posibles colores en la imagen (cromaticidades) que pueden ser observados bajo esa luz (Figura C.3(a)).
Esta informacio´n se usa para construir una distribucio´n de probabilidad(Figura C.3(b)) para cada ilumi-
nacio´n formando la matriz de correlacio´nM (cada columna de la matriz corresponde a una de las celdas
discretas de N ×N del espacio de cromaticidad particionado).
(a) (b) (c)
Figura C.3: Tres pasos para la construccio´n de la matriz de correlacio´n. (a) Primero se caracteriza cuales de los colores
de la imagen(cromaticidades) son posibles bajo cada iluminacio´n de referencia. (b) Se usa la informacio´n para construir la
distribucio´n de probabilidad de cada luz. (c) Finalmente, se codifica esa distribucio´n en columnas de la matriz.
Dada una matriz de correlacio´n y una imagen cuya iluminacio´n se desee estimar, se llevan a cabo dos
pasos: Primero, se determina cua´les colores esta´n presentes en la imagen, esta informacio´n es codificada
en un vector v de unos y ceros correspondientes a si una cromaticidad esta´ presente o no en la imagen
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(Figura C.4(a)). Segundo, es recobrar una estimacio´n de la iluminacio´n basada en la informacio´n de cor-
relacio´n entre el vector y la matriz (Figura C.4(b)).
Para el ca´lculo de vector v se definen dos operaciones: La operacio´n chist() retorna un vector h (Ec.
C.10)
h (xi ∗ yi) = countiNpix
counti =
Npix∑
j=1
cj
cj =
 1 Cim (j) = (xi, yi)0 ∼
(C.10)
La Ec. C.10 representa que el i-e´simo elemento de h mantiene el nu´mero de veces que una cromaticidad
(xi, yi) ocurre en la imagen. Por ejemplo, si una cromaticidad (xi, yi) ocurre 10 veces en la imagen,
entonces h(xi ∗ yi) = 10/Npix. La segunda operacio´n thresh(h), asegura que cada cromaticidad es
contada so´lo una vez (Ec. C.11).
thersh (x) =
 1 x > 00 ∼ (C.11)
Con esas definiciones, el vector v puede ser expresado en la Ec C.12.
v = thersh (chist (Cim)) (C.12)
Finalmente, se determina una medida de la correlacio´n entre los datos de la imagen y cada una de las
posibles iluminaciones. Cada columna de la matriz de correlacio´n M corresponde a una iluminacio´n
posible, para que los elementos del vector retorne el producto vtM que representa una medida de la
correlacio´n entre la imagen a estandarizar y las iluminaciones del conjunto de entrenamiento. Dado por
el producto vtM , sea una medida de co´mo la imagen esta´ correlacionada con cada una de las posibles
iluminaciones. Para obtener una medida de correlacio´n para una iluminacio´n, se suman los elementos de
las columnas cuya posicio´n coincida con \1” en el vector v. El resultado es un vector l, cuyos elementos
expresan el grado de correlacio´n de cada iluminacio´n, entre ma´s grande sea un elemento de este vector,
ma´s grande sera´ la correlacio´n entre los datos de la imagen y la iluminacio´n correspondiente. Para la
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(a) (b)
Figura C.4: (a) Histograma de cromaticidad en la imagen.(b) Correlacio´n de este vector v con cada columna de la matrix
de correlacio´n
etapa final, se determina el mayor del vector l.
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