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We examine the validity of Hertz’s linear elastic theory for central collisions using a
viscoelastic model. This model explains why Hertz’s theory is accurate in predicting
the collision time and maximum contact area even when 40% of the kinetic energy
is lost due to viscous dissipation. The main reason is that both the collision time
and maximum contact area have a very weak dependence on the impact velocity.
Moreover, we show that colliding objects exhibit an apparent size dependent yield
strength, which results from larger objects dissipating less energy at a given impact
velocity.
INTRODUCTION
Collisions are ubiquitous in nature. The theory of linear elasticity developed by Heinrich
Hertz has been widely used to describe the collisional dynamics between two elastic bodies
(see e.g., [1–7]). Because of the linear elastic nature of Hertz’s theory, the compression and
recoil dynamics are symmetric, and the coefficient of restitution (COR), defined as the ratio
of recoil velocity to impact velocity, is unity. Hence, there is no energy loss.
Nevertheless, inelastic collisions are encountered much more often in nature, including
sports [8], geological saltation [9], dynamics of granular gases [10], and growth of planetes-
imals [11, 12]. In these processes, the loss of initial kinetic energy can occur through three
principal channels: (1) vibrational modes of surface waves, (2) plastic deformation or frac-
turing, and (3) viscous dissipation due to internal friction [13, 14]. When the impact velocity
V is much smaller than the speed of sound in the material, the energy conversion to surface
waves is negligibly small [1, 15, 16]. Similarly, plastic deformation only occurs for large
V , when the maximum compressive stress exceeds the yield strength of the colliding bodies
[7, 17]. Therefore, viscous dissipation is the only dominant means of energy loss for collisions
at relatively low velocity.
Due to its elegance and compactness, it is tempting to apply Hertz’s theory to weakly
inelastic collisions. Indeed, the theory is found to be accurate in predicting the collision time
and maximum contact area even when 40% of the initial energy is lost [2, 18–20]. Gugan
conjectured that this unexpected result is due to the fact that the compression stage is almost
elastic and energy loss occurs mainly during recoil of the colliding objects [2]. He rationalized
that since the maximum contact area and the time taken to reach it are determined before
the recoil takes place, they are not strongly influenced by how much energy is lost afterwards.
Here we use a viscoelastic model to study the energy loss due to viscous dissipation during
a central collision. We find, in contrast to Gugan’s conjecture, that the energy loss before
and after the maximum compression are comparable. Moreover, the typical measurable
collision quantities (i.e., collision time, maximum contact area, and maximum compression)
are substantially less sensitive to the energy loss than the COR is. Therefore, they do not
deviate appreciably from Hertz’s predictions even when the COR is much less than unity.
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Such deviations can be expressed as asymptotic series in a dimensionless number which
characterizes the ratio of the viscous energy dissipation to the total energy.
We also analyze the commonly observed phenomenon that larger colliding objects fracture
at a lower impact velocity, which is often taken as an indication that they are weaker than
smaller objects. This can not be explained by either Hertz’s theory which predicts a size
independent maximum pressure [5], or an elastic-perfectly plastic model [17]. Two alternative
mechanisms have been proposed in the literature to explain this size effect: (1) Larger objects
typically contain a larger number of defects and are thus more vulnerable in high-energy
collisions (defect weakening), and (2) Materials undergoing a larger strain-rate deformation
tend to have a higher strength (strain-rate hardening) [21]. We hypothesize that, when
viscous energy dissipation is considered, the size dependence of the yield strength need not
be defect weakening or strain-rate hardening. During compression the viscosity is always
present to dissipate energy, so when the maximum pressure is achieved, its value is lower
than that given by Hertz’s theory. Since the fraction of energy loss depends on the size of
the colliding objects, so does the actual maximum pressure. We test this hypothesis using
the viscoelastic model and find good agreement with experimental data.
THE HERTZ THEORY
Consider two isotropic and homogeneous spheres undergoing a central collision. For each
sphere i, (i = 1, 2), let Mi, Ri, Yi, νi be its mass, radius, Young’s modulus, and Poisson’s
ratio, respectively. From Hertz’s elastic theory the collision time Te and maximum contact
area Ae ≡ pia2e (ae is the maximum contact radius) are given as
Te = 2.8683
(
M2
RV E2
)1/5
, (1a)
Ae = pi
(
15MV 2R2
16E
)2/5
, (1b)
whereM = M1M2/(M1+M2), R = R1R2/(R1+R2), and E = 1/ [(1− ν21)/Y1 + (1− ν22)/Y2]
are the effective mass, radius, and Young’s modulus, respectively. The case of a sphere-plane
collision can be recovered by letting M2 and R2 become infinitely large. The maximum
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compression is given by the geometric relation δe = a
2
e/R, and the maximum contact force
Fe and pressure Pe can also be expressed as functions of V and the material properties [3, 5].
A VISCOELASTIC MODEL
A modification of Hertz’s theory to include viscous dissipation was first proposed by
Kuwabara & Kono [14] (see also [22, 23]). It is assumed that the total force exerted on
the objects can be decomposed into an elastic part and a dissipative part. Let δ(t) be the
compression of the spheres at any instant t and δ′ = d
dt
δ(t), then the elastic contribution is
Hertzian and proportional to δ3/2, and the dissipative contribution, which takes the form of
the time derivative of the elastic part, is proportional to δ1/2δ′. In terms of the dimensionless
length x = δ/δe and time τ = tV/δe, Newton’s second law of motion is:
x¨(τ) +Kx1/2(τ)x˙(τ) +
5
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x3/2(τ) = 0,
x(0) = 0, x˙(0) = 1,
(2)
where the over-dot denotes d/dτ . The dimensionless quantity K is given by
K = α
(
η5V R
M2E3
)1/5
, with α ≈ 1.924, (3)
where η is the effective viscosity determined by the volume and shear coefficients of viscosities
of the objects [22].
The parameter K provides the ratio of viscous energy dissipation to the initial kinetic
energy, as can be seen as follows: the viscous energy dissipation U1 scales as ηT
∫
Ω
|∇u|2dx
and the initial kinetic energy U2 as MV
2, where T is the collision time, Ω the volume over
which dissipation occurs, and u the velocity field. For a central collision, the deformation
of the spheres is concentrated in a volume Ω ∼ a3 with a the contact radius [6], and thus
|∇u| ∼ V/a. This leads to U1/U2 ∼ K. Since K ∝ 1/R for a given material, larger bodies
dissipate less energy (notice that M ∝ R3).
In the absence of dissipation, K = 0, and solving (2) leads to Hertzian dynamics as
embodied in (1). When K ≪ 1, corresponding to small viscous energy dissipation, we adopt
the asymptotic solutions of (2) developed in [10] and [24], summarized as follows. The
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trajectory x(τ) is written as a power series: x(τ) =
∑
n=0 cnτ
n/2, where the coefficients cn
can be solved order by order. The reason x(τ) is expanded in τ 1/2 instead of τ is that the
derivatives higher than or equal to x′′′(τ) diverge at τ = 0, as revealed by a closer examination
of (2). Once the trajectory x(τ) is known, the collision time T , maximum contact area A,
and ε (COR) can be calculated as
T = Te[1 + 0.1009K + 0.0576K
2 +O(K3)], (4)
A = Ae[1− 0.4036K + 0.1817K2 +O(K3)], (5)
ε = 1− 1.0089K + 0.6107K2 +O(K3). (6)
These expressions have been obtained in the literature in different forms (for example, see
refs [10, 22, 24]). Note that since K ∝ V 1/5, ε has a velocity dependence. The higher orders
of T , A and ε can be obtained in a systematic way [24]. The asymptotic series (4)-(6) appear
to converge slowly, but for small values of K our numerical solutions show that they give
satisfactory approximations. An inspection of the coefficients in (4)-(6) shows that T and A
(also the maximum compression, which is not shown here) depend less strongly on K than
ε does. This is why the applicability of Hertz’s theory extends into the inelastic regime.
When comparing the theory with the experiments, it is more convenient to use the
velocity-independent ratios Q1 ≡ A1/2T 2 and Q2 ≡ A/
√
V V ′T , where V ′ = εV is the
recoil velocity. When K = 0 (i.e., elastic collisions), Q1 = Q1e ≡ A1/2e T 2e = 14.39M/E, and
Q2 = Q2e ≡ Ae/V Te = 1.0674R. When K 6= 0, we can use (4)-(6) to obtain
Q1 = Q1e[1 + 0.1551K
2 +O(K3)], (7a)
Q2 = Q2e[1− 0.0031K2 +O(K3)]. (7b)
We see that the linear terms in (7) vanish and the coefficients of the quadratic and cubic
terms are small, therefore Qi deviates only slightly from Qie even if K is relatively large. To
see this more quantitatively, we define the relative deviation ϕi ≡ |Qi−Qie|/|Qie|, (i = 1, 2),
and plot them in Fig. 1. We can see that ϕ1 and ϕ2 are less than 1% when K . 0.25,
corresponding to ε & 0.78 and fractional energy loss ξ ≡ 1 − ε2 . 39% (Fig. 1 inset).
Therefore using Hertz’s theory results in no more than 1% error even though nearly 40% of
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the initial energy is lost, which is consistent with the experiments of Gugan [2]. The physical
basis for the robustness of Qi is that energy loss tends to decrease A and V
′, but increase
T . These deviations fortuitously offset each other to give a quadratic correction in Qi. This
result holds regardless of the size and material properties of the colliding bodies.
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FIG. 1. Plots of ϕ1 (black dashed) and ϕ2 (blue dashed) as functions of K from (7). Symbols are
from the numerical solutions to (2), which are bounded above by the green curve K = 2.5β1/2.
Inset: Viscous energy loss ξ as a function of K and the allowable error β.
DETERMINING CRITICAL ELASTIC VELOCITY
As V increases above a certain value, the energy loss is so large that Hertz’s theory is no
longer a good approximation. We define Vc(β) as the critical elastic velocity below which ϕ1
and ϕ2 are smaller than an allowable error β, which in practice can be given by the precision
of the measurements; from Fig. 1, this corresponds to K . 2.5β1/2. Using (3) we can write
Vc = 3.7β
5/2VD, (8)
where VD = M
2E3/Rη5 is a characteristic velocity determined by the viscosity η.
In order to determine η we fit the COR given by (6) to experimental data. The results are
given in Table I. The data in collisional experiments are somewhat scattered, but when V
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is not too high we find consistently good agreement. We show in Fig. 2(a) the least squares
fit of η, which provides 95% confidence limits assuming a normal distribution. Then Vc(β)
can be calculated and that for β = 1% and 5% are given in Table I. Note that these values
are obtained without considering the material yield strength. We can estimate, for example,
that two steel spheres impacting at V = Vc(1%) experience a maximum compressive stress
of about 3GPa, which is much greater than the yield strength of steel (∼ 102MPa). Other
materials are likely to undergo plastic deformation at such high impact velocity as well. This
implies that Hertz’s theory is expected to be accurate until plastic deformation occurs.
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FIG. 2. (a) Fitting of the experimental data with the asymptotic expression (6) using a least
squares method. The impacting materials are steel (◦), brass (), cork (3), ice with smooth
surface (△) and Jaques ball (+). For each data set, the impact velocity is normalized by the
maximum experimental velocity which is not shown here. The values of η giving the best fit are
listed in Table I. (b) Most data points for smooth-surface ice collisions are constrainted by allowing
Y to vary between Yl = 8.6GPa and Yu = 12GPa (see text).
The good agreement shown in Fig. 2(a) indicates that viscous dissipation is the dominant
mechanism of energy loss in these experiments, and eq. (6) is a valid expression for the
collision dynamics (except for cork, where maximum value of K is about 0.49 and energy
loss is nearly 60%). Indeed, using the values of η in Table I we can collapse these data onto
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Steel Brass Cork Ice Jaques ball∗
E (GPa) 109 62 0.025 5.5 0.13
R (cm) 0.635 0.75 0.83 2.6 4.6
η (×105 poise) 6.7 15.4 0.25 9.62 1.47
Vc(1%) (cm/s) 2.4×104 3.5× 103 15.4 26.9 1.8 × 103
Vc(5%) (cm/s) 1.4×106 2.0× 105 859 1.5 × 103 9.8 × 104
TABLE I. Estimated values of η, and Vc(β) for β = 1% and 5% for different materials: steel [19],
brass and cork [14], ice [25] and Jaques ball [2]. Note (∗): in [2] a Jaques ball was impacting a steel
plate, so the viscous dissipation in the steel is neglected compared to that in the Jaques ball.
a single curve, where the rescaled impact velocity 1.924(V/VD)
1/5 = K is used (Fig. 3).
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FIG. 3. Collapse of the data from Fig. 2(a), indicating that (6) is valid for most impacting materials
examined here (except for cork, in which the energy loss is too large and a systematic deviation
exists).
The COR data for ice, despite its relatively large scatter, can also be well fitted by
our model. It is known that polycrystalline ice has a range of measured elastic modulus
(8.6GPa≤ Y ≤12GPa), depending on the grain size and shape, and the direction of the
strain [26]. Using η = 9.62 × 105 poise from Table I we are able to constrain most of the
data by the lower (8.6GPa) and upper bound (12GPa) of the modulus (see Fig. 2b). Near
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V = 0 the errors are larger due to greater uncertainties in measuring very small impact and
recoil velocities, as well as contributions from surface frost [25] and surface irregularities [1].
EVOLUTION OF ENERGY LOSS
Let ∆k, ∆e and ∆d be respectively the kinetic, elastic, and dissipated energy of the system,
normalized by the initial kinetic energy. Clearly ∆k+∆e+∆d = 1, and their time evolutions
are plotted in Fig. 4. In the compression stage, ∆k decreases with time and becomes zero
when ∆e reaches its maximum. After that, ∆e decreases, converting the stored elastic energy
into kinetic and dissipated energy. The dissipated energy ∆d is always increasing. We find
that near the end of recoil the objects may slow down slightly (∆k decreases), which means
that the dissipated energy becomes so large. For small dissipation, both ∆k and ∆e are
nearly symmetric, and the energy dissipation before and after the maximum compression
are almost the same (Fig. 4a). However, for large dissipation ∆k and ∆e are asymmetric,
and the majority of the energy dissipation takes place before the maximum compression is
reached (Fig. 4b). Such an asymmetry has also been observed for soft-body collisions [27].
Finally, the collision time T increases as K increases, consistent with eq. (4).
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FIG. 4. The time evolution of kinetic energy ∆k (solid), elastic energy ∆e (dot-dash) and dissipated
energy ∆d (dashed), for small (a) and large (b) energy dissipation. The maximum compression and
the end of collision correspond to when ∆k and ∆e become zero, respectively.
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SIZE DEPENDENCE OF FRACTURING
When V is sufficiently large, plastic deformation will be triggered, which take the form
of irreversible dislocations for ductile materials and of crack formation for brittle materials.
Since the creation of dislocations and cracks consumes a great amount of energy, the COR will
drop abruptly when the “fracturing velocity” VF is reached [4, 19]. While fracturing at a finite
velocity is ubiquitous for all materials, it has been observed that larger ice spheres fracture at
a lower VF , as if they are weaker than the smaller ones [4]. Despite several explanations such
as defect weakening and strain-rate hardening mentioned before, we provide an alternative
explanation based on the viscoelastic model. The key fact is that a larger sphere loses less
energy during the impact, and thus experiences a higher compressive stress at its maximum
compression. Therefore a perfectly isotropic and homogeneous sphere in the absence of initial
defects would still exhibit such a size dependence of VF .
Fracturing of a material emerges when the compressive stress exceeds the material yield
strength τ ⋆. Since brittle materials, including ice and metals at low temperatures, undergo
little or no plastic deformation before fracturing, it is reasonable to assume that τ ⋆ is equal
to the maximum compressive stress at V = VF . It is known that the maximum compressive
stress is 0.31 of the maximum pressure P0 for ice [5], so τ
⋆ is related to the P0 through
τ ⋆ = 0.31P0. Therefore, for a given τ
⋆, VF can be determined from the numerical solutions
to (2). Fig. 5 (left and lower axes) shows the normalized fracturing velocity VF/VP as a
function of R/Ld, where VP ≡ (pi5R3P 50 /30ME4)1/2 is the size-independent Hertzian velocity
that would give a maximum pressure P0 in an elastic collision, and Ld ≡ η/ρVD is the viscous
length. Since VD ∝ R5, Ld has a strong size dependence, seen as the wide range on the
abscissa of Fig. 5. The size dependence of the energy loss ξ is reflected in VF : as R increases,
ξ decreases and thus VF approaches its elastic value VP . The solid curve in Fig. 5 represents
τ ⋆ = 40.3MPa (or P0 = 130MPa) and shows good agreement with the experimental data of
Higa et al. [4]. The largest deviation is found for R = 3.6 cm, where the ice spheres may be
sufficiently large that defect weakening becomes important.
If viscous energy dissipation is neglected, Hertz’s theory would predict an apparent strain-
rate hardening [21, 28]. Note that here the strain rate is referred to its maximum value as it
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is a function of time. The maximum strain rate is achieved at the maximum compression,
which can be estimated as γ˙ = 0.69P0/ETe ∝ V 3/5/R. Therefore smaller objects have a
larger strain rate at a given impact velocity. Using the same parameters for ice as in [4], we
plot in Fig. 5 (right and upper axes) the apparent yield strength as if viscous dissipation
is absent. The increasing trend of the yield strength conforms to the strain-rate hardening
observed in the Split-Hopkinson pressure bar (SHPB) test, and the values of the apparent
yield strength (several tens of MPa) are in good agreement with the maximum compressive
strength of ice in the regime of high strain rate [28].
10−10 10−5 100 105
0.5
1
1.5
2
2.5
3
3.5
4
4.5
R/Ld
V
F
/
V
P
1 2 3 4 5 6 7 8 9 10
30
40
50
60
70
80
90
100
log(γ˙)
a
p
p
a
re
n
t
y
ie
ld
st
re
n
g
th
(M
P
a
)
FIG. 5. (Blue axes) The dimensionless fracturing velocity decreases with the object size, and
approaches 1 as R/Ld approaches infinity. The circles are experimental data from Higa[4] and
the blue line is the numerical solution. (Red axes) The dashed line represents the apparent yield
strength of ice assuming no viscous dissipation, which exhibits a strain-rate hardening phenomenon.
CONCLUSION
Using a viscoelastic model we have explained why Hertz’s elastic theory is valid far beyond
its elastic limit in modeling collisional dynamics. In situations that viscous dissipation is
the dominant mechanism of energy loss, the collision time and maximum contact area have
a weak dependence on energy loss, with deviations of 3% and 10%, respectively, when the
energy loss is nearly 40%. Moreover, the two velocity-independent ratios Q1 and Q2 have
even weaker dependence on the energy loss, with deviations less than 1% for the same
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energy loss. By fitting to the experiments in the literature, we have estimated the effective
viscosity for different materials and the critical impact velocity below which Hertz’s theory
is practically useful. For most materials we examined, Hertz’s theory gives less than a few
percent error in Q1 and Q2 even when the materials fail.
The key parameter K characterizing the fractional energy loss increases with the impact
velocity and viscosity, and decreases with effective Young’s modulus. SinceK is also inversely
proportional to R, larger colliding objects lose less energy and thus have a higher COR than
smaller ones. This trend has been observed experimentally [29], and is used by us to explain
the size dependence of the critical velocity VF at which fracturing occurs. It is noteworthy,
however, that this size dependence is too strong and does not fit some of the COR data very
well. This is likely because when deriving eq. (2) the elastic part of the force is assumed
to be Hertzian even though the deformation is very large. In reality, the force-displacement
curve should grow more slowly than δ3/2, and hence very small particles do not dissipate so
much kinetic energy.
Perhaps even further beyond our expectations, Hertz’s theory seems to extend its validity
to fluid mechanics. Molotskii et al. found that for a liquid droplet with radius R sitting on
a superhydrophobic surface the contact area A scales as A ∼ R10/3 [30]. If σl/R is used as
the effective Young’s modulus where σl is the liquid-air surface tension, the data fit Hertzian
theoretical predictions very well. The power R10/3 lies between R3 and R4, which are the
scalings of the contact area for droplets that are much smaller and larger than the capillary
length, respectively [31, 32]. Since the droplets used by Molotskii et al. [30] are comparable
to the capillary length, Hertz’s theory seems to be valid for an intermediate regime where the
effects of surface tension and gravity are comparable. Whether or not this implies a deeper
connection between Hertz’s theory and fluid mechanics, a classical theory once again proves
its lasting merit in inspiring us to better understand the nature beyond our current belief.
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