Do bond investors demand credit quality or liquidity? The answer is both, but at different times and for different reasons. Using data on the Euro-area government bond market, which features a unique negative correlation between credit quality and liquidity across countries, we show that the bulk of sovereign yield spreads is explained by differences in credit quality, though liquidity plays a nontrivial role, especially for low credit risk countries and during times of heightened market uncertainty. In contrast, the destination of large flows into the bond market is determined almost exclusively by liquidity. We conclude that credit quality matters for bond valuation but that, in times of market stress, investors chase liquidity, not credit quality. (JEL G10, G12) In times of economic distress, we often observe investors rebalance their portfolios toward less risky and more liquid securities, especially in fixed-income markets. This phenomenon is commonly referred to as a flight-to-quality and a flight-to-liquidity, respectively. While the economic motives of these two phenomena are clearly distinct from each other, empirically disentangling a flight-to-quality from a flight-to-liquidity is difficult because, as Ericsson and Renault (2006) show in the context of the corporate bond market in the United States, these two attributes of a fixed-income security (credit quality and liquidity) are usually positively correlated. For example, US Treasuries have less credit risk and are more liquid than corporate bonds. Thus, when we observe a decrease in corporate bond prices and an increase in Treasury prices, it is unclear whether this occurred because of credit or liquidity concerns.
In times of economic distress, we often observe investors rebalance their portfolios toward less risky and more liquid securities, especially in fixed-income markets. This phenomenon is commonly referred to as a flight-to-quality and a flight-to-liquidity, respectively. While the economic motives of these two phenomena are clearly distinct from each other, empirically disentangling a flight-to-quality from a flight-to-liquidity is difficult because, as Ericsson and Renault (2006) show in the context of the corporate bond market in the United States, these two attributes of a fixed-income security (credit quality and liquidity) are usually positively correlated. For example, US Treasuries have less credit risk and are more liquid than corporate bonds. Thus, when we observe a decrease in corporate bond prices and an increase in Treasury prices, it is unclear whether this occurred because of credit or liquidity concerns.
While it is natural to associate discussions of flight-to-quality and flight-toliquidity with "rare events," such as the Russian bond default and the fall of Long-Term Capital Management, our paper is concerned with a much more broad and fundamental question: Are order flow, liquidity, and the credit quality of fixed-income securities related unconditionally as well as during volatile periods and flight scenarios? We believe that knowledge of how order flow responds to asset characteristics in everyday markets and how those responses are altered within periods of market stress is critical to our understanding of financial markets in general, and fixed-income markets, in particular. We accomplish this by studying yield spreads and order flow in the Euro-area government bond market, which exhibits a strong and unique negative relation between credit quality and liquidity, as opposed to the strong positive association found in U.S. debt markets. To appreciate this difference, consider that the credit quality of sovereign debt increases with a country's fiscal discipline (i.e., lower deficit/debt to GDP ratio). At the same time, the liquidity of sovereign bonds depends on the quantity of outstanding debt which, holding the size of the economy constant, decreases with a country's fiscal discipline. Italy's sovereign debt, for example, is among the most liquid, but also the most risky in the Euro-area government bond market. This negative association between credit quality and liquidity is the key aspect of our data that allows us to empirically disentangle flights-to-quality and flights-to-liquidity.
More specifically, we study the yield spreads (relative to a common Euro-LIBOR yield curve) and order flow for 10 Euro-area countries with active sovereign debt markets. We use the MTS interdealer fixed-income securities data, a relatively new dataset containing Euro-area government security wholesale transactions and limit-order books.
1 These data have two advantages. First, all the fixed-income securities therein are based on the actions of the same European Central Bank, thereby isolating the credit quality and liquidity differences across countries. Second, as will become apparent later, we can construct precise measures of liquidity for these data, in contrast to what is generally possible to obtain for fixed-income securities. In addition to the MTS data, we utilize data from the sovereign credit default swap (CDS) market to obtain an exogenous estimate of credit quality for each of the countries in the sample.
Our main empirical finding is that investors care about both credit quality and liquidity, but they do so at different times and for different reasons. We document that the bulk of sovereign yield spreads is explained by differences in credit quality, though liquidity plays a nontrivial role, especially for low credit risk countries and during times of heightened market uncertainty. When we investigate flights directly, we find that the destination of large flows into (as well as out of) the bond market is determined almost exclusively by liquidity. Furthermore, when we condition on periods of large flows into or out of the bond market, liquidity explains a substantially greater proportion of sovereign yield spreads, consistent with a heightened impact of order flow on bond prices. We conclude from this evidence that, while credit quality matters for bond valuation, in times of market stress, investors chase liquidity, not credit quality. 2 The question of whether investors are more concerned with credit quality or liquidity is crucial for academics, practitioners, and policy makers alike. For academics, our results point to specific avenues that are likely to be fruitful in improving our current term structure models by providing a better understanding of cross-market dynamics and the sources of risk premia. For practitioners, understanding the implications of credit quality and liquidity on fixed-income securities aids in both firm-level issuance decisions as well as trading strategies of fixed income portfolio managers. Finally, our work is important to policy makers, whose objective is the viability of the markets, because it suggests ways to mitigate "peak-load" problems induced by flights into and out of financial markets, as was seen during the Russian debt crisis in 1998.
Section 1 discusses the related literature. Section 2 describes our data and methodology. Section 3 reports our empirical results and Section 4 concludes.
Related Literature
Our study is related to three separate segments of the finance literature. First, our analysis is related to research studying the set of sovereign debt markets operating within the European Monetary Union. This collection of work has focused primarily on the determinants of yield changes or of yield spreads within and across European Union countries. Geyer, Kossmeier, and Pichler (2004) and Menkveld, Cheung, and de Jong (2005) employ factor models in their analysis, while Codogno, Favero, and Missale (2003) and Favero, Pagano, and Von Thadden (2005) relate yield spreads to movements in U.S. debt markets. Other research involving the European Union bond markets focuses on the properties of order flow and trading costs (Cheung, de Jong, and Rindi, 2005) or on determining which fixed-income securities act as the benchmark for a given maturity (Dunne, Moore, and Portes, 2003) . While our analysis is related to the above research by virtue of studying a common set of European Union fixed-income markets, our analysis focuses instead, on the extent to which credit and liquidity concerns jointly determine yields and net order flow (flights) in European bond markets.
Our analysis is also naturally related to the literature on credit risk. Early work by Collin-Dufresne, Goldstein, and Martin (2001) found that changes in yield spreads were not associated with natural credit risk factors or standard 2 It is important to note that our analysis of flights is specific to the choice of securities within a single asset class-Euro-area government bonds-and does not necessarily apply to movements across asset classes. We restrict our analysis to the government bond market because we cannot empirically characterize with the same level of detail the rebalancing activities across asset classes.
proxies for liquidity. In contrast, more recent work by Duffie, Pedersen, and Singleton (2003) and Longstaff, Mithal, and Neis (2005) argues that both credit and liquidity concerns are critical components of yield spreads. Specifically, Longstaff, Mithal, and Neis (2005) use, like us, information from credit default swaps to obtain direct measures of the size of default and nondefault components in corporate spreads. While they find that the majority of the yield spread is due to default risk, the nondefault spread component is substantial, time-varying, and related to bond-specific and macroeconomic illiquidity. Finally, our work is also related to the burgeoning literature on the importance of liquidity. While there is little debate that the liquidity of a security affects its price (e.g., Amihud and Mendelson, 1986; Chordia, Roll, and Subrahmanyam, 2000) , the debate has shifted toward determining whether the level of liquidity, the change in liquidity (liquidity risk), or both, have an impact on security prices. Longstaff (2004) and Goldreich, Hanke, and Nath (2005) provide evidence that the level of liquidity is priced through the comparison of carefully chosen samples of on-and off-the-run paired Treasury securities and Treasury and RefCorp securities, respectively. Pastor and Stambaugh (2003) argue instead that liquidity risk, the possibility that securities will become illiquid precisely when traders want to exit their positions, is the important factor priced in asset returns. In addition to this empirical work, there are three closely related theoretical models that provide some guidance to the role of liquidity in our empirical study : Vayanos (2004) ; Acharya and Pedersen (2005) ; and Ericsson and Renault (2006) . The empirical implications of these models are: (i) preference for liquidity is time-varying and increases with volatility; (ii) the correlation between similar assets increases with liquidity; and (iii) illiquid assets are more sensitive to a common liquidity factor.
The critical difference between the papers on credit quality and liquidity cited above and our work is their exclusive focus on pricing/spreads versus our joint focus on pricing and trading activity/order flow. We show that different attributes of securities have a differing importance for investors when they price them unconditionally and when they price them during times of market stress and flight scenarios. Consequently, this analysis speaks more generally to the question of which security attributes are priced conditional on market stress and is thus, closer to the perspective of pricing liquidity risk (i.e., the effect of liquidity on pricing when liquidity is likely to be most needed).
Data and Variable Construction

Data
We use intraday European bond quotes and transactions from the MTS interdealer markets for our study. The MTS data include over 750 individual fixed-income securities, approximately 88% are issued by Treasuries and local governments, 5% are quasi-government securities issued by national and international public institutions, and 7% are structured securities, consisting mainly of asset-backed and covered fixed-income obligations. The data we use spans security trading in 10 European Union member countries: Austria, Belgium, Finland, France, Germany Greece, Italy, The Netherlands, Portugal, and Spain.
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The sample period for our study is April 2003 (corresponding to the beginning of the MTS dataset) to December 2004. This time period provides a good platform to study the behavior of European fixed-income markets both unconditionally as well as surrounding important flight events. Specifically, this time period includes a number of significant news events that directly refer to flights-to-quality, despite the fact that overall equity market volatility during this period is lower than at the end of the 1990s (e.g., the U.S. war with Iraq (the invasion occurred on 20 March 2003), the Madrid bombings (March, 2004) , the Saudi Arabia bombings (April, 2004) , the Tsunami (December, 2004) , and a steady and sharp increase in crude oil prices not previously seen since the 1970s).
The trading of MTS securities occurs on two separate platforms: domestic and benchmark. The domestic platform lists government securities for each of the respective European countries in the dataset. The benchmark platform trades European benchmark bonds, (i.e., newly issued bonds with a minimum issue size). 4 Note that the benchmark bonds can be traded on both the domestic and benchmark platforms. According to a study of the European bond market by the European Central Bank, the market share of the MTS platforms among the electronic trading systems for bonds in Europe in 2003 was equal to 74% in terms of daily average turnover.
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The MTS dataset contains a host of security identification information, such as the issuing country, maturity, coupon, etc., as well as trade and quote information. For the trade information, the dataset contains the date and time of all trades, a buy/sell indicator, and the trade price and size. Furthermore, the quote information includes the best bid and offer prices as well as the price and corresponding depth at each of the next two best bid and ask prices on the limit-order book. These data allow us to construct yield quotes, liquidity measures, and net order flow (the difference between buyer-and seller-initiated volume) for each security.
We supplement the MTS data with information about sovereign credit risk from Lombard Risk, an independent valuation service currently owned by Fitch Rating Inc. The data are a compilation of daily surveys of key credit default swap (CDS) market makers for the 3-, 5-, 7-, and 10-year maturities for each country. The data include the date, issuer (in our case, the country), currency of the debt, maturity, and the mean and standard deviation (across market makers) of the CDS spread specified in basis points. 6 We restrict our attention to plain coupon securities to minimize the impact of confounding effects related to special fixed-income features. Specifically, we exclude securities with floating rate coupons, securities issued in non-euro currencies, securities originating from a coupon-stripping program, inflation-or index-linked securities (OAI and TEC), quasi-government securities, structured securities, and securities traded prior to issue (when issued). Our final dataset consists of plain coupon sovereign securities from the 10 countries for which we have both CDS and MTS information.
Variable construction
We partition our MTS securities along two different dimensions. The first dimension is quite naturally the sovereign yield curve underlying each security. Thus, we separate the MTS securities by country and by benchmark status. The second dimension is the remaining time-to-maturity of a security, which we split into four categories: 2.5-3.5 years, 4.5-5.5 years, 6.5-7.5 years, and 9.5-10.5 years. The rationale for these four maturity categories is that both our credit quality data (CDS) and our yield curve benchmark (which will be discussed later) explicitly quote securities at these maturities. We acknowledge that another common dimension used to partition fixed-income securities, which we do not use explicitly, is how recently a security was issued or its seasonedness. Our rationale for not separating securities on this dimension is that the status of benchmark security is binding on seasonedness, since benchmark securities must be issued or "tapped" within the previous two years. Thus, our benchmark securities are effectively on-the-run securities by definition. The result is a partition of the MTS securities by domestic versus benchmark status and four maturity categories (3, 5, 7, and 10 years) for each country.
Consistent with the focus of our empirical analysis, we need to construct four crucial sets of variables for each country/maturity: sovereign yield spreads, credit variables, liquidity variables, and fund flows, which we use to identify flights. We obtain the appropriate sovereign bond yields at the standard reference maturities (3, 5, 7, and 10 years) in two steps. First, for each country and each day in our sample, we fit a zero-coupon yield curve to the coupon bond prices quoted in the last two hours of trading. 7 We use the Nelson and Siegel (1987) exponential functional form as a convenient approach to model the zero-coupon yield curve. For all countries and days in our sample, we have enough observations to obtain a very accurate fit. In fact, the average absolute yield error for each bond is always below half of a basis point. The second step is to transform each country's zero-coupon yield curve into a par-bond yield curve. This procedure has the intuitive appeal of expressing yields as coupons of bonds selling at par and fulfills a practical need to express yields on the same basis as our benchmark curve (the fixed leg of an interest rate swap-see below) for comparison purposes.
The calculation of yield spreads necessitates the choice of a benchmark for comparison (sovereign yield spread relative to what). Given the results of Dunne, Moore, and Portes (2003) , that the benchmark security within the MTS data varies by maturity and is not always the lowest yield for a given maturity, we refrain from using one of the countries to act as the benchmark. Instead, we choose to calculate yield spreads using the Euro-swap curve as our benchmark, which is a procedure common to other recent papers in the literature (e.g., McCauley, 2002; Hull, Predescu, and White, 2004; Blanco, Brennan, and Marsh, 2005) . Collectively, they argue that government bonds are less than an ideal proxy for the unobservable risk-free rate, because of differential taxation treatment, repo specials, and scarcity premia. Moreover, the advantages of the Euro-swap benchmark are that it is a bellwether market that is highly liquid, carries relatively little counterparty risk (1 to 2 basis points for six months on an AA issuer according to Duffie and Huang (1996) ), and provides explicit quotes for the 3-, 5-, 7-, and 10-year maturities. Thus, our yield-spread variables are calculated by subtracting the Euro-swap (constant maturity of fixed leg) yield from the sovereign (constant maturity) par-bond yield for each country/maturity category.
We use the Lombard Risk credit default swap data to calculate our credit variables. Recall that the Lombard data provide explicit credit quality quotes for the 3-, 5-, 7-, and 10-year maturities. These data offer an important advantage in that we measure directly the observed term structures of sovereign credit default swap rates for each country, as opposed to estimating credit quality with low frequency national account variables like the ratio of public deficit to GDP. We note that there are occasionally missing observations in the daily time series of CDS data. However, even in the worst case, at least one observation per week is available and we do not detect distinct patterns of missing data over time or for specific countries. We thus, use linear interpolation techniques to obtain a complete set of daily estimates of credit quality for all countries at the different maturities.
The difficulty of working with the notion of liquidity is that there is no universally held definition. To address this issue, we consider four different measures to capture the liquidity of the securities in our sample. Our first liquidity measure is the effective bid-ask spread, which is defined as the spread between the transaction price and the midpoint of the quoted bid-ask spread at the time of the transaction. Average quoted depth, defined as the average of the depth posted at the best bid and best ask prices quoted in millions of euros, is our second liquidity measure. Our third measure is cumulative limit-order book depth, where we sum the depth posted at the three best price points on both the buy and sell side of the limit-order book and average the two sides together.
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Our final liquidity measure is a liquidity index as in Bollen and Whaley (1998) , which is equal to the average quoted depth divided by the percentage bid-ask spread.
Our measure of fund flows, or flights, for each country/maturity is the daily net order flow scaled by the net order flow for the bond market as a whole. Scaling the net order flow by the total net order flow provides the economically pertinent interpretation that our flight variable is a percentage allocation of funds among the various countries. Net order flow for a given maturity is calculated using the MTS data by summing the volume of buy-side transactions each day for that maturity, summing the volume of sell-side transactions each day for that maturity, and netting the two by taking their difference (buy volume less sell volume). Net order flow for the bond market as a whole is computed analogously by summing the net order flow for each country. Table 1 contains sample summary statistics related to the number of securities traded on the benchmark platform, average daily trading volume per bond, sovereign yield, credit default swap spread, as well as effective bid-ask spread and quoted depth broken out by country and maturity. Notice that there is a fair amount of variation in the volume, credit default spreads, and liquidity variables across the countries in our sample. For example, Germany, France, Italy, and Spain tend to have the highest number of issues in the dataset, but they report vastly different trading volumes, with Italy displaying the largest volume. The heterogeneity across the variables in Table 1 will play a central role in our empirical results.
As a foray into our empirical analysis, we present the raw cross-sectional correlation coefficients between our average credit measure and the various averages of our liquidity measures for each maturity on the benchmark platform. The cross-sectional correlations reflect features of the investment opportunity set for an investor choosing among securities with different characteristics at a point in time. Specifically, Table 2 shows that the effective spread is negatively related to the default swap spread (i.e., as the effective spread decreases, the credit spread increases). The positive coefficients for the depth variables and the liquidity index suggest that as they each increase, the credit spread also increases. Therefore, taken together, the results suggest that as liquidity increases, whether via a narrow effective spread or increased depth, credit quality decreases. This table highlights the unique characteristic of the European bond market in that credit quality and liquidity are negatively related, making it a perfect environment for disentangling their respective roles. Although we lack the statistical power to make more than qualitative statements, it appears that This table presents summary statistics for our sample securities. N is the number of individual securities in each country/maturity category traded on the benchmark platform. Volume represents the average daily trading volume per bond expressed in millions of euros. Par Yld is the average of the par bond yield. CDS is the average credit default swap spread expressed in basis points. Eff Sprd is the average effective bid-ask spread and Depth is the average quoted depth for each country/maturity expressed in millions of euros. the negative correlation is the weakest for the 3-year maturity, and is stronger for the 5-year and 10-year maturities, peaking at the 7-year maturity. Of the four liquidity measures that we use, the cumulative limit-order book depth and the liquidity index, which incorporates both spread and depth information, appear to have the strongest correlations with credit quality. Since market makers strategically choose prices and depths jointly, we will often use the liquidity index as the representative liquidity variable in the later portion of the paper.
Empirical Results
Having established the negative relation between credit quality and liquidity, we turn our attention to examining which attributes of a security bond investors care the most about. We accomplish this by first documenting the relative magnitude of credit quality and liquidity in determining sovereign yield spreads unconditionally. We then test whether the relative importance of these two characteristics changes in periods of heightened market uncertainty. After our investigation of pricing, we shift our attention to trading activity (flights) by directly analyzing the attributes of a security that investors take into account when moving funds into, and out of, the bond market. Finally, we join the two perspectives together by partitioning the yield spread into credit and liquidity components precisely during times of flights. The rationale behind our empirical approach is to be careful to understand how flights affect, and are affected by, changes in credit quality and liquidity.
Unconditional yield spread decomposition
We regress the difference between the sovereign yield in country i and the Euro-swap yield onto differences in country i's credit and liquidity measures from their respective cross-sectional averages, pooling all the countries together for each separate maturity. Equation (1) details our regression model:
where CDS i,t is the credit default swap spread in country i during period t, LIQ i,t is one of the four liquidity measures for country i over period t, and CDS AVE,t and LIQ AVE,t are the cross-sectional averages of the CDS i,t and LIQ i,t variables, respectively during period t. The exact specification of our model warrants further discussion. While it is not uncommon in the literature to regress yield spreads onto credit and liquidity variables, specifying the credit and liquidity variables as differences from their cross-sectional averages is quite novel. We justify this approach by acknowledging that credit risk and liquidity are relative concepts, particularly in the context of flight-to-quality and flight-to-liquidity. Indeed, an investor considering shifting funds from one asset to another necessarily cares about the relative credit quality and liquidity of the two assets at a point in time. Thus, we use the cross-sectional average of each of the variables as an anchor point with which to measure the relative credit quality and liquidity of the securities within our sample countries.
Besides matching well with economic motivation, our model specification is also ideal for proper econometric identification, because the common-factor components that are not relevant for the investor's choice cancel out. One way to see this is that the contemporaneous correlation of credit and liquidity for different countries are relatively high in levels (on average 0.73 and 0.32, respectively), but they are basically zero for credit and liquidity differences from the cross-sectional average.
The time-series behavior of these relative credit quality and liquidity measures (credit and liquidity differentials) for Germany and Italy can be seen in Figure 1 , along with a sample of country-specific economic news events that are likely to have contributed to changes in our measures. 10 Notice that Germany has higher than average credit quality and Italy has lower than average credit quality; in contrast, Italy has higher than average liquidity, while Germany has lower than average liquidity. In addition, the figure reveals that the various maturities behave differently, for example, the liquidity differential is more variable both at the end of the sample period and for shorter maturities. Our empirical results will demonstrate further that harnessing the information embedded in the cross-section of countries in this way offers substantial explanatory power.
We estimate the unconditional regression in Equation (1) for the 3-, 5-, 7-, and 10-year maturities using each of our four liquidity measures. White heteroschedastic consistent standard errors are shown in parentheses, and with one exception, all coefficients are significant at the 1% level. Table 3 reveals that the regression model has significant explanatory power with adjusted R 2 ranging from a low of 22% at the short end of the curve to a high of 57% for the longer maturities. The success of the regression model reinforces the importance of the cross-section or relative credit and liquidity concepts in explaining sovereign yield spreads.
Consistent with intuition as well as with the previous literature, the credit differential has a positive impact on the sovereign yield spread, which suggests that a lower credit quality increases the yield spread. The magnitude of the credit coefficients suggest that a 100 basis point credit differential above the average is associated with an increase in the sovereign yield spread of between 62 and 96 basis points, depending on the maturity and liquidity variable used.
The liquidity differential is also important in explaining the sovereign yield spread. The positive coefficient on the effective spread and the negative coefficients on the depth variables and liquidity index suggest that higher liquidity is associated with a lower yield spread. In contrast to the credit differential, however, the economic impact of the liquidity differential is muted the longer the maturity. As an example, a one euro increase in the effective bid-ask spread is associated with a 231 and 17 basis point increase in the 3-year and 10-year sovereign yield spread, respectively. Moreover, the impact of a 100 million euro increase in quoted depth on the 3-year and 10-year sovereign yield spread corresponds to a decrease of 11 and 1 basis point, respectively. Lastly, in comparing the various liquidity measures, while each measure captures the bonds' liquidity, the liquidity index appears to fit the data the best, most likely, because it incorporates both price and depth information.
The sign and significance of the constant may appear surprising at first glance, as it suggests that sovereign yields may actually be below the Euro-swap yield curve; however, this is a result of having two different benchmarks (with different credit and liquidity properties) on either side of the regression equation. In particular, the constant accounts for the difference between the credit and 
Sovereign Par Yield i,t , CDS i,t , and LIQ i,t represent the par yield, credit default swap, and liquidity estimates for the given maturity within country i over period t. CDS AV E,t and LIQ AV E,t are the corresponding cross-sectional averages at time period t. The Euro-Swap yield t is the constant maturity fixed leg yield for the given maturity over period t. White heteroschedastic consistent standard errors are shown in parentheses and * * * denotes significance at the 1% level.
liquidity inherent in the Euro-swap market and the average credit risk and liquidity in the cross-section.
It is important to highlight that the responses to credit quality and liquidity differ based on maturity. In untabulated results, we estimated the model pooling all countries and maturities together (effectively constraining the coefficients to be identical across maturities). While the signs and significance levels are the same as reported in Table 3 , the adjusted R 2 of the constrained specification are substantially smaller (18%).
Just as the pooled time-series regression results in Table 3 are striking, so too are the model's implications for the cross-section of countries. Table 4 displays the contribution that both the credit and liquidity components provide to the sovereign yield spread for each country. The credit contribution for country i is constructed by taking the average credit differential across time for country i and multiplying it by the relevant credit differential coefficient estimate from Table 3 ; the liquidity contribution is computed analogously. The proportion figures are calculated by dividing the absolute value of the respective contribution (credit or liquidity) by the sum of the absolute value of the credit and liquidity contributions; thus, the sum of the credit and liquidity proportions will be one by construction (see Equation 2 ). Note that the proportion figures express the impact of credit and liquidity on the variation in yield spreads explained by the regression in Equation (1), rather than the actual yield spread.
The contribution and proportion figures provide complementary information about the relation between credit quality, liquidity, and yield spreads. The contribution figures detail the direction and magnitude of credit quality and liquidity, while the proportion figures weigh the relative impact of the two on the sovereign yield spreads. Correspondingly, a country's contribution figures can be positive or negative depending on how that country's credit quality or liquidity compares to the cross-sectional average. By adding a country's contribution figures (along with the constant), we can calculate the average yield spread for that country. Interestingly, there are many countries/maturities with negative sovereign yield spreads owing to the convenience yield of holding government-issued securities.
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A review of Table 4 shows that unconditional credit quality makes up the majority of the sovereign yield spread for most countries with liquidity playing 
we compute for each country (i) the contribution to, and proportion of, the yield spread owing to credit and liquidity as below. The contribution figures are multiplied by 100 to facilitate reading; therefore, a contribution of 0.01 is equivalent to 1 basis point.
Credit Contribution i =β(C DS i,t − C DS AV E,t ) and Liquidity Contribution i =δ(L I Q i,t − L I Q AV E,t ) Credit Proportion i = |Credit Contribution i |/(|Credit Contribution i | + |Liquidity Contribution i |)
and
a substantially smaller role, a result that is consistent with Longstaff, Mithal, and Neis (2005) . Indeed, the grand average of the proportion figures reveals that credit quality makes up 89%, while liquidity is 11%. Beyond the grand average, it is important to understand the high degree of heterogeneity in the contribution and proportion figures across countries. A comparison of these figures for Germany and Italy demonstrates the wide range of results. For example, consider the liquidity index regression for the 10-year note; the German contributions for credit and liquidity are −0.0010 and 0.0008, respectively, implying an average yield spread of −0.92 basis points (−0.90 −0.10 +0.08).
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The corresponding contribution figures for Italy are 0.0487 and −0.0017 for credit and liquidity, respectively, thereby implying an average yield spread of 3.8 basis points (−0.90 +4.87 −0.17). The proportion figures for the two countries show similar divergent results. The German proportion figures are 0.57 and 0.43 for credit and liquidity, respectively, while for Italy they are 0.97 and 0.03. These results are consistent with anecdotal evidence as well as Figure 1 ; Germany, known for high credit quality, has a substantial portion of the yield spread due to liquidity while Italy, known for high liquidity, has the overwhelming majority of its yield spread due to credit concerns.
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Another interesting aspect borne out in Table 4 is that there are large differences between credit and liquidity proportions for the short and long end of the yield curve. Notice that at the 3-year and 5-year maturities, there are a number of countries-Belgium, France, Germany, and Spain-that have liquidity proportions greater than 0.5. In contrast, there is no country, with the exception of two instances for Germany, which has liquidity proportions greater than 0.5 for the 7-year and 10-year maturities. A similar result is obtained when looking at the credit proportions. For instance, the credit proportion is less than 70% for six countries and five countries at the 3-year and 5-year maturity, respectively. In contrast, the credit proportion is less than 70% for only one country, Germany, at the 7-year and 10-year maturity. Figure 2 shows the liquidity proportions for a select group of countries (Germany, France, and Spain) across the standard maturities for our four liquidity variables. We observe a marked decrease in the liquidity proportion at longer maturities across all the different liquidity measures for all three countries. It is also evident that there is a sharp increase in the liquidity proportion at the 5-year horizon for France and Spain. We believe that the explanation for the spike at the 5-year horizon is purely institutional, namely, France and Spain tend to focus their sovereign issuance at medium maturities. The result is consistent with Dunne, Moore, and Portes (2003) , who show that French Figure 2 Liquidity proportion of yield spreads for select countries These three plots show the liquidity proportions of yield spreads at the standard maturities for Germany, France, and Spain, using the four liquidity variables: the effective spread (EFFSP), the depth at the best prices (DEPTH), the liquidity index (LIQIDX), and the cumulative depth in the order book (DEPLOB).
securities dominate in terms of price discovery at medium maturities. In addition, a casual look at the breakdown of the European bond market capitalization by maturity and country shows that while Spain represents on average 7.7% of the European bond market, it represents 13.4% of the market at the 5-year horizon.
Thus, our results suggest that credit quality has both a larger impact, and is more important, for longer maturities. We believe that this result occurs quite naturally, given that changes in credit quality are a long-term concern related to changes in fiscal discipline, which in turn is associated with changes in the political/governmental landscape. Given there is likely to be much more uncertainty about the political landscape and fiscal discipline, 7 and 10 years into the future, credit quality becomes a more dominant part of the yield spread at longer horizons.
These results are important to our understanding of the primitive forces underlying flights between assets. An important contribution of our paper is documenting a number of cross-sectional results related to credit quality and liquidity, as they reveal the force and direction of the "wind gusts" behind flights. First, yield spreads are explained by the credit quality and liquidity of the assets relative to the credit quality and liquidity of feasible alternatives in the cross-section. Second, there is tremendous heterogeneity across countries and maturities in the magnitude, direction, and impact of credit quality and liquidity, which to this point has not been appreciated in the literature. Third, as we will point out in the next section, this relation is time-varying and depends on the level and nature of uncertainty in the marketplace.
Conditional yield spread decomposition
Beyond our analysis of the unconditional relation between credit quality, liquidity, and sovereign yield spreads, we seek to understand how this relation is altered in the face of changes to the market environment. In particular, we investigate various forms of uncertainty, broadly defined, that are guided by both previous academic work and established market-trading behavior. In Section 3.4, we extend the analysis by specifically conditioning on flights, defined as unusually large capital flows into or out of the Euro-area bond market.
While many researchers have argued that liquidity is an important consideration when pricing assets, the exact form liquidity takes is still a matter of debate. Pastor and Stambaugh (2003) argue that liquidity risk, namely the possibility that liquidity may be scarce precisely when a market participant wants to exit a position, is the critical aspect of liquidity that is priced. Following the work of Pastor and Stambaugh, we investigate whether liquidity risk is a factor that changes the relative trade-off between credit quality and liquidity for determining yield spreads. Specifically, we condition our analysis on time periods in which market liquidity, as proxied by one of our four liquidity measures, is below its time-series median. From a liquidity risk standpoint, this focuses the analysis on precisely the worst-case scenario (i.e., when liquidity in the Euro-area bond market is low and exiting a position is more expensive).
Another uncertainty that we consider is perceived risk in the equity markets. It is not uncommon to read discussions in the academic literature or financial media describing a flight out of equities and into fixed-income markets when the perceived risk in equity markets rises (e.g., Connolly, Stivers, and Sun, 2005; Underwood, 2006) . Given this well-established description of capital flows between these two markets, we consider how the relation between credit quality and liquidity changes when equity markets are perceived to be unusually volatile. We consider two separate measures of perceived equity market volatility, the VIX and VSTOXX indices. The Chicago Board Options Exchange (CBOE) Volatility Index (VIX) is a measure of U.S. equity market volatility, which is constructed using both call-and put-implied volatilities from the S&P 500 index options (prior to 22 September 2003, the index was the S&P 100). The VSTOXX is a similar volatility index for European equity markets that is constructed using implied option prices written on the DJ Euro STOXX 50 index. For each separate volatility index, our conditional analysis considers periods where the index is above its respective time-series median.
Lastly, we also consider the impact of perceived volatility internal to the Euro-area bond market, namely, volatility related to interest rates. Theoretical work by Vayanos (2004) and Acharya and Pedersen (2005) argue that volatility within a market causes that market to value liquidity relatively more. In the face of high market volatility, there may be a higher probability of altering, rebalancing, or exiting a position altogether, this in turn puts trading costs at the forefront if market liquidity is time varying. We proxy for interest rate volatility by conditioning on periods where the implied volatility of a 30-day constant maturity swaption (written on a 10-year Euro-swap contract) is above its time-series median.
14 Our conditional analysis entails repeating the base regression analysis conducted above, i.e., Equation (1), having first conditioned the sample on periods of low-bond market liquidity, high-equity market volatility, or high interest rate volatility. Tables 5 and 6 present our conditional results; however, in the interest of parsimony, we present results for the liquidity index measure only, although the results from the other liquidity measures are both qualitatively and quantitatively similar and are available on request. Moreover, since the results for the VIX and the VSTOXX are also very similar, we only report the results for the VSTOXX. As before, all the coefficients in the conditional regressions (Table 5) are statistically significant at the 1% level and the signs are consistent with those in the unconditional regressions ( Table 3 ). Recall that the positive coefficient on the credit differential implies that lower credit quality is 
Sovereign Par Yield i,t , CDS i,t , and LIQ i,t represent the par yield, credit default swap, and liquidity estimates for the given maturity within country i over period t. CDS AV E,t and LIQ AV E,t are the corresponding cross-sectional averages at time period t. The Euro-Swap yield t is the constant maturity fixed leg yield for the given maturity over period t. White heteroschedastic consistent standard errors are shown in parentheses and * * * denotes significance at the 1% level. The Difference columns represent the differences between the estimated conditional coefficients and the unconditional coefficients reported in Table 3. associated with a higher sovereign yield spread and the negative coefficient on the liquidity differential implies that higher liquidity is associated with a lower sovereign yield spread. Moreover, the adjusted R 2 are, in general, similar across the unconditional and conditional regressions with the conditional regressions producing slightly lower R 2 for the 3-year maturity and slightly higher R for 5-, 7-, and 10-year maturities. While it is clear that no one conditioning set stands out as superior, since the R 2 across the conditional regressions are roughly the same, conditioning on high interest rate volatility appears to fit the yield curve somewhat better, especially at the longer maturities.
By most statistical measures, the unconditional and conditional regressions are very similar; however, the interesting aspect of the comparison is the economic difference in the size of the respective coefficients. For ease of comparison, Table 5 reports a column of the difference between the estimated conditional coefficients and the estimated unconditional coefficients reported in Table 3 , for each of the conditioning sets. For all conditioning regressions, the size of the coefficient on the credit differential is substantially smaller than the coefficient from the unconditional regression for all maturities, but the 10-year. This suggests that the impact of credit quality on the sovereign yield spread is lower when we condition on periods of uncertainty. When we compare the coefficients on the liquidity differential, we see that, with one exception, the absolute value of the coefficient is larger, and dramatically so, for the long end of the yield curve. More specifically, the liquidity coefficient increases by more than 50% at the 7-year horizon and, strikingly, more than 400% at the 10-year horizon. Interestingly, we observe the largest conditional coefficient on the liquidity differential at the 7-year maturity. This finding is likely to depend on institutional features of the European bond market, where sovereigns tend to polarize new issues of government bonds around the 5-and 10-year horizon. Thus, liquidity is likely to be more of an issue at the 7-year maturity.
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Therefore, consistent with a muted impact of credit quality, the impact of liquidity on the sovereign yield spread is substantially increased, particularly on the long end of the yield curve. Overall, these conditional regressions suggest that the relation between credit quality and liquidity not only varies by country and maturity, it also varies through time in response to changes in the level of uncertainty. Table 6 displays the conditional results broken out by country, which leads to a number of interesting insights. It is immediately clear that the liquidity contribution and corresponding proportion figures are much larger for a number of countries in relation to the unconditional figures. Closer inspection reveals that while there are some differences across conditioning sets, there are noteworthy differences across maturities. In particular, the fractions of countries across the three conditional regressions that register an increase in the liquidity proportion are 1/3, 2/3, 3/4, and 1 for the 3-, 5-, 7-, and 10-year maturities respectively. Therefore, consistent with the results in Table 5 , liquidity has a much larger impact on the sovereign yield spread during periods of high uncertainty, 
Credit Contribution i =β(C DS i,t − C DS AV E,t ) and Liquidity Contribution
especially on the long end of the curve. 16 Our interpretation of this result is that mobility (the ability to shift funds quickly and cheaply) takes precedence over a trader's valuation concerns during periods of uncertainty. Furthermore, a revealed preference argument suggests that the potential costs associated with investing in an illiquid, creditworthy asset is higher than the costs associated with investing in a liquid, yet less creditworthy asset during volatile market periods.
Flights
It is clear that the conditional yield spread decomposition points to an increased importance of liquidity during periods of perceived market uncertainty. One explanation of this phenomenon is that when investors defensively rebalance their portfolio toward less risky assets in response to a perceived temporary increase in uncertainty, short-term liquidity and transaction costs concerns become relatively more important and long horizon credit risk becomes relatively less important.
To explicitly test this explanation, we now directly analyze flights, or large movements of funds, into and out of the Euro-area bond market, as well as between different countries and maturities. Our direct analysis of flights necessitates an order-flow measure, as well as a way of identifying flights from other fund flows. Given that discussions of flight-to-quality and flight-to-liquidity are often heard surrounding financial crises, such as currency devaluations, the Russian bond default of 1998, and the Long-Term Capital Management debacle, one way that would be quite natural is to look for evidence of funds moving between markets surrounding these events. However, we do not take this tact in our analysis for two reasons. From a practical perspective, these crisis events are very infrequent, and it is difficult to identify specific exogenous events leading up to flights. More importantly from a conceptual perspective, we think about the temporary rebalancing activities hypothesized above as broader phenomena than simply trading behavior surrounding dramatic events. In addition, our approach allows us to identify flights in a systematic fashion, thereby allowing for a better understanding of the catalyst underlying the flights.
Rather than identifying events that may cause flights, we classify flights by identifying periods where there are large positive or large negative total bond market order flow. Specifically, we classify a flight into the bond market as any day in which the daily net order flow was in the top quartile of positive net order flow. Analogously, we define a flight out of the bond market as any day in which the daily net order flow was in the bottom quartile of negative net order flow.
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16 While we find a stronger effect for liquidity during periods of high uncertainty relative to the unconditional case, especially at the long end of the yield curve, this result does not detract from the general inference that the importance of liquidity (credit) is smaller (larger) for longer maturities. In fact, the liquidity proportions of yield spreads are on average lower at longer horizons, both unconditionally and conditional on high uncertainty.
17 As a robustness check, the analysis was also estimated using the median, instead of above and below the extreme quartiles. The results display the same signs and significance levels, although the R 2 s, notwithstanding the higher number of observations, are lower.
Our focus on large absolute order flow mitigates the confounding effects of trading behavior unassociated with flights, for example, portfolio rebalancing by European central banks, exogenous mutual fund inflows and redemptions, inventory management, etc. Given these behaviors are largely independent, they are likely to offset and have little impact on our flight periods; however, to the extent that they remain, they simply make it more difficult for us to obtain significant results.
After we identify our flight periods, we examine the financial news headlines corresponding to those periods using Factiva. In general, the recurring news on days of relevant net bond market order flow describes either optimism or pessimism about economic growth associated with the release of investor confidence numbers.
18 Interestingly, of the nine releases of the economic sentiment indicator in our sample period that are negative for economic prospects, six of them trigger positive net bond market order flow in the top quartile. Other headlines are related to European Central Bank statements about inflation and interest rates and news that is directly related to flight-to-quality events.
19 By matching our chosen days with these significant news events, we are confident that our classification procedure has identified flights; moreover, the link to these news events provides a context with which the reader can better interpret our results. The core part of our flight analysis entails re-estimating our base regression (Equation 1) for each maturity, replacing the original dependent variable (sovereign yield spreads) by the share of the net bond market order flow that goes into a specific country. We are able to analyze each maturity class separately because a preliminary investigation shows that flights into or out of the bond market do not target specific maturity ranges, since the null hypothesis of net bond market order flow targeting the four maturity classes equally can never be rejected at conventional statistical levels (results not reported).
In addition, we segment the regression based on the direction of the flight as well as the horizon over which we aggregate order flow. This partition is based on the conjecture that there may be fundamental differences between flights into and out of the bond market related to the asset characteristics being sought and the urgency of the transaction. For example, given the results of the previous sections, we suspect that liquidity will be demanded more aggressively for flights into the bond market, while the trading behavior surrounding flights out of the bond market is unclear. Similarly, we suspect that flights into the bond market are likely to occur very quickly, while flights out of the bond market may be transacted over a longer horizon (lower frequency), since there is less urgency to complete the transfer of funds. Therefore, our base regression is estimated separately for flights in and out of the bond market, where flights into (out of) the bond market are identified as the top (bottom) quartile of positive (negative) bond market net order flow, as well as on a daily and weekly basis, where the credit and liquidity differentials and order flow are aggregated on a 1-day and 5-day horizon, respectively. Lastly, the proportional nature of the dependent variable warrants further examination from an econometric standpoint. The usual non-negativity and unity constraints are not an issue in our setting, since net order flow can be negative for some countries and, as a result, the proportion can also be greater than one for some other countries. However, in each period, the sum of the proportions for all countries needs to add up to one. Since the two regressors, credit and liquidity differentials, have mean zero by construction, we restrict the intercept to be equal to 0.10 (given 10 countries), so that the add-up constraint is always satisfied.
As an example of how we construct our dependent (flight) variable, consider 4 August 2003, where the net order flow in the European bond market was +1,237 million euros, which we classify into the "flight into the bond market" category, because it is in the top quartile of positive daily bond market order flow. The breakdown across countries of the total bond market order flow is as follows: Austria 4%, Belgium 3%, Germany 10%, Spain 15%, Finland −1%, France 31%, Greece 0%, Italy 19%, Netherlands 8%, Portugal 13%. Our flight regression is set up to explain the breakdown of the top net order flow days across countries using the liquidity and credit differentials defined as before. Table 7 presents the order-flow results, as before, we present the results for the liquidity index only. 20 It is worth reviewing that order flow moving into more liquid assets (flight-to-liquidity) would show up as positive coefficients on the liquidity differential. Similarly, order flow moving into assets with high credit quality (flight-to-quality) would manifest itself with negative coefficients on the credit differential.
Beginning with the results for the flights into the bond market at the daily frequency, we see strong evidence of flight-to-liquidity, as the coefficients for liquidity are significant at the 1% level for all maturities. The coefficients on the credit differential are also significant; however, their signs suggest a "fleefrom" rather than a "flight-to" quality. To be clear, we do not believe that order flow is actually moving away from high credit quality assets, rather our methodology has basically set up a "horse race" between the two characteristics, credit quality and liquidity, and the results clearly show that liquidity dominates. The economic significance of the results is also substantial, for example, the results for the 10-year maturity suggest that a country with an average credit quality and a liquidity index one standard deviation above the 
Net Order flow i,t , CDS i,t and LIQ i,t represent the daily net order flow, credit default swaps, and liquidity estimates for the given maturity within country i over period t. CDS AV E,t and LIQ AV E,t are the corresponding cross-sectional averages at time period t. The intercept is restricted to be equal to 0.10 to guarantee the addup constraint. White heteroschedastic consistent standard errors are shown in parentheses and * * * denotes significance at the 1% level.
average is associated with an average share of 13% of the total bond market inflow.
The results for flights out of the bond market at the daily frequency are similar in that the coefficients on both the credit and liquidity differential are positive and, in general, significant. The sign of the coefficients have the same interpretation as before, since now the dependent variable has both a negative denominator and a negative numerator for the countries that are targets of outflows. Therefore, conditional on a flight out of the bond market, the results suggest that investors exiting the bond market are abandoning relatively more liquid and credit risky securities, which reinforces the idea that investors prize the transaction cost component both when they enter and exit the bond market.
When we compare results at the daily and weekly horizons, for flights into the bond market, credit and liquidity differentials explain very little at the weekly horizon, while for flights out of the bond market, the results at the daily horizon also obtain at the weekly horizon and with greater explanatory power.
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This suggests that bond market inflows occur at a relatively high frequency, being completed within a few days. In contrast, bond market outflows occur at a lower frequency taking a week or more to complete. These results mesh well with intuition as flights into the bond market are likely to be executed with some urgency when exiting a more volatile market, such as the equity markets, and flights out of the bond market are likely to be executed cautiously when entering a riskier market.
Lastly, we also reran the analysis constraining the constant to reflect the null hypothesis of market capitalization proportions for fund flows, rather than the null hypothesis that each country receives an equal proportion (10%, given 10 countries). This could be, for example, the outcome of a bond asset allocation strategy with weights based on relative bond market capitalization. The results (not shown) are both quantitatively and qualitatively similar to those in Table 7 .
Pricing conditional on flights
The evidence provided thus far shows that, in times of market stress, (i) liquidity becomes relatively more important for bond pricing and (ii) the destination of large flow of funds into the bond market is determined almost exclusively by liquidity. In this section, we study whether bond pricing depends more heavily on liquidity precisely during periods of large shifts of funds into or out of the bond market. This is a natural extension of our analysis, given the evidence in the existing literature on the effects of order flow on bond yields (e.g., Brandt and Kavajecz, 2004) . Thus, we bring our analysis full circle by explicitly linking a bond's price/yield, credit and liquidity components, and order flow. We examine the relation between sovereign yield spreads, credit quality, and liquidity during days where we observe large net order flow into and out of the bond market. 22 We also investigate the same relations at the weekly horizon motivated by the timing asymmetry between flights into and out of the bond market documented in Table 7 . Table 8 presents the results for the four maturities. Due to space considerations, we only show the results for the most interesting cases, consistent with 21 As a robustness check, we have also conducted the same empirical analysis with net order flow computed at a 2-, 3-, and 4-day horizon. An increasing horizon determines a monotonic decrease in explanatory power for flows into the bond market and a monotonic increase in the explanatory power for flows out of the bond market. These results are available upon request. 22 The conditioning threshold that defines large bond market net order flow is the top quartile. However, we obtain very similar results by conditioning on other thresholds, such as the bond market order flow above the median or in the top quintile. Sovereign Par Yield i,t , CDS i,t , and LIQ i,t represent the par yield, credit default swap, and liquidity estimates for the given maturity within country i over period t. CDS AV E,t and LIQ AV E,t are the corresponding cross-sectional averages at time period t. The Euro-Swap yield t is the constant maturity fixed leg yield for the given maturity over period t. Panels A and B show the results conditional on large daily and weekly net order flow, respectively. White heteroschedastic consistent standard errors are shown in parentheses and * * * denotes significance at the 1% level.
the asymmetric timing results of Table 7 : Panel A presents the results at the daily frequency for the positive bond market net order flow and Panel B presents the results at the weekly frequency for the negative bond market order flow. The results for the other definitions of order flow and at the other frequencies are only slightly weaker. In general, our findings are very similar to the unconditional results of Table 3, except that the coefficients on liquidity are always higher than the unconditional magnitude. For both daily and weekly order flow, the increased effect of liquidity is striking at the long end of the yield curve. Specifically, the liquidity coefficient is about twice the unconditional magnitude for the 10-year maturity and more than 30% higher for the 7-year maturity. Although not shown, the corresponding contribution and proportion measures show that liquidity explains a higher proportion of the yield spread than the unconditional case for all countries, pointing to an unambiguous increase in the importance of liquidity during flights.
This evidence on pricing during flights links a number of results that heretofore has been addressed separately. First, we document that fixed-income investors are concerned with a specific set of security attributes, in our case, credit quality and liquidity. Second, the relative importance of these attributes is dependent on the market environment. Third, flights (order flow) respond to changes in the relative importance of credit quality and liquidity and fourth, the price of fixed-income securities is affected by flights (order flow). In summary, our results on the linkage of price, asset attributes, and order flow suggest that the fixed-income market is characterized by traders that care not only about the long-horizon credit risk of a security, but also the liquidity of the security, especially during periods of market uncertainty. The heightened demand for liquid securities during these periods manifests itself through both an increased liquidity share of yield spreads and flights into more liquid securities.
Conclusion
We determine empirically the extent to which fixed-income investors are concerned about credit quality and liquidity unconditionally, as well as conditional on times of heightened market uncertainty. We accomplish this by studying yield spreads and order flow in the Euro-area government bond market, which exhibits a strong and unique negative relation between credit quality and liquidity, as opposed to the strong positive association found in U.S. debt markets.
Our main empirical finding is that investors demand both credit quality and liquidity, but they do so at different times and for different reasons. We show that the bulk of sovereign yield spreads is explained by differences in credit quality, though liquidity plays a nontrivial role, especially for low credit risk countries and during times of heightened market uncertainty. However, the destination of large flows into (as well as out of) the bond market is determined almost exclusively by liquidity. Furthermore, we document that during periods of large flows into or out of the bond market, liquidity explains a substantially greater proportion of sovereign yield spreads, consistent with a heightened impact of order flow on bond prices. This evidence suggests that, while credit quality matters for bond valuation, in times of market stress, investors chase liquidity, not credit quality.
Our joint focus on pricing and trading activity allows us to document that different attributes of securities have a different importance for investors when they are priced unconditionally versus when they are priced during times of high liquidity demand (flights). Moreover, our findings speak to the larger issue of how a security's risk premium changes with the market trading environment, the security's relative attributes, and flights.
